Acoustic echo cancellation (AEC) is a well-known application of adaptive filters in communication acoustics. To implement AEC for multichannel reproduction systems, powerful adaptation algorithms like the generalized frequency-domain adaptive filtering (GFDAF) algorithm are required for satisfactory convergence behavior. In this paper, the GFDAF algorithm is rigorously derived as an approximation of the block recursive least-squares (RLS) algorithm. Thereby, the original formulation of the GFDAF algorithm is generalized while avoiding an error that has been in the original derivation. The presented algorithm formulation is applied to pruned transform-domain loudspeaker-enclosure-microphone models in a mathematically consistent manner. Such pruned models have recently been proposed to cope with the tremendous computational demands of massive multichannel AEC. Beyond its generalization, a regularization of the GFDAF is shown to have a close relation to the well-known block least-mean-squares algorithm.
Introduction
Acoustic echo cancellation (AEC) is generally necessary in full-duplex communication scenarios where loudspeaker echoes should be removed from a microphone signal. This is, e. g., necessary for teleconferences where the microphone signal is sent to far-end communication partners who would be disturbed when hearing their own voices. Another application scenario is an acoustic human-machine interface where the automatic speech recognition would be impaired by the loudspeaker feedback in microphone signal.
AEC uses an adaptive filter identifying the echo path to obtain an echo replica that then is subtracted from the microphone signal [1] [2] [3] [4] [5] [6] [7] . Ideally, this is achieved without distorting the signals of the local acoustic scene in the microphone signal. This distinguishes AEC from acoustic *Correspondence: schneider@lnt.de Multimedia Communication and Signal Processing, University Erlangen-Nuremberg, Cauerstr. 7, 91058 Erlangen, Germany echo suppression, where the microphone signal is filtered in a way such that a distortion of the local acoustic scene cannot be avoided [8, 9] . However, acoustic echo suppression is often also used as a post-filtering method after AEC [10] [11] [12] [13] [14] [15] .
The principle of AEC has originally been applied to cancel the echoes in telephone hybrids [16] . The necessary adaptation algorithms were typically based on the well-known least-mean-squares (LMS) algorithm [17, 18] . The very popular normalized least-mean-squares (NLMS) algorithm is closely related to the class of affine projection algorithm [19, 20] of which efficient implementations are available [21] . The sparse nature of impulse responses describing telephone hybrid echoes motivated the formulation of the proportionate normalized least-meansquares algorithm (PNLMS) and the improved PNLMS (IPNLMS) algorithms [22, 23] , respectively.
When hands-free telephone sets were introduced, acoustic echoes became another significant problem in many telecommunication scenarios. Unlike the echo paths of telephone hybrids, acoustic echo paths are described by significantly longer typically non-sparse impulse responses, as described by Hänsler in [24, 25] . This increased complexity fueled the search for efficient frequency-subband [26, 27] and discrete Fourier transform (DFT)-domain algorithms [28] [29] [30] , where multiple shorter adaptive filters or individual DFT bins, respectively, are adapted independently and lead to faster convergence and increased computational efficiency. As the block processing of computationally efficient DFTdomain algorithms implies large algorithmic delays, the generalized multidelay adaptive filter was developed which reduces the block size by partitioning the impulse responses [31, 32] . Note that it is also possible to reduce this delay on cost of computational efficiency by choosing an appropriate block-overlap for single-partition processing [4] .
On another track of research, a state-space model of the acoustic impulse responses was used to apply the concept of the Kalman filter to AEC [14, 33, 34] . These approaches feature an inherent step-size control, which renders a double-talk detection [3, 35] unnecessary. When the Kalman filter approach is formulated in the frequency domain, be it single [14] or partitioned block [36] , the framework interestingly delivers an integrated frequencydomain filter structure and, hence, unites important concepts from adaptive filtering and adaptation control.
Recently emerging multichannel reproduction systems allow for improving the user experience in many kinds of telepresence systems but also human-machine interfaces, such as multi-party teleconferencing and immersive interactive gaming environments whenever the latter comprise an acoustic human-machine interface. Such scenarios imply the use of a multichannel AEC system where the typically strong correlation between the various loudspeaker channels hampers the convergence of adaptation algorithms [37, 38] . The generalized frequency-domain adaptive filtering (GFDAF) algorithm has been shown to largely overcome this problem while retaining computational efficiency. The GFDAF algorithm was first presented in [39] , being inspired by [30, 40] and incorporating concepts of [31, 41, 42] . Note that the Kalman filter-based approaches have also been generalized for the efficient identification of multiple-input/multiple-output systems [43] .
However, for massive multichannel systems with dozens of loudspeaker channels, AEC still involves tremendous computational demands and algorithmic challenges. Wave-domain adaptive filtering (WDAF) has been shown to overcome these problems by using a physically motivated loudspeaker-enclosure-microphone (LEM) model [44, 45] , which allows to approximate the LEM system by a drastically reduced number of loudspeaker-tomicrophone couplings described in the wave-domain. The resulting models will be referred to as pruned models in the following. Due to its desirable properties, the GFDAF algorithm was also the algorithm of choice for most WDAF implementations. This paper presents a comprehensive derivation of the GFDAF algorithm as an approximation of the well-known block recursive least-squares (RLS) algorithm with exponential windowing. The presented derivation clearly identifies all approximations that were implied in the original derivation such that an additional variant of this algorithm can be formulated. Moreover, a notation is used that was optimized for conciseness to alleviate further development of the algorithm. As a first step towards further development, the GFDAF algorithm is generalized to use pruned LEM models, for the first time in a mathematically consistent manner.
The paper is organized as follows: In Section 2, we formulate the system identification problem and its relation to AEC. As the basis for the following main parts of the paper, the RLS algorithm is briefly reviewed in Section 3 where it is shown that errors induced in the filter coefficients decay exponentially during adaptation using this algorithm. Additionally, a link between the LMS algorithm and a Tikhonov regularization of the RLS algorithm is shown. In Section 4, the GFDAF algorithm is rigorously derived as an approximation of the block RLS algorithm with exponential windowing and then generalized to pruned LEM models in Section 5. The derived algorithms are briefly evaluated in Section 6 to show the effect of the individual approximations used in the derivation. In Section 7, implications of the presented derivation for real-world implementations are discussed before conclusions are presented in Section 8.
System identification and acoustic echo cancellation
In this section, the system identification problem is related to AEC, and the signal model is introduced along with Fig. 1 . In the following, the L loudspeaker signals are described by the matrix X(k) which captures the individual sam-
The structure of this matrix will 
This implies that the LEM system impulse responses are considered to be of length K and that additive noise in the microphone signals is neglected. Although these conditions will not be fulfilled for real-world systems, this does not limit the applicability of the following derivation. The discrete-time microphone signals are captured by the vector
where signal segments of length P are considered and · T denotes the transposition. The choice of P will be discussed later. For system identification, an adaptation algorithm provides an estimateĥ(n) of h. Typically, this estimate is determined implicitly by minimizing a given norm of the error signal e(k). In the echo cancellation context, the error signal e(k) contains also the signals of the local sources in the LEM system, which should then be further processed and/or transmitted after the acoustic echoes are removed. The column vectorĥ(n) of length KLM has the same structure as h but is dependent on the block-time index n = k/N , where N denotes the frame shift of the adaptation algorithms as defined later and · denotes the floor operator. The resulting structure ofĥ(n) is then given bŷ
In order to implement (1) by the multiplication
the MP × LMK matrix X(k) has to be defined as follows. The loudspeaker signals are first represented by
which is then used to form
such that
can be defined. Here, ⊗ denotes the Kronecker product, and I M is an M × M identity matrix. The redundant representation of X(k) in (9), as illustrated by Fig. 2 , allows for describing the microphone signals d(k) as a column vector. This representation will be exploited later in Section 5. The adaptation error signal is then defined by
Note that k may assume any integer number, while only the time instants k = nN will be relevant for the derivation of the adaptation algorithms presented later. In real-world implementations, e(k) will be used for further processing, which suggests to set the microphone signal segment length P equal to the frame shift N to obtain a gap-less signal in e(k). However, for generality, P is not determined by N in the presented derivation. When minimizing the mean-square error (MSE), i. e., solving
with · H denoting the Hermitian transpose, the following normal equation results:
being scaled versions of the loudspeaker signal autocorrelation matrix and the cross-correlation vector of loudspeaker and microphone signals, respectively. The scaling results from the P rows of X l (k), which are time-shifted versions of each other. Since stationarity implies shift invariance under the expectation operator, R represents the sum of P identical loudspeaker signal autocorrelation matrices. The same holds for r with respect to the crosscorrelation vector. If P = 1 is chosen, R and r describe the loudspeaker signal autocorrelation matrix and the crosscorrelation vector of loudspeaker and microphone signals, respectively, as they are commonly used in the literature [17] .
Recursive least-squares (RLS) and least-mean-square (LMS) algorithms
In the first part of this section, the well-known RLS algorithm is briefly reviewed to form the basis for the subsequent derivations. In Section 3.1, the effect of filter coefficient errors on the further convergence of the RLS algorithm is treated. The LMS algorithm is derived in Section 3.2 in order to establish a link between the LMS algorithm and a Tikhonov regularization of the RLS algorithm.
The RLS algorithm as considered here minimizes the cost function
using the exponential window defined by "forgetting factor" λ [17] . The weighted least-squares criterion given by (15) approximates E e H (k)e(k) in (11) and can be used when the second order moments of the loudspeaker and microphone signals are unknown. When choosing N = P = K, (15) is identical to the cost function used in [39] up to a scaling factor. Plugging (10) into (15) and setting the Wirtinger gradient [17, 46] of the result to zero leads to anĥ(n) that minimizes (15) . This gradient is given by
where
withR
Note thatR(n) andr(n) can be seen as recursive estimates of R and r, respectively, such that (17) approximates the solution defined by (12) . Due to the similarity between (13) and (18),R(n) shares the structure of R, which is illustrated in Fig. 3 .
In the following, a recursive algorithm determiningĥ(n) is derived. Multiplying (19) from the right-hand side by the previously computed filter coefficientsĥ(n − 1) and subtracting the result from (21) leads tô
Substitutingr(n) using (17) and defining the a priori estimation error 
and finally to the explicit formulation of the adaptation algorithm, assuming thatR(n) is invertible andĥ(n − 1) fulfills (17) for n − 1:
Note that the a priori estimation error e (k) must be clearly distinguished from the a posteriori estimation error e(k), which depends onĥ(n) instead ofĥ(n − 1). Unfortunately, these errors are not correctly distinguished in [39] .
Since (17) describes the solution of a least-squares problem,R −1 (n) can be replaced by the Moore-Penrose pseudoinverse, ifR(n) is not invertible [17] . However, this is merely of theoretical interest since the Moore-Penrose pseudoinverse is expensive to compute, and real-world implementations will most likely rely on regularization as described later by (36) . Moreover, the inverseR −1 (n) can also be computed using the well-known matrix inversion lemma [17] . However, this approach leads only to an increased efficiency, if (19) describes a rank-deficient update ofR(n), where a higher rank of the update implies a lower gain in efficiency. Hence, this approach is less attractive with growing P. Additionally, the update of the matrix inverted in (36) is generally full-rank. Thus, this approach is not discussed in the paper.
Effect of regularization and approximation errors
For any approximation or regularized version of the RLS algorithm, (17) will not be fulfilled exactly byĥ(n − 1). In that case, λ r(n − 1) −R(n − 1)ĥ(n − 1) does not vanish, andĥ(n − 1) can be described bŷ
where the optimal componentĥ opt (n−1) of the filter coefficients fulfills (17) at block time instant n − 1, while the error component ĥ (n) does not. Then, multiplying (24) withR −1 (n) from the left-hand side leads tô (27) as the adaptation rule to obtain optimal filter coefficients from previous suboptimal coefficients. When comparing (25) to (27) it can be seen that suboptimal filter coefficientsĥ(n − 1) require an additional correction term in order to obtain optimal coefficients inĥ(n). Since this term is not considered in (25) , any perturbation ofĥ(n−1) will lead to suboptimal coefficients inĥ(n). The resulting error can be determined by subtracting (25) from (27) and plugging (26) into the result. Then,r(n − 1) −R(n − 1)ĥ opt (n − 1) vanishes, which leads to
This gives rise to the question how this error propagates in the following iterations. Fortunately, recursive application of (28) leads to
which shows that any error introduced inĥ(n) decays exponentially, while the reconvergence speed is determined by the parameter λ.
Link between the LMS algorithm and the Tikhonov regularized RLS algorithm
To establish the link between the LMS algorithm and the regularized RLS algorithm, the LMS algorithm is briefly derived in the following. To this end, solving (11) using the gradient descent method can be viewed as a first step [17] . In that approach, the filter coefficientsĥ(n) are determined computing the gradient of E e H (nN)e(nN) for h(n − 1),
where μ is a parameter to control the step size that could also be set adaptively [35] . For simplicity, the LMS algorithm uses the instantaneous estimates of (13) and (14) given by
This leads to a representation of (31) bŷ
where (23) was used to obtain (34) from (35) . While choosing P = N = 1, (35) describes the LMS algorithm in its most common form, the formulation presented here allows for block-wise processing of the data. When comparing (35) to (25) , structural similarities can be exploited to obtain the following equation:
where α is a parameter of choice with 0 ≤ α ≤ 1. For α = 0, (36) describes the RLS algorithm (25) , for α = 1, the LMS algorithm (35) is described. By choosing α between 0 and 1, the adaptation steps can be continuously varied in between both algorithms, although the relation is not linear. SinceR(n) is positive semi-definite, the inverse exists for any α > 0. Moreover, when computing the inverse, choosing a larger α can reduce the condition number of the matrix to be inverted. A comparable consideration can be found in [47] . However, the block RLS algorithm used there does only consider the current data block and does not allow for an exponential time-windowing. Furthermore, the NLMS algorithm described there is identical to the algorithm that is most commonly referred to as affine projection algorithm. In [47] , it is not possible to continuously vary the relative weight of the adaptation steps provided by both algorithms.
Generalized frequency-domain adaptive filtering algorithm
The derivation of the GFDAF algorithm presented in this section differs from [39] in the following points:
• The derivation is based on replacing the convolution matrices captured in (25) by DFT-domain multiplication instead of defining an equivalent to (15) in the DFT domain. This allows to show the relation of the GFDAF algorithm to the RLS algorithm more clearly. A similar approach is known for the Kalman filter-based AEC [14, 36] .
• An erroneous equality used in the original derivation is clearly identified as an approximation.
• The frame shift N and the lengths of the adaptive filters K can be chosen independently of the microphone signal segment length P, as it was already described for the single-channel frequency-domain adaptive filtering algorithm [4] and for the Kalman filter implementations in the DFT-domain [14, 36, 43] .
• The multichannel microphone signals are represented by a vector d(k) instead of a matrix, which allows for considering simplified models, as described later.
• A different regularization approach is proposed that is closely linked to the well-known LMS algorithm.
In [39] , a DFT-domain equivalent to (15) was used to derive the GFDAF algorithm. Since the block RLS algorithm derived in (3), which minimizes (15) involves no approximations, (25) can be used for further derivations without restrictions. As a first step, (25) will be rewritten in the DFT domain such that this representation can be approximated to formulate the GFDAF algorithm. It is well-known that a time-domain convolution can be facilitated by a DFT-domain multiplication using the overlap-save method [14, 36] . This approach is described in the following to ensure compatibility with the notation used in this paper, aiming at a length-Q DFT-domain representation of the loudspeaker signals captured in X(k). First, the individual loudspeaker signals X l (k) are considered, where (38) holds for any matrices X (A)
l (k), and X
(C)
l (k) can be chosen such that X l (k) is a circulant matrix that can be diagonalized by the DFT matrix. The entries of the Q × Q DFT matrix F Q in row p column q are given by
where j is used as the imaginary unit. The symmetric definition of the DFT using the scaling factor 1/ √ Q in (39) is crucial for the following considerations, although a different scaling factor was used in [39] . This leads to
where x l (k) is defined like x l (k) but capturing signal segments of length Q instead of P. To describe the filtering through a multiple-input/multiple-output system, the individual matrices X l (k) are captured by
as it is also described by [39, 43] . The structure of X(k) is illustrated in Fig. 4 . Using X(k), it is possible to write where the matrices
are used to transform signal vectors from and to the DFT domain as well as for discrete-time truncation and zeropadding operations. An example for the structure of the matrices described by (44) and (45) is shown in Fig. 5 . Note that Q = P + K − 1 is not necessary following, but Q ≥ P + K − 1 is assumed. This is different to [39] , where only the case Q = 2P = 2K was covered. For the further derivations, is defined, where (43) and (19) can be used to verify that
holds. The matrixŜ(n) can be interpreted as an estimate of the DFT-domain power spectral density of the loudspeaker signals. Considering (25) and replacingR(n) by (47) and X H (nN) by (43) results in
which represents the same time-domain update equation as (25) but is based on DFT-domain representations of the involved signals X(k) and e (k).
In (48), the size of the generally fully occupied matrix W H 10Ŝ (n)W 10 and its inverse preclude a real-world implementation of this algorithm for larger filter lengths or a larger number of loudspeaker channels. To overcome this obstacle, it was proposed in [39] to invert a sparse approximation ofŜ(n) rather than inverting W H 10Ŝ (n)W 10 in (48) .
As X(k) is sparse, the lack of sparsity inŜ(n) can be attributed to the term W H 01 W 01 which represents windowing with a rectangular window in the time domain. Considering the definition of the DFT matrix given by (39), evaluating W H 01 W 01 leads to
with
where w (k) describes an appropriate rectangular window function with the vector representation
For w (k) = 1, (50) would describe an identity matrix, while the definition of
describes the time-domain windowing according to (44) . As described in [39] , (50) can be identified as a finite geometric series, which allows to write (52) as
It can be shown that the resulting circulant matrix captures an infinite series of sinc functions, multiplied by an exponential phase term to represent the time-domain shift or asymmetry of the window in each row. The maximum of this function is located on the main diagonal, which suggests an approximation of W H 01 W 01 by an identity matrix. The approximation tends to be more accurate, the narrower the main lobe of the sinc function is or, equivalently, the larger the time-domain window is. Hence, W H 01 W 01 can be better approximated by a scaled identity matrix the larger P is, where
This is an important generalization relative to [39] , since P is a parameter of choice in contrast to [39] , where only the special case Q = 2P was considered. Note that the same result was already obtained for the Kalman filter implementations in the DFT-domain [14, 36, 43] .
Using (54), (46) can be approximated bẙ
where the structure ofS(n) is illustrated in Fig. 6 . ReplacingŜ(n) byS(n) in (48) does not lead to an obvious advantage, yet. Therefore, another approximation is used:
whereS −1 (n) is now the inverse of a sparse matrix that is inexpensive to compute when exploiting the matrix structure accordingly. Erroneously, (56) was not identified as an approximation in [39] but as an equality. This is discussed in Appendix A, where using (56) is also justified. Eventually, (56) can be used to approximateR −1 (n) in the DFT-domain, which distinguishes the GFDAF algorithm from the RLS algorithm. Not only that this leads to tremendous computational savings, it also decouples the adaptation of the individual DFT bins [39] . As a result, Fig. 6 Illustration of the structure of the matrixS(n) for L = 3, M = 2 there are Q-independent inverses of L × L matrices to be determined, instead of the inverse of one LK × LK matrix. This explains the robustness of this algorithm, which is described by:
where the step-size parameter μ can be viewed as accounting for the inaccuracy of the approximation. This allows for using a step size close to or even larger than μ = 1, according to the needs of the considered application scenario. Furthermore, the matrix
is used for regularization which is generally necessary for real-world implementations sinceS(n) will typically exhibit a large condition number or even become singular for signals X(k) with small spectral flatness or when the loudspeaker signals are strongly correlated. A straightforward approach is to use a regularization weight function that is proportional to the loudspeaker signal power as defined by
where the non-negative parameter δ can be chosen to control the regularization and the multiplication by P is used to ensure the balance with the weight of the diagonal ofS(n). Introducing D(n) into (57) describes a simple Tikhonov regularization where typical choices for δ are values close to zero. In Section 3.2, it was shown that such a Tikhonov regularization of the RLS algorithm is closely related to the LMS algorithm. The same holds for the GFDAF algorithm, such that a large δ would force the GFDAF algorithm to approach the adaptation steps of the LMS algorithm. Since the LMS algorithm is a wellunderstood algorithm, this regularization can easily be justified. Still, any δ > 0 would lead to suboptimal filter coefficients. In Section 3.1, it was shown that filter coefficient errors will decay exponentially for the RLS algorithm. Since the GFDAF algorithm approximates the RLS algorithm, it can be expected to inherit this property such that suboptimal filter coefficients are not a major issue. Note that due to disregarding the approximation (56) (see also Appendix A), the algorithm variant described by (57) could not be presented in [39] .
For efficient implementations, it is common to implement the time-domain convolution in the DFT domain. Accordingly, the a priori error signal can be expressed by 
where K has the same role as P in (54). In (57), this leads tô
where the time-domain windowing by W 10 W H 10 is omitted. Furthermore, when considerinĝ
the matrix W H 10 can also be neglected which leads to the so-called unconstrained variant [39, 41] of this algorithm given bŷ
In that case, (60) is also simplified to
The time-domain windowing operations applied to the error signal cannot be neglected for the definition of the algorithm. Otherwise, the adaptive filter would converge to a solution for cyclic convolution and not to a solution for linear convolution with the time-domain filter coefficients.
Pruned loudspeaker-enclosure-microphone models
In this section, the adaptation algorithms described above are generalized to allow for system identification or AEC using pruned LEM models. Considering the structure of h(n) described in (4), it is possible to define a matrix V that implies certain components inĥ(n) to be zero. This is done by requiring
within this section, which implies that certain coefficients inĥ(n) are zero. Note that this is the only definition necessary to generalize the considered adaptation algorithms to pruned LEM models.
The values of V can be defined by
where component ζ of the vector v is given by
At the same time, a multiplication by V from the left-hand side would prune the zero-valued coefficients fromĥ(n). Exemplary structures of V and V T V are shown in Fig. 7 . Note that the following derivation of the RLS algorithm allows to choose freely whether any of the coefficients of h is modeled or not. This comprises the simplified model proposed in [45] , but it would also allow for choosing individual impulse response lengths for each modeled loudspeaker-to-microphone path. However, the derivation of the GFDAF algorithm in Sec. 4 is based on DFTs of the same lengths, which precludes choosing v arbitrarily. Hence, for the GFDAF, it is only possible to model either all or none of the coefficients describing a certain loudspeaker-to-microphone path.
To derive an adaptation algorithm for pruned models, the error signal (10) must be modified according to
For the RLS algorithm, this results in the cost function where the derivation of the adaptation algorithm uses exactly the same steps as shown above. Consequently, considering the derivation above, while replacingĥ(n) by Vĥ(n) and X(k) by X(k)V T results in the desired algorithm. The latter replacement implies a further replacement ofR(n) by VR(n)V T . Then, assuming VR(n)V T to be invertible results in
where · 2 denotes the Euclidean norm. Note that the actual microphone signal was only used for the adaptation of the filters, while the noise-free microphone signal was used to determine the ERLE. This measure was termed "true ERLE" in [48] and allows to assess the echo cancellation performance also during perturbation. On the other hand, the NMA is defined by
where · F denotes the Frobenius norm and measures the system identification accuracy.
The results of this experiment can be seen in Fig. 8 , where λ = 0.99, μ = 1, K = 128, P = 128, Q = 256, and N = 64 have been chosen for all algorithms (if applicable). It can be seen that the RLS algorithm shows the best performance in terms of ERLE and NMA. This is an expected result since it uses no approximations. It can be furthermore seen that the approximation introduced with the algorithm described by (57) leads to a slower convergence. The approximations used for (62) leads to a further reduction in convergence speed, while the algorithm described by (64) shows nearly an identical performance compared to using (62). It can be seen that the reconvergence behavior after the impulse response change and the perturbation of the microphone signal is very similar to the initial convergence. However, it can be seen that the algorithm described by (57) shows a low robustness at some time instants. Note that the breakdown in ERLE and NMA that exceed the scale of the plot reach up to −100 and 100 dB, respectively. After that, a stable reconvergence can be seen. An explanation for this sudden breakdown can be found when considering (55) in conjunction with (62), which describes a GFDAF variant that does not exhibit this property. It can be shown that
yields a matrix with entries that are weighted inversely proportional to the weights of the corresponding entries in X H (nN). This is because X H (nN) is also considered in S(n), while all DFT bins are decoupled. However, when considering
as implied by (57), the DFT bins are no longer decoupled because of the time-domain windowing by W 10 W H 10 . Thus, it is possible that a sharp spectral peak in X(nN) leaks into the neighboring bins in the product
On the other hand,S −1 (n) does not describe a time-domain windowing, which implies that a sharp spectral peak in X(nN) will not not be spread inS(n). Due to this mismatch, the entries in the matrix resulting from (81) can exhibit a relatively strong weight, which implies larger adaptation steps and can lead to problems in some cases. While comparing the considered algorithm using identical parameters for all of them allows to investigate the properties of the individual algorithms, it is not a fair performance comparison. Hence, an optimal step size μ for the variants of the GFDAF algorithm was determined by subsequent increasing μ until no further improvement in ERLE was noticeable. The optimal step sizes determined for (57), (62) and, (64) were μ = 1.2, μ = 3.1, and μ = 2.4, respectively. This is actually a surprising result since approximations typically call for a more conservative step size. For performance evaluation, the experiment described above was repeated using these step sizes, while all other parameters were kept. The results presented in Fig. 9 show that all variants of the GFDAF algorithm are able to approach the performance of the RLS algorithm, which is shown for comparison. As expected, the robustness of the algorithm described by (57) is obviously even more reduced when μ is increased.
In Fig. 10 , the experiment described for Fig. 8 was repeated, were the variants of the GFDAF algorithm have been regularized, while the RLS algorithm was not regularized to allow for a comparison. As explained above, larger values of δ will result in adaptation steps of the GFDAF algorithm that are closer to the adaptation steps the LMS algorithm would provide. Since the GFDAF algorithm is superior to the LMS algorithm in terms of convergence speed, δ should be chosen as low as possible. As the algorithms described by (62) and (64) do not depend strongly on a regularization in the considered scenario, δ = 0.03 was chosen. This choice represents a compromise between the optimum regularization of the algorithm described by (57) and not hampering the convergence of the other algorithms.
As expected, the convergence speed of the all regularized algorithms is slightly reduced, while the impact of the impulse in the microphone signal is also slightly reduced by the regularization. The most interesting results are those for the algorithm described by (57). While the regularization mitigates the robustness problem, it is not able to prevent the divergence completely. At the same time, the NMA achieved by this algorithm during normal convergence of this algorithm is improved, such that it achieves a better system identification than the RLS algorithm. Note that the RLS is optimal with respect to increasing ERLE, but not necessarily optimal to decrease the NMA, as it would be the case for the Kalman filterbased approaches.
Results of an evaluation with a varied microphonesignal segment size are not presented as the effect of varying the P was only marginal in the considered experimental scenario.
Real-world implementations of the GFDAF algorithm
In this section, some notes on the implementation of the GFDAF algorithm are given. The most attractive variants for implementation of this algorithm are given by (62) and (64), as also proposed in [39] . In both cases, the
Considering the dimensions of the involved matrices, it becomes clear that a real-world implementation must exploit sparsity in order to be feasible. The structures of the relevant matrices are illustrated in Figs. 4 and 6 and can be considered straightforwardly. For computing
, all DFT-bins can be treated independently, which allows for a straightforward parallelization of the algorithm. This can be beneficial for the 
can be used to show thatS(n) can also be obtained bẙ
whereS (n) is equal toS(n) for M = 1. Additionally, the Kronecker product has the property
which implies that this redundancy does not increase the computational effort for invertingS(n). Finally, the cost of computing S (n) + D(n) −1 X H (nN) dominates the overall effort and is proportional to QL 3 . When accepting some restrictions on the regularization, this value may be reduced to QL 2 [39] . While this constitutes a considerable effort, it has to be considered that the RLS algorithm (25) would imply a computational effort proportional to (KL) 2 , noting that typically K, Q L. When considering the term V S (n) + D(n) V T in (77), it can be seen that (83) and (84) are not generally applicable to determine its inverse. Thus, care must be taken that V reduces the matrix dimensions sufficiently such that a computational advantage is achieved compared to general models. It has been shown that WDAF allows for sufficiently simplified models to decrease the computational demands [45] . When coupling W wave-domain loudspeaker signals to each wave-domain microphone signal, the cost of computing V S (n) + D(n) V T VX H (nN) is proportional to QW 3 M, which implies computational savings whenever W 3 M < L 3 . A value of W = 3 is already sufficient for many application scenarios [45] .
Conclusions
The GFDAF algorithm was presented as an approximation of the block RLS algorithm with exponential windowing, such that the microphone signal block length can be chosen independently from the modeled impulse response length, as it is also possible for other adaptive filtering approaches. An error in the original derivation of the GFDAF algorithm was identified, and it was shown that the erroneous equality can be used as a reasonable approximation. Furthermore, it was shown that a Tikhonov regularization of the GFDAF algorithm has a close relation to the well-known LMS algorithm. The notation of the presented derivation was optimized for conciseness to allow further development of this algorithm. This was exploited to formulate the GFDAF algorithm for simplified LEM models, which constitutes an original contribution of this paper. Moreover, a newly found variant of the GFDAF algorithm, which omits an approximation inherent to the original derivation, potentially shows an increased convergence speed, while some robustness issues still have to be solved. This can be an avenue for future research.
