In confocal microscopy, target objects are labeled with fluorescent markers in the living specimen, and usually appear with irregular brightness in the observed images. Also, due to the existence of out-of-focus objects in the image, the segmentation of 3-D objects in the stack of image slices captured at different depth levels of the specimen is still heavily relied on manual analysis. In this paper, a novel Bayesian model is proposed for segmenting 3-D synaptic objects from given image stack. In order to solve the irregular brightness and out-offocus problems, the segmentation model employs a likelihood using the luminance-invariant 'wavelet features' of image objects in the dual-tree complex wavelet domain as well as a likelihood based on the vertical intensity profile of the image stack in 3-D. Furthermore, a smoothness 'frame' prior based on the a priori knowledge of the connections of the synapses is introduced to the model for enhancing the connectivity of the synapses. As a result, our model can successfully segment the in-focus target synaptic object from a 3D image stack with irregular brightness.
INTRODUCTION
Formation of long term memory requires new protein synthesis at specific synapses of the neuron cells. The investigations of the memory formation process require the knowledge of the distribution of the proteins involved in the synthesis as well as the shapes of the synapses where the protein synthesis occurs.
1, 2 The proteins have been successfully detected and abstracted from the observed images, 3 even with merged clustering appearance in the images, by our spot detection model 4 which is based on Gaussian mixture models. The goal of the algorithm proposed in this paper is segmenting the 3-D shapes of the synapses from a given stack of 2-D images (as shown in Fig.1 ) observed from the same living specimen but captured at at different depth by a confocal microscope.
Typically, the synapses are labelled by immunostaining with fluorescent markers in a living specimen, and a fluorescent image of the synapses is captured by confocal microscopy. However, the fluorescent markers are usually distributed unevenly over the synapses and, as a result, the synaptic objects have irregular brightness in the observed image. Furthermore, due to the physical limitation of microscope and because the synapses are 3-D objects in the living specimens, each observed image slice contains objects that are out-of-focus at the corresponding depth level. These out-of-focus objects are usually dimmer than the in-focus objects in the same image. However, since the synaptic objects have irregular brightness in the observed images, focus problem becomes even more complicated, while the object captured in-focus may have a dimmer appearance in the image but at the same time an out-of-focus focus object is brighter.
Several automatic and semi-automatic segmentation systems in confocal microscopy have been developed that apply on different tools, e.g. the K-means clustering, 5 the watershed method, 6 the level-set framework 7 and the histogram-based method. 8 However, in our work, due to the co-existing of irregular brightness and focusing issue in this case, the existing techniques are unable to select the in-focus synaptic features from the given image stacks. Since the in-focus objects have sharper features in the image regardless of the local luminance, the key to resolving this problem is to consider the overall probability of the object based on both the features and intensity profile on the vertical dimension of the image stack. Therefore, we propose a segmentation model using a Bayesian framework consists of a wavelet-likelihood based on the object features and a local vertical intensity likelihood derived from the vertical intensity profile. In Section 2, we introduce the Baysian frame work and the likelihoods are described in Section 3. The wavelet-likelihood considers the luminance-invariant 'wavelet features' of the synaptic objects in the wavelet domain through dual-tree complex wavelet transform, 9 and the detail of description is given in Section 3.1. In addition, The wavelet-likelihood is co-operated with a global intensity likelihood (described in Section 3.2) in order to prevent faulty segmentation due to the existence of background noise with similar 'wavelet features' to the target synaptic objects. The local vertical intensity likehood measures the probability of an image object at particular image slice being in-focus while considering the propagation of intensity of that local region through the image stack. This intensity likehood term is discussed in Section 3.3. Furthermore, a priori is applied to the segmentation model in order to enhance the linkage of the connected synapses where the detail is given in Section 4. Then some segmentation results of our model are shown in Section 6.
BAYESIAN SEGMENTATION MODEL
Given the intensity information I of an image stack with M image slices, the goal of our Bayesian segmentation model is to assign labels to each slice by maximizing the probability
Note I s is the intensity matrix of image slice s while b s is the corresponding label field and the label (b s (x)) for a pixel (x) has the value
In this work, we refer the pixels in the synapses as 'object' and all other pixels as 'background'.
In order to make the optimization problem more tractable, we consider the optimization for each individual slice separately, Thus, we seek to maximize the posterior
where p L (·) and p S (·) form the likelihoods and prior for the model respectively.
Furthermore, the assumption is made that the probabilities for each pixel in a given slice are independent and identically distributed (i.i.d.). Therefore, we rewrite the posterior as
LIKELIHOODS
The expression for the likelihood in Eq. (3) is factorized further into 3 separate likelihoods given by
The first likelihood is the wavelet-based likelihood designed to classify the image features with synaptic texture as 'object' regardless to the luminance of the features in the given slice. The second global intensity likelihood is intended to discriminate against regions of low-intensity in order to remove the false alarms caused by noise features with similar texture to the synaptic objects. Finally, the vertical intensity likelihood is designed to detect in-focus features and is derived from the vertical intensity profile at a given location. Furthermore, these likelihood are controlled by the weights {α
Wavelet-likelihood
Since the target synaptic object has irregular intensity in the image stack, a simple thresholding would be infeasible for the segmentation. Instead, we wish to classify pixels based on the luminance invariant texture content. The wavelet transform is ideally suited for this task since the discrete wavelet transform (DWT) decomposes an image into a luminance dependent low frequency band and a number of luminance invariant high frequency sub-bands. We propose a likelihood term using 'wavelet features' of image objects extracted from the high frequency sub-bands in the wavelet domain The basic idea is to use manually labelled slice to train Gaussian mixture models (GMMs) of wavelet features for both 'object' and 'background'. These GMMs provide the likelihood model for all other slices in the stack.
Dual-tree complex wavelet transform (DTCWT)
In this work, we use the DTCWT instead of the traditional DWT to abstract the 'wavelet features' from the given image slices. The DTCWT is introduced by Kingsbury et al. 9 which has resolved the shift-variance problem and the deficiency of frequency orientation of the classic DWT, and hence provide stable wavelet features for small offsets in synapse location.
Like the basic DWT, the DTCWT is a multi-scale transform, where each scale of the transformed image consists of one low frequency band (lo-band) and six band-pass high frequency sub-bands (hi-bands). The loband is simply a down-sampled version of the input image whereas the hi-bands at a given scale correspond to the response of the image to the wavelet kernel at six different orientations (±15 o , ±45 o and ±75 o ) in a frequency band dictated by the scale of the wavelet. The hi-band wavelet coefficients have complex values that indicate both the magnitude and phase responses of the wavelet at the corresponding orientation.
Using the DTCWT, the image feature at each pixel of the given image is then represented by the corresponding wavelet coefficients in the lo-band as well as the hi-bands of all the scales in the wavelet domain. This means that the 'sharp' and 'thin' image features would have large wavelet coefficients in the hi-bands and be approximately invariant to the low frequency intensity features which are encoded in the lo-band. We call these wavelet coefficients in the hi-bands the 'wavelet features' of the corresponding image objects, and these features are invariant to the global intensity and are sensitive to the shape and thickness of the object features.
Wavelet features and the Gaussian mixture model
Based on the DTCWT metric, we introduce the wavelet-likelihood that estimates the likelihood probability of each pixel in the image stack based on the 'wavelet features' associated to that pixel. Here, the 'wavelet feature' of a pixel is a 12-D vector for one scale of the DTCWT that contains the entries of the corresponding complex wavelet coefficients from all the 6 hi-bands at that scale, and denote as W s,h (x) at scale h for pixel x at slice s.
We assume the 'object' wavelet features are well separated from the 'background' wavelet features at each scale in the DTCWT domain, which means the clusters of 'object' wavelet features are distant from the clusters of 'background' wavelet features. Here, we fit a Gaussian kernel to each of cluster, and hence the 'object' wavelet features and 'background' wavelet features at each scale in the DTCWT are fitted with two different Gaussian mixture models (GMMs). Therefore, the wavelet-likelihood probability p W (W s |b s (x)) in Eq. (4) of pixel k at slice l being the 'object' (or 'background') is the product of the density values of the 'object' (or 'background') GMMs for the corresponding wavelet-features of all the scales, and the
where H is the number of scales of the DTCWT being used in the model, G(·) is the GMM with the parameter set Θ(·) for label β at scale h. In this work, we use the first 2 scales of the DTCWT. Furthermore, in practice, since hi-bands at lower frequency scales have lower resolutions, the pixels that share the same wavelet coefficients at lower frequency scales would also share the same GMM values at that scale.
GMM initialization
In order to generate the GMMs, a set of segmented training data is manually selected from same sample images by the ground-truth evaluation of biological experts. For each segmented image slice, a binary mask of the 'object' pixels and the background pixels is provided. These binary masks are used to generate a set of down-sampled masks that have resolutions corresponding to the resolution of the equivalent DTCWT scale. The training wavelet features of each DTCWT scale are extracted from the sample images by performing the DTCWT and by labelling each location as 'object' or 'background' according to the value of the binary mask at that location and scale. An initial parameter estimation for the 'object' or 'background' GMM of each scale is first generated from the extracted 'object' or 'background' training features using the mean-shift clustering algorithm. 10 The GMM parameters are then refined by applying the expectation maximization (EM) algorithm 4 to the initial estimation.
However, as shown in Fig.2(c) , due to the existence of the background noise in the image stack (as shown in the 'noise boosted' image Fig.2(b) , it is possible to get false alarms in the segmentation (Fig.2(c) ) if only the wavelet likelihood is used. This occurs because some noise features may have wavelet features similar to the object regions. In this work, we introduce the global intensity likelihood as a means of discriminating against low intensity noise regions.
Global Intensity Likelihood
From Fig.2(a&b) , we can see that the intensity of the background noise is close to the background brightness and is significantly different from the object brightness. Also, as shown in Fig.3 , the 'background' intensity and the 'object' intensity are separable from each other in the histogram. Intuitively, the 'object' and 'background' intensity in the image can be fitted by two different Gaussian-pdfs. The parameters of the pdfs are estimated by fitting two Gaussian pdfs separately to the 'object' and 'background' pixels collected from the segmented training images mentioned in Section 3.1.3. However, a pixel with higher intensity value is overwhelmingly likely to be the 'object', and conversely, a pixel is likely to be the 'background' when the intensity is low. Since Gaussian pdf for the object will be small for high intensities, we instead use two Gaussian cumulative density functions (cdf) to estimate the 'relative probabilities' of a given pixel being 'object' or 'background' as follows 
where
G (β)} are the mean and the variance of the fitted Gaussain-pdf for 'object' or 'background' intensity. The result of the segmentation model with both the wavelet-likelihood and the global intensity likelihood is given in Fig.2(d) , and obviously, the background noise features are removed while comparing to Fig.2(c) which is based on the wavelet-likelihood only.
The combination of the wavelet-likelihood and the global intensity likelihood forms the intra-slice likelihood in Eq. (4), and solves the irregular brightness problem while rejecting low intensity noise textures. The vertical likelihood in Eq.(4) that overcomes the out-of-focus problem is described in the following section.
Local Intensity Likelihood
The 2 nd challenge of the synaptic object segmentation is the presence of out-of-focus features in the image stack. The out-of-focus features are usually dimmer, thinner and more smooth than the in-focus features, however a synaptic object can have 'branches' with different thickness in the images and also, as discussed in Section 1, the fluorescent material is distributed unevenly over the synapse and hence appears with irregular brightness in the images. In other words, a relatively dimmer and thinner feature can be in-focus in the given image slice while a bright and thick feature is out-of-focus. Consequently, the determination of whether an object feature is in-focus or out-of-focus can not rely only on a single image slice, but instead, we should look through the image stack (as shown in Fig.4(a) ) at the same local region of the object feature in the given image. Therefore, the determination is made based on local inter-slice information of the image stack rather than each individual horizontal planes. This key idea is injected to the Bayesian segmentation model as another likelihood term is capable of distinguishing the in-focus and out-of-focus features in a given image stack.
Vertical intensity profile
As shown in Fig.4 , while considering the intensity distribution of a single point through the image stack vertically, the feature that is in-focus on a particular image slice corresponds to the highest value in the vertical intensity distribution (the 'blue' plot in Fig.4(b) ), and the value decreases while the projection of the feature becomes more out-of-focus on the slices below or above the in-focus slice. Also, we assume that the value of the vertical intensity distribution will remain high while the feature is in-focus on multiple adjacent image slices. This happens when an object has a vertical orientation in the specimen. Consequently, the local intensity likelihood p v of pixel x is estimated by a Gaussian pdf as following
Proc. of SPIE Vol. 8227 82271O-6 
but highlighted by two vertical inter-slice lines at different pixel-wise locations. (b) shows the vertical intensity profiles corresponding to the locations labeled in (a)
where the mean μ v (x, s) of the Gaussian-pdf is the maximum value of the local vertical intensity distribution of the same pixel site x through the image slices. Since the intensity profile due to focus is assumed to be the same for all features in the same image stack, we use a fixed variance σ 2 v = 2 for Gaussian-pdf. Note that the goal of the local intensity likelihood is to select the in-focus feature from the present of the out-of-focus version of the feature, hence this likelihood term is only applied to the 'object' probability and is '1' for the 'background' probability.
In practice, when multiple features vertically coincide in an image stack, the vertical intensity profile of that local region would instead have multiple separate peaks in the intensity profile ('red' plot in Fig.4(b) ). In these cases, we fit different Gaussian-pdfs to each peak. We find the peaks using the intra-slice likelihood (the combined wavelet-likelihood and the global intensity likelihood) to give a rough segmentation of the image stack into dark or bright regions.
SMOOTHNESS FRAME PRIOR
So far, the likelihood terms have enabled the Bayesian model to overcome the irregular-brightness and out-offocus problems. In fact, a single synapse is an object with connected 'branches' in the specimen, and therefore the 'object' features should also be connected as the 'branches' in the image stack. However, the likelihood terms described in the previous sections do not include any a priori knowledge of the smoothness properties of the object features in the image stack. For the cases that some synaptic 'branches' are stained with little fluorescent material in the specimen, the 'weak' appearance of those 'branches' in the image stack makes it likely to be classified as 'background' by the likelihood terms of the model. As a result, the object of a single synapse in the image stack may be 'broken' into several disconnected objects after segmentation.
In order to enhance the connection of such 'weak' branches, we inject a spatial smoothness prior to the segmentation model. This idea of this prior is to label a pixel as 'object' or background based on the label of the neighboring pixels. The smoothness is constrained by the 'frame' of the synaptic object, which can be considered as the skeleton of the connected 'branches' in the image stack.
Synaptic object frame
To obtain the 'frame' of the synaptic object, a method (as shown in Fig.5 ) similar to the pyramid algorithm 11, 12 is applied to a given image stack. In, 12 the pyramid algorithm is used to detect brush strokes in paintings. The image stack is 'blurred' to coarse versions at different scales and placed as a pyramid where the original image stacks with finest features is placed on top of the pyramid and the coarsest version is located at the bottom. Here, a coarse image stack is generated by convolving the given image stack with a 3-D Gaussian like kernel, i.e. a 'low-pass' filter, and this coarse image stack is used to generate a coarser version at higher scale by convolving with the same 'low-pass' filter. A Laplacian approach is applied to the image pyramid to get the 1 st order Laplacian features by subtracting a coarse image stack from the adjacent finner image stack above it, and as a result, a pyramid of the 1 st order Laplacian features at different scale is produced.
The frame of the synaptic object is then extracted from the Laplacian features by removing the negative values and filtering the positive values with the raw object mask (Fig.6(d) ) mentioned in Section 3.3.1. A sample slice of the 1 st order Laplacian features (Fig.6(b) ) at scale 6 and the corresponding extracted object frame are given in Fig.6 (e), however this frame seems too coarse for the fine details of the synaptic object on the image. Therefore, in order to get 'finer' frame of the thin objects, we perform the Laplacian approach again but on the 1 st order Laplacian features and do the abstraction on the resulted 2 nd order Laplacian features (Fig.6(c) ). A sample of the resulted finer frame for the corresponding thin synaptic branches is shown in Fig.6(f) .
Frame prior
Since the 'likely' connections between the synaptic objects are now identified by the object frame, the a priori information of a given pixel x at image slice s derived from pixels in a 3D neighborhood N 3D in the image stack should be constrained by a binary object mask of the frame corresponding to the image stack, and hence the prior term is called 'frame prior'.
The frame prior is designed to augment the standard isotropic smoothness prior by boosting smoothness along the axis of the synapse frame while penalizing smoothness perpendicular to the frame. In order to avoid over-biasing the segmentation B toward the frame B F , the prior is designed in the way that, when the frame B F and β agree, smoothness is suspended across the edges of the synapse frame, otherwise the standard isotropic smoothness is applied. Therefore, the 'frame prior' in Eq. (3) is expressed as i. . 
pS(bs(
where ω i is a set of normalized neighbor distances. Furthermore, the 'strength' of 'frame constrained' part is controlled by the ratio λ ∈ (0, 1) in order to vary the 'strength' of the connections between the synapses.
OPTIMIZATION
The Bayesian framework using the proposed likelihoods and prior is optimized using the Iterated Conditional Modes (ICM) process. 13 To initialize the optimization, an initial estimate of the segmentations for each slice, b s , are evaluated using the Maximum Likelihood (ML) estimate. We then apply the ICM procedure to update each slice segmentation, b s , in turn by finding the Maximum a Posteriori (MAP) estimate from Eq.(3). When estimating the prior probability at each iteration, a fixed estimate of the synapse frame B F (x) calculated at the start of the process is used. We use a total of 5 iterations over the entire stack. From our experience, this allows for the segmentation to converge sufficiently. Furthermore, in our experiments, the weights {α
and λ is set to 0.8.
RESULTS
The 3D segmentation result of the a given sample image stack is given in Fig.1(b) . As it is difficult to visualize a 3D segmentation, we have selected small samples of the image stack and illustrated the segmentations for a number of slices in the stack (Fig.7-Fig.10 ). Although this representation is not ideal for viewing the vertical relationships in the segmentation masks, it does allow us to demonstrate the effectiveness of aspects of our algorithm.
As shown in Fig.7 to Fig.10 , our Bayesian mode has successfully segmented the in-focus synaptic features in both bright regions dim regions. For example, in Fig.7 , the bright feature on the left of 'slice 9' is selected while the dimmer sharp in-focus features in 'slice 15' are also detected. The effectiveness of the vertical likelihood in detecting the in-focus regions can be seen in Fig.8 . As shown in center of 'slice 4' to 'slice 14', when the object becomes brighter, there are more in-focus features being detected, but when it becomes dimmer in the later slices, there are less features being selected. However in some slices, like 'slice 17' in Fig.8 and 'slice 44' in Fig.9 , the in-focus constraint is too strict so that the 'relatively' in-focus features are unselected. The reason of this 'false negative' is that we use a fixed variance σ 2 v = 2 for the vertical inter-slice intensity profile. A potential approach to improve in-focus detection is using an adaptive variance. Furthermore, effectiveness of the frame prior is can seen in 'slices 33 and 34' in Fig.10 , the in-focus features with 'blob' appearance would be detected as individual spots by only the likelihoods but are detected as elongated synaptic features.
In order to achieve optimum segmentation results, the likelihoods can be adjusted by adding different regularizing weights, so that the 'ratio' between the wavelet-likelihood and the global intensity likelihood can be tuned for the image stacks with severe irregular brightness problem, or the 'judgment' of out-of-focus feature can be changed. The smoothness ratio λ in the frame prior can also be adjusted in order to vary the strength of the connection between the synaptic objects. However, the parameter values outlined in Section 5 were found to give the best result over the entire stack.
CONCLUSION
In this paper, we introduce a Bayesian model for segmenting 3D synaptic objects from a given stack of specimen image slices captured using a fluorescent confocal microscope. The key intra-slice wavelet-likelihood provides a degree of luminance invariance in order to detect the synaptic features with irregular brightness. The other core likelihood based on the vertical inter-slice intensity profile enables the model to distinguish between infocus and out-of-focus features. Furthermore, a novel frame prior is introduced to direct spatial smoothness along the skeleton of the synapses. Our model gives a plausible segmentation of synapses that requires manual segmentation in only one slice to train the Gaussian mixture models used for estimating the wavelet-likelihood. Further work on this problem will focus on using graph-cut optimization with our Bayesian framework. Using graph-cuts is advantageous as it finds the globally optimal labelling for a binary segmentation problem and hence is insensitive to any initialization. 
