is based on an explicit Runge-Kutta method of order r (RKr), and m-point Gauss-Legendre quadrature (GLm). The method has a global error of order 1 r + , which is the same order as the local order of the underlying RKr method, provided that r and m are chosen such that 12 rm +≤ (Prentice, 2008) . Of course, any method designed for solving IVPs must facilitate local error control. In this paper we describe an effective algorithm for controlling the local relative error in RKrGLm.
Terminology and relevant concepts
In this section we describe terminology and concepts relevant to the paper, including a brief description of the RKrGLm method. Note that, throughout this paper, overbar, as in v , indicates an 1 d × vector, and caret, as in M , denotes an dd × matrix.
Explicit Runge-Kutta methods
We denote an explicit RK method for solving (1.1) by 
Gauss-Legendre quadrature
Gauss-Legendre quadrature on , uv ⎡ ⎤ ⎣ ⎦ with m nodes is given by (Kincaid & Cheney, 2002) 
The RKrGLm algorithm
We briefly describe the general RKrGLm algorithm on the interval , ab ⎡ ⎤ ⎣ ⎦ , with reference to Figure 1 .
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At the GL nodes we use m-point GL quadrature:
,. The RKrGLm algorithm has been shown to be consistent, convergent and zero-stable (Prentice, 2008) .
Local error at the GL nodes
The local error at the GL nodes is defined in a similar way to that for an RK method: (Prentice, 2008) .
Implementation of RKrGLm
There are a few points regarding the implementation of RKrGLm that need to be discussed: a. If we merely sample the solutions at the GL nodes, treating the computations at the RK nodes as if they were the stages of an ordinary RK method, then RKrGLm would be reduced to an inefficient one-step method. This is not the intention behind the development of RKrGLm; rather, RKrGLm represents an attempt to improve the efficiency of any RKr method, simply by replacing the computation at every (m + 1)th node by a quadrature formula which does not require evaluation of any of the stages in the underlying RKr method. b. Of course, it is clear from the above that on H 1 the RK nodes are required to be consistent with the nodes necessary for GL quadrature. If, however, the RK nodes are located differently (as would be required by a local error control mechanism, for example) then it is a simple matter to construct a Hermite interpolating polynomial of degree 2 1 m + (which has an error of order 2 2 m + ) using the solutions at the nodes 11 ,, {} m xx − … suitable for GL quadrature may be determined, and the Hermite polynomial may be used to find approximate solutions of order 1 r + at these nodes, thus facilitating the GL component of RKrGLm. A similar procedure is carried out on the next subinterval 1 H , and so on. Indeed, we will see that the Hermite polynomial described here will play an important role in our error control process, and is described in more detail in the next subsection. c. If the underlying RKr method possesses a continuous extension it would not be necessary to construct the Hermite polynomial described above. However, there is no guarantee that a continuous extension of appropriate order (at least 2 1 m + ) will be available, and it is generally true that determining a continuous extension for a RK method requires additional stages in the RK method, which would most likely compromise the gain in efficiency offered by RKrGLm. Note that the construction of the Hermite polynomial only requires one additional evaluation of (,) f xy , at m x .
The Hermite interpolating polynomial
If the data { } 
Local error control in RKrGLm 3.1 The order of the tandem method
The idea behind the use of a tandem method is that it must be of sufficiently high order such that, relative to the approximate solution generated by RKrGLm, the tandem method yields a solution that may be assumed to be essentially exact. This solution is propagated in both RKrGLm and the tandem method itself, and the difference between the two solutions is taken as an estimate of the local error in RKrGLm. This amounts to so-called local extrapolation and is not dissimilar in spirit to error estimation techniques employed using Runge-Kutta embedded pairs (Hairer et al., 2000; Butcher, 2003) . Generally speaking, though, the tandem method is not embedded.
To decide on an appropriate order for the tandem method we consider the local error at the GL nodes The implication, then, is that the tandem method must have a global order of at least 22 m + , which implies 2 qr >+ , since we already have 1 2 rm + = in RKrGLm. We acknowledge that our choice of q differs from conventional wisdom (which would choose 1 qr >+ so that the local order of the tandem method is one greater than the RK local order), but it is clear from (3.3) that the propagation of the tandem solution requires the global order of the tandem method to be greater than the order of ( ) 1 p μ ε + . Of course, at the RK nodes the local order is 1 r + , so the tandem method with global order 2 qr >+ is more than suitable at these nodes.
The error control algorithm
We describe the error control algorithm on the first subinterval 10 [( ) , ] p Hxa x = = (see Figure  1 ). The same procedure is then repeated on subsequent subintervals. Solutions 1,r w and 1,q w are obtained at 1 x using RKr and RKq, respectively. We assume is the largest relative error in the components of 1,r w . Note that k may vary from node to node, but at any particular node we will always intend for k to denote the maximum value of (3.6). We now demand that where A δ is a user-defined absolute tolerance. We then set * 10 hh = and proceed to the node 2 x , where the error control process is repeated, and similarly for 3 x up to m x . The process of recalculating a solution using a new stepsize is known as a step rejection. In the event that the condition in (3.10) is satisfied, we still calculate a new stepsize * 0 h (which would now be larger than 0 h ) and set * 10 hh = , on the assumption that if * 0 h satisfies (3.10) at 1 x , then it will do so at 2 x as well (however, we also place an upper limit on x . The above is nothing more than well-known local relative error control in an explicit RK method using local extrapolation. It is at the GL node p x that the algorithm deviates from the norm. A step-by-step description of the procedure at p x follows: (Hairer et al., 2000) , as is RK8 (Hairer et al., 2000; Butcher, 2003) . By way of example, we solve and we will refer to it as IVP1. The second problem is one of the test problems used by Hull et al (Hull et al., 1972) , and we will refer to it as IVP2. These problems have solutions In Table 1 we show the results of implementing our local error control algorithm in solving both test problems. The absolute tolerance A δ was always Table 1 . Performance data for error control algorithm applied to IVP1 and IVP2.
In this table, RK step rejections is the number of times a smaller stepsize had to be determined at the RK nodes; GL step rejections is the number of times that 43 xx * ≤ , as described in the previous section; nodes is the total number of nodes used on the interval of integration, including the initial node 0 x ; and RKGL subintervals is the total number of subintervals i H used on the interval of integration. It is clear that as R δ is decreased so the number of nodes and RKGL subintervals increases (consistent with a decreasing stepsize), and so there is www.intechopen.com more chance of step rejections. There are not many RK step rejections for either problem. the GL step rejections for IVP1 are 19 out a possible 25 (almost 80%), but for IVP2 the GL step rejections number only about 38%). In both cases the GL step rejections arise as a result of relatively large local error coefficients at the GL nodes, which necessarily lead to relatively small values of h, the average node separation, so that the situation * 43 xx ≤ is quite likely to occur. Figures 2 and 3 show the RK5GL3 local error for IVP1 and IVP2. The curve labelled tolerance in each figure is Ri y δ , which is the upper limit placed on the local error. In Figure 2 we have used . It is clear that in both cases the tolerance has been satisfied, and the error control algorithm has been successful. In Figure 4 , for interest's sake, we show the stepsize variation as function of node index (#) for these two problems.
www.intechopen.com The performance table for RK5GL3 local error control applied to this problem is shown in Table 2 . GL step rejections  3  4  8  8  nodes  10  25  52  115  RKGL subintervals  3  7  15  31   Table 2 . Performance data for error control algorithm applied to SYS1.
The performance is similar to that shown in Table 1 . In all calculations reflected in Table 2 , we have used 
Conclusion and scope for further research
We have developed an effective algorithm for controlling the local relative error in RKrGLm, with 1 rm +≤ . The algorithm utilizes a tandem RK method of order 3 r + , at least. A few numerical examples have demonstrated the effectiveness of the error control procedure.
Further research
Although the algorithm is effective, it is somewhat inefficient, as evidenced by the large number of step rejections shown in the tables. Ways to improve efficiency might include : a. The use of an embedded RK pair, such as DOPRI853 (Dormand & Prince, 1980) , to reduce the total number of RK stage evaluations, b. Using a high order RKGL method as the tandem method, since the RKGL methods were originally designed to improve RK efficiency, c. Error control per subinterval H j , rather than per node, which might require reintegration on each subinterval, © 2011 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution-NonCommercialShareAlike-3.0 License, which permits use, distribution and reproduction for non-commercial purposes, provided the original is properly cited and derivative works building on this content are distributed under the same license.
