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Abstract
It is shown that every locally compact σ -compact metric space endowed with a Borel measure
related to the metric by a natural condition contains sets of measure zero which are extremely large
in the sense of cardinality, Hausdorff dimension and Baire category classification.
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1. Introduction
When estimating the size of sets one can use various kinds of “measures.” Although
some of them are closely related to each other, there occur paradoxal sets which are large
with respect to some measures and small with respect to other ones. The well-known Can-
tor set can serve as an example of this kind, being a nowhere dense set of measure zero,
however on the other hand, its cardinality is continuum and its Hausdorff dimension equals
to ln 2/ ln 3. Another example is the set of all Liouville numbers which is a null set of Haus-
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L. Mišík, R.F. Tichy / J. Math. Anal. Appl. 305 (2005) 424–437 425dorff dimension 0 and, at the same time, it is residual in R and hence of cardinality of the
continuum.
The aim of the present paper is to show that in any locally compact σ -compact met-
ric space with a measure closely related to the metric by the condition (1) below, one can
construct sets of measure zero, which are as large as possible with respect to cardinality,
Hausdorff dimension and Baire category classification as well. The construction is sub-
stantially based on extensions of classical theorems in diophantine approximation theory,
namely: Borel’s theorem [2], the fact that the set of all Liouville numbers is residual and
Güting’s theorem [8], which is an extension of the well-known Jarník–Besicovitch theo-
rem [3,9]. Güting’s results were later generalized by Baker and Schmidt in [1]. To extend
these results, one has to work with a structure like rational numbers in a locally compact
σ -compact metric space. In the present paper this role is played by a so-called base system
(compare to regular systems in the sense of [1]). This enables us to introduce concepts
and prove theorems in locally compact σ -compact spaces which are similar to the above
mentioned ones in real numbers.
2. Basic concepts and auxiliary results
In this part we introduce some notation, definitions and auxiliary results. For the basic
definitions of all needed topological concepts see, for instance, [11]. For the measure-
theoretical definitions and basic properties of Hausdorff measure, see [4] and for the
concept of Hausdorff dimension and its basic properties, we recommend [7].
Let (X,ρ) be a metric space of Hausdorff dimension dimX = d > 0. For each x ∈ X
and r > 0, let B(x, r) = {y ∈ X; ρ(y, x) < r} be a ball with radius r centered at x and
denote by B(x, r) its closure. Let µ be a Borel measure on X. Suppose that there exist
constants 0 < mM such that for every x ∈ X and every r > 0, r < diamX,
mrd  µ
(
B(x, r)
)
Mrd. (1)
Similar conditions are also used in [6, p.208], where bounds for the discrepancy of se-
quences in compact metric spaces were established.
For  > 0, let us call a set D ⊂ X to be -discrete if for every x = y ∈ D the relation
ρ(x, y)  holds.
The following two lemmas provide useful estimates of the number of elements of dis-
crete sets in open balls.
Lemma 1. There exists a constant γ > 0 such that for every x ∈ X, r > 0 and for every
δ-discrete set D ⊂ X with δ ∈ (0,2r],
card
(
D ∩ B(x, r) ) γ rdδ−d .
Proof. Notice that, by continuity, it suffices to prove the corresponding inequality for
B(x, r). Let x ∈ X, r > 0, δ ∈ (0,2r], and let D be a δ-discrete set in X. If the set
D ∩ B(x, r) is empty, there is nothing to prove; otherwise,⋃
B
(
p,
δ
)
⊂ B
(
x, r + δ
)
.p∈D∩B(x,r) 2 2
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(
cardD ∩ B(x, r))m( δ
2
)d
M
(
r + δ
2
)d
M2drd .
Thus
card
(
D ∩ B(x, r)) M
m
4drdδ−d ,
and the statement of the Lemma 1 is fulfilled with γ = M4d/m. 
The next lemma is an immediate consequence of the previous one.
Lemma 2. There exists a constant γ > 0 such that for every U =⋃ni=1 B(pi, ri) and for
every δ-discrete set D ⊂ X with δ > 0, we have
card(D ∩ U) n + γ δ−d
n∑
i=1
rdi .
Moreover, the constant γ can be chosen the same as in Lemma 1.
Proof. Let i ∈ {1,2, . . . , n}. If δ ∈ (0,2ri] then card(D ∩ B(pi, ri)) γ rdi δ−d ; otherwise
card(D ∩ B(pi, ri)) 1. In any case,
card
(
D ∩ B(pi, ri)
)
 1 + γ rdi δ−d ,
and the required inequality results simply by summing up for i = 1,2, . . . , n. 
Now we introduce the concept of a base system. Let {Dn}∞n=1 be a system of subsets
of X. Put E0 = ∅ and for every n ∈ N denote En =⋃ni=1 Di .
Definition. A system {Dn}∞n=1 is called a base system in X if
(a) Dn is a 1/n-discrete set in X −⋃x∈En−1 B(x,n−(d+1)/d) for every n = 1,2, . . . .(b) There exists a constant c > 0 such that for every r > 0 there is an integer n0(r) such
that for every U ⊂ X, a finite union of disjoint open balls with radii at least r ,
card(En ∩ U) cnd+1µ(U)
holds for every n > n0(r).
Remark 1. Notice that the sets Dn are pairwise disjoint and the set ⋃∞n=k Dn is dense in
X for every k ∈ N. Also notice that for every n ∈ N, the set En is n−(d+1)/d -discrete. Thus,
an application of Lemma 1 for D = En shows that for every x ∈ X and every r > 0
card
(
En ∩ B(x, r)
)
 γ rdnd+1
for all sufficiently large integers n.
Example 1. Let Dn = {k/n; k ∈ Z,gcd(k, n) = 1} for n ∈ N. Then the family {Dn}n∈N is
an example of a base system in the set R of all real numbers.
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system.
Example 2. Let D1 be a maximal 1-discrete set in X. Suppose that pairwise disjoint sets
D1,D2, . . . ,Dn−1 have already been defined and denote En−1 = ⋃n−1k=1 Dk . Let Dn be
a maximal 1/n-discrete set in X −⋃x∈En−1 B(x,n−(d+1)/d). Then the family {Dn}n∈N
forms a base system in X.
Before showing it, let us prove the following technical lemma.
Lemma 3. Let φ :N → N ∪ {0} be any function and Σ(n) =∑ni=1 φ(i) for n = 1,2, . . . .
Suppose there are a constant α > 0 and n0 ∈ N such that for all n > n0
(n − 1)φ(n) + Σ(n) αnd+1. (2)
Then for all integers n > 2n0, the following inequality holds:
Σ(n) βnd+1 with β = α
(d + 1)2d+2 .
Proof. First we will show that there exists an integer k ∈ {n0 + 1, n0 + 2, . . . ,2n0} such
that Σ(k) βkd+1. Suppose the contrary, i.e. for every k ∈ {n0 + 1, n0 + 2, . . . ,2n0}, we
have Σ(k) < βkd+1. Then, using (2), we obtain
φ(k) αk
d+1 − Σ(k)
k − 1 > (α − β)k
d .
Consequently,
Σ(2n0)
2n0∑
i=n0
φ(i) > (α − β)
2n0∑
i=n0
id  (α − β)
2n0∫
n0
xd dx
= α − β
d + 1
(
(2n0)d+1 − nd+10
)
 α − β
(d + 1)2d+1 (2n0)
d+1 > β(2n0)d+1,
a contradiction.
Now we will show that Σ(n)  βnd+1 holds for every n  k. Suppose that this holds
for all values i = k, k + 1, . . . , n − 1. Then, by (2), we have
Σ(n) = Σ(n − 1) + φ(n) β(n − 1)d+1 + αnd − 1
n
Σ(n),
i.e.
Σ(n) n
n + 1
(
β(n − 1)d+1 + αnd).
By the mean value theorem there is a t ∈ (n − 1, n) such that
(n − 1)d+1 = nd+1 − (nd+1 − (n − 1)d+1)= nd+1 − (d + 1)td> nd+1 − (d + 1)nd,
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Σ(n) n
n + 1
(
β
(
nd+1 − (d + 1)nd)+ αnd)= n
n + 1
(
βnd+1 + (α − β(d + 1))nd)
= n
n + 1
(
βnd+1 + β(d + 1)(2d+2 − 1)nd)
= βnd+1
(
n
n + 1 +
(d + 1)(2d+2 − 1)
n + 1
)
> βnd+1. 
Example 2 (continued). Now we are going to show that the family defined in the beginning
of the example forms a base system. By its definition, it suffices to show that condition (b)
holds. First suppose that U = B(x, r) for x ∈ X and r > 0. Let n ∈ N be such that n > 2/r .
Then, by maximality, En ∩ B(x, r − 1/n) = ∅ and the set⋃
p∈Dn∩B(x,r)
B
(
p,
1
n
)
∪
⋃
q∈En−1∩B(x,r)
B
(
q,n−(d+1)/d
)
covers B(x, r − 1/n). Using (1) we have
card
(
Dn ∩ B(x, r)
)
Mn−d + card(En−1 ∩ B(x, r))Mn−(d+1) m
(
r − 1
n
)d
,
and multiplying by nd+1/M we get
n card
(
Dn ∩ B(x, r)
)+ card(En−1 ∩ B(x, r))
= (n − 1) card(Dn ∩ B(x, r))+ card(En ∩ B(x, r))
 m
M
(
r − 1
n
)d
nd+1  m
M2d
rdnd+1.
The above inequalities show that the function φ(n) = card(Dn ∩ B(x, r)) fulfills the con-
ditions of Lemma 3 with α = mrd/(M2d). Thus, by Lemma 3 and using (1),
card
(
En ∩ B(x, r)
)
 m
M2d(d + 1)2d+2 r
dnd+1 = m
M222d+2(d + 1)n
d+1Mrd
 m
M222d+2(d + 1)n
d+1µ
(
B(x, r)
)
holds for all n > 4/r . Now let U be a finite union of s disjoint open balls with radii
r1, r2, . . . , rs . The last inequality and additivity of the measure µ imply that condition (b)
in definition of a base system is fulfilled with
c = m
M222d+2(d + 1) and n0 = max
{[
4
rk
]
; k = 1,2, . . . , s
}
.
3. Extension of classical theorems
In the sequel, let X be a locally compact σ -compact space fulfilling (1). Notice that
X can be expressed as a countable union of open balls and the Hausdorff dimension of
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dimensions of sets in X can be reduced to corresponding calculations of intersections of
these sets with open balls. We will use it in this and the next section.
From now, fix an arbitrary base system {Dn}∞n=1 in X and for every n ∈ N denote En =⋃n
i=1 Di .
For every α > 0, let us denote
S(α) =
∞⋂
k=1
∞⋃
n=k
( ⋃
x∈Dn
B
(
x,n−α(d+1)
))
, K(α) =
⋂
β<α
S(β),
L(α) = K(α) −
⋃
β>α
S(β), and L(∞) =
⋂
m∈N
S(m).
Remark 2. Notice that for α < β we have S(β) ⊂ K(β) ⊂ S(α) ⊂ K(α). Also notice that
for every α > 0 both sets S(α) and K(α) are dense Gδ sets.
The following theorem is an immediate consequence.
Theorem 1. The set L(∞) is residual in X.
Theorem 2.
µ
( ⋃
α>1/d
S(α)
)
= 0.
Proof. Let α > 1/d, q ∈ X and r > 0. By Remark 2 and σ -additivity of µ, it is sufficient
to prove µ(S(α) ∩ B(q, r)) = 0. The definition of S(α) and subadditivity of µ imply that
for every k ∈ N
µ
(
S(α) ∩ B(q, r)) ∞∑
n=k
∑
x∈Dn∩B(q,r)
µ
(
B
(
x,n−α(d+1)
))
.
Using (1) and Lemma 1, we derive
µ
(
S(α) ∩ B(q, r)) ∞∑
n=k
(
cardDn ∩ B(q, r)
)
Mn−αd(d+1)  γMrd
∞∑
n=k
nd−αd(d+1),
where the last inequality holds for all sufficiently large values k ∈ N. The series on the
right side converges if d − αd(d + 1) < −1, i.e. if α > 1/d , and its sum is arbitrary small
for sufficiently large values of k. 
The following proposition provides an upper estimate of the Hausdorff dimension of
K(α).Proposition 1. For every α  1/d it is dimK(α) 1/α.
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of S(α) ∩ B(q, r) for p > 0. Directly from definitions of S(α) and µpH we have
µ
p
H
(
S(α) ∩ B(q, r)) ∞∑
n=k
∑
x∈Dn∩B(q,r)
(
2n−α(d+1)
)p
for every k ∈ N. Using Lemma 1 we have
µ
p
H
(
S(α) ∩ B(q, r)) γ rd2p ∞∑
n=k
nd−αp(d+1)
for each sufficiently large k ∈ N. The sum of the series is arbitrary small for sufficiently
large values of k if d − αp(d + 1) < −1, i.e. if p > 1/α. Thus µpH (S(α)) = 0 for all
p > 1/α and, consequently, dimS(α)  1/α. Now the statement follows from Remark 2
and basic properties of Hausdorff dimension. 
Our next goal is to express dimL(α) for α  1/d . Before doing so, let us state a simple
lemma.
Lemma 4. Let Y = A ∪ B be a metric space and p > 0. Suppose that µpH (Y ) > µpH (B).
Then dimA = dimY .
Proof. As µpH (Y )  µ
p
H (A) + µpH (B), it is µpH (Y )  µpH (A) > 0 and, consequently,
p  dimA  dimY . On the other hand, µpH (B) < ∞, thus dimB  p. Hence dimY =
max{dimA,dimB} = dimA. 
4. Extension of Güting’s theorem
Theorem 3. Let q ∈ X,r > 0 and α  1/d be given. Then dim(L(α) ∩ B(q, r)) = 1/α
and, consequently, dimL(α) = 1/α.
Proof. First, notice that it is sufficient to prove the above equality for α > 1/d . The result
for α = 1/d then follows from basic properties of the Hausdorff dimension. Let α > 1/d .
As L(α) ⊂ K(α), by Proposition 1 we have dimL(α)  dimK(α)  1/α. To prove the
opposite inequality, by Lemma 4 it is sufficient to show the following assertions:
µ
1/α
H
(
K(α) − L(α))= 0 (A)
and
µ
1/α
H
(
K(α) ∩ B(q, r))> 0. (B)
Proof of (A). It has been shown in the proof of Proposition 1 that µpH (S(β)) = 0 if p >
1/β . Thus µ1/αH (S(β)) = 0 for all β > α and, consequently,
µ
1/α
H
( ⋃
S(β)
)
= µ1/αH
(
K(α) − L(α))= 0. β>α
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such that no system S = {B(pn, rn)}n∈N with
rn < λ0; n = 1,2, . . . and
∑
n∈N
r
1/α
n  1 (3)
covers K(α)∩B(q, r). Let {αn}∞n=0 be an increasing sequence of real numbers converging
to α with α0 > 1/d . Set κ = cm2/(22d+1M) and suppose that
κ  1 γ and m
2dM
 1, (4)
where γ and c are the constants from Lemma 2 and condition (b) in the definition of a base
system, respectively. Notice that these assumptions are correct as γ and M can be chosen
arbitrary large. Let J0 = B(q, r) and k0 ∈ N be such that
k
(α0/α−α0d)(d+1)
0  2
−(d+2+1/α) mc
γM
µ(J0) and k−α0(d+1)0  2r. (K0)
Notice that such a choice is possible as 1/d < α0 < α. Now suppose that S is any system
satisfying (3) with λ0 = k−α0(d+1)0 /2. Our proof will involve an inductive construction of
positive integers k1 < k2 < · · · and sets J1 ⊃ J2 ⊃ · · ·, each Jn being a finite union of
disjoint closed balls with radius λn = k−αn(d+1)n /2 and centered at points in Ekn in such a
way that all these balls are subsets of Jn−1 and are disjoint from any element of S whose
radius is greater than or equal to λn. Thus,
⋂∞
n=1 Jn ∩ (
⋃S) = ∅ and
∅ =
∞⋂
n=1
Jn ⊂
∞⋂
n=1
S(αn) ∩ B(q, r) = K(α) ∩ B(q, r).
For every n ∈ N, denote Sn = {B(pi, ri) ∈ S; ri ∈ [λn,λn−1)}. Let B = {B(xi, i); i =
1,2, . . . , n} be any family of open balls and let ω > 0. For the purpose of this proof, we
will use the following notations:
ωB = {B(xi,ωi); i = 1,2, . . . , n},
B+ ω = {B(xi, i + ω); i = 1,2, . . . , n}, and
B− ω = {B(xi, i − ω); i = 1,2, . . . , n} if ω < min{i; i = 1,2, . . . , n}.
The same notation will be used for families of closed balls.
Step 1. Let k1  2k0 be such an integer that k1 > n0(r/2) (from property (b)) and suppose
k
(α1/α−1)(d+1)
1  2
−(d+2+1/α) κ
γ
mc
M
µ(J0) (K1)
holds and put λ1 = k−α1(d+1)1 /2. Notice that λ1  λ0/2 r/2.
We are interested in the number of points in Ek1 such that the balls with radius λ1
centered at these points are completely contained in J0 and disjoint from any member
of S1. Denote J ′0 = B(q, r −λ1) and notice that every element in the set Ek1 ∩J ′0 −
⋃
(2S1)is a center of one such a ball. Thus, we are going to estimate the cardinality of this set.
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card
(
Ek1 ∩ J ′0
)
 cµ
(
J ′0
)
kd+11 .
As λ1 < r/2, the radius of the ball J ′0 is at least one half of the radius of the ball J0, Thus,
taking into account (1), we obtain
µ
(
J ′0
)
 m
2dM
µ(J0).
Consequently, we obtain
card
(
Ek1 ∩ J ′0
)
 mc
2dM
µ(J0)k
d+1
1 . (1.1)
By (3), we have (cardS1)λ1/α1  1 and so
cardS1  λ−1/α1 = 21/αkα1(d+1)/α1 . (1.2)
Let S1 =⋃(2S1). Using Lemma 2, (3), the estimate (1.2), and taking into account that
ri < λ0 = k−α0(d+1)0 /2 holds for every radius ri of a ball in S1, we obtain
card(Ek1 ∩ S1) cardS1 + γ kd+11
∑
Ii∈S1
(2ri)d
 21/αkα1(d+1)/α1 + γ 2dkd+11
∑
Ii∈S1
r
1/α
i r
d−1/α
i
 21/αkα1(d+1)/α1 + γ 2dkd+11 λd−1/α0
= 21/αkα1(d+1)/α1 + γ 21/αkd+11 k(α0/α−α0d)(d+1)0
= (21/αk(α1/α−1)(d+1)1 + γ 21/αk(α0/α−α0d)(d+1)0 )kd+11 .
Now, using (K0), (K1), (3), and (4), we derive
card(Ek1 ∩ S1)
(
1
4
mc
2dM
+ 1
4
mc
2dM
)
µ(J0)k
d+1
1 
1
2
mc
2dM
µ(J0)k
d+1
1 . (1.3)
Let J1 = {B(x,λ1); x ∈ J ′0 ∩Ek1 − S1} and put J1 =
⋃J1. Notice that all balls in J1 are
mutually disjoint as α1 > 1/d . Also notice that J1 ∩ (⋃S1) = ∅. By (1.1) and (1.3), we
have
cardJ1  12
mc
2dM
µ(J0)k
d+1
1 . (1.4)
To complete the first step, we apply (1.4):
µ(J1) (cardJ1)mλd1 
1
2
mc
2dM
µ(J0)k
d+1
1 m
(
1
2
k
−α1(d+1)
1
)d
= κµ(J0)k(1−α1d)(d+1)1 . (1.5)
Now suppose that the numbers k1, k2, . . . , kn−1 and sets J1, J2, . . . , Jn−1 have already
been defined so that each Ji is a finite union of closed balls with radius λi = k−αi(d+1)i /2
and
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(
i⋃
j=1
(⋃
Sj
))
= ∅,
(ii) k(αi/α−1)(d+1)i  2−(d+2+1/α)
κ
γ
mc
M
µ(Ji−1),
(iii) µ(Ji) κµ(Ji−1)k(1−αid)(d+1)i
hold for every i = 1,2, . . . , n − 1.
Step n. Let us choose an integer kn  2kn−1 such that kn > n0(λn−1/2) (from property (b))
also satisfying (ii) for i = n. Hence
k
(αn/α−1)(d+1)
n  2−(d+2+1/α)
κ
γ
mc
M
µ(Jn−1)
holds and put λn = k−αn(d+1)n /2. Notice that by the choice of the sequence {αi}∞i=0 the
condition kn  2kn−1 implies 2λn  λn−1.
Now we are interested in the number of points in Ekn such that the balls with radius λn
centered at these points are completely contained in Jn−1 and disjoint from any member
of Sn. Denote J ′n−1 =
⋃
(Jn−1 − λn) and notice that any element of the set Ekn ∩ J ′n−1 −⋃
(2Sn) is a center of such a ball. We are going to estimate the cardinality of this set.
By (b), we have
card
(
Ekn ∩ J ′n−1
)
 cµ
(
J ′n−1
)
kd+1n .
By the choice of kn, the radius of balls in the union forming J ′n−1 is at least one half of the
radius of balls forming Jn−1. Thus, taking into account (1), we obtain
µ
(
J ′n−1
)
 m
2dM
µ(Jn−1)
and, consequently,
card
(
Ekn ∩ J ′n−1
)
 mc
2dM
µ(Jn−1)kd+1n . (n.1)
Again, by (3) we have (cardSn)λ1/αn  1, and therefore
cardSn  λ−1/αn = 21/αkαn(d+1)/αn . (n.2)
Let Sn =⋃(2Sn). Using Lemma 2, (3), the estimate (n.2), and taking into account that
ri < λn−1 = k−αn−1(d+1)n−1 /2 holds for every radius ri of a ball in Sn, we derive
card(Ekn ∩ Sn) cardSn + γ kd+1n
∑
Ii∈Sn
(2ri)d
 21/αkαn(d+1)/αn + γ 2dkd+1n
∑
Ii∈Sn
r
1/α
i r
d−1/α
i
 21/αkαn(d+1)/αn + γ 2dkd+1n λd−1/αn−1
= 21/αkαn(d+1)/αn + γ 21/αkd+1n k(αn−1/α−αn−1d)(d+1)n−1( )= 21/αk(αn/α−1)(d+1)n + γ 21/αk(αn−1/α−1)(d+1)n−1 k(1−αn−1d)(d+1)n−1 kd+1n .
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card(Ekn ∩ Sn)
(
1
4
mc
2dM
µ(Jn−1) + 14
mc
2dM
µ(Jn−1)
)
kd+1n
= 1
2
mc
2dM
µ(Jn−1)kd+1n . (n.3)
Let Jn = {B(x,λn); x ∈ Ekn ∩ J ′n−1 − Sn} and put Jn =
⋃Jn. Notice that by this defini-
tion, (i) for i = n is fulfilled. By (n.1) and (n.3), we have
cardJn  12
mc
2dM
µ(Jn−1)kd+1n . (n.4)
To complete the nth step, apply (n.4):
µ(Jn) (cardJn)mλdn 
1
2
mc
2dM
µ(Jn−1)kd+1n m
(
1
2
k−αn(d+1)n
)d
= 2−(2d+1) cm
2
M
µ(Jn−1)k(1−αnd)(d+1)n = κµ(Jn−1)k(1−αnd)(d+1)n , (n.5)
which is (iii) for i = n.
By the construction of the system {Jn}∞n=1, the set
⋂∞
n=1 Jn is a nonempty subset of
K(α) ∩ B(q, r) and is disjoint from every set in the system S , which proves (B). 
5. Large null sets in locally compact σ -compact spaces
Now we are prepared to answer the question how large can sets of measure zero be.
In fact, the theorems proved in previous sections easily imply that the set
⋃
α> 1
d
S(α) is a
residual null set of full Hausdorff dimension and cardinality c, the cardinality of the con-
tinuum. Thus, being a null set, it is maximal possible with respect to cardinality, Hausdorff
dimension, and Baire category classification as well. But here maximality with respect to
cardinality is a simple consequence of the residuality of the set. Thus the problem can be
extended: to find null sets which can be decomposed into many disjoint subsets, each being
as large as possible (also locally) with respect to the other three criteria. Notice that now
maximality with respect to Baire category classification can be understood in two differ-
ent ways: either one set in decomposition is residual and all the others are necessary of
first category, or many sets in decomposition are of second category. The answers to these
questions are given in Theorems 4A and 4B below. Before stating them, let us mention
that in [5] two disjoint measurable sets of reals were constructed, each of which intersects
every open interval in a set of second category. This result was extended in [10] where, un-
der some additional set-theoretical axiom weaker than Martin’s axiom, it was constructed
a family of c-many pairwise disjoint subsets of reals such that each set in the family is of
Lebesgue measure zero, is of second category in each open interval and its Hausdorff di-
mension is 0. 1 Our construction in the proof of Theorem B is an adaptation of the method
1 In fact, they proved that every set in the family is a universal null set (property stronger than being of Lebesgue
measure zero) and it has a property (C) (a property implying zero Hausdorff dimension).
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Fraenkel system with Axiom of Choice is used.
Theorem 4A. In every locally compact σ -compact space X of Hausdorff dimension d
with a Borel measure µ fulfilling (1), there exists a set of measure zero which can be
decomposed into c-many pairwise disjoint subsets each intersecting every open set in X in
a set of Hausdorff dimension d , and one set in the decomposition is residual.
Theorem 4B. In every locally compact σ -compact space X of Hausdorff dimension d
with a Borel measure µ fulfilling (1), there exists a set of measure zero which can be
decomposed into c-many pairwise disjoint subsets each intersecting every open set in X in
a set of second category and of Hausdorff dimension d .
Proof of Theorem 4A. By Theorem 2, the measure of set⋃
α>1/d
S(α) =
⋃
α>1/d
L(α)
is zero. We are going to decompose it into the form required by Theorem 4A. Denote by
G = R/Q, the factor group of real numbers factorized by the subgroup of rationals. Let us
view every g ∈ G as the set of equivalent elements. Set
Ag =
⋃
α∈g =0
α>1/d
L(α), A0 =
( ⋃
α∈0
α>1/d
L(α)
)
∪ L(∞).
By its definition, the family {Ag}g∈G consists of pairwise disjoint subsets. Recall that the
Hausdorff dimension of the union of a family of subsets is greater than or equal to the
supremum of Hausdorff dimensions of subsets in the family. Thus by Theorem 3 and the
density of each g ∈ G in (1/d,∞), the intersection of each set in the family {Ag}g∈G
with every open set in X is of Hausdorff dimension d . Moreover, the set A0 is residual by
Theorem 1, which completes the proof. 
Proof of Theorem 4B. We will use the same set
⋃
α>1/d L(α) as in Theorem 4A. Its
decomposition will be slightly modified as follows: let Ag;g = 0 be the same as before
and let also A0 have the same form as other Ag’s:
A0 =
⋃
α∈0
α>1/d
L(α).
Now, instead of attaching the residual set L(∞) to one set in decomposition, the idea is the
following:
1. Find c many pairwise disjoint subsets of L(∞) which are of second category in each
open set in X.2. Attach these sets in one-to-one way to the sets {Ag}g∈G.
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sion d in each open set in X. As the second step is trivial, it is sufficient to provide the first
one.
Before doing it, let us recall that a set A ⊂ X is of the second category if and only if it
meets every countable intersection of open dense sets.
Let S = {G =⋂∞n=1 Dn; each Dn is open dense in X}. It is easy to see that cardS = c.
Let J = {Jn}∞n=1 where each Jn is an open set in X and the family J forms a base for the
topology on X.
Denote by Ω the first ordinal with cardinality c and let {[G(α), J (α)]}α<Ω be a well
ordering of the set S× J.
By transfinite induction we will construct a family {Bα}α<Ω of subsets of L(∞) as
follows. We start with inductive forming an infinite matrix whose elements are in L(∞).
A general rule used in each step of the construction is the following:
(GR) Every element in the choice is different from all the previously chosen elements.
1st step: Choose b11 ∈ L(∞) ∩ G(1) ∩ J (1).
2nd step: Choose b12 ∈ L(∞)∩G(2)∩ J (2) and then choose successively b21 ∈ L(∞)∩
G(1) ∩ J (1), b22 ∈ L(∞) ∩ G(2) ∩ J (2).
Step α < Ω: Choose successively bβα for β = 1,2, · · · < α such that bβα ∈ L(∞) ∩
G(α) ∩ J (α) and then choose successively bαγ for γ = 1,2, . . . , α such that
bαγ ∈ L(∞) ∩ G(γ ) ∩ J (γ ).
Notice that all choices respecting the rule (GR) are possible as L(∞) is residual and the
intersection of each residual set with each open set in X has cardinality c.
Finally, define
Bα =
⋃
β<Ω
{bαβ} for all α < Ω.
The construction implies that all Bα’s are of second category in each open set in X, and
the proof is complete. 
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