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your own scent requires a much
less sophisticated information
processing system than trying to
remember previous mates – a
female always has her own scent
available as a reference, so she
can simply avoid males that smell
too familiar.
The finding that females have
evolved to mark their mates has
two major implications. It
suggests that the risk of
encountering the same male twice
must be large and so must the
benefits of mating with more than
one male. The crickets used in
this study are not particularly
unusual insects, they live in large
populations at high densities [11]
and are highly mobile. If a species
like this has evolved a system for
avoiding mating with the same
male twice it suggests that similar
abilities may be widespread. It
also supports the argument that
females can gain substantial
benefits from mating with more
than one male [12,13] and
highlights the importance of what
happens after a female mates.
Indeed the possibility that females
may often avoid mating with
previous mates has such major
implications that a degree of
scepticism is warranted — there
may be a lot of studies trying to
find this phenomenon, with the
danger that statistically significant
results may sometimes occur by
chance.
Although the sizes of the effects
found in reports of female mating
preference for novel males [2–7]
are reasonably large, it is
noteworthy that across studies
the strength of the effect reported
apparently decreases as sample
size increases (effect sizes were
calculated by converting p-values
for experiments showing a mating
bias to z-scores and dividing the
z-score by the square root of the
sample size; a linear regression of
effect size against sample size
gave a negative association
(r2 = 0.727; F1,5 = 10.64;
p = 0.031)). This suggests that
smaller studies where females fail
to show discrimination against
novel males may be being done
but not being published, making
the literature less objective than it
should be. Nevertheless, Ivy et al.
[7] provide the first study to show
that females both discriminate
against males they have already
mated, and that they do it by
marking them as used goods.
Males have been known to mark
their mates for some time [14], so
this sort of behaviour from
females brings a little sexual
equality to the mating game.
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for Robust Cycling
Xenopus egg extracts have distinct Cdk-active and Cdk-inactive states
at intermediate cyclin concentrations, a phenomenon known as
bistability. A new study shows that this behavior is important for robust
cell cycling.Nicholas Ingolia
Cyclins and cyclin-dependent
kinases (Cdks) play a central role in
the cell-cycle oscillator, but they do
not function in isolation. A complex
network of conserved interactions
generates a number of feedback
mechanisms that regulate Cdk
activity. For instance, the active
cyclin–Cdk complex activates the
anaphase-promoting complex
(APC), which in turn destroys
cyclin, in order to produce an
alternation between interphase and
mitosis (reviewed in [1]). This APC-
mediated negative feedback alone
could drive the cell cycle [2], but
there are other conserved Cdk
regulators of the cyclin–Cdkcomplex. In particular, there is
positive feedback on Cdk activity
mediated by Cdc25 and Wee1
(reviewed in [3]). This positive
feedback results in bistability in
Cdk activity — two possible, stable
levels of Cdk activity for a fixed
cyclin concentration [4,5]. A
number of investigators previously
suggested that this bistability may
be required for the production of
distinct interphase and mitotic
states in the cell cycle [6]. Recent
work by Pomerening et al. [7] has
now tested this proposal
experimentally by specifically
ablating the positive feedback and
verifying that this indeed results in
defects in the cell cycle as
predicted by modelling work.
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R962Active Cdk phosphorylates both
the Wee1 kinase and the Cdc25
phosphatase, inhibiting the former
and activating the latter. Wee1 and
Cdc25 in turn feed back on Cdk
activity by regulating an inhibitory
phosphorylation site on the Cdk,
with Wee1 promoting the
phosphorylation and Cdc25
destroying it. As predicted by
earlier modelling efforts ([6],
reviewed in [8]), this positive
feedback produces two stable
Figure 1. Positive feedback and
bistability in Cdk activity.
Cdk is inhibited by Wee1-mediated
phosphorylation, and this phosphoryla-
tion is removed by Cdc25.  At constant,
intermediate cyclin levels, there can be
two stable states of Cdk activity. (A)
Stable state with active Cdk maintaining
active Cdc25 and inactive Wee1. (B)
Stable state with inactive Cdk, permitting















Current BiologyFigure 2. Trajectories of the cell-cycle oscillator.
The cell-cycle oscillations trace out loops in the phase plane of cyclin levels and Cdk
activity. (A) Oscillations driven by Cdk/APC-mediated negative feedback alone. The
time delay in formation of the cyclin–Cdk complex and activation of the APC is respon-
sible for the slight asymmetry in the trajectory. (B) Oscillations in the presence of
Wee1/Cdc25-mediated positive feedback. The portions of the trajectory characterized
by active Cdc25 are shaded green and those by active Wee1 are shaded red. Note that
the bottom of the trajectory, where cyclin is accumulating but Cdk activity is sup-
















A Bstates of Cdk activity at
intermediate levels of cyclin [4,5].
Active Cdk maintains inactive
Wee1 and active Cdc25,
suppressing inhibitory
phosphorylation (Figure 1A).
However, inhibited Cdk allows
Wee1 to maintain the inhibitory
phosphorylation and does not
activate Cdc25 to remove it (Figure
1B). An analogous regulation
involving the Cdk inhibitor Sic1 has
been shown to produce bistability
in budding yeast Cdk activity [9].
This regulation comprises widely
conserved components that are
not homologous to those in the
Wee1/Cdc25 system. The similarity
in regulatory mechanisms
suggests that bistability in Cdk
activity may be an important
general feature of the cell-cycle
oscillator.
It may seem that stable states
of Cdk activity would be a
problem for the cell cycle, which
requires oscillating levels of Cdk
activity. However, the bistability in
Cdk activity is coupled to the
APC-mediated negative feedback
in a way that could drive switching
between the Cdk-active and Cdk-
inactive stable states. In this
model, the bistable feedback loop
would ensure abrupt and
irreversible switching between a
mitotic and an interphase state.
Slow cyclin accumulation in
interphase would trigger mitosis, a
switch to the Cdk-active state,while the activation of the APC
would drive cyclin degradation
and switch back to the Cdk-
inactive interphase state. 
Pomerening et al. [7] began by
employing mathematical models of
the mitotic oscillator to test this
prediction more quantitatively.
They looked at two particular
experimentally accessible
variables in the Cdk system — the
amount of cyclin and the level of
Cdk activity. These variables are
not perfectly correlated because
some fraction of Cdk will be
inactivated by phosphorylation.
Pomerening et al. [7] studied
oscillations as trajectories in a
phase plane, a technique
commonly used in mathematical
models such as these. A possible
state of the mitotic oscillator — the
current levels of Cdk activity and of
cyclin — is represented by a point
in this phase plane. A cell cycle
traces out a trajectory of cell states
as cyclin levels and Cdk activity
rise and then fall (Figure 2).
The simplest model of the cell
cycle features only cyclin
synthesis and APC-mediated
cyclin degradation. An oscillation
in this model involves increasing
cyclin concentrations, with Cdk
activity closely tracking cyclin
levels. As Cdk activity rises, the
APC is activated and triggers
cyclin degradation. Because there
is no other regulation of Cdk
activity, the region of the
trajectory where cyclin is
accumulating is actually quite
similar to the one where cyclin is
being degraded. Furthermore,
Cdk shows intermediate levels of
activity during much of the cell
cycle. For some plausible
parameter values, the system
cannot even sustain oscillations.
Positive feedback from Wee1
and Cdc25 substantially changes
the trajectories of the oscillation in
the model. Now, Wee1 suppresses
Cdk activity, allowing cyclin
accumulation with little increase in
Cdk activity. At some point, this
residual Cdk activity is high
enough to activate Cdc25 and
inactivate Wee1. This autocatalytic
process results in rapid Cdk
activation, which is soon followed
by APC activation. Cyclin is then
degraded but, because Cdk is not
inhibited, Cdk activity remains
Dispatch    
R963high even as cyclin levels fall
dramatically. This results in much
greater cyclin clearance in mitosis,
so the trajectory of Cdk activation
and inactivation are quite distinct.
Furthermore, the activation of Cdk
is faster, with little time spent at an
intermediate level of Cdk activity.
Pomerening et al. [7] are able to
experimentally observe the
oscillatory trajectory described
above by measuring cyclin levels
and Cdk activity in oocyte extracts
with fine temporal resolution. They
confirm that the mitotic oscillator
follows a wide trajectory, with
more than a 6-fold difference in
cyclin levels between Cdk
activation and inactivation.
Furthermore, suppression of the
positive feedback on Cdk activity
results in a narrower and less
robust trajectory of oscillation.
This trajectory lingers in a phase of
intermediate Cdk activity,
compromising aspects of the cell
cycle such as DNA synthesis.
Without positive feedback, the
oscillator is unable to produce
distinct, alternating interphase and
metaphase states, and in some
cases entirely fails to oscillate.
One heartening aspect of this
work is that the role of positive
feedback can be understood
through modelling even without
quantitative information about theJ. Michael Lord1, 




is a quality control system that
recognises and disposes of
misfolded or unassembled
polypeptides in the ER. Disposal
involves the retrotranslocation of
aberrant proteins across the ER
membrane to the cytosol, where
Quality Control: A
Joins the ERAD C
The quality control system known as
proteins from the ER to the cytosol 
Cdc48p and ubiquitin ligases play cr
been unclear, but recent work has s
Ubx2p links their functions in yeast.biochemistry of the system.
Furthermore, these models can
produce specific, semi-
quantitative predictions that are
experimentally testable. This
approach is particularly valuable
in cases such as the cell-cycle
oscillator, where feedback plays a
major role. In these networks,
dynamical systems theory can
predict the range of possible
behaviors and identify the key
factors determining the behavior
of a particular system. Modelling
also emphasizes how functions in
regulatory networks should be
attributed to patterns of
interactions rather than to specific
proteins. Both Wee1 and Cdc25
mediate positive feedback in Cdk
activity. However, these proteins
are regulated in other ways to
control cell-cycle progression
rather than to provide positive
feedback on Cdk activity [10,11].
This positive feedback loop in the
network, rather than any specific
protein’s biochemical activity,
provides the bistability that is
important for the function of the
cell-cycle oscillator.
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