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EXPLICIT REPRESENTATIONS OF SOLUTIONS FOR LINEAR
FRACTIONAL DIFFERENTIAL EQUATIONS WITH VARIABLE
COEFFICIENTS
JOEL E. RESTREPO, MICHAEL RUZHANSKY, AND DURVUDKHAN SURAGAN
Abstract. Explicit solutions of differential equations of complex fractional or-
ders with continuous variable coefficients are established. The representations of
solutions are given in terms of some convergent infinite series of fractional integro-
differential operators, which can be widely and efficiently used for analytic and
computational purposes. In the case of constant coefficients, the solution can be
expressed in terms of the multivariate Mittag-Leffler functions. In particular, the
obtained result extends the Luchko-Gorenflo representation formula [18, Theorem
4.1] to a general class of linear fractional differential equations with variable coeffi-
cients, to complex fractional derivatives, and to fractional derivatives with respect
to a given function.
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1. Introduction
In the recent years, the fractional derivatives became an important tool for mod-
elling a variety of physical problems. They take into account the memory effect and
other physical characteristics of a modelled process.
One of the many open problems in fractional calculus is to present explicit solutions
of fractional differential equations (FDEs) with variable coefficients. Existence and
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uniqueness results for these type problems can be found in the literature. However,
in general, explicit representations of solutions have been an essential gap in such
problems. A few papers have been published in this direction in the last fifty years.
To the best of our knowledge, the first paper [9] that solves this problem under certain
special assumptions was published in 1968, and then some significant results continue
this study, such as those presented by [4, 5, 6, 7, 15, 16, 17, 20] among others.
In this paper, we use a modification of the method of successive approximations to
give explicit representations of solutions for a general class of FDEs of complex frac-
tional orders with continuous variable coefficients. The obtained solutions are given
explicitly in terms of some convergent infinite series of fractional integro-differential
operators. Surprisingly, the method of successive approximations has been frequently
used in FDEs with constant coefficients (see e.g.[12, 13, 14, 15]) but not much in FDEs
with variable coefficients (see, e.g. [16, 19]). In fact, we transform FDEs with variable
coefficients to equivalent integral equations, for which the existence and uniqueness
are proved by the contractive mapping method. For more details and expository
discussions of the topic we refer to [14, Sections 3 and 4], and the books [8, 23].
Thus, we combine the latter classical approach with a new modified method of
successive approximations to establish a unique analytic solution of general FDEs of
complex fractional orders with continuous variable coefficients. A particular case of
the obtained result gives, for instance, the Luchko-Gorenflo representation formula
[18, Theorem 4.1].
In particular, the results of this paper extend the Luchko-Gorenflo representation
formula in several directions:
• to a general class of linear fractional differential equations with variable coef-
ficients;
• to complex fractional derivatives;
• and to fractional derivatives with respect to a given function.
These formulas play a crucial role in the analysis of solutions to a variety of frac-
tional problems. For example, in [1, 11] they have been used for the analysis of equa-
tions with singularities, in [22] for the analysis of multi-term diffusion-wave equations,
in [21] for the inverse problems for subdiffusion equations.
The structure of this paper is given as follows: Section 2 is devoted to collect
definitions and some basic results on fractional calculus and fractional differential
equations. In Section 3, we present the main results. First, we concentrate on
the canonical sets of solutions of the homogeneous initial value problem (2.5) under
the conditions (2.8). Then we establish explicit representations of solutions for the
general setting, i.e. for the initial value problem (2.5) under the conditions (2.6). We
also demonstrate a particular example. Section 5 discusses the consequences of the
obtained results and compares them with some previously known important results.
2. Preliminaries
In this section we discuss some basic definitions and auxiliary results on fractional
calculus.
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2.1. Fractional calculus. Here we briefly recall the definitions and properties of
the fractional integro-differential operators with respect to another function, see e.g.
[23, Chapter 4] and we also refer to [2, 3] for further discussions.
Definition 2.1. Let α ∈ C, Re(α) > 0, −∞ 6 a < b 6 ∞, let f be an integrable
function defined on [a, b], and let φ ∈ C1[a, b] be such that φ′(t) > 0 for all t ∈ [a, b].
The left-sided Riemann-Liouville fractional integral of a function f with respect to
another function φ is defined as [14, Formula 2.5.1]
Iα,φa+ f(x) =
1
Γ(α)
∫ x
a
φ′(t)(φ(x)− φ(t))α−1f(t)dt. (2.1)
Definition 2.2. Let α ∈ C, Re(α) > 0, −∞ 6 a < b 6 ∞, let f be an integrable
function defined on [a, b], and let φ ∈ C1[a, b] be such that φ′(t) > 0 for all t ∈ [a, b].
The left-sided Riemann-Liouville fractional derivative of a function f with respect to
another function φ is defined as [14, Formula 2.5.17]
Dα,φa+ f(x) =
(
1
φ′(x)
d
dx
)n (
In−α,φa+ f
)
(x), (2.2)
where n = ⌊Re(α)⌋+1 (or n = −⌊−Re(α)⌋) and ⌊·⌋ is the floor function. It must be
clear that n− 1 < Re(α) 6 n.
Everywhere in this paper when we refer to the operators Iα,φa+ orD
α,φ
a+ , we assume φ ∈
C1[a, b] such that φ′(t) > 0 for all t ∈ [a, b]. The definitions above can be considered
as some generalizations of the Riemann-Liouville fractional integro-differentiation
operators containing a large class of functions. Thus, it allows establishing analogous
properties of the Riemann-Liouville operators. Taking into account [23, Theorem 2.4]
one obtains the following results.
Theorem 2.3. If α ∈ C (Re(α) > 0) and f ∈ L1(a, b), then
Dα,φa+ I
α,φ
a+ f(x) = f(x)
holds almost everywhere on [a, b].
Theorem 2.4. Let α ∈ C (Re(α) > 0), n = ⌊α⌋ + 1, and fn−α(x) = I
n−α,φ
a+ f(x). If
f ∈ L1(a, b) and fn−α ∈ AC
n[a, b], then
(
Iα,φa+ D
α,φ
a+ f
)
(x) = f(x)−
n−1∑
j=0
f
[n−j−1]
n−α,φ (a)
Γ(α− j)
(φ(x)− φ(a))α−j−1
holds almost everywhere on [a, b], where
f
[n−j−1]
n−α,φ (x) =
(
1
φ′(x)
d
dx
)n−j−1
fn−α(x).
The following statement can be proved by using Theorem 2.3 and the semi-group
property of the operator Iα,φa+ (see [12, Property 5]).
Theorem 2.5. Let α, β ∈ C, Re(α) > Re(β) > 0. For all f ∈ L1(a, b)
Dβ,φa+ I
α,φ
a+ f(x) = I
α−β,φ
a+ f(x)
holds almost everywhere on [a, b].
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Note that in [13, Formula 1.3] the authors used a modified fractional derivative by
means of the Riemann-Liouville fractional derivative. Throughout this paper, we use
the following modified fractional derivative with respect to another function:
CDα,φ0+ f(x) =
(
Dα,φ0+
[
f(t)−
n−1∑
j=0
f
[j]
φ (0)
j!
(
φ(x)− φ(0)
)j])
(x), α ∈ C, Re(α) > 0,
(2.3)
where n = −[−Re(α)] for α /∈ N, n = α for α ∈ N and
f
[j]
φ (t) =
(
1
φ′(t)
d
dt
)j
f(t).
If α > 0, n − 1 < α < n and f ∈ Cn[a, b], then (2.3) gives the Caputo fractional
derivative [2, Theorem 3], i.e.
CDα,φa+ f(x) = I
n−α,φ
a+
(
1
φ′(x)
d
dx
)n
f(x), (2.4)
where n = ⌊α⌋ + 1 for α /∈ N and n = α for α ∈ N. Here f (n) ∈ L1[a, b] is
sufficient for the existence of the Caputo fractional derivate (2.4), and f ∈ Cn[a, b]
ensures the continuity for the Caputo derivative. Moreover, if α = n, then one has
CDα,φ0+ f(t) = D
nf(t) = f (n)(t).
The following result follows the same steps of the proof of the necessity in [13,
Theorem 1]. Therefore, we omit its proof.
Theorem 2.6. If α ∈ C, Re(α) > 0, f ∈ Cn−1[a, b], then
Iα,φa+
CDα,φa+ f(x) = f(x)−
n−1∑
j=0
f
[j]
φ (a)
j!
(
φ(x)− φ(a)
)j
,
where
f
[j]
φ (x) =
(
1
φ′(x)
d
dx
)j
f(x).
We conclude this subsection by the following useful lemma:
Lemma 2.7. If α ∈ C, Re(α) > 0 and f is continuous in [0, b] then the following
statements hold:
(1) Iα,φ0+ f(x) is a continuous function on [0, b].
(2) lim
x→0+
Iα,φ0+ f(x) = 0.
(3) For any Re(α) > Re(β) > 0, we have
CDβ,φ0+ I
α,φ
0+ f(x) = I
α−β,φ
0+ f(x).
For α = β, we have CDα,φ0+ I
α,φ
0+ f(x) = f(x).
Proof. The first assertion can be proved directly by using the boundedness of the
function f and the integrability of φ′(s)(φ(t) − φ(s))α−1 over 0 6 s 6 t 6 b. The
mean value theorem for integrals implies the second statement. The proof of the last
assertion follows from Definition 2.3, Theorems 2.3, 2.5 and the second statement. 
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2.2. Fractional differential equations. We consider the following fractional dif-
ferential equation with continuous variable coefficients:
CDβ0,φ0+ x(t) +
m∑
i=1
di(t)
CDβi,φ0+ x(t) = h(t), t ∈ [0, T ], m ∈ N, (2.5)
under the initial conditions(
1
φ′(t)
d
dt
)k
x(t)|
t=+0
= ck ∈ R, k = 0, 1, . . . , n0 − 1, (2.6)
where βi ∈ C, Re(βi) > 0, i = 0, 1, . . . , m− 1, Re(β0) > Re(β1) > . . . > Re(βm) > 0
(If Re(βm) = 0, then we assume Im(βm) = 0 as well) and ni are non-negative integers
satisfying ni−1 < Re(βi) 6 ni , ni = ⌊Reβi⌋+1 (or ni = −⌊−Re(βi)⌋), i = 0, 1, . . . , m.
We also consider the homogeneous case
CDβ0,φ0+ x(t) +
m∑
i=1
di(t)
CDβi,φ0+ x(t) = 0, t ∈ [0, T ], m ∈ N, (2.7)
and (
1
φ′(t)
d
dt
)k
x(t)|
t=+0
= 0, k = 0, 1, . . . , n0 − 1. (2.8)
Let us denote the set Kj by
Kj := {i : 0 6 Re(βi) 6 j , i = 1, . . . ,m}, j = 0, 1, . . . , n0 − 1,
and κj = min{Kj} if Kj 6= ∅. Notice that s ∈ Kj implies Re(βs) 6 j and Kj1 ⊂ Kj2
for j1 < j2.
Under this notation we notice the possible cases:
(1) βm = 0 or βm = 0. Here it follows that Kj 6= ∅ for any j = 0, 1, . . . , n0 − 1.
(2) n0 > 2 and there exists j0 ∈ {0, 1, . . . , n0−2} which satisfy j0 < Re(βr) 6 j0+1
for some r ∈ {1, . . . , m}. It is equivalent to Kj0 = ∅ and Kj0+1 6= ∅. We
then get that Kj = ∅ for any j = 0, 1, . . . , j0 and Kj 6= ∅ for any j =
j0 + 1, . . . , n0 − 1.
(3) Re(βi) > n0 − 1 for any i = 1, . . . , m, i.e. Kn0−1 = ∅ . Hence Kj = ∅ for any
j = 0, 1, . . . , n0 − 1.
Definition 2.8. A set of functions xj(t) (j = 0, 1, . . . , n0) is called a canonical set of
solutions of equation (2.7) if it satisfies
CDβ0,φ0+ xj(t) = −
m∑
i=1
di(t)
CDβi,φ0+ xj(t), 0 < t < T,
and (
1
φ′(t)
d
dt
)k
xj(t)|t=+0 =
{
1, j = k,
0, j 6= k, j = 0, 1, . . . , n0 − 1.
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3. Main results
We begin this section by introducing a special function space to be used in our
analysis:
Cn0−1,β0[0, T ] := {x(t) ∈ Cn0−1[0, T ], CDβ0,φ0+ x(t) ∈ C[0, T ]}
endowed with the norm
‖x‖Cn0−1,β0 [0,T ] =
n0−1∑
k=0
∥∥∥∥∥
(
1
φ′(t)
d
dt
)k
x
∥∥∥∥∥
C[0,T ]
+
∥∥ CDβ0,φ0+ x∥∥C[0,T ].
3.1. Canonical sets of solutions. Here we prove the existence and uniqueness of
initial value problem (2.5) with conditions (2.8), where a solution is given by the limit
of a convergent sequence.
Lemma 3.1. Let h, di ∈ C[0, T ], i = 1, . . . , m. Then the initial value problem
(2.5) and (2.8) has a unique solution x ∈ Cn0−1,β0[0, T ], and it is given by the limit
x(t) = lim
n→+∞
xn(t) of the sequence

x0(t) = I
β0,φ
0+ h(t),
xn(t) = x0(t)− I
α0
0+
m∑
i=1
di(t)
CDβi,φ0+ xn−1(t), n = 1, 2, . . . ,
(3.1)
whenever
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for any t ∈ [0, T ], some fixed ν ∈ R+ and a
constant 0 < C < 1, which does not depend on t.
Proof. First, we show that the initial value problem (2.5) and (2.8) is equivalent to
an integral equation. Suppose that x(t) ∈ Cn0−1,β0[0, T ] satisfies (2.5) and (2.8). Set-
ting w(t) = CDβ0,φ0+ x(t), we have w(t) ∈ C[0, T ] since x(t) ∈ C
n0−1,β0 [0, T ]. Moreover,
we obtain
Iβ0,φ0+ w(t) = I
β0,φ
0+
CDβ0,φ0+ x(t) = x(t). (3.2)
Here we have used Theorem 2.6 and the initial conditions (2.8). Using the fact
w(t) ∈ C[0, T ], Re(β0) > Re(βi) > 0 and Lemma 2.7 we get
CDβi,φ0+ x(t) =
CDβi,φ0+ I
β0,φ
0+ w(t) = I
β0−βi,φ
0+ w(t),
for any i = 1, . . . , m. If Re(βm) = 0, then βm = 0, and the equality above follows
immediately. Thus, equation (2.5) becomes
w(t) +
m∑
i=1
di(t)I
β0−βi,φ
0+ w(t) = h(t). (3.3)
So, if x(t) ∈ Cn0−1,β0[0, T ] is a solution of problem (2.5) and (2.8), then w(t) =
CDβ0,φ0+ x(t) ∈ C[0, T ] is the solution of integral equation (3.3).
Let us now prove the converse statement. Assume that w(t) ∈ C[0, T ] is the
solution of (3.3). Applying the operator Iα0,φ0+ to expression (3.3) we obtain
Iβ0,φ0+ w(t) + I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+ w(t) = I
β0,φ
0+ h(t).
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Let x(t) = Iβ0,φ0+ w(t). By Lemma 2.7 we have
CDβi,φ0+ x(t) = I
β0−βi,φ
0+ w(t) and I
β0−βi,φ
0+ w(t) ∈
C[0, T ]. It implies
x(t) + Iβ0,φ0+
m∑
i=1
di(t)
CDβi,φ0+ x(t) = I
β0,φ
0+ h(t).
Thus,
CDβ0,φ0+ x(t) +
CDβ0,φ0+ I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x(t) =
CDβ0,φ0+ I
β0,φ
0+ h(t).
From Lemma 2.7 it follows that
CDβ0,φ0+ x(t) +
m∑
i=1
di(t)
CDβi,φ0+ x(t) = h(t).
Also, by Lemma 2.7 and Re(β0) > n0 − 1 we have(
1
φ′(t)
d
dt
)k
x(t)|
t=+0
=
(
1
φ′(t)
d
dt
)k
Iβ0,φ0+ w(t)|t=+0 = I
β0−k,φ
0+ w(t)|t=+0 = 0,
for any k = 0, 1, . . . , n0−1, and
CDβ0,φ0+ x(t) =
CDβ0,φ0+ I
β0,φ
0+ w(t) = w(t) ∈ C[0, T ]. Then
the solution w(t) ∈ C[0, T ] of (3.3) implies that x(t) = Iβ0,φ0+ w(t) ∈ C
n0−1,β0[0, T ] is
the solution of problem (2.5) satisfying conditions (2.8). Hence initial value problem
(2.5) and (2.8) is equivalent to integral equation (3.3).
Now we prove the existence and uniqueness of a solution of equation (3.3). From
(3.3) we have
w(t) = h(t)−
m∑
i=1
di(t)I
β0−αi,φ
0+ w(t). (3.4)
Let us define the operator T by
Tw(t) := h(t)−
m∑
i=1
di(t)I
β0−βi,φ
0+ w(t).
By (3.4) we know that Tw(t) = w(t), so T : C[0, T ]→ C[0, T ]. From now on we use
an equivalent norm to the maximum norm on C[0, T ], i.e. ‖z‖ν := max
t∈[0,T ]
{e−νt|z(t)|}
for the fixed ν ∈ R+. Since
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for some 0 < C < 1, it
follows for any t ∈ [0, T ] that
|Tw1(t)− Tw2(t)| 6
m∑
i=1
‖di‖maxI
β0−βi,φ
0+
∣∣w1(t)− w2(t)∣∣
6 ‖w1 − w2‖ν
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt
6 C‖w1 − w2‖νe
νt.
This yields
e−νt|Tw1(t)− Tw2(t)| 6 C‖w1 − w2‖ν ⇒ ‖Tw1 − Tw2‖ν 6 C‖w1 − w2‖ν .
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It means that the operator T is contractive with respect to the norm ‖ · ‖ν , hence
it is contractive with respect to the maximum norm ‖ · ‖max. Thus, by the Banach
fixed point theorem, integral equation (3.3) has a unique solution with respect to
‖ · ‖max and the sequence {wn(t)}n>0 given by wn(t) = h(t)−
m∑
i=1
di(t)I
β0−βi,φ
0+ wn−1(t)
converges with respect to ‖ · ‖max in C[0, T ].
It remains to prove that the sequence (3.1) converges in Cn0−1,β0[0, T ] with respect
to the norm ‖ · ‖Cn0−1,β0 [0,T ]. It is clear that

w0(t) = h(t),
wn(t) = h(t)−
m∑
i=1
di(t)I
β0−βi,φ
0+ wn−1(t),
converges with respect to ‖ · ‖max. Thus, we have

Iβ0,φ0+ w0(t) = I
β0,φ
0+ h(t),
Iβ0,φ0+ wn(t) = I
β0,φ
0+ h(t)− I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+ wn−1(t).
We set xn(t) = I
β0,φ
0+ wn(t). Then
CDβi,φ0+ xn−1(t) = I
β0−βi,φ
0+ wn−1(t) and

x0(t) = I
β0,φ
0+ h(t),
xn(t) = x0(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ xn−1(t).
The sequence above is the same as in (3.1). It is clear that xn(t) ∈ C
n0−1,β0[0, T ].
Now we prove the convergence of {xn(t)}n>0 in C
n0−1,β0[0, T ]. Indeed, since xn(t) =
Iβ0,φ0+ wn(t) and
CDβ0,φ0+ xn(t) = wn(t) we obtain(
1
φ′(t)
d
dt
)k
xn(t) = I
β0−k,φ
0+ wn(t), k = 0, 1, . . . , n0 − 1.
Hence ‖ CDβ0,φ0+ xn‖max = ‖wn‖max, and∥∥∥∥∥
(
1
φ′(t)
d
dt
)k
xn
∥∥∥∥∥
max
6
TRe(β0)−k
Γ(Re(β0)− k + 1)
‖wn‖max, k = 0, 1, . . . , n0 − 1.
Thus, we arrive at
n0−1∑
k=1
∥∥∥∥∥
(
1
φ′(t)
d
dt
)k
xn
∥∥∥∥∥
max
+‖ CDα0,φ0+ xn‖max 6
(
n0−1∑
k=0
TRe(β0)−k
Γ(Re(β0)− k + 1)
+ 1
)
‖wn‖max.
Since the sequence {wn(t)}n>0 converges with respect to ‖ · ‖max, then the sequence
{xn(t)}n>0 converges in C
n0−1,β0[0, T ] with respect to ‖·‖Cn0−1,β0 [0,T ]. It completes the
proof. 
FRACTIONAL DIFFERENTIAL EQUATIONS WITH VARIABLE COEFFICIENTS 9
Remark 3.2. Let us give an example about that the assumption
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt
is fulfilled under consideration of some well-known function φ. For this purpose, let
us consider the case φ(x) = x. In this case, we have Iβ0−βi0+ e
k∗t 6 e
k∗t
(k∗)β0−βi
for any
i = 1, . . . , m and any k∗ ∈ R+. Indeed
Iβ0−βi0+ e
k∗t =
1
Γ(β0 − βi)
∫ t
0
(t− x)β0−βi−1ek
∗xdx =
ek
∗t
Γ(β0 − βi)
∫ t
0
uβ0−βi−1e−k
∗udu
6
ek
∗t
Γ(β0 − βi) (k∗)β0−β1
∫ +∞
0
rβ0−βi−1e−rdr =
ek
∗t
(k∗)β0−β1
.
So, there exists ν ∈ R+ such that for any k
∗ > ν we have
m∑
i=1
‖di‖max
1
(k∗)β0−βi
6
m∑
i=1
‖di‖max
1
νβ0−βi
< 1
and
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt.
Now we focus on finding the canonical set of solutions of homogeneous equation
(2.7) under different cases of Kj (j = 0, . . . , n0 − 1) and the relation between n0 and
n1.
Lemma 3.3. Let n0 > n1, di ∈ C[0, T ] for any i = 1, . . . , m and βm = 0. Then there
exists a unique canonical set xj ∈ C
n0−1,β0 [0, T ], j = 0, 1, . . . , n0 − 1, of solutions of
equation (2.7) in the form
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t), (3.5)
for j = 0, 1, . . . , n1 − 1, and
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=1
di(t)D
βi,φ
0+ Ψj(t), (3.6)
for j = n1, n1 + 1, . . . , n0 − 1, where Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
Proof. We show that the canonical set of solutions of equation (2.7) is given by the
limit of the sequence:

x0j (t) = Ψj(t),
xnj (t) = x
0
j (t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x
n−1
j (t), n = 1, 2, . . . ,
(3.7)
10 J. E. RESTREPO, M. RUZHANSKY, AND D. SURAGAN
for any j = 0, 1, . . . , n0 − 1. Notice that the sequence above appears naturally from
equation (2.7) taking into account the inverse operations between CDβ0,φ0+ , I
β0,φ
0+ , The-
orem 2.6 and Lemma 2.7. Let us fix j ∈ {0, 1, . . . , n0−1} and find the jth term xj(t)
of the canonical set. Note that for k = 0, 1, . . . , ni − 1 and m > i > 1, we have(
1
φ′(t)
d
dt
)k
Ψj(t)|
t=0+
=
{
1, k = j,
0, k 6= j.
Thus, for j = 0, 1, . . . , n1 − 1 and n0 > n1 > ni we get
CDβi,φ0+ Ψj(t) =
{
Dβi,φ0+ Ψj(t), κj 6 i 6 m (j > ni),
0, 1 6 i < κj (ni > j).
(3.8)
For j = n1, . . . , n0 − 1 we have k < j and
CDβi,φ0+ Ψj(t) = D
βi,φ
0+ Ψj(t), i = 1, . . . , m.
Now we obtain the first approximation of xj(t) by
x1j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=κj
di(t)
CDβi,φ0+ Ψj(t) = Ψj(t)− I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t),
j = 0, 1, . . . , n1 − 1, and
x1j(t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ Ψj(t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)D
βi,φ
0+ Ψj(t),
j = n1, n1 + 1, . . . , n0 − 1. Therefore, it follows that x
1
j (t) ∈ C
n0−1,β0[0, T ] for any
j = 0, 1, . . . , n0 − 1, see Lemma 2.7. For j = 0, 1, . . . , n1 − 1, we have the second
approximation as follows
x2j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x
1
j (t)
= Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ Ψj(t) + I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t).
Due to Lemma 2.7 we have
CDβi,φ0+ I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t) = I
β0−βi,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t).
Combining the latter equality, formula (3.8) and the above representation of x2j (t) we
get
x2j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t) + I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t)
= Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t).
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Similarly, for j = n1, n1 + 1, . . . , n0 − 1 we obtain the second approximation by
x2j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x
1
j (t)
= Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=1
di(t)D
βi,φ
0+ Ψj(t).
Hence the second approximation of xj(t) is given by
x2j (t) = Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t),
for j = 0, 1, . . . , n1 − 1, and
x2j (t) = Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=1
di(t)D
βi,φ
0+ Ψj(t),
for j = n1, n1 + 1, . . . , n0 − 1. Also we have x
2
j (t) ∈ C
n0−1,β0 [0, T ] for any j =
0, 1, . . . , n0 − 1. By using the induction process we can arrive at
xnj (t) = Ψj(t) +
n−1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t),
for j = 0, 1, . . . , n1 − 1, and
xnj (t) = Ψj(t) +
n−1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=1
di(t)D
βi,φ
0+ Ψj(t),
for j = n1, n1 + 1, . . . , n0 − 1, and x
n
j (t) ∈ C
n0−1,β0[0, T ] for j = 0, 1, . . . , n0 − 1.
By the same argument given at the end of the proof of Lemma 3.1 we have xj(t) =
lim
n→+∞
xnj (t) ∈ C
n0−1,β0[0, T ]. Thus, taking into account Lemma 2.7 we verify that the
canonical set xj ∈ C
n0−1,β0[0, T ], j = 0, 1, . . . , n0 − 1, of solutions of equation (2.7) is
given by (3.5) and (3.6). 
Lemma 3.4. Let n0 = n1, di ∈ C[0, T ] for any i = 1, . . . , m and βm = 0. Then there
exists a unique canonical set xj ∈ C
n0−1,β[0, T ], j = 0, 1, . . . , n0 − 1, of solutions of
equation (2.7) in the form
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t), (3.9)
for j = 0, 1, . . . , n0 − 1, where Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
Proof. Let us show that the canonical set of solutions of equation (2.7) is given by
the limit in Cn0−1,β0[0, T ] of approximation sequence (3.7). We start with the first
element x0(t). From (3.7) we have x
0
0(t) = Ψ0(t) and
x10(t) = x
0
0(t)−I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x
0
0(t) = Ψ0(t)−I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ Ψ0(t). (3.10)
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Since βm = 0 we have κ0 = min{K0} = m. For i = m, βm = nm = 0 and
CDβi,φ0+ Ψ0(t) = D
βm,φ
0+ Ψ0(t) = Ψ0(t). While, for i = 1, . . . , m− 1 we have Re(βi) > 0,
ni − 1 < Re(βi) 6 ni, ni > 1 and
CDβi,φ0+ Ψ0(t) = 0. Substituting these in (3.10) we
get
x10(t) = Ψ0(t)− I
β0,φ
0+ dm(t)Ψ0(t).
Due to κ0 = m, βm = 0 and D
βm,φ
0+ Ψ0(t) we also obtain
x10(t) = Ψ0(t)− I
β0,φ
0+
m∑
i=κ0
di(t)D
βi,φ
0+ Ψ0(t).
We thus have the first term of formula (3.9) for j = 0, where x10(t) ∈ C
n0−1,β0[0, T ].
Now the second approximation as follows
x20(t) = Ψ0(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ Ψ0(t) + I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+
m∑
i=κ0
di(t)D
βi,φ
0+ Ψ0(t)
= Ψ0(t)− I
β0,φ
0+
m∑
i=κ0
dm(t)D
βi,φ
0+ Ψ0(t) + I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+
m∑
i=κ0
di(t)D
βi,φ
0+ Ψ0(t)
= Ψ0(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κ0
di(t)D
βi,φ
0+ Ψ0(t).
Since di(t)D
βi,φ
0+ Ψ0(t) ∈ C[0, T ] for any i = κ0, . . . , m we have x
2
0(t) ∈ C
n0−1,β0[0, T ].
Using the induction process it can be proved that the nth approximation of x0(t) is
given by
xn0 (t) = Ψ0(t) +
n−1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κ0
di(t)D
βi,φ
0+ Ψ0(t),
where xn0 (t) ∈ C
n0−1,β0[0, T ]. So the sequence converges in Cn0−1,β0[0, T ] and the first
term x0(t) of the canonical set is given by
x0(t) = lim
n→+∞
xn0 (t) = Ψ0(t)+
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κ0
di(t)D
βi,φ
0+ Ψ0(t).
Now let us give the jth term xj(t) of the canonical set for any fixed j ∈ {1, . . . , n0−
1}. From (3.7) it follows
x1j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x
0
j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ Ψj(t).
Similarly as in formula (3.8) we obtain
CDβi,φ0+ Ψj(t) =
{
Dβi,φ0+ Ψj(t), κj 6 i 6 m,
0, 1 6 i < κj .
Hence
x1j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t),
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and x1j (t) ∈ C
n0−1,β0[0, T ]. A direct computation gives the second approximation of
xj(t):
x2j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x
1
j (t)
= Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+

Ψj(t)− Iβ0,φ0+ m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t)


= Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+

Ψj(t)− Iβ0,φ0+ m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t)


= Ψj(t)− I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t) + I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t)
= Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t),
where x2j (t) ∈ C
n0−1,β0[0, T ]. By using the induction process, the nth approximation
of xj(t) can be given by the formula
xnj (t) = Ψj(t) +
n−1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t).
Thus, we arrive at
xj(t) = lim
n→+∞
xnj (t) = Ψj(t)+
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t).

Lemma 3.5. Let n0 > n1, di ∈ C[0, T ] for i = 1, . . . , m, n0 > 2. Assume that there
exits j0 ∈ {0, 1, . . . , n0 − 2} such that Kj0 = ∅ and Kj0+1 6= ∅. Then there exists a
unique canonical set xj ∈ C
n0−1,β0[0, T ], j = 0, 1, . . . , n0 − 1, of solutions of equation
(2.7) in the form
xj(t) = Ψj(t), j = 0, 1, . . . , j0, (3.11)
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t), (3.12)
for j = j0 + 1, . . . , n1 − 1, and
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=1
di(t)D
βi,φ
0+ Ψj(t), (3.13)
for j = n1, n1 + 1, . . . , n0 − 1, where Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
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Proof. Following the same steps of the proofs of the above lemmas, it can be proved.
Indeed, the first approximation of xj(t) is given by
x1j (t) = Ψj(t), j = 0, 1, . . . , j0,
x1j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t), j = j0 + 1, . . . , n1 − 1,
x1j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)D
βi,φ
0+ Ψj(t), j = n1, n1 + 1, . . . , n0 − 1.
Besides the second approximation of x2j (t) is given by
x2j (t) = Ψj(t), j = 0, 1, . . . , j0,
x2j (t) = Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t),
for j = j0 + 1, . . . , n1 − 1, and
x2j (t) = Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=1
di(t)D
βi,φ
0+ Ψj(t),
for j = n1, n1+1, . . . , n0−1. This procedure gives the nth approximation of xj(t) and
then letting n→ +∞ we arrive at the canonical set of solutions given by (3.11), (3.12)
and (3.13). It is also clear that xj ∈ C
n0−1,β[0, T ] for any j = 0, 1, . . . , n0 − 1. 
Lemma 3.6. Let n0 = n1, di ∈ C[0, T ] for i = 1, . . . , m, n0 > 2. Assume that
there exits a j0 ∈ {0, 1, . . . , n0 − 2} such that Kj0 = ∅ and Kj0+1 6= ∅. Then there
exists a unique canonical set xj(t) ∈ C
n0−1,β0[0, T ], j = 0, 1, . . . , n0 − 1, of solutions
of equation (2.7) in the form
xj(t) = Ψj(t), j = 0, 1, . . . , j0, (3.14)
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t), (3.15)
for j = j0 + 1, . . . , n0 − 1, where Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
Proof. By using a suitable approximation sequence for each case we can get the
desired result. In fact, the first approximation of xj(t) is given by
x1j (t) = Ψj(t), j = 0, 1, . . . , j0,
x1j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t), j = j0 + 1, . . . , n0 − 1.
The second approximation of x2j (t) is given by
x2j (t) = Ψj(t), j = 0, 1, . . . , j0,
x2j (t) = Ψj(t) +
1∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k m∑
i=κj
di(t)D
βi,φ
0+ Ψj(t),
FRACTIONAL DIFFERENTIAL EQUATIONS WITH VARIABLE COEFFICIENTS 15
for j = j0+1, . . . , n0−1. Continuing this procedure we obtain the nth approximation
of xj(t) and then letting n→ +∞ we arrive at the canonical set of solutions given by
(3.14) and (3.14). It also follows that xj ∈ C
n0−1,β0[0, T ] for j = 0, 1, . . . , n0 − 1. 
Lemma 3.7. Let di ∈ C[0, T ] for i = 1, . . . , m and Kn0−1 = ∅. Then there exists a
unique canonical set xj ∈ C
∞[0, T ], j = 0, 1, . . . , n0−1, of solutions of equation (2.7)
in the form
xj(t) = Ψj(t), j = 0, 1, . . . , n0 − 1, (3.16)
where Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
Proof. By (3.7) we have that x0j (t) = Ψj(t) for j = 0, 1, . . . , n0 − 1. Also it follows
that
x1j (t) = Ψj(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ Ψj(t).
Since Kn0−1 = ∅ we have n0 − 1 < Re(βi) 6 n0 for i = 1, . . . , m. Hence
CDβi,φ0+ Ψj(t) = 0,
for any j = 1, . . . , n0 − 1, and x
1
j (t) = Ψj(t). This procedure gives x
n
j (t) = Ψj(t) for
any n ∈ N and j = 0, 1, . . . , n0 − 1, as well as
xj(t) = Ψj(t) ∈ C
∞[0, T ], j = 0, 1, . . . , n0 − 1.

3.2. Representation of the solutions in the general case.
Theorem 3.8. Let h, di ∈ C[0, T ], i = 1, . . . , m. Then the initial value problem (2.5)
and (2.8) has a unique solution x ∈ Cn0−1,β0[0, T ] and it is given by the formula
x(t) =
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t), (3.17)
whenever
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for some ν > 0, where the constant 0 < C < 1
does not depend on t.
Proof. Lemma 3.1 implies the existence and uniqueness of the solution of the initial
value problem (2.5) and (2.8). Let us now find the explicit solution. From (3.1) the
first approximation solution is given by
x1(t) = Iβ0,φ0+ h(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ I
β0,φ
0+ h(t).
Lemma 2.7 implies that CDβi,φ0+ I
β0,φ
0+ h(t) = I
β0−βi,φ
0+ h(t). Thus, we have
x1(t) = Iβ0,φ0+ h(t)−I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+ h(t) =
1∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t),
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and x1(t) ∈ Cn0−1,β0[0, T ]. Let us find the second approximation solution. We take
n = 2 in (3.1):
x2(t) = Iβ0,φ0+ h(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+ x
1(t)
= Iβ0,φ0+ h(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+
(
Iβ0,φ0+ h(t)− I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+ h(t)
)
= Iβ0,φ0+ h(t)− I
β0,φ
0+
m∑
i=1
di(t)I
β0−βi,φ
0+ h(t) + I
β0,φ
0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)2
h(t)
=
2∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t).
Now we assume that for n ∈ N the approximation solution is given by
xn(t) =
n∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t),
and xn(t) ∈ Cn0−1,β0[0, T ]. Let us show that the approximation solution holds for
n+ 1. Indeed, we have
xn+1(t) = = Iβ0,φ0+ h(t)− I
α0
0+
m∑
i=1
di(t)
CDβi,φ0+ y
n(t)
= Iβ0,φ0+ h(t)− I
β0,φ
0+
m∑
i=1
di(t)
CDβi,φ0+

 n∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t)


= Iβ0,φ0+ h(t) +
n∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k+1
h(t)
=
n+1∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t).
Finally, we obtain that the nth approximation solution is given by
xn(t) =
n∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t)
and
x(t) = lim
n→+∞
yn(t) =
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t).

Now we state some consequences of Theorem 3.8 without proofs. Their proofs
follow from Theorem 3.8 and the superposition principle.
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Theorem 3.9. Let n0 = n1, βm = 0 and h, di ∈ C[0, T ], i = 1, . . . , m. Then the
initial value problem (2.5) and (2.6) has a unique solution x ∈ Cn0−1,β0[0, T ], which
is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t), (3.18)
whenever
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for some ν > 0, where the constant 0 < C < 1
does not depend on t and xj(t) is the canonical set from Lemma 3.4.
Theorem 3.10. Let n0 > n1, βm = 0 and h, di ∈ C[0, T ], i = 1, . . . , m. Then the
initial value problem (2.5) and (2.6) has a unique solution x ∈ Cn0−1,β0[0, T ], which
is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t),
whenever
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for some ν > 0, where the constant 0 < C < 1
does not depend on t and xj(t) is the canonical set from Lemma 3.3.
Theorem 3.11. Let n0 = n1, n0 > 2 and there exits a j0 ∈ {0, 1, . . . , n0 − 2} such
that Kj0 = ∅ and Kj0+1 6= ∅, and h, di ∈ C[0, T ], i = 1, . . . , m. Then the initial value
problem (2.5) and (2.6) has a unique solution x ∈ Cn0−1,β[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t),
whenever
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for some ν > 0, where the constant 0 < C < 1
does not depend on t and xj(t) is the canonical set from Lemma 3.6.
Theorem 3.12. Let n0 > n1, n0 > 2 and there exits a j0 ∈ {0, 1, . . . , n0 − 2} such
that Kj0 = ∅ and Kj0+1 6= ∅, and h, di ∈ C[0, T ], i = 1, . . . , m. Then the initial value
problem (2.5) and (2.6) has a unique solution x ∈ Cn0−1,β0[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t),
whenever
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for some ν > 0, where the constant 0 < C < 1
does not depend on t and xj(t) is the canonical set from Lemma 3.5.
Theorem 3.13. Let n0 = n1, Kn0−1 = ∅ and h, di ∈ C[0, T ], i = 1, . . . , m. Then the
initial value problem (2.5) and (2.6) has a unique solution x ∈ Cn0−1,β0[0, T ], which
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is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
di(t)I
β0−βi,φ
0+
)k
h(t),
whenever
m∑
i=1
‖di‖maxI
β0−βi,φ
0+ e
νt 6 Ceνt for some ν > 0, where the constant 0 < C < 1
does not depend on t and xj(t) is the canonical set from Lemma 3.7.
3.3. Examples. We use the notations Iβ0+,
CDβ0+ instead of I
β,φ
0+ ,
CDβ,φ0+ when φ(t) =
t. For the further calculations we need the following expression:
Iλ0+(t
β) =
Γ(β + 1)
Γ(λ+ β + 1)
tλ+β, t > 0, λ > 0, β > −1. (3.19)
Let us now consider the (fractional) initial problem:
CDβ00+x(t) + t
α CDβ10+x(t) = t
β, x(t)|
t=0+
= 0, (3.20)
where 0 < β1 < β0 < 1 and α, β ∈ R+. Remark 3.2 and Theorem 3.8 imply that the
solution of equation (3.20) is given by
x(t) =
+∞∑
k=0
(−1)kIβ00+
(
tαIβ0−β10+
)k
tβ .
By using (3.19) it can be proved that(
tαIβ0−β10+
)k
tβ =
k−1∏
j=0
Γ(j(α+ β0 − β1) + β + 1)
Γ(j(α + β0 − β1) + β0 − β1 + β + 1)
tk(α+β0−β1)+β.
Thus, we have
x(t) =
+∞∑
k=0
(−1)kIβ00+
(
tαIβ0−β10+
)k
tβ = −Iβ00+
(
tβEβ0−β11,α+β0−β1,β((−t)
α+β0−β1)
)
,
where
Eλα,β,γ =
+∞∑
k=0
ckz
k, z ∈ C,
with
c0 = 1, ck =
k−1∏
j=0
Γ(α[jβ + γ] + 1)
Γ(α[jβ + γ] + λ+ 1)
, k = 1, 2, . . . , α, β, λ ∈ R, γ ∈ C.
Notice that in the case λ = α we obtain that Eαα,β,γ is the generalized (Kilbas–Saigo)
Mittag–Leffler type function [10, Chapter 5].
Consider the following fractional equation:
CDβ00+x(t) + t
α CDβ10+x(t) = t
β, x(t)|
t=0+
= 0, x′(t)|
t=0+
= 0 (3.21)
where 0 < β1 < 1 < β0 < 2, β0 − β1 = 1 and α, β ∈ R+. By Theorem 3.8 and
previous example we obtain the solution as follows
x(t) = −Iβ00+
(
tβE1,α+β0−β1,β((−t)
α+β0−β1)
)
,
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for the the generalized (Kilbas–Saigo) Mittag–Leffler type function E1,α+β0−β1,β(z).
Moreover, by [10, Theorem 5.27] and β = β0 we get
Iβ00+
(
tβ0E1,α+β0−β1,β0((−t)
α+β0−β1)
)
= −tβ1−α+1
(
E1,α+β0−β1,β0((−t)
α+β0−β1)− 1
)
.
Hence the solution of equation (3.21) is given by
x(t) = −
1
Γ(β0)
∫ t
0
(t− s)β0−1sβE1,α+β0−β1,β((−s)
α+β0−β1)ds.
While for β = β0 we have
x(t) = tβ1−α+1E1,α+β0−β1,β0((−t)
α+β0−β1)− tβ1−α+1.
4. Constant coefficients
In this section we treat the case of constant coefficients. We consider (2.5) with
di(t) = λi ∈ C for any i = 0, 1, . . . , m. In fact
CDβ0,φ0+ x(t) +
m∑
i=1
λi
CDβi,φ0+ x(t) = h(t), t ∈ [0, T ], m ∈ N, (4.1)
under the initial conditions(
1
φ′(t)
d
dt
)k
x(t)|
t=+0
= ck ∈ R, k = 0, 1, . . . , n0 − 1, (4.2)
or (
1
φ′(t)
d
dt
)k
x(t)|
t=+0
= 0, k = 0, 1, . . . , n0 − 1, (4.3)
where βi ∈ C, Re(βi) > 0, i = 0, 1, . . . , m− 1, Re(β0) > Re(β1) > . . . > Re(βm) > 0
(If Re(βm) = 0, then we assume Im(βm) = 0 as well) and ni are non-negative integers
satisfying ni−1 < Re(βi) < ni , ni = ⌊Reβi⌋+1 (or ni = −⌊−Re(βi)⌋), i = 0, 1, . . . , m.
Let us recall two useful expressions, see e.g. [14, Properties 2.18, 2.20].
Iα,φ0+
(
φ(t)− φ(0)
)β
=
Γ(β + 1)
Γ(α + β + 1)
(φ(t)− φ(0))α+β, Re(α) > 0, Re(β) > 0. (4.4)
Dα,φ0+
(
φ(t)− φ(0)
)β
=
Γ(β + 1)
Γ(β + 1− α)
(φ(t)− φ(0))β−α, Re(α) > 0, Re(β) > 0. (4.5)
We recall the definition of the multivariate Mittag-Leffler function. We use it in the
representations of solutions of the considered fractional differential equations with
constants coefficients.
Definition 4.1. The multivariate Mittag-Leffler function E(a1,...,an),b(z1, . . . , zn) of n
complex variables z1, . . . , zn ∈ C with complex parameters a1, . . . , an, b ∈ C (with
positive real parts) is defined by
E(a1,...,an),b(z1, . . . , zn) =
+∞∑
k=0
∑
l1+···+ln=k, l1,...,ln≥0
(
k
l1, . . . , ln
) n∏
i=1
zlii
Γ
(
b+
n∑
i=1
aili
) , (4.6)
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where the multinomial coefficients are given by(
k
l1, . . . , ln
)
=
k!
l1!× · · · × ln!
.
Below we show that the representation of the solution of equation (4.1) and (4.2)
is given by the multivariate Mittag-Leffler function.
Theorem 4.2. Let n0 > n1, βm = 0 and h ∈ C[0, T ]. Then the initial value problem
(4.1) and (4.2) has a unique solution x ∈ Cn0−1,β0[0, T ] and it is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1×
× E(β0−β1,...,β0−βm),β0(−λ1(φ(t)− φ(s))
β0−β1 , · · · ,−λm(φ(t)− φ(s))
β0−βm)h(s)ds,
where
xj(t) =Ψj(t) +
m∑
i=κj
λi(φ(t)− φ(0))
j+β0−βi×
×E(β0−β1,...,β0−βm),j+1+β0−βi(λ1(φ(t)− φ(0))
β0−β1 , · · · , λm(φ(t)− φ(0))
β0−βm),
for j = 0, 1, . . . , n1 − 1, where κj = min{Kj}, and
xj(t) =Ψj(t) +
m∑
i=1
λi(φ(t)− φ(0))
j+β0−βi×
×E(β0−β1,...,β0−βm),j+1+β0−βi(λ1(φ(t)− φ(0))
β0−β1 , · · · , λm(φ(t)− φ(0))
β0−βm),
for j = n1, n1 + 1, . . . , n0 − 1, with Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
Proof. By Theorem 3.10 and Lemma 3.3, the solution of (4.1) is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
λiI
β0−βi,φ
0+
)k
h(t), (4.7)
where
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
λiI
β0−βi,φ
0+
)k m∑
i=κj
λiD
βi,φ
0+ Ψj(t), (4.8)
for j = 0, 1, . . . , n1 − 1, where κj = min{Kj} and
xj(t) = Ψj(t) +
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
λiI
β0−βi,φ
0+
)k m∑
i=1
λiD
βi,φ
0+ Ψj(t), (4.9)
for j = n1, n1 + 1, . . . , n0 − 1, with Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
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Let us calculate the second term of (4.7). By the multinomial theorem we get
+∞∑
k=0
(−1)kIβ0,φ0+
(
m∑
i=1
λiI
β0−βi,φ
0+
)k
h(t)
=
+∞∑
k=0
(−1)kIβ0,φ0+
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
λlii I
li(β0−βi),φ
0+
)
h(t)
=
+∞∑
k=0
(−1)k
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
λlii
)
I
β0+
∑m
i=1 li(β0−βi),φ
0+ h(t)
=
+∞∑
k=0
∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
(−λi)
li
Γ
(
β0 +
m∑
i=1
li(β0 − βi)
)×
×
∫ t
0
φ′(s)(φ(t)− φ(s))β0+
∑m
i=1 li(β0−βi)−1h(s)ds
=
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1


+∞∑
k=0
∑
l1+···+lm=k
(
k
l1, . . . , lm
)∏m
i=1(−λi(φ(t)− φ(s))
β0−βi)li
Γ
(
β0 +
m∑
i=1
li(β0 − βi)
)

 h(s)ds
=
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1×
E(β0−β1,...,β0−βm),β0(−λ1(φ(t)− φ(s))
β0−β1, · · · ,−λm(φ(t)− φ(s))
β0−βm)h(s)ds.
By (4.5) and (4.9) we also have that
+∞∑
k=0
(−1)k+1Iβ0,φ0+
(
m∑
i=1
λiI
β0−βi,φ
0+
)k m∑
i=0
λi
(φ(t)− φ(0))j−βi
Γ(j − βi + 1)
=
+∞∑
k=0
(−1)k+1Iβ0,φ0+
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
λlii I
li(β0−βi),φ
0+
)
m∑
i=0
λi
(φ(t)− φ(0))j−βi
Γ(j − βi + 1)
=
+∞∑
k=0
(−1)k+1
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
λlii I
β0+li(β0−βi),φ
0+
)
m∑
i=0
λi
(φ(t)− φ(0))j−βi
Γ(j − βi + 1)
=
+∞∑
k=0
(−1)k+1
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
λlii
)
m∑
i=0
λi
I
β0+
∑m
i=1 li(β0−βi),φ
0+
(
(φ(t)− φ(0))j−βi
)
Γ(j − βi + 1)
.
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By the estimation (4.4) we have
+∞∑
k=0
(−1)k+1
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
λlii
)
m∑
i=0
λi
I
β0+
∑m
i=1 li(β0−βi),φ
0+
(
(φ(t)− φ(0))j−βi
)
Γ(j − βi + 1)
=
+∞∑
k=0
(−1)k+1
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) m∏
i=1
λlii
)
m∑
i=0
λi
(φ(t)− φ(0))j−βi+β0+
∑m
i=1 li(β0−βi)
Γ(j − βi + 1 + β0 +
∑m
i−1 li(β0 − βi))
=
m∑
i=0
(−λi)(φ(t)− φ(0))
j−βi+β0
+∞∑
k=0
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) ∏m
i=1(−λi(φ(t)− φ(0))
β0−βi)li
Γ(j − βi + 1 + β0 +
∑m
i−1 li(β0 − βi))
)
.
From the definition of the multivariate Mittag-Leffler function we obtain
m∑
i=0
(−λi)(φ(t)− φ(0))
j−βi+β0
+∞∑
k=0
( ∑
l1+···+lm=k
(
k
l1, . . . , lm
) ∏m
i=1(−λi(φ(t)− φ(0))
β0−βi)li
Γ(j − βi + 1 + β0 +
∑m
i−1 li(β0 − βi))
)
=
m∑
i=0
(−λi)(φ(t)− φ(0))
j−βi+β0×
× E(β0−β1,...,β0−βm),j+1+β0−βi(−λ1(φ(t)− φ(0))
β0−β1, · · · ,−λn(φ(t)− φ(0))
β0−βm).
Hence, we have
xj(t) = Ψj(t) +
m∑
i=0
(−λi)(φ(t)− φ(0))
j+β0−βi×
× E(β0−β1,...,β0−βm),j+1+β0−βi(−λ1(φ(t)− φ(0))
β0−β1 , · · · ,−λm(φ(t)− φ(0))
β0−βm),
for any j = n1, . . . , n0 − 1. The case j = 0, . . . , n0 − 1 can be proved similarly. 
Now we state other cases and it can be proved similarly by using the results giving
in Section 3. Notice that the next result extend some of the results given in [18].
Theorem 4.3. Let h ∈ C[0, T ]. Then the initial value problem (4.1) and (4.3) has
a unique solution x ∈ Cn0−1,β0[0, T ] and it is given by the formula
x(t) =
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1×
×E(β0−β1,...,β0−βm),β0(−λ1(φ(t)− φ(s))
β0−β1, · · · ,−λm(φ(t)− φ(s))
β0−βm)h(s)ds.
Theorem 4.4. Let n0 = n1, βm = 0 and h ∈ C[0, T ]. Then the initial value problem
(4.1) and (4.2) has a unique solution x ∈ Cn0−1,β0[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1×
× E(β0−β1,...,β0−βm),β0(−λ1(φ(t)− φ(s))
β0−β1 , · · · ,−λm(φ(t)− φ(s))
β0−βm)h(s)ds,
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where
xj(t) =Ψj(t) +
m∑
i=κj
λi(φ(t)− φ(0))
j+β0−βi×
×E(β0−β1,...,β0−βm),j+1+β0−βi(λ1(φ(t)− φ(0))
β0−β1 , · · · , λm(φ(t)− φ(0))
β0−βm),
for j = 0, 1, . . . , n0 − 1, with Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
Theorem 4.5. Let n0 = n1, n0 > 2 and there exits a j0 ∈ {0, 1, . . . , n0 − 2} such
that Kj0 = ∅ and Kj0+1 6= ∅, and h ∈ C[0, T ]. Then the initial value problem (4.1)
and (4.2) has a unique solution x ∈ Cn0−1,β[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1×
× E(β0−β1,...,β0−βm),β0(−λ1(φ(t)− φ(s))
β0−β1 , · · · ,−λm(φ(t)− φ(s))
β0−βm)h(s)ds,
where
xj(t) = Ψj(t), j = 0, 1, . . . , j0,
and
xj(t) =Ψj(t) +
m∑
i=κj
λi(φ(t)− φ(0))
j+β0−βi×
×E(β0−β1,...,β0−βm),j+1+β0−βi(λ1(φ(t)− φ(0))
β0−β1 , · · · , λm(φ(t)− φ(0))
β0−βm),
for j = j0 + 1, . . . , n0 − 1, with Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
, where κj = min{Kj}.
Theorem 4.6. Let n0 > n1, n0 > 2 and there exits a j0 ∈ {0, 1, . . . , n0 − 2} such
that Kj0 = ∅ and Kj0+1 6= ∅, and h ∈ C[0, T ]. Then the initial value problem (4.1)
and (4.2) has a unique solution x ∈ Cn0−1,β0[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1×
× E(β0−β1,...,β0−βm),β0(−λ1(φ(t)− φ(s))
β0−β1 , · · · ,−λm(φ(t)− φ(s))
β0−βm)h(s)ds,
where
xj(t) = Ψj(t), j = 0, 1, . . . , j0,
and
xj(t) =Ψj(t) +
m∑
i=κj
λi(φ(t)− φ(0))
j+β0−βi×
×E(β0−β1,...,β0−βm),j+1+β0−βi(λ1(φ(t)− φ(0))
β0−β1 , · · · , λm(φ(t)− φ(0))
β0−βm),
for j = j0 + 1, . . . , n1 − 1, where κj = min{Kj}, and
xj(t) =Ψj(t) +
m∑
i=1
λi(φ(t)− φ(0))
j+β0−βi×
×E(β0−β1,...,β0−βm),j+1+β0−βi(λ1(φ(t)− φ(0))
β0−β1 , · · · , λm(φ(t)− φ(0))
β0−βm),
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for j = n1, . . . , n0 − 1, with Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
Theorem 4.7. Let n0 = n1, Kn0−1 = ∅ and h ∈ C[0, T ]. Then the initial value
problem (4.1) and (4.2) has a unique solution x ∈ Cn0−1,β0[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjΨj(t) +
∫ t
0
φ′(s)(φ(t)− φ(s))β0−1×
× E(β0−β1,...,β0−βm),β0(−λ1(φ(t)− φ(s))
β0−β1 , · · · ,−λm(φ(t)− φ(s))
β0−βm)h(s)ds,
where Ψj(t) =
(φ(t)−φ(0))j
Γ(j+1)
.
4.1. The case φ(t) = t. The following corollaries follow by taking φ(t) = t in the
above results. We formulate them for the convenience of the reader. We then consider
CDβ00+x(t) +
m∑
i=1
λi
CDβi0+x(t) = h(t), t ∈ [0, T ], m ∈ N, (4.10)
under the initial conditions(
d
dt
)k
x(t)|
t=+0
= ck ∈ R, k = 0, 1, . . . , n0 − 1, (4.11)
or (
d
dt
)k
x(t)|
t=+0
= 0, k = 0, 1, . . . , n0 − 1, (4.12)
where βi ∈ C, Re(βi) > 0, i = 0, 1, . . . , m− 1, Re(β0) > Re(β1) > . . . > Re(βm) > 0
(If Re(βm) = 0, then we assume Im(βm) = 0 as well) and ni are non-negative integers
satisfying ni−1 < Re(βi) < ni , ni = ⌊Reβi⌋+1 (or ni = −⌊−Re(βi)⌋), i = 0, 1, . . . , m.
Everywhere below we assume that κj = min{Kj}.
Corollary 4.8. Let n0 > n1, βm = 0 and h ∈ C[0, T ]. Then the initial value problem
(4.10) and (4.11) has a unique solution x ∈ Cn0−1,β0[0, T ] and it is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
(t− s)β0−1×
×E(β0−β1,...,β0−βm),β0(−λ1(t− s)
β0−β1, · · · ,−λm(t− s)
β0−βm)h(s)ds,
where
xj(t) =
tj
Γ(j + 1)
+
m∑
i=κj
λit
j+β0−βiE(β0−β1,...,β0−βm),j+1+β0−βi(λ1t
β0−β1, · · · , λmt
β0−βm),
for j = 0, 1, . . . , n1 − 1, and
xj(t) =
tj
Γ(j + 1)
+
m∑
i=1
λit
j+β0−βiE(β0−β1,...,β0−βm),j+1+β0−βi(λ1t
β0−β1, · · · , λmt
β0−βm),
for j = n1, n1 + 1, . . . , n0 − 1.
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Corollary 4.9. Let h ∈ C[0, T ]. Then the initial value problem (4.10) and (4.12)
has a unique solution x ∈ Cn0−1,β0[0, T ] and it is given by the formula
x(t) =
∫ t
0
(t− s)β0−1E(β0−β1,...,β0−βm),β0(−λ1(t− s)
β0−β1, · · · ,−λm(t− s)
β0−βm)h(s)ds.
Corollary 4.10. Let n0 = n1, βm = 0 and h ∈ C[0, T ]. Then the initial value
problem (4.10) and (4.11) has a unique solution x ∈ Cn0−1,β0[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
(t− s)β0−1×
×E(β0−β1,...,β0−βm),β0(−λ1(t− s)
β0−β1, · · · ,−λm(t− s)
β0−βm)h(s)ds,
where
xj(t) =
tj
Γ(j + 1)
+
m∑
i=κj
λit
j+β0−βiE(β0−β1,...,β0−βm),j+1+β0−βi(λ1t
β0−β1, · · · , λmt
β0−βm),
for j = 0, 1, . . . , n0 − 1.
Corollary 4.11. Let n0 = n1, n0 > 2 and there exits a j0 ∈ {0, 1, . . . , n0 − 2} such
that Kj0 = ∅ and Kj0+1 6= ∅, and h ∈ C[0, T ]. Then the initial value problem (4.10)
and (4.11) has a unique solution x ∈ Cn0−1,β[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
(t− s)β0−1×
×E(β0−β1,...,β0−βm),β0(−λ1(t− s)
β0−β1, · · · ,−λm(t− s)
β0−βm)h(s)ds,
where
xj(t) = Ψj(t), j = 0, 1, . . . , j0,
and
xj(t) =
tj
Γ(j + 1)
+
m∑
i=κj
λit
j+β0−βiE(β0−β1,...,β0−βm),j+1+β0−βi(λ1t
β0−β1, · · · , λmt
β0−βm),
for j = j0 + 1, . . . , n0 − 1.
Corollary 4.12. Let n0 > n1, n0 > 2 and there exits a j0 ∈ {0, 1, . . . , n0 − 2} such
that Kj0 = ∅ and Kj0+1 6= ∅, and h ∈ C[0, T ]. Then the initial value problem (4.10)
and (4.11) has a unique solution x ∈ Cn0−1,β0[0, T ], which is given by
x(t) =
n0−1∑
j=0
cjxj(t) +
∫ t
0
(t− s)β0−1×
×E(β0−β1,...,β0−βm),β0(−λ1(t− s)
β0−β1, · · · ,−λm(t− s)
β0−βm)h(s)ds,
where
xj(t) =
tj
Γ(j + 1)
, j = 0, 1, . . . , j0,
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and
xj(t) =
tj
Γ(j + 1)
+
m∑
i=κj
λit
j+β0−βiE(β0−β1,...,β0−βm),j+1+β0−βi(λ1t
β0−β1, · · · , λmt
β0−βm),
for j = j0 + 1, . . . , n1 − 1, and
xj(t) =
tj
Γ(j + 1)
+
m∑
i=1
λit
j+β0−βiE(β0−β1,...,β0−βm),j+1+β0−βi(λ1t
β0−β1, · · · , λmt
β0−βm),
for j = n1, . . . , n0 − 1.
Corollary 4.13. Let n0 = n1, Kn0−1 = ∅ and h ∈ C[0, T ]. Then the initial value
problem (4.10) and (4.11) has a unique solution x ∈ Cn0−1,β0[0, T ], which is given by
x(t) =
n0−1∑
j=0
cj
tj
Γ(j + 1)
+
∫ t
0
(t− s)β0−1×
×E(β0−β1,...,β0−βm),β0(−λ1(t− s)
β0−β1, · · · ,−λm(t− s)
β0−βm)h(s)ds.
5. Concluding remarks
In a particular case our results presented in Section 4 imply [18, Theorem 4.1].
That is, for example, in the case of constant coefficients of real orders and φ(x) = x,
Theorem 4.2 coincides with [18, Theorem 4.1]. The method developed in [18] used a
very different approach from the current paper. So, it is important to empathize the
consistency of these results. Below we recall [18, Theorem 4.1] to compare easily the
coincidence of the results. Firstly, we introduce some notation. For any β ∈ R we
define
Cβ :=
{
f : R+ → C : ∃q ∈ R, q > β, such that f(x) = xqf1(x), f1 ∈ C[0,+∞)
}
and for n ∈ N0 we have
f ∈ Cnβ if and only if f
(n) ∈ Cβ.
Here we assume that C0β ≡ Cβ. Now let us recall [18, Theorem 4.1].
Theorem 5.1. [18, Theorem 4.1] Let β0 > β1 > · · · > βm > 0, ni − 1 < βi 6 ni,
ni ∈ N0 = N∪{0}, λi ∈ R, i = 1, . . . , m. Consider the following initial value problem
CDβ00+x(t) +
m∑
i=1
λi
CDβi0+x(t) = h(t), t ∈ [0, T ],
(
d
dt
)k
x(t)|
t=+0
= ck ∈ R, k = 0, 1, . . . , n0 − 1, n0 − 1 < β0 6 n0,
(5.1)
where h is assumed to be in C−1 if β0 ∈ N or in C
1
−1 if β0 /∈ N. Then the problem
(5.1) has a unique solution in the space Cn0−1 of the form
x(t) =
∫ t
0
sβ0−1E(β0−β1,...,β0−βm),β0(λ1s
β0−β1 , · · · , λms
β0−βm)h(t− s)ds+
n0−1∑
k=0
ckxk(t),
(5.2)
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where
xk(t) =
tk
k!
+
m∑
i=lk+1
λit
k+β0−βiE(β0−β1,...,β0−βm),k+1+β0−βi(λ1s
β0−β1, · · · , λms
β0−βm)
(5.3)
and x
(l)
k (0) = δkl, k, l = 0, . . . , n0 − 1. The natural numbers lk for k = 0, . . . , n0 − 1
are determined from the conditions nlk > k+1 and nlk+1 6 k. In the case ni 6 k for
i = 0, . . . , n0 − 1, we set lk = 0, while lk = m for ni > k + 1 for i = 0, . . . , n0 − 1.
In all theorems of this paper (such as Theorem 3.8, Theorem 4.2 and Theorem 5.1)
analytical solutions are presented and these solutions are indeed unique “classical”
ones (with respect to the function h). It is clear that the function h in Theorem
5.1 must be in C−1 or C
1
−1 that it is less restrictive than in our case that can be
assumed to be in C since C ⊂ C−1. However, of course, Theorem 3.8 covers much
more general case and we believe one can weaken the assumption on the function h
in special cases.
Finally, we should mention that a different approach to find an analytic solution
of FDEs with variable coefficients was given in [4]. The authors studied the case of
homogeneous FDEs with variable coefficients for Riemann-Liouville fractional deriva-
tives with boundary values involving fractional derivatives as well. In turn, those
results in [4] can be used to extend our techniques to not only initial (Cauchy) prob-
lems, but also initial boundary value problems with the Riemann-Liouville fractional
derivatives.
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