Results on nontangential value distribution of functions meromorphic in a disk by Lammers, Thomas Allen
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1973
Results on nontangential value distribution of
functions meromorphic in a disk
Thomas Allen Lammers
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Mathematics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Lammers, Thomas Allen, "Results on nontangential value distribution of functions meromorphic in a disk " (1973). Retrospective
Theses and Dissertations. 5097.
https://lib.dr.iastate.edu/rtd/5097
INFORMATION TO USERS 
This material was produced from a microfilm copy of the original document. While 
the most advanced technological means to photograph and reproduce this document 
have been used, the quality is heavily dependent upon the quality of the original 
submitted. 
The following explanation of techniques is provided to help you understand 
markings or patterns which may appear on this reproduction. 
1. The sign or "target" for pages apparently lacking from the document 
photographed is "Missing Page(s)". If it was possible to obtain the missing 
page(s) or section, they are spliced into the film along with adjacent pages. 
This may have necessitated cutting thru an image and duplicating adjacent 
pages to insure you complete continuity. 
2. When an image on the film is obliterated with a large round black mark, it 
is an indication that the photographer suspected that the copy may have 
moved during exposure and thus cause a blurred image. You will find a 
good image of the page in the adjacent frame. 
3. When a map, drawing or chart, etc., was part of the material being 
photographed the photographer followed a definite method in 
"sectioning" the material. It is customary to begin photoing at the upper 
left hand corner of a large sheet and to continue photoing from left to 
right in equal sections with a small overlap. If necessary, sectioning is 
continued again — beginning below the first row and continuing on until 
complete. 
4. The majority of users indicate that the textual content is of greatest value, 
however, a somewhat higher quality reproduction could be made from 
"photographs" if essential to the understanding of the dissertation. Silver 
prints of "photographs" may be ordered at additional charge by writing 
the Order Department, giving the catalog number, title, author and 
specific pages you wish reproduced. 
5. PLEASE NOTE: Some pages may hGv« indistinct print. Filmed e s  
received. 
Xerox University IMicrofilms 
300 North Zeeb Road 




LANMERS, Thomas Allen, 1939-
RESULTS ON NONTANGENTIAL VALUE DISTRIBUTION 
OF FUNCTIONS MEROORPHIC IN A DISK. 
Iowa State University, Ph.D., 1973 
Mathematics 
University Microfilms, A XEROX Company , Ann Arbor, Michigan 
THTS DTRSFRTATTriM HAS RPFM MTrRnPTTMPT» PYAfTT.Y AQ RPPPTA/Pn 
Results on nontangential value distribution 
of functions meromorphic in a disk 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of 
The Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Ma j or ; Mathematics 
Approved: 
In Charge of Major Work 
by 
Thomas Allen Lammers 
Iowa State University 
Ames, Iowa 
1973 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
ii 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION 1 
II. COMPARISON OF THE SETS 1(f), J(f) and 0(f) 10 
III. JULIA POINTS AND NORMAL ARCS 25 
IV. TWO APPLICATIONS 47 
V. BIBLIOGRAPHY 65 
VI. ACKNOWLEDGMENT 68 
1 
I. INTRODUCTION 
Let D = fz; |z| < 1) and C = [z: |z| =1} denote 
the open unit disk and the unit circle respectively. If f 
is a function, meromorphic in D (that is, f is analytic 
in D except for a countable set of points in D where 
1/f is analytic and has the value zero), we shall inter­
changeably consider f as a mapping from D into the 
extended complex plane or into the Riemann sphere W on 
which we use the usual chordal metric %. 
In this thesis we study the classification of points 
of C according to the behavior of a meromorphic function 
along sequences of points in D which approach points of 
C nontangentially. This behavior is described both through 
cluster sets and through the analysis of values omitted by 
the function. The results attempt to decide the size of 
various subsets of C either in the sense of linear 
measure on C or in the sense of Baire category on C. 
In this chapter enough terminology is introduced to 
let us state the theorems which are the background for the 
results in the other chapters. 
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Definition 1.1. Let y  e  C .  A Stolz angle at Y  is an 
open triangular domain in D bounded by two chords in D 
ending at y. 
Many important aspects of the boundary behavior for 
functions in D are described by cluster sets over Stolz 
angles at various boundary points. Let f be meromorphic 
in D and let y e C. A point w e W is in the cluster 
set of f at y, C{f,y), if there exists a sequence 
[z^} in D converging to y such that {f(z^)} converges 
to w. If A is a Stolz angle at y e C and f is 
meromorphic in D, a point w e W is in the cluster set 
of f at Y over A, C(f,Y,A), if there exists a 
sequence such that each z^ e A, [z^^ converges 
to y ,  and {f(z^)} converges to w. 
One of the earliest results classifying points of C 
in terms of boundary behavior appears in the work of 
P. Fatou [12] on radial limits of bounded analytic 
functions. Fatou proved the following theorem. 
Theorem 1.1. (Fatou's Theorem). If f is analytic and 
bounded in D, then the radial limit, lim f(rY), exists 
r-»l 
for all y  e  C  except possibly for a set of linear 
3 
measure zero. 
Ten years later the work of E. Lindelof [17] led to 
the following theorem. 
Theorem 1.2. If f is analytic and bounded in D then, 
with the possible exception of a set of linear measure zero, 
for each y e. C and each Stolz angle A at y, f(z) 
tends uniformly to some limit as z approaches y  in A. 
For an arbitrary meromorphic function in D neither 
Theorem 1.1 nor Theorem 1.2 holds. In fact even if f is 
analytic in D these theorems need not hold. It is 
possible however that at certain boundary points y, f(z) 
may have a limit as z is allowed to approach y in Stolz 
angles at y. 
Definition 1.2. Let f be meromorphic in D and let 
Y e C. Y is a Fatou point of f if there exists a w e W 
such that f(z) tends uniformly to w in every Stolz 
angle A at y, as z approaches y in A. The col­
lection of all Fatou points in f is denoted F(f). 
The Fatou points of f are in some sense the points 
of C where the nontangential boundary behavior of f is 
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very regular. In 1927 A. I. Plessner [22j showed that at 
most points of C which are not Fatou points for f the 
nontangential boundary behavior is extremely irregular. 
Definition 1.3. If f is meromorphic in D, a point 
Y e C is a Plessner point of f if C(f,Y,A) = W for all 
Stolz angles A at y. The set of Plessner points of f 
is denoted by 1(f). 
Theorem 1.3. (Plessner's Theorem). Let f be meromorphic 
in D. With the exception of a set of measure zero, every 
point of C belongs to the set P(f) U 1(f). 
K. Meier [19] in 1961 provided a topological analog 
for Plessner's Theorem in which the exceptional set of 
measure zero is replaced by an exceptional set of first 
category. Before stating it, however, another type cluster 
set is needed. If y e C and A is a chord in D with 
terminal point y, the chordal cluster set of f over A 
at Y, C(f , y , A ) ,  is defined in the same way as C(f , y , A )  
for A a Stolz angle at y, except that the sequences 
converging to y are taken along A. Meier introduced the 
following set. 
5 
Definition 1.4. Let f be meromorphic in D. A point 
Y e C is a Meier point of f if 
(i) C(f,Y) ^ W; 
(ii) C(f,Y,A) = C(f,Y) for every chord A at Y» 
The set of all Meier points of f is denoted by 
M(f) . 
The set M(f) consists of boundary points at which f 
possesses some regular nontangential behavior which is not 
as stringent as that required for points of P(f). Ex­
amples exist which show M(f) and F(f) are not comparable 
with respect to set inclusion. 
Theorem 1.4. (Meier's Theorem). Let f be meromorphic in 
D, With the exception of a set of first category, all 
points of C belong to M(f) U 1(f) . 
The sets M(f), 1(f) and F(f) are all nontangential 
cluster sets. A cluster set may, of course, contain many 
points w, which are not actually values assumed by the 
function. Before considering the nontangential distri­
bution of values of a meromorphic function at a boundary 
point, let us consider the concept of a normal function. 
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The study of functions through the behavior of normal 
families began with P. Montel [21] in 1927. Let G be a 
domain. A family F of meromorphic functions is a normal 
family in G if, for every sequence in F, there exists a 
subsequence which converges uniformly on compact subsets of 
6 • 
Definition 1.5. Let G be a simply connected domain and 
let f be meromorphic in G. f is called normal in G 
if the family of composite functions {f » T}, where T 
is a conformai mapping from G onto G, is a normal 
family in G. 
The relation between normality and nontangential 
boundary behavior will be a recurring theme throughout this 
thesis and will not be discussed thoroughly at this time. 
We will indicate how normality is related to value distri­
bution after the next definition. 
Definition 1.6. Let G be a domain and let f be 
meromorphic in G: 
(i) f omits the value a in G if 
{z e  G  ; f (z) = a} is a finite set; 
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(ii) f omits completely the value a in G if 
[z e G : f(z) = a} = 0; 
(iii) f assumes the value a in G if the equation 
f(z) = a has at least one solution in G; 
(iv) f assumes infinitely often the value a in G 
if there exists a sequence of distinct 
points in G such that f(z^^ = a for each 
integer n. 
The following theorem of Montel relates normality to 
omitted values. 
Theorem 1.5. (Montel's Theorem). Let f be meromorphic 
in a domain 6. f is normal in G if f omits three 
distinct values in G. 
One set of boundary points we will consider rather 
extensively in the following discussion is the set of Julia 
points of f. 
Definition 1.7. Let f be meromorphic in D. A point 
Y e C is a Julia point for f if, in each Stolz angle 
A at Y, f assumes infinitely often every value of the 
Riemann sphere with at most two exceptions. The set of 
8 
Julia points of f is denoted J(f). 
From the definitions it appears that J(f) is a 
value distribution analog of 1(f). As we shall see later 
some results obtained for J(f) are quite similar to those 
known for 1(f). Several authors, [4], [8] for example, 
have studied conditions for which the role of 1(f) in 
both Plessner's Theorem and Meier's Theorem can be taken by 
J(f) . 
The last set of boundary points for a function f, 
meromorphic in D, to be introduced here, is the set of 
Picard points. 
Definition 1.8. Let f be meromorphic in D. A point 
Y e C is a Picard point of f if for every positive 
number r, f assumes infinitely often every value on W, 
with at most two exceptions, in the domain 
{z e D : Iz- YI < r]. The collection of all Picard points 
of f is denoted P(f). 
It is clear that the Julia points and Picard points 
describe similar kinds of boundary behavior and that 
J(f) c P(f) . 
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We conclude this introductory chapter with a brief 
summary of what follows in Chapters II, III and IV. In 
Chapter II we introduce another set of points on C, Q(f), 
to describe the nontangential value distribution of 
functions meromorphic in D. We compare Q(f) and its 
properties with the results available for J(f) and 1(f). 
In Chapter III we relate J(f) to the points of C near 
which f behaves like a normal function. The results of 
Chapters II and III are applied in Chapter IV to some well-
studied classes of functions. The chief results in 
Chapter IV are that spiral functions in D have residual 
sets of Julia points and that in each of the Hardy classes 
"most" functions have residual sets of Julia points. 
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II. COMPARISONS OF THE SETS 1(f), J(f) AND Q(f) 
Recent results, [8], [15], have characterized the sets 
J(f) and 1(f), respectively, for a function meromorphic 
in D. In this chapter these sets are compared with a 
related set, 
0(f) = [Y e C:f omits at most 2 values in 
some Stolz angle at 
and analogous results are derived for it. These require 
some preparation in the way of notation, definitions and 
lemmas. Before proceeding, however, some basic relation­
ships between the three sets are easy to establish. From 
the definitions it is obvious that J(f) c 1(f) and that 
J(f) c Q(f). In both cases the containment may be either 
proper or the sets may be equal. The elliptic modular 
function [25] has 1(f) residual in C [1] but never 
assumes the values 0, 1 or <» and hence J(f) = 0. 
On the other hand, there are examples [7] of meromorphic 
functions f for which J(f) equals C. Obviously in 
these cases 1(f) = J(f) = Q(f). To exhibit an example of 
a function f such that Q(f) - J(f) 0 requires some 
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more definitions. 
Definition 2.1. For z and w in D, the hyperbolic 
distance between z and w is denoted by p(z,w) and 
is defined to be 
p(z,w) = 3 log Ï . 
where 
d(z,w) = z 
- w 
1 - wz 
It can be shown that p( 2,w) is actually a metric for 
D and, in addition to having the usual properties of a 
metric, it is invariant under conformai mappings of D onto 
itself. That is, for every conformai map T mapping D 
onto itself and for any two complex numbers z and w in 
D, p(T(z),T(w)) = p(z,w). 
In [13] P. Gauthier defines a sequence of P-points for 
a function f, meromorphic in D. 
Definition 2.2. A sequence {z^} c D is a sequence of 
P-points for the meromorphic function f if for each 
r > 0 and each subsequence ( z  . } the function f 
n • K 
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assumes every value of W, with at most two exceptions, 
infinitely often in the union of the hyperbolic disks 
H(k) = {z e D 1 p(z,z^ ^ ) < r}, k = 1,2,... . 
In the same paper Gauthier then established the follow­
ing equivalence for a sequence of P-points for f. 
Theorem 2.1. Let f be a function, meromorphic in D. A 
sequence of points {z^^ is a sequence of P-points for f 
if and only if there exists a sequence of points [w^] and 
a positive number r such that p 0 as n -• «> 
and x(f(z^),f(w^)) ^ r for n = 1,2,... . 
With these preliminaries we can now construct a 
function f such that 0(f) - J(f) / 0. Rather than con­
struct a specific example, however, we will construct a 
whole class of functions and then select one from the class 
which meets the requirement Q(f) - J(f) 7^ 0. 
Let (z^^ denote a sequence of distinct points in D 
which has no accumulation point in D. That is, all 
accumulation points of {z^^ belong to C. Let (r^^ be 
a sequence of positive numbers such that 
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( D  =  f z l  I z - z  I < r  ]  n  =  1 , 2 , . . . , )  f o r m s  a  c o l l e c t i o n  
'• n I- 1 I n' n 
of mutually disjoint disks in D. For each n ^  1 choose 
w ^ z such that w e D_ and p(z^,w^) ^  Let 
n n n n n n n 
= |w^-z^| and let {a^} be a sequence of positive 
numbers such that 
00 
a 
= "  <  " •  
n=l * 
Define 




(=) = Z r? 
n=l 
Then f is meromorphic in D with a pole at z^ for each 
n. Since ^ P 0 as n -• 00. For any 
integer j 
00 00 
a _ a 
1 Iw. "z I ^ A iT = 
n=l : " n=l " 
Therefore 
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VI + jf (w^) 1  V I  + M 
Thus is a sequence of P-points for f by Theorem 
2.1. 
Definition 2.3. A function f ,  meromorphic in D, will be 
called a type E function if there exist sequences of 
positive real numbers^ {a^^ and (b^}, and a sequence 
[z } c D such that; 
n 
(i) ) — = M < oo; 
n 
n 
(ii) {E{n) = [ z  € D I 1 z - z^l < b^] n = 1,2,...,] 
forms a pairvise disjoint sequence of disks in D; 
(iii) {z } is a sequence of P-points for f; 
n 
(iv) f has the representation 
' Z rfz 
n=l " 
for all z € D. 
Let be a sequence in D on the radius to 1 
which converges to 1 and let A  be a Stolz angle at 1 
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which is bisected by the radius to 1. Let f be a type 
E function with as a sequence of P-points for f 
such that each E(n) c  A .  Since A  contains a sequence of 
P-points for f, 1 E 0(f), f is bounded outside A how­
ever and thus 1 ^ J(f). This establishes that 
0(f) - J(f) may be nonempty. 
The relationship between 1(f) and 0(f) is a little 
more difficult to determine. It appears that in general 
there is no containment relationship between them. The 
following statement can be made concerning the set 
Q(f) - 1(f) however; 0(f) - 1(f) is of first category 
and of measure zero in C. The proof of this is not 
difficult. For if Y € 0(f) - 1(f) then the cluster set 
C(f jy) = W and Y i M(f) . Also y clearly is not a 
Fatou point, so Y 4 F(f). Since also y i 1(f) it 
follows that Ye [C - (F(f) U 1(f))] D [C - (M(f) U 1(f))]. 
Applying Meier's Theorem and Plessner's Theorem the result 
follows. 
As noted before, the sets J(f) and 1(f) have 
similar definitions. P. Lappan [15] and P. Colwell [9] 
showed that they are not just similar but actually identical 
in structure. 
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Theorem 2.2. [15] If f is meromorphic in D, then 
1(f) is of type Gg on C. Also if E is any Gg set 
on C there is a function f, meromorphic in D, such 
that 1(f) = E. 
Theorem 2.3. [9] If f is meromorphic in D, then J(f) 
is of type Gg on C. Also if E is any Gg set on C 
there is a function f, meromorphic in D, such that 
J(f) = E. 
Suppose that T(f) denotes the set of all points 
Y e C such that for some Stolz angle A at y, 
C(f, Y,A) = W. Obviously T(f) is the cluster set analog 
of Q(f). Meier's Theorem then implies that T(f) - 1(f) 
is of first category in C. Plessner's Theorem then implies 
that T(f) - 1(f) is also of measure zero. 
If the similarity between 1(f) and J(f) were to 
continue to hold we should then be able to state that 
0(f) - J(f) is of first category and of measure zero in C. 
At this writing, however, it is unknown whether or not 
Q(f) - J(f) is in fact of first category and of measure 
zero in C. As a possible first step toward answering this 
we will investigate the topological structure of Q(f). 
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Definition 2.4. A finite set S on W has minimum sepa 
ration s if for every pair of elements, in S 
with m ^ n, ^ 
Let f be a meromorphic function with domain D. If 
A is a fixed Stolz angle at 1, for each y e C let 
A(Y) denote its rotation to y. For each number r, 
0 < r < 1, let 
A(r) = [z e D I r < |z| < 1], 
and for each s, 0 < s ^  1 define the set 
E(A,r,s) = [ye C | f omits completely 3 
values in A(y) fl A(r) with 
minimum separation s). 
Lemma 2.1. E(A,r,s) is a closed subset of C. 
Proof : Let be a sequence in E(A,r,s) such that 
fy^] converges to y. We will show that y is also a 
member of E(A,r,s). By definition, for each y^ there 
exists a triple of values, (a^,b^,c^), such that f omits 
completely these values in the set A(y) n A(r) and the 
18 
set has minimum separation s. 
Consider now the sequence of triples, {(a^yb^,c^)) 
associated with the sequence By compactness of the 
Riemann sphere, there exists a triple of values, (a,b,c), 
and a subsequence of [(a^^b^,c^)] which converges com­
ponent-wise to (a,b,c). This convergent subsequence will 
be denoted by { (a/,b^,c^) } and the subsequence of 
w h i c h  c o r r e s p o n d s  t o  t h i s  s e q u e n c e  w i l l  b e  d e n o t e d  b y  { .  
Since lim = lim x(b^,b) = 0 and %(a',b') ^  s 
n-*oo n-^  
for every n, the inequality 
%(a,b) ^  +%(%%;%)] 
implies that x(a/b) ^  s. The same argument applied to 
X(a,c) and x(b,c) shows that the set {a,b,c} has 
minimum separation s. 
Suppose that f does not omit completely one of the 
values, a, b or c, in A(Y) H A(r). Assume it is a. 
Then there exists w e A(Y) H A(r) such that f(w) = a. 
Since A(y) 0 A(r) is an open subset of D, for some real 
number e > 0 the disk. 
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U = {z e D| jz-wj < e}, 
is contained in A ( \ )  N  A(r) . Since C Y JÎ J} converges to 
y, for some positive integer N, U c 0 A(r) when­
ever n > N. Since f is meromorphic and U is an open 
set, the image of U, f(U), contains an open neighborhood 
of a. The sequence (a^) converges to a, so for some 
integer N', a^ e f(U) for all n > N'. If n is chosen 
so that n > max[N,N') then a^ e f(U) and 
U c à{y^) n A(r) . Thus there is a z e H A(r) such 
that f(z) = a^, and this is a contradiction, since by 
definition f omits completely the value a^ in 
A(Y^) ri A(r) . Thus the value a must be omitted completely 
by f in A(Y) H A(r). An identical argument holds for the 
values b and c. Therefore f omits completely three 
values in A(Y) H A(r) with minimum separation s and 
Y 6 E(A,r,s). Thus every convergent sequence in E(A,r,s) 
converges to a point of E(A,r,s) which implies that 
E(A,r,s) is a closed subset of C. 
If T is a topological space and U c T the closure, 
interior and complement of U are denoted respectively 
20 
Û, U° and U^. A set U in a topological space T is 
said to be nowhere dense in T if its closure has no 
""" C) 
interior points, that is, if (U) =0. A set which can be 
expressed as a countable union of nowhere dense sets is 
said to be of first category. Any set which is not of first 
category is said to be of second category. Finally, a 
set is called residual in T if the set T - U = is of 
first category. Using the definitions of the previous 
paragraph. Lemma 2.1 has the following consequence which is 
important for the results of this chapter and Chapter 3. 
Lemma 2.2. If E( A,r,s) is of second category in C then 
it contains an arc of C. 
Proof : If E( A,r,s) contained no arc of C, then no 
point of E(A,r,s) could be an interior point and 
E(A,r,s)° = 0. By Lemma 2.1, E(A,r,s) = E(A,r,s) and 
therefore (E(A,r,s))° = 0, implying that E(A,r,s) is 
nowhere dense in C, which is a contradiction. 
Lemma 2.3. There exists a countable collection n of 
Stolz angles at 1 with the property that if A is any 
Stolz angle at 1, there exist A',A" e n such that 
21 
A '  c A c A" .  
Proof; Let {a^} and be sequences satisfying: 
(i) Tr/2 < a. < p. < 3v /2  for each j; 
(ii) if Tr/2 < c < d < 3Tr/2 then for some indices j 
and k 
Tr/2 < < c < a.  < < d < < Si r / l .  
Let Aj denote the Stolz angle at 1 such that a point 
ZED is in Aj if and only if < arg(z-l) < p^. Let 
fj = {Aj I j = 1,2,3,...]. 
Now let A be any Stolz angle at 1 with sides in D 
S^ and Sg. Let z^ e S^ and z^ e Sg and suppose 
arg(z^-l) < arglz^-l). There exist integers j and k 
such that 
7r/2 < < arg(z^-l) < Oj < p. < argfZg-l) < P% < 37r/2. 
This implies that A^ c A c Aj^. Since Q is clearly 
countable the lemma is proved. 
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For each y  e  C let n(Y) be the rotation of the 
collection of Stolz angles n to y. Let Aj(Y) denote 
the member of Q(Y) which is the rotation to Y of the 
Stolz angle Aj at 1. 
Definition 2.5. For p a positive integer and y e C let 
Aj (y,p) = {z € D I z e Aj (y) and | z| > 1 - 1/p}. 
Definition 2.6. Let f be meromorphic in D. For positive 
integers i,p,q, let 
E(j,P,q) =  [ y e  C  I f  o m i t s  c o m p l e t e l y  3  
values in Aj(Y,p) with minimum 
separation 1/q}. 
By Lemma 2.1 E(j,p,q) is a closed subset C since 
in the notation of Lemma 2.1 it is E(A,1-—,—) for an 
p q 
appropriate Stolz angle A at 1. 
Definition 2.7. Let 
E(j) = {y 6 C I f omits 3 values in Aj(y) } 
23 
Lemma 2.4. E(j) U E(j,p,q) and E(j) is of type 
^a-
The proof is a simple matter of applying the defini­
tions involved and observing that each E(j,p,q) is 
closed. 
The topological character of the set Q(f) can now be 
established. A set is of type Gg^ if it is the countable 
union of Gg sets. 
Theorem 2.4. Q(f) is of type Gg^. 
Proof : The proof will show that C - Q(f) is the countable 
intersection of sets-specifically that 
C - Q(f) = n E(j) . 
j 
If Y € C - Q(f) then for every Stolz angle A at y 
f omits 3 values in A. In particular, for any j f 
omits 3 values in Aj(Y), and thus y e E(j) for every 
j. Therefore y e n 
If, on the other hand, y e ft  E(j) , let A be any 
j 
Stolz angle at y. By Lemma 2.3 there exists in n(y) a 
24 
Stolz angle (y) such that A c A^(y). Since f omits 
three values in Aj(y), f omits 3 values in A. Thus, 
f omits 3 values in every Stolz angle at y and 
y s C - Q(f). This proves that 
C - 0(f) = n E(j) . 
j 
Taking complements, we have 
0(f) = U (C-E(j)) 
j 
and since each E(j) is an set 0(f) is of type 
°6<,-
Whether or not every set on C is 0(f) for 
some meromorphic function is not known at this time. In 
Chapter III we will show that every open set in C is 
0(f) for some meromorphic function f. 
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III. JULIA POINTS AND NORMAL ARCS 
E. F. Collingwood [5] established a criterion for a 
meromorphic function to be bounded in the vicinity of some 
arc of C in terms of the category of C - 1(f). In this 
chapter we continue investigating the similarity between 
1(f) and J(f) and establish a similar result for the 
existence of what we will call a normal arc for f in terms 
of the category of C - J(f). 
Definition 3.1. An arc A c c is a Fatou arc of a function 
f, meromorphic in D, if there exists a simply connected 
domain V c D and a positive number r such that: 
(i) A is contained in the boundary of V; 
(ii) jf (z) 1 r for all z e V. 
Collingwood's result can be stated more precisely in terms 
of Fatou arcs. He proved [5,Lemma 3] that if A is any 
arc such that C - 1(f) is of second category in A, then 
A contains a Fatou arc. Presently we will show that if 
1(f) is replaced by J(f), then "Fatou arc" can be 
replaced by "normal arc". 
26 
Definition 3.2. An arc A c c is a normal arc of the 
meromorphic function f if there exists a simply connected 
domain U c D such that 
(i) A is contained in the boundary of U; 
(ii) f is a normal function in U. 
From Montel's Theorem it follows that if f has no 
normal arc on C, then for each point y e C and each 
disk V centered at y, f assumes every value on the 
Riemann sphere infinitely often in V fl D with at most two 
exceptions. That is, if f has no normal arc every point 
of C is a Picard point for f. It is convenient to make 
the following definition. 
Definition 3.3. y  e  C  is a normal point for f if there 
exists a disk V centered at y such that f is normal 
in the domain V D D. The collection of all normal points 
of f is denoted N(f). 
From the definition we can readily see that N(f) is 
an open subset of C and f has a normal point if and 
only if f has a normal arc. 
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Montel's Theorem has the following implication: If 
for some y 6 C there exists a disk centered at y such 
that f omits completely three values in V n D, then f 
has a normal arc. No such statement concerning the ex­
istence of a normal arc can be made if we consider only the 
behavior of f in a Stolz angle at some point y e C. It 
is easy to exhibit an example of a function f, meromorphic 
in Dj which omits three values in every Stolz angle at 
some point y e C, but y % N(f). One such example is a 
type E function whose sequence of P-points lies on a 
circle in D which is tangent to C at 1, 
In [13] Gauthier studied the connection between normal 
meromorphic functions and value distribution behavior along 
sequences of points. In addition to a sequence of P-points 
he also defined another type sequence for f. 
Definition 3.4. A sequence in D is a sequence of 
p-points (or a p-sequence) for the meromorphic function f 
if there exist sequences, and [r^^, of positive 
numbers, both converging monotonically to zero, and a 
sequence of hyperbolic disks 
H(n) = {z : p(z^,z) < r^} n = 1,2,..., 
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such that in each H(n), f(z) assumes all values of W 
with the exception of those in two sets, and 
whose chordal diameters do not exceed L . 
n 
Gauthier [13] then proved the following two theorems. 
Theorem 3.1. A sequence in D is a sequence of 
p-points for a meromorphic function f if and only if for 
each r > 0 there exist sets E(r,n) and G(r,n) on W 
with chordal diameters less than or equal to r, and there 
is a positive integer N(r) such that in each hyperbolic 
disk [z 1 p(z^,z) < r], n > N(r), f assumes every value 
on W with the exception of those in E(r,n) and G(r,n). 
Theorem 3.2. A sequence [z^^ in D is a sequence of 
p-points for the meromorphic function f if and only if it 
is a sequence of P-points for f. 
The next theorem is Gauthier's characterization of 
normal functions in terms of p-sequences. 
Theorem 3.3. A function f ,  meromorphic in D, is normal 
if and only if no sequence in D is a p-sequence for f. 
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One consequence of Theorem 2.1 is that there exists a 
sequence of P-points for a meromorphic function f if and 
only if f is not uniformly continuous in D in the 
hyperbolic metric. With this and Theorems 3.2 and 3.3 we 
see that a function f., meromorphic in D, is normal if 
and only if it is uniformly continuous in the hyperbolic 
metric. This result was first established by Lappan [16]. 
The previous theorems deal with meromorphic functions 
which are normal in all of D. When dealing with normal 
arcs, however, we need to consider domains which are sub­
sets of D. Using Theorem 3.3, Pick's Lemma, and the 
invariance of normality under conformai mapping, we can make 
the following statement which characterizes normality in a 
form convenient for discussing normal arcs. 
Theorem 3.4. If V c D is a simply connected domain, a 
function f, meromorphic in D, is normal in V if and 
only if V contains no sequence of p-points for f. 
We can now give a sufficient condition for a 
meromorphic function f to have a normal arc based on the 
category of the set E(A,r,s). 
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Lemma 3.1. If E(A,r,s) is of second category in C then 
the function f has a normal arc on C. 
Proof : By Lemma 2 . 2 ,  E(A,r,s) contains an arc of C. 
Call this arc A and let a and p be the end points of 
A. Let A° denote A - that is, A° is the 
interior of the arc A. We will show that A° is a normal 
arc for f. 
Since each y e A° is in E(A,r,s) there is a Stolz 
angle A(Y) at y which is the rotation of some fixed 
Stolz angle A at 1 such that f omits completely 
three values in A{y) n A(r), A(r) = {z € D j |zj > r}, 
with minimum separation s. Let A (a) and AO) denote 
the rotation of A to a and f3 respectively. Let V 
be the simply connected domain contained in A(r) whose 
boundary consists of the arc A U the segment of 
the angle bisectors of A ( a )  and A ( p )  which lie in A(r) 
and an arc of the circle {z € D | |z| = r}. We will now 
show that V contains no p-sequence for f. Let [z^^ 
be an arbitrary sequence in V. Let y^ be the point on 
A° for which the angle bisector of A(y^^ contains the 
point z^. Colwell [9] has shown that there exists a 
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number 6 > 0 such that for each integer n, the 
hyperbolic disk 
H(n) = [z 1 p (z^,z) < 5} c A (YJ^) . 
For each integer n, f omits completely three values in 
A(Y^) n V. Denote these values by (a^,b^,c^^. By 
compactness of W there exists a subsequence 
f (a . ,b T ,c T)} and three distinct values a,b,c such 
^ n,k^ n,k' n,k ^ ' 
that a T ^ a, b ,-*b,c T - *  c  a s  k - o o .  L e t  
n,k njk n,k 
f Y ,1 denote a sequence in A° such that Y  i i^n/k^ n,k 
corresponds to (a^ k'^n k'^n k^ ^n k Since the 
sequence (Y^ k^ ^  E(A,r,s) which is a closed set on c ,  
f omits completely the values a,b,c in A ( Y )  H  V and 
X(a,b) ^  r ,  x(a,c) ^  r and x(b,c) ^  r. Let 
denote the subsequence of fz } with each z , corre-
^  n n , k  
spending to Y^^ There exists an integer K such that 
k > K implies 
IC  
and no two sets with chordal diameter less than — can 
contain all the omitted values in 
32 
H(n,k) = {z e D I  p(z,2  , ) < ô}. Theorem 3.1 then implies 
n} K 
that for k > K, is not a sequence of p-points 
for f. From the definition of p-sequence for f it is 
clear that every subsequence of a p-sequence is itself a 
p-sequence for f. This implies that [z^^ is not a 
p - s e q u e n c e  f o r  f .  S i n c e  [ z ^ ^  w a s  a n y  s e q u e n c e  i n  V ,  
it follows that no sequence in V is a p-sequence for f. 
Theorem 3.4 and the definition of normal arc now imply that 
A° is a normal arc for f and the lemma is proved. 
A close observation of the proof of Lemma 3.1 shows 
that the argument could have been applied to any open sub-
arc of E(A,r,s). Thus we have established the following 
lemma. 
Lemma 3.2. Every open subarc of E(A,r,s) is a normal arc 
of f. 
As noted before the set J(f) is a set on C. 
We will show next that J(f) can be expressed in terms of 
the sets E(j,p,q) defined in Chapter II. 
Lemma 3.3. C - J(f) = U E(j,P,q) . 
i,p,q 
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Proof: If Y e C - J(f) then there is a Stolz angle A 
at Y such that f omits three values in A. There exists 
a Stolz angle A^ (y) e n(Y) such that A^ (y) c A. Thus 
f omits three values in A^(y) and for some integer p 
f omits completely three distinct values in 
Aj(y) n [z e D I |z| >1-^}. Since these three values here 
some positive minimum distance between them there exists an 
integer q such that ^ is less than this distance. 
Therefore y e E(j,p,q) c U E(j,p,q). If, on the other 
i,p,q 
hand, ye U E(j,p,q), then clearly f omits three 
i,p,q 
values in some Stolz angle at y and y e C - J(f). This 
implies C - J(f) = U E(j,p,q). 
i,p,q 
We can now establish a relationship between J(f) and 
N(f) . 
Theorem 3.5. If J(f) is not residual in C then f has 
a normal arc on C. 
Proof : If J(f) is not residual in C, C - J(f) is of 
second category in C. From Lemma 3.3 we have 
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C - J(f) = U E(i,p,q) 
i,p,q 
and for some triple of integers (i,P,q), E(j,p,q) is of 
second category. Lemma 3.1 implies that E(j,p,q) contains 
a normal arc and hence f has a normal arc on C. 
J(f) can be replaced in Theorem 3.5 by any set which 
contains it. 
Corollary 3.1. If J(f) c A c C and if A is not residual 
in C then f has a normal arc on C. 
Proof : Since C - A c C - J(f), and C - A is of second 
category in so is C - J(f)^ and by Theorem 3.5 f 
has a normal arc on C. 
In Chapter II we saw that J(f) c 1(f) . Corollary 3.1 
combined with Collingwood's result [5] says that if 1(f) 
is not residual then f has a Fatou arc on C and f has 
a normal arc on C. Since f is bounded in the vicinity 
of a Fatou arc, f omits three values there, and hence a 
Fatou arc is a normal arc. Not every normal arc is a Fatou 
arc, however. Let f be the elliptic modular function 
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[25] . Since f omits 0, 1 and <» in D, any arc of C 
is a normal arc of f. Since 1(f) is residual [1] no 
arc is a Fatou arc. 
We might ask whether Theorem 3.5 has a measure 
theoretic analog. That is, if m(C - J(f)) > 0 does f 
have a normal arc? We can answer this question in the 
negative with an example. Let E be a closed nowhere 
dense subset of C with measure 2ir. Then C - E is open 
and dense in C. Since C - E is open we can express 
C - E = U E. where the E.'s are a sequence of disjoint 
j ^ ] 
open subarcs of C. Let and be the endpoints 
of Ej. For each j let be the radial segment which 
bisects E.. Let V. be the domain bounded by the arc 
J  3  
E. and the radii to a .  and 6.. Let F  ( a . )  be the 
3  3  3  3  
circle in D tangent to C at which passes through 
zero and let w^ be the nonzero point of intersection of 
r(aj) and B^. (If the length of E^ is greater than ir, 
Wj can be taken to be zero.) Let r(aj,Wj) be that 
portion of r(aj) which lies in Pi {z e D : | z | > w^ . 
Let r(Pj,Wj) be the reflection of r(aj/bj) across B^, 
and V(Ej,Wj) be the domain bounded by E, r(aj,Wj) and 
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r(PyWj) . 
By elementary trigonometry we can show the following; 
If E (r),< r < 1, is a circle of radius r centered 
at zero, and if Z(r,m) is a finite set with m points 
equally spaced on E(r), where m > 4^/(1 - J2r^ - 1), 
then for each y  e  C  if A is the Stolz angle at y with 
angular measure ir/l which is bisected by the radius to 
Y, A contains at least two points of Z(r,m). We will 
make use of this to show that C - E is Q(f) for some 
function f. 
Let be a sequence of positive real numbers such 
that r < r and r -*1 as n -• «>. Let E(r ) be 
n n+1 n n 
the circle of radius r with center at zero and let 
n 
Z(r^,m(r^)) be a collection of m(r^) equally spaced 
points on E(r^) where m(r^) > 4ir / (1 - J 2r^ - 1 ). Let 
U(j,n) = Z(r^,m(r^)) n V(E. ,w.) and let U(j) = U U(j,n) 
^ ^ n 
and let U = U U(j) . Then U is a countable subset of D, 
j 
that is, a sequence in D, which we will show has the 
following properties: 
(i) if Y e C - E there is a Stolz angle A at 
Y and a subsequence of U which converges to 
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Y in A; 
(ii) if Y 6 E and A is any Stolz angle at y 
A n U is a finite set. 
Let Y G C - E then for some integer j, y ^ E^. Since 
Ej is open ja^ - y1 > 0 and - y1 >0, and there 
exists an integer N such that for all n ^  N the Stolz 
angle A at Y with vertex angle 7r/2 which is bisected 
by the radius to y contains at least two points of 
U(j,n). Thus there is a subsequence of U which converges 
to Y in A. 
Now if Y E E, let A be any Stolz angle at y» 
Since the curves r(aj,Wj),r(Pj,Wj) are tangent to C at 
Qj and pj for each j, it is clear that A can contain 
only a finite number of points of U. 
Let f be a type E function having U as its set 
of P-points. Then clearly Q(f) = C - E. Thus 
C ~ Q(f) = E. Now, 27r = m(E) = m(C - Q(f)) and since 
C - 0(f) c C - J(f) ,m(C - J(f)) = 2 t .  
Now let a e C and let r be a positive number. 
Since C - E is dense in C there is a point Y s C - E 
such that I a - Y t < r. Since there is a sequence of P-
points for f converging to y in the domain 
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{ z  E  D  :  j z - y l  <  r }  f  i s  n o t  a  n o r m a l  f u n c t i o n  t h i s  d o m a i n .  
Since r was arbitrary this implies a ^ N(f), and since 
a was any point of C it follows that N(f) =0. Thus 
there is no measure theoretic analog to Theorem 3.5. 
It is apparent that the same construction used in this 
example will show that for any open set A c C there 
exists a function f, meromorphic in D, for which 
Q(f) = A. 
The next theorem has somewhat the flavor of Meier's 
Theorem. 
Theorem 3.6. Except for a set of first category in C 
every point of C belongs to N(f) U J(f). 
Proof : Suppose the result is not true. Then 
C - (N(f) U J(f)) is of second category. Since 
C - (N(f) U J(f)) = (C-N(f)) n (C-J(f)) 
= U [(C-N(f)) n E(i,p,q)], for some choice of integers 
i,p,q 
i,p,q (C-N(f)) n E(i,p,q) is of second category. Now 
both sets are closed, and since the intersection is of 
second category, there is an arc A c (C-N(f)) n E(j,p,q). 
Lemma 3.2 implies that A° is a normal arc of f. There­
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fore there is y e A such that y 6 N(f). But 
Y e C - N(f) also and we have a contradiction. 
The weakness in Theorem 3.6 is that N(f) n J(f) is 
not necessarily empty. In fact, at this time no general 
statement concerning the size of N(f) n J(f) can be made 
either in a topological or measure-theoretic sense. 
Corollary 3.2. 1(f) U N(f) and Q{f) U N(f) are both 
residual in C. 
Proof : Both 1(f) and Q(f) contain J(f) . 
Plessner's Theorem can be rephrased to say; except 
for a set of measure zero on C, every point of C - 1(f) 
is a Fatou point. A similar rephrasing of Meier's Theorem 
states: except for a set of first category on C, every 
point of C - 1(f) is a Meier point. An analogous 
rephrasing of Theorem 3.6 indicates its relation to these 
two theorems: except for a set of first category every 
point of C - J(f) is a normal point of f. Corollary 3.2 
shows that the same statement is true for C - 1(f) and 
C - 0(f) . 
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Corollary 3.3. If J(f) = 0 then C - N(f) is nowhere 
dense in C. 
Proof: If J(f) =0, N(f) is residual by Theorem 3.6, 
and C - N{f) is of first category. Since C - N(f) is 
closed it is also nowhere dense. 
That J(f) = 0 does not necessarily imply that 
C = N(f) can be shown by taking a type E function whose 
p-sequence converges tangentially to a single boundary 
point. 
Corollary 3.4. If N(f) = 0 then J(f) is residual. 
Proof; Obvious. 
In the following discussion the notion of a Koebe 
sequence will be used. 
Definition 3.5. A sequence of arcs in D is a 
Koebe sequence if : 
(i) for distinct integers m and n E^ H E^ = 0; 
(ii) there exist two distinct radii bounding an open 
sector B c D such that each E intersects 
n 
both radii and passes through the sector B; 
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(iii) in B, the arcs converge uniformly to B n C. 
Bagemihl and Seidel [2] established the following 
result relating Koebe sequences and normal meromorphic 
functions. 
Theorem 3.7. If f is a normal meromorphic function in 
D, and there exist a Koebe sequence in D and a 
value b e W such that for every e > 0 there exists an 
integer N for which |f(z) -b| < e for all z e E^, 
and all n Nj then f is identically equal to b in D. 
That f be normal in all of D is not really neces­
sary for Theorem 3.7 to apply. It is sufficient that f 
have a normal arc A and that the Koebe sequence converge 
to some subarc of A. 
Corollary 3.5. If A is a normal arc of f, and if 
{E^} is a Koebe sequence which converges to a subarc of A, 
and if there is a value b such that for every e > 0 
there exists an integer N for which |f(z) -b| < e for 
all z e and all n ^  N, then f is identically equal 
to b in D. 
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Proof; Let E be the closed subarc of A to which 
converges and let B be the sector of D such that B 
contains [E^^ and E = B D C. Let iji denote a conformai 
mapping which carries B onto D which is continuous on 
C. It can be shown that {^(E^^ ] is a Koebe sequence in 
D. The function f o \jj is normal in D and along 
[ ^(E^) }j f o ij; tends uniformly to b. Thus by Theorem 
3.7 f o \[f is identically equal to b in D and thus f 
is identically b in B. Since f is meromorphic this 
implies f s b in D. 
We have seen (e.g. the elliptic modular function) that 
a normal arc is not necessarily a Fatou arc - that is, f 
need not be bounded in the vicinity of a normal arc. The 
next theorem shows that f still has some bounded behavior 
in the vicinity of its normal arcs. Its proof will make 
use of a technical lemma for which the following definitions 
are necessary. 
Definition 3.6. Let A be a normal arc of f. Let B c A 
be a subarc with end points a and Ç>, a ^  p. Let 
T(a) = [z E D I z = t a,0 ^  t < 1} and 
T(P) = [z E D|Z = t P , 0  ^  t < 1}. Let U(B) denote the 
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simply connected domain whose boundary is T (a) U TO) U B. 
For each integer n let 
V^(B) = U(B) n fz 6 D I lz| > 1 -
Finally, if r(m) and F(p) are two simple curves in 
V^(B) each with one end point on T(a) and one on T(p) , 
let z(m,a) z(p,a) be the end points of r(m) and r(p) 
respectively on T(a) and z(m,p), z(p,p) be the end 
points of r(m) and r(p) respectively on T(p). 
r(m) < < r(p) will mean that r(m) less its end points 
lies interior to the simply connected domain with 
boundaries r(p), the segment of T(a) from zero to 
z(p,a) and the segment of T(p) from zero to z(p,p), 
and that |z(m,a)| < |z(p,a)| and |z(m,p)| < |z(p,P)|. 
Lemma 3.4. Let A be a normal arc of the nonconstant 
meromorphic function f. Let B c A be any subarc with 
end points a and p. There exist a real number R > 0 
and a positive integer N such that for every simple curve 
r in V^XB) with one end point on T(a) and the other 
on T(P) , r n [z € D I |f(z) I < R} 0.  
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Proof: If the lemma is not true then for every R > 0 and 
integer N 1 there exists a simple curve T c V^(B) 
such that the end points of T  are on T(a) and TO) 
and such that T fl [z e D | |f(z)|<R} = 0. In particular 
for R = N = 1, there exists r(l) in V^(B) such that 
r(l) n [z e D I |f(z)| < 1} = 0. There exist r(2) and 
integer N(2) > N(l) =1 such that r(2) ^N(2) ' 
r(2) n [z e D I |f(z)| < 2} = 0 and r(l) < < r(2) . We may 
proceed inductively and for each integer n state that 
there exists a curve r(n) and an integer N(n) > N(n-l) 
such that r(n) ^N(n) ^ r(n) H {z e D | |f(z)| < n} = 0 
and r(n - 1) < < r(n) . 
By its construction the sequence {r(n)} is a Koebe 
sequence and since |f(z) j ^ n for each z e r(n) f(z) 
tends uniformly to 0° along [r(n)). Since f is normal 
in U(B) by Corollary 3.5 f is identically equal to <» 
in D which is a contradiction. 
Theorem 3.8. If A is a normal arc of f then for each 
subarc B c A there exists a domain U c D such that 
Û n B 7^ 0 and such that f is bounded on U. 
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Proof: Suppose the theorem is not true. Then for some 
subarc B c A if U is any domain in D such that 
Û n B ^  0 f is unbounded on U. Let R and N be as in 
Lemma 3.4. Then every curve from T(a) to TO) in 
V^(B) intersects E = [z e D | |f(z) | R}. Since |f(z) | 
is a continuous function E is compact. The set 
F = {z € D I If (z) 1 < 2R} is an open set and E c F. Let 
F = U F(n) where F(n) is a component of F. Since F 
n 
is open each F(n) is open and U F(n) is an open cover 
n 
of the compact set E. Thus there exists a finite number 
of components of F, F(n,l),F(n,2),...,F(n/k), such that 
k 
E c U F(n,j). Now each F(n,j) is a domain on which f 
j=l 
is bounded and therefore, by assumption, F(n,j) D B = 0. 
Let X(j) denote the distance from F(n,j) to B, 
j = l,2,...,k. Then each X(j) >0. Let 
X = min{\(j) I j = l,2,...,k}, then X > 0. For any 
S > max{l/N,X/2} let C(S) denote that portion of the 
circle [z | |z| =1-S} which lies in V^(B). Then C(S) 
lies entirely in the complement of E which is impossible. 
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Corollary 3.6. If A is a normal arc of f and B c A 
is any subarc there is a curve F in D ending at some 
p o i n t  o f  B  s u c h  t h a t  f  i s  b o u n d e d  o n  T .  
Proof: Let U be the domain of Theorem 3.8, y e U A B 
and w be a point of U. Since U is a domain, it is 
arcwise connected hence so is U and the curve joining w 
and Y lying in U will suffice. 
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IV. TWO APPLICATIONS 
In this chapter the material from Chapters II and III 
will be applied to two well-known classes of functions 
analytic in D. In each case, a result concerning the 
topological size of J(f) will be established. 
The first class considered will be the spiral 
functions. 
Definition 4.1. A curve r={z(t) | 0 ^  t < 1} in D is 
called a spiral if lim |z(t)| = 1 and, for any continuous 
t-l 
evaluation of arg z(t), lim |arg z(t) | = «> . 
t-1 
Definition 4.2. A function f, analytic in D, which 
tends to w as |z| -• 1 along some spiral in D is 
called a spiral function. 
The spiral functions were first named by G. Valiron 
[24] and later extensively studied by W. Seidel [23]. They 
provide a useful collection of examples of analytic 
functions in D with extremely bad boundary behavior. 
The sets 1(f), J(f), Q(f) studied in the earlier 
chapters describe complicated nontangential boundary 
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behavior of functions in D, so it is natural to try to 
describe some boundary behavior for spiral functions in 
terms of these sets. A recent paper by P. G. Miller [20] 
summarizes many of the results known for spiral functions. 
One of Miller's new results is this theorem. 
Theorem 4.1. If f is a spiral function then P(f) = C. 
From the definition of P(f) this theorem states that 
for any y e C and for any neighborhood of y f omits 
at most one finite value in that neighborhood. Using the 
results of Chapter III, we can prove a statement containing 
Miller's result as an easy consequence. 
Theorem 4.2. If f is a spiral function then N(f) = 0 
and J(f) is residual in C. 
Proof; If we can establish that N(f) = 0 then J(f) will 
be residual by Corollary 3.4. 
Suppose N(f) 7^ 0. Then f has a normal arc B. Let 
r denote the spiral in D on which f tends to <». Let 
R be a positive number and let N be a positive integer. 
In the notation of Definition 3.6, there exists a section 
of r in V^XB) with end points on T(a) and T(p) such 
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that for every z on this section of r, |f(z)| > R. 
But this contradicts Lemma 3.4 and hence f cannot have a 
normal point. 
We can now show that Theorem 4.1 is a consequence of 
Theorem 4.2. Consider the following argument. It is easy 
to show that P(f) is a closed subset of C. Since 
J(f) c P(f) and P(f) is closed, J(f) c P(f). Since 
J(f) is residual in C, it is dense in C, and thus 
J(f) = C. This implies that C c P(f) and therefore 
P(f) = C. 
If the spiral on which a spiral function has limit «> 
is "tightly-wound" enough in a sense defined by Seidel [23], 
the function f will actually have J(f) = C. Since 
Theorem 4.2 says J(f) is large in a category sense, it 
is natural to speculate that for any spiral function, f, 
J(f) must also be of measure 2ir on C. We have not been 
able to prove that this is true. 
Another collection of well-studied functions to which 
our results have application is the collection of Hardy 
classes, 0 < P ^  
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Definition 4.3. 
(i) f € 0 < p < «>, if f is analytic in D and 
i0 iD "I 
if lim I 1 f(re ) 1 dGj- < • 
r-1 o 
00 
(ii) f e H if f is analytic in D and 
sup 1 f (re^®) I <00. 
0£r<l 
00 
Since H is the collection of bounded analytic 
functions in D, the sets 1(f), J(f), 0(f) are all 
CO CO 
empty if f e H . So we will not consider H further. 
An enormous amount of information is available about 
the functions. (See [11] for example.) As with the 
spiral functions, we will introduce only the facts about 
functions which will be helpful in establishing the 
results here. 
For f e 0 < p < «3, the norm of f is denoted 
|jf||p and is defined 
|lf|| = lim J lf(re^ ®) l^ do} 
r-1 o 
It happens that for p ^  1, II lip is a true norm for H^. 
In the case of 0 < p < 1, however, the triangle inequality 
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does not hold for || and || ||^ is not a true norm. 
However, d(f,g) = ||f-g|l^ does define a metric on 
for 0 < p < 1. In either case, 0 < p < 1 or p ^ 1, 
is complete as a metric space. That is, if {f^J is 
a Cauchy sequence in H^, there exists a function f e 
such that 11 f - f II -» 0 as n -» <». 
'' n "p 
As regards nontangential boundary behavior, 
functions appear to be particularly nice especially When 
viewed from a measure theoretic point of view. A well-
known result about functions is that every 
function has an angular limit at almost every point of C, 
In terms of our earlier language, if f e if then F(f) 
is almost all of C. 
L. Brown and L. Hansen [3] showed that even though 
every f e H^ has an angular limit at almost every point 
of C, the collection of f e H^ such that P(f) = C is 
a residual subset of H^. (That is, in the metric topology 
on H^ induced by || H^, the complement of this collection 
in H^ is of first category.) This result and the method 
used in its proof, together with the information from 
Chapter III, suggest that some similar statement about 
functions in H^ with "large" sets of Julia points should 
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be true. The remainder of this chapter will be devoted to 
establishing that this is in fact the case. The approach 
to the problem is through normal points for functions in 
and the result obtained contains Brown's and Hansen's 
as a corollary. 
To begin with, we will need the idea of the spherical 
derivative of a meromorphic function. 
Definition 4.4. Let f be meromorphic in D and let 
z e D. The spherical derivative of f at z is defined to 
be 
f*(z) = lim V(f(w).f(z)) . 
w-*z |w - z| 
since f is analytic at any z e D which is not a 
pole, it can be shown that this limit always exists for any 
z not a pole of f, and 
f * ( z )  =  — I  .  
1 + if (z) 1 
At a pole, z, of f, the function 1/f is analytic with 
value zero. For any such z it is easy to verify that 
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f*(z) = (•^)*(z), and this implies that f * ( z )  exists for 
all z. 
O. Lehto and K. I. Virtanen [18] characterized nor­
mality of meromorphic functions in terms of the spherical 
derivative. A function f meromorphic in a simply con­
nected domain G, which is not the entire plane, is normal 
if and only if there exists a constant K such that 
where da(z) = lim a(w.z) , and a(w,z) is the hyperbolic 
I dz I w-*z 1 w - z I 
distance between w and zj that is, cr(w,z) is a metric 
for G which leave distances invariant under all conformai 
mappings of G onto itself. In the case where G is a 
simply connected domain, this limit, da(z) , can be 
|d(z) I 
explicitly calculated in terms of an arbitrary conformai 
mapping from G onto D. Let G be a simply connected 
domain, which is not the entire plane, and let T : G -* D 
be a conformai mapping and let p(w,z) denote the 
hyperbolic distance from w to z in D. That is. 
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1 + dCw.z) 
1 - d(w,z) 
where 
If w and 2 belong to G ,  define 
a(w,z) = p(T(w),T(z)). Then a(w,z) is a metric which is 
invariant under all conformai mappings of G onto G. 
That a(w,z) is a metric for G follows easily from the 
fact that p(w,z) is a metric. To show that a(w,z) is 
invariant it must be established that a(g(w),g(z)) = a(w,z) 
for all conformai mappings g from G onto G and for all 
w,z in G. 
Let w, z be in G and let u and v be in D 
-1 -1 
such that w = T (u) and z = T (v) . If g : G -* G is 
a conformai mapping then 
a(g(w),g(v)) = p(T(g(T ^(u))),T(g(T ^ (v) ) ) ) = p(u,v). 
-1 
The last equality comes from the fact that T o g o T is 
a conformai mapping of D onto itself. But 
a(w,z) = p(T{T ^(u)),T(T ^(v))) = p(u,v). Thus 
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o(g(w),g(z)) = a(w,z), and a(w, 2 )  is invariant under all 
conformai mappings of G onto G, We are now ready to 
evaluate lim a(w.z). It will be convenient to let 
w-'Z |w-z| 
d = d(T(w),T(z)) and observe that lim d = 0 and that 
w-z 
IT' (z) I lim d lim T (w) - T(z) 1 
w-»z 1 w - z 1 w-*z w - z 1 1 - T(w)T(Z) 1 
1 - |T(z) 1^ 
g(w,z) _ 0 (T(w) .T(z) ) _ 
iw - zI Iw - z! 1 w 




lim o (w,z) _ rlim d irlim 1 iriim ^ 2d 1 i 
w*z Iw - z I Lw-tz Iw - z I JLw»z 1 - dJLw-»z L 1 - dJ J 
= lim d = IT' (z) I 
W-2 |w-z| 1 _ |T(s,|2 ' 
Next we show that the limit da(z) is independent of the 
jdzj 
function T. Let U : G -* D be a conformai mapping of G 
onto D and define u(w,z) = p (U(w) ,U(z) ) . Then u(w,z) 
is invariant under conformai mapping from G onto G. Let 
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-1 -1 
u, V be in D such that V7 = T (u) and z = T (v) . 
Then u(w,z) = p(U(T ^(u)),U(T ^ (v) ) ) = p (u,v) 
= p(T(T ^(u)),T(T ^(v))) = a(w,z) since UoT ^  maps D 
conformally onto itself. 
Definition 4.5. For positive integers n and k, let 
D(l,k) = [z e D I |z - l| < 1/k} and 
Bp(n,k) = {f 6 1 f*{z)(1 - | T ( Z)I^) ^  n |T'( Z)| for all 
z 6 D(l,k) and for all conformai maps, T, of 
D(l,k) onto D}. 
Lemma 4.1. B^Cn^k) is closed in Hp. 
Proof: Let [f^^ be a sequence in B^(n,k) which con­
verges in to f. Then, by completeness of H^, 
f e Now convergence in sf implies [f^J converges 
uniformly to f on compact subsets of D and the sequence 
of derivatives [f^^ converges to f also uniformly on 
compact subsets of D. To show that f e Bp(n,k), let T 
be a conformai map carrying D(l,k) onto D. Then, if 
z e D(l,k), 
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n|T'(z)1 ^ lim f*(z)(1 - 1T(Z)1^) 
m-wo 
f (z) 
1 + If (Z) 1^ 
(1 - iT(z) r) 
f*(z) (1 - |T(Z) 1^) . 
Thus f e Bp(n,k) and this implies Bp(n,k) is closed. 
Lemma 4.2. Let G be a simply connected domain, not the 
entire plane. A function f meromorphic in G is normal 
if and only if there exists a constant K > 0 such that 
for every conformai map, T, of G onto D, 
f*{z)(l - |T(z)|2) ^  K|T'(z)| for all z e G. 
Proof ; From Lehto and Virtanen's characterization of 
normality in G, f is normal in G if and only if there 
exists a constant K such that 
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for all z e G. By the discussion just prior to Definition 
4.5, 
do(z) ^  It'(Z)1 
1 - |T(z) 
for all T which map G conformally onto D. 
Definition 4.6. (1) = {f € ] 1 e N(f)}. 
Lemmas 4.1 and 4.2 imply the following statement. 
Theorem 4.3. For each p, 0 < p < <», N (1) = U B (n,k) . 
^ n,k ^ 
Proof ; If f € (1) then 1 is a normal point for f. 
Hence there must exist an integer k > 1 such that f is 
normal in D(l,k). Since D(l,k) is a simply connected 
domain, Lemma 4.2 implies there exists an integer n such 
that f G Bp{n,k). 
If f e Bp(n,k) for some (n,k) then clearly f is 
normal in D(l,k) and thus 1 e N(f) and f e (1). 
This establishes the theorem. 
The results of Lemma 4.1 and Theorem 4.3 could have 
just as well been obtained at any y  e  C .  For any y  e  C ,  
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let Np(Y) = {f £ if I Y G N(f)} then Theorem 4.3 has the 
following corollary. 
Corollary 4.1. For each p, 0 < p < and any y e C, 
Np(Y) is of type in H^. 
Theorem 4.4. For each p, 0 < p < <», and any Y e C, 
Np(Y) is dense in iP. 
Proof : If f is a polynomial, then f is bounded on D 
and Y e N(f) for every y e C. Since f e for any 
p, 0 < p < feNp(Y) for every polynomial f. Now 
Np(Y) contains all polynomials and since the polynomials 
are dense in for each p, 0 < p < «>, it follows that 
for each p, N^(Y) is dense in for every y  e  C .  
Brown and Hansen [3], in establishing their main 
result, showed that if 1 < p < oo^ then for any 
function f there exists a sequence of functions 
{f^3 c such that [f^^ converges to f in and 
f^ ^  (1). By a simple rotation we see that for any p, 
1 < p < 00, and any f e and y e C there exists a 
sequence {f^^ c such that f^ ^  ^^(Y) for each n 
and f^ converges to f in H^. As a result of this 
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construction the following lemma is easy. 
Lemma 4.3. If 1 < p < y  e  C  then (y) is of first 
category in . 
Proof; Let f be in (y). Using Brown and Hansen's con­
struction, there exists a sequence [f^^ c H^ converging 
to f in H^ such that each f^ e H^ - N^(Y). This 
implies that H^ - (y) is dense in H^. By Corollary 
4.1 N^(Y) is of type F^, so H^ - is of type 
Gg; since it is also dense it must be residual in H^. 
Thus Np(y) is of first category in H^. 
That Lemma 4.3 is also true for 0 < p ^  1 follows 
essentially from the argument of Brown and Hansen [3, 
Theorem 3], with slight modifications in notation. The 
proof rests on two additional facts about H^ functions: 
(i) if 0 < p ^  1, H^ c H^; 
(ii) if 0 < p ^  1, ||f||p llfll^ for any f e H^. 
We include the details for the sake of completeness. 
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Lemma 4.4. If 0 < p ^ 1 and Y e C, then N^(Y) is of 
first category in 
Proof : It is enough to give the proof for y = 1. If 
some f e - B (n,k) then f is in H?, and for 
z e D(l,k) and some conformai mapping T from D(l,k) 
onto D, f*(z)(l - 1T(z)|^) > n|T'(z)|. This, however, 
is precisely the property f satisfies if f ^ (n,k), 
and since c - B (n,k) c - B (n,k) . Since 
2 P 
N (1) = U B (n,k) is of first category, for each n 
n,k 
2 2 
and k, H - B^Cnjk) must be dense in H . Thus 
2 . 2 
H - B2(n,k) is dense in the polynomials in H . Now 
s i n c e  | | f  ^  | | f f  € H ^ ,  -  B g f n / k )  i s  d e n s e  
in the polynomials in That is, if we take the 
closure of - B2(n,k) in H^, this set contains all 
polynomials. Since the polynomials are dense in and 
- B2(n,k) c - Bp(n,k), - B^(n,k) is dense in 
H^. Also, because B^(n,k) is closed in H^, 
- Bp(n,k) is open and dense in H^, and so each 
B^(n,k) is nowhere dense in H^. Hence 
U B (n,k) = N (1) is of first category in H^. 
n,k P P 
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Theorem 4.5. If 0 < p < <» and y  e  C  then ( y) is 
of first category in 
Proof; This is the content of Lemmas 4.3 and 4.4. 
The next theorem establishes that among all 
functions, those which are normal make up a very small 
part of H^. In fact, "most" functions in have no 
normal points at all. 
Theorem 4.6. For each p, 0 < p < «>, let 
= [f € 1 N(f) / #]. Then is of first category 
in H^. 
Proof ; Let R be a countable dense subset of C. From 
Theorem 4.5, (y) is of first category in for all 
y e R. We will show that 
= U N (y) . 
y€R ^ 
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If f € then for some y  £  C  f e N^CY). Since 
Y is a normal point of f there exists a positive integer 
k such that in the domain D(Y,k) = {z e D | jz-yl < —} 
f is a normal function. Since R is dense in C there 
exists a Y G R such that | y - y | < Let 
4K 
D(Yi.2k) = [z G D I \ z - y \  <  ~ ^ )  then D(Y,2k) c D(Y,k) and 
f is normal on D(Y,2k), This implies that y e N(f), 
which by definition means that f e • Then it 
follows that c U N (y) . The inclusion clearly goes 
yeR ^ 
the other way and the theorem is proved. 
If we restate Theorem 4.6 in terms of complements we 
can see that for each p, 0<p<<», {f e aP | N(f) =0} 
is residual in H^. 
Theorem 4.7. For each p, 0 < p < 
= [f e I J(f) is residual in C} is residual in H^. 
Proof : Corollary 3.4 established that if N(f) = 0, J(f) 
is residual in C. This implies that - oP c J^. From 
Theorem 4.6, is residual in and this implies 
is residual in H^. 
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Since, as we have seen, whenever J(f) is residual 
in C, P(f) = C, Theorem 4.7 implies Brown's and Hansen's 
main result. 
Theorem 4.8. ([3, Theorem 3]) For each p, 0 < p < 
{f e I P(f) = C} is residual in H^. 
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