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Abstract 
In this paper, we propose a polynomial-time algorithm for fruc~ionul assiynmrnt prob- 
/ems. The fractional assignment problem is interpreted as follows. Let G = (I,J, E) be a 
bipartite graph where I and J are vertex sets and E E Ix J is an edge set. We call an edge 
subset X( 5 E) an assignment if every vertex is incident to exactly one edge from X. Given an 
integer weight cij and a positive integer weight d,, for every edge (i,j)~ E, the fractional 
assignment problem finds an assignment X( E E) such that the ratio (&, j,txcij)/( Cci. jj.xdij) is 
minimized. 
Some algorithms were developed for the fractional assignment problem. Recently, 
Radzik (1992) showed that an algorithm which is based on the parametric approach and 
Newton’s method is the fastest one among them. Actually, it solves the fractional assignment 
problem in O(&mlog’(nCD)/(l + loglog(nCD) ~ loglog(n time where 111 = IJ/ = n, 
JEl=m, C=max{l,maxfIcijl:(i,j)~E}} andD=max{dij:(i,j)EE} + 1. 
Our algorithm developed in this paper is also based on the parametric approach, but 
it is combined with the approximate binary search method. The time complexity of our algorithm 
is O(&mlogDlog(nCD)) time, and provides with a better time bound than the above 
algorithm. 
Keywords; Combinatorial optimization; Mathematical programming; Fractional program- 
ming; Assignment problems; Approximation optimality; Parametric programming 
1. Introduction 
The fractional programming problem has been widely studied in the last two 
decades (see the survey paper 1131, for example). In this problem, an objective 
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function, which is characterized by the ratio of given two linear functions, is to be 
minimized (or maximized). There are several classes of fractional programming 
problems. One of the classes consists of O-1 fractional programming problems in 
which the variables are restricted to O-1 integers [12,6,2]. We study fractional 
assignment problems which are special cases of&l fractional programming problems 
in this paper. 
Let G = (I, J, E) be a bipartite graph where I and J are vertex sets and E c I x J is 
an edge set; 1 II = /.I1 = n and 1El = m. An assignment X is a subset of edges such that 
no two edges in X have a vertex in common and 1x1 = n. Throughout this paper, we 
assume that the bipartite graph G contains at least one assignment. For each edge 
(i,j)E E, weights cij and dij are associated. The fractional assignment problem (FAP) is 
to find an assignment X such that the ratio (Cci, j)Ex c ‘)/( C~i, j)EXdij) is minimized. This iJ 
problem is formulated as follows: 
FAP: minimize 
C(i, j)sECijXij 
I&i, j)eEdijxij 
subject to C xij = 1 for iEZ, 
jsa(i) 
C Xij= 1 for jEJ, 
ied 
xijE{o,l} for (i,j)EE, 
where 6(i) denotes the set of vertices adjacent with the vertex i. Now we assume that 
all cij’s are integer numbers and dij’s are positive integers, and let 
C=max{l,max{lcijl: (i,j)EE}} and D= max{dij:(i,j)EE} + 1. 
In this paper, we propose an algorithm for the fractional assignment problem which 
is based on the parametric approach and employs the approximate binary search 
method. Our algorithm runs in 0(&m log D log(nCD)) time. This provides with the 
best time bound for the fractional assignment problem up-to-date. Indeed, one of the 
fastest algorithms which are previously known can be constructed by combining the 
parametric approach and Newton’s method, and runs in 
0 &m log(nCD) 
log(nCD) 
1 + log log(nCD) - log log(nD) 
time [ll]. We will discuss the time complexities of the previous works in the next 
section. 
If the weight d, is equal to 1 for all (i, j) E E, the problem FAP is equivalent to the 
linear assignment problem. In this case, the algorithm proposed in this paper solves 
the linear assignment problem in 0(&m log(nC)) time. This time complexity is the 
same as that of the Orlin and Ahuja [lo] algorithm for linear assignment problems 
which is known to be the fastest one. 
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The minimum cost-to-time ratio cycle problem can be solved efficiently by our 
algorithm. Given a directed graph D = (N, A), and an integer Sij (cost) and a positive 
integer tij (time) of an arc (i, j) E A, the minimum cost-to-time ratio cycle problem finds 
a cycle W such that 1. (I,,)EW~ij/C~i,j)EWtij is minimized. It is already shown that this 
problem can be transformed into a fractional assignment problem by the node 
splitting [lo]. Therefore, an optimal solution to the minimum cost-to-time ratio cycle 
problem is obtained in O(\/;;;m’log Tlog(n’ST)) time, where n’ = INI, m’ = [A(, 
S = max{l,max{Isijl: (i,j)EA}} and T= max{ tij: (i, j)E A} + 1. This time complex- 
ity gives a positive answer to the open question given by Orlin and Ahuja in [lo]. 
They asked whether the minimum cost-to-time ratio cycle problem can be solved 
faster than in 0(#m’(log(n’ST))2) time. The same discussion can be done for the 
minimum mean cycle problem which is a special case of the minimum cost-to-time ratio 
cycle problem where tij = 1 for all (i, j)E A. In this case, our algorithm runs in 
O(#m’log(n’S)) time which is the same as that of Orlin and Ahuja’s [lo]. 
The organization of this paper is as follows: Section 2 gives an outline of a classical 
parametric approach to fractional programming problems. We also discuss some 
parametric methods and their time complexities when they are applied to fractional 
assignment problems. In Section 3, we introduce the approximate binary search 
method and show a result that is necessary to apply the method to fractional 
assignment problems. In Section 4, we propose the new algorithm. Finally, we analyze 
the time complexity of our algorithm in Section 5. 
2. Previous works 
For fractional programming problems, there are lots of algorithms based on the 
parametric approach which is associated with an auxiliary problem having one 
parameter [7,3, S]. When we adopt the approach to the fractional assignment prob- 
lem, the auxiliary problem is defined as follows: 
FAP(2): minimize C (cij - Mij)xij 
(i,I’)EE 
subject to 1 Xij = 1 for iEI, 
je&i) 
1 Xij = 1 forjEJ, 
is&j) 
XijE {O, l} for (i,j)EE, 
where A is a scalar parameter. Note that if 1 is fixed, the auxiliary problem FAP(I) 
becomes an ordinary linear assignment problem and we know that there proposed 
several algorithms for the linear assignment problem. For example, Fredman and 
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Tarjan [4] developed a strongly polynomial-time algorithm using Fibonacci heaps 
and its time complexity is 0(n2 log n + nm). In 1992, Orhn and Ahuja [lo] developed 
a weakly polynomial-time algorithm which is based on the auction algorithm and its 
time complexity is 0(&m log nM) where M is the maximum value of the integer edge 
weights. These are currently the best available time bounds. 
Let z(A) be the optimal value of FAP(I) and A* the optimal value of FAP. The 
function ~(3,) is continuous, concave and strictly decreasing with respect to /1. We can 
observe the following properties (see, for example, [ 133 for details). 
Observation. (1) The parameter 3. is equal to A* if and only ifz(A) is equal to 0. 
(2) An assignment is optimal to FAP(J*) if and only ifit is optimal to FAP. 
Property (1) says that when we fix the parameter A, we can check whether the 
current value of A is equivalent to %* or not by solving FAP(1). Thus, solving FAP is 
essentially equivalent to finding 2 = I* with z(n) = 0. These properties suggest search 
methods which test successive trial values of ;1. In the rest of this section, we consider 
three well-known methods which test the parameter A iteratively. 
The first method is Newton’s method, which is sometimes called the Newton- 
Raphson method or Dinkelbach’s [3] method. Recently, Radzik [l l] showed that the 
number of updates of 1 in Newton’s method is bounded by 
0 ( log(nCD) 1 + loglog(nCD) - log log(nD) 1 
for 0-l fractional programming problems. It implies that Newton’s method solves 
fractional assignment problems in 
0 (n210gn + nm) 
( 
log(nCD) 
1 + log log(nCD) - log log(nD) 1 
time or in 
0 &m log(nCD) 
log(nCD) 
1 + log log(nCD) - log log(nD) 
time. Moreover, Radzik also showed a strongly polynomial bound of the iteration 
number in the same paper. Using his result, the fractional assignment problem can be 
solved in O((n* logn + nm)n410g2 n) time or in 0(&m log(nCD)n410g2 n) time. 
The second method is the binary search method. It is clear from definitions of C and 
D that the optimal value of FAP is in the interval [ - C, C], and if the objective values 
(ratios) of two assignments are not equal, then the difference is at least l/(nD)‘. 
Therefore, the binary search method terminates after O(log(nCD)) iterations, since it 
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reduces the search interval by factor 2 in each iteration. When we employ the strongly 
polynomial-time algorithm for linear assignment problems, the binary search method 
solves FAP in 0((n2 log n + nm) log(nCD)) time. However, if a weakly polynomial- 
time algorithm for linear assignment problems is used in the binary search method, we 
need to replace the edge weights with 2(nD)‘cij - L 2A(nD)2 I&, because every edge 
weight must be an integer in their algorithm. In this case, the binary search method 
solves FAP in O(&m(log(nCD))‘) time, since every edge weight is less than or equal 
to O(n2CD3). 
In 1979, Megiddo [9] proposed an ingenious method for fractional combinatorial 
optimization problems. By employing his method, we can construct an algorithm for 
the fractional combinatorial optimization problem whose time complexity is at most 
square of the time complexity of an algorithm for the linear version of the combina- 
torial optimization problem. Thus, by incorporating two algorithms for linear assign- 
ment problems mentioned above, Megiddo’s method solves the fractional assignment 
problem in O(n4(logn)2 + n2m2) time or in 0(nm2(log(nCD))2) time. 
3. Basic ideas 
Our algorithm employs the approximate binary search method. The idea of the 
approximate binary search method is due to Zemel [lS] and Orlin and Ahuja [lo]. 
The approximate binary search method is similar to the ordinary binary search 
method in the following sense. These two methods maintain the search interval 
[LB, UB] containing the target (i.e. the optimal value i* of FAP), and reduce the 
search interval without excluding the target in each iteration. For the reduction of the 
search interval, the ordinary binary search method solves the auxiliary problem 
FAP(/Z) exactly by fixing /z to (UB + LB)/2, and updates [LB, UB] to [n, UB] or 
[LB, i]. In the approximate binary search method, however, we use an approximate 
solution to FAP(A) (where 2 = (UB + LB)/2) instead of an optimal solution to 
FAPQ). 
In the followings, we describe the definition of approximate solutions proposed by 
Bertsekas [l] and Tardos [14], which are called ~-optimal solutions. Let ui and uj be 
variables indexed by the vertex sets I and J, respectively. For an error bound E, 
X’( c E) is an e-optimal solution to FAP(I) if there exist Ui and Uj satisfying the 
following E-optimaiity conditions: 
Primal ,feasihility: X’ is an assignment. 
&-Dual feasibility: (“ij - i,dij) - Ui - Dj 3 - E for all (i, j) E E. 
&-Complementary slackness: (cij - i.dij) - Ui - Uj < - E for all (i,j)~ X’. 
If X’ is an c-optimal solution to FAP(J.) for some fixed parameter /2, the objective 
value &i,j)EX,(cij - Ldij) is said to be the E-optimal value of X’. 
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Since the ordinary binary search method solves FAP(A) exactly, it can reduce the 
search interval by a factor of 2. In the approximate binary search method, it is hard to 
reduce the search interval by a factor of 2, because we obtain only an s-optimal 
solution of FAP(2). Nevertheless, the following lemma gives an idea to reduce the 
search interval by using an s-optimal solution. 
Lemma 1. Let X’ be an c-optimal solution to FAP(A) for some fixed parameter A. We 
denote the optimal value of FAP by A*. Then the followings hold. 
(1) ZfCci,j)EX,(cij - Adij) > 0, then 1 - 2~ < A*. 
(2) ZfC~i,j~Ex,(cij - ;Idij) < 0, then 1 + 2~ > A*. 
Proof. (1) Let u” and vf be variables corresponding to an s-optimal solution X’. 
Denote by X* an optimal solution to FAP. It follows from the s-optimality conditions 
that 
C (cij - Adij) - C U: - 1 vj” < nc 
(i,j)sX’ iel jeJ 
and 
C (cij - Adij) - 
(i, j)EX* 
2 u” - zJ vj” 9 - nE. 
Summing up these inequalities, we get 
C (cij - ~dij) - 1 (cij - Ad,) < 2nc, 
(i, j)EX’ (i,j)EX* 
- 1 (cij - ~dij) < 2ns, 
(i, j)EX* 
2ne 2n.5 
- (‘* - ‘) ’ &i,jjEXt d, ’ 7 = 2E’ 
(2) Similarly to (1). 0 
The above lemma shows that when we obtain an s-optimal solution to FAP(A) for 
some sufficiently small E, either the upper bound or the lower bound of the search 
interval can be updated; that is, if the s-optimal value to FAP(A) is nonnegative, then 
the new lower bound becomes A- 2~; otherwise, the new upper bound becomes 
A + 2E. 
The proof of Lemma 1 directly implies the following corollary. 
Corollary 2. Let X’ be an c-optimal solution to FAP(A) and X* an optimal solution to 
FAP. Then 
C (Cij - Adij) - 1 (cij - Adij) < 2ne. 
(i, j)cX’ (i,j)EX* 
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4. Algorithm 
In this section, we will develop an algorithm for fractional assignment problems 
which employs the approximate binary search method. Our algorithm maintains the 
scalar parameter, the error bound and the search interval including the optimal value 
A*. Throughout this section, we assume that for any parameter I and for any error 
bound F, we can always obtain an s-optimal solution to FAP(A). This assumption is 
discussed in the next section. 
Here, we denote the parameter, the error bound and the search interval in the kth 
iteration by %k, sk and [ LBk, UBk], respectively. Our algorithm sets Ak and sk as below: 
Ik = UBk + LBk 
2 ’ 
Ek = UBk - LBk 
8 ’ 
and finds an .sk-optimal solution Xk of FAP(ik) in the kth iteration. Lemma 1 implies 
that if the sk-optimal value of Xk is nonnegative, then the search interval 
[LBk+ ‘, UBkfl ] becomes C/z” - 2sk, UBk]; otherwise, it becomes [LBk,/Zk + 2~~1. 
The definitions of Ak and ~~ show that UBkC1 - LBk+’ = 3/4(UBk - LBk). Thus, the 
(k + 1)th interval length is 2 of the kth interval length. The above is the same technique 
that Orlin and Ahuja adopted the approximate binary search method into their 
algorithm for minimum mean cycle problems [lo]. As the initial search interval, we 
set [LB’, UB’] = [ - C, C]. Then it is clear that the initial search interval contains 
the optimal value A*. 
Next, we derive the terminal condition for our approximate binary search method. 
Lemma 3. Assume that UB’ - LB’ < l/(nD)2. When an assignment X’ is an d-optimal 
solution to FAP(UB’), it is also optimal to FAP. 
Proof. We denote the ratio (C~i,j)EX’ cij)/(C~i,j)EX,dij) by 3,‘. Let X* be an optimal 
solution to FAP and A* the optimal value of FAP. 
We assume that X’ is not optimal to FAP. Then it is clear that i’ - A* > 0 and 
3,, _ i* = Cti, j)sXpcij C(i, j)sX*dij - Cci, j)eX*cij Cci. j)eXidij 3 &_ 
C(i. j)eXsdij I&i, j)eX*dij n 
Furthermore, facts that UB’ - LB’ < l/(nD)’ and LB’ < 1* imply 
UB’ < A* + l/(nD)‘. Now we get UB’ < A* + l/(nD)2 < 2’. Then the properties 
/1* d UB’ < 2’ imply that 
C (cij - (UB’)dij) - C (Cij - (UB’)dij) 
(i, j)sX' 
= C dij(~' - 
(i, j)EX' 
3 n(i’ - UB’) - 
(i, j)EX* 
UB’) - C dij(E,* - UB’) 
(i, j)sX* 
n(A* - 
1 1 
UB’) = n(A’ - %*) > n (nD = nD2. 
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From Corollary 2 and UB’ - LB’ < l/(nD)2, 
C (Cij - (UB’)dij) - C 
(i, j)cX’ (i, j)c X* 
(Cij - (UB’)d,j) ~ 2ne’ = 2n “’ 8 LB’ < 1 
4nD2’ 
Thus 
and it is a contradiction. 0 
Lemma 3 implies that when the inequality UB - LB < 1/(2D)2 holds, we can stop 
the approximate binary search method. 
Now, we describe our algorithm. 
Algorithm 
begin 
[LB, US] := [ - c, C]; 
while (UB - LB) 3 l/(nD)’ do 
begin 
1 := (LB + UB)/2; E := (UB - LB)/8; 
find an a-optimal solution X’ of FAP(lt); (*) 
if the a-optimal value is nonnegative 
then [LB, UB] := [I. - 2.5, US] 
else [LB, US] := [LB, 3, + 2a] 
end; 
L := UB; E := (UB - LB)/& 
find an &-optimal solution X’ of FAP(I); 
output X’ as an optimal solution of FAP 
end. 
5. Analysis of the algorithm 
Finally, we will show that our algorithm runs in 0(,/&n log D log(nCD)) time. 
Our algorithm reduces the interval length by 1 in each iteration. At the first 
iteration, the search interval is [ - C, C] and its length is 2C. When the interval length 
becomes less than l/(nD)2, the approximate binary search method terminates. Thus, 
the number of iterations of the approximate binary search method is bounded by 
O(log(nCD)). 
Now, we discuss the operations in each iteration. At the line marked (*) in the 
above algorithm, we find an a-optimal solution of FAP(2). In [lo], Orlin and Ahuja 
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developed a procedure which finds an s-optimal solution from a 2s-optimal solution 
in 0(&m) time. Our algorithm calls this procedure consecutively at the line marked 
(*). 
The following lemma is convenient to obtain an initial solution. 
Lemma 4. If we set the initial search interval [LB’, UB’] = [ - C, C] and ui = 0 for 
all iE I and vj = 0 for all je J, then any assignment is a (4&l)-optimal solution to 
FAP(2’). 
Proof. From the definition of Ik and sk, 2’ = 0 and s1 = C/4. Let X be any assign- 
ment. For each edge (i,j)EX, (cij - A’dij) - ui - vj = (cij - O.dij) - 0 - 0 Q C = 
4(C/4) = 4~~. And for all edge (i,j)EE, (cij - A1dij) - ui - vj = (cij - O.dij) - 0 - 
0 3 - c = 4(C/4) = -4&l. 0 
By setting the initial search interval as described above, any assignment is 4&l- 
optimal. Hence, we can start our algorithm with an arbitrary assignment and the 
Orlin and Ahuja procedure finds an &‘-optimal solution from 4s’-optimal solution in 
0(2&m) = 0(&m) time at the first iteration. 
Let us consider the iterations after the first. The following lemma gives an idea to 
obtain an .sk+‘-optimal solution efficiently at (k + 1)th iteration. 
Lemma 5. Let Xk be an Ek-optimal solution to FAP(lk). Then Xk is a (Dek)-optimal 
solution to FAP(,lk+‘). 
Proof. From the definition of ;Ik+‘, we have two cases: (i) Ik+’ 2 Ak (when the lower 
bound increases) and (ii) ik+ 1 G Ak (when the uppr bound decreases). 
We begin with case (i). Since Xk is an assignment, the (D.sk)-primal feasibility 
condition holds. It can be easily shown that A k+l = Ik + Ed, since the lower bound 
increases. For each edge (i, j) E Xk, 
Cij - Ak’ ’ dij - Ui - Vj < Cij - Akd, - pi - Vj < ck < Dek. 
It implies that Xk satisfies the (Dsk)-complementary condition. Furthermore, for every 
edge (i,j)E E, 
Cij - ok’ ’ dij - ui - Vj = Cij - (ok + Ek)dij - pi - Vj 
~ - &k - Ekdij = - ~~(1 + dij) ~ - DEB. 
Thus, the (Dsk)-dual feasibility condition is kept and completes the proof. 
Case (ii) can be proved similarly to case (i). 0 
From the definition, ck is equal to E 4 k+l Therefore, the above lemma implies that . 
the assignment obtained at the kth iteration is a ($DEk+ ‘)-optimal solution of 
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FAP(lk+‘). When we apply the procedure developed by Orlin and Ahuja p times, an 
($0~ k+l(i)P)-optimal solution is obtained [lo]. So, by setting p = O(log2(4/3)D), we 
can find an ~~+‘-optimal solution of FAP(AkC’) in O(&mlog,((4/3)0)) = 
0(&m log D) time. 
Similarly to the above, it is easy to show that when an assignment Xl-’ is an 
E ‘-‘-optimal solution to FAP(I,‘-‘), it is (40&l)-optimal to FAP(UB’). Thus, when the 
approximate binary search method terminates, our algorithm finds I:‘-optimal solu- 
tion to FAP( UB’) in 0(&m log 0) time. 
Lastly, we will show the overall time complexity of our algorithm. The number of 
iterations of the approximate binary search method is bounded by O(log(nCD)). In 
each iteration, we can find an E-optimal solution of FAP(2) in 0(&m log D) time and 
other steps are executed in constant time. Summarizing the above, the following 
theorem holds. 
Theorem 6. Our algorithm correctly determines a minimum fractional assignment in 
0(,/&m log D log(nCD)) time. 
6. Conclusion 
In this paper, we developed a polynomial-time algorithm for fractional assignment 
problems. Same discussion will be done for some optimization problem with frac- 
tional objective functions if for the linear version of the problem, there exists an 
algorithm which is based on approximation optimality. 
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