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Abstract 
 
Marin seismic acquisition results in signals that are affected by both random and coherent 
noise. For successful imaging it is important that as much as possible of this noise is 
attenuated in an early stage of processing. One of the effective methods to handle random 
noise, such as weather noise, is a time frequency de-noising (TFDN) algorithm. 
In this thesis first a short introduction is given to the different classes of noise that can 
contaminate seismic data, with emphasis on weather noise. Also a brief overview of existing 
commercially used de-nosing methods for random noise attenuation will be presented. 
The main objective of this thesis has been to investigate an existing TFDN algorithm, and 
search for improvements. Several new algorithms for locating and attenuating noise is 
described and tested. 
The various algorithms have been compared employing a controlled data set, and using an 
industry standard TFDN program as benchmark. Based on the results obtained, a selection of 
the most promising algorithms was further analyzed employing real data contaminated with 
weather noise. The overall conclusion is that the industry standard TFDN program can be 
further improved and possibly replaced by more efficient de-noising algorithms.  
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1. Introduction 
This master thesis is carried out in collaboration with Fugro Seismic Imaging. The main objective is to 
search for possible improvements of an industry standard time-frequency de-noising algorithm 
(TFDN), implemented in their processing package Uniseis. 
 
1.1 The aim of the thesis 
A seismic survey represents a large amount of recorded data; which always will be contaminated by 
different types of random noise. Several attenuation methods exist for random noise removal, and 
most of them do work well. However, there is always a potential to make improvements. This master 
thesis investigates possible improvements of an existing time-frequency de-noising (TFDN) algorithm. 
TFDN is a well known technique, and is often applied to remove weather noise. Removing as much 
weather noise as possible is an important issue for a survey company. If the noise induced by bad 
weather conditions can be efficiently removed surveys can be carried out even during rough sea 
conditions. 
The existing TFDN method that forms the base of this thesis uses threshold values that are very 
influenced by the user. It also requires much time to tune the parameters to obtain an optimal result.  
The objective of this work is to develop an improved method that in a more automatic way finds the 
threshold from the data. If the threshold is more data dependent it might remove more noise, and also 
hopefully not disturb the real signal too much. 
From a commercial point of view it is important to minimize the computational costs. However, in this 
thesis the rating of the various algorithms is based on their performance only. Issues regarding optimal 
implementation and computing speed fall outside the scope of this work. 
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2. What is seismic noise? 
Seismic raw data will always be contaminated by unwanted energy. This unwanted energy is denoted 
noise, and it represents a challenging problem in seismic exploration. The causes and effects can vary 
from survey to survey. However, there exist some typical classes of noise that can be expected, and 
corresponding techniques to remove these various types during data processing.  
The objective of this chapter is to explain some of the basics behind seismic noise. A general 
description of the most common types of noise is given as well as a more specific introduction to 
random noise with emphasis on weather induced noise. 
 
2.1 General overview 
 (2.1) 
The seismic streamers record signals that are built up of data and noise (Eq. 2.1), with the data being 
the wanted output. To obtain good quality data, describing the geology of an area, the noise needs to 
be removed from the signal. However, efficient noise removal ensures detailed knowledge about how 
it appears in the signal. It is therefore important to be able to define and identify common types of 
noise. 
 According to Schlumbergers oilfield glossary noise is defined as (Schlumberger, 2009): 
“Anything other than desired data. Noise includes disturbances in seismic data caused by any 
unwanted seismic energy, such as shot generation ground roll, surface waves, multiples, 
effects of weather and human activity, or random occurrences in the Earth. Noise can be 
minimized by using source and receiver arrays, generating minimal noise during acquisition 
and by filtering and stacking data during processing.” 
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Olhovich (1964) and Gelius and Westerdahl (1997) discuss the issue of noise along the same lines and 
in more detail. Listed here are the common types of noise associated with a survey, adapted and 
slightly modified to better fit with modern marine exploration: 
2.1.1 Multiples 
A multiple is in general wave energy trapped between two strong reflectors. Most common is the 
water bottom multiple which is energy trapped between the sea surface and the sea bottom, also called 
reverberations. In a seismic section they show up as similar reflections with constant time length, 
which weakens in strength with time.  
2.1.2 Ghost reflections 
Ghost reflections may be considered as a special case of multiple reflections. If the depth of a source 
lies a distance below the water surface an imaginary (mirror) shotpoint above the surface results in the 
double appearance of the events on the seismogram. At the receiver side the same problem can occur. 
This result in recordings from one reflector can appear as two reflectors with a time difference. 
2.1.3 Diffraction 
Diffractions occur when a wave hits a discontinuity and gets scattered into new wave fronts. A 
discontinuity can be boulders on the seafloor, faults, sudden changes of facies, etc. Diffractions appear 
as hyperbolic or umbrella shaped events on the seismic profile. 
2.1.4 Direct waves (refracted waves) 
In some cases a layer may be a good transmitter of refracted energy.  If for instance a fault interrupts 
the layer energy will be reflected back. These reflected refractions will appear as straight lines 
crossing the seismic profile. 
2.1.5 Ambient disturbance 
This is noise that does not originate from the survey itself (i.e. independent of explosion). Examples of 
ambient noise are rain, wind, tides, vibrations of machinery, passing vehicles and marine life. In 
general, these movements are of high frequency. 
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2.2 Classification of noise 
Noise is often classified into two groups, coherent and random, depending on its origin. Fig. 2.1 shows 
an example of a shot gather contaminated by both coherent and random noise. 
 
Fig. 2.1: A shot gather contaminated with both random and coherent noise. Inside ellipse 2 is swell noise which is 
random where as inside ellipse 1 is coherent noise most likely due to tugging from the lead-in cables or/and the vessels 
propeller. Last, in circle 3 is coherent noise due to tugging from the tail buoy. 
2.2.1 Coherent noise 
Coherent noise are components of the waveforms which are mostly generated by the seismic source 
during the survey, but are unwanted and of no interest for the final data (Kearey, et al., 2002). The 
phase is consistent from trace to trace (Schlumberger, 2009). Coherent noise can be divided into two 
sub categories: linear and non-linear. Examples of linear noise are diffractions, direct waves 
(refractions), tugging noise and seismic interference. Non-linear noise can for instance be multiples 
and ghost.  
Removing of coherent noise is often done with different types of filtering, for instance fk-filtering, and 
deconvolution for the non-linear noise. Methods used for removing random noise, for instance time-
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frequency de-noising which is the topic of this thesis, can also be used for coherent noise as long as 
the noise can be sorted into a domain that makes it appear random.  
2.2.2 Random noise 
Random noise includes noise in the temporal direction, and spatially random noise that is uncorrelated 
from trace to trace (Yilmaz, 2001). The signals are not generated by the survey itself. Quite often there 
can be noise from the vessels propeller and also from the birds that keep the streamer in the correct 
position if they are moving. Sources of random noise are almost uncountable, more examples are 
given by Fulton (1985). 
It is difficult to avoid generation of random noise since the origin for instance can be marine life. The 
streamer positions and type can reduce the amount of noise recording, as will be described further in a 
later section. However, the most efficient way to deal with random noise is to try to remove it from the 
signal during data processing. A basic noise attenuation method is stacking, which enhances the signal 
to noise ratio. If the survey has a high fold, i.e. many hydrophones, stacking can attenuate random 
events because they cancel each other out. Although, very high amplitude noise often survives the 
stacking and needs to be removed otherwise. It is also an objective to attenuate as much noise as 
possible pre-stack to get good results from algorithms like the surface-related multiple elimination 
(SRME) scheme and pre-stack depth migration (PSDM/PSTM) 
In data processing, random noise removal can for instance be done by frequency filtering where some 
specified frequencies are removed (low pass, band pass filters etc.). However, some types of random 
noise, for instance weather noise, are difficult to remove properly without affecting the actual data 
when applying frequency filtering only.  
Random noise is also a problem in 4D seismic surveys. The base seismic is recorded during a given 
set of weather conditions, while the monitor survey is performed under different conditions. To be 
able to accurately compare those surveys all random noise should ideally then be removed.  
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2.3 Generation of weather noise (swell noise) 
Noise originating from bad weather conditions is a significant problem for survey companies. When 
the weather gets too bad the amount of swell noise exceeds a predetermined maximum and the survey 
has to be halted. According to Smith (1999) up to 40% of the costs in a marine survey are associated 
with delays because of bad weather conditions, such delays occur when the wave heights surpass 2-
2.5m. 
The following subchapter is a short version of chapter 1.3 from the master dissertation of Ferreira 
(2007): 
The sea surface comprises a variety of waves which differ in wavelength, amplitude and period. The 
reason why the sea surface becomes such a complex wave field is the variation in the amount of wind 
across the open water. In areas with deep water the phase velocity of the waves is directly influenced 
by the wavelength. This can be seen for instance with swells, which are long wavelength, relatively 
long period waves generated by storms some distance away. They have the ability to move through 
and overtake waves generated by locally blowing winds which have shorter period and wavelength. 
Objects in the water, for instance a hydrophone streamer, would therefore experience varied 
displacement and disturbance effects, due to the combination of waves (Pond, et al., 1978) (Craig, 
1973).  
An ocean wave consists of both transverse and longitudinal movements, this indicates that ocean 
waves exhibit orbital motion (Pond, et al., 1978). At the water surface, the diameter of the orbital 
motion is equivalent to the height of the wave, and it decreases exponentially with depth until the 
diameter is negligible. The position in the water column where the orbital motion has ceased is called 
the wave base, the distance from the surface to this point is equal to half a wavelength. The orbital 
diameter is therefore a function of wave height, wavelength, and depth within the water column, Fig. 
2.2 depicts the motion described above. 
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Fig. 2.2: The orbital motion extends from the surface down to the wave base.  The diameter of the motion decreases 
exponentially with depth until it becomes negligible at the wave base  (Ferreira, 2007). 
 
The wave motions described above implicate that the acquisition streamers towed in the water will be 
affected by the wave motions, and then end up recording noise. The rotational nature of the water 
particles suggests that at any given depth there will be both vertical and horizontal components of the 
water velocity. In 2-D, the water waves, w, can be given approximately as (deep water assumption): 
 (2.2) 
Where: A is the amplitude of surface waves,  is the wave number (λ is the wavelength), 
 is the angular frequency where g is the acceleration of gravity, z represents the depth within 
the water column and x is the lateral position. Streamers experience pressure fluctuations due to 
changing water column above. A 1cm change in the water column will result in a 1000μbar pressure 
change. Such values are orders of magnitude greater than the seismic signals being recorded by the 
streamers, and thus these pressure fluctuations will comprise part of the recorded swell noise. 
Swells are characterized by long wavelengths, high amplitudes and relatively long periods, typically 
between 9 and 15 seconds. Locally wind-generated waves can have short or long periods (0.2 to 9 
seconds for calm waters or 30 seconds to 5 minutes for stormy waters), and usually have high 
amplitudes with variable wavelength (Pond, et al., 1978). Swell energy is focused in narrow 
bandwidths whereas wind and storm generated wave energy is distributed across a wider bandwidth. 
The interaction between the streamer and these different waves can both directly and indirectly cause 
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pressure fluctuations that we observe as swell noise. However, the range of noise produced by these 
waves is relatively small (0.003Hz to 5Hz) and is typically removed by very low cut filters.  
Old streamer technology made use of kerosene filled streamers, which were particularly susceptible to 
generation of bulge waves within the streamer body. These bulge waves were due to forward and 
backward motion of the kerosene. New streamers are filled with foam so they are significantly less 
affected by this type of bulge wave. However, swell noise is still recorded, but to a lesser extent. The 
presence of swell noise across the streamer is likely due to bulge waves propagating along the outer 
surface of the streamer, as well as to interactions between the streamer and its own turbulent boundary 
layer. Details about streamer movement relative to wave motion are given by Elboth (2009). 
Some characteristics about weather noise have been given by Smith (1999): 
 Groups of traces affected by high amplitude, low frequency noise for the entire time extent of 
the traces. 
 Noise that appears random at 12.5 m sampling interval, yet frequently persist at some level, 
moving along the cable at speed of less than 5 m/s until off the streamer 
 Dominant frequencies in the 0-10 (15) Hz range 
 No amplitude decrease with time like seismic data 
 A decrease in magnitude from front to tail of the streamer 
Fig. 2.2 and Eq. (2.2) imply that the effect of swell noise should be lower if the streamer is towed 
deeper into the water, because of the exponential decay of the orbital diameter with depth. The amount 
of swell noise is reduced, but the ghost effect (described in section 2.1.2) makes this unpractical. There 
has been research on this topic, for instance by doing an over/under analysis, i.e. that several streamers 
are towed at different depths (Muyzert, 2007). In theory this is a good idea, in practice it is a whole 
other story. This method requires accuracy in the streamer positions. The top streamer is exposed to 
the same wave motion described above, i.e. in nice weather it will stay in position, but in bad weather 
it will move. Therefore, it works only in calm seas, where a normal streamer will give the same result. 
A streamer that consists of both hydrophones and accelerometers has been introduced to the market by 
PGS. It is claimed to eliminate the receiver ghost. Their acquisition design also allows separation of 
the wave field into up-going and down-going parts, and they believe that summing the pressure and 
velocity components will allow cancellation of the surface ghost, regardless of the tow depth or the 
current sea conditions (Carlson, et al., 2007). 
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To summarize, swell noise can roughly be divided into two groups: 
First the noise that is generated by the directly ocean swells, which means waves generated some 
distance away, is characterised with very low frequency, high amplitude and long wavelength. The 
second group is the noise generated by wind and storms locally at the survey site, this leads to higher 
frequency, higher amplitudes and shorter wavelengths. In addition, the interaction between wave 
motion and the turbulent boundary layer surrounding the streamer are believed to cause even higher 
frequency noise (up to 15 Hz) (Elboth, et al., 2009). Fig. 2.3 gives an example of a shot gather 
contaminated by large amounts of well noise. 
Removing weather noise can be difficult since it often contains the same frequencies as the actual 
seismic reflection data. It can be seen as the weather noise is “added” to the real data and results in 
signals with very high amplitudes. A first thought might be to use a low pass filter to remove the 
contaminated frequencies, because the frequency range of the noise is usually known. However, since 
the noise is mixed with the real data this can be more damaging than good. Therefore, removing 
everything under for instance 10Hz will diminish the data quality since large amounts of real data will 
be lost. On the other hand, the big ocean swells can often be removed by a low cut filter. Usually one 
of the first steps in de-nosing of seismic data is to apply a very low cut filter, restricted to an upper 
limit of around 2-3Hz. Ocean swells are often in the range between 0 and 3 Hz, and therefore gets 
attenuated during this first rough filtering. 
 
Fig. 2.3: Shot gather contaminated with large amounts of swell noise, especially between traces 1 to 45. 
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3. Commonly used noise attenuation methods 
Several efficient methods exist to attenuate random noise. Still it can be challenging to completely 
remove it without affecting the real data. Often several methods have to be combined to attack all 
types of random noise that contaminate a dataset, since the random noise can represent a wide range of 
frequencies and amplitudes.  
Below, a presentation of some frequently employed noise attenuation methods is given, with the 
emphasis on weather noise attenuation. Methods for removing coherent noise will not be dealt with 
since they are beyond the scope of this thesis. 
 
3.1 Frequency filtering 
The most commonly used frequency filters for removing random noise are high-, low- or band-pass 
filters, which can all be zero-phase, i.e. they only change the amplitude spectrum of the signal. These 
filters are normally designed in the frequency domain, where the wanted characteristics can be easily 
defined. The actual filtering operation can be carried out as a multiplication in the frequency domain 
or as a convolution in the time-domain. (Fig. 3.1 showing schematics of the latter.) 
 
Fig. 3.1: Schematic description of frequency filtering. Adapted from Yilmaz (2001).  
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3.2 Trace editing  
Trace editing includes a variety of methods, but most commonly implies removal of the most 
contaminated traces before any further processing. This leads to lower fold coverage, but can be useful 
if the noise is limited to a few traces. However, in a weather noise case it will most certainly remove 
too many traces. 
An example of a more comprehensive trace editing method can be found in Anderson et. al. (1989). 
Their basic idea is that traces contaminated with random noise do not show an amplitude decrease 
with time. The relative amplitude decay is found by calculating the median amplitude at selected 
points within a CMP-gather and interpolation between those. If the relative amplitude decay rates are 
greater or close to zero it corresponds to large S/N ratios, negative values correspond to small S/N 
ratios. The editing threshold is found by using the probability density function of the S/N ratios, which 
tends to be multimodal with its main peak at the non noisy traces, and one or more smaller peaks 
corresponding to the noisy traces. The editing threshold is then set to the small peaks corresponding to 
noise. 
 
3.3 Median filtering 
The very simplest type of median filtering is to use a sliding window in space and frequency, or time, 
which contains only three values. To demonstrate the method it will be applied to the following array 
x (note repeating edge values): 
 
 
 
 
 
The resulting output is then  
The drawback of median filtering is that it replaces the value regardless if it is high or not. For 
instance, if the three values are (2, 4, 3), the centre value (4) would have been replaced by the median 
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(3) even though it does not seem to be an outlier. Median filtering done the simple way might 
therefore lead to a smoothened dataset. However, there might be set a threshold that says that the value 
should be touched just in case it is over that threshold.  
Different improvements and variations of median filtering have been introduced. Liu et. al. (2006) has 
proposed a multistage median filter. It makes use of four windows for each point of interest, see Fig. 
3.2. The point of interest (n1 , n2) is in the middle of the four windows and the median from each of the 
four windows are found. Then only the minimum and maximum of those four values are kept, and the 
final output is the median of these two values and the original centre value (n1 , n2). If there are any 
remaining random noise in the data after this filtering it would have to be the main signal component 
within the filter window to be able to survive two stages of median filtering. An example accompanied 
by a graphical explanation is shown in Fig. 3.2. 
 
 
Fig. 3.2: Pre-stack field data adapted from Liu et. al. (2006) by Ferreira (2007). Illustration of the window system 
used, and date before and after filtering. 
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3.4 F-x prediction filtering 
The basic assumption behind this technique is that seismic data can be represented as a superposition 
of events with linear moveout. In general, a seismic section can be divided into overlapping windows 
where this assumption is valid. 
Consider now a linear event in space-time: 
 (3.1) 
Fourier Transform with respect to time gives: 
 (3.2) 
From Eq. (3.2) it follows that for a simple linear event, this function is periodic in x. 
Introduce now a sampling ∆x along the x-coordinate, i.e.: 
 (3.3) 
With N representing the total number of traces considered. 
From Eq. (3.3) it follows that a given traces value  can be predicted from its neighbouring trace 
through (assuming frequency ω constant): 
 (3.4) 
Hence, this suggests that this event is perfectly predictable with a complex Wiener filter. In practical 
applications a unit-delay predictive filter is being applied. The f-x prediction is applied to small 
windows to ensure that events are locally linear. Each calculated filter is first applied forward and then 
reversed in space, with the result averaged to maintain a symmetrical application. The inverse Fourier 
Transform is then applied to the filter result in each window, and the windows are merged to form the 
output image. 
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F-x prediction as presented by Canales (1984) is an industry standard procedure. It gives fairly good 
results for random noise attenuation, but it is not amplitude preserving. Also the underlying 
assumption of local linear events can be a problem in areas of complex geology. For completeness it 
should be mentioned that prediction methods can also be implemented directly in the time-offset 
domain (t-x). 
The four methods of removing random noise discussed above are all in use to some extent in the 
industry today, and they can all effectively be applied on weather noise.  
The remaining part of this thesis will deal with an alternative frequency-offset noise attenuation 
method, denoted time-frequency de-noising (TFDN).   
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4. Time-frequency de-noising (TFDN) 
Time-frequency de-noising is not a new technique, and it exists in various implementations in 
different processing packages. TFDN usually gives a good result in removing random noise and 
preserving the signal. First an introduction to a basic implementation of TFDN is given as used by 
Fugro Seismic Imaging. Next, some possible improvements are introduced and discussed. 
 
4.1 Original TFDN method 
The original TFDN algorithm described in this thesis is similar to the one presented by Elboth et. al 
(2008). It is also implemented and used by Fugro Seismic Imaging in their processing tool Uniseis. In 
this thesis a reprogrammed Matlab version of the commercially used algorithm has been developed. 
The theory is the same, although there might be small differences that are insignificant for the context. 
The algorithms are similar enough for the purpose of this thesis to be called the same. Therefore the 
method that is to be presented here can be used for testing to improve upon the existing algorithm in 
Uniseis.  
 
Fig. 4.1: Example of input data with swell noise, plotted in Matlab. 
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The next pages will give a stepwise description of how the basic algorithm works, from reading the 
input data to the final result. It is assumed that the input data takes the form of a shot gather (Fig. 4.1). 
The TFDN algorithm uses a sliding window in space and time. Therefore the user has to provide some 
information and parameters related to the input data before the correct filter design can be obtained: 
 Sampling interval of the data; from the sampling interval the proper size of the sliding window 
is calculated using the Nyquist frequency. From testing of different window sizes the best 
result is obtained when one sample corresponds to one Hz. This gives a default window size, 
twin, in samples equal to twice the value of the Nyquist frequency. 
 The number of samples, tmove, the vertical window is to move downwards for each step. This 
is in commercial use normally set to one, but for testing purpose a good enough result is 
obtained if it is set to around 5-15 samples (makes the algorithm run much quicker). 
 The number of traces in the horizontally sliding window, xwin. This parameter is dependent on 
the data, how much noise and how the noise is spread out through the dataset. 
 The max frequency, maxfreq, which is to be attenuated. This varies with the type of noise that 
the data is contaminated with, for weather noise maxfreq would typically be 10-15 Hz. 
 A user supplied threshold factor that is multiplied with the presumed noise free amplitude. The 
obtained value is then compared with the centre trace to check for noise.  
When the input data (Fig. 4.1) is read and the parameters are defined the data needs to be padded in all 
directions for the algorithm to manage to analyze the complete data set correctly. The reason for this is 
that the sliding window is at all times focusing on the samples and traces in the middle of the window. 
To make it possible for the values at the edges to be in the middle, the sides, top and bottom of the 
data set is padded. Zero-padding is used for the samples at the top and bottom, and mirroring of the 
traces is employed along the sides, sees Fig. 4.2. 
After this initial preparation of the dataset has been completed, a sliding window can be defined. First 
step is to define the vertically moving window. The size of this window is the value twin times the 
number of traces in the whole data section after padding. From now on this window is called inSlice, 
and is marked with a white rectangle in Fig. 4.2. 
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Fig. 4.2: The input data after it has been padded. The white rectangle marks the inSlice 
Before further analysis, the data is Fourier transformed to the frequency domain. In order to minimize 
truncation effects caused by the sliding window, a proper window function should be applied. 
Fig. 4.3 gives a simple example of two sinusoid signals embedded in white noise. 
 
Fig. 4.3: A simple example of spectral analysis of two sinusoids in white noise with sinusoidal frequencies of ω1=.2π 
(small circle) and ω2=.3π (big circle) and a data record length of N=128 points. Left is the expected result after FFT 
with no window function, and at right with a Hamming window. (y-axis: Magnitude (dB) from -40 to 20, x-axis: 
frequency (unites of pi) 0 to 1.) Adapted from Hayes (1996). 
 If no window function is applied, the image to the left shows that it is almost impossible to detect the 
first sinusoid (inside small circle) because of the sidelobe effect. In the image to the right a Hamming 
window has been applied and the sinusoids are now easily detected, but they have been widened a bit. 
A window function provides a trade-off between spectral resolution (main lobe width) and spectral 
masking (sidelobe amplitude). E.g. the sidelobe level in dB without a window is -13 and with a 
Hamming window it is reduced to -43 (Hayes, 1996). 
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In the implementation of the basic TFDN algorithm a Hamming window has also been used as defined 
by Matlab: 
 (4.1) 
Each trace in inSlice is therefore multiplied with this window function and then transformed to the 
frequency domain by using a FFT.  
 
Fig. 4.4: Simplified picture of inSlice after FFT. 
All data within the vertical window, inSlice, is now in the frequency domain. A horizontal sliding 
window is now defined inside the inSlice, with the size of xwin in the trace direction and twin as 
number of frequencies (shown as the blue area in Fig. 4.4). 
 
Fig. 4.5: Simplified illustration of how one frequency at a time is checked for noise. The red ellipse marks a gathering 
of amplitudes for one specific frequency. The amplitudes are sorted in the lowermost figure. 
The attenuation of noisy amplitudes will be carried out inside the horizontally sliding window. For 
each window position the centre trace, marked as the green trace in Figs. 4.4 and 4.5, is to be 
investigated for amplitude anomalies. The amplitudes of the centre trace are calculated, by taking the 
absolute value. To be able to decide if these amplitudes are too large they need to be compared with a 
presumed noise free value. For each frequency in the horizontally sliding window the amplitudes are 
calculated and sorted, as illustrated in Fig. 4.5. 
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From the sorted amplitude array the median or lower quartile is computed, depending on which of 
those two quantities is most suitable for attenuating the noise in the dataset considered. In Fig. 4.5 the 
purple amplitude value represents the median. The definitions of the median and the lower quartile are 
as follows: 
 (4.2) 
 (4.3) 
The chosen quantity is expected to represent an amplitude of a signal without noise. If less than 50 % 
of the traces in the window are affected by noise, the median will represent a good noise free 
amplitude. The lower quartile case only requires that 25% of the traces are noise free. 
If the centre trace amplitude, marked as green in all figures, is larger than the assumed noise free 
amplitude (the purple) times the user supplied threshold factor, the centre trace amplitude is damped, 
see Fig. 4.6. In case of median being employed this test and selection takes the form: 
 (4.4) 
Where r is the centre trace amplitude and 0.8 is a fixed multiplier employed to make sure that the 
amplitude is damped enough. The choice of 0.8 is a result of testing with different values.  
 
Fig. 4.6: Illustration of the damping of high amplitudes.  
This comparison process is repeated for all frequencies until the max frequency specified by the user is 
reached. When all the wanted frequencies are run through, the centre trace is transformed back to the 
time domain by an Inverse Fast Fourier Transform (IFFT). 
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The trace is then written to an output array, xoutData, as illustrated in Fig. 4.7. 
 
Fig. 4.7: xoutData, has the size of twin times the number of traces in the input data. 
The algorithm continues by sliding the horizontally window one trace to the right and the same 
process is repeated for the selected frequency range, now with a new centre trace. This continues until 
the sliding window has covered all the traces, and xoutData (Fig. 4.7) is filled up. 
Because the traces are multiplied with a window function before being transformed to the frequency 
domain, the quality of the data is acceptable only in the middle of xoutData.  
 
Fig. 4.8: The grey area has the size of tmove, and represents the data that is written to output for each time the 
vertical window moves down. 
The reason for this is that the window function applied tends to zero at the sides. Therefore, only the 
part marked with grey in Fig. 4.8 is kept and written to the outData (Fig. 4.7). The size of the grey part 
in Figs. 4.8 and 4.9 are the same as tmove, the number of samples inSlice is moved down for each step. 
This is why in commercial use the tmove is set to only one sample. 
 
Fig. 4.9: The grey area from Fig. 4.8 is here shown at its position in the output data. 
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inSlice is then moved tmove samples down to its next position and the whole process is repeated until 
it reaches the bottom of the data set. The final result, shown in Fig. 4.10, is written to file. 
 
Fig. 4.10: Final output. (The parameters have not been chosen to fit the dataset so there is still quite much swell noise 
remaining). 
 
In general the TFDN algorithm works well in attenuating seismic noise. An illustration of a simple 
application of the TFDN algorithm to a shot gather is shown in Fig. 4.11. The results obtained here are 
not perfect because the parameter choices are not truly optimized. However, still Fig. 4.11 
demonstrates that TFDN is an efficient method for removing noise at the same time as it does not alter 
the real data too much.  
 
Table 4.1: Parameters used to obtain the result in Fig. 4.11 
tmove 15 samples 
xwin 31 traces 
maxfreq 10 Hz 
User-supplied threshold 3 
Threshold criterion Lower quartile 
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Fig. 4.11: Before, after and difference plot after TFDN is applied with the parameters in Table 4.1. 
 
In the next sections of this chapter possible improvements of the original TFDN algorithm will be 
investigated. A number of strategies for computing the presumed noise free value will be studied. 
Also, a new idea for damping the high amplitudes is being proposed. 
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4.2 The Master-trace method 
The first attempt to refine the standard TFDN is to replace the median/lower quartile comparison 
criterion with an amplitude from a computed master trace. Still, the method is based on the same 
framework as the original TFDN algorithm (section 4.1). The difference is in the amplitude 
comparison part, where the master trace now is being used instead of the median/lower quartile. The 
master trace is constructed from the traces within the horizontally sliding window by correlating a 
number of assumed noise free traces, and then applying time shifts before making a stacked trace.  
All the operations described below are inside the horizontally sliding window.  
To build the master trace the energy for each trace is calculated, this gives a one dimensional array. 
The energy array is sorted in increasing order, the traces with energy below median are assumed of 
good quality. In time domain the same traces are sorted in the same order as the energy and the median 
trace is defined. Furthermore, the assumed good quality traces are correlated with the median trace to 
identify possible similarities.  
An example of a simple cross-correlation between two signals  and 
 is shown schematically in Fig. 4.12. The two signals are delayed a certain amount of 
time (i.e. the lag) and then multiplied together sample by sample. By scanning through different lags 
the curve at the bottom of Fig. 4.12 is obtained, indicating in this example that a maximum correlation 
occurs at a lag of 2 times samples. 
The formula Matlab uses for cross-correlation is: 
 (4.5) 
m being the lag, and the asteric denoting complex conjugating. 
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Fig. 4.12: Schematically description of cross-correlation. 
 
If the correlation coefficient of the real data is found to be exceeding a certain limit and the lag is not 
too large the traces have a certain amount of similarity. The test trace is then shifted in time relative to 
the zero-lag and then added to the median trace. For each good correlation the test trace is added to the 
median and the previously approved traces. Finally the stacked result is divided by the number of 
contributing traces and the master trace has been created in the time domain.  
Next, this master trace is Fourier Transformed to the frequency domain. The procedures for 
comparison and attenuation are the same as in the original TFDN. Except that instead of using the 
median or lower quartile amplitude, the amplitude corresponding to the specified frequency of the 
master trace multiplied with the user supplied threshold is used as a presumed noise free value. 
The motivation behind this change in algorithm is to obtain a better result in cases of strong signal 
reflections or events that occur in neighbouring traces. Therefore, when such traces are time shifted 
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and stacked it hopefully gives a more purely estimate of what can possibly be the correct signal, since 
the S/N-ratio is improved. However, the moveout that appears on shot gathers can be a problem for 
this method. If it is too big no correlations will be approved because the lag will be too large, therefore 
the method might work best on a common offset gather. 
 
 
Fig. 4.13: Colour plot showing the number of traces used to build up the master trace at each horizontally sliding 
window position for the dataset shown to the right. (The colour bar indicates the number of traces used.) 
 
Left part of Fig. 4.13 illustrates how many traces that are used to build up the master trace for each 
horizontally sliding window based on the data shown to the right. The most approved correlations are 
in areas with coherent events. For instance along the sea bottom and also around time sample 1800 for 
traces 80 to 150. In areas where weather noise dominates fewer traces are used to compute the master 
trace. The reason is that the traces within the window have less similarity. 
If the number of approved correlations are very low the master-trace method is almost identical to the 
original TFDN. The corresponding master trace is then essentially being constructed as the correlation 
between the median and itself (i.e. auto-correlation), which is the same as saying that the median is to 
be used in the selection. Except that the median in the master-trace method is constructed from energy, 
which can differ a bit from the median amplitude since the energy is calculated for the whole trace and 
the median amplitude is found for each frequency.  
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4.3 The Bekara method 
The second refinement of the standard TFDN is implementing ideas from a statistical method 
developed by Bekara et. al (2008). This method is also tested by Analiese Ferreira in her master 
dissertation from the University in Leeds (Ferreira, 2007).  
The advantage of the Bekara method is that it might be better at identifying a noise free amplitude than 
the original TFDN. 
The code used here is built on the original code received from Dr. Bekara. It is implemented as an 
alternative to the inner-loop of the original TFDN. 
The idea is now that the noise problem can be considered from an outlier detection perspective: 
samples within a dataset will fall into one of two categories, either they are valid data, or they are 
noise (outliers). In statistical terms, data categorization consisting of n subpopulations, such as 
described above, can be referred to as a Finite Mixture of Models. The Bekara method employs an 
algorithm presented by Hasselblad (1969), which is a modification of the Expectation Maximization 
technique, to detect outliers present within datasets (Ferreira, 2007). 
The following is a description of the method based on work of Ferreira (2007), with a few 
adjustments. 
Inside the sliding window, for each frequency compute  
 , where   (4.6) 
with Ak(f) representing the amplitude of trace k for a given frequency f, and n being the total number 
of traces within the window. 
It is assumed that data and noise are independent and identically distributed and that an exponential 
distribution is suitable to describe both populations.  
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The Bekara model will then take the following form of an exponential probability density function, 
where I0 is defined as the set of signal data and I1 as the outlier data: 
 (4.7) 
In Eq. (4.7) λ0 is the mean of the data amplitudes and λ1 is the mean of the outlier amplitudes. 
Moreover, λ1 > λ0 since outliers are represented by larger amplitudes. The distribution is illustrated in 
Fig. 4.14. 
 
 
Fig. 4.14: Plot detailing the interaction of the exponential distributions describing signal and noise events. Noise events 
have a larger tail and thus are more likely to generate high amplitude events as indicated from the plots. 
Consequently, the mean of the noise will be larger than that of the signal (Ferreira, 2007). 
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To derive a solution for the outlier detection problem the so-called Finite Mixture of Models theory is 
applied. The probability density function of the whole dataset is then represented as follows: 
 (4.8) 
where  is the a priori probability of r being an outlier, and  for r 
being a real signal. 
The objective is to determine the posteriori probability , and obtain estimates for the mean 
of the data and outliers.  
The posteriori probability is solved using Bayes’ rule: 
 
 
(4.9) 
A datum, r will be defined as an outlier if its posteriori probability is greater than a threshold value β 
i.e. 
 (4.10) 
Large values of β indicate that there must be a great difference between data and noise amplitudes for 
any sample to be considered an outlier. In other words, large values of β indicate that samples must be 
highly likely to be noise in order to be detected. 
Combining Eqs. (4.8) and (4.9) gives: 
 (4.11) 
There are three unknown parameters  that must be estimated in order to determine the 
posterior probability.  
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The maximum likelihood estimation of this model is given by the following iterative scheme 
(Hasselblad, 1969): 
 
 
 
(4.12) 
To start this iteration, the user gives an initial parameter α that is between 0 and 1, and represents an 
estimate of the percentage of outliers in the data. It has to be estimated by visual inspection of the data. 
From α initial values for  is correspondingly calculated. 
From the obtained MLE estimates  a new threshold criterion is estimated that is used to 
determine if the r is an outlier. This threshold criterion is obtained from Eq. (4.10) and replacing the 
unknown parameters with these estimates. A sample r is an outlier with probability β if: 
 (4.13) 
The attenuation of the outliers is done employing the following formula, similar to the one used in the 
original TFDN algorithm (section 4.1):  
 (4.14) 
From the rather comprehensive description above it seems like the TFDN algorithm has undergone 
large changes. However, the TFDN does still work within the same framework and the Bekara method 
is called as a function in the innermost for-loop. What happens is that the centre trace amplitude, r, is 
tested for being an outlier (i.e. noise) employing Eq. (4.13). The centre trace amplitude is then damped 
using the formula given by Eq. (4.14). This is repeated until the max frequency is reached and the 
centre trace is transformed back to time domain. Furthermore, it is written to the output as in the 
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original TFDN, before the horizontally sliding window is moved to its next position and the whole 
process is repeated. 
Compared to the original TFDN this method is using a more comprehensive statistical approach to 
discriminate between noise and data. A drawback is that the calculation time increases significantly. 
On the other hand, the advantage is that the user does not have to give the threshold value that together 
with the median or lower quartile defines the attenuation limit for the original method. This threshold 
can for an inexperienced user be a bit of a guess work. Although values for α and β has to be given in 
this new formulation, the algorithm is not very sensitive to variations in those parameters. 
 
4.4 TFDN with f-x-prediction filtering 
The last possible improvement of the original TFDN method discussed in this thesis is to combine a 
standard f-x prediction filtering algorithm (Canales, 1984), as described in section 3.4, with an existing 
TFDN algorithm.  
The idea of implementing f-x prediction filtering inside the TFDN algorithm came from the article 
“Advances in swell noise attenuation” (Schonewille, et al., 2008). The authors discuss an 
improvement in how to apply f-x prediction filtering to attenuate swell noise and at the same time 
preserve the wanted data. They use sliding windows and go through each frequency the same way as 
TFDN does. Noisy amplitudes are detected, how is not mentioned, and the f-x prediction filter is 
applied to attenuate the large amplitude values. The algorithm is then iterated 3-10 times until an 
acceptable result is obtained. The main conclusion arrived upon in this paper is:  
“By identifying noisy trace segments, clipping the amplitudes of the frequencies, applying 
iterative FX prediction filtering, and replacing the trace segments with their filtered versions, 
a strong improvement in noise attenuation can be obtained while the signal is preserved.” 
(Schonewille, et al., 2008)   
The approach used to combine the methods in this thesis is quite simple. A TFDN algorithm detects 
what it think is a noisy amplitude and instead of damping it as before f-x prediction filtering is applied. 
To detect amplitude anomalies any of the three methods from section 4.1-4.3 can be employed. 
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In the explanation that follows it will be assumed that it is the original TFDN method with the median 
threshold that is used to detect the noise. The flow in the algorithm will then be as follows: 
Input data is loaded and the algorithm compares the centre trace in the horizontally sliding window 
with the median times the user supplied threshold. If it finds that for a specific frequency the centre 
trace is contaminated by noise the damping process will be carried out employing f-x filtering as 
described in section 3.4. The input to the f-x- prediction filter are the trace amplitudes within the 
horizontally sliding window corresponding to the frequency considered. After damping the high 
amplitude the filtered window is sent back to the TFDN algorithm and the sample at the centre trace is 
taken out and written to the output data in the same way as it is done for all the other algorithms. For 
each frequency of the centre trace that is defined as a noisy amplitude the window is run through the f-
x prediction filter. Unfortunately this makes it a very time consuming method. However, in this thesis 
the computation time is not taken into consideration when the methods are to be compared since the 
codes used are not programmed to be commercial. 
To be able to attenuate the noisy amplitudes to an acceptable level the algorithm has to be iterated 
several times. This leads to an even more time consuming implementation, but it is still worth testing 
to see if the results obtained are as good as predicted by Schonewille et. al. (2008). If this is the case, 
further development of the method to make it faster should be considered in the future. 
An advantage with implementing f-x prediction filtering inside TFDN is that it can be combined with 
all the previous described TFDN methods for defining a presumed noise free amplitude. 
 
4.5 Other features 
During this work some ideas of improvements evolved. The most significant one is to replace the 
single-trace noise-attenuation implementation with an ensemble of traces. Hence, the number of traces 
that should be investigated for noise at the same time is defined, xmove. This is limited to be no more 
than 1/4 of the horizontal window size, because it does distort the results if the size of the area is not 
chosen carefully. 
Calculations based on the Bekara method are computer demanding compared to the original TFDN. 
Therefore this multi-trace implementation will be employed for computing the Bekara method, both 
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when using the original algorithm as well as when it is combined with the f-x prediction filtering. This 
improves the calculation time for the method itself, and also for the f-x part. The f-x algorithm can 
now be calculated only once for each frequency for each area (compared to for every trace as done 
normally). From practical testing a centre area of 5 traces seems to be a good choice. 
TFDN is mostly used to remove random noise from shot gathers, common offset gathers, CDP gathers 
etc. In this thesis it will only be tested for its capability of weather noise attenuation. However, it may 
also be employed to remove coherent noise. The data needs then to be sorted in a domain that makes 
the noise appear random. The noise is now attenuated and the data is transformed back. This is exactly 
the same procedure as used in this thesis, but here it is restricted to transformations between time and 
frequency domain.  
A general overview of the idea is: 
1. Transform the signal from time-domain into a domain where data and noise can be separated. 
2. In this new domain, remove or attenuate the noise. 
3. Transform the data back to the time-domain. 
It is not possible to obtain a perfect result operating on only one type of gather, as done in this thesis. 
An example of commercial use is shown in Fig. 4.15, which is a plot of stacked data before and after 
TFDN has been applied. In this case TFDN has been applied on pre-stack data both in the shot- and 
CMP-domain. 
 
Fig. 4.15: Left: original stack. Middle: Stack after TFDN was applied in the shot and CMP domain before stack. 
Right: Difference plot  (Elboth, et al., 2008). 
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5. Testing of the methods 
5.1 Introduction 
To be able to evaluate the proposed methods they have to be tested. Each method is therefore applied 
on a synthetic dataset with real noise superimposed. It will then be easy to compare the quality of the 
methods. The synthetic dataset will also be processed employing the industry implemented version of 
TFDN in Uniseis, with parameters similar to those used when testing in Matlab. The result from 
Uniseis will be used as a reference, representing good quality output.  
Additionally another industry program, RANNA, doing f-x prediction filtering (also part of Uniseis) 
will be employed for the benchmarking. RANNA is implemented employing a sliding window. The 
window includes all samples and a specified number of traces. This is the traditional way of applying 
prediction filters. 
Comparison of the methods will be done by visual inspection of the results obtained from the different 
tests (output and difference plots), and by comparing the energy content. The energy for each trace and 
sample will be graphically displayed. The energy for each output will be compared with the energy of 
the reference method. 
Those methods that show good results, or are believed to produce a better output when applied on a 
different dataset will be tested on real data represented by a shot gather or a common offset gather. 
Those input datasets will also be processed using the Uniseis version of TFDN to make a reference 
output. The evaluation of the methods will follow the same procedure as for the synthetic data.  
Input parameters are chosen separately for each input dataset. For the synthetic data all the methods 
are applied with the same initial parameters. This might not lead to perfect results, since ideally the 
parameters should be specifically tuned for each method. However, the chosen strategy should give a 
fair comparison of the methods and possibly identify opportunities for improvements. Tests applied on 
the shot gather and the common offset gather might use specifically tuned parameters, this depends on 
the results from the initial tests employing the synthetic data. 
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5.2 Synthetic dataset 
The signal part of the synthetic shot point gather contains 10 reflected events, see Fig. 5.1. To make it 
challenging for the de-noising methods real weather noise is added. The result is a dataset consisting 
of 201 traces, each trace with a maximum recording time of 5.8 sec (this implies 1452 samples per 
trace using a sample interval of 4 msec). 
 
Fig. 5.1: Synthetic source gather with real weather noise added, consisting of 201 traces with a maximum recording 
time of 5.8 seconds. 
 
The input parameters for the tests are shown in Table 5.1. tmove is set to 5 to ensure good quality of 
the output and at the same time limit the computational time. xwin is set to 35 after carefully 
examining the amount of noise and how it is spread out through the traces. maxfreq is set to 15Hz 
because weather noise usually appears in the range 0-15 Hz. The user supplied threshold is chosen by 
experience and trial and error. The specific parameters for the Bekara method are chosen quite strict to 
ensure a good result. 
During testing the output from the Uniseis TFDN LQT (lower quartile) will be used as a reference 
representing a good quality method. The reason for using lower quartile instead of the median is 
because the data is highly contaminated with noise, i.e. more than 50% of the traces. To obtain a good 
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result during stacking, the magnitude of the noise should not be more than a few orders higher than the 
real data. Therefore LQT is chosen to make sure that the noise is sufficiently attenuated. However, 
Uniseis TFDN MED (median) is applied as well to demonstrate the difference. 
 
Table 5.1: Parameters used for the different tests on the synthetic dataset. 
Method Parameters for the different methods 
  tmove xwin xmov
e 
maxfreq User supplied thrs. β α Itr. 
Uniseis TFDN LQT 5 35 1 15 2.5 -   1 
Uniseis TFDN MED 5 35 1 15 2.5 - - 1 
Uniseis RANNE Default parameters, size of moving window are 50 traces. 
TFDN LQT 5 35 1 15 2.5     1 
Master-trace 5 35 1 15 2.5 -   1 
Bekara 5 35 1 15 - 0.8 0.2  1 
Bekara 5 35 5 15 - 0.8 0.2  1 
TFDN f-x LQT 5 35 1 15  2.5 -   3 
TFDN f-x MED 5 35 1 15  2.5 -   3 
Master -f-x 5 35 1 15  2.5 -   3 
Bekara f-x 5 35 5 15 - 0.8 0.2 3 
 
Curves displaying the output energy from the reference test are plotted together with the original total 
energy to visualize how much energy is attenuated employing a commercially good method. A curve 
that represents the energy of the synthetic dataset before noise was added, it is also included in these 
plots. The overall goal is to obtain an output as close to the noise free data as possible. Hence, for the 
other methods the output energy from the actual test is plotted together with the output energy from 
the reference case and as well as the noise free case to make it easy to evaluate the result. 
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5.2.1 Uniseis TFDN LQT 
 
Fig. 5.2: Input, output and difference plots after Uniseis TFDN LQT is applied. 
Fig. 5.2 shows the result obtained for the reference method. Since this is a commercial program a good 
result was expected. By examining the output and difference plots the noise seems to have been 
attenuated to an acceptable level. However, traces of coherent events are present in the difference plot, 
especially in the area where the events are close and crossing each other. 
Fig. 5.3 displays the energy of the synthetic data with and without noise as well as that of the reference 
output data. Fig. 5.4 represents the same type of plot but this time omitting the energy of the input 
data, which makes it easier to compare the reference with the noise free events. 
Combining the information obtained from Figs. 5.2 and 5.3 gives a good indication about where the 
noise appears, as summarized in Table 5.2. 
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Fig. 5.3: The amount of energy attenuated from the synthetic data. Left: for each sample. Right: for each trace. 
 
Table 5.2: Locations in the synthetic dataset heavily contaminated with weather noise. 
Traces contaminated by noise 
1 – 60 
80 – 100 
135 – 160 
170 – 200 
Fig. 5.4 indicates how well the reference method manages to restore the real data. For the areas with 
high amounts of noise the energy of the output is still much higher than in the noise free case. It is not 
expected that the method should be able to remove the noise completely. However, the level of energy 
in the noisy areas compared to the energy in the ”quiet” areas is acceptable. Furthermore, a problem is 
that between traces 100 and 140 the output energy is slightly lower than for the true signal. This 
supports the observation made from Fig. 5.2 that some coherent energy is removed. A reason might be 
that the area is complex with steep dipping and crossing events. To solve this problem the user 
supplied threshold could have been set higher, but then less noise would have been removed. 
 
Fig. 1.4: Energy amount in the reference dataset compared to the noise free synthetic data. Left: for each sample. 
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5.2.2 Uniseis TFDN MED 
 
Fig. 5.5: Input, output and difference plots after Uniseis TFDN MED is applied. 
Although it is recognized that Uniseis TFDN MED can not remove as much noise as the reference test 
employing the LQT option it can still be interesting to show its performance.  
Again the highest amplitudes are attenuated, but this time there is a significant amount of noise left. 
No coherent events are visible in the difference plot in Fig. 5.5, and the graphs in Fig. 5.6 also 
illustrate that little coherent energy are removed. Especially for traces 100-140 (image to the right in 
Fig. 5.6) the output energy matches the noise free case, and has therefore managed to restore the date 
better than the reference case. This supports the idea that the reference test would have given a result 
with less coherent energy being attenuated if the comparison criterion had been set higher. 
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Fig. 5.6: The amount of energy remaining in the output dataset compared to the reference and the noise free synthetic 
data. Left: for each sample. Right: for each trace. 
 
5.2.3 Uniseis RANNA 
 
Fig. 5.7: Input, output and difference plots after Uniseis RANNA is applied. 
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RANNA is a commercial de-noising method based on f-x prediction filtering. However, as Figs. 5.7 
and 5.8 illustrate the result obtained can not compete with TFDN. It does remove some noise, but also 
a large amount of the data. Especially it can be seen from the trace energy curves between traces 80-
100 (image to the right in Fig. 5.8) that much noise has been left. This corresponds to the high amount 
of noise seen in the output in Fig. 5.7 for the same traces. In addition some energy are generated, 
which makes the final result quite poor. 
 
Fig. 5.8: The amount of energy remaining in the output dataset compared to the reference and the noise free synthetic 
data. Left: for each sample. Right: for each trace. 
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5.2.4 TFDN LQT 
 
Fig. 5.9: Input, output and difference plots after TFDN LQT is applied. 
TFDN LQT is supposed to be almost identical to the reference method since they are based on the 
same theory. However, as seen from the energy graphs in Fig. 5.10 and also by comparing Figs. 5.2 
and 5.9 differences do exist. The algorithms are based on two different implementations, and some 
smoothening has been applied in the Uniseis version. The Matlab implementation does remove more 
noise, but also removes slightly more coherent energy. Although, it looks like the increase in amount 
of noise removed has increased more than the amount of coherent energy removed. Consequently, it 
shows a better signal to noise ratio than in the reference case. 
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Fig. 5.10: The amount of energy remaining in the output dataset compared to the reference and the noise free 
synthetic data. Left: for each sample. Right: for each trace. 
 
5.2.5 The Master-trace method 
 
Fig. 5.11: Input, output and difference plots after the master-trace method is applied. 
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The result obtained employing the master-trace method is not good, as can be seen from Fig. 5.11. The 
threshold is obtained by stacking similar traces inside the sliding window. If only a few correlations 
are approved the threshold might not be very well defined. This can happen when the events have 
steep dips, like in the synthetic dataset.  
Inspection of the trace energy curves (image to the right in Fig. 5.12) shows that the amount of energy 
is less than for both the reference and the noise free data case in the areas which are almost noise free. 
In the areas that are severely contaminated by noise the energy amount are strongly varying compared 
to the reference. The sample energy (image to the left in Fig. 5.12) shows the same trends. Therefore, 
the result obtained using the master-trace method is not of good quality. 
 
Fig. 5.12: The amount of energy remaining in the output dataset compared to the reference and the noise free 
synthetic data. Left: for each sample. Right: for each trace. 
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5.2.6 The Bekara method 
 
Fig. 5.13: Input, output and difference plots after the Bekara method is applied. 
Fig. 5.13 shows the results obtained employing the Bekara method to the synthetic dataset. Most of the 
noise has been removed, and the data is well preserved. From the right image in Fig. 5.14 it follows 
that the output fits the noise free curve better than the reference case for traces 100-140, which is the 
area where most methods remove coherent energy. However, a problem is that the Bekara method 
does not attenuate as much noise as the reference. A possible improvement can be to iterate the 
algorithm twice. Anyway the result is promising since it overall manages to preserve the data better 
than the reference. 
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Fig. 5.14: The amount of energy remaining in the output dataset compared to the reference and the noise free 
synthetic data. Left: for each sample. Right: for each trace. 
 
5.2.7 The Bekara method with a centre area of 5 traces 
 
Fig. 5.15: Input, output and difference plots after the Bekara method with centre are of 5 traces is applied. 
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In order to speed up the computations an alternative implementation of the Bekara method is to 
employ an ensemble of traces instead of a single trace. Fig. 5.15 shows the result obtained using an 
ensemble of 5 traces, the output are very much the same as the one in Fig. 5.13. In Fig. 5.16 the energy 
curves for the two Bekara versions are plotted together, and almost no difference can be seen. 
Therefore, the idea of damping an ensemble of amplitudes with the same threshold has proven to be 
feasible. 
 
Fig. 5.16: Energy difference when the Bekara algorithm is applied using respectively a single trace and an ensemble of 
5 traces. 
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5.2.8 TFDN LQT combined with f-x prediction filtering 
 
Fig. 5.17: Input, output and difference plots after TFDN LQT combined with f-x prediction filtering is applied. 
F-x prediction filtering in combination with TFDN LQT gives a result (see Fig. 5.17) that removes 
almost all the noise. However, it does also remove much of the real events. As can be seen from Fig. 
5.18, the red output curve shows a lower level than both the green and blue curves in most areas. This 
implies that the amount of energy in the output is lower than in the noise free section. The method 
might have been more successful using a higher threshold value in combination with two iterations.  
An anomaly occurs around trace 90, where suddenly energy that seems to be of high-frequency 
character is present in the output (also seen in the trace energy curves in the right image in Fig. 5.18). 
This happened in all the tests where the f-x prediction filtering was applied to the synthetic data. It 
might be something wrong with the algorithm, but due to limited time this has not been investigated 
further. 
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Fig. 5.18: The amount of energy remaining in the output dataset compared to the reference and the noise free 
synthetic data. Left: for each sample. Right: for each trace. 
 
5.2.9 TFDN MED combined with f-x prediction filtering 
 
Fig. 5.19: Input, output and difference plots after TFDN MED combined with f-x prediction filtering is applied. 
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Even though TFDN employing median threshold resulted in an unsatisfying output, the same method 
combined with f-x prediction filtering is more successful, as seen in Fig. 5.19. The reason is that when 
using prediction filtering the process is iterated 3 times, which leads to a lower threshold for each run. 
Therefore, when the threshold has a higher value initially the iteration process will not lead to a too 
low comparison criterion for the final run. This is why the LQT option displays a poorer result than 
the MED option. 
From the energy curves in Fig. 5.20 it can be seen that the energy of the output is in some areas larger 
than the reference and in other areas smaller. For the most challenging area between traces 100-140 it 
is more similar to the noise free data than the reference is (image to the right in Fig. 5.20), which 
results in an output that overall preserves the data better. 
 
Fig. 5.20: The amount of energy remaining in the output dataset compared to the reference and the noise free 
synthetic data. Left: for each sample. Right: for each trace. 
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5.2.10 The Master-trace method combined with f-x prediction filtering 
 
Fig. 5.21: Input, output and difference plots after the master-trace method combined with f-x prediction filtering is 
applied. 
The results obtained employing the standard master-trace method in section 5.2.5 was rather poor. 
Therefore it was not expected that the master trace combined with f-x prediction filtering would score 
any better, because the noise threshold is the same. 
The output shown in Figs. 5.21 and 5.22 are of low quality. The output energy is, for both samples and 
traces, in most places lower than for both the reference and noise free data cases (Fig. 5.22). More 
coherent energy is present in the difference plot than in the output (Fig. 5.21). 
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Fig. 5.22: The amount of energy remaining in the output dataset compared to the reference and the noise free 
synthetic data. Left: for each sample. Right: for each trace. 
 
5.2.11 The Bekara method combined with f-x prediction filtering 
 
Fig. 5.23: Input, output and difference plots after the Bekara method combined with f-x prediction filtering is applied 
(centre area of 5 traces). 
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The Bekara method resulted in a good quality output when it was applied in its original form. 
When combining it (using an ensemble of 5 traces) with f-x prediction filtering the results shown in 
Figs. 5.23 and 5.24 were obtained. The method works fairly well but slightly too much coherent 
energy has been removed, especially for traces 100-140. However, the overall impression is good and 
a further parameter tuning and also iterating twice may improve the result. 
 
Fig. 5.24: The amount of energy remaining in the output dataset compared to the reference and the noise free 
synthetic data. Left: for each sample. Right: for each trace. 
 
5.2.13 Discussion 
In order to limit the parameter combinations and to make the comparison tests feasible to carry out 
within the restricted time format of this thesis, the chosen strategy was to employ very much the same 
parameter choices for all methods considered. This procedure may explain why the various methods 
performs quite different and in some cases rather poor. 
It was believed that the Uniseis and Matlab versions of TFDN LQT would perform very similar, since 
the codes are expected to be almost identical. However, the Matlab version did remove more noise and 
also slightly more coherent energy, and then ended up with a better signal to noise ratio. In this thesis 
all the other methods applied use the same framework as the Matlab TFDN. Therefore the results 
obtained here might not be the same if the methods are combined with the Uniseis version of TFDN. 
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To test this further, both the Uniseis and Matlab TFDN LQT versions will be applied to a real shot 
gather and a common offset gather.  
The original TFDN that designs the threshold from the median amplitude will not be further tested. 
The main reason is that the following datasets are too contaminated with noise for the median method 
to make a good output.  
The use of the industry program RANNA gave a very poor result. This is in accordance with the 
observation that f-x prediction filtering is not amplitude preserving and will run into problems when 
the dips are too steep. Due to its poor performance, RANNA will not be further tested. 
The master-trace method was not believed to give good results, but the output was even worse than 
expected. The events in the synthetic data represent steep slopes, which can be a problem when the 
master trace is computed, since only correlations within a limited lag are approved. Therefore, this 
way of creating a threshold is thought to be better tailored to a common offset gather, or other data-
sorting domains that show more horizontal events. Hence, both the normal master-trace method and 
the master trace combined with f-x prediction filtering will be applied to a common offset gather in 
order to test for possible improvements. 
Regarding the Bekara method the expectations were quite high since this is a method that has been 
extensively tested before (Ferreira, 2007). In general, the method performed quite well and removed 
slightly more noise than the reference method. In addition it is data preserving, which is very 
important. Possible further improvements could be obtained if the method was run twice. In order to 
speed up the computations, a version of the Bekara method using an ensemble of 5 traces when doing 
thresholding was investigated. The results obtained were so satisfying that in the remaining part of this 
thesis the Bekara method will be run in this mode. When the Bekara method was combined with f-x 
prediction filtering it removed noise efficiently, but also some coherent energy. To further improve the 
result it might be an idea to iterate twice, and to tune the parameters. To further investigate the 
performance of the Bekara method it will be applied to a shot gather and run using both one and two 
iterations. In combination with f-x prediction filtering it will be tested on a shot gather, with two 
iterations.  
From these tests it seems that the original TFDN is still the most successful method. However, the 
Bekara method is a close competitor. Tests on real data will show if the same trends are observed. The 
master-trace method is expected to perform better when applied to a common offset gather. 
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5.3 Shot gather 
The shot gather employed is shown in Fig. 5.25 and contains 480 traces each of them consisting of 
2048 samples (samplings interval of 4msec).  
 
Fig. 5.25: Shot gather with 480 traces and a recording time of 8 seconds. 
The same type of analysis will be carried out as for the synthetic dataset. Except that this time the 
energy amount of the noise free dataset is unknown. Therefore the output from the reference test will 
be used as the benchmark. 
The different methods tested together with their corresponding parameters, are given in Table 5.3. 
Table 5.3: Parameters used for the different tests on the shot gather. 
Method Parameters for the different methods 
 
tmove xwin xmove maxfreq User supplied thrs. β α Itr 
Uniseis TFDN LQT 5 45 1 15 3.2 - - 1 
TFDN LQT 5 45 1 15 3.2 - - 1 
Bekara 5 45 5 15 - 0.9 0.2 1 
Bekara 5 45 5 15 - 0.9 0.2 2 
TFDN f-x LQT 5 45 1 15 3.5 - - 2 
Bekara f-x 5 45 5 15 - 0.9 0.2 2 
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5.3.1 Uniseis TFDN LQT 
 
Fig. 5.26: Input, output and difference plots after TFDN LQT is applied in Uniseis. 
In Fig. 5.26 the reference test is displayed as respectively before, after and difference plots. The final 
filtered result looks fairly good. The most damaging weather noise has been attenuated, but there are 
still some noise left. A larger amount of noise would have been removed if the user supplied threshold 
was chosen smaller, but correspondingly more coherent energy from the sea bottom reflections would 
have been attenuated as well. Hence, it is a trade off between data preservation and noise removal. 
For this input-data noise are mostly present from 3 seconds and down, corresponding to sample 750 
and beyond in the image to the left in Fig. 5.27. The kick in the energy curve around sample 1050 (i.e. 
4.2 seconds) is due to the boundary defined by the far offset sea bottom reflections. This information 
makes it possible to use the sample plot in the further comparisons. If the output energy for the 
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following tests is less than the reference between samples 1 to 750 coherent energy is most likely 
removed.  
 
Fig. 5.27: Energy content before and after noise attenuation. Left: for each sample. Right: for each trace. 
The trace energy curve (image to the right in Fig. 5.27) gives information about where noise is present 
in the dataset. The “spikes” in the input energy represent areas with noise, see Table 5.4. Comparison 
of the trace energy plot with the difference plot in Fig. 5.26 proves that energy has been attenuated at 
the “spike” locations. 
    Table 5.4: Locations in the shot gather heavily contaminated with weather noise. 
Traces contaminated by noise 
45 – 75 
245 – 265 
275 – 295 
310 – 385 
465 – 475 
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5.3.2 TFDN LQT 
 
Fig. 5.28: Input, output and difference plots after TFDN LQT is applied in Uniseis. 
Inspection of the sample energy curves shown to the left in Fig. 5.29 indicates that the output energy is 
very similar to that of the reference within the part containing the sea bottom reflections. Furthermore, 
in the deeper part the Matlab version of TFDN attenuates more energy. The trace energy curves (to the 
right in Fig. 5.29) differ most in the areas that are contaminated with noise (see Table 5.4) and it is the 
Matlab version that removes most energy. 
The corresponding data plots in Fig. 5.28 support the conclusion obtained from the energy curves. 
Compared to the reference method in Fig. 5.26 more noise is now attenuated, especially from 4.5 
seconds and down. It is possible to detect some coherent events in the difference plot, but they are all 
weak. It is difficult to say how much of the sea bottom reflections that should be “allowed” to be 
removed before the data gets distorted, but in Fig 5.28 it is within reasonable limits.  
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Fig. 5.29: Energy content for the output (red) and the reference method (blue). Left: for each sample. Right: for each 
trace. 
 
5.3.3 The Bekara method, one and two iterations 
 
Fig. 5.30: Input, output and difference plots after The Bekara is applied. 
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In this section two different filtered outputs are presented: Fig. 5.31 shows the result obtained after 
iterating the Bekara algorithm twice with the same input parameters, and Fig. 5.30 shows the result in 
case of a single iteration. 
The differences between Fig. 5.30 and 5.31 are not large. When the method is iterated more noise is 
removed, and therefore it results in a better output. The drawback is that the signal part of the data is 
slightly worse preserved, resulting in a small amount of coherent events visible in the difference plot 
in Fig. 5.31.  
 
Fig. 5.31: Input, output and difference plots after The Bekara is applied with two iterations. 
To support the conclusions drawn from the difference plots the energy contents were also investigated. 
To ease this analysis the energy for both outputs were plotted together with the reference energy, as 
shown in Fig. 5.32. To further enhance possible differences the sample energy curves were plotted for 
two separate ranges of samples, i.e. between respectively samples 1-1100 and samples 1100-2048. 
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Fig. 5.32: Energy content for the two Bekara versions and the reference. Top left: for each sample down from sample 
1 to 1100. Top right: for each sample from 1100 and down. Bottom: for each trace. 
Within the first sample range (top left in Fig. 5.32), which includes the sea bottom reflections, the 
energy content for all the three methods is very similar down to about sample 800. Beyond that sample 
there is a slight tendency that the iterated method has removed more energy. In the lower sample range 
of the dataset (top right in Fig. 5.32) the three energy curves are more different. The single-iteration 
application is most similar to the reference, but removes a little less energy, while the iterated version 
removes more. 
The trace energy curves (lower part of Fig. 5.32) confirm the same trends, especially for the noisy area 
between traces 45 to 75. For the less contaminated traces 100-175 the energy are the same for the three 
tests, which confirms that the iterated Bekara method still preserves the data. 
Hence an iterative version of the Bekara method seems to give a better overall result than the reference 
Uniseis TFDN. 
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5.3.4 TFDN LQT combined with f-x prediction filtering 
 
Fig. 5.33: Input, output and difference plots after TFDN LQT in combination with f-x prediction filtering is applied. 
When TFDN LQT combined with f-x prediction filtering was applied to the synthetic dataset the 
obtained result was rather poor. Therefore, for this shot gather the input parameters were modified so 
that the algorithm was iterated only twice and the user supplied threshold was initially higher, which 
together resulted in a higher threshold. The results obtained using this new strategy is much better, as 
shown in Fig. 5.33. 
Although the difference plot does contain some coherent energy from the sea bottom reflection, 
inspection of the sample energy curves to the left in Fig. 5.34 shows that only small differences in the 
curves are observed for the upper samples. Therefore the amount of removed energy is small 
compared to the energy left in the output. Moreover, the increase in the amount of removed noise is 
much larger than the increase in the removed coherent energy, producing a result that is very 
promising.  
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Fig. 5.34: Energy content for the output (red) and the reference method (blue). Left: for each sample. Right: for each 
trace. 
 
5.3.5 The Bekara method combined with f-x prediction filtering 
 
Fig. 5.35: Input, output and difference plots after the Bekara method in combination with f-x prediction filtering is 
applied. 
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Compared to the previous section the Bekara method when combined with f-x prediction filtering 
gives an even better result. Based on experiences from the synthetic data test, the input parameters 
were now slightly adjusted so that only two iterations of prediction filtering was employed and also 
the probability threshold β was set to 0.9. 
The final result obtained is shown in Fig. 5.35. First of all, the output looks good, with much of the 
noise being attenuated. Secondly, the difference plot shows that a very little coherent energy is 
attenuated (only a weak trace of the sea bottom reflections are visible if studied carefully). Compared 
to the reference in Fig. 5.26 slightly more coherent data is removed, but compared to the Matlab 
version of TFDN LQT in Fig. 5.28 less coherent data is removed and more noise is attenuated.  
 
Fig. 5.36: Energy content for the output (red) and the reference method (blue). Left: for each sample. Right: for each 
trace. 
Again, to support the conclusion drawn from the visual inspection of Fig. 5.35 the energy curves were 
studied. The sample curves to the left in Fig. 5.36 show that some coherent energy might have been 
removed from the upper part and that from sample 1000 more energy has been removed than with the 
reference. The trace energy curves (to the right in Fig. 5.36) also support the observations that more 
noise has been attenuated, especially from the areas that are severely contaminated with noise, see 
Table 5.4. 
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5.3.2 Discussion 
The first aim of this test series was to further investigate if the two different implementations of TFDN 
LQT continued to produce different outputs. Therefore the shot gather were run through both the 
Uniseis and Matlab programs employing the same input parameters. The obtained results are more 
similar than in the case of the synthetic data. Although the Matlab version removes slightly more 
coherent energy it also removes more noise than the Uniseis version does. To further evaluate these 
two implementations, they will be tested on a common offset gather to see if the same trends are 
observed. 
The second objective of these tests was to further investigate the performance of the Bekara method. 
Two versions of this method were considered; with and without iteration. The results obtained were as 
expected, more energy was removed by running the algorithm twice. The data was preserved almost as 
good as when running it only once, and also showed a similar result as the reference. 
In addition, the F-x prediction filtering method was applied in combination with both TFDN LQT and 
the Bekara method, with the latter given the most promising result. The data was well preserved, and a 
larger amount of noise was attenuated. However, the conclusions drawn here based on just one shot 
point do not need to be universal. For a more complete verification stacked sections should be used. 
Such a comprehensive test procedure has not been possible here due to time limitations. 
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5.4 Common offset gather 
In the last set of tests a common offset gather was employed. It consisted of 401 traces, each trace 
having a length of 2000 samples with a sampling interval of 4 msec (see Fig. 5.37).  
 
Fig. 5.37: Common offset gather with 401 traces and 2000 samples, heavily contaminated by swell noise. 
The different methods were evaluated the same way as for the shot gather, with the reference being 
employed as the benchmark.  
Visual inspection of the data in Fig. 5.37 shows that the energy content at small travel times is 
prohibitively large. When calculating the energy curves, the first 1.2 seconds of the data was therefore 
omitted. Moreover, the energy curves were splitted into two ranges: samples 300-750 and samples 
750-2000.  
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The high-energy part of this data also caused some difficulties when determining a proper value of 
twin (i.e. number of samples in the sliding window). Based on testing, the window size was now set to 
511 samples (2 sec), which is twice the default value. 
The different methods applied to the common offset gather together with their corresponding 
parameters are given in Table 5.5. 
Table 5.5: Input parameters for the methods applied on the common offset gather. 
Method Parameters for the different methods 
 
twin tmove xwin maxfreq User supplied thrs. Itr 
Uniseis TFDN LQT 511 9 55 15 2 1 
TFDN LQT 511 9 55 15 2 1 
Master-trace 511 9 55 15 1.5 1 
TFDN f-x LQT 511 9 55 15 2 2 
Master-trace f-x 511 9 55 15 1.5 2 
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5.4.1 Uniseis TFDN LQT 
 
Fig. 5.38: Input, output and difference plots after the reference method, Uniseis TFDN LQT is applied. 
The results obtained for the reference test (i.e. Uniseis version of TFDN LQT) is shown in Fig. 5.38. 
There exist some visible coherent events in the difference plot and the amount of remaining noise in 
the output is too high. It might be that the user supplied threshold should have been set smaller, so that 
more coherent energy were likely to be removed. However, the parameter choice employed here was 
regarded as good enough.  
To further support the analysis the energy curves shown in Fig. 5.39 were also studied.  
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Fig. 5.39: Energy content for the input (black) and the reference method (red). Left: for each sample. Right: for each 
trace. 
The two sample energy curves shown to the left in Fig. 5.39 indicate that the amount of energy 
attenuated are almost constant through the dataset. The reason is that the noise appears for the whole 
recording time of the gather, unlike the shot gather employed in section 5.3 where the noisy traces are 
contaminated from about sample 750 and down.  
The trace energy curves shown to the right in Fig 5.39 provide information about where the noise is 
present spatially, see Table 5.6. In general all traces are more or less contaminated but this table 
identifies the worst areas. 
Table 5.6: Locations with weather noise in the common offset gather. 
 Traces contaminated by noise 
1 – 80 
95 – 120 
225 – 232 
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5.4.2 TFDN LQT 
 
Fig. 5.40: Input, output and difference plots after the TFDN LQT is applied. 
It is interesting to see to what extent the Matlab version of TFDN differs from the reference version. 
Comparing Figs. 5.38 and 5.40 shows that the Matlab version attenuates more noise and also manages 
to better restore events that have been covered by noise, since it attenuates more energy. From 
inspection of the difference plot it is not observed any coherent energy associated with the sea bottom 
reflections. Therefore, by examining the seismic plots it looks like the Matlab TFDN removes more 
noise and less coherent energy than the reference. 
The energy curves are shown in Fig. 5.41. Although it is observed from Fig. 5.40 that more noise is 
removed compared to the reference it is difficult to see any differences in the upper part of the sample 
diagram (upper left in Fig. 5.41). However, for the lower sample energy curve (lower left in Fig. 5.41), 
running from sample 750 and down, it is clear that the Matlab TFDN removes more energy.  
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Fig. 5.41: Energy content for the output (red) and the reference method (blue). Left: for each sample. Right: for each 
trace. 
The trace energy curves (to the right in Fig. 5.41) manifest some “spikes” for the Matlab version. 
When compared with the output in Fig. 5.40 it seems to be associated with residuals in areas where the 
noise is largest.  
Time frequency de-noising of seismic data 
 
 
79 
5.4.3 The Master-trace method 
 
Fig. 5.42: Input, output and difference plots after the master-trace method is applied. 
The Master-trace method produced a disappointing result when applied to the synthetic data. It was 
therefore not expected to work very well when applied to the common offset gather either. Fig. 5.42 
shows the final result obtained. When compared with the reference in Fig. 5.38, apparently more noise 
has been attenuated but also more coherent energy is visible between 0 and 2 seconds in the difference 
plot. 
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Fig. 5.43: Energy content for the output (red) and the reference method (blue). Left: for each sample. Right: for each 
trace. 
Fig. 5.43 shows the various energy curves computed. The sample energy curves for the shallower part 
(upper left in Fig. 5.43) show only minor differences. However for the sample energy curves 
associated with the deeper part (lower left in Fig. 5.43), more energy is attenuated when compared 
with the reference. Also the same type of “spikes” that were observed in the previous test are present 
here (see lower right in Fig. 5.43).  
When the coherent energy is so easily detected in the difference plot the energy curves are not actually 
needed to judge the performance. Hence, the method is not working well. 
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5.4.4 TFDN LQT combined with f-x prediction filtering 
 
Fig. 5.44: Input, output and difference plots after the TFDN LQT combined with f-x prediction filtering is applied. 
TFDN LQT combined with f-x prediction filtering does result in a good output, as shown in Fig. 5.44. 
Although some coherent energy is removed from the upper left corner (see difference plot in Fig. 
5.44), the output shows clear coherent events that were difficult to detect in the input. This means that 
the noise that covered them has been attenuated and that the data is quite well preserved.   
From the energy curves shown in Fig. 5.45 it can be seen that much energy has been attenuated 
compared to the reference case, which supports the observations already made from Fig. 5.44.  
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Fig. 5.45: Energy content for the output (red) and the reference method (blue). Left: for each sample. Right: for each 
trace. 
Considering the lower part of both the sample energy curves and the trace energy curves (respectively 
lower right and left in Fig. 5.45), there is a significant difference between this method and the 
reference. As for the other methods, the same types of “spikes” are still present in the trace energy 
curve. 
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5.4.5 The Master-trace method combined with f-x prediction filtering 
 
Fig. 5.46: Input, output and difference plots after the master-trace method combined with f-x prediction filtering is 
applied. 
The result for the master-trace method when combined with f-x prediction filtering is not good. 
Coherent events are easily observed in the difference plot in Fig. 5.46. When such an amount of 
energy are removed from the very strong coherent sea bottom reflections it might be that coherent 
energy from deeper, weaker events are removed as well. This is difficult to see here because the 
dataset is challenging to analyze. Therefore application of this method can be harmful, since important 
geological information may be lost. The various energy plots in Fig. 5.47 also demonstrate that too 
much energy is being removed when compared with the reference. 
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Fig. 5.47: Energy content for the output (red) and the reference method (blue). Left: for each sample. Right: for each 
trace. 
 
5.4.6 Discussion 
Based on the tests discussed in the previous two sections it is seen that the Matlab and Uniseis 
versions of TFDN resulted in outputs more different than expected. For this input dataset the Matlab 
algorithm removed more noise and preserved the data better compared to the Uniseis version. It also 
seemed that the reference method attenuated more coherent energy. This supports the idea that the 
present Uniseis version might be possible to further improve. 
TFDN LQT in combination with f-x prediction filtering was also applied to the previous discussed test 
data (i.e. synthetic data and shot point gather) and the results were not very promising. However, when 
applied to the common offset gather a slightly better result was obtained. 
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The master-trace method was expected to be a suitable algorithm for this common offset gather since 
it represents a dataset without dipping events. However, both the original method and in combination 
with f-x prediction filtering generated poor results with the amount of removed coherent energy being 
too large. It might be that the algorithm can be improved regarding the correlation part by carefully 
tuning the acceptance levels. However, this is not a straight forward procedure. 
For all the methods tested some artefacts were observed which were not present in the reference 
method (Uniseis TFDN). They manifested themselves as vertical strips in the output gathers and 
correspondingly as “spikes” in the trace energy curves. The actual cause of these residuals is not fully 
understood. However, they look like artefacts caused by Gibb’s phenomena, and can be due to 
improper smoothing in the Matlab implementation when filtered and unfiltered data samples are 
merged. 
 
5.5 Evaluation 
The industry program Uniseis TFDN was used as a reference (benchmark) for all the tests. When 
compared with an apparent mirror version implemented in Matlab some differences were observed. 
The Uniseis version did not remove as much noise as the Matlab version, even though the parameters 
were the same. On the other hand the Matlab program also removed slightly more coherent energy. 
The only exception was in the case of using a common offset gather where the Uniseis version 
actually removed more coherent energy associated with the sea bottom reflections. Most likely the 
reason for these differences is that Uniseis applies a smoothening to the threshold values. It calculates 
all the threshold values for a given window, but instead of damping the amplitudes one by one it 
gathers the thresholds in an array and smoothens the values before they are applied to damp the 
amplitudes. This does most often lead to that less noise is removed, but that coherent data is better 
preserved. Therefore a proposed improvement is to reduce the smoothening in the Uniseis version to 
obtain an algorithm that removes more noise. 
Both TFDN LQT and MED were combined with f-x prediction filtering and tested on synthetic data. 
The first version removed too much coherent energy, whereas the latter version resulted in a much 
better output. Based on this information the user supplied threshold values for the following TFDN 
LQT f-x tests were adjusted. The threshold has to be set quite high to avoid distorting the real signal 
too much, and the result is very sensitive to the number of iterations applied. It might be that the result 
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could have been improved if the threshold had been chosen very high combined with several 
iterations. Then only a small amount of noise would have been attenuated for each iteration, and 
maybe the data would have been overall better preserved. This combined method seems promising, 
but it needs to be tested more to exploit its fully potential regarding the parameter choices. 
When a given method (like TFDN LQT) is combined with f-x prediction filtering it is still the original 
method that defines what is a noisy amplitude. Hence, the f-x part represents only a different way of 
damping the high amplitudes. Therefore, if a given method has shown good results when applied 
standalone it is most likely to do so as well when combined with f-x prediction filtering (with suitable 
parameter choices). 
The Bekara method was found to work well in general. An improved result was obtained if the 
algorithm was iterated twice. To improve the data preserving even further it might be that the size of 
the horizontally sliding window can be adjusted, and also that a more accurate value of the α 
parameter can be obtained. It was also tested if the replacement of the single-trace noise-attenuation 
implementation with an ensemble of five traces was feasible. This idea was proven successful and the 
computational time could be reduced without loosing accuracy. This is a strategy that potentially can 
be applied to other algorithms discussed in this thesis as well. The Bekara method also produced 
promising results when combined with f-x prediction filtering. 
The master-trace method was the only completely new concept introduced in this thesis. Unfortunately 
it does not give good results since too much coherent energy is removed in all tests. It might be that 
the construction of the master trace, i.e. the criterions for approving the correlations could be 
improved. However, it is a very computer demanding algorithm and further complexity introduced 
will make it even less attractive. It is the thresholding that represents the main problem of the master-
trace method, therefore when combined with f-x prediction filtering it does not result in any 
improvements. 
For most methods it is noticed that coherent energy is removed from the sea bottom reflections. The 
reason for this might be that the parameters which are fitted for the shallowest parts of the data might 
not remove enough noise in the deeper area, and those suitable for the deeper area might remove parts 
of the sea bottom events. To avoid this problem the data can be divided into two different areas with 
the boundary set typically right beneath the sea bottom. The two areas are then run with different 
parameters, and the results are combined to make the output section. 
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To improve the results even further the TFDN algorithms can be run iteratively, like when it is 
combined with f-x prediction filtering. For instance, if the same method employing fixed parameter 
settings is run twice the results are in general improved. However, as for the f-x iteration it is 
important to choose the threshold wisely, otherwise real data can be lost. 
The method that produced the most promising results and which is most likely to be further developed 
is the Bekara method. However, the tests carried out here were limited to only a single data gather. A 
more complete benchmarking should therefore involve testing on a complete seismic line. The de-
noising should be applied first on shot gathers, then sorted to the common offset domain and applied 
again before sorted back to shot gathers and applied one last time before stacking. First then it is 
possible to do a complete comparison of the Bekara method against the reference TFDN from Uniseis.  
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6. Conclusion 
 
TFDN has proven to be an effective technique to attenuate random noise. It is amplitude preserving in 
the way that it only affects noisy data, while leaving good data unchanged. If used with correct 
parameters very good results can be obtained in general. 
In this thesis two new ways of creating a threshold have been presented and tested: the so called 
Bekara method and the master-trace method. Also a new approach of how to damp the high 
amplitudes was presented, represented as a combination of TFDN and f-x prediction filtering. The 
Bekara method is a more automatic and data driven method compared to the original TFDN. The 
master-trace method is also more data dependent, but still requires some parameters that can be 
difficult to set for an inexperienced user. 
Based on the tests carried out some preliminary conclusions can be drawn: 
 The master-trace method in its form presented here gives rather poor results. Further 
improvements regarding the inherent correlation part may be possible but are not 
straightforward. 
 The Bekara method shows promising results and may have the potential of performing even 
better than the industry (Uniseis) version of TFDN 
 Last, the existing TFDN algorithm in Uniseis may possibly be further improved.  
Due to the limited time available the different methods were not tested employing complete seismic 
lines. Further work should therefore include such tests. However, despite the use of small datasets in 
this thesis the feasibility of improving standard de-noising algorithms have been demonstrated. Such 
improved methods can lead to lower costs for survey companies since surveys can be carried out at 
rougher weather conditions. 
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