In shape theory one associates with compact Hausdorff spaces X limits p : X → X of inverse systems of compact polyhedra (or compact ANRs). However, in the case of noncompact spaces, polyhedral limits have to be replaced by polyhedral resolutions p : X → X. If Y is an arbitrary space and p : X → X is an inverse limit, then p × 1 : X × Y → X × Y is also an inverse limit. However, the analogue of this statement is false for resolutions, even in the case when p is the limit of an inverse sequence of compact polyhedra and Y is an infinite discrete space. In the present paper, with the limit p : X → X of an arbitrary inverse system of compact Hausdorff spaces and with an arbitrary simplicial complex K one associates a resolution q : X × P → Y , where P = |K| is the geometric realization of K, this resolution extends the limit p × 1 : X × P → X × P and it consists of paracompact spaces. Moreover, if the members of X are compact polyhedra, the members of Y have the homotopy type of polyhedra. The resolution does not depend on the choice of the triangulation K of P (up to isomorphism in pro-Top).
Introduction
It was shown by Keesling in 1974 [6] that the Cartesian product X × Y of two spaces X and Y need not be their product in the (ordinary) shape category. On the other hand, it is well known that, for polyhedra, X × Y is a product in the homotopy category, hence, it is also a product in the ordinary and the strong shape categories. It is also known that, for compact Hausdorff spaces X × Y is a product in both shape categories. For ordinary shape this was proved by Keesling [6] and for strong shape, it was proved recently by the author [8] . It is therefore natural to ask, does an analogous result hold for products, where one factor is a compact Hausdorff space and the other factor is a polyhedron. This question was the motivation for the present paper.
A technique widely used in studying the shape of a space consists in replacing the space by a suitable inverse system of polyhedra or more generally, of spaces having the homotopy type of polyhedra (see [10, 9] ). In the compact case, one expresses the space as the limit of an inverse system of compact polyhedra. However, for more general spaces, inverse limits are not adequate and they are replaced by resolutions (which under very general assumptions are inverse limits). It is well known that every topological space admits a resolution formed by polyhedra. However, in order to be able to obtain results concerning the shape of a product, one needs resolutions of the product, which are related to resolutions of the factors. If X is a compact Hausdorff space, one can always find an inverse system X = (X λ , p λλ , Λ) of compact polyhedra such that X is its limit p : X → X. Then, it is natural to consider the polyhedral system X × P = (X λ × P , p λλ × 1 P , Λ) and its limit p × 1 P : X × P → X × P , where 1 P denotes the identity mapping on P . However, if P is not compact, p × 1 P need not be a resolution. There are simple examples of this phenomenon, even when X is an inverse sequence and P is a discrete space of cardinality ℵ 0 (see [8, Example 1] ). Consequently, to obtain a resolution of X × P , one needs a more general construction, described in Section 3 and referred to as the basic construction. It associates with every inverse limit p : X → X of an inverse system X of compact Hausdorff spaces and every simplicial complex K a resolution q : X × P → Y , where P = |K| is the geometric realization of K (CW-topology). More precisely, we have the following theorem, which is the main result of this paper.
Theorem 1.
Let p : X → X be the limit of an inverse system of compact CW-complexes (e.g., of compact polyhedra) and let K be a simplicial complex. Then the basic construction yields a resolution q : X × P → Y , where P = |K| is the geometric realization of K and Y consists of paracompact spaces which have the homotopy type of polyhedra. Moreover, X × P is a subsystem of Y and q extends p × 1 P : X × P → X × P .
The basic construction is relatively easy to describe (see Section 3) . It is more difficult to establish its properties. Theorem 1, which states these properties, is an immediate consequence of Theorems 3, 4, 5 and 13. To the proofs of these theorems is devoted the major part of this paper, i.e., Sections 3-6. In Section 7, we show that the basic construction is not affected (up to isomorphism in pro-Top) if one replaces K by a different triangulation L of P (see Corollary 23).
Preliminaries on inverse systems and resolutions
In this paper we consider inverse systems X = (X λ , p λλ 
The identity mapping 1 X : X → X is the mapping given by the identity function 1 Λ : Λ → Λ and by the identity mappings 1 λ : X λ → X λ . If Z = (Z ν , r νν , N) is another system and g = (g, g ν ) : Y → Z is a mapping, then the composition h = gf is the mapping h = (h.h ν ), where h = fg and h ν = g ν f g (ν) . Two mappings f , f : X → Y are said to be equivalent, denoted by f ∼ f , provided every µ ∈ M admits a λ f (µ) A special case of mappings of systems are mappings of a space X to a system X. Such a mapping p = (p λ ) : X → X is given by a collection of mappings p λ : X → X λ , λ ∈ Λ, such that p λ = p λλ p λ , for λ λ . A mapping p : X → X is a limit of X provided every mapping p : X → X of a space X to X admits a unique mapping r : X → X such that p = p r. If p : X → X and q : Y → Y are inverse limits, then every mapping f : X → Y induces a mapping f = lim f : X → Y such that f p = q f . Equivalent mappings f , f induce the same limit lim f = lim f .
A mapping p = (p λ ) : X → X is a resolution of X provided it satisfies the following conditions (B1) and (B2) (see [9, Theorem 6.7] ).
(B1) For every normal covering U of X, there exist an index λ ∈ Λ and a normal covering
For every λ ∈ Λ and every normal covering U λ of X λ , there is a λ λ such that p λλ (X λ 
realization (endowed with the CW-topology). We associate with X and K an inverse system Y = (Y µ , q µµ , M) as follows.
Order K by putting σ σ , whenever σ is a face of the simplex σ ∈ K. For proper faces we will use the notation σ < σ . Note that K is cofinite, i.e., every element σ ∈ K has only a finite number of predecessors. Let M be the set of all increasing functions µ : K → Λ, i.e., functions such that σ σ implies µ(σ ) µ(σ ). We endow M with the natural ordering, i.e., we put µ µ provided µ(σ ) µ (σ ), for every σ ∈ K. Let us show that M is a directed set. Indeed, if µ , µ ∈ M, then with every σ ∈ K one can associate an element λ(σ ) ∈ Λ such that µ (σ ), µ (σ ) λ(σ ). Since K is cofinite, it is easy to find an increasing function µ : K → Λ such that λ(σ ) µ(σ ), for every σ ∈ K (see [10, I, 1.2, Lemma 1]). Consequently, µ ∈ M and µ , µ µ. In order to define the spaces Y µ , we first associate with every σ ∈ K and µ ∈ M the product space X µ(σ ) × σ , where σ now denotes the geometric realization of σ ∈ K. We then consider the coproduct (disjoint sum)
and we define Y µ as the quotient space
where ∼ µ denotes the equivalence relation generated by putting ( 
where 1 σ : σ → σ denotes the identity mapping. Let us show that there exists a unique mapping q µµ : Y µ → Y µ such that
It suffices to show thatq µµ maps
However, (6) and (7) show that indeed,q µµ (x µ σ , t σ ) ∼ µqµµ (x µ σ , t σ ). Note that continuity of the mapping q µµ is an immediate consequence of (5) and of the fact that φ µ is a quotient mapping. It is easy to verify thatq µµ is the identity mapping and q µµ q µ µ =q µµ , for µ µ µ . This implies that also q µµ is the identity mapping and q µµ q µ µ = q µµ . Consequently, Y = (Y µ , q µµ , M) is an inverse system of spaces.
In the case when X is a locally compact Hausdorff space, we will associate with every mapping p : X → X, which consists of mappings p λ : X → X λ , λ ∈ Λ, a mapping q : Y → Y , which consists of mappings q µ : Y → Y µ , µ ∈ M, where Y = X × P . We first consider the coproduct
of all simplices σ ∈ K (endowed with their usual Euclidean topology). For σ ∈ K, denote by i σ : σ → |K| the inclusion mapping and let q : | K| → |K| be the mapping defined by q(t σ ) = i σ (t σ ), for t σ ∈ σ . Also consider the mapping 1 X × q : X × | K| → X × |K|. 
However, by the definition of the CW-topology on |K| this is the case if and only if V is open in |K|.
To prove the second assertion, recall that |K| is a k-space (the topology of |K| is dominated by the family of the simplices of |K|, which are compact spaces). Since the product X × Y of a locally compact Hausdorff space X with a k-space Y is a k-space (see [3, Theorem 3.3 .27]), it follows that the space X × |K| is a k-space. It is also known that, for Hausdorff spaces X, Y, Z the assumptions that X × Y is a k-space and q : Z → Y is a quotient mapping imply that also 1 × q : X × Z → X × Y is a quotient mapping (see [3, Theorem 3.3 .28]). Consequently, in our case the mapping 1 X × q : X × | K| → X × |K| is a quotient mapping. ✷
Consider the coproduct
and note that Y can be identified with
For every µ ∈ M, we now define a mappingq µ : Y → Y µ by putting
It is readily seen that there exists a unique function q µ : Y → Y µ such that 
If all X λ , λ ∈ Λ, are locally compact Hausdorff spaces, the system X × P can be viewed as a subsystem of Y . Indeed, with every λ ∈ Λ one can associate the constant function µ : K → Λ, where µ(σ ) = λ, for every σ ∈ K. Clearly, this function is increasing and thus, is an element of M, which we denote by λ. By definition, Y λ is the quotient space of Y λ = σ ∈K (X λ × σ ) with respect to the equivalence relation ∼ λ , where the points 
With projections π : X × P → X and π : X × P → P we will now associate mappings π : Y → X and π : Y → P . The mapping π is given by the function λ → λ and by the first projections π λ : Y λ = X λ × P → X λ . Since q λλ = (p λλ × 1 P ), we see that π λ q λλ = p λλ π and thus, π : Y → X is a mapping. Since q λ = p λ × 1 P , it follows that π λ q λ = p λ π X and thus, π q = pπ . Let us also consider the second projection π : X × P → P . Choose an arbitrary index λ ∈ Λ and consider the second projection π λ : Y λ = X λ × P → P . These data define a mapping π : Y → P . It has the property that π q = π , because π λ q λ = π λ (p λ × 1 P ) = π P . It is readily seen that any two choices of λ yield equivalent mappings.
We summarize the above discussion in the following theorem.
Theorem 3.
If X is an inverse system of spaces and K is a simplicial complex, then Y is an inverse system of spaces. If p : X → X is a mapping and the spaces X and X λ , λ ∈ Λ, are locally compact Hausdorff space, then Y contains X × P (where P = |K| is the geometric realization of K) as a subsystem and q : X × P → Y is a mapping, which extends the mapping p × 1 P : X × P → X × P . The mapping π : Y → X has the property that π q = pπ . The mapping π : Y → P has the property that π q = π .
In the proof of our main results we will also need the following theorem. The proof of this theorem is given in Section 5.
q : X × P → Y is a resolution
One of the main results of this paper is the following theorem. To prove the theorem, it suffices to verify conditions (B1) and (B2). In the proof of condition (B1) we shall need a simple lemma from general topology (Lemma 6) and a lemma concerning open sets in the quotient spaces Y µ (Lemma 7).
Lemma 6. Let p : X → Y be a mapping between compact Hausdorff spaces, let B be a closed subset of Y , let U be an open subset of X and let V be an open subset of
Put
Let us show that
If y ∈ W ∩ B, then y ∈ W ⊆ V . Since also y ∈ B, we see that y ∈ V ∩ B = V . This establishes the inclusion W ∩ B ⊆ V . To establish the opposite inclusion, consider an arbitrary point y ∈ V . We need to verify that y ∈ W and y ∈ B. The second assertion is obvious because V ⊆ B. To establish the first assertion, we need to show that y ∈ V and y / ∈ p(X\U). The first of these assertions follows from the fact that V ⊆ V and the second one is a consequence of (12) and the fact that y ∈ V .
To show that
One cannot have x ∈ X\U , because this would imply that y = p(x) ∈ p(X\U). Consequently, one has the desired conclusion that x ∈ U . ✷ Lemma 7. Let τ ∈ K be a fixed simplex. For every simplex σ ∈ K, for which τ σ , let V σ be an open set in X µ(σ ) × σ having the following two properties:
(ii) for every σ > σ ,
Then the set
is open in Y µ and is saturated with respect to the equivalence relation
We proceed to show that V ⊆ Y µ is a saturated set, i.e., for an arbitrary pair of
There is no loss of generality in assuming that σ < σ ,
Since σ < σ and τ σ imply τ < σ , we see that
and therefore, σ = η. In other words, σ differs from all simplices η σ , for which τ η. Consequently, τ σ and thus, V σ is defined and V σ ⊆ V .
Let us now show that (x σ , t σ ) ∈ V σ and thus, (x σ , t σ ) ∈ V . First note that
On the other hand,
Taking into account that
we see that (20) and (21) yield
However, the mapping
appears, which generally does not belong to the space Y µ . However, it belongs to the larger space
This space is used at some other places too.
Remark 9.
In our formulae we meticulously use inclusion mappings of the form i σ σ and 1 µ(σ ) × i σ σ . This enables us to distinguish notationally a face σ of a simplex σ from the simplex σ itself, when σ = σ . Note that in that case σ and σ are disjoint sets in | K|. Unfortunately, this makes the formulas somewhat cumbersome. The reader can ignore these inclusions, unless he is not sure in which sense is meant a particular simplex σ .
Proof of Theorem 5. Property (B1). Let
U be an open covering of Y = X × P . We must exhibit an index µ ∈ M and a normal covering V µ of Y µ such that
By Theorem 4, the spaces Y µ are paracompact and therefore, every open covering of Y µ is normal. In fact, we will exhibit µ and an open covering V µ of Y µ such that
and every member of V µ is saturated with respect to the equivalence relation
Then note that
Since φ is a surjection, φφ
We now proceed to define µ ∈ M and V µ . Since p : X → X is a limit, so is p × 1 σ : X × σ → X × σ , for every simplex σ ∈ K. By assumption, all X λ are compact Hausdorff spaces, therefore, X is also a compact Hausdorff space. Since every simplex σ ∈ K is a compactum, the products X λ × σ and X × σ are also compact Hausdorff spaces. Consequently, p × 1 σ : X × σ → X × σ is a resolution. By the corresponding property (B1), there exist an index λ(σ ) ∈ Λ and an open covering
Since K is cofinite, there exists a µ ∈ M, i.e., an increasing function µ :
By (28),
is an open covering of X µ(σ ) × σ , which has the property that
We will use the coverings
and
i.e., Y n µ is contained in the union of all members of
will be an open covering of Y µ , which has the desired properties, i.e., it consists of saturated sets and (25) holds.
The collections V n µ are defined by induction on n. Assume that we have already
in accordance with the above stated requirements. We define V n µ as the union of V n−1 µ and of a collection of
is contained in some member U of U . Using the empty collection V −1 µ and the fact that the interior of a vertex v ∈ K is v itself, the construction will also apply to the case n = 0. Clearly, V n µ will satisfy (31). Moreover, V n µ will cover (x) , s) and (x, t) are ∼ µ -equivalent and the members of V m µ are saturated sets, one concludes that also (
We now proceed to construct the sets V τ (x, t). Choose a member U µ(τ ) ∈ U µ(τ ) , which contains the point (x, t). By (30), there exists a member U ∈ U such that
Since
For every σ τ , we will now construct an open set
We then put
Conditions (35) 
We now proceed to construct the sets V σ , for σ τ . This will be done by induction on the dimension k = dim σ . If k = n = dim τ , then σ = τ and V σ = V τ has already been defined. Note that in this case (35) holds, because V τ ⊆ X µ(τ ) × Int τ , while η < τ implies that X µ(τ ) × i ητ (η) ⊆ X µ(τ ) × ∂τ . Now assume that we have already constructed sets V ζ , for ζ τ and dim ζ < k. In order to define V σ , for τ σ and dim σ = k, consider the compact space X µ(σ ) × σ , the proper faces ζ < σ such that τ ζ and the open sets
Clearly, B is a closed subset of X µ(σ ) × σ , which contains V . Concerning the set V , we will prove that, for every τ ζ < σ ,
One of the consequences of (42) is that V is open in B. Indeed, since B is the union of finitely many closed sets
and (42) implies the desired conclusion.
To prove (42), it suffices to prove that, for every ε ∈ K, τ ε < σ , one has
Indeed, by (40
, where τ ε < σ . Therefore, (43) implies that
The converse inclusion is a consequence of the fact that one of the summands of V is
leaves that summand unchanged.
To prove (43), consider the simplex η = ε ∩ ζ and note that η ε and η ζ . Also note
The mapping (1 µ(σ ) × i εσ ) is an embedding. Therefore, its application to (45) yields
We now intersect (46) with
Let us now show that
If z belongs to the left side of (48), i.e., z ∈ (p µ(ε)µ(σ ) × 1 ε ) −1 ( V ε ) and at the same time z = (x, i ηε (y)), where x ∈ X µ(σ ) and y ∈ η,
. This shows that (47), with = replaced by ⊆, is valid. To prove that also the opposite inclusion holds, it suffices to note that
Since η ε, one has
Therefore, by (36) and the induction hypothesis,
Consequently,
Now note that, for η ε σ , one has
Therefore,
Using (49), (52) and (54), we conclude that
The analogous formula, with ε replaced by ζ , reads as follows.
Now (47), (55) and (56) yield the desired relation (43), because
However,
, we see that (59) and (60) imply (58).
In view of (40), it suffices to show that, for every ζ , for which τ ζ < σ ,
For such a ζ and ξ = ζ ∩ η one has τ ξ < ζ , because one cannot have ζ = η. Therefore, (35) and the induction hypothesis imply
) and 1 µ(σ ) × i ζ σ is an injection, we see that (63) implies
Intersecting this expression with (X µ(σ ) × i ησ (η)), we conclude that S ∩ (X µ(σ ) × i ησ (η)) = S ∩ (X µ(σ ) × (i ζ σ (ζ ) ∩ i ησ (η)). However, i ζ σ (ζ ) ∩ i ησ (η) = i ξσ (ξ ) and thus, by (63), S ∩ (X µ(σ )
By the definition of B, for τ
which together with (42) yields
Finally, we define the desired set V σ as the difference W \ C, where C is the union of all sets X µ(σ ) × i ησ (η), when η ranges over all τ η < σ . Since there are only finitely many such sets, C is compact. Consequently, C is a closed subset of X µ(σ ) × σ and thus, V σ is an open subset of X µ(σ ) × σ .
Let us prove that V σ has all three desired properties. It has property (35), because, X µ(σ ) × i ησ (η) ⊆ C, for τ η < σ and V σ = W \ C does not intersect C. To verify (36) for V σ , we must show that, for τ ζ < σ , one has
By (62), we see that
because C is the union of the sets X µ(σ ) × i ησ (η), where τ η < σ . Therefore, if one subtracts C from both sides of (67), the left side becomes V σ ∩ (X µ(σ ) × i ζ σ (ζ )), while the right side remains unchanged. This establishes (68). Finally, since V σ ⊆ W , (65) implies property (37). Property (B2). Since the spaces Y µ are paracompact, hence also normal, condition (B2) is equivalent to condition (B2) and we will prove that the latter condition is fulfilled. Let µ ∈ M and let V be an open subset of Y µ such that
We must exhibit an index µ µ such that
and note that V ⊆ Y µ is an open set. Moreover,
To complete the proof it suffices to exhibit an index µ µ such that
Indeed, (74) implies (71), because q µµ (Y µ 
We proceed by constructing µ and by proving (74). First note that
By the cofiniteness of K, there is no loss of generality in assuming that σ → µ (σ ) is an increasing function and thus, µ ∈ M.
76) yields the desired relation (74). ✷
Paracompactness of the spaces Y µ
In this section we will first give an alternative description of the spaces Y µ (Theorem 10). This will enable us to prove paracompactness of these spaces in the case when all X λ are compact Hausdorff spaces (Theorem 4). Theorem 10 will also play an important role in proving that the spaces Y µ have the homotopy type of polyhedra provided all X λ are compact polyhedra (Theorem 13). 
Theorem 10. Let X = (X λ , p λλ , Λ) be an inverse system of compact Hausdorff spaces. For every µ ∈ M, Y µ is the direct limit of a direct sequence of spaces
and for n 1, Y n µ is homeomorphic to the adjunction space
where
is a mapping defined on the closed set
(∂σ ⊆ σ denotes the boundary of σ ).
Proof of Theorem 10.
We first define spaces Y n µ , n 0, by putting
For n 1, we endow Y n µ with an equivalence relation ∼ n µ , generated by putting 
i.e., the following diagram commutes p µ(τ )µ(σ ) (x ), i σ τ (t)) andχ µ (p µ(τ )µ(σ ) (x ), i σ τ (t)) =χ µ (x , t ) .
Since φ n µ : Y n µ → Y n µ is a surjection, for every point y ∈ Y n µ there exists a pointỹ ∈ Y n µ such that φ n µ (ỹ) = y. Put χ n µ (y) =χ n µ (ỹ). The function χ n µ is well defined because, for any other counter-imageỹ of y one hasỹ ∼ n µ y and thus,χ n µ (ỹ) =χ n µ (ỹ ). Clearly, χ n µ is unique and (89) holds. Continuity of χ n µ follows from the fact thatχ n µ is continuous and φ n µ is a quotient mapping. The mapping χ n µ is a surjection, becauseχ n µ is a surjection. To show that χ n µ is also a bijection, it suffices to show thatỹ,ỹ ∈ Y n µ andχ µ (ỹ) = χ µ (ỹ ) implyỹ ∼ n µỹ and therefore, φ n µ (ỹ) = φ n µ (ỹ ). Ifỹ,ỹ ∈ Y n−1 µ , then by (87), one has φ n−1 µ (ỹ) = φ n−1 µ (ỹ ) and thus,ỹ ∼ n−1 µỹ , which impliesỹ ∼ n µỹ . Next we consider the case whenỹ
. Moreover,ỹ = (x , t ) ∈ A n µ , because ψ n µ , and thus alsoχ n µ , maps points of Z n µ \A n µ to points which do not belong to η n−1 µ (Y n−1 µ ) and so cannot coincide withχ µ (ỹ)
However, by the definition of ∼ n µ , we see that
. Consequently, we obtain the desired conclusionỹ = (x, t) ∼ n µ (x , t ) =ỹ . Finally, assume thatỹ,ỹ ∈ Z n µ . Then our assumption yields ψ n µ (ỹ) = ψ n µ (ỹ ). However, ψ n µ can identify two points only if they belong to A n µ . More precisely, letỹ = (x, t) ∈ X µ(σ ) × σ andỹ = (x , t ) ∈ X µ(σ ) × σ , where dim σ = dim σ = n. Then there exist (n − 1)-dimensional faces σ j < σ , σ j < σ , which contain t and t respectively. Then
This is an immediate consequence of the fact that (χ n µ ) −1χ n µ = φ n µ andχ n µ is a quotient mapping. To prove the latter fact, note thatχ n µ is the composition of the mappings
However, both of these mappings are quotient mappings.
The following equality is an immediate consequence of (88) and (89). 
Comparing (90) with (83) and taking into account the fact that there is a unique mapping v n µ which satisfies (83), we conclude that
Recall that η n−1 µ is an embedding and Proposition 12. Let X = (X 0 ⊆ X 1 ⊆ · · ·) be an increasing sequence of paracompact spaces. If X n−1 is closed in X n , for n 1, then the direct limit X of X is also a paracompact space. µ , which is paracompact by Proposition 11. To conclude that Y µ is paracompact it now suffices to apply Proposition 12 to the direct sequence (77). ✷
The homotopy type of Y µ
The aim of this section is to prove the following result. The following proposition is proved in tom Dieck's paper [2] as Lemma 6 (also see [4, Proposition A.5.11] ). 
Proposition 18. Let
Y 0 v 1 h 0 Y 1 v 2 h 1 Y 2 h 2 · · · W 0 w 1 W 1 w 2 W 2 · · ·(92
Basic construction and subdivisions
In Sections 3 and 4, we have associated with every inverse limit of compact Hausdorff spaces p : X → X and every simplicial complex K a resolution q : X × P → Y , where P = |K|. The referee raised the natural question, how is this construction affected by taking subdivisions N of K. In this section (which is not used in other parts of the paper) we show, as expected, that the construction is invariant with respect to subdivisions. More precisely we prove the following theorem. 
Proof. We distinguish by upper indices the systems
, associated by the basic construction with p, K and p, N, respectively. We will first define a mapping
Every µ ∈ Λ K is an increasing function µ : K → Λ. Define f (µ) as the function ν = f (µ) : N → Λ, which to every τ ∈ N assigns the value
where κ(τ ) is the minimal simplex of K, which contains τ . Clearly, τ τ implies κ(τ ) κ(τ ) and thus, µ(κ(τ )) µ(κ(τ )), which shows that f (µ) is indeed an increasing function and thus,
where 
and τ τ implies κ(τ ) κ(τ ) and thus, µκ(τ ) µκ(τ ), it suffices to see that (t ) . However, the first relation holds, because µκ(τ ) = f (µ)(τ ) and µκ(τ ) = f (µ)(τ ), and the second relation holds because
is a surjection, to prove (96), it suffices to show that
We will first show that
Indeed, for (x, t) ∈ X f (µ )(τ ) × τ , (4) and (94) imply that
On the other hand, we also havẽ
and therefore, by (95) and (98), 
Since Λ is directed and σ contains only finitely many simplices τ ∈ N , such functions µ exist. Moreover, since K is cofinite, it is possible to achieve that µ be an increasing function, i.e., µ ∈ Λ K . Consequently, we have a function g : Λ N → Λ K , where (100) holds with µ = g(ν) (we do not claim that g is an increasing function). For ν ∈ Λ N , we define a mappingg ν : Y K g(ν) → Y N ν as follows. First recall that Y K g(ν) is the coproduct of the spaces X g(ν)(σ ) × σ , where σ ∈ K. If (x, t) ∈ X g(ν)(σ ) × σ , choose τ ∈ N and t ∈ τ so that τ ⊆ σ and i τ σ (t ) = t. Then put 
To see that g ν is well defined, it suffices to show that (x, t) ∈ X g(ν)(σ ) × σ , (x , t ) ∈ X g(ν)(σ ) × σ , σ σ , x = p g(ν)(σ )g(ν)(σ ) (x ) and i σ σ (t) = t implyg ν (x, t) =g ν (x , t ). Indeed, choose a simplex τ ∈ N so that t ∈ τ ⊆ σ . Then also t ∈ τ ⊆ σ and thus, 
is a surjection, it suffices to show that
Let (x, t) ∈ X g(ν )(σ ) × σ . Choose τ ∈ N so that t ∈ τ ⊆ σ . Then, by (4) and (101), 
By (5),
Therefore, using (109), (102), (105) 
Comparing (115) A more demanding project would be to study the behavior of the basic construction under mappings between polyhedra f : |K| → |L|. We hope to address this more general question in a future paper.
