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LYUBEZNIK NUMBERS FOR PFAFFIAN RINGS
MICHAEL PERLMAN
Abstract. We study the structure of local cohomology with support in Pfaffian varieties as a module over the Weyl
algebra DX of differential operators on the space of skew-symmetric matrices X = ∧
2Cn. The simple composition
factors of these modules are known by the work of Raicu-Weyman, and when n is odd, the general theory implies that
the local cohomology modules are semi-simple. When n is even, we show that the local cohomology is a direct sum
of indecomposable modules coming from the pole order filtration of the Pfaffian hypersurface. We then determine
the Lyubeznik numbers for Pfaffian rings by computing local cohomology with support in the homogeneous maximal
ideal of the indecomposable summands referred to above.
1. Introduction
Let X = ∧2Cn be the space of n × n skew-symmetric matrices over the complex numbers, endowed with the
natural action of GL = GLn(C). This action preserves rank, and for 0 ≤ k ≤ ⌊n/2⌋, the group GL acts transitively
on the set of matrices Ok of rank 2k (skew-symmetric matrices have even rank). The orbit closures Ok are the
Pfaffian varieties of matrices of rank ≤ 2k, and the goal of this work is to compute the Lyubeznik numbers of the
local ring of each Pfaffian variety at the cone point. Lyubeznik numbers are numerical invariants associated to
local rings [Lyu93, Section 4], and they may be defined in our case as follows. Let S = C[X ] ∼= C[xi,j ]1≤i<j≤n be
the ring of polynomial functions on X with homogeneous maximal ideal m ⊂ S, and let E be the injective hull of
S/m. Writing Rk = (C[Ok])m for the localization of the homogeneous coordinate ring of the Pfaffian variety Ok,
the Lyubeznik numbers λi,j(R
k) are determined by the following composition of local cohomology functors:
Hi
m
(H
(n2)−j
Ok
(S)) = E⊕λi,j(R
k). (1.1)
We compute the compositions (1.1) by studying the DX -module structure ofH
•
Ok
(S), where DX is the Weyl alge-
bra of differential operators on X with polynomial coefficients. In general, local cohomology of the polynomial ring
is a holonomic (and thus finite length) D-module, and the simple composition factors in the case of Pfaffian varieties
are known by Raicu-Weyman [RW16, Main Theorem]. We expand on their work by describing the filtrations of
these modules in the category modGL(DX) of GL-equivariant coherent D-modules on X . In this category, the sim-
ple objects are in one-to-one correspondence with orbits Ok, and we denote them by E = D0, D1, · · · , D⌊n/2⌋ = S.
When n = 2m + 1 is odd, the category modGL(DX) is semi-simple [LW18, Theorem 5.7], and the DX -module
structure of Hj
Ok
(S) for j ≥ 0 is completely determined by the previous work [RW16]. When n = 2m is even, the
localization SPf at the n× n Pfaffian is not semi-simple, and has composition series as follows:
0 ⊂ S ( 〈Pf−2〉D ( 〈Pf
−4〉D ( · · · ( 〈Pf
−(n−2)〉D ( SPf, (1.2)
where 〈Pf−2s〉D is the DX -submodule of SPf generated by the (−2s)-th power of Pf, and 〈Pf
−2s〉D/〈Pf
−2s+2〉D ∼=
Dm−s. Set Qm = SPf, and for p = 0, · · · ,m− 1 we define
Qp =
SPf
〈Pf 2(p−m+1)〉D
. (1.3)
These modules are indecomposable in the category modGL(DX), and have composition factors D0, · · · , Dp, each
with multiplicity one.
Theorem 1.1. Let n = 2m be even. For every 0 ≤ k ≤ m − 1 and j ≥ 0 the local cohomology modules Hj
Ok
(S)
are direct sums of the modules Q0, Q1, · · · , Qk.
We make the statement of the theorem more precise as follows. Write ΓD for the Grothendieck group of the
category modGL(DX). Using [RW16, Main Theorem], and applying binomial identities in Lemma 2.2, we obtain
the following formulas in ΓD[q] for n = 2m:
∑
j≥0[H
j
Om−1
(S)]D · q
j = [Qm−1]D · q and for 0 ≤ k ≤ m− 2
∑
j≥0
[Hj
Ok
(S)]D · q
j =
k∑
p=0
[Qp]D · q
2(m−k)2−(m−k)+4(k−p) ·
(
m− p− 2
k − p
)
q4
, (1.4)
1
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where
(
a
b
)
q4
is a Gaussian binomial coefficient (see Section 2.1). Since [Q0]D, · · · , [Qm]D form a basis for ΓD,
Theorem 1.1 says that formula (1.4) completely describes the indecomposable summands of the local cohomology.
The problem of computing the Lyubeznik numbers (1.1) when n = 2m now reduces to determining the number
of copies of the simple module E inside Hi
m
(Qp) for all i ≥ 0 and 0 ≤ p ≤ m. When n = 2m + 1 is odd, semi-
simplicity of the category modGL(DX) implies that, in order to compute the Lyubeznik numbers using [RW16, Main
Theorem], it suffices to determine the number of copies of E in the local cohomology Hi
m
(Ds) for all i ≥ 0 and all
s. To state our Lyubeznik number computations, we encode them via generating functions Lk(q, w) ∈ Z[q, w]:
Lk(q, w) =
∑
i,j≥0
λi,j(R
k) · qi · wj . (1.5)
We are now ready to state the main theorem.
Theorem 1.2. Let m = ⌊n/2⌋. For n even, Lm−1(q, w) = (q · w)(
n
2)−1. Otherwise, for 0 ≤ k < m the Lyubeznik
numbers for Rk are given by the following formulas:
Lk(q, w) =


k∑
s=0
qs(2s+3) ·
(
m− 1
s
)
q4
· wk(2k+3)−4s(k−m+1) ·
(
m− s− 2
k − s
)
w4
if n = 2m is even
k∑
s=0
qs(2s+1) ·
(
m
s
)
q4
· wk(2k+3)−2s(2k−2m+1) ·
(
m− s− 1
k − s
)
w4
if n = 2m+ 1 is odd
(1.6)
We remark that, for all n ≥ 2, the Pfaffian variety O1 is the affine cone over the Grassmannian G(2, n), a smooth
projective variety. Thus, the Lyubeznik numbers λi,j(R
1) are determined by the algebraic de Rham cohomology of
the Grassmannian [Swi15, Main Theorem 1.2]. Using said theorem, when n = 6, the only nonvanishing Lyubeznik
numbers are λ0,5(R
1) = λ5,9(R
1) = λ9,9(R
1) = 1. Alternatively, we may compute these using Theorem 1.2:
L1(q, w) =
1∑
s=0
qs(2s+3) ·
(
2
s
)
q4
· w5+4s = w5 + q5 · w9 + q9 · w9,
recovering the previous Lyubeznik number computations in this case.
We discuss parallels between this work and the recent work of Lo˝rincz-Raicu [LR18], where the authors compute
all iterations of local cohomology with support in generic determinantal varieties, yielding the Lyubeznik numbers
for determinantal rings. The dichotomy in our case between even-sized and odd-sized skew-symmetric matrices is
analogous to the dichotomy between square and non-square generic matrices. For integers n 6= m, the category of
GLn(C)×GLm(C)-equivariant coherent D-modules on the space of n×m generic matrices is semi-simple, similar
to the odd-sized skew-symmetric case. Also, just as in Theorem 1.1, the local cohomology modules of the poly-
nomial ring with support in determinantal varieties of square matrices decompose as a direct sum of analogues
of the Qp’s coming from the pole order filtration of the determinant hypersurface [LR18, Theorem 1.6]. As such,
our technique for proving Theorem 1.1 is similar to the proof of [LR18, Theorem 1.6]. However, our methods for
computing the local cohomology of the indecomposable modules with support in m are different from the methods
used in [LR18]. The authors use syzygy computations in their Section 3.2 for which the analogous results in the
skew-symmetric case are unknown. In order to compute local cohomology H•
m
(Ds) and H
•
m
(Qp) in the case of
even-sized skew-symmetric matrices, we instead use previous computations involving Ext•S(S/I, S), where I ⊂ S is
a GL-invariant ideal (see Section 2.2). To compute Hi
m
(Ds) in the case when n = 2m+1 is odd, we construct a bi-
rational isomorphism to X from a space that locally looks like the product of the space of 2m×2m skew-symmetric
matrices with an affine space. This allows us to “push forward” the computations from the even case to the odd case.
Organization. In Section 2 we review the necessary background on representation theory, Gaussian binomial
coefficients, D-modules, and GLn(C)-invariant ideals on ∧
2Cn. In Section 3 we prove Theorem 1.1, which we use
in Section 4 to calculate the Lyubeznik numbers for Pfaffian rings of even-sized skew-symmetric matrices. Finally,
we obtain the Lyubeznik numbers for the case of odd-sized skew-symmetric matrices in Section 5.
2. Preliminaries
2.1. Representation theory, Gaussian binomial coefficients, and Bott’s theorem for Grassmannians.
Let W be an n-dimensional complex vector space. The irreducible representations of GL = GL(W ) are in one-to-
one correspondence with dominant weights µ = (µ1 ≥ · · · ≥ µn) ∈ Z
n. We denote the set of dominant weights
with n parts by Zndom. Given a dominant weight µ, write SµW for the irreducible representation of highest weight
µ, where Sµ(−) is the Schur functor. If M is a representation of GL(W ) which decomposes as a direct sum of
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irreducibles with finite multiplicity, we write 〈M,SλW 〉 for the multiplicity of SλW as a summand in M . When
µ = (1, · · · , 1) = (1n), the representation SµW is equal to ∧
nW , which we will sometimes write as det(W ).
Similarly, when E is a locally free sheaf, we sometimes write det(E) for the highest exterior power. Given dominant
weights λ, µ ∈ Zndom, write λ ≥ µ if λi ≥ µi for all 1 ≤ i ≤ n. The size of a weight is |µ| = µ1 + · · · + µn.
When µn ≥ 0, we refer to µ as a partition, and we will use underlined roman letters to distinguish partitions from
arbitrary dominant weights. Denote by P(n) the set of partitions in Zndom. It is convenient to identify a partition
x with the associated Young diagram:
x = (4, 3, 1, 0) ←→
When we refer to a row or column of a partition x, we mean the corresponding row or column of its associated
Young diagram. Given λ ∈ Zkdom we write
λ(2) = (λ1, λ1, λ2, λ2, · · · ) ∈ Z
2k
dom.
For z ∈ P(k), the Young diagram of z(2) is obtained from the Young diagram of z by doubling the column lengths.
When x is a rectangle, i.e. x = (b, · · · , b, 0, · · · , 0) = (ba) for some a, b ∈ N, we will sometimes write x = a× b.
Given integers a ≥ b ≥ 0, the Gaussian binomial coefficient
(
a
b
)
q
is a polynomial in Z[q] defined via(
a
b
)
q
=
(1 − qa) · (1− qa−1) · · · (1− qa−b+1)
(1− qb) · (1− qb−1) · · · (1− q)
, (2.1)
with the convention that
(
a
a
)
q
=
(
a
0
)
q
= 1. These polynomials will be used throughout to state our computations
concisely. In the proof of Lemma 2.1, we will use that Gaussian binomial coefficients encode the number of partitions
x of a given size that fit inside an a× b rectangle:(
a+ b
b
)
q
=
∑
x≤(ba)
q|x|. (2.2)
In other words, the coefficient of qj in
(
a+b
b
)
q
is the number of partitions of size j that fit inside an a× b rectangle.
In order to simplify our formulas, we will repeatedly use the binomial identity(
a
b
)
q
=
(
a− 1
b− 1
)
q
+ qb ·
(
a− 1
b
)
q
, for a > b > 0. (2.3)
Finally, we recall the identity (
a
b
)
q−1
= q−b(a−b) ·
(
a
b
)
q
. (2.4)
This will be used in the proof of Lemma 2.3 and Lemma 4.5.
Let V be an n-dimensional vector space, let G = G(k, V ) be the Grassmannian of k-dimensional subspaces of V ,
and let R and Q be the tautological sub and quotient sheaves of V ⊗C OG. By Bott’s theorem for Grassmannians
[Wey03, Theorem 4.1.8], there is a method for computing the cohomology of bundles of the form SλR
∗ ⊗ SµQ
∗
for λ ∈ Zkdom and µ ∈ Z
n−k
dom , which we now describe. Let ρ = (n − 1, n − 2, · · · , 1, 0) and set γ = (λ, µ) =
(λ1, · · · , λn−k, µ1, · · · , µk). Write sort(ρ + γ) for the element of Z
n obtained by putting the entries of ρ + γ in
non-increasing order, and write γ˜ = sort(ρ+γ)−ρ. If we write σ for the minimal number of transpositions required
to put ρ+ γ in non-increasing order, then
Hj(G, SλR
∗ ⊗ SµQ
∗) =
{
Sγ˜V
∗ if γ + ρ has distinct entries and j = σ
0 otherwise
(2.5)
This notation is used in Section 3.1 to prove Theorem 1.1, and Bott’s theorem is used to prove Lemma 5.2.
2.2. The GL-invariant ideals, the modules Jz,l, and Ext computations. LetW be an n-dimensional complex
vector space, and let S = Sym(∧2W ) be the ring of polynomial functions on the space of n × n skew-symmetric
matrices. This ring has a natural action of GL = GL(W ) and decomposes into irreducibles as follows [Wey03,
Proposition 2.3.8]:
S =
⊕
z∈P(m)
Sz(2)W, (2.6)
4 MICHAEL PERLMAN
where m = ⌊n/2⌋. Given z ∈ P(m), we write Iz ⊂ S for the ideal generated by Sz(2)W . Note that
Iz =
⊕
x≥z
Sx(2)W, (2.7)
so that
Ix ⊆ Iz ⇐⇒ z ≤ x. (2.8)
Under the identification S ∼= C[xi,j ]1≤i<j≤n, when x = (1, · · · , 1, 0, · · · , 0) = (1
k) = k × 1, we have
Ik×1 = 〈2k × 2k Pfaffians of (xi,j)〉 , (2.9)
where (xi,j) is the skew-symmetric matrix of indeterminants. The orbit closure Ok ⊆ ∧
2W ∗ is defined by the prime
ideal I(k+1)×1, and the dimension is given by:
dimOk = dimS/I(k+1)×1 = k(2n− 2k − 1). (2.10)
When n = 2m is even and k = m − 1, the orbit closure Om−1 is defined by the n× n Pfaffian Pf ∈ S. Note that
Pf has weight (1n). When referring to the fractional ideal S · Pf e ⊆ Frac(S) with e ∈ Z, we will write
Pe = S · Pf
e ⊆ Frac(S). (2.11)
These fractional ideals behave well with respect to the tensor product with an invariant ideal Iz : it follows from
(2.7) that, for z ∈ P(m), we have
Iz ⊗S Pe ∼=
⊕
ν∈Zmdom
x≥z+(em)
Sν(2)W. (2.12)
In particular, if e ≥ 0, then Iz ⊗S Pe = Iz+(em).
We now recall the definition of the subquotients Jz,l introduced in [RW16, Lemma 2.5]. We note that our
notation for these modules is consistent with [Per17], and our Jz,l is equal to Jz(2),l in [RW16]. For X ⊂ P(m),
write IX =
∑
x∈X Ix. Given 0 ≤ l ≤ m and z ∈ P(m) with z1 = · · · = zl+1, we consider the collection of partitions
obtained from z by adding a single box to its Young diagram in row l + 1 or higher:
succ(z, l,m) =
{
y ∈ P(m) | y ≥ z and yi > zi for some i > l
}
. (2.13)
We write
Jz,l = Iz/Isucc(z,l,m). (2.14)
All of the facts in the remainder of the subsection are a consequence of [Per17, Main Theorem]. Given z ∈ P(m),
the S-module S/Iz has a GL-equivariant filtration by S-modules with successive quotients Jx,p for various x ∈ P(m)
and 0 ≤ p ≤ m−1, and the pairs (x, p) for which the module Jx,p appears (all with multiplicity one) as a subquotient
of S/Iz are described by the following set
Z(z) =
{
(x, z′c+1 − 1) | 0 ≤ c ≤ z1 − 1, x1 = · · · = xz′c+1 = c, and z(c) ≤ x
}
. (2.15)
This filtration induces a degenerate spectral sequence for computing Ext•S(S/Iz , S), yielding the following isomor-
phism of representations of GL (but not necessarily an isomorphism of S-modules):
ExtjS(S/Iz , S)
∼=
⊕
(x,p)∈Z(z)
ExtjS(Jx,p, S). (2.16)
Thus, the GL-structure of ExtjS(S/Iz, S) is determined by the GL-structure of Ext
j
S(Jx,p, S) for (x, p) ∈ Z(z),
which is explicitly described in [Per17, Theorem 3.2].
For the argument in Theorem 4.8, we will need information about morphisms ExtjS(S/Iy, S) → Ext
j
S(S/Iz , S)
induced by an inclusion Iz ⊆ Iy. By [Per17, Main Theorem], we have the following method to compute the
(co)kernels of these maps:
ker
(
ExtjS(S/Iy, S) −→ Ext
j
S(S/Iz, S)
)
∼=
⊕
(x,p)∈Z(y)\Z(z)
ExtjS(Jx,p, S), (2.17)
coker
(
ExtjS(S/Iy , S) −→ Ext
j
S(S/Iz , S)
)
∼=
⊕
(x,p)∈Z(z)\Z(y)
ExtjS(Jx,p, S), (2.18)
where the above isomorphisms are in the category of GL-modules. We store the following for use in Section 3
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Lemma 2.1. Let n = 2m be an even integer. We have the following for a, b ∈ N with b ≥ 2a− 1:∑
j≥0
〈
Ext•S(S/Ia×b, S), det(W
∗)⊗(n+b−2a)
〉
· qj = qa(2a−3)−m(4a−2m−3)+1 ·
(
m− 1
a− 1
)
q4
.
Proof. By (2.15) and (2.16), it follows that〈
Ext•S(S/Ia×b, S), det(W
∗)⊗(n+b−2a)
〉
=
∑
z∈P(m)
z1=···=za≤b−1
〈
Ext•S(Jz,a−1, S), det(W
∗)⊗(n+b−2a)
〉
. (2.19)
Thus, we need to compute the multiplicity of det(W ∗)⊗(n+b−2a) in ExtjS(Jz,a−1, S) for all z ∈ P(m) with z1 =
· · · = za ≤ b− 1. By [Per17, Theorem 3.2] (referring the reader there for notation), we have
ExtjS(Jz,a−1, S) =
⊕
Ta−1(z)
(n2)−(
2a−2
2 )−2
∑n−2a+2
i=1 ti=j
λ∈W (z,a−1,t)
SλW
∗.
Given t ∈ Ta−1(z), there exists λ ∈W (z, a− 1, t) with SλW
∗ = det(W ∗)⊗(n+b−2a) if and only if
λ2a−2+i−2ti = z
(2)
2a−2+i + n− 1− 2ti = n+ b− 2a, for all i = 1, · · · , n− 2a+ 2.
It follows that z
(2)
2a−2+i must equal b − 2a + 1 + 2ti for all i = 1, · · · , n − 2a+ 2. Since t1 = a − 1, it follows that
the multiplicity of det(W ∗)⊗(n+b−2a) in Ext•S(Jz,a−1, S) is zero unless z1 = · · · = za = b − 1. Now fix z ∈ P(m)
with z1 = · · · = za = b − 1. By the above discussion, we have that there exists a unique t ∈ Ta−1(z) such that
((n+ b− 2a)n) ∈ W (z, a− 1, t), and thus∑
j≥0
〈
Extj(Jz,a−1, S), det(W
∗)⊗(n+b−2a)
〉
· qj = q(
n
2)−(
2a−2
2 )−2|t|.
Given non-negative integers c and d, write P(c; d) for the set of partitions x that fit inside a c × d rectangle
(x ≤ (dc)). We claim that for all t ∈ P(n − 2a + 2; a − 1) with t1 = a − 1, there exists a unique z ∈ P(m) with
z1 = · · · = za = b − 1, t ∈ Ta−1(z), and ((n + b − 2a)
n) ∈ W (z, a − 1, t). Indeed, given t ∈ P(n − 2a + 2; a − 1)
with t1 = a − 1, set z1 = · · · = za = b − 1 and za+i = b − 2a + 1 + 2t2i for i = 1, · · · ,m − a + 1. Then by the
hypothesis on b we have z ∈ P(m), t ∈ Ta−1(z), and ((n+ b− 2a)
n) ∈W (z, a− 1, t). It is clear that this choice of
z was unique. By (2.19) we conclude that∑
j≥0
〈
ExtjS(S/Ia×b, S), det(W
∗)⊗(n+b−2a)
〉
· qj =
∑
t∈P(n−2a+2;a−1)
t1=a−1
t2i=t2i−1
q(
n
2)−(
2a−2
2 )−2|t| (2.20)
There is a bijection between the set of t ∈ P(n− 2a+2; a− 1) with t1 = a− 1, t2i = t2i−1 for all 1 ≤ i ≤ m− a+1,
and the set P(m− a; a− 1) given by sending t to (t3, t5, · · · , tn−2a+1). Therefore, (2.20) is equal to∑
β∈P(m−a;a−1)
q(
n
2)−(
2a−2
2 )−4(a−1)−4|β|.
Using (2.2), the result follows. 
2.3. Characters of equivariant D-modules on spaces of skew-symmetric matrices. Let W be an n-
dimensional complex vector space and let S = Sym(∧2W ). Write D for the ring of differential operators on ∧2W ∗,
and write modGL(D) for the category of GL-equivariant coherent D-modules on ∧
2W ∗. For ease of notation set
m = ⌊n/2⌋. This category has m + 1 simple objects D0 = E,D1, · · · , Dm = S, and via the Riemann-Hilbert
correspondence the simple Ds corresponds to the trivial local system on the orbit Os of skew-symmetric matrices
of rank 2s. When n is even, the n× n Pfaffian Pf ∈ S has weight (1n), so that by (2.6) we have
SPf =
⊕
λ∈Zmdom
Sλ(2)W. (2.21)
The D-module SPf has composition series (1.2), with composition factors D0, · · · , Dm each appearing with multi-
plicity one. Consider the sets
B(s, 2m) =
{
λ ∈ Z2mdom | λ2s ≥ (2s− 1), λ2s+1 ≤ 2s, λ2i−1 = λ2i for all i
}
B(s, 2m+ 1) =
{
λ ∈ Z2m+1dom | λ2s+1 = 2s, λ2i−1 = λ2i for i ≤ s, λ2i = λ2i+1 for i > s
}
.
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Then by [Rai16, Section 6] we have that for s = 0, · · · ,m:
Ds ∼=
⊕
λ∈B(m−s,n)
SλW
∗, (2.22)
In particular, E = D0 is the only simple module containing the representation S((n−1)n)W
∗ = det(W ∗)⊗(n−1)
and the multiplicity of this representation in E is one. Note that, as a representation of GL, we have E =
S∗ ⊗C det(W
∗)⊗(n−1), where S∗ denotes the vector space dual of S. It is important to mention that our grading
conventions on E are different than the conventions on ∗E in [BS98, Chapter 13, Chapter 14]. Let d = dimS =
(
n
2
)
.
In our case, Et = (Sd+t)
∗ ⊗C det(W
∗)⊗(n−1), so E = ∗E(d).
We will use the descriptions (2.22) in the proof of Lemma 4.1 and Section 5. When n = 2m is even, the module
〈Pf−2k〉D from the introduction has composition factors S = Dm, Dm−1, · · · , Dm−k each with multiplicity one.
Using (2.22), we obtain
〈Pf−2k〉D ∼=
⊕
λ∈Z2mdom
λ2k+1≤2k
λ2i−1=λ2ifor all i
SλW
∗. (2.23)
2.4. Some binomial identities. In this subsection, we use the binomial identities in Section 2.1 to simplify
expressions that appear later in the article.
Lemma 2.2. Let n = 2m and 0 ≤ k ≤ m− 2. The following formula holds in ΓD[q]:
∑
j≥0
[Hj
Ok
(S)]D · q
j =
k∑
p=0
[Qp]D · q
2(m−k)2−(m−k)+4(k−p) ·
(
m− p− 2
k − p
)
q4
.
Proof. As [Qp]D =
∑p
s=0[Ds]D, we have
k∑
p=0
[Qp]D · q
2(m−k)2−(m−k)+4(k−p) ·
(
m− p− 2
k − p
)
q4
=
k∑
s=0
(
[Ds]D · q
2(m−k)2−(m−k) ·
k∑
p=s
q4(k−p)
(
m− p− 2
k − p
)
q4
)
.
Using the binomial identity (2.3), it follows that for k ≤ m− 2:
k∑
p=s
q4(k−p)
(
m− p− 2
k − p
)
q4
=
k−1∑
p=s
((
m− p− 1
k − p
)
q4
−
(
m− p− 2
k − p− 1
)
q4
)
+
(
m− k − 2
0
)
q4
=
(
m− s− 1
k − s
)
q4
.
By [RW16, Main Theorem], the result follows. 
Lemma 2.3. Let m = ⌊n/2⌋ and let d =
(
n
2
)
. The following holds in ΓD[q]:
∑
0≤j≤d
[Hd−j
Ok
(S)]D · q
j =


k∑
p=0
[Qp]D · q
k(2k+3)−4p(k−m+1) ·
(
m− p− 2
k − p
)
q4
for n even and 0 ≤ k ≤ m− 2
k∑
p=0
[Dp]D · q
k(2k+3)−2p(2k−2m+1) ·
(
m− p− 1
k − p
)
q4
for n odd and 0 ≤ k ≤ m− 1
Proof. Assume that n is even, and write
∑
j≥0[H
j
Ok
(S)]D · q
j =
∑k
p=0[Qp]D · Pm,k,p(q), where Pm,k,p(q) ∈ Z[q] are
described in Lemma 2.2. It follows that
∑
0≤j≤d
[Hd−j
Ok
(S)]D · q
j =
k∑
p=0
[Qp]D · q
d · Pm,k,p(q
−1)
By the binomial identity (2.4), it follows that
qd ·Pm,k,p(q
−1) = qd−2(m−k)
2+(m−k)−4(k−p)−4(k−p)(m−k−2) ·
(
m− p− 2
k − p
)
q4
= qk(2k+3)−4p(k−m+1) ·
(
m− p− 2
k − p
)
q4
,
completing the proof for n even. The proof for n odd is similar and uses [RW16, Main Theorem]. 
LYUBEZNIK NUMBERS FOR PFAFFIAN RINGS 7
3. The structure of local cohomology with support in Pfaffian varieties of even-sized
skew-symmetric matrices
Throughout this section, let n = 2m be even, let W be an n-dimensional complex vector space, and let S =
Sym(∧2W ). This section is dedicated to proving Theorem 1.1, the fact that the local cohomology modules Hj
Ok
(S)
are direct sums of the modules Q0, · · · , Qk.
3.1. Flag varieties and the relative setting. Given an integer 0 ≤ p ≤ n, write Flag([p, n];W ) for the variety
of partial flags
W• : W =Wn ։Wn−1 · · ·։Wp ։ 0,
where each Wq is a quotient of W with dimWq = q. Given q ∈ [p, n], denote by Qq for the tautological rank q
quotient sheaf on Flag([p, n];W ). The fiber of Qq over W• ∈ Flag([p, n];W ) is Wq. There are natural projection
maps Flag([p, n];W ) → Flag([p + 1, n];W ) defined by forgetting Wp from the flag W•. When p ≤ n − 1, this
map identifies Flag([p, n];W ) with the projective bundle PFlag([p+1,n];W )(Qp+1), which comes with a tautological
surjection Qp+1 ։ Qp. The kernel of this map is a line bundle, which we denote by Lp+1. When p > 0, the Picard
group of Flag([p, n];W ) is free of rank (n − p), unless p = 0, in which case the Picard group has rank n − 1. For
p ≥ 1, we write the following for the line bundle corresponding to µ ∈ Zn−p:
Lµ =
n−p⊗
i=1
L⊗µip+i .
We now introduce relative versions of the invariant ideals Iz ⊂ S and the modules Jz,l (see Section 2.2). Given an
integer k with 0 ≤ k ≤ m, write Xk for the partial flag variety Flag([2k, n];W ), and recall the tautological rank
2k quotient sheaf Q2k. Write Y
k = TotXk(∧
2Q∗2k) for the vector bundle corresponding to the locally free sheaf
∧2Q∗2k, with structure map q : Y
k → Xk. Then q∗OY = S
k, where Sk is the sheaf of algebras
Sk = SymXk(∧
2Q2k) =
⊕
x∈P(m)
Sx(2)Q2k, (3.1)
where the last equality follows from (2.6). For x ∈ P(k), let Ix,k denote the ideal in S
k generated by Sx(2)Q2k, and
define for X ⊆ P(k) the ideal
IX ,k =
∑
x∈X
Ix,k. (3.2)
These ideals satisfy the analogues of (2.7) and (2.8). Define the Sk-modules
Jz,p,k = Iz,k/Isucc(z,p,k),k. (3.3)
When k = m, then Sk = S = Sym(∧2W ) is the ring of polynomial functions on the space of n × n skew-
symmetric matrices, and Ix = Ix,k and Jz,p = Jz,p,k. We will denote by det
(k) the line bundle det(Q2k). Note that
Jz,p,k ⊗ det
(k) = Jz+(1k),p,k. Let λ ∈ Z
k
dom. If λ = x− (d
k) for some d ≥ 0, x ∈ P(k), write
Jλ,p,k = Jx,p,k ⊗ (det
(k))⊗(−d) (3.4)
For λ ∈ Zkdom, 0 ≤ p ≤ k, and µ ∈ Z
n−2k define
Mkλ,p,µ = Jλ,p,k ⊗OXk L
µ. (3.5)
For y ∈ P(n− 2k), and d ≥ y1, define x ∈ P(m) by x1 = · · · = xk = d, and (xk+1, · · · , xm)
(2) = y. Using [LR18,
Theorem 2.1(b)]:
H•(Xk,Mk(dk),k,y) =
{
Jx,k • = 0
0 otherwise
(3.6)
3.2. Reduction to a vanishing statement. In this subsection, let X = ∧2W ∗ be the space of n × n complex
skew-symmetric matrices and identify S = Sym(∧2W ) ∼= C[xi,j ]1≤i<j≤n. Let X1 ⊂ X be the basic open affine
subset consisting of skew-symmetric matrices with x1,2 6= 0, and let X
′ be the space of (n − 2) × (n − 2) skew-
symmetric matrices. Write O′k for the orbit of rank k matrices in X
′, and write Q′p for the DX′-modules analogous
to (1.3). Just as in [LR18, Section 2.8], there is a projection π : X1 → X
′ satisfying π−1(O′k) = Ok+1 ∩X1 for all
k = 0, · · · ,m− 1, and
π∗(Q′p) = (Qp+1)|X1 = (Qp+1)x1,2 for all p = 0, · · · ,m− 1, (3.7)
where the subscript x1,2 denote localization at that variable. The projection π comes from applying simultaneous
row and column operations to eliminate the first two rows and first two columns of an element in X1, and more
8 MICHAEL PERLMAN
details may be found in [JP79, Lemma 1.2]. Further, writing S′ = C[x′i,j ]3≤i<j≤n for the coordinate ring of X
′, we
have
π∗(Hj
O
′
k
(S′)) = Hj
Ok+1∩X1
(Sx1,2) =
(
Hj
Ok+1
(S)
)
|X1
for all k = 0, · · · ,m− 1, and j ≥ 0. (3.8)
Using the above discussion, we follow the proof of [LR18, Proposition 6.8] via induction on n even. The proof
there relies on their Lemma’s 6.3 - 6.6 and analogues to the equations (3.7) and (3.8) above. Versions of those
lemmas in the skew-symmetric case follow immediately from the fact that modGL(D) is equivalent to the category
of GLm(C) × GLm(C)-equivariant coherent D-modules on the space of m ×m generic matrices [LW18, Theorem
5.4, Theorem 5.7], and under this equivalence, each Qp is identified with the module referred to by Qp in [LR18].
Let U = X \O0 with open immersion j : U →֒ X . As in the end of the proof of [LR18, Proposition 6.8], we have
an exact sequence for all i ≥ 0:
0 −→ H0
m
(Hi
Ok
(S)) −→ Hi
Ok
(S) −→ j∗j
∗Hi
Ok
(S) −→ H1
m
(Hi
Ok
(S)) −→ 0, (3.9)
where j∗j
∗Hi
Ok
(S) is a direct sum of the modules Q0, Q1, · · · , Qm−1. Since H
0
m
(Hi
Ok
(S)) is supported on {0},
it is a direct sum of copies of E = Q0. By [LR18, Lemma 6.6], to prove Theorem 1.1, it suffices to show that
H1
m
(Hi
Ok
(S)) = 0 for all i ≥ 0. We verify this vanishing in the next subsection.
3.3. Vanishing of local cohomology for the subquotients Jz,p. Throughout this subsection, n is assumed to
be even: n = 2m. We will prove the desired vanishing H1
m
(Hi
Ok
(S)) = 0 for all i ≥ 0. In order to do this, we reduce
to showing the vanishing H1
m
(ExtjS(Jx,l, S)) = 0 for all 0 ≤ l ≤ m, for all j ≥ 0, and x ∈ P(m) with x1 = · · · = xl+1.
Using the notation in Section 2.2, the defining ideal of Ok is I(k+1)×1, the ideal of (2k + 2)× (2k + 2) Pfaffians of
the skew-symmetric matrix of indeterminates (xi,j). The system of ideals {I(k+1)×e}e≥1 is cofinal to the collection
{Id(k+1)×1}d≥1. By [ILL
+07, Remark 7.9] we obtain
H1
m
(Hi
Ok
(S)) = H1
m
(
lim
e→∞
ExtiS(S/I(k+1)×e, S)
)
= lim
e→∞
H1
m
(ExtiS(S/I(k+1)×e, S)). (3.10)
Therefore, by the discussion in Section 2.2, to show that H1
m
(Hi
Ok
(S)) = 0, it suffices to prove the following:
Theorem 3.1. Suppose that 0 ≤ l ≤ m and that x ∈ P(m) with x1 = · · · = xl+1. Then for all j ≥ 0
H1
m
(ExtjS(Jx,l, S)) = 0.
The purpose of this section is to prove this theorem. Using the notation in Section 3.1, let X = X l, Y = Y l, and
T = ∧2W ∗ ×X . Consider the following diagram:
Y T X
∧2W ∗
s
pi
p
q
where s is the inclusion, p and q are the projections, and π = p ◦ s. For ease of notation, set d = x1. We define
y ∈ Nn−2ldom via y = (xl+1, · · · , xm)
(2) and let M =Ml(dl),l,y. By (3.6) and Grothendieck duality:
RHomS(Jx,l, S) = RHomS(Rπ∗M, S) = Rπ∗(RH om Y (M, π
!S)) = Rπ∗(M
∗ ⊗OY π
!S),
where the last isomorphism follows from the fact thatM is locally free. Following the argument in [LR18, Section
4.2], we obtain
π!S = s∗q∗(det(Q2l)
⊗(4l−2n) ⊗ L(2−2n+4l,4−2n+4l,··· ,0)),
and tensoring withM∗ = s∗q∗(det(Q2l)
⊗(−d)⊗L−y), we get thatM∗⊗OY π
!S =Mlλ,l,µ, where λ = ((4l−2n−d)
l),
and µ = (2− 2n+ 4l − y1, 4− 2n+ 4l − y2, · · · ,−y2m−2l). Putting it all together, we obtain
ExtjS(Jx,l, S) = H
j(X l,Mlλ,l,µ),
where λl ≤ µ1 since d ≥ y1. Just as in [LR18], the modulesH
j(X l,Mlλ,l,µ) have filtrations with successive quotients
Jν,p for various ν ∈ Z
m
dom and p ∈ N. We review some notation from (2.5) in order to state the following lemma.
Let s ≥ 1 be an integer and let ρ = (s − 1, s− 2, · · · , 1, 0). Given µ ∈ Zs, write sort(µ + ρ) for the element of Zs
obtained by putting the entries of µ+ ρ in weakly decreasing order. We write
µ˜ = sort(µ+ ρ)− ρ (3.11)
for the dominant integral weight obtained from µ by applying Bott’s Algorithm (see [Wey03, Remark 4.1.5]). Notice
that for µ = (2− 2n+ 4l− y1, 4− 2n+ 4l− y2, · · · ,−y2m−2l) as above, µ˜ satifies µ˜2i = µ˜2i−1 for all i ≤ m− l.
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Lemma 3.2. Let 0 ≤ q ≤ l and k ≥ 0, suppose that λ ∈ Z ldom with λ1 = · · · = λq. Let µ ∈ Z
n−2l, and assume
that µ˜2i = µ˜2i−1 for all i ≤ m − l. Suppose that λl ≤ µj for some j. The cohomology group H
k(X l,Mlλ,q,µ) has
composition series with composition factors Jν,p, with ν ∈ Z
m
dom, p ≤ q, and ν1 = · · · = νp+1.
The proof is similar to that of [LR18, Theorem 4.2]. As the numerology is different, we include the proof here.
Proof. The reduction to the case where λ and µ are dominant is identical to the reduction in the proof of [LR18,
Theorem 4.2]. One just needs to verify that the hypotheses on µ hold throughout the reduction. This is fine
however, as ˜˜µ = µ˜. Thus, we may assume λ and µ are dominant. Now we proceed by induction on l and q.
Write µ(1/2) = (µ1, µ3, · · · , µn−2l−1) for the element of Z
m−l consisting of the entries of µ with odd indices. As
µ2i = µ2i−1 for all i ≤ m − l, it follows that µ
(1/2) is obtained from µ by dividing the column lengths of the
corresponding Young diagram by two.
If l = q = 0, then Mlλ,q,µ = L
µ, so that H0(X l,Mlλ,q,µ) = SµW = Jµ(1/2),0, as µ is dominant. This completes
the base case, so assume that 0 ≤ q < l, and consider the projecton map π(l−1) : X l−1 → X l defined by forgetting
W2l−1 and W2l−2 from the flag W• ∈ X
l−1. Define λ− = (λ1, · · · , λl−1) and µ
+ = (λl, λl, µ1, · · · , µn−2l). By
[LR18, Theorem 2.1(c)], we have
Riπ
(l−1)
∗ (M
l−1
λ−,q,µ+) =
{
Mlλ,q,µ if i = 0
0 otherwise.
Thus, Hk(X l,Mlλ,q,µ) = H
k(X l−1,Mlλ−,q,µ+), yielding the desired conclusion by induction on q, as µ˜
+
2i = µ˜
+
2i−1
for 0 ≤ i ≤ m − l + 1. Now assume that l = q > 0, so that λ = (dl) for some d ≥ 0. As λl ≤ µj for some j, it
follows that d ≤ µ1. Just as in the proof of [LR18, Theorem 4.2], M =M
l
λ,l,µ has a filtration with filtered pieces
Mi =M
l
λ+(il),l,µ for i = 0, · · · , µ1 − d. We obtain a filtration
Hk(X l,M) ⊇ Hk(X l,M1) ⊇ · · · ⊇ H
k(X l,Mµ1−d). (3.12)
By (3.6) we have Hk(X l,Mµ1−d) = 0 for k > 0 and H
0(X l,Mµ1−d) = Jν,l, where ν1 = · · · = νl+1 = µ1
and νl+i = µ
(1/2)
i for i = 2, · · · ,m − l. In this case, Mi/Mi+1 = M
l
λi,l−1,µi , where λ
i = (d + i)l−1 and µi =
(d + i, d+ i, µ1, · · · , µn−2l). Thus, we have H
k(X l,Mi/Mi+1) = H
k(X l,Mlλi,l−1,µi), so that the result holds for
M by induction on q and the filtration (3.12). 
Therefore, in order to prove Theorem 3.1 (and thus Theorem 1.1), it suffices to prove the following:
Lemma 3.3. If 0 ≤ l ≤ m and ν ∈ Zmdom with ν1 = · · · = νl+1, then
H1
m
(Jν,l) = 0.
Proof. Let d =
(
n
2
)
. By (3.4) we may assume that ν ∈ P(m). By graded local duality [BS98, Theorem 14.4.1],
we need to show that Extd−1S (Jν,l, S) = 0. Suppose for contradiction that this module is nonzero. By [Per17,
Theorem 3.2] there is t ∈ Tl(ν) and λ ∈ W (ν, l, t) with
(
2l
2
)
+ 2|t| = 1. Conclude that l = 0 or l = 1. If l = 0, then
t = (0) and
(
2l
2
)
+ 2|t| = 0 = 1, a contradiction. Thus, l = 1 and t = (0). However, as t ∈ Tl(ν), it has t1 = l, a
contradiction. 
4. Lyubeznik numbers for Pfaffian rings of even-sized skew-symmetric matrices
Let n = 2m be even, letW be an n-dimensional complex vector space, and let S = Sym(∧2W ) with homogeneous
maximal ideal m. Throughout, we write d = dimS =
(
n
2
)
. In this section we compute the local cohomology modules
H•
m
(Qp), yielding the Lyubeznik numbers for Pfaffian rings of even-sized skew-symmetric matrices. We go on to
compute H•
m
(Ds), which we use in the next section to compute the Lyubeznik numbers in the odd case.
Choose an isomorphism S ∼= C[xi,j ]1≤i<j≤n and let Pf ∈ S be the n× n Pfaffian of the skew-symmetric matrix
of indeterminants (xi,j). Recall from the introduction the D-modules 〈Pf
−2k〉D. Our strategy for computing the
Lyubeznik numbers for Pfaffian rings of even-sized skew-symmetric matrices is described as follows:
(1) We realize the modules 〈Pf−2k〉D as a direct limit of S-modules of the form Iz⊗S Pe, where Pe ⊆ Frac(S)
are the fractional ideals defined in Section 2.2.
(2) We compute the modules ExtjS(Iz⊗SPe, S) for all pairs (z, e) appearing in step (1). To do this, we use the
previous computations of ExtjS(S/Ix, S) for x ∈ P(m) described in Section 2.2. By careful use of graded
local duality [BS98, Theorem 14.4.1], we obtain H•
m
(〈Pf−2k〉D) for all 0 ≤ k ≤ m− 1.
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(3) By Theorem 1.1, the local cohomologymodulesHj
Ok
(S) decompose as a direct sum of modulesQ0, Q1, · · · , Qk.
Since Qp = SPf/〈Pf
2(p−m+1)〉D for p = 0, · · · ,m − 1, we use part (2) to compute H
j
m(Qp) via the long
exact sequence of local cohomology. This yields the Lyubeznik numbers by formula (1.1).
We begin by recalling graded local duality [BS98, Theorem 14.4.1] in our setting. We write (−)∨ for the graded
Matlis functor (written ∗D in [BS98]). With our grading conventions on E (see Section 2.3), there is a graded local
duality isomorphism for a finitely-generated graded S-module M :
Hj
m
(M) ∼= Ext
d−j
S (M,Pn−1)
∨, (4.1)
for all j ≥ 0, where Pn−1 ⊆ Frac(S) is the fractional ideal introduced in Section 2.2. For example:
Hd
m
(S) ∼= HomS(S,Pn−1)
∨ ∼= P∨n−1.
By [BS98, Exercise 14.4.2(iv)], we have S∨ ∼= E(−d), so that P∨n−1
∼= E (our E is equal to ∗E(d) in [BS98]). On
the level of vector spaces, the graded Matlis functor (−)∨ is just the vector space dual. Therefore, by (2.12) and
(2.22), the isomorphism P∨n−1
∼= E is GL-equivariant.
Now we work out part (1) of our strategy. Given an integer e ≥ 1 and 0 ≤ k ≤ m− 1, write (m− k)× e for the
partition (em−k, 0k) ∈ P(m). We define the modules
Nk,e = I(m−k)×e ⊗S P−e−2k, (4.2)
which is isomorphic as a representation of GL to I(m−k)×e ⊗C det(W )
⊗(−e−2k). Notice that Nk,e is a submodule of
Nk,e+1. Indeed:
Nk,e ⊂ Nk,e+1 ⇐⇒ I(m−k)×e ⊗S P1 ⊆ I(m−k)×(e+1)
(2.12)
⇐⇒ I((e+1)m−k,1k) ⊆ I(m−k)×(e+1),
and the last containment follows from (2.8). Similarly, Nk,e ⊆ Nk+1,e for 0 ≤ k ≤ m− 2.
Lemma 4.1. Let k be an integer with 0 ≤ k ≤ m− 1. Then
〈Pf−2k〉D = lim−→
e
(Nk,e) (4.3)
Further, the inclusion map 〈Pf−2k〉D →֒ 〈Pf
−2k−2〉D is direct limit of the inclusions Nk,e ⊆ Nk+1,e.
Proof. It is clear that the limit lime→∞(Nk,e) is an S-submodule of SPf. As the GL-module SPf has a multiplicity-
free decomposition into irreducibles (2.21), it suffices to show that the two sides of (4.3) have the same GL structure.
⊆: By (2.23), the D-module 〈Pf−2k〉D decomposes as a direct sum of SλW
∗ with λ2i−1 = λ2i for all 1 ≤ i ≤ m,
and λ2k+1 ≤ 2k. Equivalently, 〈Pf
−2k〉D decomposes into irreducibles SµW with µ2i−1 = µ2i for all 1 ≤ i ≤ m,
and µn−2k ≥ −2k. By (2.12) we have
Nk,e
∼=
⊕
λ∈Zmdom
ν≥(−2km−k,(−e−2k)k)
Sν(2)W. (4.4)
It follows that if SµW ⊆ 〈Pf
−2k〉D, then SµW ⊆ Nk,e for some e≫ 0.
⊇: Now suppose that SµW ⊆ Nk,e for some e ≥ 1. By (4.4), we have that µ2i−1 = µ2i for all 1 ≤ i ≤ m and
µ2k ≥ −2k. Writing SµW = SλW
∗ for λi = −µn−i+1, we see that SµW ⊆ Nk,e implies that λ2k+1 ≤ 2k and
λ2i−1 = λ2i−1 for all 1 ≤ i ≤ m. By (2.23), it follows that SµW = SλW
∗ ⊆ 〈Pf−2k〉D, as required to complete the
proof of the first assertion.
To prove the second assertion, note that the direct limit (4.3) is simply the union of the Nk,e’s. Since Nk,e ⊆
Nk+1,e for all e ≥ 1, the result follows. 
We now prove two lemmas to tackle step (2) in our strategy. Part (b) of the first lemma will only be used to
prove Theorem 4.8, which is a computation at the end of the section that we will use to compute the Lyubeznik
numbers for Pfaffian rings of odd-sized skew-symmetric matrices in the next section. Recall that d = dimS =
(
n
2
)
.
Lemma 4.2. Let 1 ≤ k ≤ m− 1, and let 1 ≤ j ≤ d. The following hold:
(a) The morphisms
ExtjS(Nk,e+1, S) −→ Ext
j
S(Nk,e, S), (4.5)
induced by the inclusion Nk,e ⊆ Nk,e+1 are surjective for all e ≥ 1.
(b) The morphisms
ExtjS(Nk,e, S) −→ Ext
j
S(Nk−1,e, S), (4.6)
induced by the inclusion Nk−1,e ⊆ Nk,e are zero for all e ≥ 1.
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Proof. (a) By (2.12), we have Nk,e = Iz ⊗S P−e−2k−1, where z = ((e + 1)
m−k, 1k). Thus, [Har77, Proposition
III.6.7] implies
coker
(
ExtjS(Nk,e+1, S)→ Ext
j
S(Nk,e, S)
)
= Pe+2k+1 ⊗S coker
(
ExtjS(I(m−k)×(e+1), S)→ Ext
j
S(Iz , S)
)
.
Since j ≥ 1, we have ExtjS(I, S)
∼= Ext
j+1
S (S/I, S) for all ideals I ⊆ S. Therefore (2.18) implies that the cokernel
above is equal to the tensor product of Pe+2k+1 and an S-module that decomposes as a C-vector space as follows:⊕
(x,p)∈Z(z)\Z((m−k)×(e+1))
Extj+1S (Jx,p, S). (4.7)
Using the notation from Section 2.2, we have Z((m− k)× (e+ 1)) is the set of (x, p) such that p = m− k − 1 and
x1 = · · · = xm−k ≤ e, and Z(z) is the set of (x, p) with (x, p) = (0,m− 1) or p = m− k − 1, x1 = · · · = xm−k ≤ e,
and (1m) ≤ x. In particular, since k ≥ 1,
Z(z) \ {(0,m− 1)} ⊆ Z((m− k)× (e + 1)).
As J0,m−1 = S/Im×1, it has dimension d − 1. Thus, Ext
i
S(J0,m−1, S) is nonzero if and only if i = 1, i.e.
Extj+1S (J0,m−1, S) is nonzero if and only if j = 0. Conclude that (4.7) is zero for all j ≥ 1. Therefore, the
maps (4.5) are surjective for all j ≥ 1, as required to complete the proof of (a).
(b) Similar to the previous part, using [Har77, Proposition III.6.7], it suffices to show that the maps
ExtjS(I(m−k)×e, S) −→ Ext
j
S(I(m−k+1)×e ⊗S P2, S) (4.8)
induced by the inclusion I(m−k+1)×e ⊗S P2 ⊆ I(m−k)×e are zero for all j ≥ 1. Note that by (2.12) we have
I(m−k+1)×e ⊗S P2 = Iy,
where y = ((2 + e)m−k+1, 2k−1). As ExtjS(I, S)
∼= Ext
j+1
S (S/I, S) for all j ≥ 1 and all ideals I ⊂ S, it suffices to
show that the maps
ExtiS(S/I(m−k)×e, S) −→ Ext
i
S(S/Iy, S) (4.9)
induced by the inclusion Iy ⊆ I(m−k)×e are zero for all i ≥ 2. Using notation from Section 2.2, we have Z((m−k)×e)
is a set of pairs (x, p) with p = m− k− 1, and Z(y) is a set of pairs (x, p) with p = m− 1 or p = m− k. As k ≥ 1,
it follows that Z((m− k)× e) and Z(y) are disjoint. Therefore, by (2.17), the maps in question are zero. 
Lemma 4.3. Let k be an integer with 1 ≤ k ≤ m− 1. Then for all e ≥ 1, and for all 0 ≤ j < d, the morphisms
Hj
m
(Nk,e) −→ H
j
m
(Nk,e+1) (4.10)
induced by the inclusion Nk,e ⊆ Nk,e+1, are injective. In particular for 0 ≤ j < d, the multiplicity of E in the
D-module Hjm(〈Pf
−2k〉D) is equal to the multiplicity of the representation det(W
∗)⊗(n−1) in Hjm(Nk,e) for e≫ 0.
Proof. Let Kjk,e be the kernel of the map (4.10) for 0 ≤ j < d, and recall the graded Matlis functor (−)
∨ [BS98,
Chapter 13, Chapter 14]. As (−)∨ is exact, graded local duality (4.1) implies that
Kjk,e =
(
coker
(
Extd−jS (Nk,e+1,Pn−1) −→ Ext
d−j
S (Nk,e,Pn−1)
))∨
=
(
coker
(
Extd−jS (Nk,e+1, S) −→ Ext
d−j
S (Nk,e, S)
)
⊗S Pn−1
)∨
By Lemma 4.2(a), conclude that Kjk,e = 0 for all e ≥ 1 and all 0 ≤ j < d, as required.
To prove the second assertion, note that Hjm(〈Pf
−2k〉D) is a D-module supported at the origin, so it must be a
direct sum of copies of E. As E contains the subrepresentation det(W ∗)⊗(n−1) with multiplicity one (since E is
the simple D-module D0, this follows from (2.22)), it follows that the multiplicity of E in H
j
m(〈Pf
−2k〉D) is equal to
the multiplicity of det(W ∗)⊗(n−1) in the representation Hjm(〈Pf
−2k〉D). Since filtered direct limits commute with
Hjm(−), Lemma 4.1 and the first assertion of this lemma imply that, for 0 ≤ j < d, the module H
j
m(〈Pf
−2k〉D)
is the union over e of the modules Hjm(Nk,e). Therefore, the multiplicity of E in the D-module H
j
m(〈Pf
−2k〉D) is
equal to the multiplicity of the representation det(W ∗)⊗(n−1) in Hjm(Nk,e) for e≫ 0. 
Before we complete step (2) in our strategy for computing the Lyubeznik numbers in this case, we store the
following lemma. The proof is identical to the proof of [LR18, Lemma 6.9], replacing det with Pf.
Lemma 4.4. For all j ≥ 0 and k < m we have Hj
Ok
(SPf) = 0.
12 MICHAEL PERLMAN
Lemma 4.5. Let k be an integer with 0 ≤ k ≤ m− 1. Then∑
j≥0
[Hj
m
(〈Pf−2k〉D)]D · q
j = [E]D · q
m(2m−1)−k(2k+3)−4(m−k−1)k ·
(
m− 1
m− k − 1
)
q4
.
Proof. If k = 0, then 〈Pf−2k〉D = S, so that H
•
m
(〈Pf−2k〉D) = H
d
m
(S) = E. As
(
m−1
m−k−1
)
q4
= 1 and
m(2m− 1)− k(2k + 3)− 4(m− k − 1)k = m(2m− 1) = d,
the result holds for k = 0.
Now assume that 1 ≤ k ≤ m− 1. We claim that Hd
m
(〈Pf−2k〉D) = 0. By (1.3), there is a short exact sequence
0 −→ 〈Pf−2k〉D −→ SPf −→ Qm−k−1 −→ 0.
By Lemma 4.4 we have Hjm(SPf) = 0 for all j ≥ 0, so the long exact sequence of local cohomology yields
H0
m
(〈Pf−2k〉D) = 0 and
Hj
m
(〈Pf−2k〉D) ∼= H
j−1
m
(Qm−k−1) for all j ≥ 1.
Suppose for contradiction that Hd
m
(〈Pf−2k〉D) 6= 0, so that H
d−1
m
(Qm−k−1) 6= 0. By Theorem 1.1, we have
Hc
Om−k−1
(S) = Qm−k−1, where c = codim Om−k−1. Thus, H
d−1
m
(Hc
Om−k−1
(S)) 6= 0, i.e. the Lyubeznik num-
ber λd−1,d−c(R
m−k−1) is nonzero. Since k ≥ 1, (2.10) implies that d− 1 > d− c, so that by [NBWZ16, Properties
3.2(1)], we obtain a contradiction. We conclude Hd
m
(〈Pf−2k〉D) = 0.
We now compute the multiplicity of E in Hjm(〈Pf
−2k〉D) for all 0 ≤ j < d and all 1 ≤ k ≤ m− 1. By Lemma 4.3
we need to determine the number of copies of det(W ∗)⊗(n−1) in Hjm(Nk,e) for all j ≥ 0 and e ≫ 0. By (4.1), this
is equivalent to determining the number of copies of det(W ∗)⊗(e+2k) in Extd−jS (I(m−k)×e, S) for large e.
Note that the vanishing locus of I(m−k)×e is Om−k−1, a variety of dimension < d − 1 by (2.10). Thus,
Ext1S(S/I(m−k)×e, S) = 0, so that HomS(I(m−k)×e, S)
∼= S. Since S = Sym(∧2W ), it does not contain the repre-
sentation det(W ∗)⊗(e+2k) for all e ≥ 1. Therefore, since ExtjS(S/I(m−k)×e, S)
∼= Ext
j−1
S (I(m−k)×e, S) for j ≥ 2, we
obtain:∑
j≥0
〈
ExtjS(S/I(m−k)×e, S), det(W
∗)⊗(n+e−2(m−k))
〉
· qj =
∑
j≥0
〈
Extj−1S (I(m−k)×e, S), det(W
∗)⊗(n+e−2(m−k))
〉
· qj .
By Lemma 2.1 with a = m− k and b = e, we obtain for e≫ 0:∑
j≥0
〈
ExtjS(I(m−k)×e, S), det(W
∗)⊗(n+e−2(m−k))
〉
· qj = q(2k+1)(k+1)−1 ·
(
m− 1
m− k − 1
)
q4
. (4.11)
Write gm,k(q) ∈ Z[q] for the polynomial in (4.11), so that
∑
j≥0[H
j
m(〈Pf
−2k〉D)]D · q
j = [E]D · q
d · gm,k(q
−1). Using
the binomial identity (2.4) we get the desired result. 
Finally, we compute the modules Hjm(Qp) for all p = 0, · · · ,m−1, completing step (3) in our strategy to compute
the Lyubeznik numbers in this case:
Theorem 4.6. Let n = 2m be even, and let 0 ≤ p ≤ m− 1 be an integer. Then∑
j≥0
[Hj
m
(Qp)]D · q
j = [E]D · q
p(2p+3) ·
(
m− 1
p
)
q4
.
Proof. The short exact sequence arising from the inclusion 〈Pf 2(p−m+1)〉D ⊆ SPf yields a long exact sequence of
local cohomology H•
m
(−). As Qp = SPf/〈Pf
2(p−m+1)〉D, the result follows from Lemma 4.4 and Lemma 4.5. 
We may now compute the Lyubeznik numbers in the case of even-sized skew-symmetric matrices:
Proof of Theorem 1.2 for n = 2m even. First assume that k = m − 1, so that H1
Ok
(S) = SPf/S = Qm−1 and
Hj
Ok
(S) = 0 otherwise. By (1.1) and Theorem 4.6 we obtain that Lm−1(q, w) = (q · w)
d−1, where d =
(
n
2
)
.
Alternatively, this follows from [NBWZ16, Example 4.2].
For k < m− 1, the computations follow from (1.1), Lemma 2.3, and Theorem 4.6. 
We store the following work for use in the next section:
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Lemma 4.7. For all 0 ≤ k ≤ m− 2 and j ≥ 0, the maps
Hj
m
(〈Pf−2k〉D) −→ H
j
m
(〈Pf−2k−2〉D) (4.12)
induced by the inclusion 〈Pf−2k〉D ⊆ 〈Pf
−2k−2〉D are zero.
Proof. We first treat the case k = 0, so 〈Pf−2k〉D ∼= S. In this case, H
•
m
(S) = Hd
m
(S) = E. By Lemma 4.5, we have
Hd
m
(〈Pf−2k−2〉D) = H
d
m
(〈Pf−2〉D) = 0.
Therefore, the result holds for k = 0.
Now assume that 1 ≤ k ≤ m − 2. By Lemma 4.5 we have that Hd
m
(〈Pf−2k〉D) = 0, so that we only need to
consider j with 0 ≤ j ≤ d− 1. For such a j, Lemma 4.3 implies that the morphisms (4.12) are the direct limit over
e ≥ 1 of the maps
Hj
m
(Nk,e) −→ H
j
m
(Nk+1,e) (4.13)
induced by the inclusion Nk,e ⊆ Nk+1,e. Write Y
j
k,e for the kernel of the map (4.13). Since the graded Matlis dual
(−)∨ is exact, it follows from graded local duality (4.1) that
Yjk,e =
(
coker
(
Extd−jS (Nk+1,e,Pn−1) −→ Ext
d−j
S (Nk,e,Pn−1)
))∨
=
(
coker
(
Extd−jS (Nk+1,e, S) −→ Ext
d−j
S (Nk,e, S)
)
⊗S Pn−1
)∨
.
By Lemma 4.2(b) and graded local duality (4.1), it follows that Yjk,e = H
j
m(Nk,e) for all 0 ≤ j ≤ d− 1. Therefore,
the maps (4.12) are zero for all j ≥ 0, as required. 
Theorem 4.8. If s is an integer with 0 ≤ s ≤ m, then∑
j≥0
[Hj
m
(Ds)]D · q
j = [E]D · q
s(2s−1) ·
(
m
s
)
q4
.
Proof. When s = 0, we have Ds = E. As H
•
m
(E) = H0
m
(E) = E, the result holds in this case. Now assume s ≥ 1
and consider the short exact sequence arising from the filtration (1.2):
0 −→ 〈Pf−2(m−s−1)〉D −→ 〈Pf
−2(m−s)〉D −→ Ds −→ 0.
By Lemma 4.7, the long exact sequence of H•
m
(−) arising from this short exact sequence splits up into exact
sequences:
0 −→ Hj
m
(Pf−2(m−s)〉D) −→ H
j
m
(Ds) −→ H
j+1
m
(Pf−2(m−s−1)〉D) −→ 0.
for all j ≥ 0. We conclude that∑
j≥0
[Hj
m
(Ds)]D · q
j =
∑
j≥0
[Hj
m
(〈Pf−2(m−s)〉D)]D · q
j +
∑
j≥0
[Hj+1
m
(〈Pf−2(m−s−1)〉D)]D · q
j
As
∑
j≥0[H
j
m(〈Pf
−2(m−s−1)〉D)]D · q
j =
∑
j≥0[H
j+1
m (〈Pf
−2(m−s−1)〉D)]D · q
j+1, Lemma 4.5 implies that
∑
j≥0
[Hj
m
(Ds)]D · q
j = [E]D ·
(
qs(2s−1) ·
(
m− 1
s− 1
)
q4
+ qs(2s+3) ·
(
m− 1
s
)
q4
)
.
We get the desired result after applying the binomial identity (2.3). 
5. Lyubeznik numbers for Pfaffian rings of odd-sized skew-symmetric matrices
Throughout this section, let n = 2m + 1 be odd, let W ∼= Cn and let V = W ∗. Let X = ∧2V be the space of
n× n skew-symmetric matrices, and continue to write S = Sym(∧2W ) for the ring of polynomial functions on X ,
with homogeneous maximal ideal m ⊂ S. Let G = G(2m,V ) be the Grassmannian of 2m-dimensional subspaces of
V . Write R for the tautological subsheaf of V ⊗C OG, a locally free sheaf of rank 2m, and write Y = TotG(∧
2R)
for the total space of the locally free sheaf ∧2R, with structure map q : Y → G. Consider the following diagram:
Y X ×G
X
s
pi p
where s is the inclusion, p is the projection, and π = p ◦ s. In this case, π(Y ) = X and π−1(Om) ∼= Om.
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Our strategy for computing the local cohomology modules of the simple objects Hjm(Dp) for n odd is described
as follows: Over a basic open affine subset U ⊆ G, the bundle Y trivializes to ∧2C2m×U . We will show that there
exist m+ 1 simple GL(W )-equivariant DY -modules D0,D1, · · · ,Dm such that:
(1) for all p = 0, · · · ,m, the restrictions to the trivializations Dp|q−1(U) are isomorphic to D
2m
p ⊗C C[U ], where
C[U ] is the coordinate ring of U and D2mp is the simple GL2m(C)-equivariant D-module on ∧
2C2m with
support Op ⊆ ∧
2C2m,
(2) the derived direct image Rπ∗Dp has cohomology in a single degree, isomorphic to Dp, where Dp is the
simple DX -module with support Op ⊆ X ,
(3) using fact (1), the calculations ofHjm(D
2m
p ) in Theorem 4.8 may be glued together to obtain H
j
pi−1(0)(Y,Dp),
where H jZ are the derived functors of the functor H
0
Z of sections with support in a subvariety Z.
As there is an isomorphism of functors π∗ ◦ H
0
pi−1(0) = H
0
{0} ◦ π∗, we use facts (1)-(3) to compute H
j
m(Dp) in
Theorem 5.4, yielding the Lyubeznik numbers for Pfaffian rings of odd-sized skew-symmetric matrices.
5.1. Equivariant D-modules on Y . We begin by studying the action of GL(W ) on Y . Endow V = W ∗ with
the dual action of GL(W ). For v ∈ V and g ∈ GL(W ), we simply write gv the the action of g on v. Given a
one-dimensional subspace Λ ∈ G(1, V ), we obtain an open subset of G:
UΛ = {Ω ∈ G | Λ ∩ Ω = 0} ⊂ G.
If we fix Ω ∈ UΛ, then UΛ is identified with Hom(Ω,Λ), and under this identification, Ω is sent to the zero map in
Hom(Ω,Λ) (for more information, see [EH16, Section 3.2.2]). Note that for all ϕ ∈ Hom(Ω,Λ), the fibers of R are
given by
Rϕ = Image
(
Ω
[id ϕ]
−−−→ V
)
.
Therefore, under the identification UΛ = Hom(Ω,Λ) we have
q−1(UΛ) =
{(∑
(vi ∧ wi + ϕ(vi) ∧ wi + vi ∧ ϕ(wi)), ϕ
)
∈ X ×Hom(Ω,Λ) | vi, wi ∈ Ω
}
⊆ Y. (5.1)
Using the description (5.1), we see that there is an isomorphism
q−1(UΛ) = q
−1(Hom(Ω,Λ)) ∼= ∧2Ω×Hom(Ω,Λ), (5.2)
via the map
(v ∧ w + ϕ(v) ∧ w + v ∧ ϕ(w), ϕ) 7→ (v ∧ w,ϕ). (5.3)
The action of g ∈ GL(W ) on Y sends (v ∧ w + ϕ(v) ∧ w + v ∧ ϕ(w), ϕ) ∈ q−1(Hom(Ω,Λ)) to
(gv ∧ gw + gϕ(v) ∧ gw + gv ∧ gϕ(w), gϕg−1) ∈ q−1(Hom(gΩ, gΛ)).
Thus, via the identification (5.3), g sends (v ∧w,ϕ) ∈ ∧2Ω×UΛ to (gv ∧ gw, gϕg
−1) ∈ ∧2(gΩ)×UgΛ. We are now
ready to prove the following:
Lemma 5.1. The group GL(W ) acts on Y with m + 1 orbits O0, · · · ,Om. Further, for all k = 0, · · · ,m and for
all basic open affine subsets UΛ = Hom(Ω,Λ), we have Ok ∩ q
−1(UΛ) = Ok × UΛ ⊂ ∧
2Ω× UΛ.
Proof. Let (ξ,Ω), (η,Γ) ∈ Y , where ξ, η ∈ X , Ω,Γ ∈ G, and rank(ξ) = rank(η). We need to show that there exists
g ∈ GL(W ) such that (gξ, gΩ) = (η,Γ). As GL(W ) acts transitively on G, we may assume that Ω = Γ. Let Λ be
a one-dimensional subspace of V such that V = Ω⊕ Λ. Then the points (ξ,Ω) and (η,Ω) both belong to the open
affine subset UΛ = ∧
2Ω×Hom(Ω,Λ). As Ω corresponds to the zero map in Hom(Ω,Λ), the identification (5.3) says
we need to find g ∈ GL(W ) such that (gξ, 0) = (η, 0). Since rank(ξ) = rank(η), there is an element g ∈ GL(Ω)
such that gξ = gη. Thus, any element of GL(W ) that restricts to this g on Ω will send (ξ, 0) to (η, 0), which proves
that GL(W ) acts transitively on Y ∩ (Ok ×G) for all k = 0, · · · ,m. Finally, since GL(W ) preserves rank on ∧
2V ,
all assertions of the lemma follow. 
For k = 0, · · · ,m, write Dk for the simple DY -module corresponding to the trivial local system on the orbit
Ok (see [HTT07, Theorem 11.6.1]). Given a one-dimensional subspace Λ ⊆ V , write YΛ = q
−1(UΛ) for ease of
notation. By Lemma 5.1, it follows that we have
Dk|YΛ = D
2m
k ⊗C C[UΛ], (5.4)
where D2mk is the simple D∧2Ω-module corresponding to the trivial local system on Ok ⊂ ∧
2Ω, and C[UΛ] is the
coordinate ring of the affine space UΛ.
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As π(Y ) = X and π−1(Om) ∼= Om, there is an open immersion j : Om →֒ Y . In fact, j(Om) = Om, so that
j(Om) is locally defined by the nonvanishing of the 2m× 2m Pfaffian on the open affine sets ∧
2Ω×UΛ. Write S
2m
for the coordinate ring of ∧2Ω and let Pf ∈ S2m denote the 2m× 2m Pfaffian. It follows that
j∗(OOm)|YΛ = S
2m
Pf ⊗C C[UΛ]. (5.5)
Thus, j∗(OOm)|YΛ has filtration as in (1.2), so by [HTT07, Corollary 1.4.17(ii)], the DY -module j∗OOm has filtration
with multiplicity one composition factors Dp, 0 ≤ p ≤ m. Since the direct image s∗OY is SymG(∧
2R∗), we conclude
from (2.21) that
s∗j∗OOm =
⊕
λ∈Zm
dom
Sλ(2)R, and s∗Dp =
⊕
λ∈B(m−p,2m)
SλR, (5.6)
where the set B(m− p, 2m) was introduced in Section 2.3. We are now ready to prove the following, resolving step
(2) in our strategy to compute the local cohomology modules Hjm(Dp) for n odd.
Lemma 5.2. For all 0 ≤ p ≤ m we have R2m−2pπ∗Dp ∼= Dp and R
jπ∗Dp = 0 otherwise.
Proof. We begin by showing that R2m−2pπ∗Dp has the same GL(W )-structure as Dp and R
jπ∗Dp = 0 for j 6=
2m− 2p. By (5.6) we have
Rjπ∗Dp ∼= H
j(X ×G, s∗Dp) ∼= H
j(G, q∗s∗Dp) ∼=
⊕
λ∈B(m−p,2m)
Hj(G, SλR). (5.7)
Given λ ∈ B(m− p, 2m), write
λ∗ = (−λ2m, λ2m−1, · · · ,−λ2,−λ1), (5.8)
so that SλR = Sλ∗R
∗. let γ = γλ = (λ
∗, 0) ∈ Z2m+1 and let ρ = (2m, 2m− 1, · · · , 0) ∈ Z2m+1. Using the notation
from (2.5), we have
Hj(G, SλR) =
{
Sγ˜W if γ + ρ has distinct entries and j = σ
0 otherwise.
(5.9)
As λ ∈ B(m− p, 2m), we know that λ2m−2p ≥ 2m− 2p− 1, λ2m−2p+1 ≤ 2m− 2p, and λ2i = λ2i−1 for all i. Thus,
λ∗2p+1 ≤ −2m+ 2p+ 1 and λ
∗
2p ≥ −2m+ 2p, so that (γ + ρ)2p ≥ 1 and (γ + ρ)2p+1 ≤ 1. As λ2i = λ2i−1 for all i,
conclude that (γ+ρ)2p+2 = (γ+ρ)2p+1− 1 ≤ 0. If (γ+ρ)2p+1 = 1, then (γ+ρ)2p+2 = 0. Since (γ+ρ)2m+1 = 0, it
follows that γ + ρ has repeated entries. Therefore, Hj(G, SλR) = 0 in this case. Similarly, when (γ + ρ)2p+1 = 0,
we have Hj(G, SλR) = 0.
Now assume that (γ + ρ)2p+1 ≤ −1. Since (γ + ρ)2p ≥ 1, it follows that sorting γ + ρ requires 2m − 2p
transpositions and
γ˜λ = (λ
∗
1, · · · , λ
∗
2p, 2p− 2m,λ
∗
2p+1 + 1, · · · , λ
∗
2m + 1)
Notice that if we reverse the order of γ˜ and multiply by −1, we get a unique element of B(m− p, 2m+1). In other
words (γ˜)∗ ∈ B(m− p, 2m+ 1). Conclude that there is a bijection:{
λ ∈ B(m− p, 2m) | λ∗2p+1 ≥ 2p− 2m− 1
}
↔ B(m− p, 2m+ 1) (5.10)
defined by sending λ ∈ B(m−p, 2m) to (γ˜λ)
∗. Since SλW = Sλ∗W
∗, it follows from (5.7) and (5.9) that Rjπ∗Dp = 0
for j 6= 2m− 2p and
R2m−2pπ∗Dp =
⊕
λ∈B(m−p,2m+1)
SλW
∗. (5.11)
By (2.22), it follows that R2m−2pπ∗Dp has the same GL(W )-structure as the simple DX -module Dp.
We only need to show that R2m−2pπ∗Dp is a DX -module. We start by showing that the D-module pushforward∫
pi
∫
j
OOm is isomorphic to Rπ∗(j∗OOm). As j is an open immersion, [HTT07, Example 1.5.22] implies that∫
j
= Rj∗, and since j is affine, [Har77, Exercise III.8.2] implies that Rj∗ = j∗. Thus,
∫
pi
∫
j
=
∫
pi
j∗. Write
ι : Om →֒ X for the inclusion, so that π ◦ j = ι. By [HTT07, Proposition 1.5.21], we have
∫
pi
∫
j
=
∫
ι
, and because
ι is an open immersion, we obtain
∫
pi
∫
j
= Rι∗. Since Rπ∗ ◦ j∗ = Rι∗, conclude that∫
pi
∫
j
OOm
∼= Rπ∗(j∗OOm). (5.12)
Recall that j∗OOm has composition series with multiplicity one composition factors Dp, 0 ≤ p ≤ m, each appearing
with multiplicity one. Therefore, (5.12) implies that
∫ 2m−2p
pi◦j
OOm = R
2m−2pπ∗(j∗OOm) = R
2m−2pπ∗Dp, so that
R2m−2pπ∗Dp is a DX -module, as needed to complete the proof. 
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5.2. Local cohomology computations and Lyubeznik numbers in the odd-sized case. In this subsection,
we compute the modules Hjm(Dp) for all j ≥ 0 and all 0 ≤ p ≤ m, obtaining the Lyubeznik numbers in the case of
odd-sized skew-symmetric matrices. Given a closed subvariety Z of Y or X , write H 0Z for the functor of sections
with support in Z, and write ΓDY for the Grothendieck group of the category of coherent DY -modules. As we will
see in the following lemma, the local cohomology modules H jpi−1(0)(Y,Dp) are determined by Theorem 4.8:
Lemma 5.3. We have the following in ΓDY :
∑
j≥0
[H jpi−1(0)(Y,Dp)]DY · q
j = [D0]DY · q
p(2p−1) ·
(
m
p
)
q4
.
Proof. Using notation as above, fix Λ ∈ G(1, V ) and Ω ∈ G such that Λ∩Ω = 0. Since Dp|YΛ
∼= D2mp ⊗CC[UΛ] and
H
j
pi−1(0)(Y,Dp)|YΛ
∼= H
j
pi−1(0)∩YΛ
(YΛ,Dp|YΛ), we study the problem locally. Let S
2m be the coordinate ring of ∧2Ω,
and let m ⊂ S2m be the homogeneous maximal ideal. Since π−1(0) ∩ YΛ = {0} × UΛ ⊂ YΛ, [ILL
+07, Proposition
7.15(3)] yields
Γ(YΛ,H
j
pi−1(0)∩YΛ
(YΛ,Dp|YΛ))
∼= H
j
{0}×UΛ
(∧2Ω× UΛ, D
2m
p ⊗C C[UΛ])
∼= Hj
m
(S2m, D2mp )⊗C C[UΛ]. (5.13)
By (5.13) and Theorem 4.8 the lemma follows. 
Theorem 5.4. If n = 2m+ 1 is odd and 0 ≤ p ≤ m, then
∑
j≥0
[Hj
m
(Dp)]D · q
j = [E]D · q
p(2p+1) ·
(
m
p
)
q4
Proof. There is an isomorphism of functors π∗H
0
pi−1(0) = H
0
m
π∗, yielding the isomorphism in the derived category
Rπ∗RH
0
pi−1(0) = RH
0
{0}Rπ∗. Thus, there is a spectral sequence for all 0 ≤ p ≤ m:
Riπ∗
(
H
j
pi−1(0)(Y,Dp)
)
⇒ Hi+j
(
RH 0{0}(X,Rπ∗Dp)
)
. (5.14)
By Lemma 5.2, Rjπ∗D0 is zero unless j = 2m. Thus (5.14) is degenerate, so Lemma 5.3 implies that
∑
j≥0
[
Hj
(
RH 0{0}(X,Rπ∗Dp)
)]
D
· qj = [E]D · q
p(2p−1)+2m ·
(
m
p
)
q4
. (5.15)
Next, there is a spectral sequence
Hi
m
(Rjπ∗Dp)⇒ H
i+j
(
RH 0{0}(X,Rπ∗Dp)
)
. (5.16)
By Lemma 5.2, we have that Rjπ∗Dp is zero unless j = 2m− 2p. Thus, the spectral sequence (5.16) is degenerate,
so by Lemma 5.2 and (5.15) we obtain
∑
j≥0
[Hj
m
(Dp)]D · q
j = [E]D · q
p(2p−1)+2m−(2m−2p) ·
(
m
p
)
q4
= [E]D · q
p(2p+1) ·
(
m
p
)
q4
,
as required. 
We end by explaining how to obtain the Lyubeznik numbers in the case of odd-sized skew-symmetric matrices. As
the category of GL(W )-equivariant coherent D-modules on X is semi-simple, the formula in Lemma 2.3 completely
describes the indecomposable summands of the local cohomology modules Hj
Ok
(S) for all k = 0, · · · ,m − 1. We
conclude that the odd case in Theorem 1.2 holds using (1.1), Lemma 2.3, and Theorem 5.4.
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