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Resumen
La Comprensio´n de Programas (CP) es un a´rea de la Ingenier´ıa del Software que tiene
como objetivo el estudio y creacio´n de modelos, me´todos, te´cnicas y herramientas con
la ﬁnalidad de facilitar el entendimiento de los sistemas de software. La CP es u´til para
mantenimiento, reingenier´ıa, ingenier´ıa reversa, entre otras tantas aplicaciones.
Para construir herramientas de comprensio´n de programas es necesario concebir esquemas
que permitan extraer y visualizar la informacio´n de los sistemas. PICS es una herramienta
de CP basada en la presentacio´n de diferentes perspectivas o vistas del sistema de estu-
dio. Estas vistas tienen como propo´sito interrelacionar distintos dominios u´tiles para la
comprensio´n. En este contexto, la principal fortaleza de PICS es alcanzar una estrecha
relacio´n entre el dominio del programa y el comportamiento del sistema. Esta relacio´n
falicita la comprensio´n porque permite asignar sema´ntica a las componentes del dominio
del programa.
En este art´ıculo describimos PICS, sus funcionalidades de inspeccio´n, comprensio´n y las
estrate´gias implementadas en su nu´cleo que permiten alcanzar la interrelacio´n de domin-
ios. En este u´ltimo caso, hacemos e´nfasis en la interrelacio´n entre el dominio del programa
y el comportamiento del sistema debido a la gran importancia que tiene esta relacio´n para
la CP.
Palabras Claves: Comprensio´n de Programas, Me´todos, Te´cnicas, Herramientas.
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La comprensio´n de programas se traduce en la habilidad de entender una pieza de co´digo
escrito en un lenguaje de alto nivel. Un programa no es mas que una secuencia de instruc-
ciones que sera´n ejecutadas de forma de garantir una determinada funcionalidad. El lector
de un programa consigue extraer el signiﬁcado del mismo cuando comprende de que forma el
co´digo cumple con la tarea para la cual fue creado. El a´rea de comprensio´n de programas es
una de las ma´s importantes de la Ingenier´ıa del Software porque es necesaria para tareas de
reutilizacio´n, inspeccio´n, manutencio´n, migracio´n y extensio´n de sistemas de software. Puede
tambie´n ser utilizada en a´reas como ingenier´ıa reversa o ensen˜anza de lenguajes de progra-
macio´n. La tarea de comprensio´n de programas puede tener diferentes signiﬁcados y puede ser
vista desde diferentes perspectivas. El usuario puede estar interesado en como la computadora
ejecuta las instrucciones con el objetivo de comprender el ﬂujo de control y de datos, o puede
querer veriﬁcar los efectos que la ejecucio´n tiene sobre el objeto que esta siendo controlado por
el programa. Considerando estos niveles de abstraccio´n, una herramienta versa´til de inspeccio´n
visual de co´digo es crucial en la tarea de comprensio´n de programas [6].
En este art´ıulo se presenta PICS (Program Inspection and Comprehension System) una her-
ramienta destinada a facilitar el proceso de comprensio´n de programas escritos en lenguage
C. PICS aborda este desaf´ıo por medio de la presentacio´n de diferentes vistas. Estas vistas
representan al sistema de estudio en distintos dominios y en diferentes niveles de abstraccio´n.
La presentacio´n de vistas por si sola no es suﬁciente son necesarios mecanismos de navegacio´n
entre ellas. Esto posibilita que el programador pueda acceder a un dominio espec´ıﬁco y cuan-
do considere necesario acceder a otro con facilidad. Esta caracter´ıstica facilita el aprendizaje
debido a que fomenta la interrelacio´n de conceptos. De se esta manera se reduce la brecha
existente entre los conocimientos del programador y los conceptos subyacentes del sistema.
Una de las relaciones ma´s importantes es la que vincula el dominio del programa y el com-
portamiento del sistema. Podemos realizar esta aﬁrmacio´n porque dicha vinculacio´n permite
identiﬁcar claramente las operaciones realizadas por el sistema y su efecto comportamental.
De esta forma la tarea de modiﬁcar, documentar o actualizar una funcionalidad es ma´s leve.
Esto se debe a la posibilidad acceder solamente a las componentes del sistema utilizadas para
producir el comportamiento bajo ana´lisis.
Para alcanzar la interrelacio´n de dominios PICS utiliza te´cnicas de compilacio´n que permiten ex-
traer informacio´n esta´tica y dina´mica. Luego construye vistas textuales y basadas en grafos que
representan al sistema o parte de e´l en otros dominios [3]. Adema´s, PICS implementa una es-
trategia de relacio´n operacional-comportamental denominada BORS (Behavioral-Operational
Relation Strategy) que posibilita encontrar la relacio´n entre las componentes del dominio del
programa y el comportamiento del sistema.
Este art´ıculo esta organizado de la siguiente manera. La seccio´n 2 describe la arquitectura
de PICS. La seccio´n 3 explica las te´cnicas de compilacio´n utilizadas para la extraccio´n de
informacio´n esta´tica y dina´mica. La seccio´n 4 describe brevemente la informacio´n disponible
en PICS y la forma de administrarla. La seccio´n 5 detalla las vistas y sus funcionalidades. La
seccio´n 6 explica BORS. Finalmente, la seccio´n 7 expone la conclusio´n de este art´ıculo.
2. ARQUITECTURA DE PICS
La Figura 1 muestra la aquitectura de PICS. El lector puede observar que la herramienta
posee las siguientes componentes:
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Figura 1: Arquitectura de PICS
Mo´dulos para extraccio´n de la informacio´n: Estos mo´dulos extraen informacio´n esta´tica
y dina´mica del sistema de estudio. Para la extraccio´n de la informacio´n esta´tica se utilizan
te´cnicas de compilacio´n tradicionales. Para la recuperacio´n de la informacio´n dina´mica
se instrumenta el co´digo fuente con funciones de inspeccio´n. Este esquema de instru-
mentacio´n sera´ descripto brevemente en la seccio´n 3.
Repositorio de Informacio´n: Esta componente posibilita el almacenamiento de toda la in-
formacio´n extra´ıda. Los mo´dulos principales que acceden a este repositorio son el Ad-
ministrador de Visualizacio´n y Navegacio´n y BORS. Esta componente sera´ presentada
brevemente en la seccio´n 4.
Administrador de Visualizacio´n y Navegacio´n: La funcio´n principal de esta componente
(ver seccio´n 4) es la de posibilitar la construccio´n de las vistas disponibles en PICS.
Adema´s permite la navegacio´n entre ellas.
Visualizadores: Esta parte del sisema consta de varias componentes agrupadas en dos cat-
egor´ıas (Visualizaciones del Dominio del Programa y Visualizaciones del Dominio del
Problema). Cada componente implementa las distintas vistas disponibles en PICS. Cada
una de ellas, adema´s de construir la vista apropiada, usando la informacio´n provista por
el Administrador de Visualizacio´n y Navegacio´n, presentan al usuario una visio´n gra´ﬁca
o textual dependiendo de la clase de perspectiva que se utilize. Las vistas provistas por
PICS sera´n descriptas en seccio´n 5.
BORS: Este mo´dulo es el encargado de implementar la estrategia de relacio´n operacional-
comportamental. En otras palabras, permite relacionar el dominio del programa con el
dominio del problema. La estrategia BORS es compleja y sera´ descripta en la seccio´n 6.
3. EXTRACCIO´N DE LA INFORMACIO´N
Para la extraccio´n de la informacio´n esta´tica PICS utiliza te´cnicas de compilacio´n tradi-
cionales. Es decir, la herramienta tiene implementado un analizador sinta´ctico de ANSI-C con
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las acciones sema´nticas necesarias para la recuperacio´n de: funciones, datos, tipos, etc.
Para el caso de la recuperacio´n de la informacio´n dina´mica [5] [8] [2] se utilizo´ instrumentacio´n
de co´digo. Esta te´cnica consiste en insertar sentencias u´tiles dentro del co´digo fuente del sis-
tema. Esto tiene por objetivo extraer la informacio´n deseada a medida que el sistema se ejecuta.
El esquema utilizado para este caso es simple: se insertan funciones de inspeccio´n en el comien-
zo y ﬁn de las funciones. Estas funciones de inspeccio´n tienen como tarea imprimir el nombre
de la funcio´n ejecutada y alguna otra informacio´n que el usuario desea capturar. Este esquema
se debe completar con una estrategia para controlar el nu´mero de funciones recuperadas por
las funciones de inspeccio´n. Esto se debe a que las funciones pueden ser invocadas dentro de
iteraciones. Las iteraciones pueden repetirse muchas veces porque normalmente son utilizadas
para inicializar estructuras de datos o porque forman parte de un algoritmo complejo. En este
caso, las funciones del sistema se invocaran en forma repetitiva y las funciones de inspeccio´n
registrara´n este hecho. Por esta razo´n, la informacio´n recuperada sera´ enorme. Para resolver este
problema las iteraciones son controladas insertando co´digo antes dentro y despue´s de ellas. El
co´digo preliminar a las iteraciones indica, a las funciones de inspeccio´n, el nu´mero de veces que
las funciones invocadas dentro del cuerpo de la iteracio´n deben ser reportadas. Este nu´mero es
almacenado en una pila debido a que las iteraciones pueden estar anidadas. El co´digo dentro de
las iteraciones tiene como objetivo decrementar el nu´mero que esta´ en el tope de la pila (nu´mero
de veces que las funciones dentro de la iteracio´n pueden mostrarse). Cuando este valor llega a
cero las funciones de inspeccio´n no recuperan los datos de las funciones invocadas. Finalmente,
el co´digo insertado despue´s de las iteraciones tiene como ﬁnalidad recuperar el nu´mero de veces
que las funciones de la iteracio´n anterior debe mostrarse. Dicho valor se encuentra en el tope de
la pila de control de ciclos. La Figura 2.a muestra el esquema para las funciones de inspeccio´n
y la Figura 2.b muestra el esquema descripto para las iteraciones. El lector interesado en una
descripcio´n detallada de esta aproximacio´n puede leer [5].
Para ﬁnalizar esta seccio´n es importante notar que toda la informacio´n (esta´tica y dina´mica) es
almacenada en el Repositorio de Informacio´n. Dicha componente es accedida por otros mo´dulos
del sistema para la construccio´n de vistas y otras operaciones.
void f (int a, int b) push(pila,N)
{ for(i=0;i<TAM;i++)
INSPECTOR_ENTRADA("f"); {






Figura 2: Instrumentacio´n de Funciones y Control de Ciclos
4. ADMINISTRACIO´N DE LA INFORMACIO´N
Esta componente almacena informacio´n de: tipos, mo´dulos, variables, funciones y relaciones
existentes entre ellas. Entre las relaciones ma´s destacadas encontramos: llamadas a funciones,
XIII Congreso Argentino de Ciencias de la Computación
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯
 





comunicacio´n y dependencia de mo´dulos, dependencia de tipos, deﬁniciones de variables clasi-
ﬁcadas por funciones y mo´dulos, etc.
Por otra parte, esta componente administra la informacio´n dina´mica del sistema. Como por
ejemplo las funciones y tipos usados en tiempo de ejecucio´n.
Tanto la informacio´n esta´tica como la dina´mica son administradas usando un modelo relacional
de base de datos. La parte ma´s compleja de este mo´dulo radica en la administracio´n de la in-
formacio´n dina´mica. Esta complejidad se debe a la enorme cantidad de informacio´n recuperada
por las te´cnicas de extraccio´n de informacio´n dina´mica. Este problema ha conducido al uso de
organizaciones de archivos soﬁsticadas para la implementacio´n de esta componente.
5. VISTAS
Una vista es una perspectiva del sistema de estudio que permite resaltar algu´n aspecto del
mismo. Las vistas son importantes porque actu´an como facilitadores del aprendizaje y por lo
tanto ayudan en la tarea de CP. En las subsecciones siguientes se describen los objetos de
intere´s para visualizar e inspecionar [4], las vistas y sus funcionalidades.
5.1. OBJETOS VISUALIZADOS POR PICS
Entre los objetos que pueden ser visualizados por PICS se pueden mencionar:
Co´digo Fuente y Objeto: los co´digos fuente y objeto son las unidades ba´sicas de inspeccio´n.
Generar estrategias que faciliten la lectura y navegacio´n en ambos co´digos facilita la
comprensio´n e inspeccio´n.
Datos: los datos son una fuente importante de informacio´n. A trave´s del ana´lisis de los datos
el usuario puede:
Extraer el mapa de tipos (un grafo que muestra los tipos y las relaciones entre ellos).
Relacionar las funciones con los datos. Esta operacio´n es muy compleja cuando el
sistema de estudio esta implementado usando el paradigma imperativo.
Visualizar la tabla de s´ımbolos del sistema.
etc.
Grafo de Llamadas a Funciones: permite ver, en forma esta´tica, como las funciones del
sistema esta´n interconectadas. Esta perspectiva es tradicional en CP y es muy u´til para
detectar, mediante operadores de grafos, funciones que son puntos de entrada o salida de
un sistema, funciones escenciales etc. Tambie´n es muy adecuado para usarlo en combi-
nacio´n con te´cnicas de ana´lisis dina´mico.
Funciones de Tiempo de Ejecucio´n: consta de las funciones recuperadas por la te´cnica de
instrumentacio´n de co´digo descripta en la seccio´n 3. Conocer las funciones usadas por el
sistema para alcanzar un objetivo simpliﬁca el proceso de inspeccio´n y comprensio´n.
Grafo de Comunicaciones de Mo´dulos: posibilita visualizar, en forma esta´tica, como los
mo´dulos del sistema esta´n interconectados. Esta perspectiva, al igual que el grafo de
llamadas a funciones, es tradicional en CP. Sobre ella se pueden aplicar operadores de
grafo para detectar mo´dulos con caracter´ısticas particulares.
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Salida del Sistema: u´til para entender las funcionalidades del sistema. El mecnanismo de
inspeccio´n dina´mica implementado en PICS posibilita relacionar la salida del sistema con
las componentes del programa utilizadas. De esta manera se logra una visio´n integrada
entre el comportamiento y la operacio´n del programa.
5.2. AMBIENTES DE VISUALIZACIO´N Y FUNCIONALIDADES
DE PICS
En esta subseccio´n se presentan las interfaces que implementan distintas vistas u´tiles para
la comprensio´n e inspeccio´n de programas. Estas vistas posibilitan visualizar las componentes
descriptas en la seccio´n 5.1. Adema´s se explica la forma de navegacio´n y las funcionalidades
provistas por cada una de ellas.
5.2.1. Interfaz de preprocesamiento e instrumentacio´n de co´digo
PICS posee un ambiente para visualizar el co´digo fuente, preprocesarlo, aplicar el analizador
sinta´ctico y visualizar el co´digo instrumentado. Esta interfaz puede ser vista en la Figura 3.
La interfaz esta compuesta de dos ventanas. En la ventana superior, el usuario puede visualizar
Figura 3: Visualizador de Co´digo Original, Preprocesado o Instrumentado
el co´digo original, preprocesado o instrumentado. En la ventana inferior se pueden ver los
resultados de cada una de las operaciones. La visualizacio´n del co´digo original puede llevarse a
cabo con una simple operacio´n abrir asociada al primer boto´n de la barra de herramientas. El
preprocesamiento se lleva a cabo presionando el segundo boto´n. El resultado de esta operacio´n
se muestra automa´ticamente en la ventana superior. Finalmente, luego del preprocesamiento,
el co´digo se puede instrumentar presionando el tercer boto´n. En la Figura 3 el lector puede
ver el co´digo de un sistema instrumentado con las funciones de inspeccio´n.
5.2.2. Visualizacio´n de la tabla de s´ımbolos
La Figura 4 muestra la interfaz para visualizar la tabla de s´ımbolos provista por PICS.
Esta interfaz consta de dos ventanas. La superior contiene el co´digo fuente bajo ana´lisis. En la
XIII Congreso Argentino de Ciencias de la Computación
¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯¯
 





Figura 4: Visualizador de la Tabla de S´ımbolos
inferior se puede observar cada uno de los identiﬁcadores deﬁnidos en el sistema. Estos identi-
ﬁcadores son clasiﬁcados en Tipos Ano´nimos, Primitivos, Variables, Funciones y Estructuras.
Los primeros describen los tipos ano´nimos generados por el analizador sinta´ctico. Los segundos
son los tipos predeﬁnidos por el lenguaje usado para implementar el sistema, en este caso C.
Los terceros referencian a las variables. Finalmente, los u´ltimos identiﬁcan a las funciones del
sistema y a sus para´metros como asi tambie´n a las estructuras y sus campos.
El mecanismo de navegacio´n tiene dos modos de operacio´n: automa´tico y bu´squeda. En el modo
automa´tico, el usuario so´lo necesita posicionar el puntero del rato´n sobre el identiﬁcador desea-
do. El sistema muestra, en forma automa´tica en la ventana superior, el lugar donde aparece ese
identiﬁcador en el co´digo fuente. El modo bu´squeda se utiliza cuando el usuario desea buscar
un identiﬁcador. En este caso es necesario estar posicionado en la ventana inferior y luego es-
cribir las letras que componen al identiﬁcador deseado. En ese momento se activa una bu´squeda
fone´tica que va seleccionando el identiﬁcador que contiene las letras escritas. Luego de realiza-
da esta tarea solamente es necesario presionar la tecla enter para que el sistema muestre el
identiﬁcador en la ventana superior.
5.2.3. Visualizacio´n de tipos de datos abstractos
La Figura 5 muestra el visualizador de Tipos de Datos Abstractos (TDAS) detectados por
una heur´ıstica de deteccio´n de tipos incorporada en PICS. Este visualizador consta de un co-
mando y dos ventanas principales. El comando esta disponible en la barra de herramientas.
Basicamente este comando permite cargar, en la ventana principal izquiera, el archivo que con-
tiene los TDAs del sistema. Esta ventana organiza la informacio´n en forma de a´rbol con tres
niveles. La ra´ız (nivel 0) vincula a todos los nombres de los TDAS (nivel 1). Cada nombre de
TDA contiene las funciones asociadas por la heur´ıstica de decteccio´n de TDAS (nivel 2).
Cada nodo del a´rbol de tipos tiene asociado una operacio´n de insercio´n. Esta operacio´n per-
mite que el usuario pueda colocar funciones de la ventana de la izquierda en la ventana de la
derecha. Esta u´ltima ventana contiene las funciones que el usuario desea explicar y que sir-
ven como entrada a la estrategia de relacio´n operacional-comportamental denominada BORS.
Los elementos incorporados en la ventana principal derecha tienen una funcio´n asociada que
posibilita la eliminacio´n del mismo. Esto tiene como objetivo permitirle al usuario personalizar
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Figura 5: Visualizador de TDAS
las funciones que desea explicar. Finalmente, ambas ventanas estan dotadas de funciones de
bu´squeda fone´tica automa´tica para facilitar la interaccio´n del usuario con PICS.
5.2.4. Visualizaciones basadas en grafos
Para la visualizacio´n de grafos (de funciones, mo´dulos o tipos) PICS posee un visualizador
con las siguientes funcionalidades:
Visualizacio´n del grafo correspondiente.
Operaciones de zoom y movimiento del grafo.
Cuando se dispone de informacio´n de las funciones usadas en tiempo de ejecucio´n permite
realizar animaciones a nivel funciones y mo´dulos. Esas animaciones consisten en resaltar,
con un color determidado, las funciones o mo´dulos usados con un inte´rvalo de tiempo de
demora.
Animacio´n paso a paso usando la informacio´n dina´mica.
Insercio´n y eliminacio´n de nodos y arcos
La Figura 6 muestra el grafo de llamadas a funciones para una aplicacio´n. Como se puede
observar el ambiente tiene un sector de visualizacio´n donde se dibuja el grafo recuperado.
Luego en la parte superior se encuentran diferentes entradas que perminten personalizar el
ambiente. Estas entradas posibilitan cambiar de color a los nodos y a los arcos y establecer
la demora para el modo animacio´n. En la parte inferior se encuentra un sector de comandos
que posibilita la ejecucio´n de la animacio´n o realizar dicha tarea paso a paso. Tambie´n en la
parte inferior, se localiza una entrada que indica el archivo que contiene las funciones de tiempo
de ejecucio´n para realizar la animacio´n. Con este ambiente es posible navegar entre el grafo
de mo´dulos, el grafo de funciones y el co´digo fuente. Estas operaciones pueden ser realizadas
facilmente haciendo click con el rato´n en el objeto deseado.
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Figura 6: Ambiente de visualizacio´n de grafos
5.2.5. Inspeccio´n de funciones de tiempo de ejecucio´n
La Figura 7 muestra la interfaz de navegacio´n entre: las funciones usadas en tiempo de
ejecucio´n, el co´digo fuente y objeto.
En la ventana de la izquierda el usuario puede observar las funciones de tiempo de ejecucio´n.
Figura 7: Interfaz de Navegacio´n entre funciones de tiempo ejecucion y co´digo fuente y objeto
En las otras dos se pueden ver el co´digo objeto (a la derecha en la parte superior) y el co´digo
fuente (a la derecha en la parte inferior). La navegacio´n se produce haciendo click en la funcio´n
de tiempo de ejecucio´n deseada. El sistema, usando el repositorio de informacio´n, detecta el
mo´dulo fuente y objeto correspondiente. Luego de esa tarea, desensambla el mo´dulo objeto para
obtener el co´digo assembly y bytecode correspondiente. Finalmente, los archivos resultantes son
visualizados, resaltando la funcio´n correspondiente, en las ventanas de interfaz de PICS.
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5.2.6. Visualizacio´n de la relacio´n entre el dominio del programa y el dominio del
problema
Con PICS es posible construir una vista que relaciona la operacio´n del programa con su
resultado. La Figura 8 muestra esta vista. El lector puede observar tres ventanas. En la
Figura 8: Relacio´n Operacional-Comportamental
ventana del fondo se encuentra la interfaz de visualizacio´n de co´digo. Tambie´n es posible ver:
la ventana de funciones ejecutadas (recuperadas por el esquema de instrumentacio´n de co´digo)
y la que contiene al sistema ejecutando. El lector puede observar la relacio´n directa entre las
funciones (dominio del programa) y el funcionamiento del sistema (dominio del problema).
De esta manera el usuario de PICS puede encontrar signiﬁcado y sentido a las operaciones
del programa. Tambie´n esta visualizacio´n brinda la informacio´n necesaria para comenzar a
inspeccionar el co´digo en las partes de intere´s. La inspeccio´n se lleva a cabo utilizando las
interfaces de PICS descriptas en las secciones anteriores.
6. BORS
La estrategia de relacio´n operacional-comportamental, deniﬁnida por nuestro grupo de in-
vestigacio´n, utiliza infromacio´n dina´mica y esta´tica del sistema de estudio. Adema´s se basa en
la siguiente observacio´n:
“La salida de un sistema esta compuesta de objetos del dominio del problema. Usualmente
estos objetos son implementados por tipos de datos abstractos, en el caso de lenguajes imper-
ativos, o por clases, en el caso de lenguajes orientados a objetos. Tanto los TDAs como las
Clases tienen objetos de dato que almacenan su estado y un conjunto de operaciones que los
manipulan. Entonces es posible describir cada objeto del dominio del problema utilizando los
TDAs o clases que los implementan.”
Esta estrategia denominada BORS (Behavioral-Operational Relation Strategy) aplica los sigu-
ientes pasos para alcanzar su objetivo.
Detectar las funciones relacionadas con cada objeto del dominio del problema: esta
tarea es llevada a cabo en forma semi-automa´tica. El usuario selecciona los TDAs que
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desea explicar utilizando la interfaz de TDAs. Entonces todas las funciones relacionadas
con esos tipos son cadidatas a ser explicadas y son almacenadas en una lista.
Construir un a´rbol de ejecucio´n de funciones usadas en tiempo de ejecucio´n: la sal-
ida del esquema de instrumentacio´n de co´digo contiene la informacio´n suﬁciente (inicio y
ﬁn de la ejecucio´n de las funciones) para construir una estructura de datos denominada
fe-tree [1] [7](function execution tree) que describe como las funciones del sistema de
estudio son o fueron ejecutadas.
Explicar las funciones encontradas en el paso 1 usando el a´rbol construido en el paso 2:
combinando la informacio´n de los dos pasos anteriores (lista de funciones a explicar y fe-
tree) se pueden explicar las funciones mostrando: el contexto donde fueron invocadas
(camino desde la ra´ız hasta la funcio´n) y que tarea realizo para el sistema (sub-a´rbol
cuya ra´ız es la funcio´n que se esta´ explicando). Este proceso se lleva a cabo aplicando un
recorrido por niveles sobre el fe-tree. Cada vez que se encuentra un nodo del fe-tree que
pertenece a la lista de funciones a explicar se reporta el camino desde ese nodo a la ra´ız.
Tambie´n es posible mostar el subarbol que tiene como ra´ız el nodo analizado.
La Figura 9 muestra el procedimiento empleado por esta estrategia. El lector interesado puede
Figura 9: Estructuras de datos, informacio´n y procedimiento utilizado por BORS
encontrar en [7] una explicacio´n detallada de la estrategia BORS.
7. CONCLUSIO´N
En este art´ıculo se presento´ PICS una herramienta para la inspeccio´n y comprensio´n de
programas escritos en lenguaje C. Una de las mayores fortalezas de este sistema consiste en la
presentacio´n de diferentes vistas u´tiles del sistema de estudio. Destaca´ndose, en ese contexto,
la relacio´n operacional y comportamental obtenida a trave´s de la implementacio´n de la instru-
mentacio´n de co´digo y de la estrategia BORS. Esta relacio´n puede ser claramente visualizada
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debido a la posibilidad de ejecucio´n en paralelo del sistema bajo estudio y del sistema de in-
specio´n de co´digo.
La estrategia BORS combina informacio´n esta´tica y dina´mica con el ﬁn de explicar los objetos
del dominio del problema usando elementos del dominio del programa. Para llevar a cabo esta
tarea es necesario que el usuario indique que tipos o funciones desea explicar. El resto de las
actividades se realizan en forma automa´tica.
PICS es el resultado de muchos esfuerzos de investigacio´n e implementacio´n en el contexto
de: modelos cognitivos, visualizacio´n de software y procesamiento de lenguajes. PICS ha sido
aplicado con e´xito a diferentes programas cuyos taman˜os varian entre las 0.3 kloc y 5 kloc de
co´digo C. El resultado de algunas de esas experiencias pueden ser vistos en [7] [5]. Sin embar-
go, en los u´ltimos tiempos se realizaron otras pruebas interesantes del sistema. Por razones de
extensio´n, y por desear presentar en forma completa el sistema de inspeccio´n y comprensio´n,
no fue posible describir estos experimentos en este art´ıculo.
Como trabajo futuro se proyecta incorporar te´cnicas de generacio´n de documentacio´n de alto
nivel desarrolladas por el grupo de investigacio´n PCViA (Program Comprehension by Visual
Inspection and Animation) de la Universidad de Minho. Adema´s se desea profundizar en te´cni-
cas de extraccio´n de la informacio´n y visualizacio´n de programas. El principal objetivo es
producir visualizaciones de alto nivel para lograr otras formas de relacionar el dominio del
programa y del problema.
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