By introducing an unconventional realization of the Poincaré algebra alt 1 of special relativity as conformal transformations, we show how it may occur as a dynamical symmetry algebra for ageing systems in non-equilibrium statistical physics and give some applications, such as the computation of two-time correlators. We also discuss infinite-dimensional extensions of alt 1 in this setting. Finally, we construct canonical Appell systems, coherent states and Leibniz function for alt 1 as a tool for bosonic quantization.
Introduction
Ageing phenomena occur widely in physics: glasses, granular systems or phase-ordering kinetics are just a few examples, see e.g. [5, 8, 20] for reviews. Ageing phenomena may typically arise in the presence of two competing, globally equivalent, steady-states: except for very particular initial preparations, the physical system does not relax to any of these; rather there appear ordered domains which grow in size with time and which are separated by fluctuating boundaries. 5 A convenient way to describe this sort of system is through a Langevin equation, which might schematically be written as
where φ = φ(t, r) stands for the physical order-parameter (here assumed to be non-conserved), F is the Ginsburg-Landau functional, the 'mass' M plays the rôle of a kinetic coefficient and η describes a gaussian, delta-correlated noise. While it is well-accepted [5] that systems of this kind should display some sort of dynamical scaling when brought into the situation sketched above, the question has been raised whether their non-equilibrium dynamics might possess more symmetries than merely scale-invariance [15] . At first sight, the noisy terms in the Langevin equation (1.1) might appear to exclude any nontrivial answer. However, a more refined answer is possible. One may consider (1.1) as the classical equation of motion of an associated field-theory, whose action reads
where φ is the response-field associated to the order-parameter field φ. Here, the 'noise' as described by the random force η only enters into the second term S b [ φ] . In many cases, the so-called 'noise-less' part S 0 takes a free-field form
which has the important property of being Galilei-invariant. If that is the case, the Bargman superselection rules coming from the Galilei-invariance of S 0 allow to show that all n-point correlation and response functions of the theory can be expressed in terms of certain (n + 2)-point correlation function of an effective deterministic theory whose action is simply S 0 [23] . This result does not depend on S 0 being a free-field action but merely on its Galilei-invariance [2] . In order to study the properties of the stochastic Langevin equation (1.1), it is hence sufficient to concentrate on the properties of its deterministic part (where η is dropped) which reduces the problem to the study of those dynamical symmetries of non-linear partial differential equations which extend dynamical scaling. For a recent review, see [19] . The symmetry properties of the deterministic part of this kind of problems will be studied in this paper.
In the context of phase-ordering kinetics, the Schrödinger algebra sch 1 [22] has played an important rôle. In what follows we shall restrict to one space dimension and we recall in figure 1 through a root diagram the definition of sch 1 as a parabolic subalgebra of the conformal algebra conf 3 [6, 16] . The inclusion sch 1 ⊂ (conf 3 ) C can be realized by considering the 'mass' M as an additional coordinate. It is convenient to perform a Fourier-Laplace transform with respect to M, with the dual coordinate ζ. Then the generators of (conf 3 ) C read explicitly The generators belonging to the three non-isomorphic parabolic subalgebras [16] are indicated by the full points, namely (b) sch 1 , (c) age 1 and (d) alt 1 .
and the correspondence with the root vectors is illustrated in figure 1a .
The complete list of non-isomorphic parabolic subalgebras of (conf 3 ) C is as follows [16] 
and these definitions are illustrated in figure 1bcd . Here we used the generator D of the full dilatations
For applications to non-equilibrium physics, it is of interest to consider as well the corresponding "almost-parabolic subalgebras" without the generator N [25] , namely
We shall show in section 2.1 that alt 1 is isomorphic to the Poincaré algebra p 3 (well-known from relativistic field-theory) through a non-conventional realization of the latter; a correspondence which at first thought might appear surprising.
While the explicit representation (1.4) concerns the linear free Schrödinger equation Sφ = 0, with S = 2M 0 X −1 − Y 2 −1/2 , Schrödinger-invariance can also be proven for sémi-linear Schrödinger equations of the form
where g is a dimensionful coupling constant, hence it transforms under the action of scaling or conformal transformations. The corresponding representations have been explicitly derived in the case of a variable mass for (conf 3 ) C [25] and its subalgebras and for a fixed mass for sch 1 and for age 1 [2] , from which the form of the potential F in (1.8) can be deduced. Supersymmetric extensions of the Schrödinger algebra are discussed in [17] .
While these examples and others already illustrate the intensive study of the Schrödinger algebra and of its subalgebras [4] , the other non-trivial subalgebra alt 1 has so far received much less attention. One of the few results established so far concerns the non-relativistic limit of the conformal algebra (conf 3 ) C . For a dynamical mass, that is the dynamical symmetry algebra of the massive Klein-Gordon equation
and the non-relativistic limit is obtained by letting the speed of light c → ∞. Contrary to widely held beliefs (which go back at least to [3] ), it turned out that in this limit (conf 3 ) C → alt 1 ∼ = sch 1 and furthermore this is not a group contraction [16] . In this paper, we study the Lie structure of alt 1 , give matrix-as well as dual representations, characterize Appell systems in connection with coherent states and Leibniz function. The organization of the paper is as follows: Section 2 concerns the Lie structure of alt 1 where in particular we study infinite-dimensional extensions and also discuss applications to the computation of covariant two-point functions. Casimir operators and matrix representations are provided in section 3. Section 4 focuses on Cartan decomposition and dual representations. A smooth introduction to Wick products and Appell polynomials is given in section 5. Appell systems of alt 1 are characterized in section 6. Calculations concerning coherent states and Leibniz function are contained in section 7 and we conclude in section 8.
2 A brief perspective on the algebra alt 1
We shall take in this section a closer look at the abstract Lie algebra alt 1 and its representations; we shall also see that, like the algebra sch 1 , it can be embedded naturally in an infinite-dimensional Lie algebra W which is an extension of the algebra Vect(S 1 ) of vector fields on the circle. Quite strikingly, we shall find on our way a 'no-go theorem' that proves the impossibility of a conventional extension of the embedding alt 1 ⊂ conf 3 on the one hand, and a surprisingly simple geometric interpretation of W that hints at a possible connection with sv.
The abstract Lie algebra alt 1
Elementary computations make it clear that
is a semi-direct product of g ∼ = sl(2, R) by a three-dimensional commutative Lie algebra h; the vector space h is the irreducible spin-1 real representation of sl(2, R), which can be identified with sl(2, R) itself with the adjoint action. So one has the following 
where ε is a 'Grassmann' variable. Second,
where p 3 ∼ = so(2, 1) ⋉ R 3 is the relativistic Poincaré algebra in (2+1)-dimensions.
Proof: We shall establish the first isomorphism explicitly. Take a basis (
These generators may be written in terms of the anticommuting Pauli matrices (σ x , σ y , σ z ) as follows
where ε is a Grassmann variable. Then the linear map Φ :
is a Lie isomorphism.
The second relation is obvious from the Lie isomorphism so(2, 1) ∼ = sl(2, R).
In particular, the representations of alt 1 ∼ = p 3 are well-known since Wigner studied them in the 30'es.
Central extensions: an introduction
Consider any Lie algebra g and an antisymmetric real two-form α on g. Suppose that its Lie bracket
. Theng is called a central extension of g. The Jacobi identity is equivalent with the nullity of the totally antisymmetric three-form dα :
Now we say that two central extensions g 1 , g 2 of g defined by α 1 , α 2 are equivalent if g 2 can be obtained from g 1 by substituting (X, c) → (X, c + λ(X)) (X ∈ g) for a certain 1-form λ ∈ g * , that is, by changing the non-intrinsic embedding of g intog 1 . In other words, α 1 and α 2 are equivalent if
The operator d can be made into the differential of a complex (called ChevalleyEilenberg complex), and the preceding considerations make it clear that the classes of equivalence of central extensions of g make up a vector space
where Z 2 is the space of cocycles α ∈ Λ 2 (g * ) verifying dα = 0, and B 2 is the space of coboundaries dλ, λ ∈ g * .
Let us see how this applies to alt 1 .
Proposition 2:
The Lie algebra alt 1 has no non-trivial central extension:
Proof: Of course, this is a consequence of the fact that Poincaré algebras have no non-trivial central extensions, but let us give a proof in this simple example to see how computations work. Note that ad [21] , chapter 4), so we may just as well assume this is already the case for α. Then α is defined by
The non-trivial Jacobi identities
give c = a ε = 0 and b = b ε . But the central extension α is then trivial: it is killed by substituting
A new situation arises upon embedding alt 1 into an infinite-dimensional Lie algebra.
Infinite-dimensional extension of alt 1
The Lie algebra Vect(S 1 ) of vector fields on the circle has a long story in mathematical physics. It was discovered by Virasoro in 1970 [26, 7] that Vect(S 1 ) has a one-parameter family of central extensions which yield the so-called Virasoro algebra
with Lie brackets (c ∈ R is a parameter and is called the central charge)
When c = 0, one retrieves Vect(S 1 ) by identifying the (L n ) with the usual Fourier basis (e inθ dθ) n∈Z of periodic vector fields on [0, 2π], or with L n → ℓ n := −z n+1 d dz
, with Lie brackets given in subsection 2.1, and that the Virasoro cocycle restricted to sl(2, R) is 0, as should be (since sl(2, R) has no non-trivial central extensions).
The Schrödinger algebra sch 1 can be embedded into the infinite-dimensional Lie algebra sv (introduced in 1994 [14] ) which is spanned by the generators
with n, p ∈ Z and m, m
. Note that sv is a semi-direct product of Vect(S 1 ) with an infinitedimensional nilpotent Lie algebra. Its mathematical structure is analyzed in detail in [24] and supersymmetric extensions are discussed in [17] . There is only one class of central extensions of sv, given by the extension by zero of the Virasoro cocycle [14] .
An analogous embedding holds for alt 1 , namely
These brackets come out naturally when one puts W in the 2 × 2-matrix form
leading to straightforward generalizations (see in particular [24] for a deformation of sv that can be represented as upper-triangular 3 × 3 Virasoro matrices instead).
In terms of the standard representations of Vect(S 1 ) as modules of α-densities
we have
Proof: Immediate from the obvious isomorphism of Vect(S 1 ) (with the adjoint action) with the Vect(S 1 )-module F −1 .
It can be easily shown that W has two linearly independent central extensions:
1. the natural extension to W of the Virasoro cocycle on Vect(
In other words, Vect(S 1 ) is centrally extended, but its action on F −1 remains unchanged.
2. the cocycle ω which is zero on Λ 2 (Vect(S 1 )) and Λ 2 (F −1 ), and defined on Vect(
The independence of these two central charges is nicely illustrated through the following example: consider the generators V n and V ′ n (n ∈ Z) of two commuting Virasoro algebras with central charges c and c ′ . Then identify
and the non-vanishing commutators become
A natural related question is: can one deform the extension of Vect(S 1 ) by the Vect(S 1 )-module F −1 ? The answer is: no, thanks to the triviality of the cohomology space H 2 (Vect(S 1 ), F −1 ) (see [13] , or [21, chapter 4] ). In other words, any Lie algebra structure [ , ] on the vector space Vect(
(B antisymmetric two-form on Vect(S 1 )) is isomorphic to the Lie structure of W.
So one may say that W and its central extensions are natural objects to look at.
Some results on representations of W
We shall give in this subsection several results, the second of which certainly deserves deeper thoughts and will be developed in the future. Proof: Put L ε 2 = f ∂ t + g∂ r + h∂ ζ where f = f (t, r, ζ), g = g(t, r, ζ), h = h(t, r, ζ) are yet undetermined functions. We use the explicit forms of the generators of alt 1 
give respectively
But (2.17) and (2.19) are incompatible.
2. The following proposition hints at quite unexpected connections between contact structures in R 3 , the Lie algebra sv and the Lie algebra W. Recall that a contact form α on a three-dimensional manifold V is a one-form on V such that dα ∧ α is a non-degenerate volume form.
Proposition 5: Let α be the complex-valued contact form on R
3 defined by α(t, r, ζ) = rdr−2iζdt. Then the Lie algebra of vector fields X(t, r, ζ) such that:
The Lie algebra L n , L ε n is isomorphic to W, with commutators given by formula (2.9) in paragraph 2.3.
The attentive reader will have noted that L n = X n and L 
where x and γ are parameters and n ∈ Z.
Proof: Let ℓ n andl n be the generators of the two commuting loop algebras Vect(S 1 ) and Vect(S 1 ). Obviously, the generators X n := ℓ n +l n and Y n := al n satisfy the commutation relations
which in the limit a → 0 reduces to (2.9). A differential-operator representation of the X n and Y n is given in case (iii) of table 1 of [15] and L n = lim a→0 X n and L ε n = lim a→0 Y n which yields the form (2.21).
One of the possible applications of these generators is the calculation of multipoint correlation functions of many-body systems. One says that the n-point correlator F n := Φ 1 · · · Φ n of so-called quasi-primary fields Φ j is covariant under the action of the generators (X i ) i∈I of a Lie algebra if X i F n = 0 for all i ∈ I. We apply this idea to the two-point correlators covariant under alt 1 . The standard representation (1.4) refers to the coordinates ζ, t, r and the quasi-primary field will be denoted by ψ = ψ(ζ, t, r) and is assumed to have a scaling dimension x. The two-point function reads [16] 
where f is an arbitrary function. Similarly, imposing covariance under the representation (2.20) leads to
where again f is an arbitrary function. It is evident that these two representations will describe quite distinct physical systems.
Furthermore, instead to working with the variable ζ, it is from a physical point of view more natural to consider the Fourier-transform of the field ψ with respect to ζ and to define [16] φ(t, r) = φ M (t, r) := 1 √ 2π R dζ e −iMζ ψ(ζ, t, r) (2.24)
Then the quasiprimary fields φ are characterized by M and their scaling dimension. We find the following two-point correlation functions
1. for the standard representation we find from (2.22) [16] 
3. finally, for the representation (2.21), the quasiprimary field φ(t, r) is characterized by its scaling dimension x and the extra parameter γ. One has [15] 
Clearly, the form of these two-point correlators, notably their invariance under time-or space-translations, are different.
3 Casimir operators and matrix representations for alt 1 .
From now on we consider the finite-dimensional representations of alt 1 . We shall use the following notational conventions:
1. sl(2, R) is spanned by X ±1 , X 0 .
The commutative algebra h is spanned by
The nonzero commutators of alt 1 are:
and with respect to the notation of section 2, we have the correspondence X n ↔ L n and Y n ↔ L ε n .
Casimir operators
The construction of such operators is important, because in the vector-field representation they correspond to the invariant differential operators. Looking for second-order differential operator we write:
Here the sum over repeated index is understood and i, j ∈ {±1, 0}. From the conditions [Ŝ,
, e can be determined. The result is the following:
The calculation for different representations gives the results:
1. In the physical representation, discussed in the introduction
which for canonical scaling dimension of the wave function x = 1/2 reduces to the usual Schrödinger-operator in dynamical-mass representation, see [16, 25] .
In the representation (2.20)Ŝ
= iA
The inverse Fourier transformation of the wave function leads to the usual Schrödinger operator in the first case and to the constant in the second. 
Matrix representations

Cartan decomposition and dual representations
It is clear, from the commutation relations, that alt 1 has the following Cartan decomposition:
and there is a one-to-one correspondence between the subalgebras P and L. The typical element X of the algebra alt 1 is given by X = 6 i=1 α i η i where {η i }, i = 1, .., 6 is a basis of alt 1 . The {α i }, i = 1, . . . , 6 are called coordinates of the first kind. The matrix form is:
Group elements near to identity can be expressed as:
The A i , i = 1, . . . , 6 are called coordinates of the second kind. Here the following correspondence is made
Next, consider the one-parameter subgroup generated byX , e sX , the coordinates α scale by factor s, while the coordinates A become functions of single the parameter s. Consequently one can write
Evaluating at s = 1 gives the coordinate transformation A = A(α), while taking derivatives with respect to
with ∂ µ = ∂/∂A µ and with dot, differentiation with respect to s is denoted. Further considerations show that the coordinates A contain the complete information about the Lie algebra structure.
We can calculate
A 2 e
(4.6) from which the second kind coordinates can be given in terms of the elements of the matrix representation of the group (and conversely):
The multiplication by basis elements η, g → gη, acting on the universal enveloping algebra with basis
6 are realized as left-invariant vector fields η * , acting on function of A (action commutes with multiplication by group element on the left, so η acts on the right),given in terms of pi-matrix η * i = π * iµ (A)∂ µ . Similarly, multiplication on the left gives right-invariant vector fields
The dual representations are defined as realization of the Lie algebra as vector fields in terms of coordinates of the second kind acting on the left or right respectively
The connexion between left and right dual representations is given by the following splitting lemma LemmaȦ
with initial values A k (0) = 0, π
For our case we find
The last representation leads to the physical case (2.21) from [15] if A 5 → −r, A 6 → −t and one supposes the action of the vector fields on the functions in the form e −γA 3 e −xA 4 f (A 5 , A 6 ).
Wick products and Appell polynomials
Appell polynomials share many properties with Wick products. In physics literature the term Wick product is even more popular. The aim of this section is to provide a "smooth" introduction to Appell polynomials through Wick products. The following presentation is gathered from [1] .
Let X 1 , X 2 , . . . be random variables. The Wick powers are defined inductively on k as follows. Start with X 1 , X 2 , . . . , X k = 1 for k = 0. Then for any k > 0, X 1 , X 2 , . . . , X k is defined recursively for k = 1, 2, . . ., by E X 1 , X 2 , . . . , X k = 0 (5.1) and
where E means expectation (or mean) andX i denotes the absence of the X i variable.
Example 1:
The first two Wick products are
The Appell polynomials P n (x) are then defined by
Example 2: Denoting m 1 = EX = 0 and m i = EX i , i = 2, . . ., we have:
Remark:
If X ∼ N(0, 1) (the gaussian random variable with mean equal to 0 and variance equal to 1), then we get the familiar Hermite polynomials. But in general, Appell polynomials are not necessarily orthogonal polynomials. Appell polynomials P n (x); n ∈ N are also characterized by the two conditions 1. P n (x) is a polynomial of degree n,
2.
d dx
Interesting examples are furnished by the shifted moment sequence
where µ is a probability measure on R with all moments finite. Of course, this includes in particular the Hermite polynomials for the Gaussian case. In [12] the probabilistic interpretation of Appell polynomials is used to define their analog on Lie groups where, in general, they are no longer polynomials. For this reason they are called Appell systems.
6 Appell systems of the algebra alt 1
Appell systems of the Schrödinger algebra sch have been investigated in [9] but the algebra alt 1 requires a specific study.
Referring to the decomposition (4), we specialize variables, writing V 1 , V 2 , B 1 , B 2 for A 1 , A 2 , A 5 , A 6 respectively. Basic for our approach is to calculate e
We get
and finally:
In coordinates of the second kind, we have the Leibniz formula
Now we are ready to construct the representation space and basis -the canonical Appell system. To start, define a vacuum state Ω. The elements Y 1 , X 1 of P can be used to form basis elements
of a Fock space F = span{|jk } on which Y 1 , X 1 act as raising operators,Y −1 , X −1 as lowering operator and Y 0 , X 0 as multiplication with the constants γ, x (up to the sign) correspondingly. That is,
Substituting throughout, we have 
where we identifyȲ 1 Ω = y 1 · 1 andX 1 Ω = y 2 · 1 in the realization as function of y 1 , y 2 .
Remark:
With v 1 = 0, we recognize the generating function for the Laguerre polynomials, while v 2 = 0 reduces to the generating function of a standard Appell system.
Coherent states and Leibniz function
Now we define an inner product such that
In such a way the operators (6.6) are extended to self-adjoint ones on appropriate domains. For simplicity we take β = 1 and define the two-parameter family of coherent states.
The Leibniz function is defined as inner product of coherent states
Here we use the result (6.3) and a normalization Ω, Ω = 1 is understood. Further consideration shows that one can recover the raising and lowering operators as elements of the Lie algebra acting on the Hilbert space with basis consisting of the canonical Appell systems.
The remarkable fact is that the Lie algebra can be reconstructed from the Leibniz function Y BV . Really, differentiation with respect to V 1 brings down Y 1 acting on Ψ V , while differentiation with respect to B 1 bring down Y 1 acting on Ψ B which moves across the inner product as Y −1 acting on Ψ V . Similarly for X 1 and X −1 . We thus introduce creation operators R i and annihilation operators V i , satisfying [V i , R i ] = δ ig I. For alt 1 we identify Y 1 = R 1 , X 1 = R 2 . Note however, that V 1 is not adjoint of R 1 , nor V 2 of R 2 . Bosonic realization of the respective adjoints Y −1 , X −1 , we want to determine now. One method is the following. When the explicit form of the Leibniz function Y BV = Y is known, one can (formally) write the partial differential equations for it. In our case they are 
Concluding remarks
We have studied properties of the algebra alt 1 , of interest in connexion with the ageing phenomenon in condensed-matter physics. In particular, we have shown that alt 1 can be embedded in an infinitedimensional Lie algebra and have discussed its relationship with the Virasoro and the Schrödinger-Virasoro algebras.
As for the representation-theory, we have systematically constructed the Casimir operators and have written down explicit matrix representations. Considerations of the Wick product has led us to the construction of the Appell systems of alt 1 which are useful for the construction of coherent states. A more general study of random walks and stochastic processes on alt 1 is a challenging research project.
