Implicit methods for nite-volume schemes on unstructured grids typically rely on a matrix-free implementation of GMRES and an explicit rst-order Jacobian for preconditioning. We show that it is possible to form the higher-order Jacobian explicitly at a reasonable computational cost. This is demonstrated for cases using both limited and unlimited reconstruction. The benets resulting from improvements in preconditioning and the elimination of residual evaluations in the inner iterations of the matrix-free GMRES method are substantial. Computational results are presented for 2nd, 3rd, and 4th order accurate schemes. Overall computational cost for the matrix-explicit method is lower than the matrix-free method for all cases. The fourth-order matrix-explicit scheme is a factor of 2.5 to 3 faster than the matrix-free scheme while using only about 50% more memory.
The geometric terms in this equation are of the general form
The resulting least-squares problem to be solved for each solution variable in each control volume takes the
where the weights used are the inverse of distance between control-volume reference locations squared:
The rst equation in this linear system is the mean constraint, which can be removed by Gauss elimination, leaving an unconstrained least-squares problem.
In previous work, 8 the least-squares problem was solved at each ux evaluation using QR factorization. 11
However, since the matrix contains only geometric terms, it is identical for each solution variable in a given control volume and does not change between iterations. Therefore, substantial savings in computational time can be achieved by precomputing and storing the pseudo-inverse of the reconstruction matrix for each control volume. To obtain the pseudo-inverse in a numerically stable manner, the present work uses the singular value decomposition (SVD) 11 method. Given an SVD of a reconstruction matrix A, the pseudo-inverse can easily be obtained
Once this precomputation has been performed, the reconstruction coecients in each control volume can be obtained by performing a matrix-vector multiplication; the number of columns in this matrix equals the number of control volumes in the reconstruction stencil, while the number of rows equals the number of required reconstruction coecients. From these coecients the reconstructed values of the solution can easily be computed at the ux quadrature points.
II.B. Flux Calculation and Integration
The nite-volume formulation of the inviscid Euler equations for a control volume Ω with boundary ∂Ω takes the form
The conserved variables u are the density, two components of momentum and total energy. The vector f represents the inviscid ux. A median-dual control volume is associated with each vertex in the triangular mesh. The contour integral is discretized using Gauss quadrature over the dual edges. One Gauss point per edge is used for the second-order scheme. Two Gauss points are used for the third and fourth order schemes.
The procedure to compute the numerical ux f is:
1. Translate the control-volume average solution from conserved variables (density, momentum, energy)
to primitive variables (density, velocity, and pressure).
2. Compute the reconstruction coecients using the precomputed pseudo-inverses of the reconstruction matrices.
3. At each Gauss point, compute the left and right solutions using the reconstruction coecients from both adjacent control volumes.
4. The reconstructed solution at each Gauss point from both adjacent control volumes is used as input to an approximate Riemann solver. In the present work, the AUSM+-up 12 scheme is used.
II.C. Implicit Time Advance
The spatial discretization leads to a system of ordinary dierential equations:
where U are the control volume averages of the solution. R is the discrete ux integral which we will call the residual. An implicit scheme is obtained by the following discretization :
Since we are strictly concerned with the steady-state solution, ∆t could be taken as innity and the equation simplied to Newton's method. In most practical cases this is not possible due to the highly non-linear nature of the residual. However, the time-step can be gradually increased to innity as the solution process proceeds. A local time-step is used where ∆t is taken as proportional to the control-volume size. The linear system at each time-step is solved approximately using a preconditioned GMRES solver.
II.D. Matrix-Free GMRES
The GMRES algorithm only requires the result of matrix-vector products. These can be approximated without forming the matrix explicitly by:
where h is a small value. This scheme requires one ux evaluation per inner GMRES iteration plus one ux evaluation per outer iteration.
II.E. Forming the Higher-Order Jacobian Matrix
II.E.1. Without Limiters
The analytic Jacobian can be represented explicitly as term is purely geometric and could be precomputed and stored, this would dramatically increase the memory requirements since, unlike ∂RecCoef ∂PVars , this term is unique for each Gauss point of every control volume. Since the computational eciency gains would be small, this increase in memory is not worthwhile.
, the Jacobian of the AUSM+up ux, is computed. Due to its complexity, the code required to compute this term was automatically generated using the ADIC 13 automatic dierentiation tool. is the contribution to the ux integral due to one side of this Gauss point. This component is computed by using the appropriate Gauss integration weight. The result is added to the total ux Jacobian.
The sparse analytic Jacobian is found once for every Newton iteration and used to produce the matrix-vector products needed by the GMRES solver. These products require fewer operations to compute than the ux evaluation needed by the matrix-free method. They are also easy to optimize to fully benet from caching and vector operations that may be available on the processor.
II.E.2. With Limiters
For transonic and supersonic ows, a limiter must be used to eliminate overshoots in the solution. We will describe a means of including the eect of Venkatakrishnan's limiter 14 in the Jacobian matrix for second-order reconstructions and our adaptation 15 of the limiter to higher-order accurate reconstruction. The limiting procedure consists in computing the maximum limiting factor φ ∈ [0, 1] which eliminates overshoots. The limiter is then applied as: (6) where unlmt represents the coecients found by using unlimited reconstruction.
The Jacobian is therefore computed exactly as for the case without limiters except for the the ∂RecCoef ∂PVars • ∂RecCoef ∂RecCoef unlmt term is also evident from Equation 6.
• ∂RecCoef unlmt ∂PVars is the pseudo-inverse of the reconstruction matrix precomputed in Equation 5.
The limiter value φ computed using Venkatakrishnan's scheme 14 or the scheme presented in our other work, 15
requires the control-volume average value, the neighboring maximum and minimum control-volume average values, and the unlimited reconstructed value of the solution at the Gauss points. During the limiting procedure, the minimum value of φ from all the Gauss points is selected. For the purposes of the Jacobian, the choice of which Gauss point produced the smallest value of φ is frozen. Similarly, the control-volume which contains the minimum or maximum control-volume average is also preselected. II.F.
Preconditioning
Since the rate of convergence of the GMRES method is strongly dependent on the condition number of the matrix, preconditioning is used to alter the spectrum and hence accelerate the convergence rate of iterative technique. Left preconditioning is applied by:
where M −1 is an approximate inverse of the preconditioning matrix M ≈ A. A common approach 7, 16 is to use the ux Jacobian of the rst-order scheme for M and to use ILU decomposition to form the approximate inverse. This approach has the advantages of being easier to compute and requiring less memory than using the full-order accurate Jacobian. To form the preconditioning matrix M , a procedure similar to that presented in Section II.E is used except that the terms ∂F lux ∂RecSol ∂RecSol ∂RecCoef are eliminated. This method is used for the matrix-free results presented in the present work.
Since the high-order Jacobian already needs to be computed in the matrix-explicit method, its ILU decomposition can easily be used as a preconditioner. The increase in memory use can be partially mitigated by using a lower level of ll; as we will show, our results demonstrate that even with low levels of ll, the matrix-explicit method is much better conditioned than the matrix-free method.
II.G. Startup
Since Newton-like quadratic convergence cannot be expected during initial time-stepping, computing the full-order Jacobian or using a matrix-free method is unnecessarily expensive at that stage. Instead, the rst-order Jacobian is used on the left-hand-side and the full-order residual is used on the right-hand-side.
For robustness, our scheme adjusts the magnitude of the update vector δU by using a cubic line-search.
If the result indicates that the magnitude did not need to be reduced the time-step at the next iteration is doubled. Otherwise, the next time-step is reduced based on the adjusted relative size of the update vector.
This scheme requires additional residual evaluations at each time-step due to the line-search. However, since the time-step is aggressively increased when appropriate, the overall number of residual evaluations is not adversely aected. Furthermore, the convergence process is very robust and does not require manual adjustments to the startup procedure to obtain good performance on a variety of test cases.
In the present work, we use time-stepping with the rst-order Jacobian until a relative residual drop of 5 × 10 −3 is achieved. We then switch to using an innite time-step with either the matrix-free GMRES or full-order matrix-explicit GMRES. If the linear system was solved to machine precision, the resulting scheme would be expected to provide quadratic convergence. In practice, we achieve very rapid convergence by solving the linear system to a relative residual of 10 −2 .
III. Results

III.A. Subsonic
The test case consists of subsonic ow over a NACA 0012 airfoil at Mach 0.5 and an angle of attack of 1 degree. The computational mesh consists of 4656 control-volumes and is shown in Figure 1 . The pressure from the steady-state solution using the second-and fourth-order schemes is shown in Figure 2 ; the fourthorder solution clearly has a much smaller entropy layer along the upper surface of the airfoil, as well as much smaller jumps in the solution at control volume boundaries.
III.A.1. Computational Time
We begin by comparing the relative CPU time needed to compute a ux integral, a rst-order Jacobian, and a higher-order Jacobian. The results are given in Table 1 . The large increase in computational time needed for ux and Jacobian evaluations for the 3rd order scheme relative to the 2nd order scheme can in large part be attributed to the doubling of the number of Gauss points. Since the 4th order scheme uses the same number of Gauss points as the 3rd order scheme, a smaller increase in ux and Jacobian evaluation times is observed. For ux evaluations, this increase is purely due to the cost of the reconstruction procedure. For the Jacobian, the increased cost of matrix-matrix products needed for its assembly is important.
Next, we compare the relative eectiveness of the ILU decomposition of the rst-order and higher-order Jacobians. The average number of inner GMRES iterations needed per Newton iteration to obtain a relative residual drop of 10 −2 is shown in Table 2 . The results indicate that the rst-order Jacobian is a reasonably good preconditioner for the second order scheme if ILU with enough levels of ll is used. However, this preconditioner does a poor job for the 3rd and 4th order schemes. Using the full-order Jacobian for the preconditioner, the convergence properties of the higher-order schemes is comparable to that of the secondorder scheme and a lower level of ll can be used.
Finally, the total run time to obtain a steady-state solution is presented in Table 3 . The residual versus computational time plot is shown in Figure 3 . For this plot, the matrix-free method is preconditioned using the ILU(4) decomposition of the rst-order Jacobian while the matrix-explicit scheme is preconditioned using ILU(0) of the full-order Jacobian. The same startup procedure is used in both cases. The results show that the matrix-explicit method is faster for all orders of accuracy. The benet of the matrix-explicit method increases with the order of accuracy. This can be attributed to two main factors. Firstly, as was shown in Table 2 , the 1st-order preconditioner is less eective for the higher-order schemes. Secondly, the higher-order schemes spend a relatively smaller portion of time in the startup stage which is identical for the two schemes.
III.A.2. Memory Requirement
The major components contributing to the memory requirement for both matrix-explicit and matrix-free methods are:
• The pseudo-inverse of the reconstruction matrix. To avoid solving the least-squares problem at each ux evaluation, these matrices need to be precomputed and stored for each control-volume.
• The Jacobian. For the matrix-free scheme, this will always be the rst-order Jacobian. For the matrixexplicit scheme, the higher-order Jacobian will inevitably have more ll and require more storage.
• ILU decomposition of the Jacobian. The memory required for this depends not only on the ll of the Jacobian but also by the additional ll due to the decomposition which increases with n for ILU (n).
• Krylov subspace. The maximum number of inner GMRES iterations required to solve a Newton iterations determines the memory requirement of the Krylov solver.
The memory required per control-volume for the subsonic case is presented in Table 4 . The additional memory required by the matrix-explicit scheme is due to the increased ll of the Jacobian and resulting preconditioning matrix. However, this is partially oset by the lower ll-ratio of the ILU decomposition and the reduced memory use of the Krylov solver. On average, the matrix-explicit method required 59% more memory than the matrix-free method.
III.B. Transonic
The test case consists of transonic ow over a NACA 0012 airfoil at Mach 0.8 and an angle of attack of 1.25
degrees. The computational mesh used was the same as for the subsonic case. For the second-order results, Venkatakrishnan's Limiter 14 was used while the third-and fourth-order results used our variation 15 of this limiter. The pressure along the airfoil produced by the second-and fourth-order schemes is shown in Figure   4 . The pressure from the steady-state solution using the second-and fourth-order schemes is shown in Figure   2 ; the most visible dierence in the solutions is the sharpness of the lower-surface shock in the fourth-order solution. The startup procedure used for the second-and fourth-order schemes was the same as for the subsonic case. For the third-order case convergence during the startup phase stalled and it was necessary to use time-stepping together with the matrix-free or matrix-explicit schemes rather than transitioning to a Newton approach.
The relative CPU time needed to compute a ux integral, a rst-order Jacobian, and a higher-order Jacobian are given in Table 5 . The ux integral is considerably more costly than in the subsonic case due to the computation of the limiter value φ. Although the Jacobian is also more costly to compute, relative to a ux evaluation it is cheaper than in the subsonic case. Table 6 shows a similar trend to the subsonic case in the number of inner iterations required per outer iterations. The relatively good conditioning of the third-order scheme is partially due to the use of a nite timestep rather than the Newton method.
The total runtime presented in Table 7 and the convergence plot shown in Figure 5 exhibit similar trends to the subsonic case for the second-and fourth-order schemes. The performance of the third order scheme suers due to the need for continued use of timestepping after startup. However, the performance advantages of the matrix-explicit scheme relative to the matrix-free scheme remain present.
The memory requirement for the transonic case are very similar to that of the subsonic case. For brevity, these values have not been tabulated.
IV. Conclusion
We have shown how to eciently assemble the higher-order accurate Jacobian of inviscid ow on unstructured grids for use with a Newton-Krylov solver. The increased computational cost of forming this Jacobian is more than compensated for by improved preconditioning and the elimination of the residual evaluations associated with the matrix-free method. The gains in computational eciency were greatest for the fourth order scheme and equally prevalent in subsonic and transonic solutions. Table 5 . Relative computational time of ux and Jacobian evaluation with limiter for transonic case. Table 7 . Run time in seconds for the transonic case. MF 2nd-order ILU(4) ME 2nd-order ILU(0) MF 3rd-order ILU(4) ME 3rd-order ILU(0) MF 4th-order ILU(4) ME 4th-order ILU(0) Figure 5 . Residual versus computational time for the transonic case.
