We consider viscous compressible barotropic motions in a bounded domain Ω ⊂ R 3 with the Dirichlet boundary conditions for velocity. We assume the existence of some special sufficiently regular solutions v s (velocity), ̺ s (density) of the problem. By the special solutions we can choose spherically symmetric solutions. Let v, ̺ be a solution to our problem. Then we are looking for differences
Introduction
We consider the motions of viscous compressible barotropic fluids in a bounded domain Ω ⊂ R 3 described by the following problem (1.1) ̺(v t + v · ∇v) − µ∆v − ν∇div v + ∇p = ̺f in Ω T ≡ Ω × (0, T ),
where S is the boundary of Ω. By x = (x 1 , x 2 , x 3 ) we denote the Cartesian coordinates, ̺ = ̺(x, t) ∈ R + is the density of the fluid, v = (v 1 (x, t), v 2 (x, t), v 3 (x, t)) ∈ R 3 is the velocity, p = p(̺) = A̺ κ , κ > 1, A positive constant, the pressure, f = (f 1 (x, t), f 2 (x, t), f 3 (x, t)) ∈ R 3 the external force field. By µ, ν we denote positive viscosity coefficients satisfying the following thermodynamic restrictions (1.2) µ > 0, ν > 0.
Finally, by the dot we denote the scalar product in R 3 . Since we are interested to prove global regular solutions to (1.1) and since such result can not be expected in the nearest future (if at all) we are looking for such solutions to (1.1) which are close to some known special regular global solutions to (1.1) (for example: spherically symmetric, twodimensional). Global existence of regular spherically symmetric solutions to problem (1.1) in a domain between two spheres is proved in [CK] . Global existence of regular two-dimensional solutions is proved in [KW] for equations (1.1) 1,2 , where ν = ν(̺) = ̺ γ , γ > 3, and for the slip boundary conditions. Therefore, we restrict our considerations to show stability of spherically symmetric solutions. Moreover, stability of two-dimensional solutions must be performed in a different way. Hence, we assume that ̺ s , v s , p s = A̺ κ s are the special regular solutions satisfying the problem (1.3)
in Ω,
Then we are looking for solutions to problem (1.1) in the form Our aim is to prove global existence of regular solutions to problem (1.5), (1.10)-(1.12) under assumption that u 0 , q 0 are sufficiently small in appropriate norms and (̺ s , v s ) is sufficiently regular solution to problem (1.3). Since in equations (1.5) and (1.10) η and q appear together, we have to find relations between them. In view of formulas q = p(̺) − p(̺ s ) = A(̺ κ − ̺ κ s ) and η = ̺ − ̺ s we have the relations (1.13) q = κA̺ κ−1 η and η = 1 κAq 1/κ q, where̺ ∈ (̺, ̺ s ) andq ∈ (p, p s ). To justify these formulas we need existence of positive constants ̺ * and ̺ * such that (1.14) ̺ * ≤ ̺ s ≤ ̺ * and 1 2 ̺ * ≤ ̺ ≤ 2̺ * .
The aim of this paper is to prove existence of global regular solutions to problem (1.5), (1.10)-(1.12) under assumptions that u 0 , η 0 , g are sufficiently small in corresponding norms and (̺ s , v s ) is a sufficiently regular solution to (1.2). Hence, we also prove existence of global regular solutions to (1.1) which remain sufficiently close to special solutions to (1.2) for all time.
In Section 3 we prove existence of local regular solutions to (1.5), (1.10)-(1.12) by the method of successive approximations. Moreover, the existence is proved in such form that the existence time is inversely proportional to the corresponding norms of the initial data and the external force g. We derived in Section 4 differential inequality (4.82) which makes possible an extension of the local solution step by step in time. Notation is introduced in Section 2. Now we formulate the main results of this paper. Let Γ k k−1 (Ω) = {u : u ∈ H k (Ω), u t ∈ H k−1 (Ω)}, k ∈ N.
Remark 1.1. (see [CK] ) Assume that there exists a global special solution (̺ s , v s ) to problem (1.3) belonging to spaceX(Ω×(kT, (k+1)T )), k ∈ N 0 (see definition below). Moreover, the solution is such that there exists positive constants ̺ * < ̺ * and ̺ * ≤ ̺ s (x, t) ≤ ̺ * .
where ̺, v H = ̺ H + v H and H can be any space used in this paper. Let
Theorem 1.2. [Global existence of solutions to (1.5), (1.10)-(1.12)] Let k ∈ N 0 and T > 0 be given. Assume that
. Assume also that there exists a constant γ sufficiently small and ϕ 1 (0) ≤ γ, sup k∈N 0 , g L∞(kT,(k+1)T ;Γ 1 0 (Ω)) ≤ cγ. Then there exists a global solution to problem (1.5), (1.10)-(1.2) such that (u, q) ∈ M(kT, (k + 1)T ; Ω) for any k ∈ N 0 and ϕ 1 (t) ≤ γ, for any t ∈ R + . Theorem 1.3. [Global existence of solutions to problem (1.1)]. Let there exists a special solution to (1.3) described by Remark 1.1. Let the assumptions of Theorem 1.2 hold. Then there exists a global regular solution to problem (1.1) in the form
Moreover the following estimate holds
and sup k f s L∞(kT,(k+1);Γ 1 0 (Ω)) (see Remark 4.9).
Notation and auxiliary results
By · l,Ω , l ≥ 0 and | · | p,Ω , 1 ≤ p ≤ ∞, we denote the norms of the usual Sobolev spaces W l 2 (Ω) = H l (Ω) and L p (Ω) spaces, respectively. Next, we introduce the space Γ l k (Ω) of functions u with the finite norm
where l > 0 and k ≥ 0, k ≤ l. In this paper we use that l, k ∈ N 0 = N ∪ {0}. Let u 1 , u 2 , . . . , u n be given functions. Then
where X is any used in this paper space. For distinguish time dependence of functions we introduce the notation
The index Ω is always omitted. If Ω is replaced by a subdomain of Ω, we left it in the above notation. Finally, we present the compatibility conditions
By c we denote the generic constant which changes its value from formula to formula. By ϕ we denote the generic function which is always positive increasing function of its arguments and it changes its form from formula to formula. Let w be any function in this paper. Then we denote ∂ t w = w ,t . For functions w n , w s we have ∂ t w n = w n,t , ∂ t w s = w s,t and so on. Let α(u) = t 1/2 u 3,2,Ω t . It is convenient to introduce the elliptic operator (2.1) Au = µ∆u + ν∇div u.
From (1.9) we obtain the equation of continuity
From continuity equations (1.1) 2 and (1.3) 2 we have
Inequalities (1.13) and (1.14) imply
To obtain an estimate for spatial derivatives higher than the first we need local considerations. For this we introduce a partition of unity ({Ω i }, {ζ i }),
where Ω = iΩ i andΩ i = suppζ i . LetΩ be one of theΩ ′ i s and ζ(x) = ζ i (x) the corresponding function. IfΩ is an interior subdomain, then letω be such thatω ⊂Ω and ζ(x) = 1 for x ∈ω. Otherwise we assume thatΩ ∩ S = φ, ω ∩ S = φ,ω ⊂Ω. Let ξ ∈ω ∩ S ⊂Ω ∩ S ≡S. Then we introduce new coordinates y = Y (x) with origin at ξ. The mapping Y is a composition of translation and rotation. Assume thatS in the coordinates y is described by y 3 = F (y 1 , y 2 ), where F is sufficiently regular. Theñ
Further, we introduce new variables by
which will be denoted by z = Φ(y), whereF is an extension of F toΩ. Let Ω = Φ(Ω) = {z : |z i | < 2λ, i = 1, 2, 0 < z 3 < 2λ} andŜ = Φ(S).
. Moreover, for interior subdomains we denoteũ(x) = u(x)ζ(x), x ∈Ω, Ω ∩ S = φ, and for boundary subdomains we haveũ(z) =û(z)ζ(z), z ∈ Ω = Ψ(Ω),Ω ∩ S = φ, whereû(z) = u(Ψ −1 (z)). We use such notation that τ replaces z ′ = (z 1 , z 2 ) and n = z 3 . Now we transform equations (1.5) and (1.10) to the local coordinates (we restrict the considerations to neighborhoods near the boundary only)
where ∇ z , ∆ z , div z means the usual operators with respect to variables z, Applying operator (µ + ν)∇ z to (2.6) and adding the result to (2.5) one has (2.13)
Moreover, we express (2.5) in the form (2.14)
Finally, we introduce the notation used in this paper (2.15)
Remark 2.1. Let A be the elliptic operator
(Ω) we have the integration by parts formula
where
From [BIN, Sect. 15] we have the interpolation (2.16)
where ε ∈ (0, 1). We frequently use the interpolation (2.17) u s ≤ ε u s+k + c/ε u 0 , s, k ∈ N, s + k ≤ 3, ε ∈ (0, 1).
Local existence
To prove local existence of solutions to problem (1.5), (1.10)-(1.12) we formulate it in the form (3.1)
Moreover, it is convenient to consider the equation
To prove existence of solutions to problem (3.1)-(3.5) we use the following method of successive approximations. Let u n be given. Then η n , q n , u n+1 are calculated from the following problem
. The u 0 approximation is an extension of the initial data u(0). To formulate results of this section we introduce the notation (3.11)
Assume that there exists positive constants ̺ * , ̺ * such that ̺ * ≤ ̺(0) ≤ ̺ * . Then for a sufficiently small time and η(0) 2 we have that
Proof. Multiplying (3.8) by η n and integrating over Ω yields
Differentiating (3.8) with respect to x, multiplying by η n,x and integrating over Ω, gives
Differentiating (3.8) twice with respect to x, multiplying by η n,xx and integrating over Ω implies
Adding (3.14)-(3.16), integrating the result with respect to time, we obtain (3.12). Having (3.12) yields (3.13). This concludes the proof.
Proof. Multiplying (3.6) by u n+1 , integrating the result over Ω and applying the Hölder and the Young inequalities, we get
The first term on the l.h.s. of (3.18) equals
where the second term is bounded by
Employing the consideration in (3.18), using that ̺ n is separeted from zero (see Lemma 3.1) we obtain after integration with respect to time inequality (3.17). This concludes the proof.
Proof. Differentiating (3.6) with respect to t, multiplying the result by u n+1,t and integrating over Ω yields
First we estimate the l.h.s. of (3.20). The first term equals
where the last integral is estimated above. Finally, the last term on the l.h.s. equals u n+1,t 2 1 . The first term on the r.h.s. is bounded by
and the last two by
Using the above estimates in (3.20) and assuming that ε is sufficiently small, we obtain
in view of(3.13) and integration (3.21) with respect to time we get (3.19). This concludes the proof.
, where a > 0 and ε ∈ (0, 1).
Proof. Differentiate (3.6) with respect to time, multiply the result by −Au n+1,t and integrate over Ω. Then we have
Now we estimate the terms from (3.23). The first part of the first integral on the l.h.s. of (3.23) is bounded by
Using (2.16) we estimate the second term in I 1 by
In view of the above estimates, application of the Hölder and the Young inequalities to the integrals from the r.h.s. of (3.23) and using the estimate (3.24) u 2 ≤ c f 0 which holds for solutions to the problem
Now, we estimate terms from (3.26). Using the integration by parts formula (see Remark 2.1) the first integral on the l.h.s. of (3.26) takes the form (3.27)
The second integral in (3.27) equals
the second integral in I 1 is bounded by
Using interpolation (2.16) we get
The first integral in (3.27) is estimated by
To estimate the first term in (3.28) we calculate u n+1,tt from (3.6). Hence, we have (3.29)
Continuing, we get (3.30)
Taking, the L 2 -norm of (3.30) ahnd using (3.13) we obtain (3.31)
Similarly, the r.h.s. of (3.26) is estimatede by the last two terms on the r.h.s. of (3.21).
Using the above estimates in (3.26) and assuming that ε, ε 1 are sufficiently small we obtain
Using notation (3.11) we express (3.17) in the form
where a > 0. Integrating (3.32) with respect to time and using (3.33) and (3.34) we obtain (3.22). This concludes the proof.
To estimate the first norm on the r.h.s. of (3.22) we need Lemma 3.5. Assume that
Proof. To prove the lemma we have to use the local considerations. We restrict them to neighborhoods near the boundary, because estimates in interior subdomains are simpler and similar. In view of notation in Section 2 we transform (3.6) in accordance to (2.5). Then we have
Differentiating (3.37) with respect to τ , multiplying the result by −A zũn+1,τ , integrating overΩ and by parts, we get (3.38)
The first term on the l.h.s. of (3.38) equals
where the first term in I takes the form
and the second term in I 1 is bounded by
We bound the second term in I by
Next, we examine the terms from the r.h.s. of (3.38). The first is bounded by ε A zũn+1,τ Employing the above estimates in (3.38) and assuming that ε is sufficiently small, we derive
From (3.37) we have
Integrating (3.39) and (3.40) with respect to time, adding, using that λ is sufficietnly small, using estimates (3.17) and (3.19), we obtain (3.41)
Passing in neighborhoods near the boundary to the old variables x, deriving similar estimates in interior subdomains, summing up over all neighborhoods of the partition of unity and using the expression
integrated with respect to time we obtain the inequality (3.42)
where a > 0. Using the interpolation inequality (2.17) in the second norm on the r.h.s. of (3.42) we obtain (3.43)
We use (3.17) to estimate the second norm on the r.h.s. of (3.43). Then (3.36) follows. This concludes the proof.
Lemma 3.6. Assume that
Then there exists T * sufficietntly small and M which depends on the norms from (3.44) that
Proof. From (3.22) and (3.36) and for ε sufficiently small we derive the inequality η n,t 1 ≤ c( v s 2 η n 2 + ̺ s 2 u n 2 + η n 2 u n 2 ).
Employing (3.47) in (3.46) and using (3.12) in the result we obtain the inequality
. We assume that approximation u 0 is constructed by an extension of the initial data u(0). Assume that (3.45) holds. Then (3.48) implies
,1 ] we obtain for t sufficiently small that
because ϕ is an increasing positive continuous function. This implies (3.45) for all n and concludes the proof.
To prove convergence of the considered sequence we introduce the differences (3.49) U n = u n − u n−1 , E n = η n − η n−1 , Q n = q n − q n−1 , which are solutions to the problems (3.50)
By U 0 , E 0 we have extensions of the initial data.
Lemma 3.7. Let the assumptions of Lemma 3.1 hold Then
where a > 0.
Proof. Multiplying (3.50) by U n+1 , integrating the result over Ω and using boundary conditions we have
where we used assumptions of Lemma 3.6. Continuing, we have
Multiplying (3.51) by E n and integrating over Ω we get
Integrating the above inequality with respect to time yields
Using (3.55) in (3.54) and integraing the result with respect to time we get (3.52). This concludes the proof.
From Lemma 3.1, 3.2 we have
Theorem 3.8. Let the assumptions of Lemma 3.1 hold. Let σ(0) be so small that (3.13) is satisfied. Then for sufficiently small time T there exists a solution to problem (3.1)-(3.5) such that
where M is introduced in Lemma 3.1.
Differential inequality
To prove the differential inequality we need existence of sufficiently regular local solution. Moreover, we need relations (1.14). However, they hold for the local solution, the differential inequality shows that they remain to hold for all time. We remark that in this section we shall indicate any equivalent norm in H s (Ω) with the same symbol · s . However constants in this section depend on constants from (1.14), we do not mark it.
First, applying global domain considerations, we show Lemma 4.1. For sufficiently regular solutions to (1.5), (1.10)-(1.12) it holds
, where
2,1 . Proof. Multiplying (1.5) by u, (1.10) by q, integrating over Ω, adding and using (1.3) 2 and (2.2), respectively, we get
Differentiating (1.5) and (1.10) with respect to time, multiplying the results by u t and q t , respectively, adding, integrating over Ω with using (1.3) 2 and (2.2), respectively, we obtain
From (1.10) we have 
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Let us consider the Stokes system (4.7)
Let us introduce a function ϕ such that (4.8) div ϕ = q, ϕ| S = 0.
Following [KP] , there exists a solution to (4.8) such that ϕ ∈ H 1 and (4.9) ϕ 1 ≤ c q 0 .
Multiplying (4.7) 1 by ϕ, integrating over Ω and using (4.9) yields where we used that ̺ * ≤ ̺ s ≤ ̺ * . Inequalities (4.4) and (4.6) imply
Now, adding appropriately (4.10) and (4.11) gives (4.12)
Now, we calculate
Emploing the above estimates in (4.12) yields (4.13)
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Now estimate the last four terms from the r.h.s. of (4.13). Using that f =f 1 +f 2 ,f 2 = −ηu t (see (4.5)) we have
where the second integral is estimated by
Finally, we have
). Using the above estimates in (4.13) and assuming that ε is sufficiently small we derive (4.1). This concludes the proof.
Next we obtain an estimate for the second spatial derivatives of u and the first of q.
Lemma 4.2. For sufficiently smooth solutions we have (4.14)
and X 1 is introduced in (4.36).
Proof. Differentiate (2.5) and (2.6) with respect to τ , next multiply byũ τ andq τ , respectively, add, integrate overΩ and use transformed equations (1.3) 2 and (2.2). Then we get (4.16) d dt
Let us introduce the quantities
Then the first three terms on the r.h.s. of (4.16) are bounded by
The last term on the r.h.s. of (4.16) is bounded by
In view of (2.7) and (2.8) we have Employing the above estimjates in (4.16) and assuming that ε is sufficiently small yields (4.20)
To estimate the last two norms we introduce (4.21)φ 1 (t) = |û| Then, using (2.11), we have
Finally, (2.12) implies (4.23) h 2 1 ≤ c(1 +B 2 )(B 2 +φ 1 )φ 1 .
Using estimate (4.22) and (4.23) in (4.20) yields
Multiplying the third component of (2.13) byq n and integrating the result overΩ yields (4.25)
The first two terms on the l.h.s. of (4.25) equal
Employing equation (2.2) transformed to variables z in I 1 yields
where the second integral is bounded by
Next,
). In view of the above relations and estimates (4.18), (4.19), (4.22), (4.23) we obtain from (4.25), for sufficiently small ε, the inequality (4.26)
where (4.2) and (4.21) were used. Taking the L 2 -norm of the third component of (2.14) yields
). Using again (4.18) and (4.22) and also notation (4.17), (4.21) we have
Adding appropriately (4.24), (4.26) and (4.28) gives (4.29)
Passing to the old variables x in (4.29), deriving an inequality similar to (4.29) in an interior subdomain, summing the inequalities over all neighborhoods of the partition of unity, we obtain
where u τ means that in a neighborhood of the boundary there are only tangent derivatives. Similarly, q n means that only normal derivative near the boundary appears. 
, where we used that λ is sufficiently small and
To obtain the full derivatives with respect to x of u under the time derivative in (4.35) we multiply (1.5) by −Au and integrate over Ω. Then we have
. Integrating by parts the first two terms on the l.h.s. of (4.37) equals
) and application of (1.3) 2 in I 2 yields
Then (4.37) takes the form
Inequalities (4.35) and (4.38) imply
To combine estimates (4.1) and (4.39) we need to use the estimates which are written in the more explicit way than in Lemma 4.1 Moreover,
Next, we have 
From (4.44) and (4.39) we obtain (4.14). This concludes the proof of Lemma 4.2.
Next we formulate the lemma describing higher regularity of time derivative of u.
Lemma 4.3. For sufficiently smooth solutions we have
Proof. To prove the lemma we consider (1.5) in the form (4.47)
Differentiating (4.47) with respect to time, multiplying by −Au t and integrating over Ω one obtains (4.48)
The first term on the l.h.s. of the above inequality is bounded by
and the third by
Integrating by parts in the second and the fourth terms on the l.h.s. of (4.48), we derive
The operator A = µ∆ + ν∇div , so A 1/2 1 = √ µ∇, A 1/2 2 = √ νdiv . Therefore,
, so the Green formula and u|s = 0 imply that I 1 = 0. Next
Since v| S = 0 it follows that I 3 = 0. therefore I = I 2 + I 4 . Continuing, we have
Using the equation of continuity (1.1) 2 yields 
Applying again (2.16) yields
Employing the above estimate in (4.48) gives 
Calculating u t from (4.47) and differentaiting the result with respect to t yields 
where (2.16) is used. Continuing
In view of the above estimates inequality (4.50) takes the form Adding appropriately (4.14) and (4.51) we obtain (4.45). This concludes the proof.
Finally, we pass to estimate the third spacial derivatives of velocity and the second spacial derivatives of density. 
Proof. Differentiating (2.5) and (2.6) twice with respect to τ , multiplying byũ τ τ andq τ τ , respectively, integrating the results overΩ, adding and integrating by parts, we get (4.54) 1 2
Now we estimate the terms from the r.h.s. of (4.54). We bound the first term by ε 1 ũ τ τ ).
Using the above estimates in (4.54) and assuming that ε 1 −ε 7 are sufficiently small, we get
Finally, we have to estimate the last two terms on the r.h.s. of (4.55). First we examine
Continuing,
First, we estimate
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Next, we examine
2 . Finally, integrating by parts in J 3 yields
Similarly, we have
Summarizing the above considerations, one has (4.56)
Finally, Differentiating the third component of (2.13) with respect to n, multiplying the result byq nn and integrating overΩ, one derives The L 2 -norm of the derivative with respect to n of the third component of (2.14) is bounded by Passing to the old variables x in (4.70), deriving an inequality similar to (4.70) in an interior subdomain, summing the inequalities over all neighborhoods of the partition of unity and assuming that λ is sufficiently small, we obtain Using (4.72) in (4.71) and choosing ε sufficiently small implies (4.52). This concludes the proof. where X 0 is introduced in (4.1), X 3 in (4.46) and X 4 in (4.53).
Proof. Applying some interpolation inequalities we obtain from (4.52) the inequality Adding (4.45) and (4.75) and using that ε is sufficiently small we get (4.73). This concludes the proof.
Since in (4.73) the norm 
