The placement of second position clitics has been analysed as involving syntactic movement, morphological transpositions, or prosodic inversion. This paper argues that a syntactic treatment of the Old Irish verbal complex is untenable and that facts about allomorphy and phonological phrasing preclude a prosodic inversion analysis. I show how application of a morphological transposition operation (the Morphological Merger of Marantz 1988) not only to overt clitics in the language, but also to the functional head Force, provides a unified analysis of this highly intricate system.
Introduction
The positioning 1 of certain clitic like elements in clause structure has often been argued to be determined by an interaction between syntax and phonology (Halpern 1995 , Anderson 1993 , Roberts 2000 among many others). Typically, the clitic is assumed to reach its final syntactic position as the result of a syntactic movement operation followed, in the Spellout component, by a prosodic operation which affects the linearisation of the clitic with respect to other material. An alternative (Marantz 1988, Embick and Noyer 2001) is that clitics may, be positioned by a purely morphological operation, which reorganises the linear relationships between X 0 elements. Both accounts have the following schematic form, where the syntax delivers the structure to the left of the arrow, which is then modified by some post-syntactic operation to give the structure to the right of the arrow:
(1) Clitic X → X+Clitic
The prosodic account claims that the inversion is triggered by a prosodic property of the clitic (it has a prosodic subcategorization frame, requiring an element of a particular phonological status to its left). The morphological account rather makes reference to a morphological property of the clitic (it is a word-level suffix, rather than a prefix). There is, of course, another possibility, which is that the syntax delivers the structure to the right of the arrow directly. This paper argues that this syntactic approach is ultimately unable to explain the complexities of the Old Irish verbal complex. I further show that the post-syntactic operation that creates the inverted structure is morphological, rather than prosodic, in that it creates a structure which feeds later morphological alternations (allomorphy) and prosodic and phonological operations (stress placement, ellision, assimilation, etc.) . This paper, then, provides further evidence for a post-syntactic, pre-prosodic movement operation (the Morphological Merger of Marantz 1988 and Embick and Noyer 2001. The empirical focus of the paper is a set of complex interactions between syntax, morphology and prosody in the Old Irish verbal complex. In the next section, I lay out some basic syntactic assumptions about Old Irish clause structure, and outline the basic problem the verbal complex raises. I then show how a syntactic approach leads to a paradoxical situation, and how this paradox does not arise if one assumes some limited post-syntactic movement.
2 The Old Irish Verbal System 2.1 Old Irish Clause Structure OI is a VSO language (see Thurneysen 1975 , Watkins 1963 . Current transformational theory provides a number of possible derivations for surface VSO order which all posit an underlying VP. The motivation for this VP constituent is primarily theoretical (stemming from constraints on binary branching and θ-role assignment), but it appears to have the right empirical consequences across a wide range of cases (see Anderson and Chung 1977 , Sproat 1985 , McCloskey 1983 and the papers collected in Carnie and Guilfoyle 2000) .
This section argues that the most plausible derivation for VSO structure in Old Irish is that proposed for Modern Irish by McCloskey in a series of papers (McCloskey 1983 , McCloskey 1991 , McCloskey 1996 . The idea is that the underlying structure is one where the verb and the object form a constituent to the exclusion of the subject, with subsequent raising of the verb to a projection in the higher functional domain. This means that an Old Irish example like (2) Here we see the (deponent) verb beoigidir, 'vivifies' , marked with third person singular present tense morphology. It is followed by the subject in spirut, 'the spirit' and then the object, followed finally by a right adjoined adverbial. Adopting the viewpoint of the Minimalist Program (Chomsky 2000 , Chomsky 2001 ), the verb and object are originally Merged together, and this is followed by Merge of the subject. This gives a binary branching structure. The verb then raises out of VP to some higher projection, giving a VSO structure on the surface (I ignore the position of the adjunct here): beoigidir in corp
Evidence that these constructions are the result of verb raising from a base structure where the verb follows the subject can be constructed on the basis of examples similar to those used to make this argument for Modern Irish (see McCloskey 1983) . The first kind of argument comes from examples where the verb is in a non-finite form. In such cases, rather than VS order, we find SV with nominative case available on the embedded subject: The verb here is in the verbal noun form (glossed as -vn) and bears no tense or agreement marking (see Jeffers 1978 for a discussion of the Old Irish verbal noun). If verb-raising is triggered by the requirement that the verb checks, or picks up, finite inflection (Pollock 1989 , Chomsky 1993 , then the SV order of these non-finite clauses becomes understandable. Non-finite clauses simply do not have the requisite functional material to trigger verb movement, and so the verb stays in its base position, adjacent to the object. Backing up this argument for a VP constituent at some level of representation are facts which strongly suggest that the verbal noun combines with an object to form a single syntactic unit. Examples like the following show cases where the verbal noun followed by its object appears in the focus position of a cleft structure, indicating constituenthood. Putting these two sets of facts together, it appears that finite and non-finite clauses can receive a unified account if the verb initially combines with the object, forming a verbal constituent in both cases. The difference between the VS orders and the SV orders is that the verb raises past the subject in finite clauses but fails to do so in non-finite ones. This is precisely the kind of derivation assumed in most recent transformational studies of the word order of the descendents of Old Irish (see McCloskey 1983 , McCloskey 1996 , Bobaljik and Carnie 1996 , Duffield 1995 for Modern Irish and Adger 1996 and Ramchand 1997 . Given these arguments, we will adopt the structure given in (2) for simple finite clauses in Old Irish.
VSO order is also found in embedded clauses. There are a number of ways of embedding clauses in Old Irish (seeÓ hUiginn 1998 for discussion, sources and further examples). Embedding may have no formal marking, leading to a paratactic structure like (9) Alternatively, it may be signalled by a nasalization of the verb, marked by boldface m in the following example. In such cases we find a special relative inflection on the verb:
. I take the negative and question particles here to be types of complementizer, with the verb raising to the left edge of the inflectional domain of the cluase (or perhaps to the Fin position of Rizzi 1997) . See section 4.4 for discussion.
The Old Irish Verbal Cluster
We now focus on a range of properties of the finite Old Irish verb which make it a challenging case from the perspective of modern generative theory. We will look at four properties: (i) the behavior of verbs which are compounded with a set of prepositional elements, traditionally termed preverbs; (ii) the kind of agreement inflection borne by the verb; (iii) the morphophonological relationships that hold or fail to hold between the verb and the pre-verbal particles (complementizers and preverbs); (iv) the position of clitic pronouns within the complex. The interest of these four properties can be brought out by considering them first in the abstract. 3 The Old Irish verbal cluster has the following schematic shape, where [Y + Z + W] contains the verb stem and X is a slot that hosts complementizers and preverbs:
Phonologically, the two bracketed domains behave separately: [Y + Z + W] is a domain for a set of phonological processes which do not affect X, and moreover, Y always bears main stress in this structure, while X is always unstressed. Syntactically, the position between the X and the remainder of the complex is that of object clitics, and, in archaic and poetic registers, it may also host entire phrases in a construction traditionally termed tmesis. Morphologically, in almost all circumstances, the presence versus absence of X triggers triggers different kinds of inflection on the verb. The descriptive question is how to capture all this, and we will see that answering this question leads to a set of interesting theoretical challenges.
Compound verbs
As well as simple verbs like beoigidir (in (2)), Old Irish also had verbs which were constructed from a verbal stem with a set of preceding preposition-like elements, traditionally termed the preverbs (there need only be one preverb). Preverbs compound with stems to give rise to, sometimes unpredictable meaning shifts. For example, the verb berid, 'carries' combines with the preverb as, 'out' to give the compound verb as-beir, 'say'. Some verbs have a complex of preverbs, e.g. ga(i)r-, 'call' gives to-ga(i)r-, 'summon', for-cum-ga(i)r-, 'command', to-ar(e)-in-ga(i)r-, 'promise' etc. (see McCone 1997) . I will gloss preverbs simply as PV, with the semantic force of the preverb expressed in the gloss of the verb stem. Such verbal forms are known as compound verbs. Just like simple verbs, compound verbs appear in first position in finite sentences. This last example is especially interesting. If we adopt the view argued for above, that it is finite tense which triggers movement of the verb, then the fact that the preverb and the verb appear after the subject in the subordinate clause here strongly suggests that the preverb and the verb stem are merged together before any further movements take place. Compound verbs, then, syntactically behave the same as simple verbs, appearing in initial position in matrix and embedded finite clauses, and in final position in certain non-finite clauses.
There are a number of ways of implementing this idea: the preverb could be compounded with the verb either directly or it could merge with some projection of the verb with subsequent verb raising to form the compound. These two possibilities look as follows (see Carnie, Harley, and Pyatt 2000) :
In (18), the PV compounds directly with the verb stem and the whole structure is a projection of the verb. This new verb takes a DP object to which it assigns an appropriate θ-role. In (19), we have a shell structure, somewhat similar to that propsed by Larson (1987) , and developed by Pesetsky (1995) among others. The PV here merges with the projection of the VP, and then the verb raises and (right) adjoins to the PV. For this kind of approach, we would assume that the object is interpreted with an appropriate θ-role because of the position in which it sits in the whole construction, as in the system of Hale and Keyser (1993) . An alternative, which would seek to collapse these structures with Germanic particle verb constructions, would be to take the preverbs to be complements of the verb, which head raise and adjoin to V, essentially resulting in a structure similar to (18):
For the purposes of this paper, the exact derivation of compound verbs will not be crucial beyond the following two conclusions: (i) PVs Merge with the verb early on in the derivation (as is shown by their position in non-finite clauses where the verb has not raised), and (ii) the PV and V may form a complex head before verb raising to T, since PV and V raise to T as a unit.
We have seen that compound and simple verbs have a range of syntactic commonalities; however, the following sections show that there is actually a crucial difference between compound and simple verbs: the initial preverb in a compound verb can be shown to behave like a complementizer in certain circumstances: that is, in our schema X. [Y + Z + W], X may be either a complementizer or the initial preverb of a compound verb. As we will see, it is this that raises the challenge for a purely syntactic account of the Old Irish verbal complex. The next few subsections show how this special behavior plays out in phonology, morphology and syntax.
Phonological peculiarities
The first fact to note is that simple and compound verbs display different behaviour with respect to stress placement. Stress in Old Irish is in general word initial (see Thurneysen 1975 for detailed argument and exemplification). I mark stress here by placing the stressed syllable in small capitals. As can be seen here, the first syllable after the first preverb is stressed, whether it is another preverb (26), or the first syllable of the root (25). 5 It appears, then, that the first preverb of an initial compound verb, on the one hand, and conjunct particles, on the other, are grouped into the same class. Word stress on a finite verb is assigned to the syllable immediately following an element of this class, unless there is no such element, in which case it is assigned to the first syllable of the word. One might imagine, then, that the first preverb is somehow "set off" from the rest of a compound verb, if that verb is in initial position (i.e. not preceded by a conjunct particle). This is the first case which instantiates our abstract structure:
Here X is either a conjunct particle or the first preverb. Y is either a preverb, or the verb root, stressed in either case. This structural conclusion is backed up by the observation that the rightmost bracketed structure in (27) is a domain for phonological processes which exclude X. I give some examples below, but see McCloskey (1978) and McCone (1997) If we focus on the example of elision given in (a), we can see that after a conjunct particle (signalled by the dash) elision of phonetic schwa (which is underlyingly phonological O and orthographic o) takes place before a following vowel; however, when the verb is in strictly initial position, this does not happen. In (b) we see consonant assimilation between preverb and verb blocked when the verb is initial. In (c), we see the preverb fo causing lenition of the following f to zero when it follows a conjunct particle. However, when the verb is initial, no lenition takes place. Finally, in (d) schwa is deleted, the high vowel causes palatalization of the dental, and the dental looses its voiced status. In all these cases, a phonological process which would usually include the preverb is blocked when that preverb is in initial position.
Morphological peculiarities
The second property of note is that simple and compound finite verbs inflect differently. Simple verbs in initial position in matrix clauses take a set of agreement suffixes traditionally termed absolute inflection, while compound verbs in the same position are inflected with a different set of suffixes, traditionally termed conjunct inflection. This distinction is neutralised in favour of conjunct inflection in other contexts. Example (2), repeated here as (29), is a simple verb in initial position in a matrix clause, and hence bears absolute inflection: On the other hand, the matrix verb in (15) Since the conjunct forms are used with a compound verb like as-beir, 'says', they are marked with a slot (before the dash) for the preverb(s).
As well as appearing with compound verbs, conjunct inflection also occurs when the verb is preceded by the conjunct particles mentioned in the last section: As can be seen from the glosses, in each case the simple verb takes conjunct rather than absolute agreement. The aspectual particle in (33) appears where there is no other preverb in the imperfect. Likewise the dummy particle in (34) appears to support the clitic when there is no other preverb (see below). Perhaps these two (homophonous) particles can be unified, but we keep them separate for clarity here. Turning now to embedded clauses which are introduced by complementizers, it turns out that here again we find conjunct inflection: This then is the second instantiation of our abstract schema:
If X is a preverb, or a conjunct particle (whether matrix or embedded), the verb inflects in its conjunct form. If X is absent, the verb is absolute. 7 This broad conclusion is also made in the philological literature. Watkins (1963) considers complementizers and negation to be in the same class as preverbs, so that the verbal complex consists of a number of preverbal elements and then the verb stem (we ignore clitics for the moment, but see below). Isaac (1993) also argues that conjunct particles and preverbs are in the same class, but assumes a distinction between aspectual and non-aspectual preverbs (see also McCone 1979) . Isaac argues that the preverbs are positioned to the left of the verb itself on the basis of a functional principle which places light constituents first. A number of historical explanations for this pattern have been put forward (see the references above, and McCone 1982 and references therein). In this paper we are concerned with what the analysis of this data teaches us about the structure of the spellout component of the grammar and so we will be concerned with the system from a synchronic perspective only.
Syntax: Clitic Placement
Old Irish object pronouns behave like clitics in that they must be incorporated in some fashion into a host. There are two ways in which this happens, giving rise to a traditional distinction between suffixed pronouns and infixed pronouns. Suffixed pronouns are fairly restricted in their distribution. They occur attached to only absolute marked verbs, and, furthermore, the verb must be third person (see Breatnach 1977 for discussion). Furthermore, the φ-feature specification of the suffixed pronouns is highly restricted. They tend to be third person, unless occuring in a possessive dative structure with the third singular of the verb 'be':
In contrast, when there is a conjunct particle or a preverb, then this serves as a host for the object pronoun. The pronoun infixes between the conjunct particle or initial preverb and the rest of the verb stem: The pronoun appears attached between the preverb and the verb stem in (40), and between the conjunct particle and the preverb in (41). Unlike suffixed pronouns, infixed pronouns appear freely regardless of their φ-feature composition or of the φ-features on the inflection of the verb:
There is clearly one ommission in the description outlined so far: what happens to object pronouns that occur with unembedded simple verbs, but which are not third person; such pronouns need to encliticize to something, but I stated above that they do not generally suffix to the verb. In such cases a special dummy preverb is inserted. We met this situation already in (34) Once again we see that the initial preverb of a compound verb and a conjunct particle (whether it occurs with a simple or compound verb) behave alike: the infixed pronoun in both cases appears immediately following this element, in the position marked with a period in our schema:
In fact, the position of clitics with simple verbs provide us with another conclusion. When X is absent, that is, there is no preverb or conjunct particle, the clitic appears after the whole verbal complex. The simple verb, then, takes the place of X in our schema in this case.
We have now met a number of phenomena in the Old Irish verbal system which all motivate the idea that the first preverb of a compound verb in initial position and conjunct particles fit into the same class: absolute/conjunct inflection, stress placement, phonological domain phenomena and pronoun placement. The question to be tackled is how to provide a principled account of this.
A Syntactic Approach
The main concern of Carnie, Harley, and Pyatt (2000) (hence CHP) is to show that Old Irish clause structure involves both movement of the finite verb to T and movement of the verb to C.
The evidence for this comes from their analysis of the kinds of data discussed in section 2. They argue that in embedded clauses, and clauses containing conjunct particles, the verb raises to T, while in matrix clauses without conjunct particles, the verb raises intially to T and then further to C. To motivate this secondary step of raising, they propose a constraint holding of Old Irish clause structure which ensures that the C position is always filled by material with a phonological matrix. I will abbreviate this constraint as Fill-C.
In a clause with an embedding complementizer, or other conjunct particle (such as negation or question particles), Fill-C is automatically satisfied, since these particles are themselves of category C. In such clauses, the finite verb raises just to T, and this is why VSO order is still seen in embedded structures (in contrast to V2 in Germanic). This basic clause structure holds for sentences with conjunct particles irrespective of whether the verb is simple or compound.
When there is no conjunct particle, and the verb is simple, then Fill-C requires the verb to raise from T to C, and it is as a result of this that absolute morphology is found on the verb and that the object pronouns follow an absolute verb and precede or infix to a conjunct verb (see Adger 2000 for a related perspective).
CHP point out that if the initial preverb of a compound verb in a simple sentence is also in C, then we can capture the kinds of commonalities between this preverb and conjunct particles discussed in the previous section. They therefore propose the following kinds of sentence structure for Old Irish:
Problems of Derivation
This kind of an analysis, which places the first preverb in the same syntactic position as the conjunct particles and the absolute verb raises an interesting question of derivation, when put together with the assumption (motivated in section 2.1) that preverbs are merged low down in the structure, either with the main verb, or with a projection of the main verb. For concreteness, assume that the preverbs are merged as Larsonian VP shells above the main verb in a structure like the following:
This is the approach adopted by CHP, and it makes sense of the semantic link between the preverb and the verb, and also of the fact that certain preverbs appear to perform an aspectual function. However, if the root verb raises to T in order to explain the VSO order, and the first preverb raises to C, to explain the distributional similarities between preverbs and conjunct particles, then we have a violation of the head movement constraint (HMC), since the verb must skip the base position of the preverb as it raises to T, and the preverb must skip T on its way to C. So a derivation of a compound verb in initial position will look as follows:
If movement is defined so that the extraction site is the position most local to the landing site (Chomsky 1995) then the derivation represented in (48) should be ruled out. The closest head to the C position is T, and it is T that should therefore be attracted to C. Similarly, the preverb, rather than the verb, should be attracted to T, if the two do not form a single X 0 . Note that the problem is not ameliorated if we adopt the alternative perspective that the preverb and the verb Merge before the object is Merged:
If we adopt this approach, and assume that the whole complex raises into T, we would need to assume that the preverb then excorporates into C to maintain the CHP story (see Carnie, Harley, and Pyatt 1995 for a version of this approach):
This idea clearly gets the distributional facts. The preverb is in the same position as complementisers and negation (on the assumption that negation is generated in C, or obligatorily moves there), and plausibly the excorporation movement is motivated by Fill-C. However, the movement operation here would not be not standard excorporation, but something much less well-understood. The notion of excorporation derives from work by Rizzi and Roberts (1989) who argue, on the basis of the behaviour of the verbal complex in French, that movement into head position is of two types: adjunction and substitution. When movement is triggered by a morphological subcategorisation requirement, then the resulting configuration is a substitution configuration and the moved element is 'frozen' in place. If, however, the movement is to an adjunction site, then excorporation may take place and the moved head may move from the adjunction site to a higher position.
Unfortunately, on this kind of account extra stipulations must also be made to ensure that just the first preverb excorporates into C, rather than the whole verbal complex moving to C, or some other combination of preverbal material. This is especially the case in an analysis which motivates the excorporation movement on the basis of a Fill-C constraint. If C needs to be filled, then the least problematic movement is to move the whole complex under T. But this, of course, does not explain the distributional or prosodic facts discussed above.
Deriving the morphology via head movement
CHP provide an interesting alternative solution to the HMC problem in terms of Long Head Movement (LHM-see Rivero 1991 , Rivero 1994 , Roberts 1994 , Borsley, Rivero, and Stephens 1996 , Rivero 2000 , Holloway-King 1997 . Long Head Movement is a term coined to describe the process whereby a participle (or more rarely an auxiliary) moves across a number of intervening head positions into C. This phenomenon is well known from Slavic languages, some Romance languages, and appears to occur in Breton as well. In order to deal with the apparent HMC violations, proponents of LHM argue that head positions are split into two groups, analogous to the A and A groups of XP positions. HMC is taken to reduce to a version of Relativised Minimality, which forbids relations between a head and its trace if there is an intervening head of the same type. In the case under discussion, the idea is that the C position is an A-head position in OI, and therefore movement to this position across T is allowed. This is because, in the resulting representation, the head in C binds its trace across an A-head position (T), but not across another A-head position. Since there is no intervening head of the same type as C, the representation satisfies Relativised Minimality and is well-formed:
However, there is a range of problems with this account which make it unsatisfactory, some of which are noted by CHP. The first is that the putative movement of these Old Irish preverbs doesn't seem to behave like the well-understood cases of LHM at all. LHM generally moves non-finite (participial forms of) main verbs into first position, rather than particles associated with finite verbs. LHM appears to take place to license a tense feature in C (Rivero 2000) ; other ways of satisfying this tense feature are rather uniform across languages: movement of some XP to [Spec, CP] is sufficient, but nothing analogous to this occurs in OI. 8 In addition, Rivero (2000) shows that languages which have LHM allow the licensing of the Tense feature in C to take place via the L-marking of the embedded CP by the higher verb, so that LHM does not generally take place in embedded contexts. Now it is true that, when there is a filled complementiser, the preverb does not raise to the C position, as we saw in example (16) If movement of the preverb is indeed LHM, then it should be blocked in examples like (53), since the embedded clause is L-marked by the higher verb. These arguments suggest that the putative preverb movement in Old Irish is rather different from standard cases of Long Head Movement, and would require an extension of the theories of LHM developed by Rivero and others.
However, I think that there are further reasons for rejecting a purely syntactic account, which have to do with the mechanics of the derivations.
Firstly, a derivation where V raises and adjoins to a preverb and then this complex head raises to T is well formed under this account:
This seems to be correct, since, when C is filled by a complementizer, this is exactly the structure we want: Unfortunately, this now makes a prediction that we don't want: subsequent raising of the whole T complex to C would also satisfy Fill-C in the absence of an overt C. This, however, does not give the required structure:
This structure would predict initial stress on the first preverb, absolute agreement and suffixed pronouns, contrary to fact. To maintain a CHP-style analysis, some mechanism to block this movement must be posited.
However, simple verbs do in fact raise to adjoin to empty C, so we must allow T to raise to C if we are to capture that part of the analysis:
But now we are faced with a paradox: we need to block compound verbs from raising to C, but allow simple verbs to do so. But this requires us to be able to distinguish between a compound verb that has raised to T, and a simple verb that has raised to T. Yet the movement operation attracts T to C, and there is no obvious way that this operation can be made sensitive to the internal content of T.
The dilemma is a real one. Imagine we say that there is a C which bears PV features. This C will be unable to attract a PV that has a verb adjoined, since this would be excorporation. However, there must also be a C which attracts a simple verb in T. Even if we say that such a C attracts V, and that T is just pied-piped, we have to ask the question, why this C cannot attract a compound verb in T. The only way I can see to do this, would be to have a filter which blocks a compound verb raising to C. Of course, such a filter just stipulates what we want to explain.
Even with this filter in place, there's still a problem. Imagine we have our C with PV features. It will attract a PV, but not T. We also need a C to attract T, though. So we need two empty C's: one with T features and one with PV features. But now we have more or less just stipulated the various orders: we have one empty C to force preverb raising; one empty C to force initial verb position, and we have stipulated categorial restrictions on these to ensure the right thing occurs in the right position. Moreover, we still need a filter to block compound verbs moving to C.
I think, then, that, although the surface outcome of the LHM analysis is undeniably attractive, LHM simply cannot be the mechanism which positions the elements of the OI verbal complex. 9 4 A post-syntactic movement account
Framework
The proposal I would like to defend is couched within the organization of the Spellout systems envisaged by Marantz 1988 and Embick and Noyer 2001 . These authors argue that the output of syntactic structures may be modified in various ways after syntax. Marantz proposes that syntactic structures may be rebracketted post-syntactically, and that this rebracketting allows affixation of one element to another. From this, he deduces a theory of clitics. We will appeal to this theory of clitics here to explain the curious properties of the Old Irish verbal system in general.
Let us take the structure of the Spellout System to be something like the following: At the input to Morphology, a node X 0 is a morphosyntactic word (MWd) iff X 0 is the highest segment of an X 0 not contained in another X 0 .
(61) A node X 0 is a subword (Swd) if X 0 is a terminal node and not an MWd.
What these definitions do is label sub-X 0 terminals as subwords, and topmost X 0 s as morphosyntactic words. The idea is that operations of the morphological component appeal to exactly these categories.
One of the main operations of this component is Morphological Merger. This replaces an adjacency relation between X and Y by affixing (the head of) X to (the head of) Y. Embick and Noyer give two types of Merger: Lowering and Local Dislocation. Lowering essentially adjoins a head to the head of its complement, while Local Dislocation adjoins a head to another head to which it is strictly adjacent. Lowering, then, is fed by complementation, while Local Dislocation is fed by linear adjacency. (62) Lowering:
In a Local Dislocation structure, the relationship of left adjacency of heads is converted into a relationship of adjunction. The interpretation of the * symbol in [X * [Z * Y]] is that X is left adjacent to Z which is left adjacent to Y. In the Local Dislocated version, Z is still left adjacent to Y (since Z 0 is) and the adjacency between X and Z is converted into an adjunction relation. Both types of operation create adjunction structures which are linearized according to the properties of the vocabulary elements involved. Thus, they may be string vacuous, or allow a limited amount of inversion, if, for example, one of the elements is specified as being a suffix, or a prefix.
Embick and Noyer provide an analysis of Lithuanian reflexives to show how their system works. Lithuanian behaves similarly to Old Irish in having a second position clitic that can appear after verbs or after a preverb, if present: (64) a. Laikaũ 'I consider, maintain' b. Laikaũ-si 'I get along' (65) a. iš-laikaũ 'I preserve, withstand' b. iš-si-laikaũ 'I hold my stand'
Embick and Noyer propose to capture this as follows. They first assume that preverbs are adjoined to the verb and that this complex raises to T. The reflexive clitic is taken to be adjoined to the start of this complex: Embick and Noyer make a further claim about Local Dislocation, which is that it is fed by Vocabulary Insertion, distinguishing it from Lowering, which feeds Vocabulary Insertion. Their approach, therefore, assumes a more detailed architecture:
We will see that the facts of Old Irish suggest that Local Dislocation in fact precedes Vocabulary Insertion, since it conditions allomorphy. This suggests that the more conservative picture in (59) above is correct.
The proposal
The analysis of Old Irish that I propose here adopts Rizzi's (1997) proposal that the C domain has a fine grained structure involving positions marking semantic Force, Topic and Focus, viz:
I take Force to formally encode the embeddedness of the clause (perhaps best thought of semantically as related to the directness of the speaker's relation to the clause), rather than whether the clause is an imperative, a question, or negated. These other semantic functions are encoded lower down than Force (see, for example, Poletto 2000) . I take Topic and Focus Projections to be present only when they are semantically required. The proposal itself is the following:
(73) Force is subcategorized to be enclitic to an X 0 .
The structure of the solution is as follows: in our original schema, X is syntactically preceded by a clitic Force. Given (73), Force will have to Locally Dislocate to the next X 0 :
X can be a conjunct particle, or a preverb, or a simple verb. To deal with the phonological peculiarities noted above, it will suffice to make the phonological phrasing of the structure sensitive to the prosody of Force. I show how this works in the next subsection. Force can also act as a conditioner for allomorphy of the verbal agreement suffixes. If X is a simple verb, then it is immediately followed by Force. The idea is that this provides an insertion context for allomorphy of agreement, causing absolute agreement to surface. The mechanisms and consequences of this are detailed in section 4.4.
Finally, in Rizzi's system, Force has a Topic position immediately to its right. Pronouns syntactically move to this position (see Roberts 2005 for a similar view of these pronouns), and then lower post-syntactically, accounting for their final position. This proposal also accounts for cases of tmesis and Bergin's Law constructions. This is dealt with in section 4.5.
Phonology
Recall that words are stressed at their left edge in general in Old Irish. Green (1997) proposes to capture this trochaic pattern by constructing a left headed foot at the left edge of the prosodic word; the lack of any kind of alternating stress on non-initial syllables motivates the idea that only the first part of the word is parsed into feet:
Accepting this basic idea, we then need to work out how the morpho-syntactic structure is related to the prosodic structure. Classical views of the relation between syntactic and prosodic structure essentially map from aspects of the syntactic representation into prosodic categories. So, for example, Selkirk's (1986) End Based Mapping correlates the left (or right) edge of a syntactic category with the left (or right) edge of a prosodic one (a theory which has been more or less directly incorporated into Optimality Theoretic approaches). Selkirk (1995) argues that in languages which have pro-clitics, a constraint is in operation which aligns the left edges of prosodic words with the left edge of lexical words:
Align the left edge of every lexical word with the left edge of a prosodic word.
For example, in English, we have the following, with φ being the label for phonological phrase and ω the label for prosodic word:
This same constraint appears to be in operation in Old Irish, with definite articles etc. being unstressed proclitics to the noun (see Thurneysen 1975, p30) . Simple verbs also fall straightforwardly under this analysis (78), as do compound verbs which occur after a complementizer. Recall that these are stressed on the first preverb (79) In each case, the prosodic word is aligned with the lexical word (assuming that the [PV V] complex counts as the lexical word, for the purposes of the alignment constraints).
The problem occurs with compound verbs in initial position. With these, the first preverb is treated as a proclitic, and stress appears after this proclitic:
Here, the prosodic word is not aligned with the first preverb, but rather with the second. It appears, then, that we have to recognize the first preverb as being part of the lexical word in some cases, and not part of it in others.
The proposal outlined above allows us to resolve this apparent paradox straightforwardly. The structure that is prosodically parsed for an example like (80) is as follows: (81) PV+Force PV V This would be given the following structure on alignment, assuming that the PV is part of the lexical word:
This would then lead to incorrect footing and stressing, since it would predict that the preverb should be footed and stressed. However, Force is typically a category that marks the left edge of a phonological constituent larger than the prosodic word (either a phonological phrase, or an intonational phrase). Assume then an alignment constraint which aligns Force as follows (see, e.g. Szendroi 2001 for motivation for such a constraint):
Align the left edge of a phonological phrase (or perhaps an intonational phrase) with the right edge of Force.
This now gives us:
However, there is a strict dominance relation between elements of the prosodic hierarchy (Selkirk 1995) , which rules this structure out.
(85) A phonological phrase cannot be contained within a prosodic word.
In OT terms, the only structure which satisfies (85) and (83), is one which is parsed as follows:
This violates (76), which therefore must be taken to have a lower ranking. It is, however, exactly the structure we need: it predicts that the complex of the second preverb and the verb will be footed and initially stressed. Furthermore, if there is just one preverb, then it correctly predicts that the stress will fall on the verb root itself. 11 This approach also captures the behavior of simple verbs on the assumption that prosodic words are closed at the right edge of their lexical word:
Align the right edge of a prosodic word with the right edge of the lexical word.
This gives us the following structure:
This predicts that in the case of a simple verb, the verb is phrased as phonologically separate from the following subject. This is consistent with what little we know of the sentence prosody of Old Irish, since a following subject DP forms a phonological phrase of its own (hence its determiners etc. behaving like proclitics to N, rather than enclitics to V). 12 Finally, for cases where we have a conjunct particle in C, we predict the following prosodic structures:
This correctly captures the appearance of initial stress on a preverb (if one is present) and on the verb otherwise. Note that we have now also created two separate domains for phonological processes in compound verbs, created by the boundary induced by Force. This explains why processes of ellision, assimilation and some lenition (that is, purely phonological lenition) are blocked between the initial element and the remainder of the verbal complex, in a compound verb.
Morphology
Recall that the crucial morphological fact to be accounted for is the difference between conjunct and absolute inflection. On the proposal defended here, this arises because Force, when it encliticises to a main verb, serves as a conditioner of allomorphy for inflection.
Within Distributed Morphology allomorphy is cashed out at Vocabulary Insertion. Vocabulary Insertion involves replacing morphosyntactic feature bundles with phonological structures. Each Vocabulary Item (VI) has the basic structure of (90) or (91):
In these schemas, F and G represent morphosyntactic feature bundles, and /phon/ a phonological structure. In (90), we see a schematic VI which instructs us to replace the feature bundle F with the phonology /phon1/, while in (91) we insert /phon2/ for F if F is in the context G. VIs compete for insertion, so that more specific VIs are inserted in preference to less specific ones. A VI with a context specification is automatically more specific than one without, so if F is in the context G, /phon2/ will be inserted rather than /phon1/. Competition also takes place between VIs which have feature bundles that stand in subset relations, but these will not concern us here.
Once the phonological matrices have been inserted, phonological rules apply to derive the surface representation, which interfaces with the Articulatory/Perceptual systems.
With this in mind, take a simple verb in Old Irish in initial position. I will assume for concreteness that the verb has syntactically moved to T in such cases. Adopting Rizzi's system, this means that Fin is syntactically absent (see Starke 2004 for argument that categories in the functional sequence are absent when they receive a default interpretation). 13 In the simplest examples, there is nothing in Focus or in Top, so we simply have the following structure, where Force is left adjacent to T and V, and V is left adjacent to T:
We will adopt Embick and Noyer's proposal that T string vacuously Locally Dislocates to V:
On our proposal, Force Locally Dislocates to the next X 0 . Since, after Local Dislocation of T to V, these terminals are part of a complex X 0 , Force appears to the right of this complex head, just as in the Lithuanian case discussed above:
We now insert Vocabulary Items for the various heads. For T we have items which schematically look as follows:
This now captures the generalization that absolute forms only appear when Force has cliticized to T 0 . This will only happen when there is no other element which precedes T 0 to which Force can encliticize, capturing the generalization that absolute forms appear when the verb is in absolute initial position. Turning to the cases where the verb is not in strictly initial position, let us take a compound verb in initial position:
As The structure delivered by the syntax is as follows: V T VP Now, when we come to insert the inflectional morphology for T, the only possibility is conjunct inflection, capturing the correlation between such inflection and compound verbs.
The same outcome is predicted when we have a verb (either simple or compound) preceded by a conjunct particle. As mentioned above, negation in Old Irish is marked by an element in the complementizer system: Schematically, we have:
Force encliticises to Neg, giving:
Now, when we come to insert the morphology for T, we correctly predict conjunct agreement, since Force is not available to condition allomorphy of T. This account can also extend to other cases where absolute appears. Recall that the preverbal element ma/má co-occurs with absolute inflection (see Newton 2002 for some discussion): However, ma does not act as a host for second position clitic pronouns (see Newton 2002) , so there is no expectation that it should act as a host for second position clitic Force. Presumably it is too high up in the structure to be parsed as part of the same complex, or the enclitic nature of Force is such that it needs to attach to an X 0 , and ma is a syntactically complex XP. Absolute inflection on a simple verb can be correctly captured:
There is one more type of inflection in the Old Irish verb, which we met briefly above: relative inflection. This occurs when the simple verb heads a relative clause of some sort: Here the verb inflects with the special relative form (glossed with [r]). We can capture this with the following kind of schema for vocabulary items:
Now this makes a further interesting prediction. Old Irish relative clauses are obligatorily marked by lenition when the verb is compound and the subject has been extracted. 14 Strikingly, the lenition (marked in bold) appears after the first preverb: We can capture this by simply stating that Force lenites the next segment. The derivation is as follows:
Force will clause lenition on the initial segment of the verb. Crucially, we also predict that the verb will be marked as conjunct here rather than as relative, since Force [Rel] is not in the correct position to condition allomorphy. Furthermore, we predict lack of lenition wherever the simple verb bears relative marking. This prediction is correct for all the Wurtzburg and Milan glosses (see (105) above), although the system breaks down in later writings, where we find sporadic lenition of relative inflecting verbs. The analysis also extends to cases where certain particles in the C-system take relative clauses. An interesting case is a, meaning 'that which'. This particle nasalizes the following segment, but occurs with a relative clause (the phonological effect of nasalization of voiceless consonants is simply to voice them; this is not marked in the orthography). The following examples show the nasalization (bolded) occurring at the start of a simple verb, with relative marking on the verb: VP Now a will nasalize the first segment of the verb, and the verb will appear in its relative form, the allomorphy being conditioned by Force [Rel] . The subject, being in a saperate phonological domain, is protected from lenition.
When a is followed by a compound verb, we predict that it should nasalize the first element of the preverb, lenite the first segment of the remainder of the verb, and that conjunct inflection should appear on the verb. This follows from simply replacing V with PV in our schematic structure and applying the same processes of Local Dislocation: V T VP This is exactly correct. In the following example, the unlenited verb form is fíadar, where lenition has deleted the initial segment. The preverb is nasalized, as predicted: (113 The system also correctly interacts with the syntax of wh-movement in Old Irish (again, see Newton 2002) . There are two strategies for wh-movement in the language: one involves a stressed element followed by a relative form, and the other involves an apparent conjunct particle: Force inverts with this X 0 element, giving the following structure:
Since Force is not in the right position to condition allomorphy of inflection, we correctly predict conjunct inflection. We also predict that verbal stress should immediately follow the wh-word in these constructions, as should enclitic pronouns. This is because the wh-word effectively becomes X in our original schema (X . [Y+W+Z] Furthermore, we predict that this second strategy should only be possible where the wh-expression is an X 0 , while the previous strategy should allow XP wh-expressions.
What we see, then, is that the approach defended here makes a wide ranging collection of intricate predictions about allomorphy in the Old Irish verb. This allomorphy depends on the position of the Force morpheme.
This approach has an interesting theoretical ramification. Since allomorphy is the result of context sensitive vocabulary insertion, it follows that the movement process here must precede vocabulary insertion, or else it could not condition allomorphy. However, we have seen that this process bears the hallmarks of Local Dislocation, rather than Lowering, in that it targets the next adjacent X 0 element, rather than the head of the complement. A Lowering analysis would not allow us to capture cases where Force cliticizes to the initial preverb of a compound verb. To the extent that this analysis is correct, it appears that Local Dislocation and Lowering both precede Vocabulary Insertion, contra Embick and Noyer (2001) . 15
Syntax
The final peculiarity of the Old Irish verb which we will tackle is the positioning of pronominal clitics. These appear in second position, after either the conjunct particles or the preverb, or the absolute marked verb.
We can understand this distribution in terms of the Rizzian structure of the C-domain. Recall that Rizzi (1997) proposed the following structure:
We have seen that the Focus position is activated in wh-questions. Nothing can intervene between the wh-element in a conjunct wh-question and the verb, which I take as evidence that the lower Top projection is not active in Old Irish. I will continue to assume that the verb is in T and that Fin is absent (but see the discussion in footnotes 13 and 15).
However, the higher Top projection, which in Rizzi's system marks old information, is a plausible position for object pronouns (see also Roberts 2005 who adopts the same view). Let us assume then that object pronouns in Old Irish obligatorily topicalize in the syntax: V+T] ... pronoun ... Now, let us take the pronoun, just like Force, to be an X 0 enclitic, whose placement also derives from Local Dislocation in the Spellout component. There are two possibilities: Force lowers to the pronoun, and then the newly created complex pronoun lowers to the verb; or the pronoun lowers to the verb, creating a complex verb, which Force then lowers to. In either case, the pronoun will linearly precede Force. There appears to be some empirical evidence favoring the former position, which I will outline below. Anticipating this, I'll take a simple verb with a suffixed pronoun to have the following structure, with the pronoun projecting a D 0 :
This ordering appears to be correct. In the presence of a suffixed pronoun, the verb inflection is forced to be absolute (that is, it cannot be conjunct or relative) and furthermore, deponent verbs take active inflection just in this case. That is, there is variation in the realisation of T for deponent verbs which is conditioned by the presence of a suffixed pronoun.
(128) a. bertaigidir 'shakes' (deponent ending) b. bertaigth-ius 'shakes them' (active ending with loss of deponent -r)
These properties suggest that allomorphy of T is triggered by the suffixed pronoun, which is, of course exactly what this structure predicts. The fact that the pronoun is closer to T than Force explains why, even with Force[Rel], we find absolute inflection. The schematic vocabulary item looks as follows:
This will ensure that absolute appears to the left of a suffixed pronoun, irrespective of whether the verb is relative or deponent. Furthermore, in the phonological component, the suffixed pronoun is treated as part of the prosodic word headed by the verb, so that processes of syncope and final devoicing are conditioned by the presence of the pronoun. If Force were to be positioned before the pronoun, then extra statements would have to be made in the prosodic component to ensure that the prosodic boundary engendered by Force still allowed prosodic incorporation of the pronoun into the verb. This is unnecessary given the structure proposed here. This accounts for the positioning and allomorphy behavior of suffixed pronouns. For cases where there is a preverb we have the following structure after lowering: (Watkins 1963: 34) In both of these constructions we find conjunct inflection. Both are stylistically poetic, and I take them to be formed via an alteration of the normal patterns of Old Irish syntax. Doherty (2000) argues that Bergin's construction is best analysed as a type of V2, and to a certain extent I concur. Like Doherty, I assume that the preverbal elements are some kind of topic. Given the syntactic framework adopted here, they are therefore placed in TopP. What, then, happens to Force, which should encliticise to the first X 0 ? My suggestion is that Force cannot cliticize to an element inside the Topic, because the Topic is a phonologically complete phrase, but Force must cliticise to a morphological word. 16 It follows that DP topics are usually ruled out in the language, since their presence would mean that Force could never be licensed. However, poetic registers allow such topics via exceptional grammatical operations, leading to these constructions. One such operation is simply the deletion of Force. This would mean that (139) (Bergin 1938: 202) In the system outlined here, these cases are expected, as Topics may iterate. Note that we also correctly predict the conjunct inflection found in Bergin's Constructions. Since Force is deleted, it cannot be present to condition allomorphy, leaving conjunct as the only possible inflection. The alternative to deleting Force, when there is a full DP topic in TopP is to anomalously treat such a Topic as a clitic and Locally Dislocate it, even though it is a phrase. This gives us: These speculations about the two poetic constructions must remain tentative. It is merely my intention to show how these constructions can be reconciled with the kind of analysis of the prosody, morphology and clitic-placement facts with which this article has been mainly concerned.
Conclusions
This article has argued for the necessity of post-syntactic but pre-prosodic movement operations, of the sort that have been proposed by Marantz (1988) , and more recently by Embick and Noyer (2001) . The argument is that the intricacies of the Old Irish verbal complex are not amenable to a syntactic analysis, but that they do involve limited transposition of elements. These transpositions feed morphological and prosodic operations, such as Vocabulary Insertion (for allomorphy) and prosodic phrasing, so they must be post-syntactic but pre-prosodic.
Notes
1 Many thanks to no less than five anonymous referees, who have helped shape this paper, to audiences at Essex, Cambridge, University College London and Stuttgart. Many thanks also to Daniel Harbour. 2 Annotations to the Old Irish examples are those standard in the philological literature (see Thurneysen 1975 , itself abbreviated as GOI (Grammar of Old Irish)). Wb. signifies the Wurtzburg glosses and Ml. the Milan glosses (both ninth century). I have also taken data from secondary sources such as McCone (1997) .
raise across a clitic elements. Clearly this option will not do here, since the preverb must raise across both clitics and non-clitics on CHPs analysis.
9 This set of conclusions also holds for an alternative, which alalyses the preverb movement in an initial compound verb as XP movement, perhaps from a remnant VP in the specifier of TP. Such an alternative would not require excorporation, but the same arguments developed here would apply, mutatis mutandis.
10 At the input to Local Dislocation, T and V are both subwords, since they are terminal X 0 s. Local Dislocation of T to V then creates a complex subword, which itself is the target of the next Local Dislocation operation.
11 I am not wedded to this OT implementation of the analysis here, although it does make use of well motivated constraints. An alternative is a rule which simply says that the lexical stress of a word is realized to the left of that word, but that it cannot cross Force.
12 The only case of enclisis to V are a set of emphatic particles which presumably encliticise to T before prosodic phrasing. 13 We could alternatively move the verb to Fin, which is then deleted in the morphology, as it bears just unmarked feature values. See footnote 15.
14 Lenition of relative clauses also occurs with object extraction, however, it is not obligatory in this case, and alternates with nasalization. Nasalization itself is also found with adjunct relativisation. I leave the syntax of these nasalizing relatives for another occasion.
15 There is a question of how this operation of Local Dislocation interacts with heads whose final phonological content is null. It seems that we want to ignore such heads in applying Local Dislocation, which leads to an apparently paradoxical situation that we need to know that a head is null for the purposes of Local Dislocation before accessing the phonological content of that head. I suggest that the solution to this problem is that functional heads which bear only default features are either not present in the syntax at all, and their interpretation is filled in at the Conceptual/Intentional Interface, or that such heads are deleted in the morphological component at the point of Morphological Labeling. It is for this reason that these heads lack a phonological expression.
16 One might ask why Force cannot simply cliticize to the first element of the DP. Following (Uriagereka 1999) , I take DP specifiers to have already undergone Spellout by the time that the next higher head is Merged. It follows that Local Dislocation cannot target the interior of the DP.
