Bayesian approach for feasibility determination and spatiotemporal scheduling by He, Junying








of the Requirements for the Degree
Doctor of Philosophy in the
College of Engineering
H. Milton Stewart School of Industrial and Systems Engineering
Georgia Institute of Technology
August 2020
c© Junying He 2020




H. Milton Stewart School of Industrial and
Systems Engineering
Georgia Institute of Technology
Dr. Sigrún Andradóttir
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SUMMARY
This thesis mainly consists of four parts. The first three parts explore Bayesian methods
in solving feasibility determination problems that commonly arise in the study of simula-
tion and the last part considers spatiotemporal scheduling in manufacturing. More specif-
ically, we propose a new reward function for Bayesian feasibility determination, which
emphasizes the importance of barely feasible/infeasible systems whose mean performance
measures are close to the threshold. We utilize our proposed reward function in developing
a Bayesian procedure and show its advantage in comparison with the benchmark proce-
dures. Then, we present new two-stage and sequential Bayesian procedures that are not
only easy to compute but also effective in solving the feasibility determination problem.
In the third part, we focus on solving feasibility determination using a Gaussian process
and propose a Bayesian procedure with our novel acquisition function. Finally, the last
part focuses on a different topic, namely, spatiotemporal scheduling, which often occurs
in a manufacturing site where products are large and tend to be customized, such as ships,
aircraft, and constructional structures. We consider how to generate a reasonably good
temporal and spatial schedule on the manufacturing process. We propose a two-phase ap-





For a complex industrial system, it is often very difficult for the decision maker to ana-
lytically identify the best or a good alternative for its manufacturing or service process,
especially when there are numerous possible alternatives under a stochastic environment.
As computing power grows stronger nowadays, computing-aided methods such as simu-
lation and optimization programs are frequently adopted as decision supporting tools in a
wide range of applications. In the following, we introduce the feasibility determination
problem and spatiotemporal scheduling problem, which are the two main focuses of this
thesis. Then, we make more discussion on recent developments that utilize simulation and
optimization programs in solving these decision making problems.
In general, a problem of feasibility determination is to find a set of feasible alternatives
among a finite number of simulated alternatives in the presence of stochastic constraints.
If a constraint is imposed on a performance measure whose value can only be estimated
by stochastic simulation, we call it a stochastic constraint. Feasibility determination for a
stochastic constraint occurs in many management and industrial applications. Some real-
world examples are as follows:
1. The emergency department of a health-care unit has several shift arrangements for
the staff. The decision maker wants to know which arrangements can keep patients’
mean waiting time no more than 30 minutes.
2. A manufacturing company has a few available production plans, and the decision
maker wants to identify which plans can satisfy the production amount requirement
of 10,000 units per month.
3. A facility management team is considering a number of cooling options on hand and
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wants to find out which options can keep the facility’s temperature lower than or
equal to 85◦F.
The problem of feasibility determination originates from a broader class of problems
called ranking-and-selection (R&S). R&S problems are to compare a finite number of sim-
ulated alternatives. A typical R&S problem is choosing the best system among a finite
number of simulated systems, where the best system is defined as the one with the largest
or smallest expected performance measure. This selection problem is called selection of
the best. Famous R&S problems also include comparison with a standard, bernoulli selec-
tion and binomial selection. For a general overview of the selection of the best problem
and other types of R&S problems, one can refer to [1, 2, 3].
A spatiotemporal scheduling problem often occurs in a manufacturing site where prod-
ucts are large and tend to be customized such as ships, airplanes and construction structures.
These products are usually produced by first assembling their basic components and then
putting them together in the final production. Each basic component is often called a block.
During the production process, there are a large number of blocks to be assembled inside
numerous workshops called bays. In a spatiotemporal scheduling problem, the goal is usu-
ally to find a feasible schedule that gives information on when and where to assemble each
block, while optimizing the efficiency of the production process. In other words, it is nec-
essary to perform both temporal and spatial scheduling for the block assembly process that
satisfies a set of constraints.
In this chapter, we review R&S literature in Section 1.1 and provide an overview of this
thesis on the feasibility determination problem in Section 1.2. Then Section 1.3 gives an
introduction of a spatiotemporal scheduling problem and discusses relevant literature.
1.1 Ranking-and-Selection
The classical selection of the best problem is on a single performance measure, such as
finding an inventory policy with the smallest expected cost. The existing procedures for the
2
selection of the best problem adopt one of the three general frameworks: the indifference-
zone (IZ) approach, the optimal computing budget allocation (OCBA) approach, and the
Bayesian approach. An IZ procedure usually focuses on providing a guarantee for the
probability of a correct selection (PCS), where the mean performance of the best system is
assumed to be at least a user-specified constant better than other alternatives. This user-
specified constant is called the indifference-zone (IZ) parameter and interpreted as the
minimum difference worth detection. [4, 5] provide good surveys on IZ procedures for
selection of the best. Some useful IZ procedures include [6, 7, 8, 9]. While IZ procedures
try to decide how many observations to take in order to provide a guarantee on PCS, proce-
dures with the OCBA approach allocate a finite computing budget sequentially in order to
maximize PCS. General references of the OCBA approach can be found in [10, 11]. [12]
presents one of the earliest OCBA procedures for selection of the best, and more follow-up
procedures have been developed in [13, 14, 15, 16]. Finally, a Bayesian procedure tries to
find a sampling strategy to minimize the Bayesian loss or maximize the Bayesian reward. It
assumes the unknown parameters of a sampling distribution are random variables and uses
the Bayesian rule to infer their values. [17] provides a detailed introduction to the Bayesian
methodology in R&S. Literature on Bayesian procedures for selection of the best includes
[18, 19, 20, 21, 22, 23, 24]. For comparisons among the three approaches, one can refer to
[25].
The literature concerning constrained R&S problems is relatively new. Constrained
R&S for selection of the best is to find a system with the largest or smallest expected per-
formance measure while satisfying a set of stochastic constraints. For example, one may
want to find an inventory policy with the smallest expected cost while the fulfillment rate
is greater than or equal to a constant threshold. The constraint on the fulfillment rate is
stochastic in a sense that the rate needs to be estimated by simulation. Thus, constrained
R&S for the selection of the best problem usually requires statistical procedures for two dif-
ferent goals: feasibility determination and selection of the best feasible system, where the
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feasibility determination problem is to identify feasible alternatives that satisfy the stochas-
tic constraints.
Similar to unconstrained R&S, the same three approaches are often used for constrained
R&S problems. Based on the IZ approach, [26] considers a general form of a single
stochastic constraint on a secondary performance measure and provides procedures for
both feasibility determination and selection of the best feasible system. They introduce a
parameter called error tolerance for feasibility determination, which is similar to the IZ
parameter in the selection of the best problem. The error tolerance specifies how much
a system’s mean performance measure could be off from the threshold in the constraint
but still acceptable to the decision maker. [27, 28] focus on feasibility determination and
provide IZ procedures for identifying a set of feasible systems in the presence of multiple
stochastic constraints. Later, [29, 30] present IZ procedures with slightly tighter bounds
for feasibility determination and combine them with procedures to select the best feasible
system. Among procedures with the OCBA approach, [31] proposes a budget allocation
rule to maximize PCS under multiple stochastic constraints. Instead of selecting a single
best feasible system as in [31], [32] develops an OCBA procedure that returns a set of fea-
sible systems in the presence of multiple stochastic constraints. For the Bayesian approach,
[33] present a sampling procedure that compares multiple systems to a known standard on
a single performance measure. This is essentially feasibility determination under a single
stochastic constraint, because a system that has a mean performance measure better than
the standard is equivalent to a feasible system. There are additional procedures that use the
large deviation principle. While [34, 35] focus on the selection of the best feasible system,
[36, 37] provide procedures to find a set of feasible systems. For feasibility determination,
[32] also uses the large deviation technique within the OCBA framework.
As mentioned above, procedures for constrained R&S usually have two goals: feasi-
bility determination and selection of the best. To find the best feasible system, one has
to consider feasibility determination. The first main focus of this thesis is on feasibility
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determination, and thus we discuss more details about the three approaches for feasibility
determination.
The IZ procedures for feasibility determination such as [26, 28, 30] are easy to imple-
ment, suitable for unequal sampling variances, and they can provide a statistical guarantee
on the probability of a correct decision (PCD) on feasibility. However, when there are mul-
tiple constraints, it can be inconvenient for the decision maker to choose an error tolerance
for each constraint. Moreover, the procedures are designed under the slippage configura-
tion, which assumes that the mean performance measure corresponding to a constraint is
exactly the error tolerance away from the constraint threshold. As a result, when the mean
performance measure is far away from the threshold in the constraint, the IZ procedures
become conservative. Moreover, the IZ procedures try to make a correct decision on fea-
sibility of all constraints while, in fact, we only need to make a correct decision on one
of infeasible constraints for a system with one or more infeasible constraints. This also
leads to conservative procedures as they usually take more than necessary observations and
achieve PCD higher than user-specified, especially when the total number of systems and
number of constraints are large. Therefore, the IZ procedures are more suitable in the case
that sampling cost is small and the statistical guarantee on feasibility decision is important.
The OCBA procedure for feasibility determination developed in [32] provides asymp-
totically optimal budget allocation rules to maximize PCD as total budget goes to infinity.
However, their allocation rules are derived under the assumptions that sample means and
variance of simulation observations are equal to true means and true variances, respec-
tively, for all systems. In addition, the procedure does not maximize PCD directly, but tries
to maximize an approximated PCD, which is constructed by the large deviation principle.
Another main limitation of this approach is that other than some specific distributions, the
large deviation rate functions are generally unknown and need to be estimated. The es-
timation of the rate function is quite difficult. Thus, issues related to the computational
complexity, the decision on initial sample size, and the validation of estimation may arise
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for the estimation of the rate function.
Bayesian procedures for feasibility determination in [33] make sampling decisions by
considering the value of information, which is defined as the expected reward/loss ob-
tained with an additional sample less the expected reward/loss obtained without that sam-
ple. Unlike IZ and OCBA procedures, Bayesian procedures can incorporate the knowledge
of sampling cost in the decision making process. The idea is intuitive: one should keep
sampling until the value of information from getting one additional sample is not worth its
cost. However, the Bayesian procedures are, in general, known to involve heavy calcula-
tion, because the calculation of value of information requires taking an expectation over
all possible outcomes of the additional observations which have not been taken yet and
its closed-form expression is often complicated. Nonetheless, the Bayesian approach has
several advantages that explain why our work focuses on Bayesian procedures:
• It has a flexible framework that works with both a unit cost and a total computing
budget.
• It treats each observation as expensive so that Bayesian procedures tend to be frugal
and help saving sampling cost. This is useful especially for large-scale environmental
or physics models, where each simulation run can take long time and high cost.
• Depending on applications, different reward/loss functions can be used to better re-
flect their objectives. For example, if one is interested in minimizing expected op-
portunity cost, which is measured by the difference between a system’s mean per-
formance and threshold, then a linear loss function can be applied to formulate the
problem.
1.2 Feasibility Determination
In this thesis, we first propose a new form of reward function that is more reasonable than
the current popular linear and 0-1 reward functions for feasibility determination. Here,
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we define systems whose mean performance measures are close to the threshold as barely
feasible/infeasible systems, and those far from the threshold as clearly feasible/infeasible
systems. The linear functions tend to assign more reward to clearly feasible/infeasible
systems than barely feasible/infeasible systems, and the 0-1 functions assign same reward
to all systems. Therefore, the linear functions regard the clearly feasible/infeasible sys-
tems as more important than the barely feasible/infeasible ones, while the 0-1 functions
treat them all equally. However, in many management or operation problems, barely feasi-
ble/infeasible systems are often more important. For example, a company’s executives may
want to find an operational plan that maximizes the expected revenue, while keeping the
operating cost smaller than or equal to an allowed amount. Since the company’s revenue
and operating cost usually move in the opposite directions, the best plan is likely one of
those that have operating costs close to the constraint threshold. Thus, it makes sense to put
more reward on the barely feasible/infeasible systems than the clearly feasible/infeasible
ones. We then apply our reward function in a Bayesian procedure based on work from [33].
[33] presents a framework to find Bayesian optimal policies and uses linear and 0-1 reward
functions. Their procedures are fully sequential in a sense that it continues sampling from
each system until its posterior mean exits a continuation region for a single constraint. We
incorporate our new reward function into this framework of finding the Bayesian optimal
policy to show advantages of the new reward function.
Second, we present new two-stage and sequential Bayesian procedures for feasibility
determination that are easy to compute. One major computational difficulty in implement-
ing procedures in [33] is to find, so called, a continuation region. A continuation region
for a system is defined by upper and lower bounds such that the procedure will continue
sampling from the system until a certain posterior parameter escapes the region. To find
such a continuation region, one needs to use a backward algorithm to evaluate the value of
information at each state of the posterior parameters. Since the state space of the posterior
parameters is usually infinite (e.g., the posterior mean of normal sampling can be any real
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number), the task of finding the continuation region cannot be done without discretization
of the state space and approximation. Moreover, their procedures are practically useful
only when variances are known or they are estimated only once. Otherwise, the continua-
tion regions need to be recalculated whenever estimations of variances are updated, which
is computationally very expensive. Finally, finding continuation regions is almost impos-
sible under multiple constraints, because the dimension of the state space to be evaluated
increases and the backward algorithm used in [33] only works for one dimension (i.e., a
single constraint). Therefore, new Bayesian procedures that are more flexible and easier
for implementation are desirable.
In the third part, we develop a novel feasibility determination procedure for discrete
input space that is based on a Gaussian process (GP). It is natural to think that systems with
similar configurations tend to show similar performance measures. A GP is commonly
used by researchers on the input space as a surrogate of the objective function over an input
space and try to capture such inherent relationship among systems with similar configura-
tions. [38] provides a thorough overview of the use of Gaussian processes in the estimation
of the objective function on the input space. The main idea is to assume that the objective
function follows a GP and the decision makers choose priors for the mean and covariance
matrix of the GP. Then a system or an alternative on the input space is evaluated and the
posteriors of the mean and covariance matrix of the GP are updated. This idea is also found
to be useful for optimization as in many existing works such as [23, 39, 40, 41, 24]. In
Bayesian optimization, the role of the acquisition function is critical. Acquisition functions
are designed to calculate how much potential improvement on the objective function exists
at each input point and a fast convergence to a good or optimal solution can be achieved by
choosing a point with the highest acquisition function value as the next point to evaluate.
See [39] for popular acquisition functions in Bayesian optimization. We use a Gaussian
process but with a goal of finding feasible regions in the presence of a single constraint.
While the goal of Bayesian optimization is usually to find an input point with the largest
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or smallest performance measure, our goal is to find input points whose performance mea-
sures are equal to a constraint threshold which is similar to finding zeros. Thus, typical
acquisition functions do not work for our problem. In this thesis, we provide a new acqui-
sition function appropriate for feasibility determination and incorporate it into a sequential
procedure.
1.3 Spaitotemporal Scheduling
In the final part, we turn our focus to a spatiotemporal scheduling problem in manufactur-
ing. It is well known that such a scheduling problem is challenging because (i) the number
of decision variables is large due to a large number of blocks (usually 200–600) and a large
number of possible process start time and placement decisions, and (ii) there are many con-
straints under consideration in order to have a feasible schedule. Major constraints related
to this scheduling problem are as follows:
• Time window constraints: for each block, there is an associated time window and the
block can only be assembled during that time window.
• Boundary constraints: since each bay has fixed location and dimensions, the place-
ments of blocks are restricted to certain ranges.
• Production factor constraints: in each bay, many productivity factors, such as labors,
numbers of tools required, capacities of equipments have their limits so that the as-
signments of blocks should not exceed those limits.
• Non-overlapping constraints: in each bay and on each date, the placements of blocks
should not be overlapping with each other for safe production.
• Specialty constraints: some blocks require special skills or tools so that they are
restricted to be assigned to certain bays.
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• Additional constraints: other constraints may be needed to properly formulate the
scheduling problem.
Many existing works in literature have been done on improving the block assembly
process from different aspects. The study of assembly sequence planning (ASP) aims to
find feasible and cost-effective sequences of blocks and operations for the assembly pro-
cess. Many works use the knowledge-based approach, such as the case-based reasoning
(CBR) method in [42, 43, 44, 45], and the rule-based reasoning (RBR) method in [46, 47].
The basic idea of the CBR method is to derive a solution to a new case by referring to the
solution of a similar previous case and then adapting its solution appropriately to fit the
new case such as [48], while the RBR method applies the expertise knowledge from past
experience to design an ordering policy. Other methods used for solving the ASP problems
utilize genetic algorithms as in [49, 50, 51], memetic algorithms in [52, 53], ant colony
algorithms in [54, 55] and so on. From the literature, we see that the study of the ASP
problems mainly focuses on the analysis of geometric constraints and precedence relations
that must be satisfied in the assembly process while searching for the optimal sequence.
Geometric constraints originate from the physical characteristics of the parts that are used
to assemble the blocks.
Another main area of study related to the block assembly process is block spatial
scheduling (BSS), which explores different placement strategies and algorithms to utilize
space resource efficiently. Most of works on BSS have the objective as minimizing the
time span of the assembly process. When a sequence of blocks for assembly is given, if a
placement method can always fit as many blocks as possible in the bay, then the time span
to finish assembling all the blocks can be minimized. Therefore, the study of BSS usually
uses the time span to measure the effectiveness of a placement method. Many works on
BSS mainly focus on developing efficient methods for block placements but use simple pri-
ority rules to determine the sequence of blocks. For example, [56] introduces the concept of
largest contact area that aims to place more blocks in the bay and implement it in their BSS
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algorithm. [57] proposes heuristic algorithms that place blocks using a hybrid of a bottom-
left-fill method and a differential evolution algorithm. [58] develops a greedy scheduling
algorithm that adopts a multi-step decision process for BSS and apply a different place-
ment strategy on each step of the decision process. [59] proposes a heuristic block spatial
scheduling model that adopts grid search and genetic algorithms. [60] modifies the bottom-
left-fill method into a diagonal-fill method that considers both the bottom-left and top-right
points for placements. [61] presents a branch and bound algorithm for spatial scheduling.
There are some works that consider more sophisticated sequencing methods. [62] proposes
a three-dimensional model for BSS by adding the time axis to the two-dimensional layout
model, and use backtracking to make adjustments to the sequence. [63] decomposes the
scheduling problem into two phases, in which the first phase assigns blocks to bays and
determine the sequence and the second phase uses a tree search method for placements
in each bay. [64] uses simulation to test different dispatching rules that control the block
sequence along with their block placement system. [65] combines a genetic algorithm and
a new spatial allocation policy based on, so called, the best contact area to search for an op-
timal block assembly schedule. There are other existing works that consider outsourcing.
Using a constraint-based model, [66] develops a branch and bound algorithm to provide
temporal schedules and bay assignments for the block assembly process with objectives
to minimize the number of outsourced blocks and discrepancy of workloads across differ-
ent bays and dates. Considering both the block assembly process and the outfitting process
(i.e., installations of equipments, piping, ducting and cabling in the assembled blocks), [67]
uses a genetic algorithm to find temporal schedules that minimize the number of outsourced
blocks and variations of resource requirements.
Although there exists a considerable amount of works in the literature, none of the
existing methods are directly applicable to the scheduling problem we consider in this the-
sis. We want to perform both temporal and spacial scheduling on the assembly process
of grand blocks with objectives to minimize the number of outsourced blocks and to bal-
11
ance the workload distribution. However, the existing methods consider either different
time and space constraints or different objectives than ours. As a result, a company like
Hyundai Heavy Industries (HHI) currently determines block assembly schedules manu-
ally, which can easily takes up to two weeks. Even if a manual schedule can be found,
it is hard to verify whether the resulting schedule is feasible through human efforts, due
to the large scale of the problem. Furthermore, manually updating the schedule according
to the current progress can be inconvenient, as more human efforts are needed to resolve
the scheduling problem. Consequently, it is desirable to have an automatic scheduling tool
that minimizes the number of outsourced blocks and provides time information on when
to assemble each block and placement information on where to place each block. More
specifically, for each block, the time information should tell the start date and finish date to
assemble the block, and the placement information should include its assigned bay, the co-
ordinate for placement on the bay and the rotation degree. In addition, it would be desirable
that the scheduling approach can take information of current progress such as blocks that
are already under assembly and outsourced blocks as prior information and find an updated
schedule in a relatively short amount of time.
In this thesis, we propose a heuristic two-phase approach to solve the spatiotemporal
scheduling problem and test our procedure using datasets provided by HHI.
The remaining of this thesis is organized as follows: In Chapter 2, we present a new
form of reward function to be used in Bayesian feasibility determination procedures, and
compare its performance against other reward functions and also types of procedures. In
Chapter 3, we present new sequential Bayesian procedures that are easy for computation
and have competitive performances. In Chapter 4, we present a new Bayesian procedure
based on Gaussian process. In Chapter 5, we present a two-phase approach for spatiotem-
poral scheduling, with a case study in shipbuilding.
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CHAPTER 2
A NEW REWARD FUNCTION FOR BAYESIAN FEASIBILITY
DETERMINATION PROCEDURES
In Bayesian feasibility determination, a typical reward function is either the 0-1 or linear re-
ward function. In this chapter, we propose a new type of reward function for Bayesian fea-
sibility determination. Our proposed reward function emphasizes the importance of barely
feasible/infeasible systems whose mean performance measures are close to the threshold.
Here, we define a system as barely feasible/infeasible if its mean performance measure is
close to a threshold value of the given constraint, and clearly feasible/infeasible if the mean
performance measure is far from the threshold. There are two main reasons why the barely
feasible/infeasible systems are more important. First, the overall accuracy on solving a
feasibility determination problem is heavily affected by those difficult systems. Second, if
the decision maker wants to further find the best feasible system, it is likely that one of the
barely feasible/infeasible systems is the best feasible. We derive a feasibility determination
procedure with the new reward function in a Bayesian framework.
In Section 2.1, we provide our notation and assumptions, and define the feasibility de-
termination problem. Then, in Section 2.2, we present our new reward function, provide
the corresponding Bayesian optimal policy, and specify the actual procedure to be used in
practice; in Section 2.3, we present results from illustrative experiments to show the advan-
tage of our proposed procedure in solving the feasibility determination problem, followed
by a conclusion in Section 2.4.
2.1 Background
In this section, we introduce notation and necessary assumptions on simulation processes
and define the feasibility determination problem.
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2.1.1 Assumptions
For a simulation process, let µi = E[Yij] ∈ R and γi = 1/Var[Yij] ∈ (0,∞), where Yij
represents the jth simulation observation from system design i, for i = 1, 2, . . . , k and
j = 1, 2, . . .. We make the following assumptions on the simulation process:
Assumption 1. For any two systems i, i′ ∈ {1, 2, . . . , k} such that i 6= i′ and j = 1, 2, . . .
and j′ = 1, 2, . . ., Yij and Yi′j′ are independent.
Assumption 1 means that common random numbers are not used in the simulation
process and observations from different systems are mutually independent.
Assumption 2. For each system i = 1, 2, . . . k, Yij
iid∼ N (µi, 1/γi) for j = 1, 2, . . ..
Throughout the thesis, we denote N (p, q) as a normal distribution with mean p and
variance q. Assumption 2 is plausible if Yi1,Yi2, . . . are within-replication averages across
independent replications of system i, or if they are batch means with a large batch size from
a single replication of a steady-state simulation after accounting for initialization effects.
For more information, see [3].
The sampling precisions γi’s are assumed to be known in this chapter (as in many other
Bayesian R&S works). However, we consider µi’s as the unknown mean performance
measures of interest, for i = 1, 2, . . . , k. Using the Bayesian approach, we place a prior
distribution on each µi. We suppose that these prior distributions come from the same dis-
tribution family ζ with parameter space Ω. To facilitate computation, we adopt independent
conjugate priors. Specifically, we have the following assumption:
Assumption 3. For i = 1, 2, . . . , k, µi’s are mutually independent and µi ∼ N (ηi, 1/λi),
where ηi = E[µi] ∈ R and λi = 1/Var[µi] ∈ (0,∞).
The assumption of known sampling precision γi is rarely true in real practice. The fre-
quentist’s approach, such as IZ approach, tends to deal with unknown γi’s directly. How-
ever, the OCBA and Bayesian approaches often work on versions for known precisions.
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They then address the unknown variances by running a first-stage experiment that simu-
lates a small number n0 of replications and estimates γi by using its maximum likelihood
estimator. In this chapter, we consider known sampling precisions only.
2.1.2 Problem Formulation
In general, the goal of a feasibility determination problem is to find a set of systems among
a finite number of simulated systems. Without loss of generality, we define that a system
is feasible if and only if its mean performance measure of interest is less than or equal to
the corresponding threshold. For simplicity, we consider situations where there is only one
constraint with a threshold d. We consider there are k available systems and there is a fixed
unit cost c associated with simulating an observation from any system. Under Assumptions
2 and 1, each Yij
iid∼ N (µi, 1/γi), for i = 1, 2, . . . , k and j = 1, 2, . . .. Therefore, a system
i is feasible if and only if µi ≤ d for a threshold d. We define F = {i : µi < d}, which is
the true set of feasible systems.
The stage is indexed by n = 0, 1, 2, . . .. At each stage n, we choose exactly one system
in ∈ {1, 2, . . . , k} to sample, and let Sn,i be the parameters of the posterior distribution
for i = 1, 2, . . . , k. By convention, we denote S0,i as the parameters of prior distribution
for µi. Under Assumption 3, since we choose priors that are conjugate to the sampling
distributions, the sampling process results in a sequence of posterior distributions, each
of which resides in the same distribution family ζ parameterized by the same space Ω.
Therefore, we have that Sn,i = (ηn,i, λn,i) ∈ Ω, where Ω = R × (0,∞), for all n =
0, 1, 2, . . . and i = 1, 2, . . . , k.
The reward function r is chosen by the decision maker to represent importance when a
correct decision on feasibility is made. Specifically, the reward function r is defined as a
two-piece function:








where r0 and r1 are known real-valued functions, F is any subset of {1, 2, . . . , k}, and
µ = {µ1, . . . , µk}.
At each stage n, the set Fn ⊂ {1, . . . , k} is chosen to maximize the expected reward
function, given the information of n observations. Specifically, for all n ≥ 0,
Fn = arg max
F⊂{1,2,...,k}











Eventually, the estimate of F returned by the procedure is Fτ , where τ is the stopping
time determined by the policy. Our goal is to find a policy π∗ that maximizes the expected
total reward. Specifically, we want to solve the problem
sup
π
Eπ [r(Fτ ;µ, d)− τc] . (2.1)
For reference, Table 2.1 summarizes notation used throughout this chapter.
2.2 An Alternative Choice of Reward Function
As discussed in section 2.1.2, the decision maker needs to specify a reward function in
order to find an optimal policy. Two common choices are 0-1 and linear reward functions,
which take the form as follows:
• the 0-1 reward function: r0(µ, d) = I(µ ≤ d); r1(µ, d) = I(µ > d), where I(·) is the
indicator function;
• the linear reward function: r0(µ, d) = d− µ; r1(µ, d) = µ− d.
In this section, we purpose a new reward function, so called normal reward function.
We provide its corresponding Bayesian optimal policy, based on work from [33]. At the
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Table 2.1: Summary of notation.
notation meaning
k total number of available systems
d control requirement for each system i, i = 1, . . . , k
c cost per simulation for each system i, i = 1, . . . , k
n stage counter, n = 0, 1, 2, . . .
µi mean performance for system i, i = 1, . . . , k
µ vector of means (µ1, µ2, . . . , µk)
γi sampling precision for system i, i = 1, . . . , k
ζ distribution family of prior and posterior distributions
Ω parameter space of prior and posterior distributions
η0,i mean of prior distribution on µi, i = 1, . . . , k
ηn,i mean of posterior distribution on µi at stage n = 1, 2, . . ., i = 1, . . . , k
λ0,i precision of prior distribution on µi, i = 1, . . . , k
λn,i precision of posterior distribution on µi at stage n = 1, 2, . . ., i = 1, . . . , k
Sn,i state of parameters of distribution on µi; Sn,i = (µn,i, λn,i)
Sn vector of states (Sn,1, Sn,2, . . . , Sn,k)
π policy that governs the rules of sampling and termination
τ stopping time determined by the policy
F true set of feasible systems, F ⊂ {1, 2, . . . , k}
Fn estimate of F at stage n = 0, 1, 2, . . .
Fτ final estimate of F returned by the procedure
end, we present an example procedure built on the Bayesian optimal policy to be used in
practice.
2.2.1 Normal Reward Function
As discussed in Chapter 1, barely feasible/infeasible systems are often more important in
the feasibility determination problem. However, neither 0-1 nor linear can capture such
importance of barely feasible/infeasible systems. Therefore, we purpose the normal reward
function r(F ;µ, d) =
∑
i∈F r0(µi, d) +
∑







(d− µi)2 · b
}










(d− µi)2 · b
}
, otherwise.
The normal reward function assigns reward values that follow the shape of a normal
distribution, with its maximum at the threshold. As a result, barely feasible/infeasible sys-
tems tend to have larger rewards than clearly feasible/infeasible ones. In addition, there
are two parameters that the decision maker must choose before implementation. Gener-
ally speaking, the parameter a determines the maximum magnitude of the reward, and b
determines the spread-out of the reward.
2.2.2 Conditions on Reward Functions
Although the problem formulation can apply to general reward functions, our method to
find the Bayesian optimal policy requires additional conditions on the reward functions.
Before proceeding to the next section, we want to state these conditions.
First of all, we define the functions that are useful in deriving the optimal policy in the
next section. For any s ∈ Ω, define
h0i(s) = E [r0(µ, d)|µ ∼ ζ(s)] ;
h1i(s) = E [r1(µ, d)|µ ∼ ζ(s)] ;
hi(s) = max {h0i(s), h1i(s)} ;







Ri(Sn−1,i)|S0,i = s, i1 = . . . = iτi = i
]
.
Note that we use τi to represent the stopping time for system i, but also the policy in
which only system i can be sampled and it is sampled for τi times.
The function hi(s) can be interpreted as the expected reward to be obtained with respect
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to a distribution of the unknown performance measure. The function Ri(s) represents the
value of information (VOI) of one additional sampling, which can also be interpreted as the
expected increment of expected reward given one more sample.
The required conditions are then as follows:
Condition 1. For each system i, there exists a deterministic nonnegative function Hi(s) on
Ω such that for any s ∈ Ω,
E [hi(Sn,i)|S0,i = s, i1 =, . . . , in = i]− hi(s) ≤ Hi(s).
Condition 2. For each system i, there exists a deterministic nonnegative function H̃i(s) on
Ω such that for any s ∈ Ω,










PS(i;n) = {s ∈ Ω : ∃s′ ∈ Ω s.t. Pr {Sn,i = s|S0,i = s′, i1 = i2 = . . . = in = i} > 0}.









⇒ Vi(η, λ) = 0.
Proofs that the normal reward function satisfies the above conditions are in the Ap-
pendix A.1.
2.2.3 Bayesian Optimal Sampling Policy
The problem (2.1) can be solved using dynamic programming techniques. First, we define
a value function V : Ωk → R. For each s ∈ Ωk, V (s) is the optimal expected total reward
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attainable when the initial state is s. Specifically,
V (s) = sup
π
Eπ [r(Fτ ;µ, d)− τc|S0 = s] . (2.2)
[33] proves that (2.2) is equivalent to









Instead of solving (2.3) directly, consider the subproblem where only system i can be







Ri(Sn−1,i)|S0,i = s, ii = . . . = iτi = i
]
. (2.4)
Results from the dynamic programming literature (see [68]) show that Vi(s) satisfies
Bellman’s recursion,
Vi(s) = max [0, Li(s, Vi)] , (2.5)
where Li(s, Vi) = Ri(s) + E [Vi(S1,i)|S0,i = s, i1 = i].
The problem (2.5) is a standard optimal stopping problem that can be solved by specify-
ing the so-called continuation set Ci (see [69]), defined as Ci = {s ∈ Ω : Vi(s) > 0}. Then,
an optimal solution to (2.4) is the stopping time τ ∗i given by τ
∗
i = inf {n ≥ 0, Sn,i 6∈ Ci}.
In general, τ ∗i can go to∞. However, under Condition 2, we can provide a deterministic









≤ c,∀n′ ≥ n
}
. (2.6)
Given that all systems are mutually independent, it is straightforward that V (s) =∑k
i=1 Vi(si), where s = (s1, . . . , sk). Furthermore, we have the following theorem:
Theorem 1. Any policy π∗ with sampling decisions (i∗1, i∗2, . . . , i∗n) and stopping time τ ∗
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satisfying the following is optimal:
i∗n+1 ∈ {i, Sn,i ∈ Ci},∀i ≥ 0;
τ ∗ = inf{n ≥ 0 : Sn,i 6∈ Ci,∀i}.
Proof of Theorem 1 can be found in [33]. Since the value of information from each
stage only depends on the system being sampled and the states of other systems remain
unchanged, the order of the sequence of sampling decisions does not affect the total value
of information. Therefore, we can solve each subproblem (2.4) separately, and the final





We can then focus on solving (2.4). Under Assumptions 2 and 1, [33] provides a prob-
abilistically equivalent form of the update of the posterior parameters:
E [Vi(S1,i)|S0,i = s, i1 = i] = E [Vi(η + σ̃i(λ)Z, λ+ γi)] ,




and Z is a standard normal
random variable. Therefore, (2.5) becomes
Vi(η, λ) = max [0, Li(η, λ, Vi)] , (2.7)
where Li(η, λ, Vi) = Ri(η, λ) + E [Vi(η + σ̃i(λ)Z, λ+ γi)].
To calculate Vi(η, λ) for all possible (η, λ) ∈ Ω, the main idea is to use a backward
algorithm. First, we assume that after a large number of stages Ni, Vi(η, λ0,i + nγi) = 0,
for all n > Ni and all η ∈ R. The number Ni can be found by using (2.6). However,














exists. Then, we discretize the range[
ηi(λ), ηi(λ)
]
into points {ηi(λ)j} with an interval of δ between them (in our experiments,
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we set δ = 0.01). Using (2.7) and an approximation:




















where Φ(·) is the cumulative distribution function of a standard normal random variable,
each Vi(ηi(λ)j, λ) can be computed recursively for λ ∈ {λ0,i + nγi : 0 ≤ n ≤ N}.
Finally, for any arbitrary (η, λ) ∈ R× {λ0,i + nγi : 0 ≤ n ≤ N}, we set
Vi(η, λ) =










, otherwise, where j = arg min
{
|η − ηji (λ)|
}
.
As a result, we find Ci =
{
[ηi(λ), ηi(λ)] : λ = λ0,i + nγi, 0 ≤ n ≤ N
}
.
The remaining work to complete the policy is to specify the hi(η, λ) and Ri(η, λ) func-
tions, for each i = 1, 2, . . . , k. First, we start with h0i(η, λ) and h1i(η, λ):










































































































































hi(η, λ) = max {h0i(η, λ), h1i(η, λ)} .
The computation of Ri(η, λ) is more complicated. Using the equivalent form of the
update of posterior parameters, Ri(η, λ) can be expressed as:
Ri(η, λ) = E [hi(η + σ̃i(λ) · Z, λ+ γi)]− hi(η, λ)− c.
Since hi is well defined and c is given, we only need to find E[hi(η+ σ̃i(λ) ·Z, λ+γi)].
The result is as follows, and details of calculation are in Appendix A.2.




















































 follows a multivariate normal distribution MVN(m̃, Σ̃) with mean m̃ and
















, b1 = bγiλ(b+λ+γi) + 1, A = −
(d−η)(λ+γi)√
b+λ+γi
and B = σ̃i(λ)(λ+γi)√
b+λ+γi
.
Therefore, E [hi(η + σ̃i(λ) · Z, λ+ γi)] can be calculated using the cumulative distribution
function of a multivariate normal distribution.
2.2.4 The XF Procedure
In this section, we present an example procedure, denoted asXF , where the normal reward
function can be implemented. TheXF procedure is based on work from [33]. As discussed
in Section 2.2.3, the problem (2.1) can be decomposed into subproblems, each of which
has the form as problem (2.4). For each system i = 1, 2, . . . , k, the procedure first computes
each Ci. Then, it keeps sampling from system i and updating Sni,i, until Sni,i is out of the
set Ci. The way to update Sni,i follows the Bayesian rules. Specifically, the XF procedure
is stated in Algorithm 1.
Algorithm 1 XF procedure
1: Setup: Let F = ∅. Specify number of systems k, threshold d and unit cost c. Start
with system i = 1.
2: Initialization: Specify prior distribution N (η0,i, 1/λ0,i) for the mean performance
sampling precision γi and cost per unit c. Compute continuation region Ci. Set ni = 0.





λni,i = λni−1,i + γi.
4: Stopping Rule: If (ηni,i, λni,i) 6∈ Ci, then stop sampling from system i and go to
Feasibility Check. Otherwise, go back to Update.
5: Feasibility Check: If ηni,i < d, then add i in F .
6: Termination Rule: Set i = i + 1. If i ≤ k, go back to Initialization. Otherwise,
return F as the set of feasible systems.
To finish up the procedure, we want to discuss how to specify the parameters in the
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normal reward function. For the parameter b, we set b = λ0,i. Since λ0,i represents our
initial knowledge about the spread-out of µi, setting b = λ0,i means the distribution of
reward has a similar shape as that of µi. To decide the value of a, we equalize the initial
expected rewards from 0-1 and normal reward functions and solve for a, because we want
to compare the two reward functions and assume that the decision maker expects the same















In this section, we provide illustrative experiments to demonstrate the advantages of using
the Bayesian approach with the normal reward function. In our experiments, we want to
make two types of comparisons. First, we make a comparison among three different reward
functions: the normal, 0-1 and linear reward functions. Here, we denote the three Bayesian
procedures using normal, 0-1 and linear reward functions as XF normal, XF 0-1 and
XF linear, respectively. Second, we make a comparison among procedures from different
approaches:
• TheXF normal procedure. As discussed above, it is based on the Bayesian approach
and utilizes the normal reward function.
• The BK procedure from [28]. This procedure falls in a category of IZ procedures.
Instead of an IZ parameter, it uses an error tolerance which is similar to the concept
of the IZ parameter in the finding-the-best problem.
• The GC procedure from [32]. This procedure uses the OCBA framework and is based
on the large deviation principle.
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More details about the BK and GC procedures can be found in Appendix A.3 and A.4.
To measure the performance of a procedure, we need to introduce some metrics. We
define CDi as the event of making a correct decision on feasibility of system i, and CD ≡
∩ki=1CDi as the event of making correct decisions on feasibilities of all available systems.
Furthermore, we define PCDi ≡ Pr{CDi} and PCD ≡ Pr{CD}. In our experiments, we
estimate each PCDi and PCD empirically based on 10000 replications. We take PCD as our
main metric in measuring the performance of a procedure because it represents the overall
accuracy in solving the feasibility determination problem, while we also keep track of each
PCDi to gain insights on its system-wise performance. At last, we record the average
number of observations spent on each system per replication, and find the average total
number of observations per replication. In general, a procedure has good performance if it
returns a high PCD, while its average total number of observations per replication is small.
2.3.1 Experimental Settings
We consider k = 50 systems. Without loss of generality, we set the threshold d = 0 for
all systems. For simplicity, the unit cost of simulation is c = 0.001 for all systems. Under
Assumptions 2 and 1, each observation Yij is independently simulated from N (µi, 1/γi).
For each µi, we place a conjugate prior distribution µi ∼ N (η0,i, 1/λ0,i) with η0,i = 0 and
λ0,i = 0.01. The true mean performances µi of systems are ranged from −4.5 to 4.5 as in
Table 2.2. The set F = {1, 2, . . . , 25} is the true set of feasible systems.
We consider three configurations for the systems’ true precisions γi, i = 1, 2, . . . , 50:
constant precisions (CP), decreasing precisions (DP) and increasing precisions (IP). In CP,
we set γi = 1 for all systems. As the true mean performances move away from the standard,
the systems’ true precisions decrease in DP, while they increase in IP. In particular, γi =
1/[1 + (|i− 25.5| − 0.5) · 0.1]2 for i = 1, 2, . . . in DP; γi = [1 + (|i− 25.5| − 0.5) · 0.1]2
for i = 1, 2, . . . in IP.
For the BK procedure, we use a simple grid search to explore different values for the
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Table 2.2: Systems’ true mean performances.
i µi i µi i µi i µi i µi
1 -4.5 11 -1.6 21 -0.3 31 0.4 41 1.8
2 -4 12 -1.4 22 -0.25 32 0.5 42 2
3 -3.5 13 -1.2 23 -0.2 33 0.6 43 2.2
4 -3 14 -1 24 -0.15 34 0.7 44 2.4
5 -2.8 15 -0.9 25 -0.1 35 0.8 45 2.6
6 -2.6 16 -0.8 26 0.1 36 0.9 46 2.8
7 -2.4 17 -0.7 27 0.15 37 1 47 3
8 -2.2 18 -0.6 28 0.2 38 1.2 48 3.5
9 -2 19 -0.5 29 0.25 39 1.4 49 4
10 -1.8 20 -0.4 30 0.3 40 1.6 50 4.5
confidence level 1 − α and error tolerance ε to find appropriate settings such that the pro-
cedure produces approximately the same average total number of observations as the XF
normal procedure. The reason for doing so is that we can compare the two procedures by
comparing their PCD, while keeping the total cost roughly the same. Based on the grid
search, the settings are as presented in Table 2.3
Table 2.3: Choices of nominal confidence level 1 − α and error tolerance ε for BK in the





For the GC procedure, we set the total budget equal to the average total number of
observations per replication of the XF normal procedure in each configuration. Again, in
this way, we can compare the two procedures by their PCD, given the total cost is exactly
the same. In addition, we set its initial sample size n0 = 2 for each system, and the
incremental budget at each stage ∆0 = 5.
2.3.2 Results
For the comparison among different reward functions, Table 2.4 shows thatXF normal has
the highest PCD, 0-1 the second, and linear the lowest, in all three configurations. From
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Figure 2.1, we see that the improvement on PCD by using the normal reward function is
due to more correct decisions on feasibilities of the barely feasible/infeasible systems (i.e.,
systems 20 to 30). The relatively poor performance from using the linear reward function
is expected. As discussed in Chapter 1, although the linear reward function is ideal for
modeling opportunity cost, it is not suitable for feasibility determination. In addition, we
note that to achieve a higher PCD by using the normal reward function, a larger average
total number of observations per replication is spent, based on Table 2.5. However, Fig-
ure 2.1 shows that the normal reward spends substantially more observations only on the
barely feasible/infeasible systems. This result is desirable, as the procedure treats the barely
feasible/infeasible systems as more important than the clearly feasible/infeasible ones and
therefore, and spend more efforts in making decisions on their feasibilities to achieve a
higher PCD.
Table 2.4: Summary of PCD by using XF normal, XF 0-1 and XF linear procedures,
under CP, DP and IP configurations.
XF normal XF 0-1 XF linear
CP 0.9004 0.8256 0.3256
DP 0.8412 0.7152 0.2425
IP 0.9258 0.8727 0.3894
Table 2.5: Summary of average total number of observations taken by the XF normal, XF
0-1 and XF linear procedures, under CP, DP and IP configurations.
XF normal XF 0-1 XF linear
CP 1441 1192 461
DP 1920 1561 827
IP 1186 994 322
The next comparison is among the XF normal, BK and GC procedures. Given that
the three procedures take approximately the same average total number of observations per
replication (see Table 2.7), the XF normal procedure still performs the best among the
three procedures in all three configurations in terms of PCD based on Table 2.6. Figure 2.2
again shows the advantage of the XF normal procedure on deciding feasibilities of the
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Figure 2.1: PCDi and average number of observations spent on each system on each system
i by using the XF normal, XF 0-1 and XF linear procedures, under CP, DP and IP
configurations.
barely feasible/infeasible systems. The XF normal procedure slightly outperforms the GC
procedure in all three configurations, but significantly better than the BK procedure. In
our experiments, we see that the BK is conservative, compared to the other two. In order
to make the BK procedure have about the same average total numbers of observations as
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the other two, we have to choose some values of (1− α) and ε that may not be reasonable
in real applications. Consequently, we see that the performance of the BK procedure is
compromised, especially in the DP configuration.
Table 2.6: Summary of PCD by using XF normal, BK and GC, under CP, DP and IP
configurations.
XF normal BK GC
CP 0.9004 0.7575 0.8807
DP 0.8412 0.3145 0.8143
IP 0.9258 0.8927 0.9070
Table 2.7: Summary of average total number of observations taken by the XF normal, BK
and GC, under CP, DP and IP configurations.
XF normal BK GC
CP 1441 1448 1441
DP 1920 1918 1920
IP 1186 1186 1186
2.4 Conclusion
In this chapter, we introduce a new reward function, called normal reward function, that
tends to assign more reward on barely feasible/infeasible systems than clearly feasible/infeasible
ones. From our experiments, we see the advantage of using the normal reward function,
while compared to the 0-1 and linear reward functions, in a Bayesian procedure to solve
the feasibility determination problem. Our proposed procedure, XF normal, spends simu-
lation effort wisely, as it takes very few observations on clearly feasible/infeasible systems
and more on barely feasible/infeasible systems to improve the overall decision accuracy.
The experimental results show that the XF normal procedure performs better than the
other two types of procedures: the IZ-type BK and OCBA-type GC procedures.
However, there are several drawbacks with the XF normal procedure. First of all,
the procedure requires heavy calculation, which involves a backward algorithm and a state
space search, in order to obtain the continuation region. Second, the procedure assumes
30












































































































Figure 2.2: PCDi and average number of observations spent on each system on each system
i by using the XF normal, BK and GC, under CP, DP and IP configurations.
that the sampling precision is known to decision maker, which is not true in most realistic
scenarios. Lastly, the procedure can only work for cases where the unit sampling costs are
given, but sometimes, it may be difficult to specify those costs. In Chapter 3, we develop




NEW BAYESIAN SEQUENTIAL PROCEDURES FOR FEASIBILITY
DETERMINATION
From previous chapters, we have seen that the problem of feasibility determination is
present in many areas, and different types of statistical procedures have been developed
to approach the problem. An indifference zone (IZ) type procedure provides a statisti-
cal guarantee on the selection quality such as the probability of correct decision (PCD).
However, it is known to be conservative, as it usually takes more observations than actu-
ally needed in order to provide the guarantee. An optimal computing budget allocation
(OCBA) procedure provides an asymptotically optimal budget allocation rule, but it re-
quires that a total budget must be given ahead and does not provide any information about
the quality of the decision. Lastly, a Bayesian type procedure allows a decision maker to
choose a reward/loss function to describe the importance of making a correct decision, and
utilizes the value of information (VOI) and Bayesian statistics to derive a Bayesian opti-
mal sampling policy. However, a Bayesian procedure usually involves heavy computation.
Each procedure in solving the feasibility determination problem has its own advantages
and limitations. Consequently, the answer to which procedure is the best depends on the
settings of the application and preference of the decision maker. From Chapter 2, we see
that a Bayesian procedure can return promising performances. However, it also has several
weaknesses that can be improved, which is exactly our motivation for this chapter.
In this chapter, we present new Bayesian procedures for feasibility determination that
have several valuable characteristics. First, our procedures are flexible, as they can han-
dle many different situations such as constrained or unconstrained total budget, small or
large total budget, same or different unit cost for taking an observation, and two-stage or
multiple-stages. Second, the procedures are easy for implementation and do not require
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many input parameters. Lastly, the procedures have competitive performances in general
and do not require heavy computation.
3.1 Background
In this section, we define notations and problem. As our work is built on almost the same
background as Chapter 2, we continue to use the same notations from Chapter 2, but with
some modifications to better formulate the problem.
3.1.1 Assumptions
As in Chapter 2, we consider a single constraint and assume that Assumptions 2 and 1
hold. However, one major difference is that we now assume that the sampling precision γi
is unknown for each system i. The prior distributions then need to be updated accordingly.
Using the conjugate priors on µi and γi, which are also called normal − gamma priors,
we have the following assumption:
Assumption 4. For i = 1, 2, . . . , k, γi ∼ Γ (αi, λi) and µi|γi ∼ N (ηi, γ−1i /ti), for some
ti > 0, where Γ(α, λ) is a gamma distribution with mean α/λ and variance α/λ2.
3.1.2 Problem Formulation
We consider there are k available systems and there is a fixed unit cost ci > 0 associated
with simulating an observation from system i. In addition, we let B be the budget constraint
such that the total simulation effort is no larger than B. Here, we formulate the problem
by pretending that there are only two stages of taking observations. Later, we extend to
sequential procedures based on the two-stage procedures.
Let n0,i be the sample size of first-stage observations for system i. By assuming a non-
informative prior distribution and Assumption 4, it is straightforward (see [70]) to show
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that after the first-stage observations,
γi ∼ Γ
(
















j=1 (yij − ȳi)
2 /(n0,i − 1). Further, the marginal





i , n0,i − 1
)
,
where St(`, g, v) is a Student-t distribution with mean `, precision g and degree of freedom
v. When v > 2, the variance of St(`, g, v) is g
−1v
v−2 .
Let ni be the second-stage sample size and yni = (yi,n0,i+1, yi,n0,i+2, . . . , yi,n0,i+ni) be
the second-stage observations from system i. Then, the posterior distributions of γi and µi
given yni are as follows:
γi|yni ∼ Γ
(
(n0,i + ni − 1)/2, ˆ̂σ2i (n0,i + ni − 1)/2
)
,













j=1 (yij − ȳi)
2 /(n0,i + ni − 1). The
marginal distribution for µi given yni is
µi|yni ∼ St
(
ȳi, (n0,i + ni)/ˆ̂σ
2
i , n0,i + ni − 1
)
.
Therefore, we have that E [µi|yni ] = ȳi.
Our goal is to determine the sample size of second-stage observations ni, after taking
the first-stage observations. Consequently, the second-stage observations are actually un-
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known and we denote them as variables Yni = (Yi,n0,i+1, Yi,n0,i+2, . . . , Yi,n0,i+ni). Then
E [µi|Yni ] =
n0,iȳi+niȲni
n0,i+ni












, n0,i − 1
)
,
by integrating the joint distribution of Ȳni , µi and γi over all possible values of µi and γi.
Eventually, it leads to







, n0,i − 1
)
The loss function L(µi, Di) is chosen by the decision maker to represent the loss when
a system’s mean performance is µi and the decision made on its feasibility is Di. Here,
we define Di = D0 as deciding the system as feasible, while Di = D1 as infeasible. Let
yn = (yn1 ,yn2 , . . . ,ynk). In this chapter, we consider two loss functions: the 0-1 loss
function and the normal loss function. Given all the second-stage observations yn, the




, where µ = (µ1, µ2, . . . , µk).
The goal is to determine the second-stage allocation n = (n1, n2, . . . , nk) that mini-









+ cnT , (3.1)
where c = (c1, c2, . . . , ck).
In the case of an unconstrained budget, we have the following optimization problem:
min
n
ρ(n), s.t. ni ≥ 0 for i = 1, 2, . . . , k.
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In the case of a constrained budget B, the optimization problem becomes:
min
n
ρ(n), s.t. cnT = B − cn0T ,
where n0 = (n0,1, n0,2, . . . , n0,k).
For reference, Table 3.1 summarizes notation used throughout this chapter.
Table 3.1: Summary of notation.
notation meaning
k total number of available systems
d threshold for the constraint on the performance measure of each system
ci cost per simulation for each system i, i = 1, . . . , k
c vector of costs per simulation, c = (c1, . . . , ck)
n0,i first-stage sample size for each system i, i = 1, . . . , k
n0 vector of first-stage sample sizes n0 = (n0,1, . . . , n0,k)
ni second-stage sample size for each system i, i = 1, . . . , k
n vector of second-stage sample sizes n = (n1, . . . , nk)
ȳi first-stage sample mean for each system i, i = 1, . . . , k
ȳi overall sample mean from first and second stages for each system i, i = 1, . . . , k
σ̂2i first-stage sample variance for each system i, i = 1, . . . , k
ˆ̂σ2i overall sample variance from first and second stages for each system i, i = 1, . . . , k
Yni vector variables of the second-stage observations from system i, i = 1, . . . , k
yni vector of realizations of Yni , i = 1, . . . , k
yn vector of all realizations of the second-stage observations, yn = (yn1 ,yn2 , . . . ,ynk)
µi unknown mean performance for system i, i = 1, . . . , k
γi unknown sampling precision for system i, i = 1, . . . , k
Di decision on feasibility of system i, i = 1, . . . , k
B total computing budget
ρ total expected loss
3.2 New Two-Stage Procedures
In this section, we derive the two-stage procedures for 0-1 and normal loss functions. The
idea behind our derivation is to find a convenient expression of expected total loss ρ(n),
based on which we can determine the optimal choice of second stage sample sizes n.
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3.2.1 Two-Stage Procedures: 0-1 Loss









1, if µi ≤ d;
0, otherwise,
where D0 is to decide the system is feasible, and D1 is to decide the system is infeasible.




L(µi, Di)− L(µi, D0), if ȳi ≤ d;
L(µi, Di)− L(µi, D1), otherwise.
(3.2)
The function L′(µi, Di) can be understood as the difference of loss between the decision
made after second stage and the one made after the first stage. For further derivation, we
look at different situations one by one.
First, suppose that ȳi ≤ d. Then
L′(µi, Di) =

0, if Di = D0;
1, if µ ≤ d and Di = D1;
−1, if µ > d and Di = D1.
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0, if Di = D0;
2Pr {µi ≤ d|Yni} − 1, if Di = D1.
The corresponding Bayesian optimal decision is
D∗ =

D0, if Pr {µi ≤ d|Yni} > 1/2;
D1, if Pr {µi ≤ d|Yni} < 1/2;
D0 or D1, if Pr {µi ≤ d|Yni} = 1/2.
Since µi|Yni has a Student-t distribution, which is symmetrical, we have that
Pr {µi|Yni ≤ d} > 1/2 is equivalent to E [µi|Yni ] < d, which is also equivalent to
n0,iȳi+niȲni
n0,i+ni







The expected loss with respect to µi is






























−1 · fYni (yni)dyni
= −1 · Pr {Yni ∈ Υ}






























and Φv(·) is the cumulative distribution function of standard Student-t distribution with
degree of freedom v. Note that we use an approximation in the second line of (3.3): as
(n0,i + ni) → ∞ and given that yni ∈ Υ, Pr {µi ≤ d|yni} → 0. This is intuitive: after
obtaining a lot of observations, if we see that the overall sample mean ȳi > d, we are
confident that the system’s mean performance µi > d and the probability of making a
wrong decision is close to zero.






the same expression as (3.3).











− 1 + Eµi [L(µi, D′)] + nici, (3.4)
where D′ = D0 if ȳi ≤ d and D′ = D1 if ȳ > d.
Unconstrained Budget:
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Suppose that we have an unconstrained budget, then our goal is to find ni that minimizes























































 |d− ȳi| n 320,i
σ̂i(n0,i + ni)2
+ ci. (3.5)
Here, we use another approximation based on the fact that the precision of the posterior
mean (n0,i+ni)n0,i
σ̂2i ni
→ n0,i/σ̂2i as ni →∞.







 12 − n0,i. (3.6)
Since some ni returned by (3.6) may be negative, we need to remedy the non-negativity








 12 − n0,i, 0
 .
Constrained Budget:
Now, consider that there is a budget constraint cnT = B − cn0T . Let θ be a Lagrange






































































(n0,i + ni)− n0,j.























Note that some ni returned by (3.7) may be negative. We need to fix the non-negativity
constraint violation. Specifically, let K = {1, 2, . . . , k}. For each i ∈ K, remove i from K
if ni returned by (3.7) is negative and set ni = 0. Then we can recompute the remaining ni











(n0,i + ni)cj −
∑
j∈K
n0,jcj = B − cn0T .
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Solving for ni, we have
ni =











For each i ∈ K, remove i from K if ni returned by (3.8) is negative, set ni = 0 and
recompute the remaining ni for each i ∈ K using (3.8). The process needs to be repeated
until ni returned by (3.8) are nonnegative for all i ∈ K.













− n0,i, if i ∈ K;
0, otherwise.
(3.9)
3.2.2 Two-Stage Procedures: Normal Loss
In this section, we derive the sampling rule for the normal loss. The normal loss function




0, if µi ≤ d;
a · exp{−1
2






(µi − d)2 · b}, if µi ≤ d;
0, otherwise,
where D0 is to decide the system is feasible, and D1 is to decide the system is infeasible.
42
Define the loss difference L′(µi, Di) as (3.2), and suppose that ȳi ≤ d. Then
L′(µi, Di) =

0, if Di = D0;
a · exp{−1
2
(µi − d)2 · b}, if µi ≤ d and Di = D1;
−a · exp{−1
2
(µi − d)2 · b}, if µi > d and Di = D1.
Due to the difficulty of finding the expected loss when assuming γi is unknown, the
following derivation is under the assumption that γi is known. Then, we have the following
distributions:











































































































































(ηf − ηg)2 λfλgλf+λg
}
, and Φ(·) is the cumu-
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≥ 1/2 is equivalent to d ≥ ηi, the Bayesian optimal







































































































× [Φ (|d− wi|
√
ui)− 1] , (3.10)



























. Note that we use an approximation in (3.10): as (ni + n0,i) → ∞,







→ 0, given that yni ∈ Υ.






the same expression as (3.10).
Let ρnormal(ni) be the total expected loss with respect to the normal loss function. Then















· [Φ (|d− wi|
√
ui)− 1]
+ Eµi [L(µi, D′)] + nici, (3.11)
where D′ = D0 if ȳi ≤ d and D′ = D1 if ȳi > d.
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Unconstrained Budget:





































































b2γ−1i + n0,i + ni







































where ũi = b+ n0,iγi.



















































































If there is any ni < 0, we need to set it to zero because of the non-negativity constraint.












































Now suppose that there is a budget constraint cnT = B − cn0T . Let θ be a Lagrange
















































































for any i, j = 1, 2, . . . , k.











Again, some ni returned by (3.15) may be negative. Here, we apply the same method
to fix the non-negativity constraint violation as with the 0-1 loss function. Let K =
{1, 2, . . . , k}. For each i ∈ K, remove i from K if ni returned by (3.15) is negative
and set ni = 0. Then recompute the remaining ni for each i ∈ K as follows:
ni =











For each i ∈ K, remove i from K if ni returned by (3.16) is negative, set ni = 0 and
recompute the remaining ni for each i ∈ K using (3.16). We repeat this process until ni
returned by (3.16) are nonnegative for all i ∈ K.













− n0,i, if i ∈ K;
0, otherwise.
(3.17)
Since two-stage procedures assign all remaining budget based on information from first-
stage observations only, which is much more risky than sequential ones, the performances
of two-stage procedures are usually inferior to those of sequential procedures. Therefore,
we don’t conduct further investigations on the performances of the new two-stage proce-
dures presented above, but focus on developing new sequential procedures using the results
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from the two-stage procedures.
3.3 New Sequential Procedures
We develop the sequential procedures by assigning an incremental budget ∆ and allocating
it to a single system that minimizes the expected loss for taking observations from the next
stage, until a total budget B is spent. More specifically, the optimization problem to be
solved at each stage becomes:
min
i
ρ(n), s.t. cini = ∆ and nj = 0 for all j 6= i,
where ∆ is the incremental budget at each stage. In general, the idea is that at each stage,
we assume that there is only one stage left with a budget ∆. Since ∆ is assumed to be
small, it is reasonable to assign it to a single system only, and this system should be chosen
to minimize the expected loss for spending the budget ∆. Then, this process is repeated
at each stage until a total budget B is spent. We understand that our sequential procedures
are myopic, as they try to minimize the expected loss from one stage at a time, rather
than minimizing the overall expected loss throughout all stages. However, in return for
being myopic, the procedures require much lighter computational efforts than procedures
considering all stages at once, such as those in [33].
3.3.1 Sequential Procedures: 0-1 Loss
Since the asymptotic allocation rule from (3.9) relies on the assumption that the incremental
budget ∆ is large, which is not true in many applications, it may not be appropriate to
directly apply (3.9) in sequential procedures. For a small ∆, we propose a procedure,
denoted as NB0−1(M), that takes observations from only one system to minimize the
expected loss at each stage. From (3.4), we have that the difference in expected loss when
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system i is sampled is










− 1 + nici. (3.18)
The approximation in (3.18) holds, because we assume that the next stage is the last
and therefore, n0,i is sufficiently large. Under the assumption that only one system can be
sampled at each stage, the optimal choice of system is the one that minimizes (3.18). The
NB0−1(M) procedure is given in Algorithm 2.
Algorithm 2 NB0−1(M)
1: Setup: Specify total simulation budget B, unit costs c, initial simulation replication
number n0, incremental budget ∆0, and threshold d.
2: Initialization: For each system i, obtain n0 observations yij , j = 1, 2, . . . , n0. Set
n0,i = n0 for all i and total used budget as ∆T = cn0T . Compute ȳi and σ̂2i for all i.
3: Iteration: If ∆T = B, stop and go to Decision. Otherwise, provide an incremental
simulation budget ∆ = min {∆0,B −∆T}. For each system i, compute the difference
in expected loss ρ′0−1(ni) using (3.18) with ni = ∆. Choose i
∗ = arg min{ρ′0−1(ni)}.
Take additional observations ∆ from system i∗. Set n0,i = n0,i + ∆. Update ∆T , ȳi
and σ̂2i .
4: Decision: Return F = {i : ȳi < d} as the feasible set.
3.3.2 Sequential Procedures: Normal Loss
With the normal loss function, the sequential procedures are similar as the ones with the
0-1 loss function. However, since we assume that the sampling precision γi is known in
our derivation but it is actually unknown in the application, we need to estimate γi. We use
the maximum likelihood estimator of γi, which is 1/σ̂2i , to estimate γi.
Similar to the 0-1 loss, we propose a procedure, denoted asNBnormal(M), that assumes
∆ is small and takes observations from only one system at each stage. The NBnormal(M)
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is based on the difference in expected loss, which is computed as














· [Φ (|d− wi|
√
ui)− 1] + nici, (3.19)
using the result from (3.11). Note that the approximation holds as n0,i → ∞. The
NBnormal(M) procedure is given in Algorithm 3.
Algorithm 3 NBnormal(M)
1: Setup: Specify total simulation budget B, unit costs c, initial simulation replication
number n0, incremental budget ∆0, and threshold d.
2: Initialization: For each system i, obtain n0 observations yij , j = 1, 2, . . . , n0. Set
n0,i = n0 for all i and total used budget as ∆T =
∑k
i=1 cin0,i. Compute ȳi and σ̂
2
i for
all i. Set γi = 1/σ̂2i .
3: Iteration: If ∆T = B, stop and go to Decision. Otherwise, provide an incre-
mental simulation budget ∆ = min {∆0,B −∆T}. For each system i, compute
the difference in expected loss ρ′normal(ni) using (3.19) with ni = ∆. Choose
i∗ = arg min{ρ′normal(ni)}. Take additional observations ∆ from system i∗. Set
n0,i = n0,i + n
(r)
i . Update ∆T , ȳi, σ̂
2
i and γi.
4: Decision: Return F = {i : ȳi < d} as the feasible set.
3.4 Numerical Experiments
In this section, we compare the performances of procedures NB0−1(M), NBnormal(M)
and GC by numerical experiments. Since our proposed sequential procedures require a
total budget constraint and [32] reports that the OCBA-type procedure GC outperforms
the IZ-type BK procedure with a given total budget, we don’t present comparisons of our
procedures against the BK procedure here.
3.4.1 Experimental Settings
We consider k = 20 systems. We set the threshold d = 0 and unit cost ci = 1 for all
systems i = 1, 2, . . . , 20. In addition, we set the default incremental budget ∆0 = 10. For
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sampling precisions, we set γi = 0.5 for all i. We vary the total budget B from 210 to 3000.





We consider three configurations for the systems’ mean performances:
• The slippage configuration (SC), where the systems’ mean performances are either
δ better than d or δ worse than d. For feasible systems (i = 1, 2, . . . , 10), the mean
performances are µi = −0.3, while for infeasible systems (i = 11, 12, . . . , 20), µi =
0.3.
• The constant difference configuration (CDC), where any two consecutive systems’
mean performances are δ apart from each other. Specifically, µi = −2.1 + 0.2 · i, for
i = 1, 2, . . . , 20.
• The normal random configuration (NRC), where the systems’ mean performances are
randomly selected from a normal distribution. Specifically, we choose µi ∼ N (0, 2)
for i = 1, 2, . . . , 20.
3.4.2 Results
To compare the performances of the procedures, we look at three different metrics: PCD,
expected 0-1 loss and expected normal loss. The definition of PCD is the same as in Chap-
ter 2, which is the probability of making correct decisions on feasibilities of all available
systems. The expected 0-1 loss and expected normal loss are the expectations of the 0-1
loss and normal loss, respectively. For each procedure, we estimate its PCD, expected 0-1
loss and expected normal loss by averaging results from 10000 independent replications.
From Figures 3.1, 3.2 and 3.3, we see that the performances of the three procedures are
quite consistent throughout the three configurations. The results show that the NB0−1(M)
and NBnormal(M) procedures both outperform the GC procedure in terms of PCD, 0-1
loss and normal loss, in all three configurations. We observe that the NB0−1(M) and
NBnormal(M) procedures have identical performances. This is because both procedures
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Figure 3.1: Performance comparisons among NB0−1(M), NBnormal(M) and GC proce-
dures under the slippage configuration. (a) PCD against different total budgets. (b) Average
number of observations taken from each system after a total budget of 3000 is spent. (c)
Expected 0-1 loss against different total budgets. (d) Expected normal loss against different
total budgets.
select the system to take observations that minimizes the expected loss at each stage, and
such a selection is not affected much by the choice of either 0-1 loss or normal loss.
3.5 Conclusion
In this chapter, we presented both two-stage and sequential Bayesian procedures that are
simple to compute. Our central idea is that computing budget should be allocated so that
the expected loss is minimized. To do so, we first consider that there are only two stages
for taking observations, and develop budget allocation rules to minimize the expected loss
from taking the second-stage observations. Then, the two-stage procedures are extended to
sequential ones by iteratively minimizing the expected loss from the next stage until the to-
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Figure 3.2: Performance comparisons among NB0−1(M), NBnormal(M) and GC proce-
dures under the constant difference configuration. (a) PCD against different total budgets.
(b) Average number of observations taken from each system after a total budget of 3000
is spent. (c) Expected 0-1 loss against different total budgets. (d) Expected normal loss
against different total budgets.
tal budget is spent. In reality, a total budget constraint arises naturally and a decision maker
would usually prefer spending all the budget in multiple stages. Therefore, we propose the
NB0−1(M) and NBnormal(M) to be used in practice. From our experiments, we see that
the procedures NB0−1(M) and NBnormal(M) outperform the GC procedure throughout
different configurations. The performances of these new procedures seem promising and
further investigation on their performances on a broader range of applications should be
expected.
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Figure 3.3: Performance comparisons among NB0−1(M), NBnormal(M) and GC proce-
dures under normal random configuration. (a) PCD against different total budgets. (b)
Average number of observations taken from each system after a total budget of 3000 is
spent. (c) Expected 0-1 loss against different total budgets. (d) Expected normal loss
against different total budgets.
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CHAPTER 4
FEASIBILITY DETERMINATION VIA GAUSSIAN PROCESS
So far we have discussed the problem of feasibility determination in which the simulated
alternatives are considered as discrete and have no relationship each other. However, if
two alternatives are similar, their performance measures are likely to be similar as well.
On the other hand, if two alternatives have quite different configurations, we expect that
their performance measures tend to be showing little or no relationship. Such beliefs on
performance measures can be exploited to achieve better results in solving the feasibility
determination problem. In this chapter, we consider the feasibility determination problem
in which the alternatives are inputs of parameters that are discrete and show similar perfor-
mance measures when the inputs of parameters are similar. Instead of finding a finite subset
of feasible alternatives as in the previous chapters, we want to identify feasible ranges such
that any alternative within those ranges is feasible. To achieve our goal, we employ a Gaus-
sian process (GP) in modeling the performance measure of interest over the entire space
of simulated alternatives. More specifically, we use a GP as a prior for the performance
measures over the space of simulated alternatives, take observations from an alternative
at each stage, and update the GP. We formulate the feasibility problem as an optimization
problem where the objective is to maximize the expected reward. The expected reward is
maximized when the feasibility decisions are correct for all alternatives. When the goal is
to find an alternative with the maximum or minimum performance measure, optimization
based on a GP requires an acquisition function to make sequential decisions on which al-
ternative to sample next at each stage. A typical acquisition function calculates how much
improvement in the maximum or minimum of the posterior GP is expected when an al-
ternative is to be sampled and an alternative with the maximum acquisition function value
is chosen to sample next. However, since our goal is to classify each alternative between
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feasible and infeasible regions, it is desirable to sample an alternative which is expected
to bring the most improvement on correct feasibility decisions over the entire space of al-
ternatives. We develop a novel acquisition function for feasibility determination via GP.
Then, we propose a Bayesian procedure that utilizes the acquisition function to solve the
feasibility determination problem.
This chapter is organized as follows: in Section 4.1, we introduce necessary back-
ground information and formulate the problem; in Section 4.2, we present our acquisition
function and procedure and discuss the asymptotic convergence of the proposed procedure.
Section 4.3 gives details on how to evaluate the acquisition function which is based on the
value of information approach for the 0-1 reward function; in Section 4.4, we address sev-
eral issues in implementing the proposed procedure in practice; in Section 4.5, we present
the experimental results that show the advantage of the proposed procedure followed by
concluding remarks in Section 4.6.
4.1 Background
In this section, we provide necessary notations and assumptions in order to properly for-
mulate our problem.
4.1.1 Assumptions
Let X ⊂ Rm be the space of input parameters. Each alternative is specified by a vector x ∈
X . The mean performance measure of interest, denoted as µ(x), is a function of x. Using
a Bayesian formulation, we place a m-dimensional normal prior distribution to describe
uncertainty about the unknown value of µ(x) and the collection of all µ(x)’s, denoted
as µ, follows a Gaussian process. According to [38], a Gaussian process is completely
specified by its mean function and covariance function. Specifically, we have the following
assumption:
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Assumption 5. For any x ∈ X , µ(x) ∼ N (δ(x),Σ(x,x)) and the collection µ ∼
GP (δ,Σ), where GP (δ,Σ) is a Gaussian process with mean function δ and covariance
function Σ defined as
δ(x) = E[µ(x)],
Σ(x,x′) = E [(µ(x)− δ(x)) (µ(x′)− δ(x′))] ,
for any x,x′ ∈X .
Furthermore, consider two sets of alternatives:
A = {x(1),x(2), . . . ,x(p)},




















(2)) · · · Σ(x(2),x′(q))
...






(2)) · · · Σ(x(p),x′(q))

.
Throughout the chapter, we abuse notation by using Σ(x) to denote Σ(x,x) to simplify
notation. Note that δ and Σ return real-valued constants while ~δ and ~Σ return matrices. In
practice, the functions δ and Σ are unknown. Initially, we place the prior as δ = δ0 and
Σ = Σ0. A parametric family can be used to specify δ0 and Σ0 in terms of functions that
take x’s and a few additional parameters — known as hyper parameters — as arguments.
These parameters that specify δ0 and Σ0 need to be estimated in general, but we will initially
assume they are fully known for simplicity and discuss how to estimate their values in
Section 4.4.1. After n stages of sampling, we update these functions as δ = δn and
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Σ = Σn, which is shown in Section 4.3.1.
In stochastic simulation, we need to simulate observations of alternative x to estimate
its mean performance. When simulating from x, we obtain a noisy observation Y (x). Note
that a decision maker may choose to simulate multiple observations at x, especially when
the variability of noisy observations is high. In that case, Y (x) represents the sample mean
of those multiple simulated observations. Whether Y (x) is a single observation or a sample
mean of multiple observations, it is assumed to satisfy the following assumption:
Assumption 6. For any x ∈ X , Y (x) = µ(x) + ε(x) where ε(x) is independent normal
noise with mean zero and variance σ2s(x) ∈ [0,∞). Thus, Y (x)|µ(x)
iid∼ N (µ(x), σ2s(x))
and Y (x) iid∼ N (δ(x),Σ(x) + σ2s(x)). For x 6= x′, Y (x)|µ(x) and Y (x′)|µ(x′) are inde-
pendent.
The assumption that Y (x)|µ(x) and Y (x′)|µ(x′) are independent implies no common
random numbers used in simulation. The sampling variance σ2s(x) can be different for
different x and unknown in practice, but for now we assume that they are known. We
discuss how to deal with unknown σ2s(x) later in Section 4.4.2.
4.1.2 Problem Formulation
We consider an input space X ⊂ Rm and there are k alternatives on the grid of X that
are available for simulation. Let X be the collection of all k alternatives. Given maximum
stage T , our goal is identify a subset of X, denoted as F such that µ(x) ≤ d for all x ∈ F.
We start by setting the priors δ = δ0 and Σ = Σ0. Similar as in Chapter 2, a re-
ward function R is chosen by the decision maker to assign a reward when an alternative’s




r0 (µ(x), d) +
∑
x 6∈F
r1 (µ(x), d) , (4.1)
where r0 and r1 are known real-valued functions. In this chapter, we consider the 0-1
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reward function only. At each stage n, we select one input xn ∈ X to sample and the set
Fn is chosen to maximize the expected reward function. More specifically, for all n ≥ 0,







En [r0 (µ(x), d)] +
∑
x 6∈F
En [r1 (µ(x), d)]
}
,
where En[·] denotes the conditional expectation given the information of all observations up
to stage n. A policy π is defined as a decision rule for choosing a sequence of alternatives
to be sampled until the maximum stage T is reached. In particular, any policy π can be
represented by an ordered sequence {x1,x2, . . . ,xT}. The optimization problem that we
want to solve is
sup
π
Eπ [R (F;µ, d)] , (4.2)
where Eπ[·] denotes the unconditional expectation under policy π. In the next section, we
discuss our approach to solve (4.2).
4.2 New Gaussian-Based Sequential Procedure
A GP-based sequential procedure uses an acquisition function to determine which alter-
native to sample next. In this section, we present a novel acquisition function appropriate
for feasibility determination and give the full description of our new GP-based sequential
procedure. Then the asymptotic convergence of our proposed procedure is discussed.
4.2.1 Acquisition Function and Procedure
Our approach uses the value of information as our acquisition function, where the value of
information at an alternative is defined as the expected increment in the expected reward
function when the alternative is to be sampled next. For more description about value of
information, one can refer to [71].
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For a feasibility determination problem, we define the value of information as follows:
VOIn(x) = En [En+1 [R(Fn+1;µ, d)] |xn+1 = x]− En [R(Fn;µn, d)] . (4.3)
The analytical expression of VOIn is presented in Section 4.3.2. At stage n, an alternative
to sample next is
xn+1 = arg maxx∈XVOIn(x).
Let xn be the alternative sampled at stage n, and yn be the realized observation at xn.
DefineXn = {x1,x2, . . . ,xn} and Yn = {y1, y2, . . . , yn}, which are collections of sampled
alternatives and observations up to stage n, respectively. By [38], the posterior mean and






~Σn(X,X) = ~Σ0(X,X)− ~Σ0(X,Xn)Λ−1n ~Σ0(Xn,X), (4.5)
where Λn = ~Σ0(Xn,Xn) +Dn and Dn is a n×n diagonal matrix whose element on the ith
row and ith column is σ2s(xi) for i = 1, 2, . . . , n. The GP-based feasibility determination
(GPFD) procedure is given in Algorithm 4.
Algorithm 4 Procedure GPFD
1: Setup: Specify the set of inputs X, threshold d and maximum of stage T .
2: Initialization: Set n = 0 and specify δ0 and Σ0. Choose an alternative to be sampled
in the next stage as x1 = arg maxx∈XVOI0(x).
3: Update: Take an observation (a single observation or sample mean of multiple obser-
vations) from xn+1. Compute posterior parameters δn+1 and Σn+1. Choose the alter-
native to be sampled in the next stage as xn+1 = arg maxx∈XVOIn(x). Set n = n+ 1.
4: Stopping Rule: If n < T , go back to Update. Otherwise, stop the procedure and go
to Feasibility Check.
5: Feasibility Check: Return the feasible set as F = {x ∈ X : δn(x) ≤ d}.
61
4.2.2 Convergence Property
We present the main theorem of this chapter.
Theorem 2. As stage n → ∞, En [R(Fn;µ, d)] converges to its maximum almost surely
under the GPFD procedure with 0-1 reward function.
Theorem 2 implies that the GPFD procedure samples all alternatives infinitely often
as stage goes to∞, and consequently, the expected reward converges to its maximum. The
proof of Theorem 2 can be found in Appendix B.
4.3 Value of Information
In this section, we first derive the predictive distribution of posterior means and then dis-
cusses how to evaluate the value of information (i.e, VOIn).
4.3.1 Predictive Distribution for Posterior Means
To calculate VOIn, a predictive distribution for posterior means is needed. It is shown
in [23] that (4.4) and (4.5) for matrices ~δn and ~Σn can be rewritten in recursive forms of







[yn − δn−1(xn)] + δn−1(x), (4.6)
Σn(x,x
′) = Σn−1(x,x







for any x,x′ ∈ X.
Suppose at stage n + 1, the alternative to be sampled is xn+1 and Yn+1 is the variable
of the corresponding observation. Note that the observation is unknown at stage n and
















[Yn+1 − δn(xn+1)] + δn(x) (4.9)
for any x ∈ X.
Since δn+1(x) is a linear function of Yn+1, the predictive distribution of δn+1(x) given












for any x ∈ X.
4.3.2 Evaluation of the Value of Information
Now we present the analytical expression of the value of information for the 0-1 reward
function. First, let
r(F,x;µ, d) = r0 (µ(x), d) · I (x ∈ F) + r1 (µ(x), d) · I (x 6∈ F) .








r (F,x;µ, d) ,





En [r(Fn+1,x′;µ, d)|xn+1 = x]−
∑
x′∈X
En [r(Fn,x′;µ, d)] . (4.10)
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As in Chapter 2, the 0-1 reward function is defined as r0 (µ(x), d) = I (µ(x) ≤ d) and






x′ ∈ X. Here, Φ(·) is the cumulative distribution function of a standard normal random
variable. The rest of this section is on the calculation of En [r(Fn+1,x′;µ, d)|xn+1 = x].
Suppose at stage n + 1, we choose xn+1 = x to sample. For any x′ ∈ X, δn+1(x′) are
given in (4.9), which is a function of Yn+1. Define h(Yn+1) = δn+1(x′), and we have














Next, we discuss how to compute (4.11) and (4.12) in different cases.
Case 1: Σn(x′,x) > 0
From (4.8), it is easy to see that Yn+1−δn(x)√
Σn(x)+σ2s(x)
has the same distribution as the standard






· Z + δn(x′)

















Then the expected reward at x′ given xn+1 = x is
En [r(Fn+1,x′;µ, d)|xn+1 = x] = En [En+1 [r(Fn+1,x′;µ, d)|xn+1 = x, Yn+1] |xn+1 = x]
















We now compute the first and second terms in (4.13) separately. First, we have
the first term in (4.13) = Pr




· Z1 − δn(x′)√
Σn+1(x′)
 , (4.14)
where Z1 and Z2 are independent standard normal random variables.
Let








(4.14) = Pr {Z1 ≤ ρ, Z3 ≤ 0} .















s11 =Var[Z1] = 1;
s33 =Var[Z3] = 1 +
Σn(x
′,x)2
Σn+1(x′) · [Σn(x) + σ2s(x)]
; and
s13 =s31 = Cov [Z1, Z3] =
Σn(x
′,x)√
Σn+1(x′) · [Σn(x) + σ2s(x)]
.
Therefore, the first term in (4.13) can be computed using the cumulative distribution
function of a bivariate normal vector with mean M1 and covariance matrix S1 at (ρ, 0).
Next, we compute the second term in (4.13). Using a substitution z′ = −z, we have
















where Z ′1 and Z
′
2 are independent standard normal random variables. Let










(4.15) = Pr {Z ′1 ≤ −ρ, Z ′3 ≤ 0} . (4.16)
Similar to the previous case, (Z ′1, Z
′











m′1 =E[Z ′1] = 0;









3] = 1 +
Σn(x
′,x)2











Σn+1(x′) · [Σn(x) + σ2s(x)]
.
Therefore, the second term in (4.13) can be computed using the cumulative distribution
function of a bivariate normal vector with mean M2 and covariance S2 at (−ρ, 0).
Case 2: Σn(x′,x) < 0
The proof for this case can be derived in a similar way as in 4.3.2. Here, we directly present
the results:
En [r(F,x′;µ, d)|xn+1 = x] = Pr
{












where (Z”1 , Z
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Case 3: Σn(x′,x) = 0
Under Assumption 5, this case essentially means that µ(x′) and µ(x) have no relationship
and Yn+1 does not affect µ(x′). As a result, we have that En [r(Fn+1,x′;µ, d)|xn+1 = x] =
En [r(Fn,x′;µ, d)].
4.4 Implementation Issues
In this section, we discuss several implementation issues for the the GPFD procedure.
More specifically, we discuss how to specify the initial prior mean and covariance matrix,
δ0 and Σ0, how to deal with unknown and unequal sample variances across x’s, and how to
overcome heavy computation in evaluating VOIn.
4.4.1 Estimation of Prior Mean and Covariance Functions
We use parametric forms to specify δ0 and Σ0. One common practice for setting δ0 is
δ0(x) = C for all x ∈ X, where C is a constant. At each stage n, we estimate the constant
C by the mean of all samples up to stage n, which is denoted as Ȳn.
There are many commonly used families of covariance functions, which are introduced
in [38]. In real practice, one should choose an appropriate covariance function that best
fits any known property of the objective function. In our experiments, we adopt the Matérn
class of covariance functions, which is shown to be very effective in many empirical anal-
















where σ, ν and ` are positive parameters, ‖ · ‖ is the L2 norm, Γ(·) is the gamma function,
and Kν is a modified Bessel function (see [72]). The parameter ν controls the smoothness
of the estimated Gaussian process, and we set ν = 1.5, which is a popular choice in ma-
chine learning according to [38]. For more discussion on the Matérn class of covariance
functions, one can also refer to [73]. For parameters σ and `, we estimate them by maxi-
mizing the log-marginal likelihood. Algorithms to estimate the parameters can be found in
[74] and [75].
4.4.2 Estimation of Unknown Sampling Variances
Although the sampling variances σ2s(x)’s could be different for different values of x in
reality, it requires much more efforts in estimating all σ2s(x)’s individually. Especially in
Bayesian feasibility determination, one usually assumes that observations are expensive to
take (in terms of money or time) and the total number of observations that the decision
maker is willing to spend is relatively small. In addition, unknown sampling variances are
usually updated as more observations are available by maximizing the log-marginal like-
lihood and it is also computationally difficult to solve the maximization for each σ2s(x).
Therefore, estimating all different σ2s(x)’s is considered to be unrealistic in the GP-based
Bayesian approach. Instead, the usual practice is to assume equal sampling variances and
then find it by using the maximum likelihood estimator for the equal sampling variances.
There exist some works such as [76] and [77] that address heteroscedastic Gaussian Pro-
cesses, but we do not incorporate their works due to the above reasons in this paper.
4.4.3 Acceleration of GPFD
The complexity of each stage in the GPFD procedure is O(k2) for k number of alterna-
tives, because the procedure computes the expected increment in reward over all alterna-
tives for every potential candidate. As k increases, the computation of VOIn at each stage
can be quite burdensome. We can accelerate the procedure by calculating the expected in-
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crements in reward only for neighboring alternatives of each potential candidate alternative.




En [r(Fn+1,x′;µ, d)|xn+1 = x]−
∑
x′∈NB(x)
En [r(Fn,x′;µ, d)] , (4.18)
where NB(x) = {x′ ∈ X : ‖x′ − x‖ ≤ w} for some neighborhood distance w > 0 chosen
by the decision maker.
4.5 Experimental Results
In this section, we present the experimental results that show the advantage of our proposed
procedures. First, we use a one-dimensional input example to compare the performances
of the full version of GPFD procedure (where VOIn is used) and the accelerated version
(where ˜VOIn is used), and to test the effectiveness of the accelerated version. Then, we
further illustrate the performance advantage of the accelerated GPFD procedure using a
more complex two-dimensional input example.
To measure the performance of procedure, we record the following proportion of correct
decisions at each stage in each replication defined as
∑
x∈F I (x ∈ Fn) +
∑
x 6∈F I (x 6∈ Fn)
k
,
where F is the true set of feasible alternatives and Fn is the set of feasible alternatives
returned by the procedure at stage n. Then we define PCD(n) as the average of the above
proportions over 100 replications. Also, we report the average number of observations
taken from an alternative x when the maximum stage T is achieved, which is denoted as
OBS(x), over 100 replications.
Throughout all experiments, we compare our proposed procedures against a random
search with GP procedure. At each stage, the random search with GP procedure chooses
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the next alternative to sample by randomly selecting an x ∈ X with equal probability
1/k. Then it takes an observation, updates the posterior mean and covariance functions,
terminates and makes final feasibility decisions in the same way as the GPFD procedure.
Procedures such as the GC procedure from [32] and those introduced in Chapter 3 also
aim to solve a feasibility determination problem with a total budget for simulation. How-
ever, those procedures require an initial sample from each alternative in order to estimate
its prior mean and prior variance, which are two crucial elements in deciding how to assign
a sampling budget in the next stage. In addition, since those procedures rely on asymptotic
approximations that are unlikely to be accurate when the total budget is small. Both reasons
suggest that those procedures are not suitable for our problem, in which the total budget is
much smaller than the number of alternatives. As shown later, we only consider spending
a total number of observations that is much less than the number of alternatives in each
experiment.
4.5.1 One-Dimensional Example
We consider X = {0.1, 0.3, 0.5, . . . , 19.9} that contains 100 alternatives. The true mean
of performance is µ(x) = x
10
· sin (0.189πx) + sin (0.4789πx) for each x ∈ X. At each
stage n, we take a single observation from a chosen alternative until the maximum stage
T = 36 is reached. Our goal is to identify all alternatives whose mean performances are
less than or equal to 0 (i.e., d = 0). To estimate the prior parameters, we randomly sample
four alternatives and take one observation from each of the four randomly sampled alterna-
tives. We conduct the experiments based on different settings of factors such as sampling
variances σ2s(x)’s and neighborhood distances w’s (for the accelerated procedure). For the
equal sampling variances case, we set the standard deviation, σs(x) to be constant for all
x ∈ X. For the unequal sampling variances case, each sampling standard deviation σs(x)
is proportional to the magnitude of |µ(x) − d|. For the accelerated GPFD procedure, we
test w = 10, 6, 2 to run the experiments.
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The graphs on the left side of Figure 4.1 show PCD(n) while those on the right side
show OBS(x) for three different levels of σs(x). The GPFD procedure achieves quite high
PCD’s for all three cases in just 36 stages with visiting only 40 alternatives (4 randomly
sampled alternatives and 36 alternatives visited during the 36 stages) and obtaining 40 ob-
servations. The procedure also outperforms the random search with GP in all cases. From
the graphs on the right side of Figure 4.1, we see that the random search with GP assigns
relatively uniform numbers of observations over the 100 alternatives. On the other hand, the
GPFD procedure assigns more observations to the alternatives whose means are close to
the threshold (i.e., barely feasible/infeasible alternatives) while clearly feasible/infeasible
alternatives receive fewer numbers of observations.
Figures 4.2 – 4.4 show the performances of the accelerated GPFD procedures under
equal sampling variances. We see that as w decreases, the performance of GPFD proce-
dure degrades but only slightly compared to the full version of GPFD. The accelerated
procedure still performs better than the random search with GP in all cases.
Figures 4.5 – 4.8 are counterparts of Figures 4.1 – 4.4 where sampling variances are un-
equal. More specifically, Figure 4.5 shows the performance of the full GPFD procedure
and Figures 4.6 – 4.8 show the performances of the accelerated GPFD procedure with
w = 10, 6, 2 under three different configurations of unequal sampling variances. We ob-
serve a similar tendency in PCD(n) and OBS(x) as in the equal sampling variances case.
In fact, for each C1 = C2, we achieve higher PCD’s than the equal sampling variances
case because the barely feasible/infeasible alternatives have smaller sampling variances.
Similar to the equal sampling variances case, barely feasible/infeasible alternatives receive
more observations. However, alternatives close to those with large sampling variances (for
example, x = 8.9 and 15.1) receive even more observations.
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(a) σs(x) = 0.1






























(b) σs(x) = 0.3



























(c) σs(x) = 0.5
Figure 4.1: One-dimensional experimental results on equal sampling variances when the
full version of GPFD is used.
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(a) σs(x) = 0.1






























(b) σs(x) = 0.3



























(c) σs(x) = 0.5
Figure 4.2: One-dimensional experimental results on equal sampling variances when the
accelerated version of GPFD is used and w = 10.
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(a) σs(x) = 0.1






























(b) σs(x) = 0.3


























(c) σs(x) = 0.5
Figure 4.3: One-dimensional experimental results on equal sampling variances when the
accelerated version of GPFD is used and w = 6.
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(a) σs(x) = 0.1





























(b) σs(x) = 0.3



























(c) σs(x) = 0.5
Figure 4.4: One-dimensional experimental results on equal sampling variances when the
accelerated version of GPFD is used and w = 2.
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(a) σs(x) = 0.1|µ(x)− d|
































(b) σs(x) = 0.3|µ(x)− d|






























(c) σs(x) = 0.5|µ(x)− d|
Figure 4.5: One-dimensional experimental results on unequal sampling variances when the
full version of GPFD is used.
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(a) σs(x) = 0.1|µ(x)− d|































(b) σs(x) = 0.3|µ(x)− d|
































(c) σs(x) = 0.5|µ(x)− d|
Figure 4.6: One-dimensional experimental results on unequal sampling variances when the
accelerated version of GPFD is used and w = 10.
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(a) σs(x) = 0.1|µ(x)− d|
































(b) σs(x) = 0.3|µ(x)− d|
































(c) σs(x) = 0.5|µ(x)− d|
Figure 4.7: One-dimensional experimental results on unequal sampling variances when the
accelerated version of GPFD is used and w = 6.
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(a) σs(x) = 0.1|µ(x)− d|































(b) σs(x) = 0.3|µ(x)− d|































(c) σs(x) = 0.5|µ(x)− d|
Figure 4.8: One-dimensional experimental results on unequal sampling variances when the
accelerated version of GPFD is used and w = 2.
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4.5.2 Two-Dimensional Example
In this example, we test our proposed procedure by using the scaled Goldstein Price func-
tion as the true mean performance function. We consider
X = {(x1, x2) : x1, x2 ∈ {0, 0.02, 0.04, . . . , 0.98}} ,







1 + (x̄1 + x̄2 + 1)
2 · (19− 14x̄1 + 3x̄21 − 14x̄2 + 6x̄1x̄2 + 3x̄22)
]
[





where x = (x1, x2) and x̄1 = 4x1 − 2, x̄2 = 4x2 − 2. The scaled Goldstein Price function
has a mean of 0 and variance 1 on [0, 1]2. For more introduction on the scaled Goldstein
Price function, one can refer to [78].
At each stage n, the observation taken is a sample mean of five individual observations
from a chosen alternative. The maximum stage is T = 100. We want identify all alter-
natives whose mean performances are less than or equal to d = 0. To estimate the prior
parameters, we randomly sample four alternatives and take a sample mean of five observa-
tions from each of the four sampled alternatives. In this example, we use the accelerated
GPFD procedure but not the full version due to the scale of the available alternatives. We
set w =
√
0.02 so that the value of information is computed based on the neighboring 100
alternatives. Similar to the one-dimensional example, we conduct the experiments on both
equal and unequal sampling variances cases.
Figures 4.9 and 4.10 show the performances of the accelerated GPFD procedure under
equal and unequal sampling variances cases, respectively. The GPFD procedure with
w =
√
0.02 achieves a final PCD higher than 95% in all cases with just 100 stages (visiting
104 alternatives and obtaining 520 individual observations). Also, it shows higher PCD’s
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than the random search with GP in all cases, although the difference is smaller than that in
the one-dimensional example. The graphs on the right side of Figures 4.9 and 4.10 show
that more observations are assigned to barely feasible/infeasible alternatives in the GPFD
procedure.
4.6 Conclusion
In this chapter, a GP-based sequential procedure for feasibility determination is proposed.
The value of information defined as expected increment in reward is used as an acqui-
sition function to decide which alternative to sample next. Two empirical examples are
conducted to show that our proposed procedure with the new acquisition function can im-
prove accuracy in finding feasible input regions. For future research, possible directions
include extension to a problem with a higher dimensional input space, modeling with a
heteroscedastic GP, and using a multi-task GP for multiple performance measures.
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(a) σs(x) = 0.1
































(b) σs(x) = 0.3
































(c) σs(x) = 0.5
Figure 4.9: Two-dimensional experimental results on equal sampling variances when the




































(a) σs(x) = 0.1|µ(x)− d|




























(b) σs(x) = 0.3|µ(x)− d|
































(c) σs(x) = 0.5|µ(x)− d|
Figure 4.10: Two-dimensional experimental results on unequal sampling variances when





QUICK AND SITU-AWARE SPATIOTEMPORAL SCHEDULING FOR
MANUFACTURING
In this chapter, we provide a general spatiotemporal scheduling formulation and a two-
phase approach to the problem. Then we consider the block assembly process from Hyundai
Heavy Industries (HHI), the world-largest shipbuilding company in South Korea, and solve
their block assembly scheduling problem to demonstrate the efficiency of our proposed
method. Note that unlike a typical sequence planning problem where the order of tasks
can be switched rather freely, switching the order of tasks in a spatiotemporal scheduling
needs to be done carefully considering available bay areas. This spatial scheduling as-
pect differentiates a spatiotemporal scheduling problem from a classical sequence planning
problem. In addition, once a block is placed in a certain location in a bay, the block cannot
be moved to a different location until its processing is completed. Thus, a current decision
on a block’s placement affects future decisions on placements of the other blocks. This
temporal scheduling aspect makes the spatiotemporal scheduling problem also different
from a classical knapsack problem.
Spatiotemporal scheduling problems are commonly seen in shipbuilding industry, and
many related works focus on the block assembly process in shipbuilding. Thus, in the next
subsections, we provide more explanation about the shipbuilding process and a literature
review of works on the block assembly process in shipbuilding.
A general shipbuilding process is described in Figure 5.1. As a typical production
method in modern shipbuilding, a ship is constructed by welding together a number of
blocks, which are considered as basic components of a ship. There are mainly three types
of blocks: grand assembly, unit assembly and sub-unit assembly blocks. A ship is formed










Figure 5.1: Shipbuilding process.
assembly blocks, and each unit assembly block consists of many sub-unit assembly blocks
which are made by small parts cut from steel plates. Precedence relations (i.e., a block must
be processed after some other blocks) do not exist among grand assembly blocks because
they are on top of the construction hierarchy and therefore, can be individually assembled.
In this chapter, we consider grand assembly blocks only and we refer to them as blocks for
simplicity. Some typical shapes of blocks for shipbuilding are given in Figure 5.2. Blocks
are usually assembled in bays. Each bay has its own dimensions and production resources
such as cranes and labors. An example of bay layout for a shipbuilding company is shown
in Figure 5.3. Each block is given a time window for assembly, and it must be be placed
inside an assigned bay to be assembled within this time window. This process is called the
block assembly process.
As one of the most difficult and time-consuming processes, the block assembly process
is critical in delivering a final product (i.e., a ship) on time. The schedule for the block
assembly process should be very carefully planned in order to meet the delivery deadline
and optimize production efficiency. Any block that fails to be processed during the given
time window due to poor scheduling or capacity limits, which is referred as a failure block,
will have to be either delayed or outsourced. There are works that consider delaying the
assembly process of failure blocks and some other that consider outsourcing, which are
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Block 1 Block 2
Block 3 Block 4
Figure 5.2: An illustrative example of ship blocks.
shown in Section 1.3. In this thesis, we consider that failure blocks will be outsourced to
other companies as outside orders.
The problem we consider in this chapter is to find a feasible schedule that tells when and
where to assemble each block within fixed time and space constraints. Since any outsourced
block will induce an additional cost for the company, one of our main objectives is to
minimize the number of failure blocks. In addition, to promote fairness and consistency
during the production, we want to balance the workloads across different bays and days.
Bay 1 Bay 2 Bay 3
Bay 4 Bay 5 Bay 6 Bay 7 Bay 8
Bay 9
Figure 5.3: An Illustrative example of a bay layout.
Since our goal is not to find a global optimal schedule but to find a reasonably good
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one fast, we propose a heuristic two-phase approach to solve the spatiotemporal scheduling
problem. Then we test our scheduling procedure using datasets provided by HHI on the
block assembly process and compare the resulting schedules with their manual schedules.
This chapter is organized as follows: In Section 5.1, we provide our notation and prob-
lem formulation. Then in Section 5.2, we propose our two-phase approach to the problem.
Experimental results of the proposed scheduling approach on the datasets from HHI are
presented in Section 5.3, followed by conclusions in Section 5.4.
5.1 Notation and Problem
In this section, we provide our notation and problem formulation.
5.1.1 Notation
For a spatiotemporal scheduling problem, let K = {1, 2, . . . , K} be the set of blocks
in the schedule, B = {0, 1, 2, . . . , B} be the set of bays, and T = {0, 1, 2, . . . , T} be
the set of dates that covers the time horizon of the schedule. Since blocks are coming in
and out of bays continuously, there may be blocks that are already under the assembly
process at the time when we try to find a new or updated schedule. We refer to these blocks
as previously assigned blocks and incoming blocks as unassigned blocks. The set K is
essentially the union of previously assigned blocks and unassigned blocks. The time and
placement decisions on the previously assigned blocks are fixed to constants, which leave
impact on the scheduling of the unassigned blocks due to their occupied bay areas while
under assembly.
When a list of blocks to be assembled is received, some initial information is provided
such as the initial start date IST(k), initial finish date IFT(k), and assembly duration D(k)
for block k ∈ K. The initial start dates are usually determined by the earliest possible
start dates for assembly, while the initial finish dates are determined by the deadlines for
assembly. A time window to assemble block k is defined by IST(k) and IFT(k). In reality,
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the assembly processing times D(k)’s are subject to some randomness. However, due to
the complexity of the problem, D(k)’s are treated as constants and the scheduling problem
is modeled as a deterministic optimization problem. Most of the related literature assumes
constant assembly processing times as well.
Each block k ∈ K has width W (k), length L(k), area A(k) and weight V (k). The set
R(k) is defined as a set of bays that k cannot be assigned to due to productivity limitation.
These given parameters define resource requirements of each block k ∈K for its assembly.
Although the actual shapes of blocks can be irregular as in Figure 5.2, for simplicity we
assume that they are the smallest rectangles that encompass their actual shapes.
Resource capacities for bay b ∈ B are given by total area TA(b), crane capacity C(b)
and a set of available coordinates for placementsAC(b).
For each k ∈ K, the decision variable S(k) = (TD(k),PD(k)) includes both time
and placement information, where TD(k) decides when block k is processed and PD(k)
determines where it is processed. The time decision variable TD(k) is a single scalar
that represents the start date of block k and then the actual finish date becomes TD(k) +
D(k), which should be less than or equal to IFT(k). On the other hand, PD(k) is a four-
dimensional vector (b, v, h, r) where b is the assigned bay of block k; (v, h) ∈ AC(b)
is the vertical and horizontal coordinates of k’s top-left vertex in the assigned bay; and
r ∈ {0, 1} indicates the rotation degree with r = 1 if rotation degree is 90◦ or 270◦ and
r = 0, otherwise. For convenience, we say that a block is placed with rotation if its rotation
degree is 90◦ or 270◦, and without rotation otherwise. For convention, we set TD(k) = 0
and PD(k) = (0, 0, 0, 0), if block k is outsourced. Therefore, the set of outsourced blocks
can be defined as F = {k : TD(k) = 0 and PD(k) = (0, 0, 0, 0)}. Furthermore, we assume
that TD(k) and PD(k) are known and fixed, if k is a previously assigned block, because its
time and placement information are determined by its current processing progress.
To facilitate modeling of constraints, we define BA(k) as the assigned bay of block k
(i.e., the first element in PD(k)),OC(k) as the set of coordinates occupied by block k and
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SB(b, t) as the set of blocks in bay b on day t. At the same time, we define U(b, t) as area
utilization, which is the proportion of the utilized area over total area of bay b on day t, and
Ũ the maximum of U(b, t)’s. Finally, the set S = {S(1), S(2), · · · , S(K)} is the schedule
for the whole process.
Full descriptions about the notation defined in this section can be found in Table 5.1.
Table 5.1: Summary of notation.
notation meaning
parameters
K set of blocks in the schedule,K = {1, 2, . . . , K}.
B set of available bays,B = {0, 1, . . . , B}.
T set of dates in the time horizon, T = {0, 1, . . . , T}.
indices
k index of blocks, k ∈K.
b index of bays, b ∈ B.
t index of dates, t ∈ T .
resource
requirements
IST(k) initial start date to assemble k.
IFT(k) initial finish date to assemble k.
D(k) processing duration of k.
W (k) width of k in meters.
L(k) length of k in meters.
A(k) area of k in squared meters.
V (k) weight of k in tons.
R(k) set of bays that k cannot be assigned to.
resource
capacities
TA(b) total area of b in squared meters.
AC(b) set of available coordinates for placements in bay b in meters.
C(b) crane capacity in bay b in tons.
decision
variables
TD(k) time decision on block k, which represents the start date
when k is assembled.
PD(k) placement decision on block k, PD(k) = (b, v, h, r)
where b is the assigned bay of k,
(v, h) are the vertical and horizontal coordinates
of its left-top vertex, and r is the rotation indicator.
S(k) schedule decision on k, S(k) = (TD(k),PD(k)).
S set of all schedule decisions S = {S(1), S(2), · · · , S(K)}.
auxiliary
variables
F set of outsourced blocks,
{k : TD(k) = 0 and PD(k) = (0, 0, 0, 0)}.
BA(k) assigned bay of k (the first element in PD(k) = (b, v, h, r)).
OC(k) set of coordinates occupied by k (determined by PD(k)).
SB(b, t) set of blocks in b on t (determined by TD(k) and PD(k)).
U(b, t) utilization of bay b on day t, which is the proportion
of utilized area over total area.
Ũ maximum of U(b, t), b ∈ B, t ∈ T .
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5.1.2 Problem Formulation
A function M : S → R is a function of S and represents certain performance measure
of the schedule. Examples of popular functions M’s are the time span of the assembly
process, the number of outsourced blocks, fluctuation of workloads distribution and so on.
The spatiotemporal scheduling problem can be formulated as follows:
minS M(S),






As mentioned earlier, the performance measures under consideration are the number
of failure blocks and discrepancy of workloads across bays and days. The discrepancy
of workloads is reflected by the maximum of utilizations, because a smaller maximum of
utilization leads to more balanced workloads under the same total amount of workloads.
Consequently, we set the function M(S) as a combined measurement of |F | and Ũ and
the objective is to minimizeM(S).
Many types of constraints should be considered in this scheduling problem. The rele-
vant constraints are stated as follows:
• Time window constraints: for each k ∈K \ F ,
TD(k) ≥ IST(k), (5.1)
TD(k) +D(k) ≤ IFT(k). (5.2)
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• Placement constraints: for each k ∈K \ F ,
OC(k) ⊆ AC (BA(k)) . (5.3)
• Production factor constraints: for each b ∈ B and each t ∈ T ,
∑
k∈SB(b,t)
A(k) ≤ TA(b, t), (5.4)
max
k∈SB(b,t)
V (k) ≤ C(b). (5.5)
• Non-overlapping constraints: for each pair (k1, k2) such that k1, k2 ∈ SB(b, t) and
k1 6= k2, b ∈ B and t ∈ T ,
OC(k1) ∩OC(k2) = ∅. (5.6)
• Specialty constraints: for each k ∈K \ F ,
BA(k) ∈ B \R(k). (5.7)
• Additional constraints: for each b ∈ B and each t ∈ T ,






, for each b ∈ B and t ∈ T . (5.9)
Finding an optimal solution to the above spatiotemporal scheduling problem is NP-hard




In this section, we present our approach in finding a good solution to the spatiotemporal
scheduling problem fast. Our approach divides the whole scheduling problem into two
phases. In Phase I, it finds an intermediate schedule that decides the start date TD(k) and
assigned bay BA(k) (or the first element of PD(k)) for each block. Phase I considers areas
of blocks and bays only and a block can be placed in a bay as long as the bay has enough
available area. Then in Phase II, we further specify the coordinates and rotations to place
the blocks based on the results from Phase I, which determines the remaining elements in
PD(k). Since Phase II considers the dimensions of blocks and bays, it is possible that not
all blocks assigned to a bay in Phase I can be eventually placed in the bay in Phase II.
5.2.1 Phase I
In Phase I, we want to decide when each block is assembled, which bay it is assigned to,
and which blocks are outsourced in this phase. In other words, the decisions to be made are
TD(k), BA(k) and FI , where FI is the set of blocks to be outsourced in Phase I. For the
objective in the model, we want to minimize |FI | + Ũ , which assigns the same weights of
1 to both performance measures |FI | and Ũ . As Ũ is always less than 1, the performance
measure FI dominates the quality of a solution. This choice of weights is reasonable,
because the number of failure blocks is the main cause of additional cost and it should be
prioritized. When there are solutions with the same value of FI , Ũ can distinguish which
one we prefer further, because a smaller maximum of utilizations leads to more balanced
workloads. The problem in Phase I is as follows:
min |FI |+ Ũ ,
s.t. (5.1), (5.2), (5.4), (5.5), (5.7), (5.8), (5.9).
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Table 5.2: Additional notation for Phase I.
notation meaning
parameters
I(k, b) 1 if block k is allowed to be assigned to bay b; 0 otherwise.
P (k, s, t) 1 if block k has start date s and it is still under assembly
on day t; 0 otherwise.
d̃(k, s, b) 1 if a previously assigned block k has start date s and
assigned bay b; 0 otherwise.
PA set of blocks that are previously assigned.
ST (k) set of all possible start dates to assemble block k.
decision
variables
d(k, s, b) 1 if block k has start date s and assigned bay b; 0 otherwise.
FI set of outsourced blocks in Phase I.
Note that an optimization solver cannot solve the above problem formulation directly
but needs to be converted into a mixed integer programming model. We need additional
notation for the integer programming model. A set of all possible start dates to assemble
block k is ST (k). Possible assembly schedules for block k are specified by P (k, s, t)’s.
If block k’s assembly starts on day s ∈ ST (k) and it is still under processing on day t,
then P (k, s, t) = 1. Otherwise, it takes the value of zero. For example, suppose that block
k’s earliest assembly day is day 1 and latest assembly finish day is day 4 with three days
of processing time (i.e., IST(k) = 1, IFT(k) = 4 and D(k) = 3). Then ST (k) = {1, 2},
P (k, 1, 1) = P (k, 1, 2) = P (k, 1, 3) = 1, P (k, 2, 2) = P (k, 2, 3) = P (k, 2, 4) = 1 and
the remaining P (k, s, t)’s are zeros. In Section 5.1, B \R(k) denotes a set of bays where
block k can be assigned. For the mixed integer programming, we use I(k, b) which takes 1
if block k can be assigned to bay b, and 0 otherwise. Additional notation defined for Phase
I is given in Table 5.2.
We denote the mixed-integer programming model as MI and the full description of MI
is given in Appendix C.
5.2.2 Phase II
While Phase I finds TD(k) and BA(k) (or the first element of PD(k)), the goal of Phase
II is to assign coordinates and rotation degrees to place the blocks using the intermediate
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schedule from Phase I. As Phase II considers dimensions of blocks and bays while Phase I
considers only their areas, it is possible that additional blocks need to be outsourced in this
phase. LetFII represent the set of blocks to be outsourced in Phase II. Then we want to find
the remaining elements of PD(k) and decide FII . Assuming that we have an intermediate
schedule from Phase I, the Phase II problem is as follows:
min |FII |,
s.t. (5.3), (5.6).
Since the placements of blocks in each bay are independent of those in the other bays,
we can break the complex problem of placement assignments into subproblems, each of
which involves only one bay. Then, using parallel computing, all the subproblems can be
solved at the same time on separate processors, which largely reduces the total run time of
the scheduling process. From this point, we consider the placement assignments of bay b.
Although our goal is to find coordinates and rotation degrees for placing assigned
blocks in each bay over the whole time horizon T , it is not necessary to work on placements
on all t ∈ T . For some t ∈ T , the set of blocks may be a subset of some other day t′ ∈ T
(i.e.,SB(b, t) ⊆ SB(b, t′)). Therefore, we only need to look for placement assignments
on a subset of T defined as TT (b) = {t ∈ T : SB(b, t) 6⊆ SB(b, t′),∀t′ ∈ T and t′ 6= t}.
Once the placements on each t ∈ TT (b) are decided, the placements on the other days are
decided as well.
To leave more usable area for future blocks, we try to place blocks to the corner as much
as possible. Therefore, the objective is to maximize the distances from the centers of the
placed blocks to the center of the bay. To express this objective and represent constraints
(5.3) and (5.6) in an integer programming model, we need additional notation which is
given in Table 5.3. The descriptions of a mixed-integer programming model for Phase II,
denoted by MII , is given in Appendix C.
To solve the placement problem on each bay, we use a heuristic approach. Let t(i) be
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Table 5.3: Phase II model notation.
notation meaning
parameters
ã(k, v, h) 1 if a previously assigned block k is placed at (v, h)
without rotation; 0 otherwise.
ãr(k, v, h) 1 if a previously assigned block k is placed at (v, h)
with rotation; 0 otherwise.
w(k, v, h) distance from the center of k to the center of its assigned bay
if k’s left-top vertex is placed (v, h) without rotation.
wr(k, v, h) distance from the center of k to the center of its assigned bay
if k’s left-top vertex is placed (v, h) with rotation.
TT (b) set of days when coordinate assignments need to be done.
SC(k) set of coordinates that k’s left-top vertex can possibly be
without rotation.
SCr(k) set of coordinates that k’s left-top vertex can possibly be
with rotation.
NA(b, t) set of blocks that are newly assigned to bay b on day t
by the intermediate schedule from Phase I.
PA(b, t) set of blocks that are previous assigned to bay b on day t.
decision
variables
FII set of outsourced blocks in Phase II.
a(k, v, h) 1 if k’s left-top vertex is at (v, h) without rotation; 0 otherwise.
ar(k, v, h) 1 if k’s left-top vertex is at (v, h) with rotation; 0 otherwise.
auxiliary
variables
hc(k1, k2) 1 if k1 is placed without rotation to the left of k2
and they are non-overlapping horizontally; 0 otherwise.
hcr(k1, k2) 1 if k1 is placed with rotation to the left of k2
and they are non-overlapping horizontally; 0 otherwise.
vc(k1, k2) 1 if k1 is placed without rotation to the top of k2
and they are non-overlapping vertically; 0 otherwise.
vcr(k1, k2) 1 if k1 is placed with rotation to the top of k2
and they are non-overlapping vertically; 0 otherwise.
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the ith earliest day in TT (b). Starting from i = 1, we solve MII in Appendix C and move
on to next i until i = |TT (b)|. The whole Phase II algorithm is then stated in Algorithm 5.
Algorithm 5
1: Initialization: Prepare all parameters in Table 5.3. Specify the target bay b in which
placement decisions are made. Let FII(b) = ∅. Set i = 1.
2: Optimization: Solve MII for t = t(i). If a solution is found, go to Update. Otherwise,
go to Removal.
3: Update: Fix all decision variables a(k, v, h) and ar(k, v, h) to the current solution for
all k ∈ SB(b, t). If i = |TT (b)|, go to Termination. Otherwise, set i = i+ 1 and go
to Optimization.
4: Removal: Remove k that has the latest start date inNA(b, t) from bothNA(b, t) and
SB(b, t). Add k to FII(b). Go to Optimization.
5: Termination: Return all decision variables a(k, v, h) and ar(k, v, h) and FII(b).
After solving all the placement problems for all b ∈ B, we can fully determine PD(k)
for all k ∈K and obtain FII = FII(1) ∪ · · · ∪ FII(B) and F = FI ∪ FII .
5.3 Experiments
In this section, we compare the automated schedules resulting from our two-phase approach
with the manual schedules provided by HHI. The performance metrics for comparison are
defined as follows:
• ESD: total earliness in start dates of the assigned blocks,
∑
k∈K max(0, IST(k) −
TD(k)).
• LFD: total lateness in finish dates of the assigned blocks,
∑
k∈K max(0,TD(k) +
D(k)− IFT(k)) where TD(k) +D(k) is the finish date of block k.
• OL10: the number of blocks that are overlapped by the other for more than 10% of
their areas for more than one day.
• OL30: the number of blocks that are overlapped by the other for more than 30% of
their areas for more than one day.
97
• OB: the number of blocks that are out of the boundaries of their assigned bays.
• MU: maximum of monthly average utilizations across all bays, which is computed
by measuring all the monthly average utilizations of all the bays and then taking the
maximum of them.
• |F |: for the manual schedules, this quantity is measured by the number of blocks that
need to be removed in an inverse chronological order so that there is no more block
overlapped for more than 30% of its area for more than one day.
These performance metrics are considered as valuable by the manufacturer, as they indicate
how smooth and robust a schedule is.
Six datasets are considered in the experiment, each with 637–810 blocks (i.e., the num-
ber of blocks K is between 637 and 810) and a six-month planning horizons. Each dataset
represents one scheduling period, and contains blocks that are already under the assembly
process and incoming blocks that have not been scheduled. For each dataset (or scheduling
period), the assembly schedules of the previously assigned blocks are already determined
and thus, their time and placement decision variables are fixed during the current scheduling
period. These datasets simulate the actual working situation of the shipbuilding company,
in which blocks keeps coming in and out for assembly.
5.3.1 Comparison Results
The comparison results are shown in Table 5.4. For automated schedules, we do not expect
any earliness, lateness, overlapped blocks or out-of-boundary blocks, while manual sched-
ules have lateness and a good number of overlapped blocks and a few out-of-boundary
blocks. Both types of schedules show similar maximum monthly average utilization, but
automated schedules tend to have a smaller number of outsourced blocks. The most out-
standing saving is the computation time in finding a schedule. It takes about 2 weeks to
come up with a manual schedule for each dataset. However, for an automated schedule, it
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takes about 2 hours if Phase II is run sequentially one bay after another, or about 30 minutes
if Phase II is implemented with parallel computing.
Table 5.4: Summary of comparison results.
Manual Schedules Automated Schedules
Dataset K ESD LFD OL10 OL30 OB MU |F | ESD LFD OL10 OL30 OB MU |F |
data 1 637 0 0 38 9 0 0.625 9 0 0 0 0 0 0.617 6
data 2 641 0 0 30 4 0 0.679 4 0 0 0 0 0 0.644 8
data 3 810 0 1 37 11 0 0.641 10 0 0 0 0 0 0.660 6
data 4 755 0 5 26 3 0 0.632 2 0 0 0 0 0 0.620 4
data 5 728 0 10 40 10 2 0.623 10 0 0 0 0 0 0.627 5
data 6 727 0 9 38 7 3 0.626 6 0 0 0 0 0 0.621 2
Average Computation Time ≈ 2 weeks ≈ 2 hours
5.3.2 Sample Block Placements
We present two small samples of block placements resulting from the manual schedules
and the automated schedules, respectively. Both samples are based on the same dataset,
and they are the block placements on the same bay from the same time range 2019/09/20 to
2019/10/04 (10 workdays). The sample of manual schedules is shown in Figure 5.4 and the
one of automated schedules is in Figure 5.5. The area inscribed by the red solid lines is the
possible area for block assembly. From the figures, we can see that the manual schedules
have infeasible placements that place some blocks over the red solid lines. As the red solid
lines represent the definite boundaries of the bay, it is impossible to place blocks over the
red solid lines. On the other hand, the automated schedules guarantee to have all valid
placements.
5.4 Conclusion
In this chapter, we present a heuristic two-phase approach for a spatiotemporal schedul-
ing problem that has efficient running time and can adapt changes in the progress status to
obtain a new updated schedule. The two-phase approach is applied to a block assembly
scheduling problem that arises in the block assembly process in shipbuilding. From the
experimental results based on the datasets provided by HHI, we see that our scheduling
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Figure 5.4: A sample of block placements from manual schedules for 10 days. Figures are
placed in chronological order from left to right starting from the top.
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Figure 5.5: A sample of block placements from automated schedules. Figures are placed
in chronological order from left to right starting from the top.
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procedure generates better schedules with much shorter computation time than HHI’s man-
ual schedules. More specifically, our schedules satisfy all necessary constraints for blocks
assigned to bays, while keeping the number of outsourced blocks smaller than that from
the manual schedule in most testing cases. Our approach also largely reduces the aver-
age computation time for generating a schedule. Note that our models can take the status
of blocks currently undergoing the assembly process as prior information before making
schedules for future unscheduled blocks. Therefore, our scheduling procedure is situ-aware
in the sense that whenever there is a change in the assembly process, such as delay in ar-
rival dates of blocks, longer assembly times than expected, change of a time horizon, etc,
one can rerun the two-phase approach with updated information and get a new schedule
in a relatively short time. However, our current approach assumes deterministic parame-
ters, and therefore, the resulting schedule may not be robust if there exists a high level of




In Chapter 2, we have presented a new type of loss/reward function that has the shape
of a normal distribution and in Chapter 3, we have developed new Bayesian procedures
that are more effective than the chosen benchmark procedures for solving the feasibility
determination problem. We have presented a GP-based feasibility determination procedure
with a new acquisition function in Chapter 4.
Although our proposed procedures have shown promising performances, there are still
many limitations. First of all, all our procedures are designed for a single constraint only.
Extension to multiple constraints is nontrivial due to the difficulty of getting an explicit ex-
pression of the expected Bayesian reward/loss or the acquisition function for a multi-task
GP, when different performance measures are dependent on each other. However, many
applications may concern multiple constraints on the performance measures that are mu-
tually dependent. For example, an inventory manager wants to use simulation to identify
inventory policies that return an order fulfillment rate higher than 90% and operational cost
lower than 1 million dollars per month. Second, our procedures assume that the number
of available systems for simulation is finite. In some simulation environments, the input
parameters that control the simulation output are continuous, and therefore, there are in-
finitely many different systems. For example, a facility manager wants to use simulation to
find airflow amounts that keep the facility’s temperature lower than 50◦C. Both limitations
provide potential directions for future study.
Finally, a fast heuristic algorithm is presented for spatiotemporal scheduling in manu-
facturing in Chapter 5. We have applied the algorithm to blocking scheduling data from
HHI and were able to reduce the scheduling time from two weeks to two hours. However,
the algorithm assumes deterministic parameters and ignore uncertainties in factors such as
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block arrival times, processing times and available human labor hours, which is a major





SUPPORTING MATERIALS FOR CHAPTER II
In this appendix, we show the technical details related to the sampling procedures presented
in Chapter 2.
A.1 Proofs that the Normal Reward Function Satisfies Conditions 1, 2 and 3
First, we state the following lemmas:












E [G(d, ηn,i, b, λn,i)|S0,i = (η, λ)] = G(d, η, b, λ),
where Sn,i = (ηn,i, λn,i).
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Proof. We first prove the case where n = 1:
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(d− η)2 · λ(λ+ γi)
γi
· bγi












(d− η)2 · bλ
b+ λ
}
=G(d, η, b, λ).
By Tower rule,
E [G(d, ηn,i, b, λn,i)|S0,i = (η, λ)] = E [G(d, ηn−1,i, b, λn−1,i)|S0,i = (η, λ)]
= . . . = G(d, η, b, λ),
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for any stage n ≥ 1.
Lemma 2. Under Condition 1, Vi(s) ≤ Hi(s), for any s ∈ Ω.
Lemma 2 is from [33]. Here, we borrow this lemma and skip its proof.
Proof of Condition 1: By Lemma 1, it’s straightforward that





G(d, η, b, λ)− hi(s) = Hi(s),
for any s = (η, λ) ∈ Ω.
Therefore, Condition 1 holds.
Proof of Condition 2: Define f(u) = max{Φ(u), 1− Φ(u)}. Then
E [hi(S1,i)|S0,i = s, i1 = i]− hi(s)







































































































































PS(i;n) = {s ∈ Ω : ∃s′ ∈ Ω s.t. Pr {Sn,i = s|S0,i = s′, i1 = i2 = . . . = in = i} > 0}.
Therefore, Condition 2 holds.
Proof of Condition 3: Pick any λ > 0. As η →∞, it is straightforward that hi(η, λ)→ 0.
Consequently, Ri(η, λ)→ −c almost surely as η →∞.
In addition, by Lemma 2,
E [Vi(η + σ̃i(λ) · Z, λ+ γi)] ≤ E [Hi(η + σ̃i(λ) · Z, λ+ γi)]→ 0,
almost surely as η →∞ .
As a result, lim supη→∞ Li(η, λ, Vi) < 0 almost surely. We can therefore, find some
ηi(λ) such that for all η > ηi(λ), Li(η, λ, Vi) < 0 and hence Vi(η, λ) = 0. Similar argu-
ments can prove there exists some ηi(λ) such that for all η < ηi(λ), Vi(η, λ) = 0. Thus,
Condition 3 holds.
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A.2 Derivation of Bayesian Optimal Policy for the Normal Reward Function
Define
Ri(η, λ) = E [hi(η + σ̃i(λ) · Z, λ+ γi)]− hi(η, λ)− c,
where Z ∼ N (0, 1). We only need to find E [h(η + σ̃i(λ) · Z, λ+ γi)].
We know that































G(d, η + σ̃i(λ) · z, b, λ+ γi) (A.3)
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, Z2 ≤ (d−


























1/( bγiλ(b+λ+γi) + 1) 0
0 1
 .
Let Z3 = Z2 − (d− db+(η+σ̃i(λ)·Z1)(λ+γi)b+λ+γi )
√
b+ λ+ γi. Then
(A.4) = Pr{Z1 ≤
d− η
σ̃i(λ)









Var[Z3] = 1 +B2/b1;
Cov[Z1, Z3] =E[Z1Z3]− E[Z1]E[Z3]































, 1) · Pr{Z1 ≤
d− η
σ̃i(λ)
, Z3 ≤ 0},

















, 1) · Pr{Z1 ≥
d− η
σ̃i(λ)
, Z3 ≥ 0}.
A.3 The BK Procedure
The BK procedure employs the concept of tolerance level ε, which is the amount away
from the constraint threshold d that the decision maker is willing to take. Given ε and d,
system i is
• desirable if µi ≤ d− ε;
• undesirable if µi ≥ d+ ε; and
• acceptable if d− ε < µi < d+ ε.
Note that system i is defined as feasible if µi ≤ d. In general, with a finite number
of observations, it is impossible to detect the feasibility of system i with 100% guarantee,
especially when µi is close to d or equal to d. Instead, the BK procedure tries to provide a
probability guarantee of finding near-feasible systems.
LetK = {1, 2, . . . , k} (the set of all systems), FD = {i : µi ≤ d−ε} (the set of desirable
systems), FU = {i : µi ≥ d+ ε} (the set of undesirable systems) and FA = K \ (FD ∪FU)
113
(the set of acceptable systems). Then PCDBK is defined as follows:
PCDBK = Pr {FD ⊂ F ⊂ (FD ∪ FA)} ≥ 1− α, (A.5)
where F is the set of systems returned by the BK procedure and 1 − α is the nominal
confidence level.
The main statistics of the BK procedure are
∑n
j=1(Yij − d), the cumulative sums of
differences between n observations and the constraint threshold d. Whenever a new obser-
vation is taken, the partial sum is updated and it is checked whether the partial sum exits, so
called, a continuation region. If the partial sum stays within the continuation region, then
sampling continues. Otherwise, a decision on the feasibility of the system is made. In a
sense that only one observation is obtained between checking the stopping rule, this proce-
dure is called fully sequential. The continuation region is constructed so that PCDBK is at
least a pre-specified confidence level (1−α). Under single constraint, the BK procedure is
identical with the feasibility determination procedure in [26], and [26] proves that the BK
procedure satisfies (A.5). The BK procedure is stated in Algorithm 6.
A.4 The GC Procedure
The GC procedure employs the large deviation approach for the feasibility determination
problem under general distribution assumption. It aims to maximize PCD, given a simula-











Algorithm 6 BK procedure
1: Setup: Select first-stage sample size n0 ≥ 2 and nominal confidence level 0 ≤ 1−α <
1. For the constraint under consideration, choose tolerance level ε and d. Compute ξ
as the solution to





2: Initialization: Let M = {1, 2, . . . , k} and F = ∅ be the set of systems whose feasibil-
ity is not determined yet and the set of set of feasible systems, respectively. Obtain n0
observations Yij , j = 1, 2, . . . , n0, from each system i. Set the stage counter n = n0
and go to Feasibility Check.













j=1(Yij − d) ≤ −R(n), move i from M to F ; else if
∑t
j=1(Yij − d) ≥ R(n), then
eliminate i from M .
4: Termination Rule: If ‖M‖ = 0, then return F as a set of feasible systems. Otherwise,
take one additional observation Yi,n+1 from each system i ∈M , set n = n+ 1, and go
to Feasibility Check.
where
PCD = Pr((∩25i=1Ȳi ≤ d) ∪ (∩50i=26Ȳi > d)).
Note that pi’s represent the fraction of the simulation budget that is allocated to sampling
from each system, and Ȳi is the sample mean after allocating all N budgets.
A major difficulty associated with (A.6) is that a convenient closed-form expression
for PCD is unknown, other than a few special cases. However, by using an approximate
PCD (APCD), which is based on the large deviation rate functions, [32] is able to provide
an asymptotically optimal budget allocation rule that maximizes APCD. In addition, the
large deviation rate functions, denoted as Ii for each system i, have explicit forms for
calculation so that they don’t need to be estimated. The GC procedure is then constructed
as in Algorithm 7.
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Algorithm 7 GC procedure
1: Setup: Specify total simulation budget B, initial simulation replication number n0,
incremental budget ∆0, and threshold d.
2: Initialization: For each design i, obtain n0 observations Yij , j = 1, 2, . . . , n0. Com-




(Ȳi − d)2γi · ni.
Set pi = 1/k for i = 1, 2, . . . , k.
3: Iteration: If
∑k
i=1 ni = B, stop and go to Decision. Otherwise, provide an incremen-








and allocate it to the k designs




s , for i = 1, .., k. Let ∆i be the number of
additional replications to design i. Then set ni = ni + ∆i. Update pi, Ȳi, and Ii, for
i = 1, . . . , k.
4: Decision: Return F =
{
i : Ȳi < d
}
as the feasible set.
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APPENDIX B
SUPPORTING MATERIALS FOR CHAPTER IV
In this appendix, we show the proof of Theorem 2, which is based on the following
assumptions:
• The prior mean δ0 and covariance Σ0 and sampling variances σ2s(x)’s are known and
fixed;
• The covariance Σ0 is positive definite.
We consider both stochastic simulation (i.e., σ2s(x) > 0 for all x ∈ X) and deterministic
simulation (i.e., σ2s(x) = 0 for all x ∈ X). The following lemmas assume that σ2s(x) >
0 for all x ∈ X and will be used for the proof of Theorem 2 in the case of stochastic
simulation.
First, we introduce some useful functions defined as follows:





u−v if u ≥ 1/2,
supv
Φ(v)−Φ(−u)





v−u if u ≥ 1/2,
supv≤u
Φ(v)−Φ(u)
v−u if u < 1/2,
• s(u) = max{α(u), β(u)},
• g(u, v) = f(u) + |v − u|s(u),
where u, v ∈ R.
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Next, we state the following lemmas. The proofs of Lemmas 3, 4 and 5 can be found in
[24], while the proof of Lemma 6 can be found in the supplemental material of [33].
Lemma 3. There exist random variables δ∞, Σ∞ such that δn and Σn respectively converge
to δ∞ and Σ∞ almost surely.
Lemma 4. For all x ∈ X and n ∈ Z, Σn+1(x) ≤ Σn(x).
Lemma 5. If alternative x is sampled infinitely often, then limn→∞Σn(x) = 0 almost
surely.
Lemma 6. The functions f(·), s(·) and g(·, ·) satisfy the following:
• 0 ≤ s(u) ≤ 1/
√
2π,
• |u|s(u) ≤ 1 + 1/
√
2πe,
• f(v) ≤ g(u, v),
for all u, v ∈ R.
Then, we state a few more lemmas and their proofs.
Lemma 7. If alternative x is sampled infinitely often, then limn→∞|Σn(x,x′)| = 0 almost
surely.
Proof. By using the Cauchy-Schwart inequality,
|Σn(x,x′)|2 ≤ Σn(x) · Σn(x′) =⇒ |Σn(x,x′)| ≤
√
Σn(x) · Σn(x′).
Since Σn(x′) is bounded below by 0 and monotonically decreasing by Lemma 4, we know
limn→∞Σn(x
′) exists and is less than∞. By Lemma 5, if alternative x is sampled infinitely
often, limn→∞Σn(x) = 0. Therefore, limn→∞|Σn(x,x′)| = 0 almost surely.
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Lemma 8. For any x,x′ ∈ X, En [r(Fn+1,x′;µ, d)|xn+1 = x] − En [r(Fn,x′;µ, d)] > 0.
Consequently, VOIn(x) > 0 for any x ∈ X and any finite positive integer n.





and f̃(p) = max{p, 1−p} on [0, 1]. By Tower rule,
we can show
En [Pn+1(x′)|xn+1 = x] = En [En+1 [I (µ(x′) ≤ d) |xn+1 = x] |xn+1 = x]
= En [I (µ(x′) ≤ d) |xn+1 = x]
= Pn(x
′).
Since f̃ is a convex function, by Jensen’s inequality, we have
En [r(Fn,x′;µ, d)] = f̃ (Pn(x′))




′)) |xn+1 = x
]
= En [En+1 [r(Fn+1,x′;µ, d)] |xn+1 = x]
= En [r(Fn+1,x′;µ, d)|xn+1 = x] .
By the definition of VOIn(x) as in (4.3), we have VOIn(x) > 0.
Lemma 9. If alternative x is sampled infinitely often, then limn→∞VOIn(x) = 0 almost
surely.
Proof. Let x′ be an arbitrary element in X. We start the proof by finding an upper bound of




Lemma 5 and Lemma 7, we know limn→∞ |σ̃n(x′)| = 0 almost surely.
Since, by Lemma 4, Σn(x′) is monotonically decreasing and bounded below by zero,
we know that limn→∞Σn(x′) exists.
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First suppose that limn→∞Σn(x′) = 0 almost surely.
lim
n→∞














= 1, almost surely.




En [r(Fn+1,x′;µ, d)|xn+1 = x] = 1 almost surely.
Therefore, En [r(Fn+1,x′;µ, d)|xn+1 = x] − En [r(Fn,x′;µ, d)] → 0 as n → ∞ almost
surely.
Now suppose limn→∞Σn(x′) > 0 almost surely. Then,

























































































































→ 0 almost surely as n→∞.
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Therefore, limn→∞VOIn(x) = 0 almost surely.
Lemma 10. If lim infn→∞VOIn(x) = 0 almost surely for all x ∈ X, then limn→∞Σn(x) =
0 almost surely for all x ∈ X.
Proof. We prove the contrapositive statement of this lemma.
Suppose maxx∈X {limn→∞Σn(x)} > 0. Then there exists x ∈ X such that limn→∞Σn(x) =
ε(x) > 0, and this implies that x is not sampled infinitely often as n→∞. As n→∞ , at
least one x′ ∈ X is sampled infinitely often.





































d− δ∞(x)− ε(x)√ε(x)+σ2s(x) · Z√
ε(x)








d− δ∞(x)− ε(x)√ε(x)+σ2s(x) · Z√
ε(x)




by the Jensen’s inequality. Therefore, lim infn→∞VOIn(x) > 0 almost surely.
Finally, we present the proof of Theorem 2.
Proof of Theorem 2: We divide the proof into two cases. First, we consider stochas-
tic simulation where σ2s(x) > 0 for all x ∈ X. We first show, by contradiction, that
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lim infn→∞VOIn(x) = 0 almost surely for all x ∈ X. Consider an arbitrary sample path
taken by the GPFD procedure. Let
X̃0 =
{
x ∈ X : lim
n→∞










Suppose that X̃1 6= X, which implies X\X̃1 = {x ∈ X : lim infn→∞VOIn(x) > 0} is
not empty. Pick x ∈ X\X̃1. Then there exist some ξ > 0 and a subsequence of Z+, denoted
as {nj}∞j=1 such that VOInj(x) ≥ ξ for all j = 1, 2, . . .. Then we have VOInj(xnj) ≥ ξ for
all j = 1, 2, . . ., where xnj is the alternative chosen to sample at stage nj .
For each x′ ∈ X \ X̃0, the contrapositive of Lemma 9 implies that there exists a finite
number Ñ(x′) such that the GPFD procedure does not choose x′ for n > Ñ(x′). Let
Ñ∗ = maxx′∈X\X̃0 Ñ(x
′). Therefore, xn ∈ X̃0 for all n > Ñ∗.
For each x′ ∈ X̃0, limn→∞VOIn(x′) = 0. Therefore, there exists a finite number
Ñ0(x
′) such that VOIn(x′) < ξ for all n > Ñ0(x′). Let Ñ∗0 = maxx′∈X̃0 Ñ0(x
′). Then for
all n > Ñ∗0 , VOIn(x
′) < ξ for any x′ ∈ X̃0.




, VOIn(xn) < ξ, which contradicts that
VOInj(xnj) ≥ ξ for all j. We thus conclude that X̃1 = X. Since the sample path considered
is arbitrary, we conclude that lim infn→∞VOIn(x) = 0 almost surely for all x ∈ X.
By Lemma 10, we have that limn→∞Σn(x) = 0 for all x ∈ X almost surely. By
Lemma 3, we have that δn converges to δ∞ almost surely. Therefore,
lim
n→∞















= |X| almost surely,
where |X| is the cardinality of X.
Now we consider deterministic simulation where σ2s(x) = 0 for all x ∈ X. For
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n = 1, 2, . . ., let the set of alternatives that have been sampled up to stage n be Xn =
{x1,x2, . . . ,xn} For any x ∈ Xn, we have that Σn(x) = 0 and consequently, VOIn(x) = 0.
On the other hand, for any x 6∈ Xn, Σn(x) > 0, which leads to VOIn(x) > 0. As a result,
at each stage, the GPFD chooses only the alternatives that have not been sampled before
and all alternatives will be sampled for once only. After n ≥ |X| stages, Σn(x) = 0 for all
x ∈ X and therefore, En [R(F;µ, d)] = |X|.
123
APPENDIX C
SUPPORTING MATERIALS FOR CHAPTER V
In the Appendix, we present details of the mathematical models that we use in Phase I and
II of our scheduling procedure.
C.1 The Phase I model MI
The model MI is given in Figure C.1. The first constraint in MI ensures that each block
is assigned only one bay with only one start date or outsourced. The second constraint
ensures that for each bay, the sum of areas of assigned blocks to the bay does not exceed
its available area over the entire planning horizon. The third constraint ensures the weights
of assigned blocks in each bay does not exceed its crane capacity. The fourth constraint
ensures that if a bay is not an eligible bay for a block, then the block is never assigned to the
bay. The fifth constraint calculates space utilization U(b, t) and the last constraint ensures
















b∈B d(k, s, b) ≤ 1 ∀k ∈K,∑
k∈K
∑
s∈ST (k) d(k, s, b)× P (k, s, t)× A(k) ≤ TA(b, t) ∀b ∈ B, ∀t ∈ T ,
d(k, s, b)× V (k) ≤ C(b) ∀k ∈K, ∀s ∈ ST (k), ∀b ∈ B,
d(k, s, b) ≤ I(k, b) ∀k ∈K, ∀s ∈ ST (k), ∀b ∈ B,
d(k, s, b) = d̃(k, s, b) ∀k ∈ PA, ∀s ∈ ST (k), ∀b ∈ B,∑
k∈K
∑
s∈ST (k) d(k, s, b)× P (k, s, t)× A(k) = TA(b, t)× U(b, t)
∀b ∈ B, ∀t ∈ T ,
U(b, t) ≤ Ũ ∀b ∈ B, ∀t ∈ T .
Figure C.1: Mixed integer programming model for Phase I, MI
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C.2 The Phase II model MII
The model MII is given in Figure C.2. In MII , the first constraint ensures that each
block has exactly one coordinate assignment and one rotation assignment. The second and
third constraints make the placement decisions of the already existing blocks consistent
with their actual placement information. The remaining constraints make sure that none of





(v,h)∈SC(k) w(k, v, h)× ar(k, v, h)+∑





(v,h)∈SC(k) a(k, v, h) +
∑
(v,h)∈SCr(k) ar(k, v, h) = 1 ∀k ∈NA(b, t),
a(k, v, h) = ã(k, v, h) ∀k ∈ PA(b, t),
ar(k, v, h) = ãr(k, v, h) ∀k ∈ PA(b, t),∑
(v,h)∈SC(k2) h · a(k2, v, h) +
∑
(v,h)∈SC(k2) h · ar(k2, v, h)
−
∑
(v,h)∈SC(k1) h · a(k1, v, h)−
∑
(v,h)∈SC(k1) h · ar(k1, v, h)r
≥ W (k1) · hc(k1, k2)−M · [1− hc(k1, k2)]
∀k1, k2 ∈ SB(b, t), k1 6= k2,∑
(v,h)∈SC(k2) h · a(k2, v, h) +
∑
(v,h)∈SC(k2) h · ar(k2, v, h)
−
∑
(v,h)∈SC(k1) h · a(k1, v, h)−
∑
(v,h)∈SC(k1) h · ar(k1, v, h)
≥ L(k1) · hcr(k1, k2)−M · [1− hcr(k1, k2)]
∀k1, k2 ∈ SB(b, t), k1 6= k2,∑
(v,h)∈SC(k2) v · a(k2, v, h) +
∑
(v,h)∈SC(k2) v · ar(k2, v, h)
−
∑
(v,h)∈SC(k1) v · a(k1, v, h)−
∑
(v,h)∈SC(k1) v · ar(k1, v, h)
≥ L(k1) · vc(k1, k2)−M · [1− vc(k1, k2)]
∀k1, k2 ∈ SB(b, t), k1 6= k2,∑
(v,h)∈SC(k2) v · a(k2, v, h) +
∑
(v,h)∈SC(k2) v · ar(k2, v, h)
−
∑
(v,h)∈SC(k1) v · a(k1, v, h)−
∑
(v,h)∈SC(k1) v · ar(k1, v, h)
≥ W (k1) · vcr(k1, k2)−M · [1− vcr(k1, k2)]
∀k1, k2 ∈ SB(b, t), k1 6= k2,∑
k2∈SB(b,t),k1 6=k2 [hc(k1, k2) + vc(k1, k2)] ≤M ·
∑∑
a(k1, v, h),∑
k2∈SB(b,t),k1 6=k2 [hcr(k1, k2) + vcr(k1, k2)] ≤M ·
∑∑
ar(k1, v, h),
hc(k1, k2) + hcr(k1, k2) + vc(k1, k2) + vcr(k1, k2) ≥ 1
∀k1, k2 ∈ SB(b, t), k1 6= k2.
Figure C.2: Integer programming model for Phase II, MII
125
REFERENCES
[1] D. Goldsman and B. L. Nelson, “Comparing systems via simulation”, in Handbook
of Simulation - Principles, Methodology, Advances, Applications, and Practice, J.
Banks, Ed. John Wiley & Sons, 1998, ch. 8, pp. 273–306.
[2] S.-H. Kim and B. L. Nelson, “Selecting the best system”, in Simulation, S. G. Hen-
derson and B. L. Nelson, Eds., ser. Handbooks in Operations Research and Manage-
ment Science. Elsevier, 2006, vol. 13, ch. 17, pp. 501–534.
[3] A. M. Law and W. D. Kelton, Simulation modeling and analysis, 3rd ed., ser. McGraw-
Hill series in industrial engineering and management science. McGraw-Hill, 2003.
[4] L. J. Hong, B. L. Nelson, and J. Xu, “Discrete optimization via simulation”, in Hand-
book of Simulation Optimization, M. C. Fu, Ed. Springer New York, 2015, ch. 2,
pp. 9–44.
[5] J. R. Swisher, S. H. Jacobson, and E. Yücesan, “Discrete-event simulation optimiza-
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[12] C.-H. Chen, J. Lin, E. Yücesan, and S. E. Chick, “Simulation budget allocation for
further enhancing the efficiency of ordinal optimization”, Discrete Event Dynamic
Systems, vol. 10, no. 3, pp. 251–270, 2000.
[13] C.-H. Chen, D. He, M. Fu, and L. H. Lee, “Efficient simulation budget allocation
for selecting an optimal subset”, INFORMS Journal on Computing, vol. 20, no. 4,
pp. 579–595, 2008.
[14] M. C. Fu, J.-Q. Hu, C.-H. Chen, and X. Xiong, “Simulation allocation for determin-
ing the best design in the presence of correlated sampling”, INFORMS Journal on
Computing, vol. 19, no. 1, pp. 101–111, 2007.
[15] S. Gao and L. Shi, “Selecting the best simulated design with the expected opportu-
nity cost bound”, IEEE Transactions on Automatic Control, vol. 60, no. 10, pp. 2785–
2790, 2015.
[16] D. He, S. E. Chick, and C. H. Chen, “Opportunity cost and ocba selection procedures
in ordinal optimization for a fixed number of alternative systems”, IEEE Transac-
tions on Systems, Man, and Cybernetics, vol. 37, no. 5, pp. 951–961, 2007.
[17] S. E. Chick, “Subjective probability and bayesian methodology”, in Simulation, S. G.
Henderson and B. L. Nelson, Eds., ser. Handbooks in Operations Research and Man-
agement Science. Elsevier, 2006, vol. 13, pp. 225–257.
[18] S. E. Chick and K. Inoue, “New two-stage and sequential procedures for selecting
the best simulated system”, Operations Research, vol. 49, no. 5, pp. 732–743, 2001.
[19] P. I. Frazier and W. B. Powell, “The knowledge-gradient stopping rule for ranking
and selection”, in Proceedings of the 2008 Winter Simulation Conference, 2008,
pp. 305–312.
[20] P. I. Frazier and A. M. Kazachkov, “Guessing preferences: A new approach to multi-
attribute ranking and selection”, in Proceedings of the 2011 Winter Simulation Con-
ference, 2011, pp. 4319–4331.
[21] P. I. Frazier, J. Xie, and S. E. Chick, “Value of information methods for pairwise
sampling with correlations”, in Proceedings of the 2011 Winter Simulation Confer-
ence, 2011, pp. 3974–3986.
127
[22] P. I. Frazier, W. B. Powell, and S. Dayanik, “A knowledge-gradient policy for se-
quential information collection”, SIAM Journal on Control and Optimization, vol. 47,
no. 5, pp. 2410–2439, 2008.
[23] ——, “The knowledge-gradient policy for correlated normal beliefs”, INFORMS
Journal on Computing, vol. 21, no. 4, pp. 599–613, 2009.
[24] J. Xie, P. I. Frazier, and S. E. Chick, “Bayesian optimization via simulation with
pairwise sampling and correlated prior beliefs”, Operations Research, vol. 64, no. 2,
pp. 542–559, 2016.
[25] J. Branke, S. E. Chick, and C. Schmidt, “Selecting a selection procedure”, Manage-
ment Science, vol. 53, no. 12, pp. 1916–1932, 2007.
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