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Abstract
Several mathematical and physical aspects of waves on a finite background are re-
ported in this article. The evolution of the complex wave packet envelope of these
type of waves is governed by the focussing-type of the nonlinear Schro¨dinger (NLS)
equation. The NLS equation admits a number of exact solutions; in this article, we
only discuss waves on finite background type of solutions that have been proposed as
theoretical models for freak wave events. Three types of waves on finite background
considered in this article are known as the Soliton on Finite Background (SFB), the Ma
solution and the rational solution. In particular, two families of the SFB solutions de-
serve our special attention. These are SFB1 and SFB2, where the latter one belongs to
higher order waves on finite background type of solution. These families of solutions
describe the Benjamin-Feir modulational instability phenomenon, which has been ver-
ified theoretically, numerically and experimentally as the phenomenon that a uniform
continuous wave train is unstable under a very long modulational perturbations of its
envelope.
A distinct difference between the two families of solutions can be observed in the
spectral domain, where SFB1 has one pair of initial side-bands and SFB2 has two
pairs of initial side-bands within the interval of instability. The relationship between
SFB1 and SFB2 are explained and some important physical characteristics of the two
solutions are discussed. These include the amplitude amplification factor, the spa-
tial evolution of complex-valued envelopes, their corresponding physical wave fields
and the evolution of the corresponding wave signals. Interestingly, wavefront disloca-
tion and phase singularity are observed in both families of the solution with different
patterns, depending on the value of the modulation wavelength and on the choice of
parameters in SFB2.
2008 PACS: 02.30.Jr; 05.45.Yv; 46.40.Cd; 52.35.Mw
Keywords: waves on finite background; Benjamin-Feir modulational instability; displaced phase-
amplitude variables; wavefront dislocation; phase singularity.
1 Introduction
The theory of waves has a long history since the time of Issac Newton (1643-1727) when
he worked in optics to explain the diffraction of light. The content of this article is mainly
concerned with the applications in water waves, although relevant applications in optics and
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other fields can be considered as well. An excellent overview of the origins and the devel-
opment of water wave theory can be found in (Craik, 2004). Furthermore, Craik (2005)
provides a thorough examination of Stokes’ papers and letters concerning water waves as
well as on how Stokes (1819-1903) built on the earlier foundations to establish a definite
theory of linear and weakly nonlinear waves.
Particularly we are interested in the motion of nonlinear and dispersive waves governed
by an evolution equation. In this context, dispersion generally refers to frequency disper-
sion, which means that waves of different wavelength travel at different phase velocities.
Nonlinear means that the combination of waves does not satisfy the superposition princi-
ple. A governing equation that deserves our attention is the nonlinear Schro¨dinger (NLS)
equation. It is a partial differential equation which has applications in various areas of
physical, biological and engineering sciences. The NLS equation is a nonlinear version
of the Schro¨dinger equation, an equation that describes how quantum state of a physical
system varies. The equation is named after an Austrian-Irish physicist Erwin Schro¨dinger
(1887-1961) who proposed the equation in 1926 (Schro¨dinger, 1926).
The NLS equation is also known as the cubic Schro¨dinger equation since the nonlin-
earity is of order three. Based on nonlinearity classification, others called it as the NLS
equation with Kerr law nonlinearity (Biswas and Konar, 2007), and the name is based on
a Scottish physicist John Kerr (1824-1907). Together with the Korteweg-de Vries equation
and the sine-Gordon equation, the NLS equation belongs to the classical soliton equations.
Each one of these three and many other completely integrable equations possesses solu-
tions with soliton properties. A brief history on solitons can be found in (Scott, 2005). An
extensive discussion on the classical soliton equations and their applications are given in
(Scott, 2003).
2 Nonlinear Dispersive Wave Equation
This section discusses the NLS equation as a governing equation for the evolution of our
waves on finite background. An overview of the Benjamin-Feir modulational instability
phenomenon and the stability analysis of the plane-wave solution of the NLS equation are
also explained in this section.
2.1 The Nonlinear Schro¨dinger Equation
The NLS equation describes the evolution of the envelope of nonlinear and dispersive
wave packets. As mentioned above, it plays a vital role in many applied fields, includ-
ing fluid dynamics, nonlinear optics, plasma physics and protein chemistry. For applica-
tions in hydrodynamics of nonlinear envelope waves, see e.g. (Benney and Newell, 1967;
Newell, 1974; Whitham, 1974; Yuen and Lake, 1982; Johnson, 1997), in nonlinear op-
tics, see e.g. (Kelley, 1965; Talanov, 1965; Karpman and Kruskal, 1969; Hasegawa and
Tappert, 1973; Akhmediev and Ankiewicz, 1997; Agrawal, 2001), the propagation of a
heat pulse in a solid (Tappert and Varma, 1970), in plasma physics, see e.g. (Taniuti and
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Washimi, 1968; Ichikawa et al., 1972; Shimizu and Ichikawa, 1972; Zakharov, 1972; Kaku-
tani and Sugimoto, 1974; Ichikawa, 1979), nonlinear instability problems (Stewartson and
Stuart, 1971; Nayfeh and Saric, 1971), the propagation of solitary waves in piezoelectric
semiconductors (Pawlik and Rowlands, 1975), protein chemistry (Daniel and Latha, 2002),
see also (Davydov, 1973) for the quantum theory of contraction of α-helical proteins under
their excitation.
The NLS equation was first discussed and pioneered by Benney and Newell (1967) for
nonlinear dispersive waves in general. Later on, it was re-derived independently by Za-
kharov (1968) using a spectral method in the context of gravity waves on deep water. Fur-
ther, Hasimoto and Ono (1972) and Davey (1972) derived the NLS equation for finite depth
independently using multiple scale methods. In addition, Yuen and Lake (1975) derived
it using the averaged Lagrangian formulation from Whitham’s theory (Whitham, 1965a).
Zakharov and Shabat (1972) developed an ingenious inverse scattering method to show
that the NLS equation is completely integrable. Moreover, a heuristic derivation of the
NLS equation has been given by several authors (Kadomtsev and Karpman, 1971; Karp-
man, 1975; Jeffrey and Kawahara, 1982; Dingemans, 1997; Dingemans and Otta, 2001).
A similar derivation of the spatial NLS equation can be found in (Djordjevic´ and Re-
dekopp, 1978), but under an assumption of slowly varying bottom.
The NLS equation describing the slow modulation of a harmonic wave moving over a
surface of a two dimensional channel is derived using the multiple scale method by Johnson
(1976) and Johnson (1997). The derivation through perturbation theory, including a discus-
sion on the Korteweg-de Vries (KdV)-induced long wave pole in the nonlinear coefficient
of the NLS equation, resonance effects and numerical illustrations can be found in (Boyd
and Chen, 2001). Furthermore, the derivation from the KdV type of equation with exact
dispersion relation is given by Van Groesen (1998) and Cahyono (2002). In this article,
we will consider, different from most of the other cited papers, the NLS equation as the
focusing and spatial type of equation since this it is more suitable for freak wave generation
in a hydrodynamic laboratory (Karjanto, 2006).
The NLS equation that will be discussed in this article is given by
∂ξA+ iβ∂
2
τA+ iγ|A|2A = 0. (1)
That it is of focusing type is a consequence if the coefficients of the dispersive term and the
nonlinear term have the same sign, i.e., βγ > 0. The spatial type of equation is specified
by a partial derivative in space of the evolution term, i.e. ∂ξA and the dispersive term
has the second partial derivative in time. i.e., ∂2τA.
1 In (1), A(ξ, τ) is a complex-valued
function describing the amplitude of the corresponding wave packet η(x, t), where ξ and
τ are variables related to the physical variables space x and time t. The wave packet η
1If the coefficients of the dispersive term and the nonlinear term have the opposite sign, i.e., βγ < 0, then
we have the defocusing type of NLS equation. Literature generally refers to the NLS equation as the temporal
type, given as ∂τA+iβ∂2ξA+iγ|A|2A = 0. Opposite to the spatial type of NLS equation, this type of equation
has a time derivative of the evolution term, i.e. ∂τA and the second derivative in space of the dispersive term,
i.e., ∂2ξA.
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describes a wave surface elevation from an equilibrium and describes a physical wave field
in the xt-plane, related to the complex-valued amplitude as follows:
η(x, t) = A(ξ, τ)ei(k0x−ω0t) + higher order terms + complex conjugate. (2)
In this context, η satisfies the KdV type of equation with exact dispersion relation, given by
Van Groesen (1998):
∂tη + iΩ(−i∂x)η + αη∂xη = 0, α ∈ R. (3)
Applying the multiple scale method with ξ = 2x and τ = (t−x/Ω′(k0)), substituting (2)
into (3) will give us the NLS equation (1). In the following subsection, we will see that the
simplest nontrivial solution of the NLS equation is unstable under a very long modulational
perturbation.
2.2 Benjamin-Feir Modulational Instability
The simplest nontrivial solution of the NLS equation is a uniform continuous wave train,
also known as the ‘plane-wave’ solution. Explicitly it is given byA0(ξ) = r0e−iγr
2
0ξ, where
r0 is a constant. This essentially represents the fundamental component of a Stokes wave.
It has been verified theoretically, numerically, experimentally that this solution is unstable
under a very long modulational perturbation of its envelope. This phenomenon is known
as ‘modulational instability’ or ‘sideband instability’ or ‘Benjamin-Feir instability’ in the
context of water waves (Benjamin and Feir, 1967). They established analytically using a
perturbation approach that progressive waves of finite amplitude on deep water, also known
as Stokes waves, are unstable. Benjamin and Feir (1967) also reported experimental data
in fairly good agreement with the predictions regarding the wavenumber and growth rate of
the instability. A fine overview of the history of T. Brooke Benjamin (1929-1995) and his
contributions to nonlinear wave theory is presented by Hunt (2005).
A similar independent result on modulational instability is observed in nonlinear liquids
by Bespalov and Talanov (1966). The instability of weakly nonlinear waves in dispersive
media has been investigated (Lighthill, 1965; Whitham, 1965b; Lighthill, 1967; Benjamin,
1967; Ostrovsky, 1967; Whitham, 1967; Zakharov, 1967). Much other research, later on,
shows that modulational instability is observed in almost any field of wave propagation
in nonlinear media (Dodd et al., 1982; Newell, 1985; L’vov, 1994; Remoissenet, 1999),
including plasma physics (Taniuti and Washimi, 1968; Hasegawa, 1970), nonlinear optics
(Karpman and Kruskal, 1969; Hasegawa and Brinkman, 1980; Tai et al., 1986; Hasegawa
and Kodama, 1995; Agrawal, 2001) and quite recently in Bose-Einstein condensates (Wu
and Niu, 2001; Konotop and Salerno, 2002; Smerzi et al., 2002; Baizakov et al., 2002;
Salasnich et al., 2003). Modulational instability is also observed in even more complex
settings such as spinor Bose-Einstein condensates (Robins et al., 2001) and in the presence
of traps and time-dependent potentials (Theocharis et al., 2003). It is interesting to note
that although there has been a continued research activity of modulational instability in
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many other fields since the 1960s and the 1970s down to this date, the phenomenon in
Bose-Einstein condensates started being a topic of major interest only in the 2000s.
The references given in this paragraph refer to the temporal NLS equation instead. The
long time behaviour of the modulational instability of the NLS equation is investigated in
(Janssen, 1981). The results are in qualitative agreement with experimental findings of
(Lake et al., 1977) and the numerical computation of (Yuen and Ferguson, 1978a; Yuen and
Ferguson, 1978b). Their works show that unstable modulations grow to a maximum limit
and then subside. The energy is transferred from the primary wave to the sidebands for a
certain period of time and is then recollected back into the primary wave mode. The long
time evolution of an unstable wave train leads to a series of modulation-demodulation cy-
cles in the absence of viscosity, known as the ‘Fermi-Pasta-Ulam recurrence’ phenomenon
(Fermi et al., 1955). An alternative treatment of the Benjamin-Feir instability mechanism of
the two-dimensional Stokes waves on deep water was given by (Stuart and DiPrima, 1978).
Regarding the effect of dissipation, Segur et al. (2005) show that any amount of a certain
type of dissipation stabilises the Benjamin-Feir instability for waves with narrow bandwidth
and moderate amplitude. On the other hand, Bridges and Dias (2007) recently show that
there is an overlooked mechanism whereby the addition of dissipation leads to an enhance-
ment of the Benjamin-Feir instability.
To investigate the stability of the plane-wave solution of the NLS equation, we substitute
A(ξ, τ) = A0(ξ)[B0 + B(ξ, τ)] into the NLS equation (1), where B0 = eiφ0 ∈ C is
the phase of the plane-wave for ξ → −∞ and B(ξ, τ) is a perturbation function.2 The
corresponding linearized equation is obtained by neglecting higher order terms and it reads
B∗0∂ξB + iβB
∗
0∂
2
τB + iγr
2
0(B
∗
0B +B0B
∗) = 0, (4)
where B∗(ξ, τ) denotes the complex conjugate of the perturbation function B(ξ, τ). We
seek an Ansatz for the perturbation function in the formB(ξ, τ) = B1e(σξ+iντ)+B2e(σ
∗ξ−iντ),
where B1, B2 ∈ C, σ is a growth rate and ν is the modulation frequency. Substituting this
Ansatz into the linear equation (4), we obtain a set of two equations:(
[σ − i(βν2 − γr20)]e−iφ0 iγr20eiφ0
−iγr20e−iφ0 [σ + i(βν2 − γr20)]eiφ0
)(
B1
B∗2
)
=
(
0
0
)
. (5)
Requiring the determinant of the matrix above to be zero, we have the condition σ2 =
2βγr20ν
2 − ν4. The coefficient σ is real for sufficiently small ν, and is then the growth rate
of the instability. The growth rate σ > 0 is given by σ = ν
√
2βγr20 − β2ν2. Defining a
normalized modulation frequency ν˜ by ν = r0
√
γ/βν˜, the growth rate σ becomes σ =
γr20σ˜, with σ˜ = ν˜
√
2− ν˜2. Note that for instability, the normalized modulation frequency
has to be in the instability interval 0 < ν˜ <
√
2. The maximum instability occurs at ν˜ = 1
with a maximum growth rate of σ˜max = 1.
From the above two equations for B1 and B2 (5), we obtain (B1e−iφ0)/(B∗2eiφ0) =
(ν˜2 − 1)− iσ˜. Taking the modulus of this ratio, we have |B1/B∗2 | = 1. Since |B2| = |B∗2 |,
2A similar analysis can be done if one chooses B0 = 1. In our case, we choose B0 as a unit complex
number in order to match the phase with the analysis obtained from the SFB.
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Figure 1: The growth rate σ˜ as a function of the modulation frequency ν˜, where 0 < ν˜ <
√
2. The
maximum growth rate is reached when ν˜ = 1.
we have also |B1| = |B2|. Therefore we write Bj = |Bj |eiφj , j = 1, 2, where φ1 and
φ2 are the phases corresponding to the lower and upper sideband frequencies, respectively.
The phase relationship is given as follows:
ei(φ1+φ2−2φ0) = (ν˜2 − 1)− iσ˜. (6)
From the following section, we discover that the phase of the sideband frequencies is equal,
φ1 = φ2 and the phase of the plane-wave is given by eiφ0 = ν˜2 − 1 + iσ˜. This implies
ei(φ1−φ0) = ν˜2 − iσ˜ and eiφ1 = ν˜2 + iσ˜. (7)
The solution A which describes the instability of the plane-wave solution now reads
A(ξ, τ) = A0(ξ)
[
eiφ0 + 2|B1|eiφ1eσξ cos(ντ)
]
. (8)
We see that for ξ → ∞, this solution grows exponentially in space. This is the linear in-
stability of the Benjamin-Feir modulated wave signal. Because of nonlinear effects from
the cubic term that have been ignored in the analysis above, this growth is unbounded. In
the following section, we will see that a fully nonlinear extension of the Benjamin-Feir
instability can be found, it is bounded and is given by the SFB. For a very long modula-
tion wavelength, namely when the modulation frequency ν → 0, it is given by a rational
solution.
3 Waves on Finite Background
The type of waves on finite background in the context of this paper refers to exact solutions
of the NLS equation which asymptotically become the plane-wave solution for either ξ →
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±∞ or τ → ±∞. Since the amplitude of the plane-wave solution remains finite in space
and time and forms the background for these exact solutions, these solutions are called
‘waves on finite background’. However, several authors refer to this type of solutions as
‘breather solutions’ (Tajiri and Watanabe, 1998; Dysthe and Trulsen, 1999; Grimshaw et al.,
2001). The term ‘breather’ was introduced by (Ablowitz et al., 1973; Ablowitz et al., 1974)
in the context of the sine-Gordon equation since its solution has the characteristic property
of being localised in space and oscillate (breath) in time. The opposite situation, oscillations
in space and localised in time, is also denoted as a breather. It is interesting to note that only
the focusing type of the NLS equation possesses the breather solutions, while the defocusing
type does not possess such type of solutions.
There are a number of methods to find the exact solutions of the NLS equation that are
waves on finite background type solution. For instance, (Akhmediev and Ankiewicz, 1997)
propose a method of finding all exact solutions using a phase-amplitude transformation,
constructing a system of ordinary differential equations and implementing a certain inte-
gration procedure. A derivation using Hirota’s method and associating it with the dark-hole
soliton solutions of the defocusing NLS equation can be found in (Ablowitz and Herbst,
1990; Calini and Schober, 2002). This method is invented by Ryogo Hirota to find multi-
soliton solutions of the KdV equation and the exponential lattice equation (Hirota, 1971).
Remarkably, it has also provided a method for clarifying the relationship between nonlinear
equations and how to find entirely new equations which also possess multi-soliton solutions.
Finding waves on finite background using the technique of inverse scattering transform can
be found in (Osborne et al., 2000; Osborne, 2001). In the following subsection, we de-
rive the waves on finite background type of solutions using a displaced phase-amplitude
representation.
3.1 Displaced Phase-Amplitude Representation
One of a very recent method in finding waves on finite background solutions of the NLS
equation is the ‘displaced phase-amplitude’ method (Van Groesen et al., 2006). The authors
introduced displaced phase and displaced amplitude variables, apply the variational formu-
lation approach to explain the method and present an interesting analogy of a nonlinear
oscillator equation with the corresponding potential equation that depends on the position.
In the following paragraphs, we will derive the waves on finite background solutions using
the displaced phase-amplitude method.
We seek the type of solution of the NLS equation in the form of displaced phase-
amplitude variables, given as follows:
A(ξ, τ) = A0(ξ)[G(ξ, τ)e
iφ(ξ) − 1], (9)
where a real-valued function G(ξ, τ) is referred to as the displaced amplitude and a real-
valued function φ(ξ) which depends only on the spatial variable is referred to as the dis-
placed phase. Since we are interested to waves on finite background type of solution, the
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asymptotic behavior of the solution must be a constant. This constant eventually plays the
role as background for our waves. Thus, with |A0(ξ)| = r0, it will hold that:
lim
ξ→±∞
|A(ξ, τ)| = r0 = lim
τ→±∞ |A(ξ, τ)|. (10)
Substituting (9) into the NLS equation (1), we obtain two equations that correspond to
the real and the imaginary parts, respectively given by:
∂ξG cosφ+ γr
2
0G
2 sin 2φ− [Gφ′(ξ) + β∂2τG+ γr20G3] sinφ = 0
∂ξG sinφ− γr20G2(2 cos2 φ+ 1) + [Gφ′(ξ) + β∂2τG+ γr20G(G2 + 2)] cosφ = 0.
Multiplying the real part by cosφ and the imaginary part by sinφ and adding both equations,
will give a Riccati-like equation for the displaced amplitude G:
∂ξG+ γr
2
0 sin 2φG− γr20 sinφG2 = 0. (11)
Solving this equation leads us to the conclusion that G can be written in a special form. By
letting G = 1/H , equation (11) becomes a first order linear differential equation in H:
∂ξH − γr20 sin 2φH + γr20 sinφ = 0. (12)
Let us take P˜ (ξ) = exp
(−γr20 ∫ sin 2φ(ξ) dξ) as the integrating factor, multiply it to (12)
and integrate the result with respect to ξ, we obtain the solution for H:
H(ξ, τ) =
−γr20
∫
P˜ (ξ) sinφ(ξ) dξ − ζ(τ)
P˜ (ξ)
=
Q˜(ξ)− ζ(τ)
P˜ (ξ)
, (13)
where −ζ(τ) is a constant of integration that depends on τ and Q˜(ξ) denotes the term
with the integral sign. Assuming that the displaced phase φ(ξ) is an invertible function,
we can write ξ = ξ(φ) and drop the tilde signs to indicate that P = P (φ) and Q = Q(φ).
Consequently, the displaced amplitudeG is now written as a function of the displaced phase
φ and the temporal variable τ as follows:
G(φ, τ) =
P (φ)
Q(φ)− ζ(τ) . (14)
We will observe in the following subsections that by choosing three different functions
of the constant of integration ζ(τ) will lead to three different waves on finite background
solutions of the NLS equation.
On the other hand, multiplying the real part by sinφ and the imaginary part by cosφ,
subtracting one from the other we obtain a nonlinear oscillator equation for the displaced
amplitude G:
β∂2τG+ (φ
′(ξ) + 2γr20 cos
2 φ)G− 3γr20 cosφG2 + γr20G3 = 0. (15)
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In deriving the waves on finite background type of solutions, we will compare this equation
with the second order differential equation for G after choosing a particular function of
ζ(τ). Choosing ζ(τ) = cos(ντ) yields the SFB, choosing ζ(τ) = cosh(µτ) yields the Ma
solution and choosing ζ(τ) = 1− 12ν2τ2 or ζ(τ) = 1 + 12µ2τ2 yields the rational solution.
The nonlinear oscillator equation (15) can also be written as follows:
β
∂2G
∂τ2
+
∂V
∂G
= 0 (16)
where V denotes the potential energy. It is a quartic function of the displaced amplitude
and is expressed as:
V (G,φ) =
1
2
φ′(ξ)G2 +
1
4
γr20G
2(G− 2 cosφ)2. (17)
The total energy has a constant value and is given by:
E(G,φ) =
1
2
β
(
∂G
∂τ
)2
+ V (G,φ). (18)
Interestingly, for all three types of the waves on finite background solutions considered in
this article, the total energy for the displaced phase-amplitude representation is zero, i.e.
E(G,φ) = 0 for all (ξ, τ) ∈ R2 for the SFB, the Ma solution and the rational solution.
3.2 Soliton on Finite Background
For the choice of ζ(τ) = cos(ντ), the corresponding family of waves on finite background
is known as the SFB (Akhmediev et al., 1987). The variable ν denotes the modulation
frequency, and for the normalized quantity ν˜ = ν/
(
r0
√
γ
β
)
, the SFB is well defined for
0 < ν˜ <
√
2. With this choice of ζ, the corresponding differential equation for G reads:
∂2τG = −ν2G+ 3ν2
Q
P
G2 + 2ν2
1−Q2
P 2
G3.
By comparing with (15), the solution (14) is obtained withP (φ) = ν˜2Q(φ)/ cosφ,Q2(φ) =
2 cos2 φ/(2 cos2 φ− ν˜2) and the displaced phase satisfies
tanφ(ξ) = − σ˜
ν˜2
tanh(σξ) (19)
where σ˜ = ν˜
√
2− ν˜2 and σ = γr20σ˜ is a positive quantity corresponding to the growth rate
of the Benjamin-Feir modulational instability. The displaced amplitude G is given by:
G(φ(ξ), τ) =
ν˜2
√
2√
2 cosφ−
√
2 cos2 φ− ν˜2 cos(ντ) (20)
=
ν˜
√
2
√
2ν˜2 cosh2(σξ)− σ˜2
ν˜
√
2 cosh(σξ)− σ˜ cos(ντ) . (21)
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Figure 2 shows plots of the corresponding displaced amplitude (21) for ν˜ =
√
1/2 and
the corresponding displaced phase (19) for several values of ν˜. The displaced amplitude is
simply G = 1 for ξ → ±∞. Then it becomes modulated as the position progresses and
eventually the middle part grows at a faster rate than the side parts decrease. It reaches
its maximum at ξ = 0. For the displaced phase, we observe that the phase difference is
larger between ξ = −∞ and ξ = ∞ for smaller values of modulation frequency ν˜. It is
interesting to note that for all values of the modulation frequency where it is defined, the
displaced phase at ξ = 0 vanishes. As a consequence, the complex-valued amplitude now
reduces into a real-valued amplitude at ξ = 0.
−4 −2 0 2 40
1
2
3
4
τ
G
(a)
−4 −2 0 2 4
−1
0
1
ξ
φ(ξ)
(b)
Figure 2: (a). Sketch of the corresponding displaced amplitude of the SFB solutionG for ν˜ =
√
1/2
at different positions: ξ = 0 (heavy dotted), ξ = ±1/2 (light dotted), ξ = ±1 (dashed-dot), ξ = ±2
(dashed) and ξ → ±∞ (solid). (b). Sketch of the displaced phase φ for different values of ν˜:
ν˜ =
√
3/2 (solid), ν˜ = 1 (dashed), ν˜ =
√
1/2 (dashed-dot) and ν˜ → 0 (dotted).
3.2.1 Physical Characteristics
The corresponding solution of the NLS equation (9) with maxima at (ξ, τ) = (0, 2npi/ν),
n ∈ Z can then be written after some manipulations as:
A(ξ, τ) = A0(ξ)
 ν˜2 cosh(σξ)− iσ˜ sinh(σξ)
cosh(σξ)−
√
1− 12 ν˜2 cos(ντ)
− 1
 . (22)
In particular, Ablowitz and Herbst (1990) called this solution as a ‘homoclinic orbit’ solu-
tion of the NLS equation. In particular, for ν˜ = 1, Osborne et al. (2000) called it a ‘rogue
wave’ solution. To honor the author who discovered this solution, Dysthe and Trulsen
(1999) called it as the ‘Akhmediev solution’. In this article, we call it the SFB.
The name SFB comes from the characteristics of its complex-valued amplitude plot.
At a fixed time, particularly when it reaches its maxima, τ = 2npi/ν, n ∈ Z, this SFB
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has a soliton shape but for ξ → ±∞, it goes to a finite background of the plane-wave
solution A0. At a fixed position, the SFB is periodic in time and its periodicity depends
on the modulation frequency ν, which is given by 2pi/ν. Thus, the smaller the modulation
frequency, or the longer the modulation wavelength for the Benjamin-Feir initial signal, the
longer its period will be. For ν → 0, the SFB reduces into the rational solution, which we
will discuss in Subsection 3.4.
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Figure 3: (a). A three-dimensional plot of the absolute value of the SFB for the modulation fre-
quency ν˜ = 1/2, the dispersion and the nonlinear coefficients of the NLS equation are taken to be
1, i.e. β = 1 = γ. (b). A density plot of the corresponding physical wave field.
As an illustration, Figure 3(a) shows a three-dimensional plot of |A(ξ, τ)| for ν˜ = 1/2.
This plot represents the envelope of the wave signal that travels in the space variable ξ. We
can observe that if it is viewed from the ξ-axis, this envelope has a soliton-like form with
a non-vanishing background for ξ → ±∞. If it is viewed from the τ -axis, the envelope is
periodic with ‘mountain-like’ profile and ‘valley-like’ profile come after one another for all
τ ∈ R. Osborne et al. (2000) call these ‘rogue waves’ envelope and ‘holes’, respectively.
The corresponding physical wave field of any complex-valued amplitude of the NLS equa-
tion is given by (2). Figure 3(b) illustrates a density plot of the SFB physical wave field
η(x, t) excluding higher order terms for wavenumber k0 = 2pi. A suitably chosen velocity
is used to show it in a moving frame of reference. It is interesting to note that the wave field
shows ‘wavefront dislocation’ where waves are merging and splitting as they travel along
the x-axis. Although SFB is defined for 0 < ν˜ <
√
2, wavefront dislocation only occurs
for 0 < ν˜ ≤ √3/2. This means that there is no wavefront dislocation for modulation
frequency
√
3/2 < ν˜ <
√
2. Thus, wavefront dislocation occurs in more than 86% of
the modulation frequency interval. More explanation for wavefront dislocation in surface
water waves can be found in (Karjanto and van Groesen, 2007). The concept of wavefront
dislocation is originally introduced by Nye and Berry (1974) to explain the experimentally
observed appearance and disappearance of crest and trough pairs in a wave field.
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Figure 4: The corresponding SFB wave signal (solid) and its envelope (dashed) for two different
values of modulation frequency and at different positions. (a). ν˜ =
√
1/2 at x = −10; (b). ν˜ = 4/3
at x = −20; (c). ν˜ = √1/2 at x = 0 and (d). ν˜ = 4/3 at x = 0.
A further illustration on the corresponding physical wave field of the SFB is presented
in Figure 4. SFB wave signals and their envelopes for two different modulation frequencies
and different positions are depicted in this figure. We observe that the initial modulated
wave signals at sufficiently far distance from x = ξ = 0 (Figure 4(a) and 4(b)), develop
into relatively large and extreme wave signals at x = 0 (Figure 4(c) and 4(d)). We call these
SFB wave signals at x = 0 the ‘extreme wave signals’ and the position x = 0 the ‘extreme
position’. Moreover, for modulation frequency ν˜ =
√
1/2, or for any value within the
interval 0 < ν˜ ≤ √3/2, the envelope of the wave signal vanishes at the extreme position
and at two points within one modulation period. See Figure 4(c). This is known as ‘phase
singularity’, which is closely related to wavefront dislocation we mentioned earlier. On the
other hand, for ν˜ = 4/3, or for any value within the interval
√
3/2 < ν˜ <
√
2, the envelope
of the extreme wave signal remains positive for all time. See Figure 4(d). Therefore we do
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not observe phase singularity or wavefront dislocation for the modulation frequency within
that particular interval.
3.2.2 Potential Energy Function
Let us return again to our nonlinear oscillator equation (16) for the displaced amplitude G.
For SFB, the corresponding potential energy function is given by (17), where the displaced
phase satisfies the following expressions:
cosφ(ξ) =
ν˜2 cosh(σξ)√
2ν˜2 cosh2(σξ)− σ˜2
(23)
and φ′(ξ) =
−γr20ν˜2σ˜2
2ν˜2 cosh2(σξ)− σ˜2 . (24)
At ξ = 0, cosφ(0) = 1 and φ′(0) = −γr20(2− ν˜2), and thus the potential energy function
becomes
V (G,φ(0)) = −1
2
γr20(2− ν˜2)G2 +
1
4
γr20G
2(G− 2)2. (25)
For ξ → ±∞, limξ→±∞ cosφ(ξ) = ν˜/
√
2 and limξ→±∞ φ′(ξ) = 0, and the potential
energy function has asymptotic values
lim
ξ→±∞
V (G,φ(ξ)) =
1
4
γr20G
2(G− ν˜
√
2)2. (26)
Figure 5 shows the plot of the potential energy function V as a function of the displaced
amplitude G for ν˜ = 1 at several positions. We observe that for ξ → ±∞, the minimum
value of the potential energy is zero and is reached when G =
√
2. The potential energy
reaches its lowest minimum value at ξ = 0 when G = 12(3 +
√
5) ≈ 2.618.
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Figure 5: Sketch of the SFB potential energy function V as a function of the displaced amplitude G
for ν˜ = 1 at different positions: ξ = 0 (solid), ξ = ±1/2 (dashed-dot) and ξ → ±∞ (dashed).
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3.2.3 Asymptotic Behaviour
It has been mentioned in the previous section that the SFB is a nonlinear extension of the
Benjamin-Feir modulational instability. Now we would like to confirm that the asymptotic
behaviour of the SFB for ξ → ±∞ is indeed given by the Benjamin-Feir linear instability
of a modulated wave signal. For ξ → ±∞, the SFB (22) simply becomes the plane-wave
solution with an additional phase φ0. So, the asymptotic behaviour of the SFB at the lowest
order is given by:
lim
ξ→±∞
A(ξ, τ) = A0(ξ)e
∓iφ0 ,
where eiφ0 = ν˜2 − 1 + iσ˜. Thus, there is a phase shift of 2φ0 during the evolution from
ξ = −∞ to ξ =∞. However, in order to confirm the Benjamin-Feir initial signal, we also
would like to know the linear term, namely the term that contains the sideband frequencies
ω0 ± ν.
The derivation given in this paper is only for ξ → −∞. One can apply a similar
procedure to obtain the asymptotic behaviour for ξ →∞. Introduce a new variable y = eσξ
to the SFB (22) without the plane-wave contribution since the plane-wave contributes a fast
oscillation and distract the analysis. Denoting this complex-valued function as F , it reads:
F (y, τ) =
(
(ν˜2 − iσ˜)y2 + ν˜2 + iσ˜
y2 + 1−√4− 2ν˜2 y cos(ντ) − 1
)
. (27)
Since for ξ → −∞, y → 0, the function F (y, τ) can be expanded into a Taylor series about
y = 0 as follows:
F (y, τ) = F (0, τ) + ∂yF (0, τ)y +
1
2
∂2yF (0, τ)y
2 + . . . . (28)
After some simple manipulations we arrive at
F (0, τ) = ν˜2 − 1 + iσ˜, (29)
∂yF (0, τ) =
√
4− 2ν˜2(ν˜2 + iσ˜) cos(ντ). (30)
Therefore, the asymptotic behaviour for the SFB at ξ → ∓∞ is given by
A(ξ, τ) ≈ A0(ξ)
[
e±iφ0 +
√
4− 2ν˜2e±iφ1e±σξ cos(ντ)
]
, (31)
where
tanφ0 =
σ˜
ν˜2 − 1 and tanφ1 =
σ˜
ν˜2
. (32)
We observe that the phases of the sideband frequencies are equal and therefore in the pre-
vious section we concluded that φ1 = φ2 even though initially we were not aware of this
fact. The relationship between modulational instability and the asymptotic behaviour of the
SFB was described already before (Akhmediev and Korneev, 1986).
516 Natanael Karjanto and E. van Groesen
3.3 Ma Solution
For the choice ζ(τ) = cosh(µτ), where µ = r0
√
γ
β µ˜, the corresponding family of waves
on finite background is known as the Ma solution (Ma, 1979). The differential equation for
G becomes:
∂2τG = µ
2G− 3µ2Q
P
G2 − 2µ2 1−Q
2
P 2
G3.
Comparing again with (15), the solution (14) is obtained with P (φ) = −µ˜2Q(φ)/ cosφ,
Q2(φ) = 2 cos2 φ/(2 cos2 φ+ µ˜2) and the displaced phase satisfies
tanφ(ξ) = − ρ˜
µ˜2
tan(ρξ) (33)
where ρ˜ = µ˜
√
2 + µ˜2 and ρ = γr20ρ˜. The displaced amplitude G reads:
G(φ(ξ), τ) = − µ˜
2
√
2√
2 cosφ∓
√
2 cos2 φ+ µ˜2 cosh(µτ)
(34)
=
µ˜
√
2
√
ρ˜2 − 2µ˜2 cos2(ρξ)
µ˜
√
2 cos(ρξ)± ρ˜ cosh(µτ) . (35)
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Figure 6: (a). Sketch of the corresponding displaced amplitude of the Ma solution G for µ˜ = 1/2
at different positions: ξ = 0 (heavy dotted), ξ = pi/(2ρ) (dashed), ξ = 3pi/(4ρ) (dashed-dot),
ξ = 7pi/(8ρ) (light dotted) and ξ = pi/ρ (solid). (b). Sketch of the displaced phase φ for different
values of µ˜: µ˜ = 4 (solid), µ˜ = 1 (dashed), µ˜ = 1/2 (dashed-dot) and µ˜→ 0 (dotted).
Figure 6 shows plots of the corresponding displaced amplitude (35) for µ˜ = 1/2 and
the displaced phase (33) for several values of µ˜ of the Ma solution. The displaced amplitude
shows a periodic behaviour in ξ for a spatial period of 2pi/ρ. It is almost flat at ξ = 2npi/ρ,
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n ∈ Z and it reaches its maximum at ξ = (2n + 1)pi/ρ, n ∈ Z. The displaced phase plots
shown in Figure 6(b) are only sketched for one spatial period. We observe that the smaller
the value of µ˜, the larger the period will be. For µ˜ → 0, the period becomes infinite. The
displaced phase for all µ˜ > 0 vanishes at ξ = 0, and thus the corresponding displaced
amplitude at ξ = 0 becomes a real-valued function.
3.3.1 Physical Characteristics
The corresponding solution of the NLS equation (9) can be written after some manipulations
as:
A(ξ, τ) = A0(ξ)
 −µ˜2 cos(ρξ) + iρ˜ sin(ρξ)
cos(ρξ)±
√
1 + 12 µ˜
2 cosh(µτ)
− 1
 . (36)
This is an explicit expression of the Ma solution. It has maxima at (ξ, τ) = (2npi/ρ, 0),
n ∈ Z. It is periodic in space ξ with spatial period depending on ρ and has a soliton-like
shape in τ . For τ → ±∞, the profile goes to the plane-wave solution as a finite background.
The smaller µ the smaller ρ, and the larger the spatial period. For µ→ 0, similar as the SFB,
the Ma solution also reduces to the rational solution that will be discussed in Subsection 3.4.
But for µ → ∞, the Ma solution becomes the single-soliton or bright-soliton solution of
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Figure 7: (a). A three-dimensional plot of the absolute value of the Ma solution for µ˜ = 1/2, the
dispersion and the nonlinear coefficients of the NLS equation are taken to be 1, i.e. β = 1 = γ. (b).
A density plot of the corresponding physical wave field.
the NLS equation, given explicitly as follows (Akhmediev and Ankiewicz, 1997):
A(ξ, τ) = A0(ξ)
√
2 sech
(
r0
√
γ
β
τ
)
. (37)
As an illustration, Figure 7 shows a three-dimensional plot of the absolute value of the Ma
solution for µ˜ = 1/2 and its corresponding physical wave field shown in a moving frame of
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reference with a suitably chosen velocity. A similar phenomenon of wavefront dislocation
is observed for all values of µ as the waves travel along the x-axis.
Figure 8 shows the corresponding Ma wave signals and their envelopes for µ˜ = 1/2 at
different positions. We observe that at x = 0 the wave signal reaches its highest maximum,
making this one as an extreme wave signal for the Ma solution. As the position progresses,
the middle part of the signal decreases and increases to the state of the plane-wave solution
as a finite background at x = pi/(2ρ). Furthermore, from x = pi/(2ρ) until x = 3pi/(2ρ),
there is a slight increase of the middle part of the signal but it does not really give any
significant contribution. From x = 3pi/(2ρ) until x = 2pi/ρ, the reverse process of the
one from x = 0 till x = pi/(2ρ) occurs. Within this interval, the middle part of the signal
also decreases and increases until it finally reaches its highest maximum at x = 2pi/ρ. A
similar process occurs periodically for a distance of 2pi/ρ in both positive and negative x
directions.
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Figure 8: The corresponding Ma wave signals (solid) and their envelopes (dashed) for µ˜ = 1/2 at
different positions: (a). x = 0; (b). x = pi/(8ρ); (c). x = pi/(4ρ) and (d). x = pi/(2ρ).
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3.3.2 Potential Energy Function
The corresponding potential energy function is also given by (17), where the displaced
phase is given by the following conditions:
cosφ(ξ) =
−µ˜2 cos(ρξ)√
ρ˜2 − 2µ˜2 cos2(ρξ) (38)
and φ′(ξ) =
−γr20µ˜2ρ˜2
ρ˜2 − 2µ˜2 cos2(ρξ) . (39)
At ξ = (n+ 12)pi/ρ, n ∈ Z, cosφ = 0 and φ′(ξ) = −γr20µ˜2, and thus the potential energy
function becomes
V (G,φ) = −1
2
γr20µ˜
2G2 +
1
4
γr20G
4. (40)
For ξ = npi/ρ and ξ = 2npi/ρ, n ∈ Z, cosφ = ±1, and φ′(ξ) = −γr20(µ˜2 + 2), and thus
the potential energy function reads
V (G,φ) = −1
2
γr20(µ˜
2 + 2)G2 +
1
4
γr20G
2(G∓ 1)2 (41)
respectively. Figure 9 shows the plot of the potential energy function V as a function of
the displaced amplitude G for µ˜ = 1/2 at several positions. We observe that for ξ =
(n + 1/2)pi/ρ, n ∈ Z, the curve is symmetric with respect to the vertical axis, i.e. G = 0,
and it has a minimum value at the origin. The curve at ξ = 2npi/ρ is simply a mirror of the
curve at ξ = npi/ρ, n ∈ Z, with respect to the vertical axis. The lowest minimum values
are also attained at these positions.
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Figure 9: Sketch of the Ma solution potential energy function V as a function of the displaced
amplitude G for µ˜ = 1/2 at different positions: ξ = 2npi/ρ (solid), ξ = npi/ρ (dashed-dot) and
ξ = (n+ 1/2)pi/ρ (dashed), n ∈ Z.
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3.4 Rational Solution
Finally, for the choice of ζ(τ) = 1 − 12ν2τ2, we obtain the waves on finite background
known as the rational solution (Peregrine, 1983). Similarly, the same solution can also be
obtained by substituting ζ(τ) = 1 + 12µ
2τ2. As a consequence, the differential equation for
G now becomes:
∂2τG =
3ν2
P
G2 − 4ν2Q− 1
P 2
G3.
Comparing again with (15), we have P (φ) = ν˜2/ cosφ, Q(φ) = 1 + P 2/(4ν˜2) and the
displaced phase satisfies tanφ(ξ) = −2γr20ξ. Substituting these into the Ansatz (14), the
displaced amplitude G reads:
G(φ(ξ), τ) =
4 cosφ
1 + 2 γβ r
2
0 cos
2 τ2
=
4
√
1 + 4(γr20ξ)
2
1 + 4(γr20ξ)
2 + 2 γβ r
2
0τ
2
(42)
and the rational solution is given by:
A(ξ, τ) = A0(ξ)
(
4(1− 2iγr20ξ)
1 + 4(γr20ξ)
2 + 2 γβ r
2
0τ
2
− 1
)
. (43)
The rational solution can also be obtained by taking the limit of the modulation fre-
quency ν → 0 from the SFB or taking the limit of the parameter µ→ 0 from the Ma solu-
tion. Several names have been given for this solution, among others are the ‘Peregrine solu-
tion’, to acknowledge the person who derived this solution (Dysthe and Trulsen, 1999); the
‘isolated Ma solution’, since it is confined in both space and time (Henderson et al., 1999);
and an ‘explode-decay solitary wave’ solution, because of its soliton-like feature in space
(Nakamura and Hirota, 1985). Figure 10 shows a three-dimensional plot of the absolute
value of the rational solution and the density plot of its corresponding physical wave field.
We observe that indeed there is only a single and isolated extreme part that reach maximum
at (ξ, τ) = (0, 0). This is understandable since for ν → 0, the modulation period becomes
infinity and thus the next neighbouring extreme part is also at the infinity and this leaves
only one single extreme part mentioned earlier. Wavefront dislocation and phase singularity
are also observed, with only one pair of them close to the extreme part.
Figure 11(a) shows plots of the displaced amplitude G at several positions. We observe
that at ξ = 0, the displaced amplitude G attains the largest maximum value of 4 which
occurs for τ = 0. The plot of the displaced phase φ is given by the dotted curve shown in
Figure 2(b) as well as in Figure 6(b). Similar to the corresponding displaced phases of the
previous waves on finite background type of solutions, the displaced phase for the rational
solution is monotonically decreasing as one travels along the positive ξ-direction. It also
vanishes at ξ = 0, giving a consequence that the complex-valued amplitude reduces into a
real-valued amplitude at this position. Since limξ→±∞ φ(ξ) = ∓pi/2, the rational solution
experiences the largest phase shift of pi compared to the other two solutions between ξ →
−∞ and ξ →∞.
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Figure 10: (a). A three-dimensional plot of the absolute value of the rational solution. The dispersion
and the nonlinear coefficients of the NLS equation are taken to be 1, i.e. β = 1 = γ. (b). A density
plot of the corresponding physical wave field.
The corresponding potential energy function of the rational solution is also given by
(17), where the displaced phase satisfies the following conditions:
cosφ(ξ) =
1√
1 + 4(γr20ξ)
2
(44)
and φ′(ξ) =
−2γr20
1 + 4(γr20ξ)
2
. (45)
At ξ = 0, cosφ(0) = 1 and φ′(0) = −γr20, and thus the potential energy function becomes
V (G,φ(0)) = −γr20G2 +
1
4
γr20G
2(G− 2)2. (46)
For ξ → ±∞, limξ→±∞ cosφ(ξ) = 0 and limξ→±∞ φ′(ξ) = 0, and thus the potential
energy function has asymptotic values proportional to G4:
lim
ξ→±∞
V (G,φ(ξ)) =
1
4
γr20G
4. (47)
Figure 11(b) shows plots of the potential energy function V as a function of the displaced
amplitude G at several positions. We observe that for ξ → ±∞, the potential energy
function is asymptotically proportional to G4. It is symmetric with respect to the vertical
axis, i.e. G = 0, and has the highest minimum value of zero for G = 0. For ξ = 0, the
potential energy reaches its lowest minimum value of −6.75γr20 for G = 3.
In the following subsection, we give an overview of one application of waves on finite
background type of solution in the area of nonlinear hydrodynamics.
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Figure 11: (a). Sketch of the corresponding displaced amplitude of the rational solution at different
positions: ξ = 0 (solid), ξ = ±1/2 (light dotted), ξ = ±1 (dashed-dot), ξ = ±2 (dashed) and
ξ → ±∞ (heavy dotted). (b). Sketch of the corresponding potential energy function V for the
rational solution as a function of the displaced amplitude G at different positions: ξ = 0 (solid),
ξ = ±1/2 (dashed-dot) and ξ → ±∞ (dashed).
3.5 Application in Nonlinear Hydrodynamics
The waves on finite background type of solutions have been proposed as a mathematical
model for the nonlinear dynamics of freak or extreme wave events which arise from the
Benjamin-Feir modulational instability (Dysthe and Trulsen, 1999; Henderson et al., 1999;
Osborne et al., 2000; Osborne, 2001). The authors of the latter two papers derive the waves
on finite background solutions of the NLS equation using the nonlinear Fourier formula-
tion of the periodic inverse scattering transform, a new method of mathematical physics
developed by Gardner et al. (1967). Osborne et al. (2000) present the dynamical behaviour
of freak waves as solutions of the NLS equation using analytical and numerical results in
one-dimensional and two-dimensional cases, respectively. Although it is mentioned that
there is an infinite class of wave on finite background type of solutions, only two explicit
expressions of waves on finite background are presented in that paper. These ones corre-
spond to the SFB for ν˜ = 1 and to the Ma solution for µ˜ =
√
2. In (Osborne, 2001), the
SFB for ν˜ = 1 is referred as the ‘rogue wave solution’ of the spatial NLS equation and the
Ma solution for µ˜ =
√
2 is called ‘another rogue wave spectral component’.
In particular, an implementation of the SFB wave signal as one type of waves on finite
background for freak wave generation in hydrodynamic laboratories including some exper-
imental results is discussed in (Huijsmans et al., 2005; Karjanto, 2006). The experiment on
freak wave generation using the SFB as our theoretical model for wave signal propagation
has been conducted at the high-speed basin of the Maritime Research Insitute Netherlands
(MARIN). We choose the SFB instead of the Ma solution since the initial SFB wave signal
is more reasonable to generate by the wavemaker than the initial Ma wave signal. The SFB
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wave signal has a sufficiently long distance to develop into an extreme wave signal while
the Ma wave signal develops into its extreme signal within a much shorter distance. Con-
sidering the condition of the wave basin, we conclude that it is rather impossible to generate
the Ma wave signal and therefore we decided to do experiments using the SFB wave signal.
After collecting experimental data and perform some analysis, we observe that all ex-
perimental results show amplitude increase according to the Benjamin-Feir modulational
instability phenomenon corresponding to the SFB solution of the NLS equation. The car-
rier wave frequency and the modulation period are conserved during the wave propagation
in the wave basin. A significant difference is that the experimental wave signal does not
preserve the symmetry structure as possessed by the SFB wave signal. Nevertheless, the
experimental signal shows a closely related phenomenon to wavefront dislocation, namely
phase singularity. In one modulation period, the SFB wave signal has one pair of phase
singularities but the experimental signal has only one singularity in this same time interval.
In the following section, we will investigate some interesting physical properties of
higher order waves on finite background.
4 Higher Order Waves on Finite Background
Higher order waves on finite background refer to the higher order hierarchy of exact solu-
tions of the NLS equation which have a characteristic finite background for ξ → ±∞ or
τ → ±∞. In this paper, we only discuss the SFB type of higher order solution, particularly
the one we refer as SFB2. An index 2 is now attached to distinguish from the previous SFB,
which now we refer as SFB1. These indices refer to the number of pairs of initial sideband
in the spectral domain. Hence, in this context, SFB1 has one pair of initial sidebands ω±ν1,
corresponding to the initial Benjamin-Feir spectrum. In order to ensure the validity of the
solution, the sideband frequency ν1 must be inside the stability interval, or in normalized
variable it is given by 0 < ν˜1 <
√
2.
However, if there is more than one pair of sidebands as the initial condition of mod-
ulation, and all these are inside the instability interval, then, due to the four-wave mixing
process, all will be amplified. Since this process is a nonlinear superposition of the elemen-
tary processes of the Benjamin-Feir instability with one pair of initial sidebands, the total
effect can no longer be described by the SFB1. As a consequence, two, three or more pair
of initial sidebands have a correspondence with higher order SFBs. Accordingly, SFB2 has
two pairs of initial sidebands, ω ± ν2 and ω0 ± 2ν2. Both pairs of sideband must be inside
the stability interval to ensure the validity of the solution. So, in the normalized quantity,
0 < ν˜2 < 1/
√
2. Generally, SFBn has n-pairs of initial sidebands in the spectrum domain,
ω0+νn, ω0+2νn, . . . and ω0+nνn. All pairs of sidebands have to be inside the instability
interval, so in the normalized quantity, 0 < ν˜n <
√
2/n, n ∈ N.
It is important to note that in the description above we assume the distance from one
sideband to another is equal. Nonetheless, one can choose an arbitrary distance from one
sideband to another but all sidebands are still inside the instability interval. As a result, there
are infinitely many solutions within the same family of SFBn, n ∈ N. Explicit expressions
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for these solutions are not known in literature but an explicit expression for SFB2 where
the distance of the sidebands is the same has been discovered (Akhmediev et al., 1985;
Ablowitz and Herbst, 1990; Calini and Schober, 2002; Akhmediev and Ankiewicz, 1997).
As a matter of fact, higher order solutions of the NLS equation can be constructed using
a Darboux transformation (Matveev and Salle, 1991; Rogers and Schief, 2002). Another
possibility is by implementing Hirota’s method and associating the solution with the dark-
hole soliton solutions of the defocusing NLS equation.
0 0.5 1 1.5
0.5
1
2ν˜2
σ˜
1/
√
2
√
2
Figure 12: The plot of growth rates σ1 (dashed) and σ2 (solid) as a function of modulation frequency
ν˜2. Observe that the range of modulation frequencies for σ1 and σ2 is 0 < 2ν˜2 <
√
2. The first pair
of sidebands has σ2 as its growth rate and the second pair of sidebands has σ1 as its growth rate. The
maximum growth rates for σ1 and σ2 are reached when ν˜2 = 1/2 and both growth rates are equal
for ν2 =
√
2/5.
4.1 An Explicit Expression for SFB2
An expression of SFB2 can be written in the simplest form as follows:
A2(ξ, τ) = A0(ξ)
(
1− P2(ξ, τ)− iQ2(ξ, τ)
H2(ξ, τ)
)
(48)
where
P2(ξ, τ) = ν˜
2
2
[
1
2
σ˜2 coshσ1(ξ − ξ11) cos 2ν2(τ − τ12)
− 4σ˜1 coshσ2(ξ − ξ02) cos ν2(τ − τ11)]
+ 3
√
2ν˜32 coshσ1(ξ − ξ11) coshσ2(ξ − ξ12) (49)
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Q2(ξ, τ) =
1
2
σ˜1 σ˜2 sinhσ1(ξ − ξ11) cos 2ν2(τ − τ12)
− σ˜1 σ˜2 sinhσ2(ξ − ξ12) cos ν2(τ − τ01)
+ ν˜2
√
2 [σ˜2 coshσ1(ξ − ξ11) sinhσ2(ξ − ξ12)
− σ˜1 sinhσ1(ξ − ξ11) coshσ2(ξ − ξ12)] (50)
H2(ξ, τ) =
1
2
σ˜2 coshσ1(ξ − ξ11) cos 2ν2(τ − τ12)
− σ˜1 coshσ2(ξ − ξ12) cos ν2(τ − τ11)
− 2
3ν˜2
√
2
[
ν˜22(4ν˜
2
2 − 5) coshσ1(ξ − ξ11) coshσ2(ξ − ξ12)
+ σ˜1 σ˜2 sinhσ1(ξ − ξ11) sinhσ2(ξ − ξ12)]
− 3σ˜1 σ˜2
4ν˜2
√
2
[
cos ν2(τ + τ11 − 2τ12) + 1
9
cos ν2(3τ − 2τ12 − τ11)
]
. (51)
We now have two growth rates corresponding to the first and the second sideband mod-
ulation frequencies, given as σ2 and σ1, respectively. These growth rates are given by
σ1 = σ(ν˜2) = γr
2
0σ˜1, where σ˜1 = ν˜2
√
2− ν˜22 and σ2 = σ(2ν˜2) = γr20σ˜2, where
σ˜2 = 2ν˜2
√
2− 4ν˜22 . A set of real parameters ξ11, ξ12, τ11 and τ12 determines when and
where SFB2 reaches its maxima. For nonzero ξ11 and ξ12, we observe that SFB2 is com-
posed by two SFB1s. The larger the difference between these time parameters, the farther
the distance between SFB1s. On the other hand, the time parameters τ11 and τ12 only con-
tribute in the time shifting of the individual SFB1s, yet their periods remain the same. When
ξ11 = 0 = ξ12, both SFB1s interact and form a completely different shape of the complex-
valued amplitude, depending on the choice of time parameters τ11 and τ12. Interestingly,
for a particular choice of parameters of ξ11 = 0 = ξ12 and τ11 = 0 = τ12, SFB2 simply
reduces to SFB1 for modulation frequency ν˜2 →
√
1/2:
lim
ν˜2→
√
1/2
A2(ξ, τ ; ν˜2) = A1
(
ξ, τ ; ν˜1 =
√
1/2
)
, (52)
where A1 denotes SFB1.
Remark 4.1 In the previous section we have seen that an explicit expression of SFB1 can
be written in the displaced phase-amplitude representation. However, we are not able to
write SFB2 in a single displaced phase-amplitude representation since the displaced phase
fails to be expressed as a space-dependent function only. By observing the terms of SFB2
and three-dimensional plots of the absolute value of its complex-valued amplitude, we con-
clude that SFB2 is an interaction of two SFB1s where one modulation frequency is twice of
the other. Let A11 and A12 be two SFB1 with modulation frequencies ν2 and 2ν2, respec-
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tively. The maxima of A11 and A12 occur at (ξ11, τ11 + 2npi/ν1) and (ξ12, τ12 + 2npi/ν1),
n ∈ Z, respectively. Explicitly they are given as follows:
A11(ξ, τ) = A0(ξ)F11(ξ, τ)
= A0(ξ)
(
ν˜22 coshσ1(ξ − ξ11)− iσ˜1 sinhσ1(ξ − ξ11)
coshσ1(ξ − ξ11)− σ˜1/(ν˜2
√
2) cos ν2(τ − τ11)
− 1
)
(53)
and
A12(ξ, τ) = A0(ξ)F12(ξ, τ)
= A0(ξ)
(
4ν˜22 coshσ2(ξ − ξ12)− iσ˜2 sinhσ2(ξ − ξ12)
coshσ2(ξ − ξ12)− σ˜2/(2ν˜2
√
2) cos 2ν2(τ − τ12)
− 1
)
,(54)
where σ1 and σ2 are the Benjamin-Feir instability growth rates corresponding to modulation
frequencies ν2 and 2ν2, respectively. The interaction of these two SFB1 can be written as the
multiplication of non oscillating partsF11 andF12, i.e., A˜2(ξ, τ) = A0(ξ)F11(ξ, τ)F12(ξ, τ).
The terms of this product also occur in the terms of SFB2. However, SFB2 is not simply
the product of two SFB1s even though it is an interaction of the twos. It can be checked
that A˜2 is generally not a solution of the NLS equation since after substituting it into (1), it
produces additional nonzero terms of ∂τF11∂τF12 and F11F12(|F11|2 − 1)(|F12|2 − 1).
4.2 Asymptotic Behaviour
Similar to SFB1, for ξ → ±∞ SFB2 (48) also reduces to the plane-wave solution with a
phase factor of φ20. The asymptotic behaviour of SFB2 at the lowest order can be written
as:
lim
ξ→±∞
A(ξ, τ) = A0(ξ)e
∓iφ20 (55)
where the phase φ20 satisfies
tan(φ20) =
3ν˜22(σ˜2 − σ˜1)
ν˜22(13ν˜
2
2 − 5) + σ˜1σ˜2
. (56)
For SFB2, the corresponding initial wave signal has two pairs of sidebands in the spectral
domain, i.e. ω0 ± ν2 and ω0 ± 2ν2 as the first and the second pairs of sidebands frequency,
respectively. Therefore, we are interested in finding the asymptotic behaviour which in-
cludes the terms cos ν2(τ − τ11) and cos 2ν2(τ − τ12). A similar procedure of Taylor series
expansion as in the previous section can be applied in this regard. Since for ξ− ξ11 → −∞
implies ξ− ξ12 → −∞ and vice versa for all ξ11 and ξ12 real numbers, then the asymptotic
behaviour of eσ1(ξ−ξ11) and eσ2(ξ−ξ12) at ξ → −∞ will be similar. Therefore, we introduce
a new variable y = eσ1(ξ−ξ11) = eσ2(ξ−ξ12) and substitute to SFB2 (48) after removing the
plane-wave solution contribution. We denote this new function as F2(y, τ) which reads as
follows:
F2(y, τ) = 1− P2(y, τ)− iQ2(y, τ)
H2(y, τ)
(57)
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where
P2(y, τ) =
ν˜22
2
[σ˜2 cos 2ν2(τ − τ12)− 8σ˜1 cos ν2(τ − τ11)] (y3 + y)
+ 3ν˜32
√
2(y2 + 1)2 (58)
Q2(y, τ) =
1
2
σ˜1 σ˜2 [cos 2ν2(τ − τ12)− 2 cos ν2(τ − τ11)] (y3 − y)
+ ν˜2
√
2(σ˜2 − σ˜1)(y4 − 1) (59)
H2(y, τ) =
1
2
[σ˜2 cos 2ν2(τ − τ12)− 2σ˜1 cos ν2(τ − τ11)] (y3 + y)
− 2
3ν˜2
√
2
[
ν˜22(4ν˜
2
2 − 5)(y2 + 1)2 + σ˜1 σ˜2(y2 − 1)2
]
− 3σ˜1 σ˜2
4ν˜2
√
2
[
cos ν2(τ + τ11 − 2τ12) + 1
9
cos ν2(3τ − 2τ12 − τ11)
]
y2. (60)
Expanding F2 into a Taylor series about y = 0 gives
F2(y, τ) = F (0, τ) + ∂yF (0, τ)y +
1
2
∂2yF (0, τ)y
2 + . . . (61)
where
F (0, τ) =
ν˜22(13ν˜
2
2 − 5) + σ˜1σ˜2 + 3iν˜22(σ˜2 − σ˜1)
ν˜22(4ν˜
2
2 − 5) + σ˜1σ˜2
(62)
∂yF (0, τ) = ρ11e
iφ11 cos(ν2τ) + ρ12e
iφ12 cos(2ν2τ) (63)
where
ρ11e
iφ11 = − 3√
2
ν˜2σ˜1
(
ν˜22
[
ν˜22(16ν˜
2
2 − 11) + 4σ˜1σ˜2
]
+ iσ˜1
[
σ˜2(2σ˜1 + σ˜2)− 3ν˜22
][
ν˜22(4ν˜
2
2 − 5) + σ˜1σ˜2
]2
)
(64)
ρ12e
iφ12 =
3
4
ν˜2σ˜2
√
2
(
ν˜22
[
4ν˜22(ν˜
2
2 + 1) + σ˜1σ˜2
]
+ i
[
σ˜21(σ˜2 − 4σ˜1) + 3ν˜22 σ˜2
][
ν˜22(4ν˜
2
2 − 5) + σ˜1σ˜2
]2
)
. (65)
Therefore, the asymptotic behaviour for SFB2 at ξ → ∓∞ is given by
A2(ξ, τ) ≈ A0(ξ)
[
e±iφ20 + ρ11e±iφ21e±σ2(ξ−ξ11) cos ν2(τ − τ11)
+ ρ12e
±iφ22e±σ1(ξ−ξ12) cos 2ν2(τ − τ12)
]
. (66)
We observe that each sideband carries different phase information as well as the growth
rates. It is important again to emphasize that the first pair of sidebands ω0± ν2 corresponds
to growth rate σ2 and the second pair of sidebands ω0± 2ν2, which is equivalent to ω0± ν1
in the context of SFB1, corresponds to growth rate σ1.
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4.3 Physical Characteristics
In this subsection, we will discuss some particular physical characteristics of SFB2. It
is even more interesting to compare these characteristics with the ones of SFB1; we will
consider the amplitude amplification factor, physical wave field and wave signal evolution.
4.3.1 Amplitude Amplification Factor
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0
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(ν˜
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2
Figure 13: Plots of the amplitude amplification factors corresponding to SFB1 (dashed) and SFB2
(solid) as a function of modulation frequency. Both curves are monotonically decreasing for increas-
ing modulation frequency. When ν˜2 → 1/
√
2 = ν˜2, the amplification factor reaches the same value
of 1 +
√
3.
The amplitude amplification factor (AAF) of waves on finite background is defined as
the ratio of the maximum amplitude and the value of its background. This value depends on
a parameter of the waves on finite background. In the case of SFB1 and SFB2, the amplitude
amplification factor depends on the modulation frequency. For SFB1, the corresponding
amplitude amplification factor is given by
AAF1(ν˜1) = 1 +
√
4− 2ν˜1, for 0 < ν˜1 < 2. (67)
It can reach up to a maximum factor of 3 for a very long modulation when ν1 → 0. For
SFB2 with the choice of parameters of ξ11 = 0 = ξ12 and τ11 = 0 = τ12, the corresponding
amplitude amplification factor is obtained by choosing the set of parameters to be zero, i.e.
ξ11 = 0 = ξ12 and τ11 = 0 = τ12. Explicitly it is given by:
AAF2(ν˜2) = 1 +
√
4− 2ν˜22 + 2
√
1− 2ν˜22 , for 0 < ν˜2 < 1/
√
2. (68)
It is interesting to note that there exists a relationship between the amplitude amplification
factors of SFB1 and SFB2, which can be written explicitly as a simple linear relationship:
AAF2(ν˜2) = 1 + (AAF1(ν˜2)− 1) + (AAF1(2ν˜2)− 1) . (69)
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This quantity can reach up to a maximum factor of 5 for a very long modulation when
ν2 → 0. Figure 13 shows the plot of the amplitude amplification factors of SFB1 and SFB2.
Other interesting physical characteristics of SFB2 are three-dimensional plots of the
absolute value of the complex-valued amplitude, the corresponding physical wave fields
and the evolution of the corresponding wave signals. Figures 16–19 show these descriptions
for several different combinations of the parameters ξ11, ξ12, τ11 and τ12.
4.3.2 Wavefront Dislocations around a Single Position
This particular characteristic is obtained by choosing the set of parameters all to be zero,
i.e. ξ11 = 0 = ξ12 and τ11 = 0 = τ12. Figure 14 and Figure 15 show a three-dimensional
plot of the absolute value of SFB2, a density plot of the corresponding physical wave field
and the corresponding wave signal evolution. For this choice of parameters, we observe that
SFB2 is the result of an interaction of two SFB1s with two different modulation frequencies.
See Figure 14(a). This interaction can be obtained by allowing both ξ11 → 0 and ξ12 → 0
of SFB2 in Figure 16(a). As a consequence, we now have only one extreme part at ξ =
0. It remains periodic in τ with the modulation period of 2pi/ν2. Since the interaction
is constructive, now the extreme part of SFB2 reaches higher maximum point than each
individuals of SFB1s. Recall that the AAF can reach up to a maximum factor of 5 for
ν2 → 0. As a matter of fact, the highest possible amplitude amplification factor for SFB2
is obtained by this choice of parameters.
(a)
t
x
−10 0 10−10
0
10
(b)
Figure 14: (a). A three-dimensional plot of the absolute value of SFB2 for the modulation frequency
ν˜2 = 1/2, ξ11 = 0 = ξ12 and τ11 = 0 = τ12. (b). A density plot of the corresponding physical
wave field.
The corresponding physical wave field of this type of SFB2 also shows wavefront dislo-
cation, but with a rather different pattern as is observed in the physical wave field of SFB1.
See Figure 14(b). The waves merge and split two times in one modulation period as we
move along in the spatial direction. Thus, we now have two pairs of wavefront dislocations,
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as confirmed by the wave signal evolution that shows two pairs of phase singularities in
one modulation period at x = 0, see Figure 15. From this figure, we can observe that an
initially modulated wave signal with two different modulation frequencies interacts among
each other and develops into an extreme wave signal as it propagates through space. It is
important to note that not all values of modulation frequency in the interval 0 < ν˜2 <
√
1/2
will give two pairs of phase singularities. We will only observe two pairs of wavefront dis-
locations and phase singularities in one modulation period for modulation frequency in the
interval 0 < ν˜2 ≤ 16
√
8
√
10− 10. The numerical value of this upper boundary is approx-
imately 0.652. Furthermore, for 16
√
8
√
10− 10 < ν˜2 <
√
1/2, we will only observe one
pair of singularities within one modulation period. Thus, there is only a tiny range of mod-
ulation frequency of approximately 0.055, merely less than 8% of the interval, where this
case occurs. The pair of singularities which remains is the one that is closer to the extreme
wave signal. It is interesting to note that different with SFB1 where it can be that there is no
wavefront dislocation and phase singularity, this type of SFB2 always shows the occurrence
of the phenomena, whether one pair or two pairs of them.
η(x, t) x = −1.72
x = −0.86
−30 −10 10 30 
t
x = −0.43
 
 
η(x, t) x = −0.22
x = −0.13
−30 −10 10 30 
t
x = 0
Figure 15: Plots of SFB2 wave signal evolution for the modulation frequency ν˜2 = 1/2 at several
positions, where the all the parameters are taken to be zero: ξ11 = 0 = ξ12 and τ11 = 0 = τ12.
Mathematical Physics Properties of Waves on Finite Background 531
4.3.3 Wavefront Dislocations at Two Different Positions
(a)
t
x
−10 0 10−10
0
10
(b)
Figure 16: (a). A three-dimensional plot of the absolute value of SFB2 for the modulation frequency
ν˜2 = 1/2, ξ11 = 5, ξ12 = −5 and τ11 = 0 = τ12. (b). A density plot of the corresponding physical
wave field.
To show the wavefront dislocation at two places, we take the time parameters to be
zero and the space parameters nonzero. The plots of the absolute value of the complex-
value amplitude, the corresponding physical wave field and the wave signal evolution for
ξ11 = 5, ξ12 = −5, and τ11 = 0 = τ12 are shown in Figure 16 and Figure 17. We observe
that for nonzero ξ11 and ξ12, the absolute value of the complex-valued amplitude of SFB2
now has extreme parts at two different positions. This SFB2 consists of two SFB1s with
modulation frequencies ν˜2 = 1/2 and 2ν˜2 = 1. By imposing a shift of ξ11, one part of
SFB2 which is SFB1 with modulation frequency ν2 will shift in the positive ξ direction for
ξ11 > 0 and in the negative ξ direction for ξ11 < 0. Likewise, imposing a shift of ξ12, part
of SFB2 which is SFB1 with modulation frequency 2ν2 will also shift according to the sign
of ξ12, in the positive ξ direction for ξ12 > 0 and in the negative ξ direction for ξ12 < 0. In
our example, the SFB1 on the right corresponds to the shift ξ11 = 5 and the SFB1 on the
left corresponds to the shift ξ12 = −5. That is why the right part has a larger modulation
period than on the one on the left. See Figure 16(a). The larger the difference between ξ11
and ξ12, the farther are the two SFB1s split apart.
Since SFB2 has extreme parts at two different locations, we observe that wavefront
dislocations occur likewise. In our example, wavefront dislocations occur at x < 0 and
x > 0. For x = 0, it is simply the plane-wave solution, which is similar as for x →
±∞, see Figure 16(b). The corresponding wave signal evolution also confirms that phase
singularities occur at two different locations, as can be seen in Figure 17. We observe
that an initially modulated wave signal develops into an extreme signal at x = −5.8 with
modulation period of 2pi/(2ν2). The signal then returns to its initial state and at x = 0 it is
simply the plane-wave solution. Another modulated wave signal appears and develops into
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another extreme wave signal at x = 6.2 with modulation period of 2pi/ν2. This signal also
eventually returns to the previous state of modulated wave signal.
η(x, t) x = −7
x = −5.8
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x = −4
−30 −10 10 30 
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x = 8
x = 6.2
η(x, t) x = 4
Figure 17: Plots of SFB2 wave signal evolution for the modulation frequency ν˜2 = 1/2 at different
locations. The set parameters are chosen as follows: ξ11 = 5, ξ12 = −5 and τ11 = 0 = τ12.
4.3.4 Wavefront Dislocations at Three Different Positions
Now we consider a different set of parameters, i.e. ξ11 = 0 = ξ12, τ11 = pi/(2ν2) and τ12 =
0. We observe that this set of parameters gives a different pattern for SFB2, as compared
to the two previous cases. Figure 18 shows for a three-dimensional plot of the absolute
value of the complex-valued amplitude and a density plot of the corresponding physical
wave field for the SFB2 with this choice of parameters. The interaction results to SFB2
with single and double extreme parts arranged alternatingly in the temporal direction. The
modulation period between each extreme part, whether it is single or double, is 2pi/ν2. The
double extreme part has larger maximum values than the single part. While the single part
reaches its maxima at ξ = 0, the double extreme part reaches its maxima at two different
positions, ξ < 0 and ξ > 0, symmetric with respect to ξ = 0, see Figure 18(a).
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Figure 18: (a). A three-dimensional plot of the absolute value of SFB2 for the modulation frequency
ν˜2 = 1/2, ξ11 = 0 = ξ12, τ11 = pi/(2ν2) and τ12 = 0. (b). A density plot of the corresponding
physical wave field.
The corresponding physical field also shows wavefront dislocation which is periodic in
time. Now it occurs at three different positions, x < 0, x = 0 and x > 0. See Figure
18(b). Each time we follow a wave crest or a wave trough along its propagation, splitting
waves will be followed by merging waves, and vice versa. By observing the propagation of
the corresponding wave signal, we observe that phase singularity occurs at three different
positions too. Figure 19 shows plots of the SFB2 wave signal evolution with this choice of
parameters. In this example phase singularity occurs at x = −1.77, x = 0 and x = 1.77.
Notice that the wave signals at x = ±1.77 have a similar pattern since the whole profile is
symmetric with respect to x = 0. Note also that there is always one pair of phase singu-
larities within one modulation period. We observe that a modulated wave signal develops
into an extreme wave signal at x = −1.77, but after slightly decaying, it rises again to
another extreme wave signal at x = 0, which has smaller maximum value than the one at
x = ±1.77. This wave signal also decays a little bit, but not until becoming the plane-wave
solution, then it rises again to reach a similar extreme wave signal as previously at x = 1.77.
After this position, the wave signal returns to its initial condition and eventually becomes
the plane-wave solution at the far field. Regarding applications, the SFB2 family of solu-
tions of the NLS equation can be implemented for freak wave generation in hydrodynamic
laboratory, as is the case for SFB1.
5 Conclusion
In this article, we have discussed several characteristics of waves on finite background type
of solutions of the NLS equation. These exact solutions are derived using displaced phase-
amplitude variables. Although the exact solutions themselves are complex-valued func-
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Figure 19: Plots of SFB2 wave signal for the modulation frequency ν˜2 = 1/2 at several positions.
The chosen parameters for SFB2 are given by ξ11 = 0 = ξ12 and τ11 = pi/2 and τ12 = 0.
tions, both the displaced phase and the displaced amplitude are real-valued functions. It
is interesting to note that the displaced amplitude satisfies a Riccati-like equation as well
as a nonlinear oscillator equation. The corresponding potential equation of this nonlinear
oscillator equation depends on the displaced phase and a quartic function of the displaced
amplitude. The total energy for the displaced phase-amplitude representation is zero for all
waves on finite background type of solutions discussed in this article.
The waves on finite background type of solutions that we derived are known as the SFB,
the Ma solution and the rational solution. The SFB is periodic in time but at τ = 2pi/ν has
a soliton-like profile which goes to a finite background for ξ → ±∞. The Ma solution
is periodic in space and at ξ = 2pi/ρ has a soliton-like form for τ → ±∞. The rational
solution is on the other hand neither space-periodic nor time-periodic. Instead, it is isolated
around (ξ, τ) = (0, 0). The rational solution can be obtained by taking the modulation
frequency ν → 0 in the SFB or the parameter µ → 0 in the Ma solution. All these three
exact solutions have been proposed as mathematical models for freak wave events both in
the open oceans as well as in the hydrodynamic laboratories.
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In particular, we have chosen a family of SFB solution, or SFB1 in the context of higher
order waves on finite background, as a good candidate for generating freak wave events
in the wave basin of a hydrodynamic laboratory. This is due to the fact that the SFB has
an initial modulated wave signal which is much easier to be generated by the wavemaker
compared to the Ma wave signal, which even could have a rather high amplitude at or close
to the wavemaker. Compared to the rational solution wave signal that has infinite modu-
lation period, the SFB wave signal has a finite modulation period. Besides, experiments
on the rational wave solution have been discussed by Henderson et al. (1999). Although
there are some limitations on the theoretical model based on the SFB, several important
robust phenomena are still observed in the experimental results, amongst others are an am-
plitude increase based on the Benjamin-Feir modulational instability, phase singularity and
the preservation of the carrier wave frequency as well as the modulation period.
In order to get the best possible match between the theoretical model and the exper-
imental result, improving the model for the wave propagation might become a necessary
step for a particular research direction. A number of experts in the theory of water waves
have suggested implementing the modified NLS equation that contains higher order terms
(Dysthe, 1979; Trulsen and Dysthe, 1996). Another effort to improve the model equa-
tion has been done by one of us (EvG) which leads to nonlinear dispersive higher order
KdV-type of equations for waves above finite or infinite depth (Van Groesen and An-
donowati, 2007).
There are no tangible experimental results for the freak wave generation using SFB2
family of solutions yet. Nonetheless, we are convinced that several aspects of our theoret-
ical model will support the experimental finding for a particular case of SFB2 freak wave
generation. We remark that experiments on freak wave generation using SFB2 is interesting
for future research. Since we only consider unidirectional waves on finite background type
of solutions, an extension to bidirectional or multidirectional waves on finite background
type of solutions for freak wave generation is another interesting possible future research
direction.
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