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Abstract

The issue of scaling of deterministic properties at various domain levels has become an
area of interest for active research. Interpretation of observational data, and similarly
hydrologic simulation, require an understanding of how certain deterministic modeling
parameters scale from the smaller to larger domains spatially and temporally. Novel
approaches to better understand scaling behavior in hydrologic systems and that will
result in improved deterministic modeling are necessary to advance the state-of-thescience in hydrologic transport processes, particularly in the areas of microbial
concentration and inorganic chemical constituent dynamics. Two primary objectives of
this research were i) to determine the statistical relationship of microbial concentrations,
and other inorganic chemical water quality parameters (nitrate, chloride, sulfate and
calcium) to hydrologic variables (i.e. precipitation, discharge) and ii) to observe the
presence of persistence (long-term and short-term if any) and the strength of the
persistence for better defining the behavior of watershed scale responses of those
parameters. Time and frequency domain analyses were performed to observe the shortterm and long-term persistence of the hydrologic variables and the parameters’ time
series data from two watersheds in East Tennessee. Discharge and other water quality
parameters showed short-term as well as long-term persistence ranging from about two
weeks to approximately a year. Hurst analysis was done for the time series data to find
the strength of the persistence (in terms of Hurst coefficient) both for the untransformed
as well as deseasonalized data using spectral and rescaled range analysis. All parameters,
except rainfall, showed some level of persistence ranging from 0.62 to 0.96. The Hurst
v

coefficient could be used to generate fractional Brownian motion or fractional Gaussian
noise, which helps to develop the forward predication model in a stochastic way for the
time series data. It can also be used to design and evaluate the sampling frequency for
the hydrologic and water quality data. Time and frequency domain approaches used in
this research are particularly important in evaluating watershed-scale water quality
changes or microbial persistence, which will be helpful to develop the improved
watershed management strategies.
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Chapter 1 Introduction
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Background

Deterministic modeling of hydrologic and transport processes have been a key area of
focused research for the past thirty years. More recently, the issue of scaling or scaling
behavior of deterministic properties at various domain levels (i.e. catchment, basin,
continental, etc.) has become an area of intense interest. Interpretation of observational
data, and similarly hydrologic simulation, require an understanding of how certain
deterministic modeling parameters scale from the smaller to larger domains both in time
and space. For example, over a certain range, parameters may scale linearly or exhibit
non-linear trends or more interestingly may exhibit self-similarity. These aspects are
particularly important in evaluating basin scale water quality changes or microbial
persistence. Novel approaches to better understand scaling behavior in hydrologic
systems will result in improved deterministic modeling. These approaches are necessary
to advance the state-of-the-science in hydrologic transport processes, particularly in the
areas of microbial concentrations and inorganic chemical constituent dynamics.

A watershed retains pollutants and releases them after some time indicating that there is a
likely persistence of pollutants in the watershed. The term persistence implies and
quantifies the relationship, or correlation, of an observation (e.g. the concentration of
pollutant in a stream) with past observations. For example, previous conditions of a
pollutant in the watershed influence the present pollutant concentration observation, and
the current concentration has an effect on future observations. From a quantitative view,
persistence can either be weak or strong, short-term or long-term. Short-term persistence
2

implies that the effect of an observation on future observations becomes negligible after a
relatively short period of time. Long-term persistence implies that the effect of an
observation on future observations remains significant after a long period of time, based
upon the lag-time used in the analysis. The terms weak and strong are based upon the
magnitude of the correlation between concentration values that are separated by the lag
interval.

Given the identified needs in the research area, two primary objectives have been
identified. First is to determine the statistical relationship of microbial concentrations,
and other inorganic chemical water quality parameters to hydrologic variables (i.e.
precipitation, runoff, and baseflow). Second is to observe the presence of persistence
(long-term and short-term if any) and the strength of the persistence for better defining
the behavior of watershed scale responses for microbial and inorganic chemical water
quality parameters.

Study Organization

In order to meet the identified objectives, the following hypotheses will be tested using
various techniques. A summary of the hypotheses and the resulting organization of this
document are given as follows:

Hypothesis 1: Stream microbial concentration exhibits observable statistical persistence
and the persistence is related to the hydrologic variables. The testing of this hypothesis
3

and the associated methodology and background will be discussed within Chapter 2 of
this document.

Hypothesis 2: Inorganic water quality indicators (nitrate, chloride, sulfate and calcium
concentration) exhibit statistical persistence and the persistence is related to hydrologic
variables. The details regarding the methodology and testing of this hypothesis are
provided in Chapter 3 of this document.

Hypothesis 3: Hurst coefficient, which measures the strength of persistence, could be
applied to define the watershed-scale responses for hydrologic and water quality time
series data. The methodology and other associated details regarding the testing of this
hypothesis are provided in Chapter 4 of this document.

Based on the findings, some recommendations for future work are made and listed in
Chapter 5 of this document.
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Chapter 2 Temporal Variation and Persistence of Bacteria in
Streams

5

Abstract

Better understanding of bacterial source, fate and transport in watersheds is necessary for
improved regulatory management. Novel time series analyses of coliform data can be a
useful tool for evaluating the dynamics of temporal variation and persistence (statistical
basis) of bacteria within a watershed. For this study, daily total coliform data from the
Little River, in East Tennessee from October 1, 2000 to December 31, 2005 were
evaluated using novel time series techniques. The objective of the study was to analyze
total coliform concentration data to: i) evaluate the temporal variation of the total
coliform, as a pathogen indicator, and ii) determine whether the bacteria demonstrate any
long-term or short-term persistence. For robust analysis and comparison, both time
domain and frequency domain approaches were used for the analysis. In the time domain
approach, an autoregressive moving average approach was used; whereas in the
frequency domain approach, spectral analysis was used. As expected, the analyses
showed that total coliform concentrations were higher in summer months and lower in
winter months. However, the more interesting results showed the total coliform
concentration exhibited short-term as well as long-term persistence ranging from about 4
weeks to approximately a year, respectively. Comparison of the total coliform data to
hydrologic data suggests that both runoff and baseflow are responsible for the
persistence. The findings will help to develop improved watershed management
strategies.
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Introduction

Research is needed to better understand the temporal and spatial variance of pathogen
indicators, sometimes differing in orders of magnitude, with respect to the
environmental/hydrologic factors that influence this variance. Various factors are known
to affect bacterial survival in hydro-environmental systems such as, sunlight,
temperature, moisture condition, salinity, soil condition, settling, association with
particles etc. (Burton et al., 1987; Jamieson et al., 2003). Bacteria may reach a stream
through drainage, storm runoff, or groundwater. Their die-off and re-suspension in
stream water impact the concentrations observed (Jamieson et al., 2005). Recent
research has focused on the spatial characterization of fecal bacteria indicators with
hydrologic data (Gentry et al., 2006; Gentry et al., 2007), but techniques that can better
characterize the temporal delivery mechanisms, and elucidate conceptual models are
necessary to better understand observations of scaling and monitoring.

The hypothesis tested in this study was that total coliform data exhibit persistence in long
term monitoring records that can be quantified and correlated with hydrologic conceptual
models. The hypothesis was tested through systematic analysis of five years of daily
total coliform data from a station on the Little River, in eastern Tennessee. Because total
coliform is used as a common fecal bacterial indicator by many water treatment systems,
it was the focus of this study. Our objectives were to: i) evaluate temporal variation in
total coliform concentration, and ii) determine whether the total coliform concentrations
exhibit any persistence (long-term or short-term).

7

Background

It is almost impossible to identify all of the bacterial pathogens in a stream individually.
Hence indicator organisms of fecal contamination are used to identify the potential
presence of pathogenic bacteria and provide an indication of relative risk. Traditional
indicator organisms are generally total coliform, fecal coliform and fecal streptococci.
Total coliform and/or Escherichia coli (E. coli) have been used as an indicator of
potential fecal contamination for almost 100 years (Feng et al., 2002). The primary
assumption is that if bacteria commonly associated with mammalian intestinal tracts are
present in a water system then this water may contain pathogenic bacteria or viruses.
From an epidemiological point of view, the presence of total coliform and E. coli in
recreational waters is correlated with a higher incidence of gastrointestinal disease, so the
requirement of low levels of these constituents reduces disease risk (Dufour, 1984).

Some researchers have sought to develop better modeling methodologies for forecasting
E. coli concentrations or loads (Olyphant et al., 2003; Reeves et al., 2004). A review of
the traditional methodologies for modeling microbial pollution at the watershed scale has
been presented (Jamieson et al., 2004). Recent research has sought to more robustly
relate the influence of watershed scale processes, such as flow, sediment transport, and
precipitation, to fecal indicators in streams (Byappanahalli et al., 2003; Gentry et al,.
2006; Gentry et al., 2007; George et al., 2004; Mallin et al., 2001; Reeves et al., 2004;
Tyrrel and Quinton, 2003).

8

It is believed that watershed hydrologic processes are responsible for the temporal
variation of pollutant concentration and flux in streams and rivers (Kirchner et al., 2000,
Shang and Kamae, 2005). A watershed retains pollutants and releases them after some
time indicating that there is a likely persistence of pollutants in the watershed. Persistence
implies that the effect of an observation (e.g. the concentration of a pollutant in the
stream) on the future observations exists. For example, the previous conditions of a
pollutant in the watershed influence the present pollutant concentration. Persistence can
either be weak or strong, short-term or long-term (Malamud and Turcotte, 1999). Shortterm persistence implies that the effect of an observation becomes negligible after a short
period of time. Long-term persistence implies that the effect of an observation on future
observations remains significant after a long period of time. Thus, short-term and longterm persistence specifies whether there is an effect for only short lags, or also for much
longer lags. The terms weak and strong refer to how strongly the concentration values
that are separated by a given number of points (the lag) are correlated with one another.
The short-term and long-term persistence are evaluated based on the periodicities.
Kirchner et al. (2000) quantified the persistence of chloride in the Hafren catchment at
Plynlimon, Wales by observing the long-term time series of chloride data. Recently,
Shang and Kamae (2005) quantified the persistence in the suspended sediments of the
Yellow River at Tongguan, Shanxi, China. In another study, nitrate has demonstrated
persistence in a stream system (Zhang and Schilling, 2005). To the author’s knowledge,
however, there are no reports of persistence with bacterial data in natural stream systems
in the literature.

9

Sample Data and Study Area

The total coliform data used for the study was collected daily by the City of Maryville,
from the Little River above the intake to the city’s water treatment plant. The sampling
site is located about 250 meters downstream of the United States Geological Survey gage
03498500 at Little River near Maryville, Tennessee (Figure 2-1) (All Figures and Tables
are given in the Appendix of each chapter). The total coliform analysis was performed
by the City of Maryville’s water quality laboratory using the membrane filtration
technique (USEPA, 2002). The sample data include the total coliform in colony forming
units per 100 ml (cfu/100 ml) from October 1, 2000 through December 31, 2005.

Discharge data was available dating back to July 1951 from United States Geological
Survey Gage number 03498500 (USGS, 2006). The watershed drainage area is 697 km2
above the gage station. Similarly, rainfall data was also available from National
Climatic Data Center of National Oceanic and Atmospheric Administration (NOAA)
dating back to May 1890 from McGhee Tyson Station, Knoxville, Tennessee (NOAA,
2006), which is about 10 kilometers West from the sampling location. In our analysis
both discharge and rainfall data were used from October 2000 through December 2005
for concurrent analysis of the total coliform data.

10

Methodology

The overall analysis requires an analysis of the temporal trends and correlation with
subsequent analyses in the time domain and the frequency domain. Temporal variation
was observed using the analysis of variance (ANOVA) method by plotting the monthwise and season-wise variation of the total coliform concentration; whereas, persistence
was determined by developing an autoregressive moving average (ARMA) model and
spectral analysis. Prior to implementing any time series analysis, the data must be
evaluated for any dominating trend signals. A scatter, autocorrelation function (ACF)
and partial autocorrelation function (PACF) technique was employed to determine the
linear trend, if any, and the seasonality of the data. If present, the linear trend was
removed by a simple linear regression technique. Since seasonality can easily be
identified in the domain, it was not necessary to remove the seasonal signal prior to
further analysis. Therefore, the time domain and frequency domain analyses were
performed using the linear detrended data to quantify the persistence of total coliform in
the watershed.

Time Domain Analysis

Time domain analysis begins with calculating autocorrelation function (ACF).
The autocorrelation function, rk , is given by (Tamhane and Dunlop, 2000),

11

N −k

rk =

∑

i=1

( x i − x )( x i + k − x )
N

∑

i=1

(1 )
(xi − x)

2

where rk is the autocorrelation coefficient at lag k, xi is the series at i = 1, 2, 3, …, N
observations, x is the mean of N observations. The positive values of rk indicate
memory in the series. The kth order partial autocorrelation of X is the partial correlation
between xt and xt+k, where the influence of xt+1, xt+2,….., xt+k-1 have been removed. The
PACF is calculated from the following formulae (DeLurgio, 1998):

φ k + 1 , j = φ k , j − φ k + 1 , k + 1φ k , k − j + 1

φ k + 1, k + 1 =

rk + 1 −
1−

(2)

k

∑φ
j =1
k

∑φ
j =1

r

k , j k +1− j

(3)
k, j

rj

where φ ' s are the autoregressive parameters.
Equations (2) and (3) were used in the identification of the autoregressive order in the
autoregressive moving average (ARMA) model. The ARMA model is given by
(DeLurgio, 1998),

12

x t = φ 1 x t −1 + ...... + φ p x t − p + a t − θ 1 a t −1 − ... − θ q a t − q

(4)

where θ ' s are the moving average parameters, the x’s are the original series, and the a’s
are the series of residuals, p and q are the order of autoregressive and moving average
respectively.

The appropriate ARMA (p,q) model captures the deterministic components of the time
series and leaves behind the residual, which is the stochastic component. If the stochastic
component of a time series is persistent, adjacent residual values are positively correlated.
The persistence may be short-term or long-term depending on how far in time they are
correlated. The ARMA process is useful to identify short-term persistence. Hence, the
residuals from the ARMA model were observed for the underlying short-term persistence
with the ACF plot.

Frequency Domain Analysis

Many natural phenomena such as flood, drought, earthquake, have variability that is
frequency dependant and that dependence may yield information about the underlying
physical mechanisms (Percival and Walden, 1993). In the frequency domain approach,
spectral analysis was used. The spectral analysis may reveal certain features of a time
series that are not obvious from other analyses (Percival and Walden, 1993). Spectral
13

analysis is a finite Fourier transformation to decompose the data series into a sum of sine
and cosine waves of different amplitudes and wavelengths with estimation of the Fourier
coefficients. Smoothed periodograms (plots of Fourier coefficients versus periods) are
used to estimate the spectral densities. Spectral densities were calculated for total
colifom concentration, discharge and rainfall and plotted against periods.

The Fourier transform decomposition of the series xt is given by (SAS, 2007),

xt =

+

a0
2

m

∑ [a
k =1

k

cos( w k t ) + b k sin( w k t )]

(6 )

where t is the time subscript, t = 1, 2, 3,…, N. xt are the data, N is the number of
observations in the time series, m is the number of frequencies in the Fourier
decomposition: m = N/2 if N is even; m = (N-1)/2 if N is odd, a 0 is the mean term:

a0 = 2 x , a k are the cosine coefficients, bk are the sine coefficients, and wk are the
Fourier frequencies: wk =

2πk
. The plots of the Fourier coefficients a k and bk against
N

frequency or periods are periodograms. The amplitude periodogram J k is defined by
(SAS, 2007),

Jk =

N
2

(a k

2

+ bk )
2

(7 )
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It should be noted that the periodogram is an inconsistent estimator of the spectrum
(SAS, 2007). The sampling error associated with estimates of sum of squares are very
large, which may result in an overly wide confidence interval set up around the intensity
estimates at each frequency (Warner, 1998). This problem can be solved if spectral
x

densities are used rather than periodograms. Spectral densities ( Fk ) are smoothed
(continuous) approximations of the discrete periodograms given by (SAS, 2007),

Fk

x

=

p

∑

W jJ

j=− p

x
k + j

(8 )

where W j is the Kernel or weight function which is the vector of 2p+1 smoothing
weights, normalized to sum to

1
, which runs from W− p to W p . A Tukey-Hanning
4π

window was used to smooth the periodogram.

Spectral density estimates need to be characterized by statistical significance in order that
the major peaks can be identified. Thus, significance testing was performed using the
procedure outlined by Koopmans (1974) and Warner (1998). The upper and lower
bounds of a confidence interval around each spectral estimate were computed using the
chi-square distribution. The mean of the spectral density across the entire time range was
calculated and checked against the lower bound of the 95 % confidence interval. If the

15

value of the lower bound exceeded the mean spectral density, the peak associated with
this value was considered significant.

Another important aspect of the analysis required a determination of the degree of
correlation between two time series at given periods. This can be done by running the
coherency analysis for the spectral density values of two time series (Shumway and
Stoffer, 2006). To estimate the coherency, values from the F-distribution for the
probability level of 0.05 were obtained for the appropriate smoothing coefficient.
Squared coherencies were computed as a function of period and used to determine if
values were significantly different from zero. High values of squared coherency indicate
that data are more correlated at corresponding periods or frequencies. This coherency
analysis approach was used to investigate the relationship between hydrologic variables
(discharge and rainfall) and total coliform concentration.

All statistical analyses including ANOVA, ARMA, spectral and coherency analyses were
performed using SAS 9.1 (SAS, 2007) and Excel.

Results and Discussion

The total coliform concentrations ranged from 30 colony forming units /100 ml (cfu/100ml) on
January 4, 2001 to 5120 cfu/100ml on February 22, 2001. As is typical for many natural
systems, the monthly average concentration of total coliform in the Little River watershed
generally increased from January to July and decreased after July, (see Figure 2-2a). On
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average, January had the lowest concentration where as July had the highest concentration. As
was expected, a season-wide comparison showed that, winter had the lowest average total
coliform, whereas summer had the highest of all seasons (Figure 2-2b), which is likely related to
the temperature. Similar analysis of the hydrologic variables indicate that February had the
highest discharge and October has the lowest discharge whereas July had the highest
precipitation and October had the lowest precipitation (Figure 2-3). A time series plot of the
total coliform, shown in Figure 2-4, indicates a significant downward trend (p-value <0.0001).
This may be due to the implementation of best management practices in the watershed over the
past several years. As expected, the repeating oscillating pattern of the ACF and the PACF plots
of the weekly average total coliform data indicate seasonality in the series (Figure 2-5). To
minimize outlier effects for further analysis, the weekly average total coliform concentration data
was used to quantitatively determine the seasonality.

The best ARMA model evaluation for total coliform concentration [ARMA (1,1)] was
able to explain about 24 % of the variability in the estimate. The ACF plot of the
residuals indicates that the periodicities are significant at lags of 4 and 14, weeks (Figure
2-6).

The spectral analysis showed persistence (short term as well as long-term). There were
two significant peaks at weeks 15 and 55 (Figure 2-7). Other significant values are also
shown in the Figure 2-7 in addition to those peaks. The white noise test for the series
indicated that the peaks were highly significant (p- value<0.0003) for a Fisher’s Kappa of
12.61, meaning the peaks are not white noise. In general, the first peak is at about 4
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weeks, the second at 15 weeks and the third peak is at about 55 weeks from the ARMA
and the spectral methods combined.

For comparison of hydrologic data, spectral densities were calculated for precipitation
and for stream discharge. The resulting analysis determined no significant peaks for
precipitation (white noise) and one peak for discharge at about 55 weeks. The spectral
densities, means and lower confidence intervals are shown in Figure 2-8. Significant
spectral peaks for total coliform and discharge are summarized in Table 2-1. The results
are similar to that of Kirchner et al. (2000), who found white noise for precipitation and
the presence of persistence for discharge. The spectral peak for discharge at 55 weeks is
similar to the 55 week peak for total coliform. This suggests that there is an association of
total coliform concentration to the period of high discharge annually. It has been
observed that coliform can survive in soil and bed sediments for an extended period of
time, sometimes several months (USEPA, 2001; Sherer et al., 1992). During flooding,
the coliform are probably re-suspended and an increased concentration is observed that
coincides with the frequency of the flood. This may also indicate common physical
phenomena for discharge and total coliform at the 55 week frequency.

To further discern the behavior of hydrologic variables and total coliform, the coherency
results are summarized in Figure 2-9 and Table 2-2. Values of the squared coherency
were significant at 3, 4, 7, 10, 39, 46 and 55 weeks for total coliform and discharge.
Also, the squared coherency was significant at 4, 5 and 6 weeks for total coliform and
precipitation. Squared coherency between precipitation and discharge was generally
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significant at short-range frequencies (<22 weeks) and long-range frequencies (>91
weeks). These observations suggest that discharge is responsible for long-term
persistence and precipitation is responsible for short-term persistence. The likely
conceptual model for the Little River watershed is that short-term persistence of total
coliform is due to storm induced overland or shallow soil flow, whereas long-term
persistence is due to possible sub-surface inputs during baseflow or due to high nearly
annual recurring flow. These findings corroborate the findings Gentry et al. (2007) who
only had discrete time data over a year time frame, whereas this time series extend over
multiple years. The effects of precipitation and overland flow on total coliform
concentrations for short-term persistence are very important at scales smaller than one
day, which are not analyzed here because the sampling frequency of total coliform was
one day. It should be noted that this is a limitation of the analysis. It is likely that total
coliform may be retained or persist in the groundwater reservoir and then discharge to
streams resulting in long-term persistence, similar in nature to the study presented by
Dussart-Baptista et al. (2003). Hence, it should be noted that while some coliform
concentration reductions may be possible in the short term, past inputs of coliform will
likely continue to influence the concentration of total colifom in the stream in the long
term.

Further research in different hydrologic and catchment settings and using different water
quality parameters is required to further elucidate hydrologic influences on pathogen
indicators, such as total coliform. Also, since total coliform includes several genera of
bacteria, the different peaks in the spectral analysis may be related to different genera. It
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can be speculated that, depending on various environmental and transport factors, the
bacteria are showing persistence at different time scales. However, these hypotheses
would require further experimental testing for validation.

Conclusions

Time and frequency domain analyses of total coliform concentration time series data
have been performed to investigate the temporal variation and persistence of total
coliform in a stream. It was found that total coliform concentrations were higher in
summer months and lower in winter months, as expected. Time domain analyses were
performed using an autoregressive moving average model and the frequency domain
analyses were performed using spectral analysis. The time domain analyses indicated
short-term persistence in the time series (4 to 15 weeks) whereas the frequency domain
analyses showed short-term (15 weeks) as well as long-term (55 weeks) persistence.

It

appears that precipitation is the likely cause for short-term persistence, where long-term
persistence is controlled by discharge (baseflow). Although, the analysis indicates both
short-term as well as long-term persistence, the study results could not distinguish which
is more significant based on the present data set. By understanding which hydrological
processes influence total coliform concentrations, improved watershed management
strategies may be developed.
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Appendix A

Tables

Table 2-1 Significant peaks
Method
ARMA (total coliform)
Spectral analysis (total coliform)
Spectral analysis (discharge)

Significant peaks at weeks
4, 15
15, 16, 46, 55, 68, 91, 137
46, 55, 68

Table 2-2 Significant squared coherency
Parameters

Weeks

Discharge and total coliform

3, 4, 7, 10, 39, 46, 55

Rainfall and total coliform

4, 5, 6

Discharge and rainfall

2 to 12, 17, 18, 21, 22 and < 91
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Figures

Figure 2-1 Site map for sampling location
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Figure 2-2 Average total coliform with box plots for a. monthly: January = 1, February =
2 etc. and b. seasonal, spring =1, summer = 2, fall = 3, and winter = 4
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Figure 2-3 a. Monthly average discharge based on daily average with box plots: January
= 1, February = 2 etc. b. Monthly average rainfall based on daily total with box plots:
January = 1, February = 2 etc.
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Figure 2-4 Time series of total coliform and detrended total coliform data
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Figure 2-5 a. Autocorrelation function of total coliform; and b. partial autocorrelation
function of total coliform
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Figure 2-6 Autocorrelation of residuals from autoregressive moving average model of
total coliform with 95 % confidence bound. Lag, associated with large sized symbols,
indicates significant at 95% confidence limit.
.
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Figure 2-7 Spectral density with average and lower 95 % confidence limit for total
coliform. Period, associated with large sized symbols, indicates significant at 95%
confidence limit.
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Figure 2-8 Spectral density with average and lower 95% confidence limit for a.
discharge, and b. rainfall. Period, associated with large sized symbols, indicates
significant at 95% confidence limit.
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Figure 2-9 Coherency analysis for total coliform and hydrologic variables: a. total
coliform versus discharge, b. total coliform versus rainfall, and c. discharge versus
rainfall. Solid horizontal lines delimit statistical significance at the 0.05 probability level.
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Appendix B
SAS code for spectral analysis
Title "Spectral Analysis";
data parameter;
input weeks para @@;
datalines;
symbol1 i= splines v= dot;
proc gplot data= parameter;
plot para*weeks;
run;
proc spectra data=parameter out=b p s adjmean whitetest;
var para;
weights tukey 1 0;
proc print data=b;
run;roc gplot data=b;
symbol1 i =splines v=dot c=blue;
plot s_01 * period;
run;
proc gplot data=b;
plot s_01 * period;
run;

SAS code for coherency analysis
Title "Coherency Analysis";
data parameterdata;
input days para1 para2;
datalines;
symbol1 i=splines v=dot c=blue;
proc spectra data=parameterdata out=b cross k s;
weights tukey 1 0;
var para1 para2;
run;
symbol1 i=splines v=dot c= blue;
proc gplot data=b;
plot k_01_02 * freq;
where period<300;
plot k_01_02 * period;
run;
proc gplot data=b;
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where period <300;
plot s_01 * period;
run;
proc gplot data=b;
where period <300;
plot s_02 * period;
run;
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Chapter 3 Comparison of Time and Frequency Domain
Analyses of Water Quality Indicators in an East Tennessee
Watershed
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Abstract

Research is needed to better understand the temporal scaling of water quality indicators
in streams and watersheds and their relationship to the hydrologic factors that influence
them. Persistence of dissolved chemicals in streams has been demonstrated to be linked
to certain hydrologic processes, such as interactions between hydrologic units and storage
in surface or sub-surface systems. Spectral and wavelet analyses provided a novel
theoretical base to explore insights into long-term water quality behavior in a system. In
this study, temporal scaling analyses were conducted on weekly time series data of water
quality indicators (nitrate, chloride, sulfate and calcium concentrations) collected from
November 1995 to December 2005 at the West Fork of Walker Branch in Oak Ridge,
Tennessee. The objectives of the study were to determine: i) the level at which these
water quality indicators exhibit statistical persistence, and ii) the relationship between
each water quality indicator and hydrologic variables (stream discharge and rainfall).
Results showed that all indicators showed some level of statistical persistence that was
influenced by rainfall and/or discharge. Short-term statistical persistence (less than a
year) was related to the persistence of rainfall and discharge, whereas long-term
statistical persistence (more than a year) was related to the persistence of discharge.
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Introduction

An important area of research in hydrology is the issue of scaling of certain deterministic
properties across temporal and spatial scales (Feddes, 1995; Sposito, 1998). An approach
in hydrologic modeling that obeys the tenants of process scaling would be novel and
provide an improved modeling approach. In addition, an improved understanding of the
statistical persistence of water quality indicators in watersheds may aid in the
development of risk-based management strategies for mitigation of impaired streams.
The hypothesis of this study was that chloride, nitrate, sulfate and calcium which
represent conservative, biologically, and geochemically reactive water quality indicators
exhibit statistical persistence. The hypothesis was systematically tested through
numerical techniques that were designed to meet the following objectives: 1) evaluate
each water quality indicator to determine the presence of statistical persistence; and 2)
evaluate the statistical relationship of the persistence to hydrologic variables (discharge
and rainfall). Different processes (e.g. biological, geochemical), sources, and flowpaths
control the mode of persistence of the indicators. Hence, these four water quality
indicators, which include different processes, sources and flowpaths might behave
differently in terms of persistence. For example, nitrate, the concentration of which in the
stream, is more controlled by biological processes, may show short term persistence. At
the same time, if flowpath is deep, it may show long-term persistence.
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Background

It is known that watershed hydrologic processes are responsible for the temporal
variations and solute fluxes in streams and rivers (Kirchner et al., 2000, Shang and
Kamae, 2005). A watershed retains solutes and releases them after some time indicating
that there is a likely persistence of solutes in the watershed. The term persistence implies
and quantifies the relationship, or correlation, of an observation (e.g. the concentration of
solutes in a stream) with past observations. For example, previous conditions of solutes
in the watershed influence the present solutes concentration observation, and the current
concentration has an effect on future observations. From a quantitative view, persistence
can either be weak or strong, short-term or long-term (Beran, 1994, Malamud and
Turcotte, 1999). Short-term persistence implies that the effect of an observation on
future observations becomes negligible after a relatively short period of time. Long-term
persistence implies that the effect of an observation on future observations remains
significant after a long period of time, based upon the lag-time used in the analysis. The
terms weak and strong are based upon the magnitude of the correlation between
concentration values that are separated by the lag interval.

Kirchner et al. (2000) determined the persistence of chloride in the Hafren catchment at
Plynlimon, Wales by observing the long-term time series of chloride data. Recently,
Shang and Kamae (2005) determined the persistence in suspended sediments for the
Yellow River at Tongguan, Shanxi, China. In another study, nitrate has also showed
persistence in a stream system (Zhang and Schilling, 2005). However, the relationship of
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the persistence compared between multiple biogeochemical parameters in a watershed is
limited in the literature.

Data Description

The site and associated data set selected for the study was West Fork of Walker Branch
on the Oak Ridge National Laboratory (ORNL) reservation in Oak Ridge, Tennessee.
The Walker Branch watershed encompasses a 97.5 hectare (ha) area, containing the 38.4
ha West Fork watershed (see Figure 3-1). The watershed has been the focus of intensive
ecological-environmental-hydrologic studies since the 1960s, and which continue today.
The relationships between nutrient fluxes, soil geochemistry and hydrology have been
well characterized in previous research (Genereux et al., 1992; Johnson and Van Hook,
1989; Lindberg et al., 1979; Mulholland, 1992; Mulholland, 1993; and Mulholland,
2004).

Weekly water quality indicator (nitrate, chloride, sulfate and calcium) time series data for
Walker Branch, from November 1995 to December 2005 were used. Although the data
from 1989 to 2005 are available, only the data from 1995 to 2005 were chosen for this
particular analysis because they proved to be the most complete yearly data sets and had
only one missing data point. A detailed description of the site and the methods of
analysis of the sample data are found in Mulholland (2004) and
http://walkerbranch.ornl.gov.
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Four primary water quality indicators were selected for the analyses. The parameters
included reactive constituents (nitrate, calcium and sulfate) in addition to, a conservative
constituent (chloride). The concentration of some of these constituents may be more
biologically controlled (nitrate) while others are more geochemically controlled (sulfate,
calcium) (Mulholland, 1990; Johnson and Van Hook, 1989). Chloride is derived from
atmospheric inputs and is thought to be conservative in the system. Chloride’s variable
concentrations are due to hydrologic interactions (i.e. precipitation, evapotranspiration,
dilution, etc.). Chloride concentration is only affected by evapotranspiration near the
land surface, and it is valuable because it integrates over long time scales (Herczeg and
Edmunds, 2000). In contrast, concentration of nitrate in the stream water reflects the net
effects of various biological processes that take up and release inorganic nitrogen in the
stream and watershed. Concentration of nitrate may increase slightly as a result of
evapotranspiration but, usually varies due to microbiologically mediated reactions such
as nitrification of ammonia released during organic matter decomposition and plant and
microbial uptake of inorganic nitrogen. In case of sulfate and calcium, previous studies
indicated large spatial and temporal variations in the concentrations of sulfate and
calcium in stream water were the result of different sources and sinks along different
flowpaths (Mulholland, 1993; Mulholland, 2004). The primary source of calcium in the
stream water at the West Fork site is from the bedrock geology whereas the primary
source of sulfate (as well as nitrogen) is atmospheric deposition. Hence, it will be
interesting to compare the persistence of these indicators, which include the solutes from
different processes (biological and geochemical), sources, and flow paths in the same
stream.
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Methodology

Time Domain Analysis

Time domain analysis has been used to determine the statistical persistence in the data.
The analysis starts with calculating the autocorrelation function. The autocorrelation
function, rk , is given by (Tamhane and Dunlop, 2000),

N −k

rk =

∑

i=1

( x i − x )( x i + k − x )
N

∑

i=1

(1 )
(xi − x)

2

where rk is the autocorrelation coefficient at lag k, xi is the series at i = 1, 2, 3, …, N
observations, x is the mean of N observations. The positive values of rk indicate
persistence in the series. The kth order partial autocorrelation of X is the partial
correlation between xt and xt+k, where the influence of xt+1, xt+2,….., xt+k-1 have been
removed. The PACF is calculated from the following formulae (DeLurgio, 1998):
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φ k + 1 , j = φ k , j − φ k + 1 , k + 1φ k , k − j + 1

φ k + 1, k + 1 =

rk + 1 −
1−

(2)

k

∑φ
j =1
k

∑φ
j =1

r

k , j k +1− j

(3)
k, j

rj

where φ ' s are the autoregressive parameters.
Equations (2) and (3) were used in the identification of the autoregressive order in the
autoregressive moving average (ARMA) model. The ARMA model is given by
(DeLurgio, 1998),

x t = φ 1 x t −1 + ...... + φ p x t − p + a t − θ 1 a t −1 − ... − θ q a t − q

(4)

where θ ' s are the moving average parameters, the x’s are the original series, and the a’s
are the series of residuals; p and q are the order of the autoregressive and moving average
models respectively.

ARMA models have been used in the literature to characterize the correlations within a
time series (Malamud and Turcotte, 1999). An ARMA model captures the deterministic
components (dominant linear trends) of a time series and leaves behind the stochastic
component (residuals). Also, the stochastic component of a time series is defined as
persistence if temporally adjacent values are positively correlated. The persistence may
be short-term or long-term depending on the time range over which they are correlated.
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Hence, the residuals from the ARMA model were used to determine the underlying shortterm persistence using the autocorrelation of the overall series.

Frequency Domain Analysis

For comparison purposes, frequency domain (period) analyses were also performed on
the data. In the frequency domain analysis, spectral and wavelet methods were used.

Spectral analysis

Spectral analysis is used to determine the short-term and/or long-term persistence of
different water quality indicators. The spectral analysis may reveal certain features of a
time series that are not obvious from other analyses (Percival and Walden, 1993). In
spectral analysis, the finite Fourier transformation is used to decompose the data series
into a sum of sine and cosine waves of different amplitudes and wavelengths. The plots
of the Fourier coefficients against frequency or periods are periodograms.

It should be noted that the periodogram is an inconsistent estimator of the spectrum
(SAS, 2007). The sampling error associated with estimates of sum of squares are very
large, which may result in an overly wide confidence interval set up around the intensity
estimates at each frequency (Warner, 1998). To avoid any bias in the data analysis, two
approaches were used for comparison purposes. The sampling error problem can be
solved if spectral densities are used rather than periodograms. Hence in this study,
spectral densities, which are smoothed (continuous) approximations of the discrete
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periodograms, have been used. A Tukey-Hanning window of width one was used to
smooth the periodogram.

Another important aspect of the analysis was to determine the significance of the signals
present in the spectrum. Significance testing was done on the smoothed peaks of the
spectrum using the procedure outlined by Koopmans (1974) and also explained by
Warner (1998). The upper and lower bounds of a confidence interval around each
spectral estimate can be computed using the chi-square distribution. The mean of the
spectral density across the entire time range is calculated and checked against the lower
bound of the 95 % confidence interval. If the value of the lower bound exceeds the mean
spectral density, the peak associated with this value is significant. Detailed description of
the methodology is given in Chapter 2.

Finally, a coherency analysis between water quality indicators and hydrologic variables
was performed. A coherency analysis (Shumway and Stoffer, 2006) was used to
investigate the relationship between hydrologic variables (discharge and rainfall) and the
water quality indicators. Squared coherencies were computed as a function of period and
checked whether those values were significantly different from zero. A high value of
squared coherency indicates correlation at the corresponding period or frequency.
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Wavelet analysis

The wavelet transform is a method of converting a function (or signal) into another form
which either makes certain features of the original signal more amenable to study or
enables the original data set to be described more succinctly (Addison, 2002). In the
wavelet transform, the energy spectrum describes in the frequency domain what the
autocorrelation function expresses in the time domain. The amplitude of the spectrum,
however allows visualization of the frequency content of the time series, and is more
useful for comparing the signals to each other and for isolating meaningful frequency
peaks (Massei et al., 2006). To perform a wavelet transform, a wavelet is needed, which
is a localized waveform and a function that satisfies certain mathematical criteria. The
Mexican hat wavelet was chosen for analysis because we are concerned only on the
amplitude of the wavelet spectrum (Torrence and Compo, 1998). The Mexican hat
wavelet for time t is defined as

Ψ ( t ) = (1 − t 2 ) e − t

2

/ 2

which is the second derivative of the Gaussian distribution function

(5 )

e −t

2

/2

.

Equation 5 and Figure 3-2 is defined as the mother wavelet or analyzing wavelet. This is
the basic form of the wavelet from which dilated and translated versions are derived and
used in the wavelet transform. The dilation and contraction is governed by the dilation
parameter a, which is the distance between the center of the wavelet and its crossing of
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the time axis (horizontal). The movement of the wavelet along the time axis is governed
by the translation parameter b. The shifted and dilated parameter versions of the mother
wavelet are denoted by Ψ[(t − b) / a ] . The altered mother wavelet is defined in
equation 6.

Ψ ( t −ab ) = [1 − ( t −ab ) 2 ]e

−1 / 2[(

t −b 2
)]
a

In equation 6, we can now transform a signal,
wavelet transform of a signal

T (a, b) =

1
a

∫

∞

−∞

( 6)

x(t ) , using a range of a’s and b’s.

The

x(t ) is thus defined as equation 7.

x (t ) Ψ (

t −b
) dt
a

(7 )

This contains both the dilated and translated wavelet Ψ[(t − b) / a] and the signal x(t ) .
The wavelet spectral power is estimated from this convolution integral using equation 8.

P ( a , b ) =| T ( a , b ) | 2

(8 )

A plot of the spectral power is obtained by a and b, and is plotted against the time scale.
A MATLAB code developed by Torrence and Compo (1998) was used for the analysis.
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Results and Discussion

Time series plots of rainfall, discharge and the four water quality indicators are shown in
Figure 3-3. No significant linear trends were observed in the time series for any of the
variables. Descriptive statistics of the parameters are summarized in Table 3-1. The
seasonality is more clearly observed by the autocorrelation function plot as shown in
Figure 3-4. The rainfall process appeared to be random, as expected, whereas other
parameters showed very clear seasonality. The seasonality in discharge in this stream is
the result of high rates of evapotranspiration by the deciduous forest producing large soil
water deficits during the growing season (Mulholland, 2004). The seasonality of chloride,
sulfate and calcium is expected to be linked to the seasonality of discharge. But
seasonality of nitrate is considered to be related to two different mechanisms – low
concentrations in the fall due to high instream uptake associated with leaf decomposition
and in the early spring due to high instream uptake associated with increased algal
production at relatively high light levels before the leaves emerge in the forest vegetation
(Mulholland, 2004).

ARMA Analyses

The appropriate ARMA model was fit for all parameters and the results are summarized
in Table 3-2. The R-square values for rainfall and discharge were very low compared to
the other variables. Since seasonality was not obvious in the rainfall data, the R-square
was less for rainfall. Since our objective was to observe the persistence using the
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residuals, the R-square was not critical. Although improved fits (i.e. better R-square) for
the hydrologic variables could be achieved, for consistency, the ARMA model was used
to observe the short-term persistence (< one year). Subsequently, the ACF plots of the
residuals are observed for short-term persistence (Figure 3-5). All of the parameters
exhibit short-term persistence ranging from three weeks to 49 weeks (Table 3-3). The
first significant peak was located at 7 weeks for rainfall, chloride, and calcium, 6 weeks
for sulfate, and 3 weeks for nitrate. It is likely that the rainfall data record is not long
enough to show the periodicity of discharge but is long enough to show the periodicity of
chloride and calcium. Second peak was observed at 49 weeks for discharge, nitrate and
sulfate and 33 weeks for chloride.

Spectral Analyses

The spectral analysis shows periodicities in the short-term as well as long-term (Figure 36, Table 3-3). This analysis also indicates the strength of the persistence for any
frequency or period. Our analysis showed that there is a large significant peak at 59
weeks for discharge and all other water quality indicators, but none of the long-term
identified peaks are significant for rainfall (Figure 3-6). Only two short-term peaks (2 and
8 weeks) are significant for rainfall. This implies that the periodicity of all four water
quality indicators was related to the periodicity of discharge. This suggests that there is
an association of the indicator concentrations to the annual high or low flow. It is likely a
water flowpath effect – reduced importance of deeper flowpaths during periods of higher
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flow. This may also indicate that processes by which discharge and all parameters show
long-term persistence likely have common physical phenomena.

There were unique patterns as well. The peaks are summarized in Table 3-3. Nitrate
showed other periodicities at weeks 18 and 28. Worrel et al. (2003) also observed the 13
month (56 weeks) and 7 months (29 weeks) periodicity of the nitrate concentration in the
Coweeta watershed, North Carolina. Zhang and Schilling (2005) found nearly half year
(27 weeks) and one-year (53 weeks) cycles for nitrogen concentration in the Raccoon
River, Iowa. Results from the spectral analysis mentioned here for nitrate is thus
consistent with these results. The nitrate peaks at 18 and 28 weeks indicate the influence
of biological activity at those periodicities. The secondary peak at about 28 weeks in the
plot is very reasonable since we have two periods of low concentrations due to different
mechanisms - in the fall due to high in-stream uptake associated with leaf decomposition
and in the early spring due to high in-stream uptake associated with increased algal
production at relatively high light levels before the leaves emerge in the forest vegetation
(Mulholland, 2004). Except for the 18 and 28 weeks periodicity of nitrate, the peak at 59
weeks of periodicity for all parameters was common. This reveals that the watershed
response is common for chloride, sulfate and calcium.

To investigate the nature of the relationship between hydrologic variables and the water
quality indicators, the coherency analysis was used and the results are presented in Figure
3-7 and Figure 3-8. Squared coherency between rainfall and nitrate is significant at about
88 weeks period but not any shorter periods (Figure 3-7). However, coherency with
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rainfall was generally significant for shorter periods to other water quality indicators
(Figure 3-7 and Table 3-4). It should be noted that none of the significant spectral peaks
obtained from spectral analysis (59, 29, 28 and 18 weeks) are significant from coherency
analysis between rainfall and each of the indicators. This suggests that the response of
rainfall is not seen in the periodicity of the concentration of any of the indicators. One of
the reasons for this may be the sampling frequency of the parameters, which is one week.
The effect of rainfall and rapid storm flow on short-term persistence and periodicities are
very important at scales less than a week, which is not analyzed because the sampling
frequency of the parameters at the Walker Branch site and this is a recognized limitation
of this analysis. Similarly, coherency analysis between discharge and each of the water
quality indicator showed that none of the significant spectral peaks, 59, 29, 28 and 18
weeks except the 29 week peak for sulfate are significant suggesting that periodicity of
discharge is not responsible for those spectral peaks (Figure 3-8). This may be again due
to the sampling frequency of the data for the water quality indicators as mentioned above
because the discharge record consists of daily data.

Failure to find the significant coherency in most spectral peaks between hydrologic
variables and water quality indicators warrants exploring further the time-frequency
analysis where each frequency can be examined in the time domain. The spectral analysis
is a robust means of identifying the dominant periodicity in any time series but does not
provide scale and amplitude localization (White et al., 2005). In other words, time
localization is not seen in the spectrum, as the separated frequencies always apply to the
entire length of signal.
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Wavelet Analyses

The problem of losing time localization in the spectral analysis is mitigated by the use of
a wavelet analysis. The wavelet analysis of each time series of rainfall, discharge and the
water quality indicators was performed. The seasonal behavior of the system is clearly
visible from Figures 3-9 to 3-14 for each indicator. Comparing the wavelet spectra of
rainfall (Figure 3-9) with discharge (Figure 3-10) and each water quality indicator (Figure
3-11 to 3-14) showed that most rainfall frequencies are present in the signal for each
parameter. Periods between 4 weeks to about 52 weeks in the rainfall spectra, specifically
at about 30-40 weeks in horizontal time axis, gives rise to a 10-70 weeks structure in
discharge, sulfate and calcium (Figures 3-9, 3-10, 3-13 and 3-14). Also, the horizontal
time axis shifts slightly to the right indicating the delay in response time. A similar shift
in both the period (frequency) axis and time axis at 128-512 week period axis and 150300 week time axis, respectively, can be observed in rainfall verses discharge, sulfate and
calcium spectra (Figures 3-9, 3-10, 3-13 and 3-14).

Chloride appears more disconnected from the influence of rainfall but is more similar to
discharge (Figures 3-9, 3-10 and 3-12). The higher frequencies (less than 32 weeks
periods) are not seen in the chloride spectra (Figure 3-12). This indicates that the inputs
of chloride from rainfall are retained for a longer period of time compared to other water
quality indicators. Rainfall and storm derived discharge is less influential in the
persistence of chloride. It is more influential for nitrate, sulfate and calcium.
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Global wavelet spectra show the continuous distribution of periodicity. For example, if
we observe the global wavelet spectra of nitrate (Figure 3-11c), periodicity in between 12
and 100 weeks are significant and the strongest periodicity is the one with highest
wavelet power (at about 60 weeks). This is consistent with the result from spectral
analysis (Figure 3-6c). Two strong periodicities are seen in discharge, sulfate and
calcium concentration records corresponding to about 60 weeks and 256 weeks, whereas
only one strong periodicity is seen for nitrate (about 60 weeks) and chloride (about 256
weeks). In the spectral analysis for nitrate, the peak at 59 weeks period was clearly
dominant (Figure 3-6) which is consistent with the result from wavelet analysis (Figure
3-10 to 3-14 c). But other intermediate periodicities as seen in the spectral analysis (for
example 18 and 28 weeks for nitrate) cannot be seen in the global wavelet spectrum. One
reason of this inconsistency may be related to the limitation of selecting the smoothing
window in wavelet analysis. In the spectral method, there is more flexibility of selecting
an appropriate smoothing window (for example different Tukey-Hanning width) to
extract the significant spectral peaks, compared to the global wavelet spectrum. The
periodicity corresponding to 59 weeks was consistent with the spectral analysis and this
suggests that there is an association of the indicator concentrations to the annual high or
low flow. This may also indicate that processes by which discharge and all other
parameters show long-term persistence likely have common physical phenomena. It
should be noted that, due to the short length of data (529 weeks), the periodicities with
long periods cannot be relied on and hence are not explained (for example more than 128
weeks periods).
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Comparing the time series and corresponding wavelet spectra for rainfall, discharge and
the water quality indicators (Figure 3-9 to 3-14 a and b), each of the high values in the
time series gives a structure starting at four weeks period in wavelet power spectra. This
shows that even one event, depending on its magnitude, will be enough to show the
persistence, particularly short-term. The two large structures in each spectrum (Figure 39b to 3-14 b), which arise from about 128 weeks and go to 512 weeks, may be the result
of any large event long before the sampling period or the combination of events within
any time period. It is left to future research to determine whether those types of unique
structures are watershed-specific or not. If they are watershed-specific, it will be very
useful to observe the comparative response of different watersheds looking for the similar
wavelet structures. If they are from past events, this may be evidence of the effect of
climate change or some other long-term change. Although, with this analysis, it was not
possible to observe the cause of those structures, it may still be very useful to observe the
comparative response of watersheds. Future research using cross wavelet analysis would
provide further information on the dependency and correlation of water quality indicators
and hydrologic variables.

Spectral analysis describes periodicities that are consistent across the entire signal length
whereas wavelet analysis defines periodicities based on all local frequencies. Spectral
analysis indicated that the influence of rainfall on discharge and water quality indicators
was obvious only at a 59 week frequency but wavelet analysis showed that rainfall was
influential at shorter periodicities since each wavelet structure for discharge and water
quality indicators were related to the structure of rainfall spectra. This could be seen by
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comparing the results of rainfall spectra (Figure 3-9) and other parameters (Figure 3-10 to
3-14) as was explained at the beginning of this section on Wavelet Analyses. Thus,
wavelet analysis gives additional information, where the effect of each event can be
observed in the periodicity. Only the global wavelet spectrum is equivalent to the spectral
analysis method in terms of presenting its output. But the approach, including the
identification of significant spectra, is still different.

Conclusions

Time domain (autoregressive moving average and wavelet) and frequency domain
(spectral and wavelet) analyses were performed for time series data of water quality
indicators (nitrate, chloride, sulfate and calcium) as well as the hydrologic variables
rainfall and discharge to characterize the persistence of water quality parameters as they
relate to hydrologic variables. Consistent structure in the periodogram was identified
with several frequencies of less than 1 year. However, spectral techniques performed
poorly in the identification of structure for periods of a few weeks. The wavelet
transform method performed better than the spectral technique and was capable of
determining high frequency structure throughout the spectrum.
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Appendix A
Tables

Table 3-1 Summary statistics of hydrologic and water quality indicators
Variable
Rainfall (mm)
Discharge (L/s)
Nitrate (ugN/L)
Chloride (mg/L)
Sulfate (mg/L)
Calcium (mg/L)

Value
Count
3712
529
528
528
528
529

Missing
Count Minimum Maximum
2
0.00
91.00
0
3.80
225.10
1
0.00
297.00
1
0.44
8.43
1
1.09
6.59
0
4.90
52.30

Mean
3.71
11.89
28.82
0.92
2.33
24.75

Standard
Deviation
9.40
16.44
20.06
0.39
0.73
6.74

Table 3-2 Summary of appropriate autoregressive moving average (ARMA) model

Parameter
Rainfall
Discharge
Nitrate
Chloride
Sulfate
Calcium

Moving
Autoregressive average
Order
Order R-square
1
0
0.01
4
3
0.08
2
1
0.60
4
3
0.50
2
1
0.25
2
1
0.49

Table 3-3 Significant peaks for rainfall, discharge and water quality indicators
Significant ARMA residuals and spectral
densities at weeks
ARMA Method
Parameter Peak 1 Peak 2
Rainfall
7
Discharge
49
Nitrate
3
49
Chloride
7
33
Sulfate
6
49
Calcium
7

Spectral Analysis
Peak 1 Peak 2
Peak 3
2, 8
59
18
28
53, 59
29
53 59, 88
29
53, 59, 66
29
53, 59, 66
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Table 3-4 Significant squared coherency
Parameters

Weeks

Rainfall and Nitrate

88

Rainfall and Chloride

7, 8

Rainfall and Sulfate

2, 5, 8, 12, 13, 14, 15, 16, 21

Rainfall and Calcium

2, 4, 6, 8, 11, 12, 33, 35

Discharge and Nitrate

10, 22

Discharge and Chloride

2, 3, 5, 8

Discharge and Sulfate

2 to 8, 11, 12, 15, 18, 21, 28, 29,31, 33, 48

Discharge and Calcium

2 to 11, 14, 15, 18, 22, 23
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Figures

Figure 3-1 Site map for sampling location
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Figure 3-2 Mexican hat mother wavelet
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Figure 3-3 Time series plot of a. rainfall based on daily value b. discharge based on daily
average c. nitrate based on weekly d. chloride based on weekly e. sulfate based on weekly
and f. calcium based on weekly
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Figure 3-4 Autocorrelation function plot of a. rainfall b. discharge c. nitrate d. chloride e.
sulfate and f. calcium
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Figure 3-5 Autocorrelation function plot of residuals of ARMA model for a. rainfall b.
discharge c. nitrate d. chloride e. sulfate and f. calcium. Lag, associated with large sized
symbols, indicates significant at 95% confidence limit.
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Figure 3-6 Spectral density with average and lower 95 % confidence limit a. rainfall b.
discharge c. nitrate d. chloride e. sulfate and f. calcium. Period, associated with large
sized symbols, indicates significant at 95% confidence limit.
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Figure 3-6 (contd…) Spectral density with average and lower 95 % confidence limit a.
rainfall b. discharge c. nitrate d. chloride e. sulfate and f. calcium. Period, associated with
large sized symbols, indicates significant at 95% confidence limit.
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Figure 3-7 Coherency for rainfall and: a. nitrate, b. chloride c. sulfate d. calcium. Solid
horizontal lines delimit statistical significance at the 0.05 probability level.
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Figure 3-8 Coherency for discharge and: a. nitrate, b. chloride c. sulfate d. calcium. Solid
horizontal lines delimit statistical significance at the 0.05 probability level.
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Figure 3-9 Rainfall; a. Time series (a), b. Corresponding wavelet spectra. The thick
contour encloses regions of greater than 95% confidence for a white noise process. The
bottom thick line is the “cone of influence”, below which edge effects become important.

Figure 3-10 Discharge; a. Time series (a), b. Corresponding wavelet spectra. The thick
contour encloses regions of greater than 95% confidence for a white noise process. The
bottom thick line is the “cone of influence”, below which edge effects become important.
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Figure 3-11 Nitrate; a. Time series (a), b. Corresponding wavelet spectra. The thick
contour encloses regions of greater than 95% confidence for a white noise process. The
bottom thick line is the “cone of influence”, below which edge effects become important.

Figure 3-12 Chloride; a. Time series (a), b. Corresponding wavelet spectra. The thick
contour encloses regions of greater than 95% confidence for a white noise process. The
bottom thick line is the “cone of influence”, below which edge effects become important.
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Figure 3-13 Sulfate; a. Time series (a), b. Corresponding wavelet spectra. The thick
contour encloses regions of greater than 95% confidence for a white noise process. The
bottom thick line is the “cone of influence”, below which edge effects become important.

Figure 3-14 Calcium; a. Time series (a), b. Corresponding wavelet spectra. The thick
contour encloses regions of greater than 95% confidence for a white noise process. The
bottom thick line is the “cone of influence”, below which edge effects become important.
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Appendix B
SAS code for spectral analysis

Title "Spectral Analysis";
data parameter;
input weeks para @@;
datalines;
symbol1 i= splines v= dot;
proc gplot data= parameter;
plot para*weeks;
run;
proc spectra data=parameter out=b p s adjmean whitetest;
var para;
weights tukey 1 0;
proc print data=b;
run;roc gplot data=b;
symbol1 i =splines v=dot c=blue;
plot s_01 * period;
run;
proc gplot data=b;
plot s_01 * period;
run;

SAS code for coherency analysis

Title "Coherency Analysis";
data parameterdata;
input days para1 para2;
datalines;
symbol1 i =splines v=dot c=blue;
proc spectra data=parameterdata out=b cross k s;
weights tukey 1 0;
var para1 para2;
run;
symbol1 i =splines v=dot c= blue;
proc gplot data=b;
plot k_01_02 * freq;
where period<300;
plot k_01_02 * period;
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run;
proc gplot data=b;
where period <300;
plot s_01 * period;
run;
proc gplot data=b;
where period <300;
plot s_02 * period;
run;
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Chapter 4 Hurst Analysis of Hydrologic and Water Quality
Time Series Data in East Tennessee Watersheds
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Abstract

An important area of research in hydrologic modeling is the issue of scaling of certain
deterministic properties at various spatial and temporal scales. Hurst analysis, which is a
fractal based scale invariant approach for analyzing long-term time series data, may be a
solution for the scaling issues in physical processes. The specific objectives were, to
compute Hurst coefficient (H) for hydrologic and water quality indicators, and to study
the effect of seasonality on H and to determine how H of each of these indicators is
related to that of hydrologic variables (discharge and rainfall). The water quality
indicators include total coliform for Little River data and nitrate, chloride, sulfate and
calcium concentrations for Walker Branch data. H was estimated using two methods:
spectral analysis and rescaled range (R/S) analysis. It was found that both data series
(untransformed and deseasonalized) are useful to study the watershed response for water
quality indicators. The comparison of untransformed and deseasonalized data series
appears to show that higher H values of these data series are due to seasonal processes
and that once the seasonality is removed in the data (deseasonalized), the series appears
to shift toward random (H values near 0.5).
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Introduction

An important area of research in hydrologic modeling is the issue of scaling of certain
deterministic properties at various spatial and temporal scales. A better approach in
hydrologic modeling that obeys the tenants of scaling in the processes would be novel
and lead to a stronger approach than currently used.

Fractals, which are scale invariant objects or processes, may be a solution for many of the
scaling issues. It is known that fractals have special properties related to scaling. One of
the most important is that a fractal can be subdivided into parts, each of which is a
reduced-size copy of the whole. This property is known as self-similarity and implies
that properties are invariant across scales. Mandelbrot (1983) mathematically defined a
fractal as: “a set for which the Hausdorff dimension exceeds the topological dimension”.
It may represent a geometrical object or the output of a process in time such as time
series. Other definitions of fractals are as follows (Falconer, 1990). Fractals i) are objects,
which have infinite details on any scale, ii) are too irregular hence cannot be described by
Euclidean geometry and iii) have self-similar pattern.

We are familiar with the topological dimension of objects in the integer number on the
basis of Euclidean geometry. For example, a line is one-dimensional, a plane is twodimensional, and a cube is three-dimensional. This is the simplification of objects to
describe dimensionality. Most of the theories, which include distance, area and volume,
are based on the Euclidean geometry. However, the dimension of a fractal object is a
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non-integer and exceeds the topological dimension. For example, as Mandelbrot (1983)
described, the dimension of an irregular coastline may be greater than one but less than
two, indicating it is not like a simple line but has space-filling characteristics in the plane,
although its topological dimension remains equal to one in the classical concept.

Fractals are spatial or temporal patterns that repeat themselves at increasingly finer (or
coarser) scales of resolution (Mandelbrot, 1983; Goyet, 1996). Fractals possess a form of
self-scaling in which part of the whole can be made to fit to the whole in some way by
stretching and shifting. If stretching equally in all directions yields such a fit then the
object is said to be self-similar. If the fit requires anisotropic stretching, then the object is
said to be self-affine (Mandelbrot, 1983). For a deterministic fractal, the fit is exact and
for a random fractal it is not. For the random fractal, the fit is statistical: the transformed
parts resemble the whole and have similar probabilistic characteristics (Lowen and Teich,
2005). Fractals offer a way to relate variations in the data (e.g. flow and concentration),
over small magnitudes to variations over large magnitudes and the relationships are of a
statistical nature (Tchiguirinskaia et al., 2000).

Fractal properties are characterized by fractal dimension (D) and Hurst Coefficient (H).
In principle, D and H are independent of each other: fractal dimension is a local property
and the persistence (represented by H) is a global characteristic. Nevertheless, the two
are closely linked in much of the scientific literature (Mandelbrot, 1983; Shang and
Kamae, 2005; Zhang and Schilling, 2005; Zhou et al. 2006). For self-affine processes, the
local properties are reflected in the global ones, resulting in the relationship
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D + H = n +1

(1)

between fractal dimension, D, and Hurst coefficient, H., for a self affine surface in ndimensional space (Mandelbrot, 1983). Here, interpretation of results was made on the
Hurst coefficient.

Hydrological time series such as stream flow, concentration time series of stream
inorganic chemical constituent such as nitrate and chloride and concentration time series
of suspended sediment in the stream, have been shown to follow a fractal behavior
(Kirchner et al., 2000; Pandey et al., 1998; Radziejewski and Kundzewicz 1997; Shang
and Kamae, 2005; Zhang and Schilling, 2005; Zhou et al. 2006) and this behavior may
yield important information about the watershed hydrological processes. H as mentioned
before, quantifies this fractal behavior.

H allows comparison of time series for periods of time that may be many years apart
(Hurst, 1951). The discovery of self-similarity and self-affinity of fractal forms and
fractal scaling dimensions after Mandelbrot (1969, 1983) provided the needed theoretical
framework for interpretation of the H. Hurst showed that this phenomenon was
characteristic of the overflow, water storage, and stream flow of many other rivers.
Detecting such persistence phenomena in hydrological series is obtained by the adjusted
rescaled range (R/S) analysis (Mandelbrot and Wallis, 1969). This analysis involves a
statistical rescaling of the original series over lag times of varying widths. The
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methodology to estimate H from R/S analysis is given in the methodology section of this
chapter. H -values indicating the persistence are most common for hydrological time
series. Rescaled range analysis is more direct and robust compared with other methods
such as modeling the series as a fractional Gaussian noise (Rao and Bhattacharya, 1999).

Long-term persistence and fractal processes

Long-term persistence has been observed in many types of time series from physical,
biological, economic, technological and sociological systems (Pilgram and Kaplan,
1998). The long- term persistence observed in a time series correspond to a power
spectrum of the form

1
, where f denotes the frequency, and β denotes the spectral
fβ

slope as explained later in the methodology section. Kirchner et al. (2000) observed the
long- term persistence in a chloride concentration time data series. They found that the
chloride concentration of a rainfall input signal is converted by the watershed into a
fractal output signal in the runoff. Thus, the watershed acts as a fractal filter that converts
a white noise random process chemical input signal to 1/f noise type of chemical output
signal in the water discharged at the observation point (Lindgren et al., 2004). Note that
1/f noises are often considered to be statistical fractal processes.

It has been recently shown that long-term stream chemistry follows fractal behavior
(Kirchner et al., 2000) thereby implying a power-law residence time distribution (RTD)
for water contributing to streamflow. Such behavior suggests that contaminant loads in
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the watershed may initially be flushed out rapidly but leave behind a persistent low-level
tail of contamination. This led many researchers to pursue a mechanistic explanation for
the fractal behavior (Cardenas, 2007). One obvious explanation is a fractal distribution
of flow paths, such as those observed in soil pores and fractures (Kirchner et al., 2000).
It is apparent that the foundation for this empirical fractal behavior in stream chemistry is
due to several interacting physical, and perhaps chemical, processes (Kirchner et al.,
2000) occurring in the channel, on the land surface, and in the unsaturated and saturated
soil zones (Cardenas, 2007).

The most evident feature of the pollutant concentration distribution of storm water runoff
is a steep leading and receding limb followed by a nearly flat and long stretched tail. The
fractional kinetic approach is appropriate in describing the heavy tailed processes (Deng
et al., 2005). They speculated that the fractal property of the ground surface is the main
cause of fractional kinetic behavior. Fractal structure of the surface provides pollutants
with an infinite number of traps or storage zones possessing a continuum of scales. The
pollutants captured in large-scale storage zones are easily released but the release process
of the pollutants trapped in the micro-scale storage zones may take a long time, causing a
broad tailed distribution (Deng et al., 2005).

As mentioned before, H is a useful parameter to describe the persistence of observations
in hydrological time series. It was later established that the H was theoretically related to
the fractal dimension via. Equation 1, for idealized time series that can be modeled as
fractional Brownian motions (Mandelbrot, 1983). Because the H captures the long-term
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persistence in the data series, similar H values for hydrological time series might be
interpreted as a reflection of similarities in watershed characteristics such as topography,
meteorology, and soil structure. However, this interpretation may not be applicable at
very small temporal or spatial scales. H is an important measure of long-term dependence
of the time series. If H equals to 0.5, it represents the random process. A higher H (>0.5)
value indicates that the previous runoff record will positively affect the future runoff
intensity, thus an extreme event would have higher probability of being followed by other
extreme events. A lower H (<0.5) has negative long-range dependence, i.e. the previous
runoff record will negatively affect the future runoff intensity, thus an extreme even
would have higher probability of being followed by another extreme opposite event (e.g.
flood is followed by drought).

The objective of this research was two folds: (1) to determine the statistical relationship
of microbial concentrations, and other inorganic chemical water quality indicators to
hydrologic variables (i.e. precipitation, runoff, and baseflow); and (2) to observe the
presence of persistence (long-term and short-term if any) and the strength of the
persistence for better defining the behavior of watershed scale responses for microbial
and inorganic chemical water quality indicators. Previous chapters 2 and 3 indicated that
these different indicators showed different persistence (short term and/or long term) and
their relationship with the hydrologic variables. In this chapter, I focused on measuring
the strength of the persistence for those indicators and hydrologic variables. H, which
measures the strength of persistence as described before, is discussed in this chapter.
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In this chapter, Hurst analysis was used to determine whether there is persistence in the
data records for hydrologic and water quality parameters (that is, whether H values are
significantly different from 0.5 – that expected in a random series) and then whether it is
positive persistence (H > 0.5). Then it was evaluated whether this structure in the various
data records is primarily due to seasonal processes (flowpath, biological processes) or
due to processes with a periodicity > 1 year (H values either increasing or remaining well
above 0.5 after transformation).

H as estimated for those parameters can be used for generating the fractional Brownian
motion or fractional Gaussian noise, which helps to develop the forward predication
model in a stochastic way for the time series data. This would also imply the theoretical
possibility of predicting the short-term estimates from long term measurements or vice
versa. These findings would help to determine the fractal power law model for
describing possible differences in watershed cycling and transport processes, as
demonstrated by various water quality indicators. Another important application of H is
to design and evaluate the sampling frequency for the hydrologic and water quality data.
For example, if we get the less persistent series (H~ 0.5), the data should be sampled
more frequently as compared to the series with more persistent (H~ 1) one.

Data Description

Daily total coliform data from the Little River near Maryville, Tennessee were taken
from October 1, 2002 to December 31, 2005. Daily average discharge data are taken from
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about 250 meters upstream of total coliform sampling site at the United States Geological
Survey Gage number 03498500. Daily total rainfall data are taken from McGhee Tyson
Airport station. Detailed description was given in Chapter 2.

Also, weekly water quality time series data, which include nitrate, chloride, sulfate and
calcium concentrations from West Fork of Walker Branch Creek, Oak Ridge, Tennessee
from November 1995 to December 2005 are used for the analysis. Detailed description
of the site and data were given in Chapter 3. Previous studies showed that stream
discharge in the Walker Branch is a mixture of three subsurface water sources or flow
paths; bedrock zone, saturated zone and vadose zone (Mulholland, 1993, 2004).

Methodology

As a part of the overall analysis, hydrologic and water quality concentration time series
data were detrended to eliminate any long-term directional trend as described in section
II. H was estimated using spectral and rescaled range analysis methods. The outline of
the methodology to estimate H is shown in Figure 4-1.

Previous studies (Montanari et al., 1999; Rao and Bhattacharya, 2001, Zhou and Wang,
2006) indicated that presence of seasonality affects the estimation of H. To see this effect,
the procedure was repeated for the deseasonalized series and compared the results.
Deseasonalized series was obtained by subtracting the monthly average values from the
detrended data and normalized by the corresponding variance (Hipel and McLeod, 1994).
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Spectral analysis

In spectral analysis, the finite Fourier transformation is used to decompose the data series
into a sum of sine and cosine waves of different amplitudes and wavelengths. The plots
of the Fourier coefficients against frequency or periods are periodograms.
Spectral densities, which are smoothed (continuous) approximations of the discrete
periodograms, are estimated. To estimate the H, the spectral exponent, β , is first
computed from the slope of the logarithmic spectral density-logarithmic frequency plot
(Malamud and Turcotte, 1999). The spectral signal is then classified, based on the
spectral index β , as stationary fractional Gaussian noise (fGn) or nonstationary
fractional Brownian motion (fBm). If, β is less than 1, it is classified as fGn, and if it is
greater than 1, it is classified as fBm. For β =1, the class is Gaussian noise, which is
typically referred to as white noise. Once the spectral index was estimated, Hurst
coefficient was calculated as H =

β +1
2

for fGn and H =

β −1
2

for fBm (see Figure 4-

1. Values of H lower than 0.5, indicate antipersistence. Values of H higher than 0.5
indicate persistence. Note, that if H is 0.5, the noise is uncorrelated (Beran, 1994).
Short persistence implies that the effect of an observation in a time series on future
observations becomes negligible after a short period of time whereas long persistence
implies that the effect of an observation on future observations remains significant for a
long period of time (Rao and Bhattacharya, 2001).
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Rescaled range (R/S) analysis

The analysis begins with dividing the time series into subseries of different length. For
each subseries, mean and standard deviation is calculated. The data for each subseries
are normalized by subtracting the sample mean and the cumulative time series of the
normalized series is created. The range of the cumulative time series (maximumminimum) is estimated for each subseries. The range of each subseries is rescaled by
dividing it with corresponding standard deviation. The value of H is estimated with the
slope of the simple linear regression in the logarithmic scale of rescaled range. The
FORTRAN code is developed by Gentry and Koirala to estimate the H of this method
and given in the Appendix of this chapter.

Too small or too large values of the lag time results in the undesirable so-called “initial
transient” and “final tightening” phenomenon in the estimation of H. It was suggested
that the R/S values for small lag times should be discarded (Mandelbrot and Wallis,
1969). Generally, the lag time n is greater than 2 in R/S analysis. Small values of n
produce unstable estimates when sample sizes are small.

If the primary purpose of R/S analysis is to characterize long-term persistence in the
series, the corresponding modified rescaled range as developed by Lo (1991) can be used
to filter out the seasonality. The effect of seasonality on the H was investigated by Lye
and Lin (1994) and Rao and Bhattacharya (1999). They found that for hydrological
processes, the periodicity has little effect on the H. But Mandelbrot and Wallis (1969)
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recommended removing the seasonality before running R/S analysis to get the more
accurate H. Here, I estimated H with untransformed and deseasonalized data and
compared the results.

Results and Discussion

H provides information on whether the process is random or persistent. If H equals 0.5, it
represents a random process whereas if it is higher than 0.5, it represents persistence. A
higher H (>0.5) value (i.e. more persistent) means that previous record (say runoff) will
positively affect the future intensity (of runoff), thus an extreme event would have higher
probability of being followed by other extreme events. If the data series has a high H
value, it means that there is a high probability of it being repeated, meaning, it shows
strong persistent. From chapter 3, it was clear that discharge as well as several water
quality indicators show short-term and long-term persistence. Classical time series, such
as autoregressive moving average (ARMA) analyses are capable of capturing persistence
with frequencies less than a year, but unable to show persistence with frequencies more
than one year. Also, the ARMA analysis is not capable of quantifying the strength of the
persistence even for less than a year. Once the data series are transformed
(deseasonalized), the persistence less than a year are removed and it is possible to
observe the long-term persistence.

Here, untransformed and deseasonalized data were used for comparing the effects of
short-term and long-term persistence. Seasonal patterns actually mask the long-term
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persistence (>1 year), hence the data series was deseasonalized using the methods
described in the methodology section, to observe the long-term persistence. The
deseasonalization process removed periodicity in the data record with frequencies of less
than a year. Any persistence remaining in the data record (i.e., H values >0.5) after
deseasonalization must be due to periodicity with frequencies greater than one year rather
than to seasonal processes. It should be noted, however for long-term persistence with
frequencies higher than several years, longer time series data are required than are
analyzed here.

Plots of the frequency and spectral density for rainfall, discharge and water quality
indicators are shown in Figure 4-2 and Figure 4-3 for Little River data. Similar plots for
Walker Branch data are shown in Figures 4-4 and 4-5. Spectral density decreases as
frequency increases. Summary of the spectral exponents are given in Table 4-1 and Table
4-2. The 95% confidence limits for the spectral exponents are very wide for rainfall
compared to discharge and total coliform data, since rainfall is a random process.

The Hurst coefficient (H) was calculated using spectral analysis and the rescaled range
(R/S) methods and a summary of the results were presented in Table 4-3 and Table 4-4.
Correlation between spectral analysis and R/S analysis measuring H for untransformed
and deseasonalized data was evaluated and shown in Figure 4-6. Although agreement
between the two analyses is not great, only the deseasonalized data show some
agreement, with R2 of 0.42 (significance at <0.0001) because deseasonalized data were
less variable compared to the untransformed data as seen in Table 4-4. In general, the R/S
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method gave the higher H values except for nitrate. Since nitrate has strong seasonality
and also has three significant spectral peaks (at weeks 18, 28, and 59) (Figure 3-6), this
may have affected the estimation of H from R/S method. Montanari et al. (1999)
discouraged the use of R/S method to estimate H for long-term persistence if the series
has seasonality, since this gives highly erroneous estimate. Zhou and Wang (2006) also
recommended that one should not rely on the R/S method for estimating H in the
presence of seasonality. Therefore, the spectral method was used to interpret H in this
study for the long-term persistence.

Rainfall process seems to be random for both Little River and Walker Branch data series
since H values are close to 0.5 (Table 4-3 and 4-4). Because, the rainfall data series did
not show any seasonality (see Figure 3-4), they were not transformed. But discharge
showed persistence in both Littler River and Walker Branch data series. In the Walker
Branch data series, discharge H is higher for the deseasonalized series compared to the
untransformed one. But in the Little River data series, it is lower for the deseasonalized
series. The reason for these contrasting results for the effect of data transformation
(deseasonalization) on discharge H for these two streams is unknown. It is possible that
the Little River data series was not long enough (5 years) to observe the long termpersistence (> 1 year) and therefore the deseasonalized data series analysis is not very
robust. For Walker Branch, the higher H for deseasonalized data series may be because
storage of water in soil and aquifer contributes to discharge during the baseflow (which
dominates the deseasonalized series) and the differences in storage may persist for
several years.
89

The higher H for discharge for deseasonalized and untransformed data series can also be
explained from another perspective. Hydraulic conductivity decreases rapidly with depth
and hydrologic transport is related to the complex system of macropores in Walker
Branch Watershed (Mulholland et al., 1990). It is possible that the spatially complex
hydraulic conductivity and flowpaths and substantial soil and groundwater storage may
produce long-term (> 1 year) persistence in the discharge record that is much stronger
than any short-term (<1 year) persistence. More data from different watersheds and from
a longer time period in Walker Branch are required to evaluate the relative strength of
short and long-term persistence. Hence, it is left for future research.

For the water quality indicators, H is lower and closer to 0.5 (i.e. more random process)
for the deseasonalized series compared to the untransformed series. The biological and
geochemical processes are reset and repeat every year and there is a less possibility of
signals being retained for those indicators in the watershed and in the streams after an
extended period of time (say more than a year).

For the water quality indicators H values for the untransformed series are higher
compared to that deseasonalized series indicating that seasonality is stronger than longterm (>1 year) persistence in these data records. Seasonality is basically a form of shortterm persistence, which is likely due to in-stream biological processes for nitrate. For
calcium and nitrate strong short-term persistence is likely due to the seasonality of
discharge and a switch in the dominant flowpath from deeper pathways with higher
90

concentrations to shallow pathways with low concentrations during the cooler months.
For all the water quality indicators but sulfate, the untransformed series H values are
farther from 0.5 indicating that there is more time-dependent structure in these data
records compared to the deseasonalized records. This is quite reasonable since
seasonality is very strong for all of these parameters with the exception of rainfall. After
deseasonalization, H values for most parameters become closer to 0.5, indicating that the
data series becomes more random once seasonality is removed by transformation. That
suggests that although deseasonalization removes some of the structure in the data series,
there remains periods of > 1 year. Of course, part of the reason is probably because these
data records (10 years) are probably not long enough to be able to detect structure with
periods of > 1-2 years. Nevertheless, these analyses show that most of the processes
resulting in temporal structure in the time series water quality data are seasonal and
therefore when they are deseasonalized, they show less structure (periodicity) with H
values declining toward a random condition (H = 0.5). Thus the relatively high H values
for the untransformed data series for calcium and nitrate may be related either to the
fractal nature of hydrologic flowpaths that transport solutes or the fractal nature of the
biological and geochemical processes controlling concentrations of these indicators.
Further research is needed to develop an empirical model relating flowpath and H or
fractal dimension.

Deseasonalization seems to have little effect on H for chloride. This may indicate that
there is not any switch in dominating process after deseasonalization. Sulfate has the
lowest H values for both deseasonalized and untransformed series indicating that they are
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more random (showing weaker short term or long term periodicity). The sulfate results
seem puzzling as to why the H values are generally lower than for the other water quality
indicators.

Conclusions

Hurst coefficients (H) were estimated using rescaled range (R/S) and spectral analysis for
hydrologic variables and water quality indicators time series data. It was found that
analysis of data series with seasonality and transformed to remove seasonality provided
different information on watershed responses for water quality indicators. The
comparison of untransformed and deseasonalized data series appears to show that higher
H values of these data series (higher temporal structure) are due to seasonal processes and
that once the seasonality is removed in the data (deseasonalized data series), the series
appears to be more random (H values near 0.5). To study long-term persistence with
higher than a 1-2 year periodicity, however, longer time series data than the 10-year
records used here are required.
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Appendix A

Tables

Table 4-1 Comparison of spectral exponent ( β ) and R2 of untransformed and
deseasonalized time series for rainfall, discharge and total coliform for Little River data.

Parameter
Rainfall

Untransformed
95% confidence limits
Spectral
for
2
index R
spectral index
0.05 0.005
(-0.13) - 0.23

Deseasonalized
95% confidence
Spectral
limits for
2
index
R
spectral index
0.05
0.005
0.01 - 0.27

Discharge

0.42

0.27

0.32 - 0.52

0.35

0.24

0.26 - 0.44

Total coliform

0.75

0.48

0.60 - 0.90

0.65

0.42

0.52 - 0.78

All fits are significant with significance level <0.0001

Table 4-2 Comparison of spectral exponent ( β ) and R2 of untransformed and
deseasonalized time series for rainfall, discharge and four water quality indicators for
Walker Branch data.
Untransformed
95% confidence
Spectral
limits for
Parameter index R2 spectral index
Rainfall
0.14 0.06
0.01 - 0.26
Discharge
0.23 0.03
0.08 - 0.38
Nitrate
0.68 0.18
0.58 - 0.78
Chloride
0.57 0.17
0.47 - 0.68
Sulfate
0.42 0.09
0.29 - 0.55
Calcium
0.73 0.24
0.65- 0.82

Deseasonalized
95% confidence
Spectral
limits for
index
R2 spectral index
0.14
0.06
0.01 - 0.27
0.46
0.11
0.38 - 0.54
0.43
0.24
0.31 - 0.56
0.54
0.29
0.44 - 0.64
0.32
0.19
0.17 - 0.47
0.54
0.35
0.44 - 0.65

All fits are significant with significance level <0.0001
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Table 4-3 Hurst coefficient (H) before and after deseasonalization from Little River data
Spectral analysis

Rescaled Range Analysis

Parameter
Untransformed Deseasonalized UntransformedDeseasonalized
0.52
0.52
Rainfall
0.53
0.53
Discharge
0.71
0.68
0.62
0.64
Total Coliform
0.87
0.83
0.69
0.67

Table 4-4 Hurst coefficient (H) before and after deseasonalization from Walker Branch
data.
Parameter
Rainfall
Discharge
Nitrate
Chloride
Sulfate
Calcium

Rescaled Range Analysis
Spectral analysis
Untransformed DeseasonalizedUntransformedDeseasonalized
0.69
0.69
0.57
0.57
0.62
0.73
0.84
0.96
0.87
0.71
0.59
0.61
0.93
0.96
0.79
0.77
0.73
0.66
0.77
0.78
0.93
0.91
0.85
0.77
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Figures

Figure 4-1 Flowchart for estimating Hurst coefficient. β = spectral index, fGn is
fractional Gaussian Noise, fBm is fractional Gaussian Motion , H = Hurst coefficient
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Figure 4-2 Spectral density of untransformed series for a. rainfall b. discharge c. total
coliform
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Figure 4-3 Spectral density of deseasonalized series for a. discharge b. total coliform
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Figure 4-4 Spectral density of untransformed series for a. rainfall b. discharge c. nitrate
d. chloride e. sulfate and f. calcium.
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Figure 4-5 Spectral density of deseasonalized series for a. rainfall b. discharge c. nitrate
d. chloride e. sulfate and f. calcium
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Figure 4-6 Comparison of two methods of calculating Hurst coefficient (H).
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Appendix B
Fortran code to calculate Hurst coefficient

******************************************************
c
c
Program Hurst calculates (R/S)n
c
of a time series
c
c
R. Gentry and S. Koirala
c
July 2007
c
Program Hurst
c
real*8 xtime(600),xconc(600),rm(600),sm(600),rs(600)
&,xavg(600),nconc(600,600),xcumm(600,600),conc(600,600)
character*20 name
c
c
c
c ****** Read in time series from external file
c
Write(*,*) "Please Enter the name of the time series file: "
read (*,*) name
c
open(unit=10,file=name,status='old')
read (10,*) n
Do 10 i=1,n
read(10,*) xconc(i)
10 continue
close (10)
c
c
c ******** Calculate the normalized cummulative
c
subseries
c
c
Open(unit=17,file='hurst.info',status='unknown')
icount2=1
Do 40 j=3,n-3
sum = 0
sum2 = 0
Do 30 k=1,j
conc(icount2,k)=xconc(k)
sum = sum + xconc(k)
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30

continue
xavg(icount2)=sum/j
Do 35 ii=1,j
nconc(icount2,ii)=conc(icount2,ii)-xavg(icount2)
if(ii.gt.1)then
xcumm(icount2,ii)=nconc(icount2,ii)+xcumm(icount2,ii-1)
else
xcumm(icount2,ii)=nconc(icount2,ii)
endif
sum2 = sum2 + nconc(icount2,ii)**2
35 continue
sm(icount2)=sqrt(sum2/j)
icount2=icount2+1
40 continue
c
c
c
icount2=1
do 60 jj=3,n-3
xmax = -9e20
xmin = 9e20
do 50 kk=1,j
if(xcumm(icount2,kk).gt.xmax)then
xmax =xcumm(icount2,kk)
endif
if(xcumm(icount2,kk).lt.xmin)then
xmin =xcumm(icount2,kk)
endif
50 continue
rm(icount2)=xmax-xmin
rs(icount2)=rm(icount2)/sm(icount2)
write(17,*) rm(icount2),sm(icount2),rs(icount2)
icount2=icount2+1
60 continue
close(17)
c
c ***** Create output files for R/S and n
c
icount2=1
open(unit=20,file='hurst.out',status='unknown')
write(20,*) 'n R/S'
do 70 kk=3,n-3
Write(20,100) kk,rs(icount2)
icount2=icount2+1
70 continue
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c
close (20)
100 format(i3,f12.8)
c
c
c
end
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Chapter 5 Recommendations and Future Work
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Based on the findings of this research the following recommendations are made for future
work:
1. The spectral and wavelet methods used in this research may be used to study the
climate change using the hydrologic time series data;
2. The methods used in this research may be extended to other water quality
indicators such as various microbiological data;
3. It is recommended to explore that more research be performed to investigate the
impacts from smaller data sets;
4. It is recommended to test the conceptual model developed in this research for
different hydrogeologic settings and with other water quality indicators;
5. In the wavelet analysis, the use of different mother wavelets such as Morlet
wavelet are also recommended to be explored to determine if the phase of the
wave in addition to amplitude provides further information;
6. The Hurst coefficient may be extended to develop a forecasting model for
discharge as well as, concentration of water quality indicators;
7. The relation between the fractal dimension of discharge time series and hydraulic
conductivity of the flow path needs to be further explored; and
8. Cross wavelet analysis between two time series, such as discharge and any of the
water quality indicators, could be explored to determine the correlation (similar to
coherency analysis) of these series in a time-frequency domain.
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