Abstract-In the emerging environment of the Internet of things (IoT), through the connection of billions of radio frequency identification (RFID) tags and sensors to the Internet, applications will generate an unprecedented number of transactions and amount of data that require novel approaches in RFID data stream processing and management. Unfortunately, it is difficult to maintain a distributed model without a shared directory or structured index. In this paper, we propose a fully distributed model for federated RFID data streams. This model combines two techniques, namely, tilted time frame and histogram to represent the patterns of object flows. Our model is efficient in space and can be stored in main memory. The model is built on top of an unstructured P2P overlay. To reduce the overhead of distributed data acquisition, we further propose several algorithms that use a statistically minimum number of network calls to maintain the model. The scalability and efficiency of the proposed model are demonstrated through an extensive set of experiments.
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INTRODUCTION
R ECENT advances in wireless sensors, radio frequency identification (RFID) technologies, and Web services have led to the emergence of the "Internet of things" (IoT), a global network where everyday objects such as buildings, sidewalks, and commodities are identifiable, readable, addressable, and even controllable via the Internet [12] , [18] , [23] . Such a ubiquitous network offers the capability of integrating the information from both the physical world and the virtual one, which not only affects the way how we live, but also creates tremendous business opportunities such as efficient supply chains, independent living of elderly persons, and improved environmental monitoring. For example, in supply chain management, RFID tags are affixed to individual product items, and companies install RFID readers at various locations on their premises to capture tag reading events. As the tagged items are transported across companies, trails of tag reading events are left behind. Products' movements can, thus, be precisely recorded and tracked.
The most important feature underpinning these opportunities is traceability, the ability to find the current and historical states of RFID-tagged objects [24] . For instance, we might want to find the source where a bottle of problematic medicine comes from. In addition, it is also helpful for the managers to understand the patterns of product flows (e.g., "how often does hospital A order medicine B from a company C?") to make appropriate decisions on stock management.
Through the connection of billions of tags and sensors to the Internet, applications will generate an unprecedented number of transactions and amounts of data that require novel approaches in RFID data stream processing and management [6] , [16] , [23] . Many models and techniques have been proposed recently [9] , [13] , [22] , [23] . Unfortunately, most of them require a centralized processing unit (e.g., data warehouse) that has severe drawbacks such as scalability.
IBM's Theseos [1] is one of the first few architectures which addressed this challenge by enabling traceability applications to process complex queries across organizations in a completely distributed setting. It relies on a distributed data model for object movements by introducing two attributes, namely, sentTo and receivedFrom to maintain the information on the movement path of an object. With this information, it is possible to minimize the number of nodes to be visited without flooding queries to all nodes in the network. Unfortunately, to obtain this information, Theseos requires a high synchronization with other enterprise data (e.g., billing or accounting information). This is impractical for many applications in IoT where such enterprise data may not be available. In a very recent work [26] , [25] , Wu et al. propose a generic approach to solve this problem. The approach is built on top of the distributed hash table (DHT) overlay network [3] . In particular, an object and its latest status are indexed at its gateway node in the P2P network. Every time when the object moves from a source node to a destination node, the gateway node updates the object's status at the source and the destination nodes on its movement, thereby establishing the information on the movement path of the object. This approach, however, requires extra storage for indices, and is expensive in bandwidth usage.
Instead of maintaining the exact movements of objects, we propose in this paper a probabilistic model that maintains the object flow patterns. An object flow pattern is a function of time, which describes the volume/frequency of object movements at a specific time. Our goal is to extract and model the patterns of object flows from high-volume, highly dynamic RFID data streams in autonomous network environments such as IoT. With these patterns, the efficiency of distributed data processing and mining can be significantly improved. The requirements of large-scale applications such as frequent data updates, row level security, and data archiving can be nicely satisfied. It should be noted that these are challenging tasks because the movement of an object is implicit. It is impossible to acquire such information without querying other nodes in the network. Ideally, the model should be established with a limited number of network calls without flooding the whole network. Our contributions are summarized as follows:
. We propose a new model called tilted time series of histograms that combines two techniques, namely, histogram and tilted time frame [10] . Essentially, TISH is a synopsis of the object flow. It represents the patterns of object flow between two nodes for a long history using limited memory. The TISH does not require any kind of indices. It is highly efficient in storage and bandwidth. . We develop a peer-to-peer (P2P) architecture and a set of algorithms to establish and maintain the TISH model. To avoid long delays and extra bandwidth usage caused by network queries, we further develop an algorithm to choose the neighbors which are most possible to have the quested information as the target of query rewriting to avoid unnecessary network traffic. To avoid data migration when the underlying P2P layer changes (nodes leave or join), we introduce a simple but effective data structure for maintaining network topology. Based on the TISH model and the P2P architecture, our proposed algorithm on processing item-level tracking and tracing queries, statistically keeps the number of network calls to a minimum. . We validate our approach through extensive experiments on large data sets. Our results demonstrate the efficiency and scalability of the proposed model, the architecture and the algorithms. The remainder of this paper is organized as follows: We formally define the problems in Section 2. In Section 3, we introduce the architecture of a distributed RFID system which is built based on our proposed model. In Sections 4 and 5, we describe the TISH model, and its related maintenance algorithms. Experimental results are presented in Section 6 and the related works are discussed in Section 7. Finally, Section 8 provides some concluding remarks.
PROBLEM DEFINITION
An RFID network is formed by a set of nodes N : n 1 ; n 2 ; . . . ; n m . A node is a place under consideration for tracking and other interactions between objects and the networked system. For example, in a supply chain management system, each participating party (e.g., manufacturer, distribution center, and retailer) can be treated as a node. Objects move along these nodes in the network. In this paper, we define that a connection exists from node n i to n j in the network as "there exist objects moved from n i to n j ," where n i and n j are the source node and the destination node of the connection, respectively. An active connection is defined as the connection where "there exist objects moving in the current time window (cycle)." Each node may have zero, one or many inbound or outbound connections.
Each object has one and only one original node where it is first discovered in the network. For example, in an RFIDenabled supply chain network, the original node of an object in its movement path is normally the node where the object is manufactured. When an object o is scanned at a node n j at time t k , it leaves a record of ðo; n j ; t k Þ at n j . Since RFID readers continuously scan the object, a stream of tuples for the same object is generated with increasing timestamps. Without loss of information, 1 we simplify the stream at each individual node to a single record of ðo; n j ; t s ; t e Þ, where t s and t e represents the time when object o is first and last seen at node n j , respectively. The basic schema for an RFID record is (Object; Node; Start; End). It is worth noting that, this is different than that of other trajectory data, such as GPS records, which is normally represented as ðObject; T ime; CoordinatesÞ. The major difference is that the values in space dimension in RFID networks are discrete.
Since in our approach, RFID data is kept in the place where it is collected and each node only governs its own data, i.e., for the record set R at node n i , 8r 2 R, r.Node ¼ n i . The Node column can be omitted in the raw schema, i.e., the schema of data stored at each node is simplified to (Object; Start; End).
Tracking and tracing are two fundamental queries in traceability applications in IoT, which are defined as follows: The difference between tracking and tracing is that tracking finds latest status of an object, while tracing finds part of or the full history of an object. They are defined with SQL language as follows: The tracking queries aim to find the most recent location of the given object o. "Most recent" is defined as the record with the latest observation timestamp (r:Start). Tracing queries are interested in the full lifetime history of the given object, or the history in a particular time range.
Our goal is to build a distributed model which can be used as a middleware in a federated system. It does not require any centralized server for coordination, nor full access to data at other partners for its establishment and maintenance. The model is expected to be able to represent the pattern defined above for any time-and-node pair, and to be used to expedite distributed tracing and tracking query processing.
ARCHITECTURE
PeerTrack
2 is a federated system focusing on distributed RFID data processing and management. In PeerTrack, data is kept where it is collected and each node only governs its own data. Model establishment and query processing are done in unstructured P2P fashion.
The architecture of a PeerTrack node is depicted in the left part of Fig. 1 . The neighborhood list contains the nodes to (or from) whom the data flow patterns are maintained by the local model. The neighborhood list consists of two sets of nodes: the source, and the destination nodes of n i . For each source (resp., destination) node n j , we maintain the pattern of object flow from (resp., to) n j to (resp., from) n i using the tilted time series of histogram model. The details of the TISH model and its maintenance will be described in Sections 4 and 5.
The TISH model is updated repeatedly for every event cycle by the modeler. The modeler takes a small random sampled data, which is generated by the sampler, out of the large volume of RFID data as input. It analyzes the sample by querying the neighbors in the neighborhood list, which is also maintained by the modeler.
The query processor is responsible for answering queries from either local or remote users. If the query cannot be answered by the RFID data stored locally, the query processor exploits the information from the TISH model to find candidate nodes so that the query can be rewritten to query the corresponding RFID data stored at these nodes. The rewritten queries are then sent to other nodes through the P2P engine, which is responsible for communicating with other nodes. With the P2P engine, the nodes form an unstructured overlay.
In particular, when a tracing or tracking query is issued to the local PeerTrack node, for example, "where has object o been?", the query processor analyzes the query and recognizes it as a tracing query. It first contacts the local RFID database (RFID data in Fig. 1 ) to see whether object o has been observed locally. When it is, the query processor asks the TISH model about the object flow patterns at the time when o is observed and the query rewriter will rewrite the query to nodes (neighbors) that are ranked top in the patterns. The rewritten queries will be sent to neighbors via the P2P engine. Since we have the IP of neighbors stored locally, the P2P engine will communicate with the neighbors directly, without going through the P2P overlay. The rewritten queries will be answered by related nodes and the result will be sent back. The query processor then aggregates the results and returns the trace of o to the querier. This model is built by exploiting the fact that movements of objects are likely to be continuous and bulky in both time and space, so a connection which is active in the previous window is likely to be active in the current window. Based on this observation, when looking for the source node of an object, it is more efficient to first query the source nodes in previously active connections, which can be obtained by searching the neighbors. It is worth mentioning that the unstructured P2P query is much more expensive. We only use it when an object is from a node which is not in the neighborhood list.
This architecture adapts well with the characteristics discussed in Section 1 of the supplemental material, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/TPDS.2013.99:
. Frequent updates. We sample the input and use only a small portion of incoming data to maintain the model. Thus, the system scales well with frequent updates. Also, using the tilted time frame model, we can store a long history of object flow patterns in the main memory. . Row level security requirement. Since data is never stored at central servers, each node can have its own security schema. Each node owns the data physically and fully controls who can access which portion of its data. This model is strictly private, because there is no super user who can access data from every node. . Archiving. Partners can archive their data whenever they deem appropriate, with flexible strategies. The archiving process is fast, because the records are stored in the order of time. To archive the records before a particular date, we only need to find the first record that is younger than the given criteria using a binary search, and move all the pages before it to the archive media. . Mining efficiency. The model maintained at each node contains the patterns for the object flow. It can be used as a starting point for online aggregation, materialized data cube, and data visualization. While the TISH model at each node is limited to the local and recent neighbors, it is easy to gather the information from distributed nodes for higher level knowledge discovery, via P2P queries. It should be noted that distributed mining is one of our future research direction. 
THE TISH MODEL 4.1 Basic Idea
In RFID applications, the object flow among nodes is determined by business actions and follows certain patterns. For example, a supplier sends products to a supermarket on a regular basis, such as once a week or once a month. Different products may (usually) have different patterns, so do the same products from different suppliers. If the patterns are known, we can use them to find out which supplier is most likely to be a source node from which a given object comes. The problem of modeling these patterns can be categorized as time-series data mining [10] . A popular method is regression analysis in modeling time-series data and finding trends. However, we do not use this method because regression analysis often requires reading data for multiple times, which is not possible with RFID streams.
Our model is based on two important techniques in data mining: logarithmic tilted time frame model (LTTF) and histogram. As illustrated in Fig. 2 , the first (right most) slot represents the data for the time range of T 0 , while the ith slot s i represents a range of 2 i Ã T 0 . Each time unit (slot) in LTTF occupies the same amount of memory, but the most recent time slot provides the statistics with the finest granularity, while the older ones are with coarser granularities.
We combine the two techniques and propose a new structure, namely, tilted time series of histograms. By combining the two techniques, it is possible to model the dynamics of RFID streams in both time and spatial dimensions. Tilted time series capture the changes of streams at different times, while histograms measure the distributions of streams from different nodes.
The basic idea of our model is that within each slot (i.e., ½ð2 i À 1Þ Ã T 0 ; ð2 iþ1 À 1Þ Ã T 0 Þ) in the tilted time frame model, histograms are used to summarize the object flow pattern for each business neighbor for the period of time represented by the slot. The height of each bar in the histogram represents the volume of object flow from/to a specific node. Using this model, we can calculate the probability of an object being from/to a specific neighbor at a given time, based on the statistics.
The symbols used in the following discussion are summarized in Fig. 3 .
We use source (resp., destination) LTTF to record histories for the source (resp., destination) nodes. The time series are split into event cycles (also known as the sliding windows) of fixed time interval. All the slots manage a number of (at most w s ) units, which we name as exponential event cycles (EEC), because the unit in the ith slot (s i ) manages the compressed data for 2 i event cycles (an example of a slot can be found in Section 2 of the online supplemental material). The most recent slot s 0 maintains the uncompressed event cycles, while the others maintain compressed ones. We denote the jth EEC in the slot s i as EEC ij . It is easily inferred that T 0 ¼ w s Ã w e and the time covered by slot s i is
How to determine w s and w e can be found in Section 5 of the online supplemental material.
Update for the Current Slot
At node n i , we only have the local information of the object sent to n i , such as arrival time and departure time. To get the information about the object's moving path, it is necessary to query its neighbors. In the worst case, the underlying unstructured P2P overlay is used to locate the object. Because P2P queries are more expensive than direct communications, we need to avoid such a case as much as possible. In addition, due to the large volumes of RFID data in the stream, we cannot afford building the model using all the data. Instead, we use a sample of the original data in each event cycle for the stream. The reservoir sampling algorithm [21] makes only one pass over the data set without knowing its size beforehand. So it is well suited for data streaming sampling. Its output is a uniform sample of the given data set.
After the data, which are collected during an event cycle, have been preprocessed and sampled, the sample is sent to the modeler for local update. We use the P2P tracking and tracing algorithm which we will introduce in Section 5. We call the information of source and destination nodes for all the objects in the sample as flow synopsis. This synopsis is then added to the most recent slot (s 0 ). If the slot is full, it is moved to the slot before it (s 1 ). Otherwise, s 1 is summarized and merged into s 2 , and then s 0 is compressed and stored in s 1 . If s 2 is also full, the summarization and merging process repeats until we find a nonfull slot, or we reach the end of the LTTF. In the latter case, a new slot is created and appended to the tail. Note that s i is only merged when it is full thus not all the boundaries in LTTF are updated. This does not introduce any problem because s i is still the summary for the time frame of ½ð2 i À 1Þ Ã T 0 ; ð2 iþ1 À 1Þ Ã T 0 backwards from now.
The algorithm for updating the model is described in Fig. 4 . First, we add the synopsis from the new event cycle to the slot (lines 1-7) . If a new neighbor joins, a new entry is inserted into the hash table (line 4). If an existing neighbor did not send anything, it is set to zero (this is not shown in the figure). If
P2P TRACKING AND TRACING
The TISH model and its maintenance have been introduced in Section 4. In this section, we answer the unresolved question "how the model finds the source and destination node of an object?" by introducing the P2P tracking and tracing algorithm.
Tracing and Tracking Objects
With a centralized setting, answering tracing queries is easy. However due to privacy and performance issues, it is impractical to use in real applications. In a fully distributed, federated environment, our model avoids using discoveryservice-like index or flooding the whole network. The idea is to utilize the history maintained in the model to rewrite the query to the node that has the most possibility to be the source of the requested object. The tracing algorithm is defined in Fig. 5 . The tracking algorithm is almost the same except the direction is reversed to tracing, and instead of retrieving all the nodes on the object's moving path, only the latest one is retrieved.
The key idea is to query the neighbors about the object(s) in the order of the probability calculated according to (1) where p 1 ðb j ; sÞ is the probability of the given object coming from neighbor b j , s is the slot covering the given time t, n is number of neighbors, c 1 and c 2 are two constants that we use to control the range of past and future data under consideration, respectively. It should be noted that using more history data (i.e., larger c 1 and c 2 ) does not increase the accuracy. This is because the flow patterns are unknown and may frequently vary, and as a result using more history data may add more bias. 
It is easy to get s from the requested time t, because
Thus,
The calculation of p 1 only involves a very small portion of the data, thus it is efficient. We will also prove with extensive experiments in Section 6 that it is accurate.
As shown in Fig. 5 , the neighbors are sorted (line 10) by the probabilities calculated using (1) . Then the query is redirected to the neighbor with the highest probability (line 11). If the neighbor does not return the positive result, the second possible neighbor is queried, and so on. Note that the query contains the timestamp returned from previous queries, and the neighbor only returns positive result if the timestamp is earlier than the one in the query. Otherwise, an infinite loop may happen if the object visited a node more than once.
Building the Flow Synopsis
After the data within an event cycle is sampled, we need to ask the neighbors to get the source and destination nodes. Instead of flooding the network, the history of object flow (i.e., the histogram) is used to find the most possible neighbors who may be the source nodes. Assuming that the object flow pattern changes smoothly, we choose the recent slots in the model to compute the probability of a neighbor being the source node for the objects. Instead of only using the most recent slot, we introduce a zipf-weighted method to compute the probability with several recent slots. This mechanism is introduced to smooth the data flow in case that there are some peak moments for a neighbor. Equation (4) shows how the probability is computed. It is easy to see that p 2 ðb j Þ is a variant of p 1 ðb j ; sÞ that we introduced in Section 5.1: where c is a configurable constant (similar to c 2 ), representing the number of slots under consideration, and n is the number of business neighbors. The factor P c i¼0 2 i is for normalization.
P n l¼1 P ws k¼1 h i;l ½k calculates the total number of objects for a slot, while P w s k¼1 h i;j ½k is the number of objects from b j . The factor 1 2 i assigns weights to different slots. The most recent slot has the highest weight of 1, and the weight decreases exponentially. In implementation, the sum of frequencies for all nodes in a slot ( P n l¼1 P w s k¼1 h i;l ½k) can be calculated and cached.
Essentially, flow synopsis building is a simplified version of tracing. The differences between the two are as follows:
1. Flow synopsis building happens on a node which must have the objects, whereas tracing does not have this advantage so it has to invoke the underlying P2P layer to first locate a node having had the object being traced. 2. Flow synopsis building happens when objects have arrived at a new node. So there is no future information. When calculating the probability, there are no future slots. In contrast, when answering tracing queries, future data has to be included. 3. There is no time or slot parameter for p 2 , because p 2 is used to calculate the probability of a neighbor being the source node for objects in the most recent slot, i.e., the implicit time parameter is "now." With (4), the neighbors can be sorted by probability p 2 . We can first try to contact the neighbor with the highest probability. If there are objects without source node after this query, the neighbor ranked the second is queried. The process repeats until we find the source nodes for all objects in the sample, or we have tried all the neighbors. For the latter case, if there are still objects without source node, we will have to rely on the P2P overlay to locate the object. Fig. 6 shows the details of the algorithm to gather the source node information for the TISH model. First, the probabilities P for all the neighbors are calculated and the neighborhood list is sorted according to the probabilities (lines 1-4) . Then we query the neighbors for the list of objects with unknown sources, in descending order of sorted probabilities (lines 6-11). After querying the neighbors, if there are still objects with unknown sources, we have to use underlying P2P overlay to find the sources of the objects (lines 12-18) . Finally, the neighbors and the corresponding frequencies are used to update the TISH model (line 19).
In real applications, nodes may leave the network without notifying neighbors. This may cause some problems. We discuss in detail on how to deal with these problems in Section 4 of the online supplemental material.
EXPERIMENTAL EVALUATION
We conducted extensive experiments to evaluate the performance of the proposed approach. 3 This section focuses on reporting six experimental results 1) to demonstrate the accuracy of modeling the object flow, 2) to evaluate the performance of the model maintenance, and 3) to prove the scalability of the system built on top of the TISH model. Additional experiments can be found in Section 7 of the online supplemental material.
Experimental Setup
Experiments were conducted on a Core 2 Quad 2.40-GHz machine with 4-GB RAM. We simulated a network with 1,000 nodes. This network is built with the following characteristics: 1) the network overlay is a connected unidirectional graph; 2) there are no hot or cold spots in the network; and 3) the fanout of the nodes follows normal distribution with a given average (see Fig. 7 ) and variance (0.01). The first characteristic guarantees that every node is involved in the experiments, so there are no outliers. The last two help to keep the variance of calculating averages low. The edges in the graph represent a business connection, along which objects move.
All nodes in the network have V objects of their own at the beginning of the experiments. Each connection is associated with a time-varying pattern from a predefined pattern set (see Fig. 8 ). All the nodes send objects to neighbors with the amount determined by the associated pattern. These patterns vary in the volume of object flow for time t (i.e., gðtÞ) where V is a constant coefficient and randomðÞ returns a number which is within ð0; 1. If there are less objects than gðtÞ, the node generates enough objects to make up for the objects. Parameters a and b in the patterns are random numbers between 0 and 1 (inclusive). 3. The performance of our approach has been analyzed theoretically in Section 6 of the online supplemental material.
They are chosen before the experiments and remain constant during the experiments.
For each epoch, a node randomly chooses half of its connections to send objects. The connections with/without objects moving on inside an epoch are called active connections/idle connections, respectively.
An RFID object generator has been implemented to generate RFID objects for each pattern. The default settings for the experiments are listed in Fig. 7 .
The Accuracy of Modeling
This experiment evaluated the accuracy of TISH. Since the TISH model keeps more information on recent data, we expect that the accuracy decreases for the distant data. However, the accuracy loss should not be significant. The error for the TISH model in a given time frame is defined as the difference between the real and the modeled distribution of objects' source nodes. To accurately represent this, we first calculated the average of (described in Section 6 of the online supplemental material) as for all neighbors at each node. We then calculated the error of the model as the average of for all nodes in the system. We ran the simulation using the default settings in Fig. 7 for 1,000 event cycles. During each cycle (called an epoch), several objects were sent from one node to another according to the pattern associated with this connection, if it is active. The objects are randomly chosen from local objects, including the ones initially assigned to a node and those sent by its neighbors. The experiments were done for each pattern separately (i.e., all connections are associated with the same pattern) and all patterns together (i.e., each connection is associated with a randomly chosen pattern). In this experiment, after the 1,000 event cycles finished, we calculated the error , for each epoch.
The result is shown in Figs. 9 and 10 . The time axis represents the epochs from the most recent (first) to the most distant (1,000 th). Fig. 9 shows the error of the TISH model in experiments that only a single pattern is chosen for all nodes in the network. 4 We note that the error is very low. Although it increases for distant epochs, the increasing rate is not high. In theory, "constant pattern" should not generate any error because the distribution of objects are never changed. In practice, the sampling process and idle epochs add randomness to the system. For "sinusoidal pattern," although the volume changes, the distribution does not. So the orders of B and B 0 are not changed. This explains why it shows almost exactly same results with the "constant pattern." The "segmentary pattern" shows a periodic pattern where the error increases every 100 epochs. This is caused by the change of patterns described in Fig. 8 . However, after the change finished, the error quickly decreases to almost the same with "constant pattern."
The impact of randomness on the accuracy of the TISH model is important. We ran the simulation with "random pattern" (all connections are associated with "random pattern"), reusing the settings in the experiments without "random pattern." We also ran the simulations for the scenarios of "mixed" (each node randomly picked a pattern from Fig. 8 individually) and "mixed without random" (each node randomly picked a pattern from Fig. 8 without "random pattern"). For "mixed" or "mixed without random," connections are associated with different patterns. Fig. 10 also includes results for "random pattern," "mixed without random," and "mixed." The "mixed without random" experiment shows that even when the nodes in the network choose different patterns for different connections, the TISH model is still able to describe them accurately. Compared to the "constant pattern," the extra error for the "mixed without random" experiment is caused by the mixing "segmentary pattern" and "sinusoidal pattern." Since the change in "sinusoidal pattern" is continuous, at some point (when sinðtÞ ¼ a or sinðtÞ ¼ b), the order of B is changed.
The "random pattern" generates a high error because it is not a pattern and is unpredictable. Mixing it with other patterns also increases the average error.
Network Traffic Cost
The main performance bottleneck in our model is caused by the procedure of querying neighbors for new incoming objects. It is also possible that when the new patterns are being established, more network calls are used due to the use of the underlying P2P overlay. However, as discussed in Section 5, our model is sensitive to these kinds of network changes and adapts quickly with the changes.
In this experiment, we verified the adaptation of the model by counting the number of network calls at different time points. The system setting is the same as the "mixed without random." Fig. 11 shows the result. We can see that during the time of system bootstrap, the network traffic is higher. This is because at that time there was no history information and all the objects were found by P2P calls. However, after the TISH model has been established, only a few network calls are used and the number of network calls stays stable.
Query Processing Cost
In this experiment, we executed 10,000 trace queries on an established model (object movements were stopped after 1,000 epochs) to see how efficient the query processing is, using the "mixed without random" setting. All traces were initiated from a node on the moving path of the queried object. We calculated the average number of network calls for the discovery of each path segment, by dividing the total number of network calls used for each query by the length of the moving path for the object being queried.
The distribution of the average number of network calls used for each path segment is shown in Fig. 12 . We note that most queries used one to two network calls on average for each path segment. The average number of network calls used for each path segment for all the queries is 1.27. We can, therefore, conclude that the model is efficient in supporting tracing queries.
Scalability
In this experiment, we want to see how scalable our TISH model is against: 1) variation on volumes of object flows and 2) variation on network topologies. We exploited the number of network queries used for maintaining the model as the measurement of scalability. We compare TISH with our implementation of EPCglobal architecture 5 under the same experimental settings. EPCglobal developed a discovery service (DS) standard which is used to trace individual items. To enable the traceability, partners have to register all the objects to the service.
Data volume. In this test, we examined the impact of the data volume on the performance of the model by comparing the total size of network traffic with the EPCglobal architecture implementation. We controlled the volume of object flows by varying the value of V (see Fig. 7 ) from 100 to 1,000. The result is shown in Fig. 13a . As we can see, in the case of the TISH model, the network traffic is fairly constant compared to the cost of the EPCglobal architecture which increases quickly with the number of objects sent in each epoch. This is because the TISH model samples the input and only queries the objects in the sampled set. Nodes in the EPCglobal architecture need to send information about each object to the discovery service.
Network topology. In this test, we investigated the performance of our model on different network topologies. Using default settings, we varied the maximum fanout to change the connectivity of the network. The maximum fanout varies from 5 to 90. Fig. 13b shows that the cost increases for both the TISH model and the EPCglobal architecture when the fanout increases. However, the TISH model increases much slower than the EPCglobal architecture. More fan-outs cause more business neighbors at each node, and according to our experiment settings, more objects are sent and received at each node. However, the cost of the TISH model increases slowly because it samples the input and chooses the most possible neighbors first to query. In contrast, the EPCglobal architecture sends the information about all the objects to the DS.
RELATED WORK
In [6] and [8] , the fundamental problems in RFID data management and query processing are discussed. One of the important topics lies in how to develop an efficient model to infer the implicit business knowledge from large volumes and distributed RFID data streams. In this section, we review the major techniques that are most closely related to our proposed approach. EPCglobal 6 is an organization focused on developing standards to support RFID in information rich trading networks. It has developed a discovery service standard which is used to trace individual items. To enable the traceability, partners have to register all the objects to the service. This architecture is not fully distributed and scalable.
Cao et al. [5] extend their work on SPIRE [15] to adapt to large-scale RFID networks. The location and containment relationships are inferred in a distributed way. Agrawal et al. [1] propose a pure distributed RFID data model. Two attributes sentTo and receivedFrom are associated with each object. The distributed path is formed by records in correlated nodes. However, this work does not solve the problem on how to acquire these attributes. Sheng et al. [17] solve this problem by using a DHT-based architecture. This work requires every item to be indexed in the network which makes the approach costly. This same effort is further extended in [26] by introducing a model which indexes the objects in a structured P2P network and algorithms to maintain the model. However, this model supports itemlevel and aggregation traceability queries at the cost of indexing spaces. Query processing in a P2P environment is essentially searching for the proper resource to answer the query. The general P2P architectures, such as [14] , [4] , [19] , can be applied. However, RFID records have implicit knowledge about the distribution of objects, which can direct the search in a more efficient fashion than the general methods. In [11] , Kim et al. propose the notation of accessibility to capture both availability and performance as a measurement in node selection. However, this work is still too generic to consider the data itself as a reference. Most existing contentaware P2P systems, such as [7] and [20] , focus on efficient replication of the data to increase its availability based on the content of data. They are not feasible in processing RFID data streams because the partners require sovereignty of the data. In addition, compared to texts or multimedia resources, replicating RFID data is often unnecessary since only a very small portion of them is going to be queried. In a very recent work in [2] , Amaral and Hessel proposed a framework for RFID-based interorganizational cooperation. This work includes a cooperative, complex event processing method, which is based on event notification services.
CONCLUSION
Recent advances in technologies such as the radio-frequency identification make automatic tracking and tracing possible in a wide range of applications. Unfortunately, realizing traceability applications in large-scale, distributed environments such as the emerging IoT presents significant challenges due to their unique characteristics such as large volume of data and sovereignty of the participants. In this paper, we have introduced a distributed model for sovereign RFID data streams by combining the techniques of titled time frame and histogram. We developed distributed algorithms to establish and maintain the model. Our proposed model and algorithms are scalable and efficient. We demonstrated the usefulness of this model in processing tracking and tracing queries. Extensive experimental results showed the viability, efficiency, and scalability of our proposed techniques.
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