H)(set of all Hilbert-Schmidt operators on H) for j = 1, 2, leads to a Stokes-like formula under trace. A major ingredient in the proof is the finite-dimensional approximation result for commuting self-adjoint n-tuples of operators, a generalization of Weyl-von Neumann-Berg's theorem.
Introduction
In the following, H will denote the separable Hilbert space we work in; B(H), B 1 
where p is a polynomial and H n , H 0,n are finite-dimensional approximation of H and H 0 respectively (constructed by adapting Weyl-von Neumann theorem). Then one constructs the spectral shift function in the finite dimensional case and finally the formula is extended to the infinite dimensional case. Later Sinha and Mohapatra ( [18] , [17] ) used a similar method to get the same result for the unbounded self-adjoint case. If on the other hand H − H 0 = V ∈ B 2 (H), the difference ϕ(H) − ϕ(H 0 ) is no longer of trace-class and one has to consider instead ϕ(H) − ϕ(H 0 ) − D (1) ϕ(H 0 )(V ), where D (1) ϕ(H 0 )(V ) denotes the Fréchet derivative of ϕ at H 0 acting on V (see [2] ) and find a trace formula for the above expression. Under the above hypothesis, Koplienko's formula [12] asserts that there exists a unique function η ∈ L 1 (R) such that (3) Tr{ϕ(H) − ϕ(H 0 ) − D (1) ϕ(H 0 )(V )} =
for rational functions ϕ with poles off R. Gesztesy, Pushnitski and Simon [11] gave an alternative proof of the formula (3) for the bounded case and Dykema and Skripka [10] and earlier Boyadzhiev [6] obtained the formula (3) in the semi-finite von Neumann algebra setting. The present authors used the finite-dimensional approximation idea to prove the Koplienko formula [7] as well as the third-order trace formula for both bounded and unbounded cases [8] .
More recently, Potapov, Skripka and Sukochev [15] has proven the trace-formula for all orders, obtaining a kind of Taylor's theorem under trace. In fact they have shown in [15] , the existence of η n ∈ L 1 (R) for n ∈ N such that
for every sufficiently smooth function ϕ, where H 0 is a self-adjoint operator defined on a Hilbert space H, V is a self-adjoint operator such that V ∈ B n (H), D ) (see [2] ) and ϕ (n) denotes the n-th order derivative of the function ϕ. It is natural to ask similar questions for a pair of commuting self-adjoint n-tuples, particularly an appropriate adaptation of Krein's formula (1) to two and higher dimensions. Here our aim is to formulate a relevant question for a pair of commuting bounded self-adjoint tuples and use the idea of finite dimensional approximation to obtain Stokes-like formula under trace. In this context, it should be mentioned that recently Skripka [19] has studied a related problem for commuting contractions. The Section 2 addresses the issue of finite-dimensional approximation for n-tuples of commuting bounded self-adjoint operators by adapting Berg's [9] extension of Weyl-von Neumann theorem. Section 3 deals with the spectral integrals of operator functions and reducing the problem into a finite dimensional case. Finally in Section 4 we have established Stokes-like formula for a class of operator functions under trace.
Approximation Results
The main result in this section (Theorem 2.2) is an adaptation from the proof of Weylvon Neumann-Berg theorem [9] for proving a finite-dimensional approximation in suitable Schatten-von Neumann B p -ideal norm for commuting n-tuples of bounded self-adjoint operators. First we need a known simple lemma, the proof of which is given for the sake of completeness.
Lemma 2.1. Let A ∈ B(H) be such that 0 ≤ A ≤ I. Now consider the spectral projections
where the right hand side of (4) converges in operator norm.
Proof. We want to show that
Next by applying principle of mathematical induction on N, we prove that
and therefore the equation (6) is true for N = 1
Next we assume that the equation (6) is true for N = l i.e.
Therefore by using equation (7) and changing summation index appropriately we get
But on the other hand the first summation in the equation (8) gives us
Combining (8) and (9), we conclude that
Therefore the equation (6) is true for N = l + 1, completing the induction. Thus for f ∈ H, (
by using the definition of spectral integral of A (see [1] ). Thus
A result due to Weyl and von Neumann [14] proves that for a self-adjoint operator A that given ϵ > 0, ∃K ∈ B 2 (H) such that ∥K∥ 2 < ϵ and A+K has pure point spectrum. Later Berg extended this to an n-tuples of bounded commuting self-adjoint operators (A 1 , A 2 , . . . , A n ), which says that given ϵ > 0, ∃ {K j } n j=1 of compact operators such that ∥K j ∥ < ϵ ∀j and
is a commuting family of bounded self-adjoint operators with pure point spectra. We extend in the next theorem the ideas of the proof of Berg's result as given in [9] . It is worth mentioning that Voiculescu [21] 
Proof. One can assume without loss of generality that 0 ≤ A i ≤ I for all 1 ≤ i ≤ n, and therefore for each i, by Lemma 2.1,
where
with E A i the spectral measure associated to the bounded self-adjoint operator A i . Next set for N ∈ N (the set of natural numbers), 
k . Thus L N is a finite dimensional subspace of H and it has the following properties:
By repeating the above argument we conclude that
By repeating the above argument we conclude that [
We claim that for any fixed vector f ∈ H, the span {
N linearly independent vectors, without counting f . We prove our claim by induction on N . For N = 1, because of the identity (10) we conclude that the
is a commuting family, we have the following:
and thus by the induction hypothesis, span {
N linearly independent vectors, other than f . Therefore using the equation (10) we
number of linearly independent vectors, other than f itself, completing the induction. Hence for any fixed vector f ∈ H, the span { 
and observe that since {E
1≤i≤n is a commuting family and since each member of that family for fixed k commutes with P l for 1 ≤ k ≤ l, it is easy to verify that
where we have assumed without loss of generality that
} 1≤i≤n is a commuting family of positive self-adjoint contractions and since (I − P k )P N = 0 for k ≥ N + 1, it follows that
and hence B
where we have used that for a, b > 0 , (a + b)
as N −→ ∞. Therefore for any p ≥ n we get
Finally by using (13) and the fact that
This completes the proof.
Spectral Integrals of Operator Functions and Stokes-like Formula
In this section we are going to define spectral integrals of operator functions in the next few lemmas. , that is,
where C is some positive constant and k > 1 2 .
is well-defined as a operator norm Riemann-Stieltjes integral, where E H (.) is the spectral measure corresponding to the bounded self-adjoint operator H.
Proof. (see also [3] 
1≤j≤m] be another partition of [a, b] , which is finer than P (i.e. P ′ ⊇ P ) and is obtained by dividing each interval ∆ i of P into equal number (say m) of subintervals {∆ ij } (i.e.
In particular one can use diadic partitions. For f ∈ H, consider the following Riemann-Stieltjes sums
where ξ i ∈ ∆ i and ξ ij ∈ ∆ ij . Hence, if we write |∆ i | = length of the interval ∆ i , we get that
Therefore by hypothesis and applying triangle-inequality, Cauchy-Schwartz inequality and using the fact that |ξ i − ξ ij | ≤ |∆ i |, we conclude that
where ∥P ∥ is the norm (≡ max
. Hence 
Lemma 3.2. Let A, B, C be three bounded self-adjoint operators in an infinite dimensional
Hilbert space ) . i.e.
Thus by Lemma 3.1, the integrals
] is well-defined as a bounded operator and we denote it by the symbol
We derive two formulae for the trace of a Stokes-like expression, one in terms of a spectral function and the other in terms of divided differences. First we need a simple lemma. 
2 ) and ϕ 1 , ϕ 2 be defined as:
where Converse part follows from the hypotheses.
The following theorem tells us about the trace formula for two variables in finite dimension. 
Theorem 3.4. Let P and Q be two finite dimensional projections in H and let (H
where respectively and ϕ 1 , ϕ 2 are same as in (14) .
Proof. Let ψ ∈ L ∞ ([a, b]
2 ) and ϕ 1 , ϕ 2 be defined as in (14) . We note that
By Lemma 3.3, ϕ 1 (x, .) is Lipschitz uniformly with respect to x and ϕ 2 (., y) is Lipschitz uniformly with respect to y and we note that by Lemma 3.1, the integrals
dy exist in B(H).

Thus
Tr{
where we have integrated by-parts and used the fact that the boundary terms vanish since
Qdx ∈ B(H) as a Bochner integral. Furthermore by integrating
by parts in the β-integral and noting that ϕ 1 (α, .) is continuous for almost all α fixed, the above expression is equal to
since by Fubini's theorem, the iterated integral is equal to the double integral in this case. Thus we have
By an identical set of computations as above, we have that
Combining (17) and (18), we get
where ξ(x, y) = Tr{Q
The following theorem finds another formula for the above Stokes-like expression I of operator functions under trace in terms of divided differences, which is useful to control the measure generated by ξ. Proof. In finite dimensional space H, using the ideas of double spectral integrals ( [4] , [5] ), we get that
Theorem 3.5. Under the hypotheses of Theorem 3.4,
where we have used Fubini's theorem to interchange the order of the integration and utilized the ideas of double spectral integrals ( [4] , [5] ). Thus by using trace properties, Fubini's theorem and the fact that (H 0 1 , H 0 2 ), (H 1 , H 2 ) are two commuting pairs of self-adjoint operators, we conclude that
ψ(x, y)dxdy
Similarly by an identical set of computations, we get that
The conclusion of the theorem follows by combining the equations (19) and (20) .
The next theorem shows how Theorem 2.2 can be used for the reduction to finite dimension. We deal here with the simpler case of n = 2. In the statement of the theorem below we apply Theorem 2.2 to the pairs (H ) and
where P 
(.) are the spectral measures of the operators H We need a preliminary result for the proof of the above theorem.
is uniformly bounded in N for j = 1, 2 and k ≥ 1.
Proof. (i) Note that
and therefore
by using (21) for j = 1, 2. By similar computations as above and using the equation (22) we achieve the other conclusion of (i).
(ii) The proof of (ii) follows from (i) by taking the adjoint of the expressions involved.
(iii) By (i) and (ii) we conclude that
as N −→ ∞ and this completes the proof of (iii) since
(iv) By (i) and (ii) we have for k, l ≥ 1 that
The conclusion of (iv) follows from the above equality and using the equations (21) and (22).
(v) First note that
which converges to 0 as N −→ ∞ for j = 1, 2 by using the equations (21) and (22).
Proof of Theorem 3.6: Note that
which is trace class by hypotheses. Similarly,
On the other hand, in the right hand side of (23),
In order to establish the first equality in (23), it is enough to note that by Lemma 3.7 (iv) for i, j ∈ N,
The last equality in (23) follows immediately by applying Theorem 3.4 for the operator tuples
) and
Proof. By Theorem 3.6 corresponding to the tuples H 0 , H, we conclude that 2 ) and let ϕ j (j = 1, 2) be given as in (14) .
Then by applying Theorem 3.5, for the pairs On the other hand, by Theorem 3.4, we conclude that
ψ(x, y)µ N (dx × dy), (27) leading to the equality: ∫ Since, by the Riesz's theorem (page 251, [16] 
), C([a, b]
2 ) is separable in sup-norm, one can apply Helley's theorem (page 171, [16] 
