We consider elliptic equations in bounded domains Ω ⊂ R 2 with nonlinearities which have exponential growth at +∞ (subcritical and critical growth respectively) and linear growth λ at −∞, with λ > λ 1 , the first eigenvalue of the Laplacian. We prove that such equations have at least two solutions for certain forcing terms; one solution is negative, the other one is sign-changing. Some critical groups and Morse index of these solutions are given. Also the case λ < λ 1 is considered.
Introduction

The problem
In this paper we consider elliptic boundary value problems with nonlinearities of exponential type in R 2 . In dimension two critical growth is given by the Trudinger-Moser inequlity which says that the maximal growth g(s) which can be treated variationally in the Sobolev space H 1 (Ω) is g(s) = e αs 2 Here Ω denotes a bounded domain in R 2 , and f (x) has the form
where h ∈ L r (Ω), r > 2, satisfying Ω h e 1 = 0 is given, and e 1 is the first eigenfunction of the Laplacian, u + = max{u, 0}, u − = min{u, 0}, and λ ∈ R is a parameter.
Critical growth:
−∆u = λu + (e α(u + ) 2 − 1) + f (x) in Ω,
where 0 < α < +∞.
These problems belong to a class of problems known as the Ambrosetti-Prodi type, see [1] ; in [10] the authors divided the problems of the form
into three different types. Let λ i , i ∈ N, denote the eigenvalues and e i , with Ω e 2 i = 1, the corresponding eigenfunctions of −∆u = λu in Ω, u| ∂Ω = 0.
In type (I), g − < λ 1 < g + , where g − = −∞ and g + = +∞ are admitted.
In type (II), g − and g + are finite, with the interval (g − , g + ) containing eigenvalues; these problems are called asymptotically linear, or "jumping" problems (see [6] , [13] , [14] and the references therein), and are related to the so-called Fucik spectrum.
Type (III) is when g − is between two consecutive eigenvalues and g + = +∞. These are superlinear problems with a crossing of all but a finite number of eigenvalues (see [18] , [7] , [10] , [3] and the references therein). In [10] and [3] the authors study the type (III) with one-sided critical growth, and obtain the existence of two solutions for large t with some conditions on the dimension of R N : N ≥ 7 in [10] ; N ≥ 6, and an additional subcritical term added for N = 3, 4, 5 in [3] .
In dimension N = 2 also nonlinearities of exponential growth can be treated variationally, and critical growth is given by the Trudinger-Moser inequality which says e αs 2 → +∞ for α < α 0 . In this paper, we consider elliptic equations in bounded domains Ω ⊂ R 2 with nonlinearities of type (II) which have -superlinear growth at +∞ (subcritical and critical growth, respectively) -linear growth λ at −∞, with λ > λ 1 .
We prove that such equations have at least two solutions for certain forcing terms, one solution is negative, the other one is sign-changing (for more information about signchanging solutions, see [6] , [13] , [14] , [21] and the references therein). Furthermore, we study some topological properties of the solutions in both cases: we give some critical groups and Morse indices of these solutions (see section 4). Finally in section 5 we also study the case with λ < λ 1 , and get a theorem for existence of two solutions.
The main theorems
We impose the following hypotheses on the nonlinearity g : 
The main results of this paper are:
Subcritical case: Theorem 1.1 Suppose that g has subcritical growth, and satisfies A1) -A3). Let 
here F is the abelian coefficient group. 
This case is of type (I), and is in fact simpler to treat. One gets a similar result, however in the second solution the sign of t in the forcing term f = h + te 1 changes: 
The variational approach
The tools we use to prove these results are variational methods. Indeed, the critical growth defined above is the maximal growth which allows to define a functional associated to equation (1.4) in the Sobolev space H 1 0 (Ω). In particular, we define the functional J :
We will use the following Generalized Mountain Pass Theorem, (see [17] , and also [5] 
Then I has a critical value c ≥ β which can be characterized as
where
We remark that the proofs of the subcritical case (Theorem 1.1) and the critical case (Theorem 1.2) differ substantially, since in the critical case one has to deal with the typical problems of non-compactness: to overcome these difficulties we use a modification of a technique proposed in [11] (see also [3] ) to separate the support of the sequence of concentrating functions and the support of the functions in the space W (in the generalized MP theorem).
2 The subcritical case
The functional setting
We first consider the negative solution of equation (1.4), which exists for sufficiently large t > 0. Notice that a negative solution satisfies the linear equation
The solution of this equation is unique, and we denote it, in dependence of te 1 , by φ t .
Then the solution φ t can be written as φ t = w+s t e 1 , with Ω we 1 = 0 and
It is known that the (exterior) normal derivative ∂e 1 ∂n | ∂Ω is negative, hence φ t < 0 as t > 0 sufficiently large and λ > λ 1 . To find a second solution of equation (1.4), we set u = v + φ t ; then v solves
where 
The Palais-Smale condition
Proof. Suppose that {u n } +∞ 1
satisfies |J(u n )| ≤ C and J (u n ) * → 0. First we prove that {u n } is a bounded sequence. We have
where ε n → 0 as n → +∞. Then
Choosing µ = 4 in A2) we obtain
and then again by (2.7) 9) and hence also
Note that by (2.6) we have
Furthermore, using A2), we see that given ε = 12) and using
we have by (2.5), (2.11) and (2.12)
By (2.9) we now obtain
Assume now by contradiction that u n → ∞. We begin by proving that then
If not, we have by (2.13) u − n → +∞, and for some δ > 0
on Ω.
So we get
Let h = e 1 in (2.6), we obtain
i.e.
This is a contradiction, since the first term tends to (λ 1 − λ) Ω ve 1 > 0, the second term tends to 0 by (2.10) and 0 < e 1 ≤ C. So u + n ≤ C and (u n + φ t ) + ≤ C. Since by assumption u n → ∞, we now conclude that u − n → ∞. We want to arrive at a contradiction. By (2.6) we have,
We estimate
Choose α > 0 such that
then, by the subcritical growth of g, there exists a constant
Hence
by the Trudinger-Moser inequality (1.3).
Thus we obtain from (2.14), with n → ∞
−∆v = λv .
Let h = v n in (2.14), then by (2.16) we get
Since λ is not an eigenvalue, we obtain a contradiction. Hence u n is bounded.
Thus we have, for suitable subsequences,
1 ≤ q < +∞, and u n → u a.e. on Ω.
Let h = u in (2.6), then we get that
let h = u n in (2.6), then we have also
Thus u n → u , and then u n → u in H.
Existence results for the subcritical case
In this section we show that hypotheses (a) and (b) of the Generalized Mountain Pass
Theorem hold for the functional J, with suitable choices of the spaces W, X and the set Q.
Verification of (a).
In fact, let u ∈ X; using assumption A3) and the subcritical growth of g, we find for each ε > 0 and α > 0 a constant c ε > 0 such that
Thus, by Hölder
For u ≤ ρ sufficiently small, the last integral is bounded by the Trudinger-Moser inequality (1.3), and hence we obtain, using the continuous imbedding of
and
Thus, using that u ∈ X, we get Verification of (b). We use the following lemma which was proved in [18] :
and a R > 0 satisfying the following:
We define Q as follows, with r > ρ/ v to be chosen,
where v and R are as given by Lemma 2.2. We note that this Q is of a slightly different form than in (b), but it is easy to see that this Q is admissible.
We have to show that for a suitable r > ρ/ v we have J| ∂Q ≤ 0. We write
For w ∈ D 1 we have
On D 2 we get
with 0 < s < 1 and w L 2 = rR. We can estimate ∀ r ≥ 0 by Lemma 2.2 (II)
Finally, on D 3 we note that by assumption A2) there exists a constant d such that
Hence we have and a τ > 0 such that
Thus, by (2.21) it follows that there exists r 1 ≥ r 0 such that J(w + rv) ≤ 0.
We have shown that all hypothesis of the Generalized Mountain Pass Theorem are satisfied. Hence we obtain a second critical point v = 0 of J, and hence a scond solutiona
The critical case
In this section we consider problem (1.4) with g having critical growth. We begin with a discussion of the problem of non compactness.
A concentrating sequence and an approximate equation
Similarly as for the subcritical case we get that (1.4) has a unique negative solution φ t < 0, for t > 0 sufficiently large.
To find a second solution of equation (1.4), we set again u = v + φ t , and then v solves equation (2.2).
In the variational treatment of equation (2.2) it turns out that terms of the form z k + φ t need to be estimated, for sequences (z k ) ⊂ H which concentrate and converge weakly to 0. Such estimates are difficult to obtain, and we therefore follow a procedure proposed in [11] and [3] . We replace equation (2.2) by an approximate equation, in which φ t is replaced by a function φ m t which has disjoint support with z k .
We begin by defining the concentrating sequence (z k,r ), the so-called "Mosersequence", cf. [16] :
We may assume that 0 ∈ Ω, and choose r > 0 such that B r (0) ⊂ Ω.
Next, we define the following cut-off functions
Clearly, for a given function y ∈ H, the modified function η n y ∈ H and satisfies
The choice of the somewhat complicated cut-off functions is motivated by the following approximation result:
Proof. By easy calculations one gets
This proves (3.3). To obtain (3.4), note that by (3.3)
Choose now n ∈ N in Proposition 3.2 such that Finally, set
By Proposition 3.2 it follows readily that
We now replace equation (2.2) by the equation
It is easy to see that then v m := φ t − φ m t is a (weak) solution of equation (3.9) . This solution corresponds to the trivial solution u = 0 of (2.2), and thus to the negative solution φ t of (1.4). For finding other solutions of (3.9), we look for critical points of the functional
This follows from the fact that g(u) is in L q (Ω) for all q > 1, when u ∈ H, see [9] , [16] and [20] . It follows from well-known results that any critical point y of Φ is a (weak) solution of (3.9), and then y + φ m t solves (1.4). Note that the "trivial solution"
To find a second solution of (3.9) we will look for "non-trivial" critical points of the functional Φ with critical value c satisfying (see (3.8 
for m sufficiently large.
The linking structure
We now introduce the following "Linking Structure" on H: Let H + = W ⊥ with W := span{e 1 , · · · , e j }, and set
Here n ∈ N is such that (3.5) holds. It is easy to see that H + ⊕ W n = H, for n sufficiently large.
As in the proof of Theorem 1.1, we find constants ρ, β > 0 such that ∀ u ∈ H + with u = ρ : Φ(u) ≥ β, and thus we get the Verification of (a) of the Generalized Mountain Pass Theorem.
For the Verification of (b) of the Generalized Mountain Pass Theorem, note that z k,r as given by (3.1) satisfies z k,r ∈ W ⊥ n , with r = r(m(n)) chosen as (3.6) and (3.7), and k ∈ N to be chosen later.
Note that we may move the center of z k,r to any y ∈ Ω, with supp z k,r = B r (y) ⊂ Ω, for r sufficiently small. For later purposes, we want to place B r (y) in Ω in such a way
This can be achieved, since f = h + te 1 , with t > T such that the solution φ t of −∆φ t − λφ t = f satisfies φ t < 0. Multiplying this equation by e 1 > 0 we see that 0 < (λ 1 − λ) Ω φ t e 1 = Ω f e 1 , and hence f is positive on some set D ⊂ Ω with positive measure. Thus, we may choose B r (y) such that (3.12) holds; it is no restriction to assume that y = 0.
Set now, for some
Observe that by the choice of n, m and r we have the important property
Claim: For R 1 , R 2 > ρ and n sufficiently large holds:
It is easy to see that ∂Q n,k and S = H + ∩ ∂B ρ homotopically link for large n ≥ n 0 .
For y ∈ D 1 one has by (3.4) and using that
by the choice of n.
For y + R 2 z k,r ∈ D 3 , using (3.13) and (3.14):
Finally for y + sz k ∈ D 2 we have
is sufficiently large.
Existence of a second solution
In this section we prove Theorem 1.
As stated in the Generalized Mountain Pass
Theorem, let
By the Generalized Mountain Pass Theorem we obtain a Palais-Smale sequence
First we show 
with ε m → 0 as m → +∞.
We split the space H = H + ⊕ H − into two orthogonal components with
From the variational characterization of λ j+1
We use the following estimate to control the second term in the previous inequality:
Claim: for all s ≥ 0, t ≥ 0 we have
Proof: we consider the cases:
: set s = r + 2; then the inequality holds if (2 + r)
e αs 2 → 0, for every α > α 0 , and A3) implies that for β > α 0 sufficiently large we have g(s) + 1 ≤ e βs 2 , ∀ s ≥ 0. Thus, using (3.20), we obtain
For the last term we use (3.18), while the first term is bounded by the Trudinger-Moser inequality, sinc P u p = 1. Then (3.19) yields
In a similar way one obtains
Thus, for p and m sufficiently large
that is u p is bounded.
Next, we show the following existence result Proof. By Lemma 3.3 the sequence {u p } is bounded, and hence for subsequences
In particular, we can use standard methods to prove that u is a solution of (3.9).
We want to prove that u = φ t −φ m t . Assume by way of contradiction that u = φ t −φ m t . Since u p is bounded, we obtain by (3.18)
From this we conclude as in Lemma 2.1 in [9] that
and also
From (3.16) we obtain now, using Proposition 3.2
i.e. for m sufficiently large and some δ > 0
By the definition of critical growth we can find for every small ν > 0 a constant c ν such that g(s) ≤ e (α 0 +ν)s 2 + c ν . We conclude from (3.17), using Hölder's inequality with q > 1 such that q(α 0 + ν)(
By the Trudinger-Moser inequality and the strong convergence of u + p → (φ t − φ m t ) + = 0 in L q we conclude that for any given ε > 0 and p sufficiently large Proof. Since id : Q n,k → Q n,k is an element of Γ, it is clearly sufficient to prove that
We argue by contradiction. Since Q n,k is compact, we can assume that for every k there
Recall that
From (3.23) we have, writing u k = v k + s k z k,r and using the information on the supports of the various functions
by (3.12), where we have used 
Hence we get
On the other hand, since u k is a maximum point in Q n,k , we have
from which, by assumption A4) and using that -for any γ > 0 given: we obtain . Then we get in the limit, using that α 0 s 2 
Topological properties of the solutions
In this section we prove Theorem 1.3. First we prove that for λ ∈ (λ j , λ j+1 ) the second solution v of equation (2.2) is sign-changing, and that also the corresponding solution
First, it is easy to see that it is impossible that v < 0 since λ ∈ (λ j , λ j+1 ) is not an eigenvalue. If v > 0, then
which is also impossible, by λ > λ 1 . Thus v is sign-changing.
If u 2 > 0, then
which is a contradiction since λ > λ 1 , g((u 2 ) + ) ≥ 0 and t > 0. Since (1.4) has a unique negative solution φ t , so it is also impossible that u 2 < 0. Therefore, u 2 is a sign-changing solution of (1.4).
Now we study some topological properties of the solutions. We know that
Since λ ∈ (λ j , λ j+1 ), the equation
has only the trivial solution, and
Thus the trivial solution v = 0 is non-degenerate, with critical group C q (J, 0) = δ qj F (F is the abelian coefficient group).
Similarly, we get for the solution v then we have, using assumption A5) It is clear that φ t is a non-degenerate solution of (1.4) with C q (J, φ t ) = δ qj F , and that v + φ t is a degenerate solution of (1.4) with ind(J, v + φ t ) ≥ max{j, m}.
5 The case λ < λ 1 We consider briefly problem (1.4) for λ < λ 1 , with g having subcritical or critical growth.
In this situation we find a negative solution for forcing terms f = h+te 1 with t sufficiently negative, indeed, it is easy to see that there exists a t 0 = t 0 (h) < 0 such that (1.4) with f = h + te 1 has a unique negative solution φ t for t < t 0 (h).
We now discuss the existence of a second solution.
In the subcritical case we consider again the functional J(v), see (2. In the critical case we work again with the functional Φ given by (3.10), for which 
