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Abstract
This paper presents an extension of stochastic gradient descent for the minimization
of Lipschitz continuous loss functions. We define an (ǫ1, ǫ2)-stationary point using the
Clarke ǫ-subdifferential, and prove non-asymptotic convergence bounds for a Clarke
stationary point in expectation. The algorithm uses samples from the stochastic loss
function’s gradient evaluated at randomly perturbed iterates. We present numerical re-
sults from training a feedforward neural network, comparing our algorithm to stochastic
gradient descent.
1 Introduction
The focus of this work is on unconstrained minimization problems,
min
w∈Rd
f(w) := Eξ[F (w, ξ)], (1)
where ξ ∈ Rp is a random vector from a probability space (Ω,F , P ). We assume that F (w, ξ)
is Lipschitz continuous in w for ξ almost everywhere, implying that f(w) is a Lipschitz
continuous function. Given samples ξj, for j = 1, 2, ..., n, our work is also applicable when
considering the expectation with respect to the samples’ associated empirical probability
distribution,
f(w) :=
1
n
n∑
j=1
F (w, ξj).
Our motivation for studying (1) is for use in empirical risk minimization. We do not assume
the loss function to be differentiable nor convex. This class of functions is quite general and
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enables our work to be applicable for a wide range of loss functions used in practice. The
lack of a smoothness assumption allows for functions used in deep learning models, such
as the ReLU activation function, and functions used in sparse learning models, such as L1-
norm regularization1. Further removing the requirement of convexity enables us to consider
bounded loss functions, which are known to be more robust to outliers (Yu et al., 2010),
including all bounded functions with Lipschitz continuous gradients, see Property 8 in the
Appendix.
Despite the non-differentiability of certain loss functions, traditional gradient methods are
often applied, and as a result, these methods may converge to nonstationary points. In
this paper we propose a new first-order stochastic method with non-asymptotic convergence
bounds for finding a Clarke stationary point of problem (1) in expectation. To the best of
our knowledge there are no results of this kind in the literature. Our results are achieved by
using a step direction computed by sampling the gradient of the stochastic function F (w, ξ)
at random points near each iterate. The use of sampling is a popular technique found in
algorithms for minimizing Lipschitz continuous functions, such as the Gradient Sampling al-
gorithm (Burke et al., 2018) where asymptotic convergence is achieved for locally Lipschitz
continuous functions which are continuously differentiable almost everywhere, making use
of the Clarke ǫ-subdifferential developed in the seminal work of Goldstein (1977). In (Nes-
terov and Spokoiny, 2017), non-asymptotic convergence bounds for a zero-order stochastic
algorithm are achieved for minimizing a Gaussian smoothed approximation of a Lipschitz
continuous function. It is further claimed that taking the step size and perturbation to 0
will result in convergence to a stationary point of the original function. Further asymptotic
convergence results using stochastic subgradient algorithms for locally Lipschitz functions
can be found in (Davis et al., 2020; Majewski et al., 2018) using the Clarke subdifferential.
Assuming the use of the Clarke subdifferential ∂f(w), a necessary optimality condition is
for the solution w¯ to be a stationary point, i.e. 0 ∈ ∂f(w¯). Considering that for the
simple problem of minimizing f(w) = |w|, dist(0, ∂f(w)) = 1 almost everywhere, proving
complexity results for a stochastic algorithm which guarantees E[dist(0, ∂f(w¯))] ≤ ǫ for ar-
bitrary ǫ seems challenging. Another difficulty is that without further assumptions placed
on f(w), ∂f(w) ⊂ Eξ[∂F (w, ξ)] (Clarke, 1990, Theorem 2.7.2), so an unbiased estimate of a
subgradient of f(w) cannot be guaranteed by sampling stochastic subgradients of ∂F (w, ξ).
Motivated by the Gradient Sampling algorithm, these issues can be resolved by sampling
the stochastic function’s gradient at perturbed iterates, which can be done with probability
1, and using the Clarke ǫ-subdifferential in our convergence analysis. Our work is also mo-
tivated by papers such as (Lakshmanan and De Farias, 2008; Nesterov and Spokoiny, 2017;
Yousefian et al., 2012), where the approximate function, f˜σ(x) = Ez˜[f(x+ σz˜)], is shown to
have a Lipschitz continuous gradient when z˜ follows a Normal distribution or a uniform dis-
tribution in a Euclidean ball. We do not consider the approximate function f˜σ(x), but utilize
the smoothing property of evaluating E[f(w)] at randomly perturbed iterates to bound the
convergence of our algorithm.
1Any deterministic Lipschitz continuous function can be added to f(w) without changing our analysis.
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Unlike other algorithms which could be used to solve (1), the expected performance of
the presented algorithm in Section 3 can be bounded for any positive step size, number of
iterations, and mini-batch size. As one of the most challenging aspects of training neural
networks is hyperparameter tuning, we believe that the convergence analysis presented does
not only give theoretical performance guarantees, but is also useful in practice, as it allows
for informed choices to be made for these parameters.
2 Preliminaries
We assume that F (w, ξ) is a (Rd+p,BRd+p)-measurable function, where BRd+p denotes the
Borel σ-algebra on Rd+p. The function F (w, ξ) is C(ξ)-Lipschitz continuous in w for ξ al-
most everywhere, implying that f(w) is L0 := E[C(ξ)]-Lipschitz continuous. We further
assume that Q := E[C(ξ)2] < ∞ and that the probability measure P on ξ is absolutely
continuous with respect to the Lebesgue measure.
Our analysis relies on randomly perturbed iterates, w = x + z, where x ∈ Rd represents
the current iterate and z ∼ U(B(σ)) is a random vector uniformly distributed in the d-
dimensional Euclidean ball of radius σ > 0, B(σ) := {z : ||z||2 ≤ σ}, which has the
probability density function
p(z) =
{
Γ(d
2
+1)
(
√
πσ)d
if z ∈ B(σ)
0 otherwise,
and expected distance from the origin
E[||z||2] = σd
d+ 1
. (2)
Similar to the Gradient Sampling algorithm, in order to prove convergence of our algorithm,
we employ the Clarke ǫ-subdifferential. To begin, we define the Clarke subdifferential, which
for locally Lipschitz continuous functions on Rd equals
∂f(w) := co{ lim
i→∞
∇f(wi) : wi → w,wi /∈ E ∪ Ωf},
where E is any set of Lebesgue measure 0 and Ωf is the set of points at which f is not
differentiable. The Clarke ǫ-subdifferential is then
∂ǫf(w) := co{∂f(wˆ) : wˆ ∈ w +B(ǫ)},
which is always a nonempty convex compact set with ∂0f(w) = ∂f(w) (Goldstein, 1977).
Our goal is to design an algorithm which can achieve a solution w¯ such that
E[dist(0, ∂ǫ1f(w¯))] ≤ ǫ2, (3)
which we call an expected (ǫ1, ǫ2)-stationary point. The assumption that f(w) is Lipschitz
continuous implies that it is differentiable everywhere outside of a set of Lebesgue measure
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zero due to Rademacher’s theorem. The function f(w) is then differentiable with probability
1 whenever its gradient is evaluated at a perturbed iterate. We define an approximate gradient
of f(w), ∇f(w), to be a Borel measurable function on Rd which equals the gradient of f(w)
almost everywhere it is differentiable. We next confirm that F (w, ξ) is differentiable almost
everywhere, where in the following property md denotes the Lebesgue measure on (Rd,BRd).
Property 1. The stochastic function F (w, ξ) is differentiable in w almost everywhere on
the product measure space (Rd+p,BRd+p, md × P ).
We also define the approximate gradient of F (w, ξ),∇F (w, ξ), as a Borel measurable function
on Rd+p which is equal to the gradient of F (w, ξ) with respect to w almost everywhere F (w, ξ)
is differentiable. The following property shows that unbiased estimates of the gradient of
f(w) can be obtained by sampling the stochastic gradient of F (w, ξ) for almost all w. The
proofs of Properties 1 and 2 can be found in the Appendix.
Property 2. For w almost everywhere
∇f(w) = Eξ[∇F (w, ξ)],
where ∇f(w) and ∇F (w, ξ) are approximate gradients of f(w) and F (w, ξ), respectively.
3 Perturbed Iterate SGD
We now present Perturbed Iterate SGD (PISGD). In each iteration k, S perturbed values
of the current iterate are generated, wˆkl , and S samples ξ
k
l are taken, for l = 1, ..., S. The
stochastic function’s gradient is then evaluated at each pair (wˆkl , ξ
k
l ) to generate the step
direction, where all sampling is assumed to be done independently.
Algorithm 1 Perturbed Iterate SGD (PISGD)
Input: x1 ∈ Rd; K,S ∈ Z>0; η, σ > 0
R ∼ uniform{1, 2, ..., K}
for k = 1, 2, ..., R− 1 do
Sample zˆk ∼ U(B(σ))S
wˆkl = x
k + zˆkl for l = 1, ..., S
Sample ξk ∼ P S
xk+1 = xk − η
S
∑S
l=1∇F (wˆkl , ξkl )
end for
Output: xR
The following theorem proves that PISGD convergences to a Clarke stationary point for
β ∈ (0, 1). For example taking β = 1
3
, as K is increased ǫ1 = σ and ǫ2, equal to the right side
of (4), both decrease at a rate of O(K−β), establishing a convergence rate towards a Clarke
stationary point in terms of the number of iterations of the algorithm. The convergence
complexity in terms of the number of stochastic gradient computations is given in Corollary
6. Given any chosen positive step size, number of iterations, and mini-batch size, a bound
on the convergence can be computed, which is useful when trying to balance theoretical
convergence guarantees with other practical considerations.
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Theorem 3. Let K ∈ Z>0, S ≥ K1−β for any β ∈ R, σ = θd!!(d−1)!!K−β and η = θL0K−β
for any θ > 0, and ∆ = f(x1) − f(x∗), where f(x∗) is the global minimum of f(x). After
running PISGD using an approximate gradient ∇F (w, ξ),
E[dist(0, ∂σf(x
R))]≤K β−12
√
2
(
L0
θ
∆+ L20K
−β d · d!!
(d+ 1)!!
+Q
)
. (4)
The proof of the theorem requires the following two lemmas. The proofs can be found in the
Appendix.
Lemma 4. For a Lipschitz continuous function f(w) with approximate gradient ∇f(w), and
any w,w′ ∈ Rn,
f(w)− f(w′)− 〈∇f(w′), w − w′〉 =
∫ 1
0
〈∇f(w′ + v(w − w′))−∇f(w′), w − w′〉dv.
Lemma 5. The norms of the approximate gradients are bounded, with ||∇f(w)||2 ≤ L0 and
||∇F (w, ξ)||2 ≤ C(ξ), almost everywhere.
Proof of Theorem 3. Assume PISGD is run for K iterations instead of R− 1. We construct
another set of iterates using the values of xk and a single sample z ∼ U(B(σ)), wk = xk + z
for k = 1, 2, .., K + 1. For simplicity let ∇f(wˆk) = 1
S
∑S
l=1∇F (wˆkl , ξkl ). From Lemma 4,
f(wk+1)− f(wk)− 〈∇f(wk),−η∇f(wˆk)〉
=
∫ 1
0
〈∇f(wk − vη∇f(wˆk))−∇f(wk),−η∇f(wˆk)〉dv. (5)
Taking the expectation of the left side of (5),
E[f(wk+1)− f(wk)− 〈∇f(wk),−η∇f(wˆk)〉]
=E[f(wk+1)− f(wk)] + ηE(E[〈∇f(wk),∇f(wˆk)〉|xk])
=E[f(wk+1)− f(wk)] + ηE(〈E[∇f(wk)|xk],E[∇f(wˆk)|xk]〉). (6)
The last equality holds since ∇f(wk) and∇f(wˆk) are conditionally independent random vari-
ables with respect to xk, and so for all j = 1, .., d, E[∇jf(wk) ·∇jf(wˆk)|xk] = E[∇jf(wk)|xk] ·
E[∇jf(wˆk)|xk]. Focusing on E[∇f(wˆk)|xk],
E[∇f(wˆk)|xk]=E[∇F (wˆkl , ξkl )|xk]
=E[E[∇F (wˆkl , ξkl )|wˆkl , xk]|xk]
=E[∇f(wˆkl )|xk]
=E[∇f(wk)|xk], (7)
where the third equality follows from Property 2. Using (7) in (6),
E[f(wk+1)− f(wk)] + ηE(〈E[∇f(wk)|xk],E[∇f(wˆk)|xk]〉)
=E[f(wk+1)− f(wk)] + ηE(||E[∇f(wˆk)|xk]||22)
≥E[f(wk+1)− f(wk)] + η||E[∇f(wˆk)]||22, (8)
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where the inequality uses Jensen’s inequality. Taking the expectation of the right side of (5),
E[
∫ 1
0
〈∇f (wk − vη∇f(wˆk))−∇f(wk),−η∇f(wˆk)〉dv]
=
∫ 1
0
E[〈∇f(wk − vη∇f(wˆk))−∇f(wk),−η∇f(wˆk)〉]dv. (9)
As the addition, composition, and product of Borel measurable functions,
〈∇f (wk − vη∇f(wˆk))−∇f(wk),−η∇f(wˆk)〉 is a measurable function on
(Rd+S(d+p) × [0, 1],B
Rd+S(d+p) × L[0,1]), where L[0,1] is the Lebesgue σ-algebra on [0, 1]. Given
that ∇f(w) and ∇F (w, ξ) are bounded almost everywhere by Lemma 5, and both measures
are finite, the function is integrable. It follows that the equality holds by Fubini’s theorem.
Continuing from (9),∫ 1
0
E[〈∇f(wk − vη∇f(wˆk))−∇f(wk),−η∇f(wˆk)〉]dv
=
∫ 1
0
E(E[〈∇f(wk − vη∇f(wˆk))−∇f(wk),−η∇f(wˆk)〉|∇f(wˆk), xk])dv
=
∫ 1
0
E(〈E[∇f(wk − vη∇f(wˆk))−∇f(wk)|∇f(wˆk), xk],−η∇f(wˆk)〉)dv
≤
∫ 1
0
E(||E[∇f(wk − vη∇f(wˆk))−∇f(wk)|∇f(wˆk), xk]||2 · || − η∇f(wˆk)||2)dv. (10)
Focusing on ||E[∇f(wk−vη∇f(wˆk))−∇f(wk)|∇f(wˆk), xk]||2, all random variables are mea-
surable with respect to the σ-algebra generated by ∇f(wˆk) and xk, Σ(∇f(wˆk), xk), except
for z in wk, which is independent of Σ(∇f(wˆk), xk). Following, for example (Shreve, 2004,
Lemma 2.3.4), the random variable
||E[∇f(wk − vη∇f(wˆk))−∇f(wk)|∇f(wˆk), xk]||2
=||Ez[∇f(y + z)−∇f(y′ + z)]||2, (11)
evaluated at y = xk − vη∇f(wˆk) and y′ = xk. Considering (11) for arbitrary y, y′ ∈ Rd, and
setting w = y + z and w′ = y′ + z,
||E[∇f(w)−∇f(w′)]||2 =||
∫
Rd
∇f(w)p(w − y)dw −
∫
Rd
∇f(w′)p(w′ − y′)dw′||2
=||
∫
Rd
∇f(w)(p(w − y)− p(w − y′))dw||2
≤
∫
Rd
||∇f(w)||2|p(w − y)− p(w − y′)|dw
≤L0
∫
Rd
|p(w − y)− p(w − y′)|dw
≤L0
σ
d!!
(d− 1)!! ||y − y
′||2, (12)
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where the second inequality follows from Lemma 5 and the final inequality bounding the
integral
∫
Rd
|p(w − y) − p(w − y′)|dw can be found in the proof of (Yousefian et al., 2012,
Lemma 8). The bound (12) with the appropriate values for y and y′ gives
||E[∇f(wk − vη∇f(wˆk))−∇f(wk)|∇f(wˆk), xk]||2 ≤ L1|| − vη∇f(wˆk)||2,
where L1 =
L0
σ
d!!
(d−1)!! . Applying this bound in (10),∫ 1
0
E(||E[∇f(wk − vη∇f(wˆk))−∇f(wk)|∇f(wˆk), xk]||2 · || − η∇f(wˆk)||2)dv
≤
∫ 1
0
E(L1|| − vη∇f(wˆk)||2 · || − η∇f(wˆk)||2)dv
=
∫ 1
0
L1η
2vE[||∇f(wˆk)||22]dv
=L1
η2
2
E[||∇f(wˆk)||22]. (13)
Taking the expectation of (5) then results in the following inequality from combining (8) and
(13),
E[f(wk+1)− f(wk)] + η||E[∇f(wˆk)]||22 ≤ L1
η2
2
E[||∇f(wˆk)||22].
Adding ηE[||∇f(wˆk)||22] to both sides and rearranging,
E[f(wk+1)− f(wk)] + ηE[||∇f(wˆk)||22]
≤L1 η
2
2
E[||∇f(wˆk)||22] + ηE[||∇f(wˆk)||22]− η||E[∇f(wˆk)]||22
=L1
η2
2
E[||∇f(wˆk)||22] + ηE[||∇f(wˆk)− E[∇f(wˆk)]||22]. (14)
Focusing on E[||∇f(wˆk)− E[∇f(wˆk)]||22],
E[||∇f(wˆk)− E[∇f(wˆk)]||22]
=E[
d∑
j=1
(∇jf(wˆk)− E[∇jf(wˆk)])2]
=E[
d∑
j=1
(
1
S
S∑
l=1
∇jF (wˆkl , ξkl )− E[∇jf(wˆk)])2]
=
1
S2
d∑
j=1
E[(
S∑
l=1
∇jF (wˆkl , ξkl )− E[∇jf(wˆk)])2]
=
1
S2
d∑
j=1
E(E[(
S∑
l=1
∇jF (wˆkl , ξkl )− E[∇jf(wˆk)])2|xk])
=
1
S2
d∑
j=1
E(
S∑
l=1
E[(∇jF (wˆkl , ξkl )− E[∇jf(wˆk)])2|xk]), (15)
7
where the last equality holds since ∇jF (wˆkl , ξkl )−E∇jf(wˆk) for l = 1, ..., S are conditionally
independent random variables with zero mean with respect to xk. Continuing from (15),
1
S2
d∑
j=1
E(
S∑
l=1
E[(∇jF (wˆkl , ξkl )− E[∇jf(wˆk)])2|xk])
=
1
S2
d∑
j=1
S∑
l=1
E[(∇jF (wˆkl , ξkl )− E[∇jf(wˆk)])2]
=
1
S
d∑
j=1
E[(∇jF (wˆkl , ξkl )− E[∇jf(wˆk)])2]
=
1
S
d∑
j=1
Var[∇jF (wˆkl , ξkl )],
≤ 1
S
E[||∇F (wˆkl , ξkl )||22],
≤Q
S
, (16)
where the first inequality holds since Var[X ] ≤ E[X2] for any random variable X , and the
final inequality uses Lemma 5 and the definition Q := E[C(ξ)2]. Plugging (16) into (14),
E[f(wk+1)− f(wk)] + ηE[||∇f(wˆk)||22] ≤L1
η2
2
E[||∇f(wˆk)||22] + η
Q
S(
η − L1 η
2
2
)
E[||∇f(wˆk)||22] ≤E[f(wk)− f(wk+1)] + η
Q
S
.
Summing these inequalities for k = 1, ..., K,
(
η − L1 η
2
2
) K∑
k=1
E[||∇f(wˆk)||22] ≤E[f(w1)− f(wK+1)] + ηK
Q
S
.
As R was sampled uniformly over {1, 2, ..., K},(
η − L1 η
2
2
)
E[||∇f(wˆR)||22] ≤
1
K
E[f(w1)− f(wK+1)] + ηQ
S
≤ 1
K
(E[f(w1)]− f(x∗)) + ηQ
S
≤ 1
K
(f(x1) + L0E[||z||2]− f(x∗)) + ηQ
S
=
1
K
(∆ + L0
σd
d+ 1
) + η
Q
S
,
where x∗ is a global minimum of f(x). The last inequality uses the Lipschitz continuity of
8
f(w), and the equality uses (2) and sets f(x1)− f(x∗) = ∆. Taking η = 1
L1
,
E[||∇f(wˆR)||22]≤
2
K
L1(∆ + L0
σd
d+ 1
) + 2
Q
S
=
2
K
L0
σ
d!!
(d− 1)!!(∆ + L0
σd
d+ 1
) + 2
Q
S
=
2
K
L0
σ
d!!∆
(d− 1)!! +
2
K
L20
d · d!!
(d+ 1)!!
+ 2
Q
S
.
Setting σ = θd!!
(d−1)!!K
−β and S ≥ K1−β,
E[||∇f(wˆR)||22]≤2Kβ−1
L0
θ
∆+
2
K
L20
d · d!!
(d+ 1)!!
+ 2Kβ−1Q
=2Kβ−1
(
L0
θ
∆+ L20K
−β d · d!!
(d+ 1)!!
+Q
)
, (17)
and η = 1
L1
= σ
L0
(d−1)!!
d!!
= θ
L0
K−β. In addition,
E[||∇f(wˆR)||22]=E[||
1
S
S∑
l=1
∇F (wˆRl , ξRl )||22]
=E(E[|| 1
S
S∑
l=1
∇F (wˆRl , ξRl )||22|wˆR])
≥E(||E[ 1
S
S∑
l=1
∇F (wˆRl , ξRl )|wˆR]||22)
=E[|| 1
S
S∑
l=1
∇f(wˆRl )||22]
≥E[dist(0, ∂σf(xR))2]. (18)
The third equality follows from Property 2. For all l = 1, ..., S, wˆRl ∈ xR + B(σ) and so
∇f(wˆRl ) ∈ ∂σf(xR) almost surely. It follows that their convex combination, 1S
∑S
l=1∇f(wˆRl ) ∈
∂σf(x
R) almost surely as well, given that ∂σf(x
R) is always a convex set, resulting in the
final inequality. Combining (17) and (18), and using Jensen’s inequality,
E[dist(0, ∂σf(x
R))]≤K β−12
√
2
(
L0
θ
∆+ L20K
−β d · d!!
(d+ 1)!!
+Q
)
.
The following corollary establishes computational complexities for finding an (ǫ1, ǫ2)-stationary
point in expectation in terms of the number of stochastic gradient computations ∇F (w, ξ).
For example, choosing β = 1
3
, the complexity is O(min(ǫ1, ǫ2)
−5) and for β = 1
2
, it is
O(max(ǫ−31 , ǫ
−6
2 )). The proof is contained in the Appendix.
Corollary 6. For β ∈ (0, 1), an expected (ǫ1, ǫ2)-stationary point (3) can be computed with
O
(
max
(
ǫ
β−2
β
1 , ǫ
−2 2−β
1−β
2
))
stochastic gradient calls.
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4 Numerical experiment: feedforward neural network
In order to test PISGD, a fully connected feedforward neural network with one hidden layer
using MNIST data was trained, with N = [68, 9, 3] nodes in each layer, respectively. For
n′ = 60, 000, the MNIST training dataset consists of image data xi for i = 1, ..., n′, of the
digits 0, 1, ..., 9, of dimension 784 and one-hot encoded labels yi of dimension 10. The neural
network trained on only the digits [0, 1, 2], which consisted of n = 18624 samples. PCA was
applied to x with 90% explained variance, which reduced its dimension to n× 68.
The decision variables of the model are w = [W, b], where for l = 2, 3, W ljk is the weight
for the connection between the kth neuron in the (l − 1)th layer and the jth neuron in the
lth layer, and blj is the bias of the j
th neuron in the lth layer. The input and output of the
activation functions in each layer are denoted as zlj and α
l
j , respectively. ReLU-m activation
functions were used in the hidden layer,
α2j (z
2
j ) :=min(max(z
2
j , 0), m),
with m > 0, and softmax functions were used in the output layer,
α3j (z
3) :=
ez
3
j∑N3
k=1 e
z3
k
,
with the cross-entropy loss function,
L(α3, yi) := −
N3∑
j=1
yij log(α
3
j ).
In order to compute a bound on the gradient, all l = 3 weights were put through hard tanh
activation functions,
Hjk(W
3
jk) :=min(max(W
3
jk,−1), 1).
The optimization problem was then
min
W,b
1
n
n∑
i=1
L(α3(H(W 3)α2(W 2xi + b2) + b3), yi).
Applying hard tanh activation functions directly to weights is similar to ideas such as weight
normalization (Salimans and Kingma, 2016) and using bounded-weights (Liao et al., 2004).
Our motivation to include these activation functions was to be able to compute a Lipschitz
constant for L and objectively test PISDG with parameters computed using Theorem 3. The
proof of the following property is in the Appendix.
Property 7. Each function L(α3(H(W 3)α2(W 2xi + b2) + b3), yi) is
2max(
√
N2N3||[(xi)T , 1]||2,
√
(N2m2 + 1))-Lipschitz continuous.
10
0 1 2 3 4 5 6
·104
−3
−2.5
−2
−1.5
−1
−0.5
0
iteration
lo
g(
f
(w
))
6 6.05 6.1 6.15 6.2 6.25
·104
5
5.5
6
6.5
7
7.5
8
·10−2
iteration
f
(w
)
PISGD (η = 0.02) SGD (η = 0.02) PISGD (η = 0.01)
SGD (η = 0.01) PISGD (η = 0.005) SGD (η = 0.005)
Figure 1: A comparison of the performance of PISGD and SGD. The left graph has all of the iterates plotted
on a log scale. The right graph is the last 4% of the iterates on a linear scale.
4.1 Experiment details and results
As the convergence of PISGB to a Clarke stationary point is guaranteed for β ∈ (0, 1), we
chose β = 0.5, with the number of iterations set to K = 62, 500, giving S =
√
K = 250. Al-
gorithm 1 was also implemented with wˆKi = x
k, i.e. no iterate perturbation, which matches
how neural networks are generally trained using a mini-batch stochastic gradient descent
algorithm, which will be referred to as SGD. The parameter θ was chosen so that the step
size η = 0.01, which is a default setting when using, for example, Keras 2.3.0 (Chollet et al.,
2015), as well as η = 0.02 and η = 0.005. The experiments were done five times in total and
the function values at each iteration were averaged together. All experiments were done in
Python 3.6 on a server running Ubuntu 16.04 with an Intel Xeon E5-2698 v4 processor.
The motivation for the numerical experiment was to observe if the use of iterate perturbation
was merely a tool to obtain theoretical convergence results, or if in fact it has merit in practice.
From examining Figure 1 we can see that adding perturbation to the iterates when evaluating
the stochastic gradient improved the algorithm’s performance, outperforming SGD.
5 Conclusion
In this paper a new variant of stochastic gradient descent, PISGD, was developed which
contains two forms of randomness in the estimated gradient, the first from sampling the
stochastic function’s gradient and then evaluating the stochastic gradient at randomly per-
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turbed iterates. Using this methodology, non-asymptotic convergence bounds were proven
for minimizing Lipschitz continuous functions. A numerical experiment on a feedforward
neural network demonstrated the benefit of adding perturbation to the iterates in practice,
outperforming traditional mini-batch stochastic gradient descent.
6 Appendix
Property 8. A bounded function f(w) such that |f(w)| ≤ R for all w ∈ Rd, with a Lipschitz
continuous gradient with parameter L1, is Lipschitz continuous with parameter L0 = 2R +
L1
2
d.
Proof. A function has a Lipschitz continuous gradient if there exists a constant L1 such that
for all x, w ∈ Rd, ||∇f(x)−∇f(w)||2 ≤ L1||x− w||2, which is equivalent to
|f(x)− f(w)− 〈∇f(w), x− w〉| ≤L1
2
||x− w||22. (19)
By the mean value theorem, if a differentiable function has a bounded gradient such that
||∇f(w)||2 ≤ L0 for all w ∈ Rn, then it is Lipschitz continuous with parameter L0. Using
(19) with x = w − γ for an arbitrary γ ∈ Rd,
f(w − γ)− f(w) + 〈∇f(w), γ〉 ≤ L1
2
||γ||22.
Taking γj = sgn(∇jf(w)) for j = 1, ..., d, and using the boundedness of f(w),
||∇f(w)||2 ≤ ||∇f(w)||1 ≤ 2R + L1
2
d.
Property 1. The stochastic function F (w, ξ) is differentiable in w almost everywhere on
the product measure space (Rd+p,BRd+p, md × P ).
Proof. Let D ⊆ Rp denote the set of ξ for which F (w, ξ) is Lipschitz continuous in w. Fixing
a ξ ∈ D, F (w, ξ) is differentiable in w everywhere outside of a Lebesgue set of measure zero
in the corresponding affine space of dimension Rd by Rademacher’s theorem. For a fixed
ξ ∈ D, the set where F (w, ξ) is not differentiable can be covered by a countable union of
d-cubes each with measure of at most κ for every κ > 0. Let us denote this covering as
Eξ = ∪∞j=1Ejξ , where Ejξ = Πdi=1[aji , bji ]ξ. Each Eξ is a null set, but there may be an uncount-
able number of null sets Eξ created in this manner in order to cover all sets where F (w, ξ)
is Lipschitz continuous but not differentiable in w.
The Lebesgue measure is invariant to isometries, so we first rotate each d-cube Ejξ so that
m([aji , b
j
i ]ξ) ≤ m([ajk, bjk]ξ) for i < k. For each dimension i = 1, ..., d and set label j = 1, ...,∞,
let ξ∗i,j = argmax
ξ
m([aji , b
j
i ]ξ). We then translate each d-cube E
j
ξ such that [a
j
i , b
j
i ]ξ ⊆ [aji , bji ]ξ∗i,j
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for all i. We now consider the set T = ∪∞j=1T j, where T j = Πdi=1[aji , bji ]ξ∗i,j ×D. By construc-
tion Eξ × ξ ⊂ T for all ξ ∈ D, and further T j ⊆ [aj1, bj1]ξ∗1,j ×Rd−1+p with m([aj1, bj1]ξ∗1,j ) ≤ κ
1
d
for all j.
By the countable additivity of measures it is sufficient to show that T j is null for all j in
order to show that T is a null set. As the bound on m([aj1, b
j
1]ξ∗1,j ) holds for all κ > 0,
let κ = θ(d+p)d for θ > 0, so that m([aj1, b
j
1]ξ∗1,j ) ≤ θd+p. Further, consider the hypercube
V = Πd−1+pi=1 [
−1
2θ
, 1
2θ
], which has measure m(V ) = (1
θ
)d−1+p. It follows that limθ→0 V → Rd−1+p
and m([aj1, b
j
1]ξ∗1,j × V ) = θ → 0. This establishes that on Rd × D, F (w, ξ) is differentiable
almost everywhere with respect to the Lebesgue measure. Given that P is absolutely con-
tinuous, this applies as well with respect to the product measure md × P .
The set where F (w, ξ) is neither Lipschitz continuous nor differentiable in w is a subset of
R
d×Dc, which is a null set by assumption, hence the union of this set with T is null, proving
the result.
Property 2. For w almost everywhere
∇f(w) = Eξ[∇F (w, ξ)],
where ∇f(w) and ∇F (w, ξ) are approximate gradients of f(w) and F (w, ξ), respectively.
Proof. Let ej for j = 1, ..., d denote the standard basis of R
d and let {ti}∞1 be an infinite
sequence in R which approaches 0 in the limit. From Property 1 F (w, ξ) is differentiable in w
almost everywhere, and by assumption ∇F (w, ξ) is equal to the gradient almost everywhere
it exists, which implies that for almost all w,
lim
i→∞
F (w + tiej , ξ)− F (w, ξ)
ti
= ∇Fj(w, ξ) (20)
for almost all ξ. Given the Lipschitz continuity condition of F (w, ξ),
lim
i→∞
F (w + tiej , ξ)− F (w, ξ)
ti
≤ lim
i→∞
C(ξ)|ti|
ti
≤ C(ξ)
for ξ almost everywhere, and C(ξ) ∈ L1(P ) by the assumption that Q <∞. The dominated
convergence theorem can be applied for all w for which (20) holds, hence
Eξ[∇Fj(w, ξ)] = lim
i→∞
Eξ
[
F (w + tiej , ξ)− F (w, ξ)
ti
]
= lim
i→∞
f(w + tiej)− f(w)
ti
= ∇fj(w),
where the first and third equality hold for almost all w.
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Lemma 4. For a Lipschitz continuous function f(w) with approximate gradient ∇f(w), and
any w,w′ ∈ Rn,
f(w)− f(w′)− 〈∇f(w′), w − w′〉 =
∫ 1
0
〈∇f(w′ + v(w − w′))−∇f(w′), w − w′〉dv.
Proof. Consider the function
fˆ(v) = f(w′ + v(w − w′))
for any w,w′ ∈ Rd and v ∈ [0, 1]. Where it exists,
fˆ ′(v)= lim
h→0
f(w′ + (v + h)(w − w′))− f(w′ + v(w − w′))
h
= lim
h→0
f(w′ + v(w − w′) + h(w − w′))− f(w′ + v(w − w′))
h
is equal to the directional derivative of f(wˆ) at wˆ = w′+v(w−w′) in the direction of (w−w′).
For any w−w′ ∈ Rd, f(wˆ) is differentiable for almost all v ∈ [0, 1]. It follows that for almost
all v, the directional derivative exists, ∇f(wˆ) is equal to the gradient, and
fˆ ′(v) =〈∇f(w′ + v(w − w′)), w − w′〉.
In addition fˆ(v) is Lipschitz continuous,
|fˆ(v)− fˆ(v′)|=|f(w′ + v(w − w′))− f(w′ + v′(w − w′))|
≤L0||w − w′||2|v − v′|.
The fundamental theorem of calculus for Lebesgue integration holds, and
f(w) =fˆ(1) = fˆ(0) +
∫ 1
0
fˆ ′(v)dv
=f(w′) +
∫ 1
0
〈∇f(w′ + v(w − w′)), w − w′〉dv.
Rearranging and subtracting 〈∇f(w′), w − w′〉 from both sides,
f(w)− f(w′)− 〈∇f(w′), w − w′〉 =
∫ 1
0
〈∇f(w′ + v(w − w′))−∇f(w′), w − w′〉dv.
Lemma 5. The norms of the approximate gradients are bounded, with ||∇f(w)||2 ≤ L0 and
||∇F (w, ξ)||2 ≤ C(ξ), almost everywhere.
Proof. As f(w) is differentiable almost everywhere, and ∇f(w) is equal to the gradient of
f(w) almost everywhere it is differentiable, using the directional derivative and Lipschitz
continuity of f(w),
||∇f(w)||22 = lim
h→0
f(w + h∇f(w))− f(w)
h
≤ L0||∇f(w)||2
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holds almost everywhere. Similarly, by assumption and Property 1, F (w, ξ) is Lipschitz
continuous and differentiable almost everywhere, with ∇F (w, ξ) equal to the gradient almost
everywhere F (w, ξ) is differentiable. It follows that almost everywhere,
||∇F (w, ξ)||22 = lim
h→0
F (w + h∇F (w, ξ), ξ)− F (w, ξ)
h
≤ C(ξ)||∇F (w, ξ)||2.
Corollary 6. For β ∈ (0, 1), an expected (ǫ1, ǫ2)-stationary point (3) can be computed with
O
(
max
(
ǫ
β−2
β
1 , ǫ
−2 2−β
1−β
2
))
stochastic gradient calls.
Proof. From Theorem 3, σ = θd!!
(d−1)!!K
−β, and requiring σ ≤ ǫ1, implies
(
θ
ǫ1
d!!
(d−1)!!
) 1
β ≤ K.
An upper bound on the total number of gradient calls used in PISGD, considering up to
K − 1 iterations, equals (K − 1)S. Taking S = ⌈K1−β⌉, the gradient call complexity for ǫ1
equals O
(
ǫ
−1
β
1 ǫ
β−1
β
1
)
= O
(
ǫ
β−2
β
1
)
. Considering now ǫ2,
E[dist(0, ∂σf(x
R))]≤K β−12
√
2
(
L0
θ
∆+ L20K
−β d · d!!
(d+ 1)!!
+Q
)
≤K β−12
√
2
(
L0
θ
∆+ L20
d · d!!
(d+ 1)!!
+Q
)
≤ǫ2
gives the bound
(
2
ǫ22
(L0
θ
∆+ L20
d·d!!
(d+1)!!
+Q)
) 1
1−β ≤ K, hence the gradient call complexity for
ǫ2 equals O
(
ǫ
−2
1−β
2 ǫ
−2
2
)
= O
(
ǫ
−2 2−β
1−β
2
)
. Taking the maximum of the two complexities attains
the result.
Property 7. Each function L(α3(H(W 3)α2(W 2xi + b2) + b3), yi) is
2max(
√
N2N3||[(xi)T , 1]||2,
√
(N2m2 + 1))-Lipschitz continuous.
Proof. The partial derivative of L with respect to z3j is
∂L
∂z3j
=α3j − yij.
Given that yi are one-hot encoded, and the α3j take the form of probabilities, ||∇z3L||2 ≤
√
2,
and L as a function of z3 is √2-Lipschitz. Considering z3 = H(W 3)α2 + b3 as a function of
H(W 3) and b3, and rearranging the variables such that
h := [H(W 31 ), b
3
1, H(W
3
2 ), b
3
2, ..., H(W
3
N3
), b3N3 ]
T ∈ RN3(N2+1),
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where W 3j is the j
th row of W 3, let α := [(α2)T , 1] ∈ RN2+1, 0 := [0, 0, , , 0] ∈ RN2+1, and the
matrix
A :=


α 0 0 ... 0
0 α 0 ... 0
... ... ... ... ...
0 0 0 ... α

 ∈ RN3×(N3(N2+1)),
so that z3 = Ah. The Lipschitz constant of z3(H(W 3), b3) is found by bounding the spectral
norm of ||A||2, which equals the square root of the largest eigenvalue of
AAT = diag(||α||22, ||α||22, ...]) ∈ RN3×N3 ,
hence ||A||2 = ||[(α2)T , 1]||2 ≤
√
N2m2 + 1. The function h(W
3, b3) is 1-Lipschitz, and
the composition of Li-Lipschitz continuous functions is
∏
i
Li-Lipschitz continuous (Shalev-
Shwartz and Ben-David, 2014, Claim 12.7), therefore L is√2(N2m2 + 1)-Lipschitz in [W 3, b3].
Considering now z3 as a function of α2, z3(α2) is ||H(W 3)||2-Lipschitz continuous. Given
the boundedness of the hard tanh activation function, ||H(W 3)||2 ≤ ||H(W 3)||F ≤
√
N2N3.
The ReLU-m activation functions are 1-Lipschitz continuous. As was done when computing
a Lipschitz constant for z3, to do so for z2, let the decision variables [W 2, b2] be transformed
into the vector,
w2 := [W 21 , b
2
1,W
2
2 , b
2
2, ...,W
2
N2
, b2N2 ]
T ∈ RN2(N1+1).
Let x := [(xi)T , 1], redefine 0 := [0, 0, , , 0] ∈ RN1+1 and let
X :=


x 0 0 ... 0
0 x 0 ... 0
... ... ... ... ...
0 0 0 ... x

 ∈ RN2×(N2(N1+1)).
The Lipschitz constant for z2(W 2, b2) = W 2xi + b
2 = Xw2 is then ||[xTi , 1]||2. In summary,
L(z3) is √2-Lipschitz, z3(α2) is √N2N3 Lipschitz, α2(z2) is 1-Lipschitz, and z2(W 2, b2) is
||xTi , 1||2-Lipschitz, hence L is
√
2N2N3||xTi , 1||2-Lipschitz in [W 2, b2].
Computing the Lipschitz constant for all decision variables,
||L(W 2, b2,W 3, b3)− L(W 2′, b2′,W 3′, b3′)||2
=||L(W 2, b2,W 3, b3)− L(W 2′, b2′,W 3, b3) + L(W 2′, b2′,W 3, b3)− L(W 2′, b2′,W 3′, b3′)||2
≤||L(W 2, b2,W 3, b3)− L(W 2′, b2′,W 3, b3)||2 + ||L(W 2′, b2′,W 3, b3)− L(W 2′, b2′,W 3′, b3′)||2
≤
√
2N2N3||xTi , 1||2||w2 − w2′||2 +
√
2(N2m2 + 1)||w3 − w3′||2
≤max(
√
2N2N3||xTi , 1||2,
√
2(N2m2 + 1))(||w2 − w2′||2 + ||w3 − w3′||2)
≤2max(
√
N2N3||xTi , 1||2,
√
(N2m2 + 1))||(w2, w3)− (w2′, w3′)||2,
where wl := [W l1, b
l
1,W
l
2, b
l
2, ...,W
l
Nl
, blNl ], and the last inequality uses Young’s inequality.
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