A maximum likelihood confirmatory factor analysis of the Wechsler Adult Intelligence Scale-III (WAIS-III) was performed by applying LISREL 8 to a clinical sample (n = 328). Analyses were designed to determine which of the nine hypothesized oblique factor solutions could best explain intelligence as measured by the WAIS-III in the general clinical sample. Competing latent variable models were identified in previous studies and a priori model modifications were made to test derivations of the nine base models. Results in the clinical sample were crossvalidated by testing all models in the normative sample used in the standardization of the scale. Findings in both the clinical and standardization samples supported a six-factor model including Semantic Memory, Verbal Reasoning, Constructional Praxis, Visual Reasoning, Working Memory, and Processing Speed factors. Our analysis differed from that presented in the WAIS-III manual as we tested more complex models of intelligence in addition to the ones evaluated by the test publishers. As a result, a six-factor model that corresponded to an expanded version of a model based on Horn's Gf -Gc theory was empirically supported as having the best fit to the data. More complex derivations of this model failed to achieve sufficient goodness of fit. D
Introduction
The Wechsler Adult Intelligence Scale-III (WAIS-III; The Psychological Corporation, 1997) is the most recent version of the intelligence measure that was first published in the late 1930s. It now contains 13 subtests with one optional subtest (Object Assembly) from which Verbal IQs, Performance IQs, and Full Scale IQs (FSIQs) can be calculated. These IQs are constructed to provide summary measures that are thought to reflect specific aspects of intelligence and are based on Wechsler's original hypotheses about the structure of intelligence (Matarazzo, 1972) . Four additional composites can be derived from the WAIS-III, and these are the Verbal Comprehension (VCI), Perceptual Organization (POI), Working Memory (WMI), and Processing Speed (PSI) Indices. The WAIS-III -WMS-III Technical Manual (The Psychological Corporation, 1997) states that these indices were developed to strengthen the theoretical basis of the test and enhance the measurement of fluid reasoning. In most instances, summary indices are constructed in order to label the hypothetical constructs that are thought to underlie performance on the scale in question. As such, the WAIS-III summary indices predict that a particular pattern of covariability exists among the 13 subtests. For example, FSIQ is a composite index and assumes that all subtests share a degree of common variability. In other words, there is some common construct underlying all aspects of intellectual functioning as measured by the WAIS-III. The Verbal and Performance IQs further divide the individual subtests on the basis of whether they measure language-or nonlanguage-related components of intelligence. This division predicts that the Verbal subtests will be highly intercorrelated, the Performance subtests will be highly intercorrelated, and that the Verbal and Performance subtests will demonstrate relatively low intercorrelations. Providing the VCI, POI, WMI, and PSI also assumes that the WAIS-III will show a model correspondent pattern of covariability. Such models or sets of summary indices are often called latent variable models as they are defined as the latent contructs that are measured by the subtests (Hayduk, 1987; Joreskog & Sorbom, 1996) .
The WAIS-III -WMS-III Technical Manual (The Psychological Corporation, 1997) provides the results of a confirmatory factor analysis performed in the standardization sample. Confirmatory factor analysis allows the researcher to test a priori hypotheses about the pattern of covariability found in the test data (Joreskog & Sorbom, 1996) . Using confirmatory factor analysis investigators can empirically address the question of how predictive a particular latent variable model is of actual subtest covariability (Joreskog & Sorbom, 1996) . In other words, the construct validity of individual test indices can be empirically assessed by testing the extent to which the subtests covary in a manner predicted by the model constructs (Burton, Ryan, Paola, & Mittenberg, 1994; Nunnally, 1978) . In the analysis presented in the WAIS-III -WMS-III Technical Manual (The Psychological Corporation, 1997) , the test publishers reported that they assessed the fit of five models to the pattern of covariability found in data using approximately half of the standardization sample and the 13 standard subtests. They used only that half of the normative group that also completed the WMS-III, and did not report analyses conducted on the entire 2450 standardization subjects (The Psychological Corporation, 1997) . The test publisher's models included a one factor general intelligence model, a two-factor model that divided the subtests along the Verbal/Performance dimensions, and a three-factor model including the factors Verbal Comprehension, Perceptual Organization, and Attention. They also tested a four-factor model that contained Verbal Comprehension, Perceptual Organization, Working Memory, and Processing Speed factors and an expansion of their four factor model that included one additional factor that the test publishers labeled Quantitative Ability/Numerical Ability. On the basis of their analysis, the test publishers concluded that the four-factor model provided the best fit to the data across all age ranges within the subset of the standardization sample that they evaluated. Given that the four-factor model corresponded to the four indices (i.e., VCI, POI, WMI, and PSI), the publishers concluded that this finding provided empirical support for the use of these four summary values.
However, review of their analysis reveals some issues that need to be empirically addressed. Foremost among these issues is that the test publishers either did not report the analysis in the manual or failed to test more complex models of latent variability. Kaufman (1994) , for example, presents an interpretation of Horn's model of intellectual functioning and assigns Wechsler subtests to the factors. While the WAIS-III publishers partially evaluated a more simplistic form of this model in their analysis, they did not assess the fit of the full model as presented by Kaufman (1994) . Failure to empirically evaluate more complex model derivations calls into question the validity of the four-factor model that the publishers report as best fitting. It may well be the case that their four-factor model does provide the best fit to the data. However, empirically determining that the four-factor model fit better than more complex theoretically justified models would provide a more compelling argument. The test publishers state that they wanted to provide a set of indices that took into account the concept of fluid reasoning (The Psychological Corporation, 1997) . If this is the case, then the crystallized vs. fluid reasoning model needs to be fully assessed.
Experience with the Wechsler Adult Intelligence Scale-Revised (Wechsler, 1981) has suggested that the results of exploratory and confirmatory factor analysis often yield results that vary by the demographic and diagnostic characteristics of the samples being analyzed (Burton et al., 1994; Leckliter, Matarazzo, & Silverstein, 1986) . Some investigators have supported the predictiveness of one-and two-factor models for the WAIS-R (Blaha & Walbrown, 1982; Ryan, Paolo, & Brungardt, 1990; Silverstein, 1982) . Others have supported the two-factor models (Gutkin, Reynolds, & Galvin, 1984; Ryan, Rosenberg, & DeWolfe, 1984; Siegert, Pattern, Taylor, & McCormick, 1988) . Still others have found three-factor models to be the most predictive of WAIS-R subtest covariability (Parker, 1983; Ryan & Schneider, 1986) . Three different confirmatory factor analysis studies using the WAIS-R standardization sample yielded three different solutions (one factor: O'Grady, 1983; two factors: Plake, Gutkin, Wise, & Kroeten, 1987; three factors: Waller & Waldman, 1990) . A confirmatory factor analysis of the WAIS-R in 56-to 97-year-old normal samples supported a three-factor solution (Smith, Ivnik, Malec, Peterson, & Tangalos, 1992) . Another confirmatory factor analysis using a normal sample of 75-to 96-year-olds also found a three-factor model to be best fitting, but described a gender effect on the pattern of latent variability (Burton et al., 1994) .
It is clear that the pattern of latent variability can vary considerably across different samples and patient groups. This is likely the result of differences in methodology, failure to comprehensively evaluate both simple and complex models, and differences in latent variability between diagnostically and demographically distinct samples. In any event, these observations emphasize the importance of comprehensively evaluating both simple and complex latent variable models. It also implies the necessity of examining patterns of WAIS-III latent variability within divergent clinical samples in order to derive hypotheses about the structure of intelligence that are specific to the characteristics of those samples. This becomes particularly necessary when clinicians use normative samples to calculate summary indices that imply a distinct pattern of latent variability among the WAIS-III subtests and that are then used as a basis to differentiate clinical disorders.
In the current study, we evaluated the construct validity of the WAIS-III indices and more complex models of intelligence using confirmatory factor analysis. Structural models were chosen in order to provide a comprehensive test of the latent dimensions that theoretically may underlie performance on the WAIS-III. Nine latent variable models were evaluated for goodness of fit in a clinical sample (n = 328) of adults and then reevaluated using the WAIS-III standardization sample providing a full crossvalidation of all results. Assessing the nine latent models in both our clinical sample and the standardization sample allowed us to empirically determine the extent to which results in the standardization sample generalized to our rather distinct clinical sample.
Method

Participants
Three hundred and twenty eight individuals who had or were suspected of having a neuropathological condition underwent comprehensive neuropsychological evaluations that included the complete WAIS-III (13 subtests) and WMS-III. Participants were patients at the Veterans Affairs Medical Centers (VAMC) in either Leavenworth, KS or Detroit, MI. As part of the diagnostic work-up, each patient was tested and had their assessment protocols scored by one of two experienced neuropsychologists. The sample was fairly representative of the clinical population found in most VAMC hospitals as it was primarily male (95.8% male, 3.4% female), had a mean age of 51.9 (S.D. = 14. Table 1 . Sixty-four percent of the sample were Caucasian, 31.4% were African American, and 1.4% were of Hispanic decent. Diagnostic categories included cardiovascular disease (7%), TBI (9%), epilepsy (4%), CNS tumor (0.5%), dementia (7%), substance abuse (38%), psychiatric disorder (28%), medical disorders (3%), and normal (4%). The Pearson product-moment intercorrelation matrix used for crossvalidation of results was taken from the WAIS-III -WMS-III Technical Manual (The Psychological Corporation, 1997) and included the WAIS-III subtest scaled scores of 2450 normal subjects used in the standardization of the scale (The Psychological Corporation, 1997). Crossvalidation using the standardization sample was performed in order to determine the extent to which results obtained in the VAMC sample were due to idiosyncrasies of that sample. Additionally, as one goal of the current study was to determine whether results in the standardization sample are generalizable to distinct clinical samples, it was necessary to conduct the current analysis in both samples.
Procedure
The confirmatory factor analysis was performed by using the LISREL 8 software (Joreskog & Sorbom, 1996) . The correlations obtained for each pair of WAIS-III subtests in the two samples were subjected to confirmatory factor analysis by calculating a set of simultaneous structural equations for each of the nine hypothetical models using the Linear Structural Relationship Model. Structural coefficients were estimated from the structural equations using the ''Maximum Likelihood Fit Function'' (Hayduk, 1987; Joreskog & Sorbom, 1996) . A multivariate probability density formula was used to determine the likelihood that a given set of structural estimates resulted in a difference between the estimated correlation matrix and the actual correlation matrix that was entirely due to chance fluctuation (Hayduk, 1987) .
The c 2 statistic divided by its degrees of freedom (df ) and the Adjusted Goodness of Fit Index (AGFI) were used to assess model fit. Lower values of the c 2 /df ratio were assumed to represent a better fit between the hypothesized correlation matrix and the actual correlation matrix. Higher AGFI values were associated with better fitting models. The Parsimonious Normed Fit Index (PNFI) was also used to assess model viability (Netemeyer, Johnston, & Burton, 1990) . For the PNFI, values greater than 0.60 were interpreted as indicating that an increase in the number of freed model parameters resulted in a significant increase in the predictive validity of the model over more parsimonious orderings of subtests (Netemeyer et al., 1990) . Finally, c 2 's of difference were computed between selected nested models in order to determine whether freeing additional model parameters significantly increased model Table 2 The nine models and their modifications Models Voc Sim Ari DSp Inf Com LN PC CD BD MR PA SS fit over simpler models. As we tested increasingly more complex models, it was mandatory that we employed measures to assess the extent to which more complex models provided a justifiable increase in model fit over more parsimonious models.
The nine models to be tested were derived on the basis of previous research with the WAIS-R, the confirmatory factor analysis of the WAIS-III presented by the test publishers using 13 subtests, and selected theoretical models of intelligence that the WAIS-III was proposed to measure (e.g., Crystallized vs. Fluid Intelligence). Additional variations of the nine base models were also assessed a priori for goodness of fit. These models differed in terms of what latent variables the arithmetic subtest was allowed to load on, as this appeared to be an issue that needed to be empirically addressed based on the test publishers analysis (The Psychological Corporation, 1997). Models I-V corresponded to the five models evaluated by the test publishers using approximately half of the standardization sample. A variation of Model IV Table 2 .
Results
The results of the maximum-likelihood confirmatory factor analysis of the general clinical sample are summarized in Table 3 . A review of Table 3 reveals that Model VIIIa displayed the lowest c 2 /df ratio (1.56) and an AGFI of 0.940. The parsimony normed fit index was within expectations indicating that the increase in model complexity was justified in terms of increased model fit compared to more parsimonious orderings of the subtests (PNFI = 0.610). The results of the confirmatory factor analysis of the standardization sample are presented in Table 4 and are equivalent to the results of analysis in the clinical sample. Again, Model VIIIa displayed the lowest c 2 /df ratio (7.48), an AGFI of 0.960, and a parsimony normed fit index that was within expectations (PNFI = 0.620). The standardized oblique structural coefficients for Model VIIIa computed from the clinical sample are presented in Table 5 and those computed from the standardization sample are displayed in Table 6 .
As an additional check of model viability, nested comparisons were performed in both the clinical and standardization samples between selected models. c 2 's of difference were computed as an additional indicator of whether selected models resulted in statistically improved model fit compared to more parsimonious models. Inspection of Table 7 reveals that for the five original models presented by the test publishers an increase in model complexity was associated with a statistically significant increase in model fit in each 
IV, and IV vs. V).
Of the five original models presented by the test publishers, Model V displayed the lowest c 2 /df ratio in both the clinical and standardization samples. However, with the addition of our three modifications (Models IVa, Va, and Vb), results changed. In the clinical sample, looking at Models I-Vb only, Model IVa displayed the lowest c 2 /df ratio (1.62) with Model V displaying the next lowest (1.66). Looking at the same subset of models in the standardization sample, Model V displayed the lowest c 2 /df ratio (8.10) and Model IVa displayed the next lowest (8.23). One obvious important comparison to make was between the best fitting models presented by the test publishers and the more complex models tested in the current analysis. Given the lack of agreement between the clinical and standardization samples in terms of which model fit the best of the five original models and their modifications (e.g., IVa vs. V), we computed c 2 's of difference between the overall best fitting model (Model VIIIa) and Models IVa and V. In both samples, results revealed that Model VIIIa represented a statistically significant improvement in model fit compared to both Models IVa and V (see Table 7 ).
In the entire set of models tested in our analysis, the models that displayed the next two lowest c 2 /df ratios compared to Model VIIIa across both samples were Models VIa and VIIa. In order to further assess the fit of Model VIIIa over less complex models, c 2 's of difference were computed comparing the fit of Model VIIIa vs. Models VIa and VIIa. Inspection of Table 7 reveals that in the clinical sample, Model VIIIa did not demonstrate a significant increase in model fit compared to either Model VIa or VIIa. In contrast, Model VIIIa did provide a statistically better fit to the data than both Models VIa and VIIa in the standardization sample. In an attempt to resolve the discrepancy between the standardization and clinical samples, additional c 2 's of difference were computed comparing the fit of Models VIa and VIIa vs. Models IVa and V. In the clinical sample, Models VIa and VIIa did not fit better than the more parsimonious Model IVa, but did fit better than Model V. In the standardization sample, Models VIa and VIIa both fit better than Model IVa and V.
Overall, results across both samples supported Model VIIIa as the best fitting model of the models assessed in the current analysis. Model VIIIa had the lowest c 2 df ratio of any model tested, a high AGFI, and a PNFI that indicated that it provided a better fit to the data than more parsimonious models in both samples. Additionally, the results of c 2 difference tests supported the superiority of Model VIIIa over the test publishers best fitting models and modifications of those models in both samples. While Model VIIIa, on the basis of c 2 difference tests, did not fit better than Models VIa or VIIa in the clinical sample, it did provide a statistically superior fit compared to those models in the standardization sample. Additionally, Models VIa and VIIa failed to provide a statistically significant increase in model fit over Model IVa, the best fitting model in the subset of original models and their modifications in the clinical sample. In contrast, Model VIIIa provided a statistically superior fit over both Models V and IVa in both samples. As such, a consensus of the results provided support for Model VIIIa as the best fitting model of those tested in the current analysis across both samples.
Discussion
Confirmatory factor analysis provided support for the presence of six underlying latent variables in the WAIS-III performance of the present clinical sample, and findings were crossvalidated in the standardization sample. Results suggested that the best predictor of intersubtest variability, among the set of models evaluated in the current analysis across both the clinical and standardization samples was Model VIIIa. Model VIIIa was significantly more accurate in explaining the intersubtest variability of the WAIS-III than any of the models presented by the test publishers, and, in general, provided a better fit to the data across both samples compared to more parsimonious or more complex models. Model VIIIa contained the latent variables Semantic Memory, Verbal Reasoning, Constructional Praxis, Visual Reasoning, Working Memory, and Processing Speed with the arithmetic subtest loading on both Verbal Reasoning and Working Memory.
The current results, in comparison to the confirmatory factor analysis presented in the WAIS-III manual, clearly support a different interpretation of performance on the WAIS-III. The likely reason for this discrepancy in findings is that the test publishers did not evaluate more complex latent variable models despite the fact that more complex models of intelligence have been proposed for some time (Sattler, 1992) . Most previous confirmatory factor analysis with the WAIS-R also tested less complex models of intelligence, focusing primarily on the verbal/nonverbal dichotomy (e.g., Burton et al., 1994; Plake et al., 1987) . This restriction in focus may have occurred because of the general and continued acceptance of Wechsler's original view of intelligence as a global entity (Sattler, 1992) and because of the demonstrated clinical utility of the FSIQ, VIQ, and PIQ (e.g., Kaufman, 1990; Matarazzo, 1972) . Others have argued that FSIQ is the only appropriate level of interpretation for the Wechsler Intelligence Scale, for example, Macmann and Barnett (cited in Kaufman, 1994) , and this may have provided an additional conceptual impediment to this type of analysis. Additionally, the WAIS-III was developed using what could be called a psychometric or nomethetic approach. As such, the publishers and developers of the Wechsler scales have traditionally focused on assessing interindividual differences in performance rather than attempting to measure intraindividual differences. Thus, the focus of validation studies have been to assess the measurement efficacy of global indices rather than to derive more complex models that would lend themselves to the analysis of individual differences. In this regard, McDermott and Glutting have taken an even more extreme stance and argued that profile interpretation is not a valid approach when applied to the Wechsler Scales (cited in Kaufman, 1994) . Finally, it may be the case that clinicians tend to view intelligence as reducible to a VIQ/PIQ dichotomy or perhaps a VIQ, PIQ, and Freedom From Distractibility model, and as clinicians are the primary users of the Wechsler scales this view has been propagated. Frequently, a lack of agreement does occur between the clinical and nonclinical literature.
In addition to the question of how well a model fits empirically, it is equally important to address the issue of whether that model is theoretically valid (Joreskog & Sorbom, 1996) . One of the characteristics of confirmatory factor analysis that makes it appealing from a methodological perspective is that hypotheses in the form of models to be tested are constructed a priori. Models to be tested are chosen on the basis of previous research and on the basis of the theoretical properties of the processes that one is attempting to measure. One of the characteristics of Model VIIIa that makes it more theoretically compelling is its correspondence to models of intelligence suggested by classic factor analytic and information processing approaches. Model VIIIa represents a logical expansion of Kaufman's application of Horn's Gf-Gc theory to the WISC-III (Kaufman, 1994 ). Horn's Gf-Gc theory is based on the model of Crystallized and Fluid Intelligence originally presented by Cattell (1966, 1967) . In Horn and Cattell's model, Fluid Intelligence was defined as mental efficiency and/or the ability to actively problem solve, whereas Crystallized Intelligence was defined as acquired knowledge, skills, and factual learning (Kaufman, 1994; Sattler, 1992 ). Horn's Gf-Gc theory of intelligence (Horn & Noll, 1997) represents an expansion of the original model and contains, but is not limited to the dimensions of Fluid Intelligence (Gf), Crystallized Intelligence (Gc), Short-Term Acquisition and Retrieval (SAR), Broad Speediness (Gs), Broad Visualization (Gv), Quantitative Thinking (Gq), and Auditory Intelligence (Ga). The latent variables contained in Model VIIIa are based upon the GfGc model and can be approximated along these dimensions as follows: Semantic Memory (Gc), Verbal Reasoning (Gf), Constructional Praxis (Gv), Visual Reasoning (Gf), Working Memory (SAR), and Processing Speed (Gs). As such, the finding that Model VIIIa fit the best among the models tested in our analysis provides empirical support for the Horn and Noll's (1997) Gf-Gc theory of intelligence as measured by the WAIS-III.
Our six-factor model (Model VIIIa) was empirically more accurate in predicting the pattern of latent variability among the subtests compared to the test publisher's models. This suggests that the present model provides a more valid way of representing the dimensions of intelligence as measured by the WAIS-III. As such, the implication is that when summarizing the results of the WAIS-III for an individual examinee, it might be appropriate, depending on the specific profile, to combine the subtests in a manner consistent with our six-factor model. This contention obviously runs counter to those who propose that only global indices should be interpreted (e.g., Macman and Barnett and McDermott and Glutting, cited in Kaufman, 1994) . Given the current results, it is our belief that this argument for restricting interpretation to global indices is untenable, although we do not make this statement without qualification. To do so would ignore previous clinical research demonstrating the utility of the FSIQ, VIQ, PIQ, and Freedom From Distractibility (FFD) indices. Any clinician who has administered the Wechsler Adult Intelligence Scale to a person with lateralized cerebral pathology knows that, in many instances, these individuals show a substantial VIQ/PIQ split (Kaufman, 1990) . Rather than ignoring the clinical utility of this type of information our proposition is that a hierarchical view of intellectual functioning as measured by the WAIS-III be taken. As stated by Sattler (1992) , ''a widely held view of intelligence is that it is multifaceted and hierarchically organized, with a general factor entering into a large variety of cognitive tasks and narrow group factors and specialized abilities forming the core of abilities'' ( p. 56). On the basis of our results in conjunction with previous research and theory, we propose that such a hierarchical view be taken. For example, there are circumstances when a FSIQ is useful in representing a patient's overall level of functioning. Equally useful is to make a comparison between verbal and performance scores in documenting a lateralized process. Likewise, separating out mental control functions can also be useful depending upon the patient's presentation and what cognitive processes may be impaired. Finally, using the most complex iteration in the intelligence hierarchy, as potentially represented by the present model, may provide insight into what types of cognitive deficiencies or strengths are demonstrated by an individual examinee.
When interpreting the WAIS-III, it is logical to start by assessing the degree of intersubtest scatter in the profile. This is done in order to determine whether the various subtests proposed to make up the composite indices covary and, thus, provide adequate reflections of the constructs they purport to measure. The IQs and indices have established utility and excellent reliability and merit first consideration during the interpretive process. Thus, it is appropriate to interpret the FSIQ as a measure of general intelligence, or g, when the 13 component subtest scores do not differ meaningfully from the overall mean. Likewise, it is proper to consider the Verbal IQ as a measure of verbal comprehension and expression and the Performance IQ as a reflection of perceptual organization and nonverbal problem solving when the subtest scores on each scale cluster around their respective score means. The same standard applies to the four indices. When minimal variability characterizes the VCI, POI, WMI, and/or PSI each may be interpreted as a meaningful dimension of ability (Ryan & Lopez, 2000) .
Results of the present factor analysis may be useful in situations where the WAIS-III profile contains a great deal of intersubtest scatter and, as a result, one or more of the IQs and/ or the VCI and/or POI do not represent unitary constructs. There is no accepted rule for determining when scatter among subtests renders a composite uninterpretable. However, it has been argued by some practitioners that a composite group of subtests does not reflect a meaningful dimension of ability whenever the degree of scatter within the composite equals or exceeds that for 95% of the standardization participants (Ryan & Lopez, 2000) . For example, if an examinee produced a range of scatter across the 13 WAIS-III subtests of 11 scaled score points, it is unlikely that all the IQ values and indices reflect unitary constructs of ability for this person. An 11-point difference between the highest and lowest scaled scores across the 13 subtests is highly unusual having occurred in only 4.2% of the standardization sample (Wechsler, 1997) . If a profile contains a marked degree of scatter, an examiner can determine whether regrouping the subtests into the categories of Semantic Memory, Verbal Reasoning, Constructional Praxis, Visual Reasoning, Working Memory, and Processing Speed provides a more valid explanation of the obtained results.
Future research should seek to test our models in other clinical samples to provide a further crossvalidation of the findings. Additionally, it is possible to apply confirmatory factor analysis to hierarchical models, and as we are proposing that clinicians take a hierarchical view of intelligence, this would appear to be the next logical step in the research process. In addition, analysis of the WAIS-R suggests that gender differences on the WAIS-III should be assessed (e.g., Burton et al., 1994) . As our sample was primarily male, a sample with a more even gender distribution should be evaluated. Analysis of clinical samples that differ by other meaningful dimensions such a diagnosis, age, and perhaps ethnic/cultural background should also be performed. Obviously, the contribution of arithmetic to the pattern of fit in our analysis was important and further work should be done in evaluating precisely what arithmetic measures. In our analysis, it appeared to contain both verbal reasoning/fluid intelligence, as well as working memory/short-term acquisition and retrieval components. This finding was consistent with Kaufman's application of the Gf-Gc model to the WISC-III (Kaufman, 1994) . We considered fitting all of our models without including arithmetic as a measurement variable as this would potentially alter the results. However, as we wanted to replicate the test publishers' analysis, as well as test more complex models, the decision was made not to assess this modification. In any event, this is an issue that needs to be empirically addressed. Finally, our six-factor model needs to be assessed in terms of clinical utility. The empirical question is: Do our six factors function to differentiate distinct clinical samples.
