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Re´sume´
Dans cet article, nous nous inte´ressons a` des pro-
ble`mes d’ordonnancement dans lesquels les taˆches can-
didates sont hie´rarchise´es. Nous commenc¸ons par de´-
finir formellement un cadre de mode´lisation des pro-
ble`mes d’ordonnancement hie´rarchique. Nous proposons
une premie`re traduction de ce cadre vers la programma-
tion par contraintes, ainsi qu’une me´thode de de´cision
base´e sur des me´canismes d’abstractions et de de´com-
positions des taˆches du proble`me. Nous pre´sentons dif-
fe´rentes heuristiques d’abstraction et de de´composition
associe´es a` cette deuxie`me me´thode. Ces deux me´thodes
ont e´te´ imple´mente´es et nous montrons les re´sultats
pre´liminaires obtenus sur des benchmarks repre´sentatifs
d’une application multi-robots.
Abstract
In this article, we consider scheduling problems in
which candidate tasks are hierarchical. Fist of all, we
formally define a framework for modelling hierarchical
scheduling problems. We propose a first interpretation of
this framework towards constraint programming, as well
as a decision method based on abstraction and decom-
position mechanisms of the problem tasks. We present
several heuristics associated with the second method for
the abstraction and the decomposition step. These two
methods have been implemented and we present the ob-
tained results on representative benchmarks of a multi-
robot application.
1 Introduction
De nombreuses applications qui pre´sentent un pro-
ble`me de de´cision ou d’optimisation combinatoire
peuvent eˆtre formalise´es a` l’aide de mode`les  taˆches-
ressources . Ces derniers reposent sur un ensemble de
∗Papier doctorant : Adriana Pacheco est auteur principal.
taˆches candidates et un ensemble de ressources dispo-
nibles pour les re´aliser, et optimisent certains crite`res
lie´s au temps ou aux ressources. C’est par exemple le
cas des proble`mes d’exploration multi-robots dans les-
quels les taˆches sont les diffe´rentes observations a` re´a-
liser et les de´placements associe´s a` ces observations et
les ressources sont les robots, les feneˆtres ou canaux
de communication qu’ils utilisent, le terrain sur le-
quel ils e´voluent, l’e´nergie dont ils disposent, etc. (voir
[1] pour une description d’un cas d’application). C’est
e´galement le cas des proble`mes de planification des
activite´s de satellites dans lesquels les taˆches sont les
observations et les vidages que le satellite doit re´ali-
ser et les ressources sont les instruments du satellite
et les stations sol (vue d’ensemble de l’e´tat de l’art
pre´sente´e dans [4]). On peut finalement citer des pro-
ble`mes d’allocation de fonctions sur des architectures
avioniques ou` les taˆches sont les fonctions avioniques
et les ressources sont les calculateurs et le re´seau de
communication physique entre ces derniers ([7]).
En pratique, dans les proble`mes liste´s ci-dessus, il
est souvent utile de raisonner a` diffe´rents niveaux
d’abstraction. Dans le cas des applications de type ex-
ploration multi-robots, on de´cide par exemple a` haut
niveau de l’allocation des zones a` explorer a` chaque
robot, puis a` plus bas niveau de l’ordre dans lequel
les observations associe´es a` chaque zone sont re´alise´es
et encore a` plus bas niveau de la trajectoire fine de
chacun des robots.
Pour prendre en compte ces niveaux d’abstraction,
une premie`re approche souvent utilise´e en pratique
consiste a` de´composer explicitement le proble`me a` re´-
soudre en plusieurs sous-proble`mes et a` de´finir pour
chacun de ces sous-proble`mes une technique de re´so-
lution de´die´e. Une seconde approche consiste a` utili-
ser des solutions plus ge´ne´riques, comme cela est fait
en planification avec le cadre des HTNs (Hierarchical
Task Networks [6, 8, 2]), dans lequel le proble`me ge´ne´-
rique conside´re´ est de de´composer des taˆches de haut
niveau en taˆches dites atomiques, en utilisant un cata-
logue de me´thodes de de´composition de taˆches fourni
en entre´e.
Le cadre originel des HTNs n’est pas adapte´ pour
mode´liser les aspects  taˆches-ressources . En effet,
la consommation des ressources par les taˆches sont
dans ce cas mode´lise´es par des parame`tres de l’e´tat
courant du syste`me pouvant rendre complexe des rai-
sonnements sur l’utilisation de ces ressources a` diffe´-
rents niveaux de la hie´rarchie de de´cision. Plusieurs
travaux re´cents ([5, 10]) e´tendent le cadre HTN pour
prendre en compte la notion de ressource. A l’inverse,
peu de travaux cherchent a` e´tendre le mode`le classique
 taˆches-ressources  en y inte´grant des aspects hie´rar-
chiques.
Dans ce papier, nous suivons cette dernie`re approche
et proposons un premier cadre de mode´lisation pour
le proble`me d’ordonnancement hie´rarchique de´fini par
un ensemble de taˆches pouvant eˆtre atomiques (i.e.
pouvant eˆtre re´alise´es directement) ou composite (i.e.
se de´composant en un sous-ensemble de taˆches) et un
ensemble de ressources disponibles pour les re´aliser. Le
proble`me d’ordonnancement hie´rarchique s’inte´resse
au calcul de dates d’exe´cution optimales, en tenant
compte des contraintes temporelles et des contraintes
sur la disponibilite´ des ressources requises. Dans ce
papier, nous nous inte´ressons plus particulie`rement
aux proble`mes d’ordonnancement disjonctif, c’est-a`-
dire dans lesquels chaque ressource ne peut exe´cuter
qu’une taˆche a` la fois.
Dans la section 2, nous de´finissons formellement le
type de proble`mes conside´re´s ainsi qu’une premie`re
strate´gie de re´solution utilisant la programmation par
contraintes. Pour re´duire la combinatoire, nous in-
troduisons des me´canismes d’abstraction des taˆches
composites du proble`me dans la section 3. Un algo-
rithme de de´composition ite´rative des taˆches du pro-
ble`me est ensuite propose´ dans la section ??. Les me´-
thodes de´finies ont e´te´ imple´mente´es et nous montrons
les re´sultats obtenus sur des benchmarks repre´senta-
tifs d’une application multi-robots dans la section 5.
Nous concluons en section 6 sur les perspectives de ce
travail et de la the`se associe´e.
2 Proble`mes d’ordonnancement hie´rar-
chique
Dans cette partie, nous de´finissons formellement la
classe des proble`mes d’ordonnancement hie´rarchique
auxquels nous nous inte´ressons. Des classes plus ge´ne´-
rales pourraient eˆtre conside´re´es, mais nous traitons
une classe relativement simple pour re´aliser nos pre-
mie`res e´tudes.
Mode`le ge´ne´ral Un proble`me d’ordonnancement
hie´rarchique est un tuple (R,A, C) dans lequel :
— R est un ensemble de ressources disjonctives
(pouvant re´aliser au plus une activite´ a` la fois) ;
— A est un ensemble d’activite´s a` re´aliser, aussi
appele´es des taˆches atomiques ; chaque activite´
a ∈ A est de´finie par une dure´e dua et par l’en-
semble des ressources Ra ⊆ R qu’elle consomme
pendant toute cette dure´e ;
— C est un ensemble de taˆches composites ; chaque
taˆche composite c ∈ C est de´finie par :
— un ensemble de sous-taˆches SubTsk c ⊂ C∪A ;
— un ensemble de ressources Rc ⊆ R consom-
me´es tant que la taˆche composite est active
(c’est-a`-dire de la date de de´but de la pre-
mie`re sous-taˆche associe´e a` c jusqu’a` la date
de fin de la dernie`re sous-taˆche associe´e a` c) ;
— un ensemble de contraintes de pre´ce´dence
acycliques Pc entre les sous-taˆches de c (Pc ⊂
SubTsk c × SubTsk c).
Dans ce qui suit, pour toute ressource r ∈ R, on note
Tr l’ensemble des taˆches τ (atomiques ou composites)
qui utilisent la ressource r, c’est-a`-dire telles que r ∈
Rτ .
Hypothe`ses additionnelles Nous supposons que les
proble`mes d’ordonnancement hie´rarchiques auxquels
on s’inte´resse sont bien forme´s. Plus pre´cise´ment, on
suppose que :
— le graphe de de´composition des taˆches est acy-
clique ; formellement, ce graphe est le graphe
oriente´ dont les nœuds sont les taˆches de A∪ C,
et qui contient pour chaque taˆche composite c et
chaque sous-taˆche τ ∈ SubTsk c un arc c→ τ ;
— chaque taˆche atomique ou composite apparaˆıt
comme sous-taˆche d’au plus une taˆche ; cela im-
plique que le graphe de de´composition des taˆches
de´finit une foreˆt de taˆches ;
— une ressource de´clare´e comme e´tant consomme´e
par une taˆche composite c n’est pas de´clare´e
comme consomme´e par une taˆche τ descendante
de c. Formellement, pour toute taˆche composite
c et toute taˆche τ telles qu’il existe un chemin
c vers τ dans le graphe de de´composition des
taˆches, on a Rc ∩Rτ = ∅.
Commentaires sur le mode`le Le mode`le obtenu fait
intervenir des de´compositions hie´rarchiques. Il permet
de repre´senter facilement des proble`mes de types Job
Shop Scheduling ou Open Shop Scheduling [9], avec
dans ce cas un seul niveau de de´composition (une taˆche
composite par job). Dans le cas du Job Shop, la mode´-
lisation fait apparaˆıtre des contraintes de pre´ce´dence
de´finissant les se´quences d’activite´s associe´es aux diffe´-
rents jobs. Dans le cas Open Shop, ou` l’ordre des taˆches
d’un job est laisse´ libre, la mode´lisation fait e´galement
apparaˆıtre une ressource factice supple´mentaire pour
interdire que des taˆches d’un meˆme job soient re´alise´es
en paralle`le.
De manie`re orthogonale, dans la mesure ou` chaque
taˆche peut consommer plusieurs ressources, le mode`le
couvre e´galement les RCPSP (Resource Constrained
Project Scheduling Problems [3]). Pour le moment
nous ne conside´rons que des ressources de capacite´
unitaire, et l’extension aux ressources cumulatives est
laisse´e pour des travaux futurs. Enfin, il est important
de noter que les consommations de ressources peuvent
eˆtre associe´es directement aux taˆches composites, ce
qui permet de mode´liser des sce´narios impliquant des
ressources monopolise´es pendant toute la dure´e d’un
ensemble de sous-taˆches, par exemple un sce´nario im-
pliquant un ope´rateur devant re´aliser tout seul un en-
semble de travaux (tout seul pour e´viter des “chan-
gements de contexte”) mais devant attendre que des
outillages partage´s entre plusieurs ope´rateurs soient
disponibles.
Exemple Nous nous inte´ressons a` un proble`me d’or-
donnancement hie´rarchique base´ sur une application
d’exploration multi-robots, dans lequel des robots
doivent se de´placer sur un terrain et re´aliser un certain
nombre d’observations de zones. Plus pre´cise´ment, on
attribue aux robots des zones a` observer. Chaque ob-
servation de zone se de´compose en un ensemble d’ob-
servations atomiques a` re´aliser en se´quence, entre les-
quelles le robot doit se de´placer. Ces de´placements
peuvent eux-meˆmes eˆtre de´compose´s en points de pas-
sage a` rallier se´quentiellement. On suppose que les ro-
bots ne peuvent pas observer plus d’une zone a` la fois.
Ils doivent de plus transmettre en temps re´el chaque
observation atomique au centre de mission, et pour
cela ils utilisent une fre´quence d’e´mission spe´cifique
lie´e a` la nature de l’observation re´alise´e. Finalement,
les points de passage ne peuvent pas eˆtre occupe´s par
plus d’un robot a` chaque pas de temps.
Un exemple jouet associe´ a` cette application est
illustre´ sur la figure 1 :
— deux zones Z0 et Z1 doivent respectivement eˆtre
explore´es par deux robots r0 et r1 ;
— pour observer la zone Z0, le robot r0 doit d’abord
re´aliser l’observation O0 et la retransmettre sur
la fre´quence f0, puis re´aliser O1 sur f1 ;
— le de´placement M01 se de´compose en 3 e´tapes :
M001 sur le point p0, M
1
01 sur le point p1 et M
2
01
sur le point p2 ;
— un de´coupage similaire est re´alise´ pour la zone
Z1.
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Figure 1 – Proble`me d’exploration multi-robots
Avec le cadre de´fini pre´ce´demment, cet exemple
jouet se mode´lise comme suit :
— R = {r0, r1, f0, f1, p0, p1, p2} ;
— A = {O0(2), O1(3), O2(3), O3(1), O4(2),M001(1),
M101(2), M
2
01(1), M
0
23(2), M
1
23(1), M
0
34(2),
M134(1)} (la dure´e de chaque activite´ est ici pre´-
cise´e entre parenthe`ses) ;
— C = {Z0, Z1,M01,M23,M34} ;
— SubTskZ0 = {O0,M01, O1} ;
— PZ0 = {(O0,M01), (M01, O1)} ;
— SubTskM01 = {M001,M101,M201} ;
— PM01 = {(M001,M101), (M101,M201)} ;
— SubTskZ1 = {O2,M23, O3,M34, O4} ;
— PZ1 = {(O2,M23), (M23, O3), (O3,M34),
(M34, O4)} ;
— SubTskM23 = {M023,M123} ;
— PM23 = {(M023,M123)} ;
— SubTskM34 = {M034,M134} ;
— PM34 = {(M034,M134)} ;
— Tr0 = {Z0} ; Tr1 = {Z1} ;
— Tf0 = {O0, O3} ; Tf1 = {O1, O2, O4} ;
— Tp0 = {M001,M034} ;
— Tp1 = {M101,M123,M134} ;
— Tp2 = {M201,M023}.
L’exemple pre´sente´ fait intervenir des ressources uti-
lise´es pendant l’exe´cution des taˆches d’inte´reˆt (les ob-
servations utilisant des robots et des fre´quences de
communication) et un re´seau partage´ utilise´ pour la
mise au point de certaines ressources (les ressources
robots qui doivent se de´placer dans l’environnement
via des points de passage). La proble´matique serait
la meˆme pour des applications d’ordonnancement de
fonctions sur une architecture embarque´e, rencontre´es
par exemple en ae´ronautique, avec dans ce cas des res-
sources calculateurs utilise´es pour exe´cuter les taˆches
d’inte´reˆt (des calculs lie´es aux lois de commande, a`
l’estimation de la position d’un engin...) et un re´seau
embarque´ constitue´ de liens re´seaux et de nœuds re´-
seaux a` partager lors de la transmission de donne´es
entre certaines fonctions calcule´es.
Solution Une solution pour un proble`me d’ordon-
nancement hie´rarchique associe une date de de´but sτ
et une date de fin eτ a` chaque taˆche τ de A ∪ C. Plu-
sieurs contraintes doivent eˆtre satisfaites : pour chaque
activite´ (ou taˆche atomique), la date de fin de l’activite´
est donne´e par la somme de sa date de de´but et de sa
dure´e (e´quation 1) ; les dates de de´but et de fin d’une
taˆche composite c doivent couvrir exactement les sous-
taˆches de c (e´quations 2-3) ; deux taˆches consommant
la meˆme ressource ne peuvent pas se chevaucher tem-
porellement (e´quation 4) ; une pre´ce´dence entre deux
taˆches implique que la date de fin de la premie`re taˆche
doit eˆtre infe´rieure ou e´gale a` la date de de´but de la
seconde (e´quation 5).
∀a ∈ A, ea = sa + dua (1)
∀c ∈ C, sc = min{sτ | τ ∈ SubTsk c} (2)
∀c ∈ C, ec = max{eτ | τ ∈ SubTsk c} (3)
∀r ∈ R,∀τ 6= τ ′ ∈ T 2r , (eτ ≤ sτ ′) ∨ (eτ ′ ≤ sτ ) (4)
∀c ∈ C, ∀(τ, τ ′) ∈ Pc, sτ ′ ≥ eτ (5)
Une solution est dite optimale si elle minimise le ma-
kespan, de´fini comme la date de fin de la dernie`re taˆche
du plan (max{eτ | τ ∈ A ∪ C}).
La figure 2 illustre la consommation des ressources
associe´e a` une solution de l’exemple jouet respectant
les diffe´rentes contraintes du proble`me. Notons que sur
cette figure, les taˆches M01, M23 et M34 n’apparaissent
pas car elles ne consomment pas directement de res-
sources. Leurs dates de de´but et de fin sont : sM01 = 2,
eM01 = 6, sM23 = 3, eM23 = 6, sM34 = 7, eM34 = 10.
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Figure 2 – Consommation des ressources pour une
solution du proble`me jouet
Re´solution en programmation par contraintes
L’encodage en programmation par contraintes du pro-
ble`me d’ordonnancement hie´rarchique de´fini a` la sec-
tion pre´ce´dente est relativement direct. Il est par
exemple possible de re´utiliser les primitives d’ordon-
nancement disponibles dans l’outil IBM ILOG CpOp-
timizer 1, dont certaines servent justement a` de´finir des
hie´rarchies de taˆches. La mode´lisation obtenue est pre´-
sente´e ci-apre`s. Elle fait tout d’abord intervenir, pour
chaque taˆche τ du proble`me, un intervalle temporel
itvτ (appele´e une variable intervalle dans CpOptimi-
zer). Chaque intervalle itv est de´fini par une variable
startOf (itv) repre´sentant la date de de´but de l’inter-
valle, une variable endOf (itv) repre´sentant la date de
fin de l’intervalle, et une longueur lengthOf (itv) don-
nant la distance entre le de´but et la fin de l’intervalle.
Pour les intervalles associe´s aux activite´s, cette dis-
tance est connue initialement et e´gale a` la dure´e de
l’activite´ (voir e´quation 6). Pour les intervalles associe´s
aux taˆches composites, cette distance n’est pas connue
initialement (voir e´quation 7), et il est seulement pos-
sible de spe´cifier que les intervalles en question doivent
se finir avant un horizon temporel maximum T consi-
de´re´.
Sur cette base, on retrouve ensuite dans le mode`le
obtenu les diffe´rentes contraintes liste´es pre´ce´demment
dans les e´quations 1 a` 5. La formalisation utilise no-
tamment la contrainte span spe´cifiant qu’un intervalle
doit couvrir exactement un ensemble d’intervalles, la
contrainte noOverlap imposant un non chevauchement
temporel entre des intervalles, et la contrainte endBe-
foreStart imposant que la date de fin d’un intervalle
soit infe´rieure ou e´gale a` la date de de´but d’un autre
intervalle. Le proble`me ainsi mode´lise´ peut ensuite eˆtre
re´solu a` l’aide de l’outil CpOptimizer.
Variables :
∀a ∈ A, dvar interval itva size dua in [0..T] (6)
∀c ∈ C, dvar interval itv c in [0..T] (7)
Constraints :
∀c ∈ C, span(itv c, {itvτ | τ ∈ SubTsk c}) (8)
∀r ∈ R, noOverlap({itvτ | τ ∈ Tr}) (9)
∀c ∈ C, ∀(τ, τ ′) ∈ Pc, endBeforeStart(itvτ , itvτ ′)(10)
3 Abstractions d’une taˆche composite
La me´thode de programmation par contraintes pre´-
sente´e pre´ce´demment s’appuie sur une version comple`-
tement de´plie´e du re´seau de taˆches hie´rarchiques. Ce
de´pliage complet peut cependant eˆtre couˆteux du point
de vue de la re´solution lorsque le nombre de taˆches
atomiques et composites augmente. Pour faciliter le
passage a` l’e´chelle et guider la re´solution a` plus haut
niveau, nous de´finissons une me´thode qui e´vite le de´-
pliage syste´matique de toutes les taˆches au de´but de
1. https://www-01.ibm.com/software/commerce/
optimization/cplex-cp-optimizer/
la recherche. La me´thode introduite raisonne sur des
abstractions des taˆches composites dans un premier
temps, et elle raffine ensuite pas a` pas ces abstrac-
tions lorsque cela s’ave`re ne´cessaire, en revenant pro-
gressivement a` une mode´lisation non abstraite pour
certaines taˆches composites.
Dans ce contexte, abstraire une taˆche composite
signifie ne pas repre´senter finement toutes les sous-
taˆches qui la composent et raisonner a` plus gros grain
en estimant l’impact global de ces sous-taˆches sur le
proble`me d’ordonnancement a` re´soudre. Plus pre´cise´-
ment, nous cherchons a` abstraire chaque taˆche com-
posite c par une taˆche atomique note´e Abs(c) de´finie
simplement par une dure´e duAbs(c) et par un ensemble
ressources RAbs(c) consomme´es pendant toute la du-
re´e de c. Nous de´taillons ci-apre`s les techniques uti-
lise´es pour de´finir les quantite´s duAbs(c) et RAbs(c).
Les abstractions sont calcule´es en partant des taˆches
atomiques (avec pour toute taˆche atomique a ∈ A la
convention Abs(a) = a) et se propagent progressive-
ment jusqu’aux taˆches de plus haut niveau dans la
hie´rarchie des taˆches.
3.1 Dure´e de l’abstraction d’une taˆche composite
Pour de´finir la dure´e duAbs(c) associe´e a` l’abstrac-
tion d’une taˆche composite c ∈ C, il est tout d’abord
possible de conside´rer le proble`me de l’ordonnance-
ment des abstractions des sous-taˆches de c inde´pen-
damment des autres taˆches composites du proble`me.
Ce proble`me Pb contient une activite´ Abs(τ) pour
chaque sous-taˆche τ ∈ SubTsk c, et une contrainte de
pre´ce´dence Abs(τ) → Abs(τ ′) pour chaque contrainte
de pre´ce´dence τ → τ ′ ∈ Pc. On suppose ensuite que
l’on dispose d’une proce´dure capable de produire ra-
pidement une solution S au proble`me Pb. Cette pro-
ce´dure peut par exemple correspondre a` l’utilisation
d’une re`gle heuristique qui inse`re les taˆches les unes
apre`s les autres dans le plan en suivant un ordre d’in-
sertion fonction des caracte´ristiques des taˆches du pro-
ble`me. Lorsque le proble`me Pb reste simple, elle peut
e´galement correspondre a` une re´solution a` l’aide d’un
outil de re´solution complet capable de produire un or-
donnancement minimisant le makespan. Notons que
dans le cas ou` les contraintes de pre´ce´dence associe´es
a` c sont telles que toutes les sous-taˆches de c doivent
eˆtre re´alise´es en se´quence, obtenir une solution S mi-
nimisant le makespan est imme´diat (dans ce cas, le
makespan optimal vaut
∑
τ∈SubTskc duAbs(τ)).
La solution S trouve´e en ordonnanc¸ant les abstrac-
tions des sous-taˆches de c peut ensuite eˆtre utilise´e
pour associer a` l’abstraction de c une dure´e duAbs(c)
e´gale au makespan mk(S) de la solution S. Intuitive-
ment, cette abstraction est pessimiste dans le sens ou`
elle conside`re une dure´e qui est de toutes fac¸ons suffi-
sante pour re´aliser l’inte´gralite´ de la taˆche c.
La figure 3 montre une taˆche composite de de´part
et un plan minimisant le makespan qu’il est possible
d’obtenir directement vu les contraintes de pre´ce´dence.
La solution donne´e a` la figure 3(b) donnerait une dure´e
e´gale a` 4 unite´s de temps avec l’abstraction choisie.
T
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Figure 3 – Ordonnancement sur une taˆche composite
individuelle : (a) taˆche composite T de de´part faisant
intervenir 4 sous-taˆches de dure´e 1, pour un proble`me
impliquant trois ressources r0, r1, r2 ; (b) ordonnance-
ment solution pour le proble`me restreint a` la taˆche T
3.2 Consommations de ressource pour l’abstrac-
tion d’une taˆche composite
Pour abstraire les consommations de ressources pro-
venant des sous-taˆches de c, nous conside´rons deux
versions :
— une version note´e C0, donne´e a` l’e´quation 11,
dans laquelle on inclut dans les consommations
de Abs(c) uniquement les ressources de Rc qui
sont consomme´es directement par c ;
— une version note´e C1, donne´e a` l’e´quation 12,
dans laquelle on ajoute dans les consommations
de Abs(c) l’ensemble des ressources consomme´es
par les abstractions des sous-taˆches de c (nous
rappelons que les abstractions sont construites
en suivant une approche bottom-up dans la hie´-
rarchie des taˆches).
Intuitivement, la version C0 est une version plutoˆt op-
timiste dans laquelle on conside`re que de toutes fac¸ons
les consommations des ressources par les sous-taˆches
ne seront pas limitantes pour l’ordonnancement (sur
l’exemple du dernier niveau de hie´rarchie pour le pro-
ble`me de de´ploiement de robots, cette approche re-
vient a` conside´rer en premie`re approximation que la
ressource re´seau ne freinera pas les de´placements des
robots). La version C1 est quant a` elle une version
plus pessimite (ou robuste) dans le sens ou` elle re´-
serve pendant toute la dure´e de l’abstraction toutes
les ressources qui pourraient eˆtre consomme´es par des
sous-taˆches.
C0 : RAbs(c) = Rc (11)
C1 : RAbs(c) = Rc ∪ (∪τ∈SubTskcRAbs(τ)) (12)
Nous obtenons ainsi deux me´thodes d’abstraction
a` e´tudier, note´es respectivement AbsC0 , AbsC1 . Ces
abstractions sont illustre´es a` la figure 4. L’approche
AbsC1 conduit a` des ordonnancements de taˆches qui
d’une certaine manie`re cloisonnent les consommations
de ressources par les taˆches. Cette strate´gie permet
de construire des ordonnancements qui ne contiennent
aucune interfe´rence entre les sous-taˆches de taˆches
composites diffe´rentes. Cela a e´galement pour effet de
garantir que l’ordonnancement construit sur la base
des abstractions peut a` tout instant eˆtre e´tendu a` un
ordonnancement complet. Dans ce sens, l’abstraction
AbsC1 est robuste. A l’oppose´, l’abstraction AbsC0 est
optimiste.
Notons enfin que les abstractions obtenues rai-
sonnent implicitement comme si les sous-taˆches de
taˆches diffe´rentes ne pouvaient pas eˆtre entrelace´es les
unes avec les autres sur les ressources, c’est-a`-dire en
ne conside´rant pas de sche´ma d’exe´cution dans lequel
une ressource est utilise´e d’abord pour les sous-taches
d’une taˆche composite c1, puis par des sous-taˆches
d’une autre taˆche composite c2, puis a` nouveau par
des sous-taˆches de c1. Les optimisations utilisant de
l’entrelacement de taˆches sur les ressources sont lais-
se´es a` des phases ulte´rieures de la recherche, au cours
desquelles les taˆches abstraites sont raffine´es si cela
s’ave`re utile.
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Figure 4 – Diffe´rentes formes d’abstraction obtenues
a` partir de la solution de la figure 3
3.3 Remarques
La de´marche globale utilise´e fait le choix d’es-
sayer de mettre a` profit la hie´rarchie de de´compo-
sition des taˆches pour guider la recherche. La hie´-
rarchie de de´composition est ainsi exploite´e au ni-
veau algorithmique, et pas seulement pour des rai-
sons de mode´lisation. D’autres me´thodes seraient en-
visageables, comme chercher a` grouper automatique-
ment des taˆches du proble`me qui sont fortement
contraintes les unes par rapport aux autres, re´aliser
des abstractions par cate´gories de ressources... Par
ailleurs, la me´thode utilise´e explore l’utilisation d’abs-
tractions simples en de´finissant une dure´e et un en-
semble de consommations pour chaque taˆche compo-
site. D’autres me´thodes utilisant une vue plus de´taille´e
de l’ordonnancement solution trouve´ pour chaque
taˆche composite pourront eˆtre explore´es dans des tra-
vaux futurs. Enfin, notons que les abstractions sont
calcule´es sur la base d’un ordonnancement qui corres-
pond a` une solution effective pour chaque taˆche com-
posite, contrairement a` une approche qui raisonnerait
uniquement par propagation de contraintes pour ob-
tenir des bornes infe´rieures sur la dure´e de ces taˆches.
4 Strate´gies de de´composition ite´rative
Nous de´finissons maintenant la strate´gie globale de
raffinement utilise´e pour passer progressivement d’un
plan construit pour un proble`me P0 qui contient uni-
quement les taˆches atomiques et les abstractions des
taˆches de haut niveau, a` un plan construit pour un
proble`me Pn qui correspond au proble`me d’origine
(R,A, C). Pour passer du proble`me Pi au proble`me
raffine´ Pi+1, le principe adopte´ consiste a` se´lectionner
a` chaque e´tape de l’algorithme un ensemble non vide
de taˆches composites qui sont pre´sentes dans Pi sous
leur forme abstraite, et a` raffiner ces taˆches de telle
sorte que le nouveau proble`me Pi+1 obtenu contienne
au moins une taˆche abstraite en moins. Diffe´rents re´-
glages doivent eˆtre faits pour de´finir exactement com-
ment passer du proble`me Pi au proble`me Pi+1.
Nombre de taˆches a` raffiner Le premier re´glage a`
re´aliser concerne le nombre de taˆches abstraites qui
sont raffine´es a` chaque e´tape, avec comme re´glages
possibles la se´lection d’une seule taˆche abstraite a`
chaque e´tape ou la se´lection de K taˆches abstraites
a` raffiner simultane´ment.
Heuristique de se´lection des taˆches a` raffiner Le
second re´glage a` re´aliser concerne le choix d’une heu-
ristique permettant de privile´gier le raffinement des
taˆches abstraites les plus inte´ressantes. Dans les expe´-
rimentations, nous e´tudions trois heuristiques de se´lec-
tion, note´es respectivement H1, H2 et H3. Ces abs-
tractions sont illustre´es :
— la premie`re heuristique privile´gie les taˆches abs-
traites dont la date de de´but est minimale ; cette
heuristique est notamment bien adapte´e pour les
approches dites en ligne dans lesquelles l’exe´cu-
tion du plan est re´alise´e en paralle`le de la pla-
nification, et donc pour lesquelles les premie`res
actions du plan doivent eˆtre engage´es a` un cer-
tain instant potentiellement proche ;
— la deuxie`me heuristique privile´gie les taˆches abs-
traites situe´es au plus haut niveau de la hie´-
rarchie, c’est-a`-dire les taˆches abstraites pour
lesquelles le nombre de taˆches composites as-
cendantes est minimal ; cette approche reprend
quelque part des principes d’une approche clas-
sique de gestion des proble`mes d’ordonnance-
ment hie´rarchique, consistant a` traiter d’abord
comple`tement le proble`me de de´cision de plus
haut niveau avant d’aborder les spe´cifications
plus fines du proble`me ;
— la troisie`me heuristique privile´gie les taˆches abs-
traites qui apparaissent sur un chemin critique
dans le plan solution S trouve´ pour le proble`me
Pi, c’est-a`-dire les taˆches abstraites qui ont une
flexibilite´ temporelle nulle dans S ; l’objectif est
ici de concentrer d’abord la recherche sur les
points durs du proble`me.
Pour toutes les heuristiques, s’il existe des taˆches abs-
traites ex æquo au sens des crite`res utilise´s par l’heuris-
tique, alors ces taˆches sont de´partage´es ale´atoirement.
Informations transmises entre les ite´rations Pour
que la re´solution du proble`me pas a` pas pre´sente un
inte´reˆt plutoˆt que le raisonnement direct sur le pro-
ble`me complet, il est utile de transmettre des informa-
tions entre les re´solutions successives. Autrement dit,
il est utile de de´finir des me´thodes pour que les pre-
mie`res re´solutions guident les re´solutions ulte´rieures,
ces dernie`res pouvant en effet se retrouver plus faci-
lement coince´es dans certaines zones d’un espace de
recherche potentiellement beaucoup plus grand suite
au raffinement. Deux types de transmissions d’infor-
mation sont envisage´es :
— soit la transmission d’une contrainte imposant
que le makespan obtenu pour le proble`me Pi+1
soit infe´rieur ou e´gal au makespan de la solution
trouve´e pour le proble`me Pi ; cette contrainte
est effectivement utilise´e uniquement lorsque les
abstractions choisies sont pessimistes, car dans
le cas contraire il n’est pas garanti que le makes-
pan optimal de Pi+1 puisse eˆtre infe´rieur ou e´gal
au makespan de Pi ;
— soit la transmission de contraintes de pre´ce´dence
de type “start-to-start” entre taˆches, l’intuition
e´tant que les re´solutions gros grain ont poten-
tiellement permis de synthe´tiser de bons ordres
d’utilisation des ressources par les taˆches ; de
manie`re plus pre´cise, partant du plan solution
trouve´ pour le proble`me Pi, on extrait pour
chaque ressource r ∈ R toutes les taˆches de Pi
qui utilise r, on classe ces taˆches par date de de´-
but croissante, et pour toute paire de taˆches τ, τ ′
qui se succe`dent dans cet ordre, on ajoute a` Pi+1
la contrainte sτ ≤ sτ ′ imposant que τ commence
avant τ ′ si cette contrainte n’e´tait pas de´ja` pre´-
sente dans Pi.
Algorithme de de´composition ite´rative L’algo-
rithme 1 de´crit la me´thode globale utilise´e. Dans cette
dernie`re, on retrouve une phase initiale de construc-
tion du proble`me ou` toutes les taˆches composites sont
abstraites (ligne 1), une re´solution de ce proble`me avec
un temps de calcul maximum MaxTimeIter donne´ en
entre´e de l’algorithme (ligne 2), puis des de´compo-
sitions ite´ratives utilise´es tant qu’il reste des taˆches
abstraites (lignes 3 a` 7). Lors de chaque e´tape de de´-
composition, l’algorithme se´lectionne un ensemble de
taˆches abstraites a` de´composer (ligne 4), extrait des
contraintes a` partir de la solution courante S (ligne
5), calcule un proble`me P actualise´ (ligne 6) et re´sout
ce nouveau proble`me toujours avec un temps de calcul
maximum (ligne 7). La solution trouve´e sur le dernier
proble`me est enfin renvoye´e (ligne 8). Ce pseudo-code
pourrait eˆtre adapte´ pour re´partir le temps de cal-
cul global autrement qu’en allouant le meˆme temps de
calcul a` chaque ite´ration du raffinement. L’e´tude de
re´glages plus e´volue´s du temps de calcul par ite´ration
est laisse´e pour des travaux ulte´rieurs.
Algorithm 1: iterativeDecomp(R,A, C,MaxTimeIter) :
algorithme de de´composition ite´rative pour un
proble`me d’ordonnnancement hie´rarchique
1 P ← fullAbstractProblem(R,A, C);
2 S ← solve(P,MaxTimeIter);
3 while getAbsTasks(P ) 6= ∅ do
4 ToDecompose ← selectAbsTasks(P );
5 Ctrs ← extractConstraints(S);
6 P ← update(P,ToDecompose,Ctrs);
7 S ← solve(P,MaxTimeIter);
8 return S;
5 Expe´rimentations
Dans cette partie, nous montrons les re´sultats pre´-
liminaires obtenus sur diffe´rents benchmarks avec les
me´thodes de´crites pre´ce´demment.
5.1 Benchmarks
Proble`me d’exploration multi-robot De manie`re a`
tester les me´thodes sur des proble`mes de grande taille
proches des applications vise´es, nous avons ge´ne´re´ des
benchmarks autour de l’exploration multi-robots de´-
crite dans l’exemple de la section 2. Nous avons cre´e´
un ge´ne´rateur pour ce type de benchmarks qui prend
en parame`tre les e´le´ments suivants :
— nZones : nombre de zones d’observations ;
— nObsPerZone : nombre d’observations ne´ces-
saires a` l’observation de chaque zone ;
— nRobots : nombre de robots disponibles pour
re´aliser les observations de zone ;
— nFre´quences : nombre de fre´quences dispo-
nibles pour e´mettre pendant une observation ;
— nPointsTransferts : nombre de points de pas-
sage total ;
— nPointsPerMove : nombre de points de pas-
sage pour un seul transfert pour un robot ;
Il est e´galement possible de parame´trer les bornes
des dure´es des diffe´rentes taˆches atomiques du pro-
ble`me.
Nous montrons les re´sultats sur deux instances
repre´sentatives. Nous nommons la premie`re 5Z (5
zones) : c’est une petite instance avec 5 zones a` ob-
server, 2 robots pour les re´aliser, 3 observations par
zone, 10 points de passage au total, 3 points de pas-
sage par de´placement et 5 fre´quences disponibles. La
deuxie`me instance est nomme´e 50Z (50 zones) et cor-
respond a` une plus grande instance avec 50 zones, 4
robots pour les re´aliser, 10 observations par zone, 15
points de passage au total, 3 points de passage par
de´placement et 3 fre´quences disponibles.
Proble`me d’Open shop et de Job shop Nous avons
e´galement teste´ les me´thodes sur des benchmarks de la
litte´rature, a` savoir les proble`mes de type Open Shop
et Job Shop disponibles sur la page de E .Taillard 2.
Pour les proble`mes d’Open shop, nous utilisons deux
instances 10× 10 et 20× 20 3. Plus pre´cise´ment, nous
transformons l’instance 10 × 10 (resp. 20 × 20) en un
proble`me hie´rarchique a` deux niveaux avec 10 (resp.
20) taˆches composites, 10 (resp. 20) sous-taˆches par
taˆche, et 10 (resp. 20) ressources disjonctives. Pour les
proble`mes de Job Shop, nous utilisons les instances de
taille 20×20 et 100×20. Nous transformons l’instance
20 × 20 (resp. l’instance 100 × 100) en un proble`me
hie´rarchique a` deux niveaux avec 20 (resp. 100) taˆches
composites, 20 sous-taˆches par taˆche, et 20 ressources
disjonctives.
5.2 Re´sultats
Le tableau 1 pre´sente les re´sultats pour les deux
instances du proble`me multi-robot. Pour la re´solu-
tion de ces proble`mes, un temps de calcul maximum
MaxTime est fixe´ a` 1 minute pour l’instance 5Z et a`
5 minutes pour l’instance 50Z du proble`me. Lors de
la re´solution avec abstraction, le nombre d’ite´rations
MaxTimeIter de´crit dans l’algorithme 1 correspond au
MaxTime re´parti e´quitablement entre toutes les ite´-
rations. Dans ces expe´rimentations, les informations
transmises entre les ite´rations sont des pre´ce´dences de
type “start-to-start”.
2. http://mistic.heig-vd.ch/taillard/problemes.dir/
ordonnancement.dir/ordonnancement.html
3. Plusieurs instances ont ces tailles. Nous conside´rons les
premie`res a` chaque fois.
Pour chaque re´solution du proble`me abstrait en uti-
lisant les heuristiques de de´composition de´crites pre´ce´-
demment, il faut choisir le nombre de taˆches abstraites
a` de´composer simultane´ment K. Nous exprimons ici ce
nombre en pourcentage p du nombre total de taˆches
composites. Formellement, K = dp·card(C)e. Le pour-
centage p est indique´ entre parenthe`ses a` coˆte´ de l’heu-
ristique utilise´e. Nous avons ici choisi de de´composer
soit 5% des taˆches a` chaque ite´ration, soit 20%. La co-
lonne TB indique le temps en secondes pour trouver la
meilleure solution et la colonne TT indique le temps
total utilise´ (en secondes). Par rapport a` l’algorithme
1 pre´sente´ dans la section 4, on note TT la date a`
laquelle chaque solution S est calcule´e, et TB repre´-
sente la date a` laquelle on trouve le makespan de la
solution finale. Autrement dit, le makespan de la solu-
tion n’est pas ame´liore´ entre TB et TT. E´tant donne´
que pour l’abstraction AbsC0 , le makespan obtenu a`
chaque ite´ration ne peut pas eˆtre conside´re´ comme une
vraie borne supe´rieure, le TB obtenu n’est pas indique´
dans les tableaux suivants.
Inst. Abs. H(%) BestMks TB TT
Sans Abstraire 158* 0.03 17.4
H1(5) 158 - 31.2
H1(20) 158 - 30.9
AbsC0 H2(5) 158 - 34.3
H2(20) 158 - 44.2
H3(5) 158 - 15.7
5Z H3(20) 158 - 31.8
H1(5) 158 17.0 29.7
H1(20) 158 12.4 37.6
AbsC1 H2(5) 158 24.9 46.2
H2(20) 158 31.9 43.2
H3(5) 158 31.0 43.3
H3(20) 158 24.3 45.3
Sans Abstraire 3785 28 MaxTime
H1(5) 3919 - MaxTime
H1(20) 3910 - MaxTime
AbsC0 H2(5) 3919 - MaxTime
H2(20) 3910 - MaxTime
H3(5) 3919 - MaxTime
50Z H3(20) 3910 - MaxTime
H1(5) 3919 297 MaxTime
H1(20) 3910 299 MaxTime
AbsC1 H2(5) 3919 300 MaxTime
H2(20) 3910 298 MaxTime
H3(5) 3919 298 MaxTime
H3(20) 3910 299 MaxTime
Table 1 – Re´sultats pour le proble`me d’exploration
multi-robots.
La ligne Sans Abstraire correspond a` la re´solution
de la traduction du proble`me en Programmation par
Contraintes par l’outil CpOptimizer. Lorsque CpOp-
timizer a prouve´ que la borne e´tait l’optimum, nous
l’indiquons avec le symbole ∗.
Les tableaux 2 et 3 pre´sentent les re´sultats pour les
deux instances du proble`me d’Open Shop et les deux
instances du proble`me de Job Shop respectivement,
avec un temps de calcul maximum de 10 secondes.
Inst. Abs. H(%) BestMks TB TT
Sans Abstraire 637* 0.67 1.16
H1(20) 637 - 1.88
AbsC0 H2(20) 637 - 1.89
10× 10 H3(20) 637 - 1.86
H1(20) 637 8.82 9.35
AbsC1 H2(20) 637 8.86 9.52
H3(20) 637 8.68 9.68
Sans Abstraire 1155* 0.66 1.57
H1(20) 1155 - 1.9
AbsC0 H2(20) 1155 - 1.91
20× 20 H3(20) 1155 - 1.82
H1(20) 1155 9.30 9.75
AbsC1 H2(20) 1155 9.40 9.81
H3(20) 1155 9.35 9.79
Table 2 – Re´sultats du proble`me d’Open shop
Les re´sultats obtenus sont des re´sultats pre´limi-
naires dans le contexte de nos objectifs de recherche et
nous serviront de guide pour les expe´riences futures. Ils
re´ve`lent que l’outil d’optimisation CpOptimizer arrive
a` trouver des bonnes solutions assez rapidement. En
effet, meˆme pour le plus gros proble`me teste´, une pre-
mie`re solution est trouve´e en 28 secondes, mais cette
solution n’est pas ame´liore´e dans la suite de la re´solu-
tion.
Sur des petits proble`mes, notre me´thode est capable
de trouver le makespan optimal trouve´ par CP Opti-
mizer. En revanche, sur des plus grands proble`mes, en
rajoutant les contraintes de pre´ce´dence de type “start-
to-start” entre les re´solutions successives, l’espace de
recherche est coupe´ et on risque potentiellement, d’en-
lever la solution optimale de l’espace de recherche.
Notons tout de meˆme que les solutions sont proches
du BestMks trouve´ pour le proble`me sans abstraire
(3.5%).
Meˆme si les deux abstractions ont des re´sultats si-
milaires dans les tableaux pre´sente´s ici, il s’ave`re que
leur comportement dans la phase de recherche est tre`s
diffe´rent. Par exemple, en utilisant l’heuristique de de´-
composition H3(5%) pour l’instance 50Z, la premie`re
borne obtenue pour l’abstraction AbsC0 est de 3713,
et cette dernie`re est conside´rablement plus e´leve´e pour
l’abstraction AbsC1 avec une valeur de 8083.
L’e´cart entre CpOptimizer et la me´thode base´e sur
l’abstraction et la de´composition vient certainement
Inst. Abs. H(%) BestMks TB TT
Sans Abstraire 1217* 0.02 1.87
H1(20) 1217 - 2.38
AbsC0 H2(20) 1217 - 2.48
20× 20 H3(20) 1217 - 2.35
H1(20) 1217 9.47 9.85
AbsC1 H2(20) 1217 9.54 9.91
H3(20) 1217 9.48 9.98
Sans Abstraire 5464* 0.99 3.09
H1(20) 5464 - 6.73
AbsC0 H2(20) 5464 - 7.05
100 H3(20) 5464 - 6.74
×20 H1(20) 5464 9.56 10.0
AbsC1 H2(20) 5464 9.57 10.0
H3(20) 5464 9.47 10.0
Table 3 – Re´sultats du proble`me de Job shop
du fait que les abstractions utilise´es sont tre`s agres-
sives dans leur manie`re de de´finir la consommation de
ressources. Les travaux futurs consisteront a` de´finir des
abstractions plus fines.
6 Conclusion
Dans ce papier, nous avons de´fini un premier cadre
de mode´lisation pour les proble`mes d’ordonnance-
ment hie´rarchique. Nous avons propose´ une traduc-
tion en programmation par contraintes et de´finissons
une me´thode base´e sur des me´canismes d’abstrac-
tion et de de´composition des taˆches. Les expe´rimen-
tations montrent que cette dernie`re pourrait large-
ment eˆtre ame´liore´e en conside´rant des strate´gies plus
fines d’abstraction. Une piste serait de de´finir des abs-
tractions sur des proble`mes utilisant des ressources
cumulatives (ressources avec une certaine capacite´),
et en conse´quence pouvoir conside´rer le pourcentage
de consommation d’une ressource par une sous-taˆche.
Cela permettra notamment de prendre en compte plus
finement la consommation des ressources des sous-
taˆches. Il sera utile de re´examiner aussi, les informa-
tions qui sont transmises entre les ite´rations, pour que
l’espace de recherche ne se retrouve pas largement de´-
coupe´, comme c’est le cas avec les contraintes de pre´-
ce´dence “start-to-start”.
D’autres perspectives consistent a` e´tendre le cadre
de mode´lisation. On pourra par exemple prendre en
compte les ressources flexibles, c’est-a`-dire permettre
a` chaque taˆche de consommer une ressource parmi un
ensemble de ressources disponibles. On pourra e´ga-
lement de´finir pour chaque taˆche composite des me´-
thodes de de´composition, comme dans le cadre HTN.
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