Abstract. The following energy critical focusing nonlinear Schrödinger equation in R 3 is considered: iψ t = −Δψ − |ψ| 4 ψ; it is proved that, for any ν and α 0 sufficiently small, there exist radial finite energy solutions of the form ψ(x, t) = e iα(t) λ 1/2 (t)W (λ(t)x)+ e iΔt ζ * + oḢ 1 (1) as t → +∞, where
3
|x| 2 ) −1/2 is the ground state, and ζ * is arbitrary small inḢ 1 . §1. Introduction
Setting of the problem and statement of the result.
In this paper we consider the energy critical focusing nonlinear Schrödinger equation
The Cauchy problem (1.1) is locally well posed and the solutions during their life span satisfy conservation of energy:
The problem is energy critical in the sense that both (1.1) and (1.2) are invariant with respect to the scaling ψ(x, t) → λ 1/2 ψ(λx, λ 2 t), λ ∈ R + . ForḢ 1 small data, one has global existence and scattering. In the case of large data, blow up may occur. Indeed, the classical virial identity , ΔW + W 5 = 0, so that scattering cannot always occur even for solutions that exist globally in time.
The ground state W plays an important role in the dynamics of (1.1). It was proved by Kenig and Merle [6] that E(W ) is an energy threshold for the dynamics in the following sense. If ψ 0 is radial and E(ψ 0 ) < E(W ), then:
(i) the solution of (1.1) is global and scatters to zero as a free wave in both directions, provided ∇ψ 0 L 2 < ∇W L 2 ;
(ii) the solution blows up in finite time in both directions, provided ψ 0 ∈ L 2 and ∇ψ 0 L 2 > ∇W L 2 .
The behavior of radial solutions with critical energy E(ψ 0 ) = E(W ) was classified by Duyckaerts and Merle [5] . In this case, in addition to the finite time blow up and scattering to zero (and W itself), there exist solutions that converge as t → ∞ to a rescaled ground state. In the case of energy slightly greater than E(W ), the dynamics is expected to be more rich and to include solutions that behave as t → ∞ like e iα(t) λ 1/2 (t)W (λ(t)x) with fairly general α(t) and λ(t). For a closely related model of the critical wave equation, the existence of solutions of this type with λ(t) → ∞ (blow up at infinity) and λ(t) → 0, tλ(t) → ∞ (nondispersive vanishing) was recently proved by Donninger and Krieger [4] . Our objective in this paper is to obtain a similar result for NLS (1.1). More precisely, we prove the following. ψ
(x, t) = e iα(t) λ 1/2 (t)W (λ(t)x) + ζ(x, t),
where λ(t) = t ν , α(t) = α 0 ln t, and ζ(t) satisfies: Remark 1.2. In fact, Theorem 1.1 remains valid withḢ 2 replaced byḢ k for any k ≥ 2 (with β 0 depending on k). Remark 1.3. The restriction on ν and α 0 that appears in Theorem 1.1 seems to be technical. One might expect the same result to be true for any ν > −1/2 and any α 0 ∈ R. Remark 1.4. The solutions we construct to prove the theorem belong, in fact, toḢ Remark 1.5. Using the techniques developed in this paper one can prove the existence of radial finite time blow up solutions of the form
where ζ(t) is arbitrarily small inḢ 1 ∩Ḣ 2 , and ν > 1, and α 0 ∈ R can be chosen arbitrarily. For the critical wave equation an analogous result was proved by Krieger, Schlag, Tataru in [8] , see also [9] 
The construction of ψ ap (t) will be achieved by considering separately the three regions that correspond to three different space scales: the inner region with the scale t ν |x| 1, the self-similar region where |x| = O(t 1/2 ), and finally, the remote region where |x| = O(t). In the inner region the solution will be constructed as a perturbation of the profile e iα 0 ln t t ν/2 W (t ν x). The self-similar and remote regions are regions where the solution is small and is described essentially by the linear equation iψ t = − ψ. In the selfsimilar region, the profile of the solution will be determined uniquely by the matching conditions coming out from the inner region, while in the remote region the profile remains essentially a free parameter of the construction, only the limiting behavior at the origin being prescribed by the matching procedure.
The inner region.
We start by treating the inner region 0 ≤ t ν |x| ≤ 10t 1/2+ν− 1 , with 0 < 1 < 1/2 + ν to be fixed later. Writing ψ(x, t) as ψ(x, t) = e iα(t) λ 1/2 (t)u(ρ, t), ρ = λ(t)|x|, from (1.1) we get
where
We look for a solution of (2.8) of the form
Substituting (2.9) in (2.8) and identifying the terms with the same powers of t, we get the following system for {χ k } k≥1 :
k and D (2) k being the contributions of it −2ν χ t − N 1 (χ) and −N 2 (χ), respectively:
We subject (2.10) to zero initial conditions at 0: ii) as ρ → +∞, the function χ k , k ≥ 1, has an asymptotic expansion of the form
with some coefficients α
The asymptotic expansion (2.11) can be differentiated any number of times with respect to ρ.
Proof. It will be convenient for us to rewrite (2.10) as (2.12)
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For k = 1, (2.12) gives (2.13)
(2.14)
Therefore, solving (2.13) with zero initial conditions at the origin, we obtain 
1,j ρ 2j−1 ln ρ as ρ → +∞.
Next we proceed by induction. Consider k > 1 and assume that we have found χ i , i = 1, . . . , k − 1, that satisfy i), ii). Then we can check easily that D k is an even C ∞ -function with a Taylor series at 0 starting at order 2(k − 1), and that, as ρ → +∞, D k admits an asymptotic expansion of the form
where d
) at the origin. Finally, the asymptotic expansion at infinity follows directly from the representation
Remark 2.3. Clearly, for any k, the function χ k is a polynomial with respect to α 0 and ν of the form
where the coefficients χ 
From our construction it follows that χ (N ) verifies
27 , 1 and set
As a direct consequence of Lemma 2.2 and estimate (2.16), we obtain the following result.
Lemma 2.4. For any α 0 ∈ R and any
ν > − 1 2 , there exists T = T (α 0 , ν) > 0 such that for t ≥ T the following holds true. (i) The profile χ ap in (t) satisfies χ ap in L ∞ (0≤ρ≤10t 1 2 +ν− 1 ) ≤ C(|ν| + |α 0 |)t − 1 2 −ν , (2.17) ρ −k ∂ l ρ χ ap in L ∞ (0≤ρ≤10t 1 2 +ν− 1 ) ≤ C(|ν| + |α 0 |)t −1−2ν , 1 ≤ k + l ≤ 2, (2.18) ρ −k ∂ l ρ χ ap in L 2 (ρ 2 dρ,0≤ρ≤10t 1 2 +ν− 1 ) ≤ C(|ν| + |α 0 |)t −( 1 2 +ν)(k+l− 1 2 ) , k + l ≤ 2. (2.19) (ii) The error R in (t) admits the estimate (2.20) ρ −k ∂ l ρ R in (t) L 2 (ρ 2 dρ,0≤ρ≤10t 1 2 +ν− 1 ) ≤ t −3(1+2ν)/4−ε 1 (2N +1/2) , k + l ≤ 2.
The self-similar region.
We next consider the self-similar region 1 10
2 + y∂ y . Note that in the limit ρ → +∞, y → 0 at least formally we have 
0,2m = 0, for all m ∈ Z.
1 This choice has no specific meaning here. To produce an approximate solution with an error satisfying (2.6), it suffices to require (2N + 3)ε 1 > 3(1 + 2ν)/2, 0 < ε 1 < 
Equation (2.22) suggests the following Ansatz for w:
As it will become clear later, to prove Proposition 2.1 it suffices to consider only first three terms in (2.23). Therefore, we look for an approximate solution of the form
Substituting this in the expression
Here μ n = α 0 + i 4 (2n + 1)(1 + 2ν). We require that S n,l = 0, n = 0, 1, 2, l = 0, 1, which means that the corresponding A n,l must solve
Moreover, in order to have the matching with the inner region, the A n,l must satisfy
Lemma 2.5. There exists a unique solution of (2.25) such that, as y → 0, it admits an asymptotic expansion of the form
0,−1 . Proof. First, we note that the equation (L + μ)f = 0 has a basis of solutions e 1 (y, μ),
where r e 1 is an entire function of y and μ, odd with respect to y;
(ii) e 2 is an entire function of y and μ even with respect to y, and e 2 (y,
The first two equations in (2.25) together with (2.27) give
0,0 e 2 (y, μ 1 ).
Next we consider the remaining equations in (2.25). The equation (L + μ 2 )A 2,1 (y) = 0 and (2.27) yield A 2,1 (y) = c 0 e 1 (y, μ 2 ) with some constant c 0 . Then, for A 2,0 we have (L + μ 2 )A 2,0 = F , where
As y → 0, F has an asymptotic expansion of the form
with some coefficients κ i , κ −2 and κ −1 + c 0 being independent of c 0 .
1 y 3 has the following asymptotics as y → 0:
Remark 2.6. By uniqueness, the functions A n,l given by Lemma 2.5 verify the matching conditions (2.26). Note also that all A n,l are entire functions of α 0 and ν.
Next we study the behavior of A n,l as y → +∞. For this, notice that for any μ ∈ C, equation (L + μ)f = 0 has a basis of solutions f 1 (y, μ), f 2 (y, μ) such that yf 1 , yf 2 are smooth functions in both variables, and as y → +∞ we have
These asymptotics are uniform in μ on the compact subsets of C and can be differentiated any number of times with respect to y.
with some coefficients d n j , j = 1, 2, n = 0, 1, 2. As a consequence, as y → +∞, we have
The asymptotics (2.32) can be differentiated any number of times with respect to y. Now, we consider A 2,0 and write it as
The asymptotics (2.30) and (2.32) show that G j , j = 1, 2, has the following behavior as y → +∞:
for any l ≥ 0, provided ν is sufficiently small. Integrating (2.34), we get
, is a constant, and g i , i = 1, 2, is the solution of (L + μ 2 )g i = G i with the following behavior as y → +∞:
The next lemma is a direct consequence of (2. ≤ Ct
(2.40)
(ii) The error R ss (t) admits the estimate ≤ Ct
(2.41)
for any l ≥ 0 and
2.3. The remote region. Next we consider the remote region |x| ≥ 1 10 t 1/2+ε 2 . In this region, as an approximate solution of (1.1) we take the following radial profile:
The asymptotics (2.30) show that, for t ≥ T with some T = T (δ) > 0 and for any l ≥ 0, we have
Furthermore, v 2 can be written as 
for any l ≥ 0. Next we address v 3 . We have
for any l ≥ 0 and t ≥ T (δ).
As a direct consequence of estimates (2.43), (2.45), (2.46), we obtain 
Proof of Proposition
All the estimates stated in this subsection are valid for ν sufficiently small and t ≥ T (α 0 , ν, δ).
Futhermore, from Lemma 2.4 (estimate (2.19)), Lemma 2.7 (estimate (2.39)) and the last two inequalities in (2.47) it follows that 
Moreover, introducing ζ
R 3 dξ e ix·ξ Θ δ (2ξ)z(2ξ) and observing that
3−2ν and any l ≥ 1, we get that
This concludes the proof of the first part of Proposition 2.1. Next, we consider the error R = −iψ
It has the form
and E 3 , E 4 are given by
Here
First, we address E 1 . By Lemma 2.7 (iii), we have (2.57)
Similarly, by (2.49), for E 2 we get (2.58)
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where ψ ap is the approximate solution of (1.1) given by Proposition 2.1, we get the following equation for the remainder f :
R being the error given by Proposition 2.1. Note that by Proposition 2.1 we have
for any τ ≥ τ 0 with some τ 0 > 0.
Our intention is to solve (3.1) with zero condition at τ = +∞ by a fixed point argument. To carry out this analysis, we shall need some energy type estimates for the linearized equation i f τ = H(τ ) f. The required estimates are collected in the next subsection, their proofs can be found in §4.
Linear estimates.
We start by recalling some basic spectral properties of the operator H (see, e.g., [5] for a more detailed discussion and proofs). Since we are considering only radial solutions, we shall view H as an operator on L 
Here P is the spectral projection of H to the essential spectrum given by , s) be the propagator associated with equation (3.5). In §4 we prove the following results.
Proposition 3.1. There exists a constant C > 0 such that
Contraction argument. Now we transform (3.1) into a fixed point problem. Rewrite (3.1) in the following integral form:
with τ 1 ≥ max{τ 0 , 1} to be fixed later (slightly abusing notation, in (3.6) we identify 
which, together with (3.4) and Proposition 3.1, gives
for any f, g ∈ { |h| ≤ 1}, provided |α 0 | + |ν| is sufficiently small. This means that if τ 1 is sufficiently large, then J is a contraction of the unit ball |f | ≤ 1 into itself, and consequently, has a unique fixed point f satisfying
Together with Proposition 2.1, this gives Theorem 1.1. §4. Linearized evolution
In this section we prove Proposition 3.1. The proof will be achieved by combining the results of [5] with a careful spectral analysis of the operator H around the zero energy. The section is organized as follows. In Subsection 1 we consider the operator H as before, restricted to the subspace of radial functions, and construct a basis of Jost solutions of the equation Hζ = Eζ. In Subsection 2 we study the spectral decomposition of H near E = 0. In Subsection 3 we prove Proposition 3.1 by combining the results of the previous two subsections with the coercivity properties of H established in [5] .
Solutions of the equation Hζ = Eζ.
In this subsection we construct a basis of Jost solutions of the equation Hζ = Eζ, E ∈ R. Since the subject is completely standard we shall only briefly scetch the proofs (see also [1] and [7] for a closely related construction in the context of energy subcitical NLS). Recall that
We emphasize that V (ρ) is a smooth function of ρ that decays as ρ −4 as ρ → ∞. Since σ 1 H = −Hσ 1 , it suffices to consider the case where E ≥ 0, so we write E = k 2 , k ≥ 0. It will be convenient for us to remove the first derivative in H. Setting f = ρζ, we get
. We shall consider the operator r H on R; to recover the original radial R 3 problem, it suffices to restrict r H to the subspace of odd functions. We start with constructing the most rapidly decaying solution of (4.1). 
for all ρ ≥ 0, k > 0, and l ≥ 0.
,
1 . Next, we construct an exponentially growing solution at +∞. 
Proof. We construct f 4 with the help of the following integral equation: For k > 0 and R 1 sufficiently large (depending on k), the operator generating (4.9) is small on the space of bounded continuous functions. Therefore, (4.9) has a solution χ 4 verifying
Finally, estimates for the derivatives can be obtained by differentiating (4.9). Now we briefly describe some properties of the solutions f j , j = 1, . . . , 4, that we will need later. Recall that the Wronskian w(f, g) = f , g R 2 − f, g R 2 does not depend on ρ if f and g are solutions of (4.1).
The estimates of Lemmas 4.1, 4.2, 4.4 lead to the relations
the three first relations being valid also for k = 0. Observe that, by Lemmas 4.1 and 4.2, 
for ρ ≥ 0. As a consequence,
In addition to the scalar Wronskian, we shall use matrix Wronskians. If F , G are (2 × 2) matrix solutions of (4.2), their matrix Wronskian
Since the potential V is even, g j , j = 1, . . . , 4, are again solutions of (4.2), and, as ρ → −∞, they have the same asymptotic behavior as f j as ρ → +∞.
Consider the matrix solutions F , G defined by
Denote D(k) = W (F, G). From Lemmas 4.1, 4.2 it follows that D is smooth for k > 0 and admits the estimate
Moreover, by (4.8), (4.10), and (4.11) we have
Scattering solutions and the distorted
Fourier transform in the vicinity of zero energy. Set (4.14)
0 . By (4.12) and (4.13), s =
is a smooth function of k for 0 < k < k 0 (k 0 sufficiently small), continuous up to k = 0, and verifying
with some coefficients r 1 (k), r 2 (k) for which, by (4.8) and (4.15), we have (4.17) r 1 (0) = r 2 (0) = 0.
Computing the Wronskians w(F, s F ) and w(F, s G), where G(ρ, k) = F(−ρ, k), we get
We can write the following Wronskian representation for r 1 :
Using (4.15) and the relations
from (4.18) we deduce easily that r 1 is smooth for 0 < k < k 0 and continuous up to k = 0, and verifies
in its turn, this implies that r 2 is smooth for 0 < k < k 0 and continuous up to k = 0, and admits a similar estimate:
Introduce the following odd solution of (4.2):
By (4.14), (4.16), 
Together with Lemmas 4.1 and 4.2, this implies the following result.
and the remainder e 1 (ρ, k) admits the estimates Remark 4.9. Notice that, since ζ ± , h κ ∈ y −1 L 2 (R 3 ), the scalar products involved in (4.36) are well defined for any f ∈Ḣ 1 .
Proof. The proof of Lemma 4.8 is based on the following result, which is due to Duyckaerts and Merle. 
By (4.29),
A(κ) = −2π
Therefore, if κ is sufficiently small, then
As a consequence,
Combining this inequality with (4.37), we get (4.35).
Lemma 4.11. There exists κ 1 , 0 < κ 1 ≤ k 0 , and C > 0 such that for any 0 < κ ≤ κ 1 we have
for all f ∈ H Notice also that for any f ∈ H 1 rad and any 0 < κ ≤ 1 we have
Combining this inequality with (4.38), we get
provided κ is sufficiently small.
Finally, we combine Lemmas 4.8 and 4.11 to derive the following result, which will be in the heart of the proof of Proposition 3.1 Lemma 4.12. There exists κ 2 , 0 < κ 2 ≤ k 0 , and C > 0 such that for any 0 < κ ≤ κ 2 we have
for any f ∈ H 1 rad (R 3 , C 2 ) with f, σ 3 ζ ± = 0.
Proof. Write f = f 1 + f 2 , where f 1 = E κ σ 3 E * κ σ 3 f and f 2 = f − f 1 . Clearly, (4.40)
Consider f 2 . From (4.26) and (4.27) it follows that for any κ ≤ κ/2, • f 2 , σ 3 ζ ± = 0;
• E * κ σ 3 f 2 = 0; • f 2 , σ 3 h κ = f 2 , σ 3 σ 1 s h κ = 0.
