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Abstract
We systematically investigate issues due to mis-specification that arise in estimat-
ing causal effects when (treatment) interference is informed by a network available
pre-intervention, i.e., in situations where the outcome of a unit may depend on the
treatment assigned to other units. We develop theory for several forms of interfer-
ence through the concept of exposure neighborhood, and develop the corresponding
semi-parametric representation for potential outcomes as a function of the exposure
neighborhood. Using this representation, we extend the definition of two popular
classes of causal estimands considered in the literature, marginal and average causal
effects, to the case of network interference. We then turn to characterizing the bias
and variance one incurs when combining classical randomization strategies (namely,
Bernoulli, Completely Randomized, and Cluster Randomized designs) and estimators
(namely, difference-in-means and Horvitz-Thompson) used to estimate average treat-
ment effect and on the total treatment effect, under misspecification due to interference.
We illustrate how difference-in-means estimators can have arbitrarily large bias when
estimating average causal effects, depending on the form and strength of interference,
which is unknown at design stage. Horvitz-Thompson estimators are unbiased when
the correct weights are specified. Here, we derive the Horvitz-Thompson weights for
unbiased estimation of different estimands, and illustrate how they depend on the de-
sign, the form of interference, which is unknown at design stage, and the estimand.
More importantly, we show that Horvitz-Thompson estimators are in-admissible for a
large class of randomization strategies, in the presence of interference. We develop new
model-assisted and model-dependent strategies to improve Horvitz-Thompson estima-
tors, and we develop new randomization strategies for estimating the average treatment
effect and total treatment effect.
Keywords: Causal inference; potential outcomes; average treatment effect; total
treatment effect; interference; network interference; statistical network analysis.
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1 Introduction
The estimation of causal effects is a fundamental goal of many scientific studies. The frame-
work of Potential Outcomes (Neyman 1923; Rubin 1974; Holland 1986) is a popular approach
to formalize the problem of estimating causal effects of a treatment on an outcome, from a
finite population of n units. For instance, one can use the potential outcomes framework
to formally define causal effects of interest called estimands or inferential targets, construct
estimators that have desirable properties, such as, unbiasedness with respect to the ran-
domization distribution, and formulate the assumptions under which the estimands and the
estimators are well defined and causal conclusions hold.
An important assumption made in the classical potential outcomes framework is the
no treatment-interference (or simply no interference1) assumption which can be stated as
follows: The outcome of any unit depends only on its own treatment. In particular, the
outcome of a unit does not depend on the treatment assigned to (or selected by) other units
in the finite population of n units. This assumption is implied by the so called Stable Unit
Treatment Value Assumption or SUTVA as formulated in Rubin (1980), see also Rubin
(1986). It is clear and well known (see for e.g. Section 3 in Rubin (1990)) that the classical
framework of potential outcomes needs to be extended when estimating causal effects under
interference.
When extending the classical potential outcomes framework and relaxing the assumption
of no treatment-interference, the key natural question that arises is the following: What
should be the form of interference? It is straightforward to specify what we mean by no
treatment-interference, but the existence of treatment interference is not a concrete modeling
assumption - there are many different ways to specify the exact form of interference and one
needs to choose from various models of interference.
Once a model for interference is fixed, the next steps are to define causal estimands and
develop designs and corresponding estimators. The classical versions of average treatment
effects are no longer well defined when there is interference between units. This is due to the
fact that the space of potential outcomes for each unit changes with the form of interference.
In particular, the number of potential outcomes for each unit becomes a function of the
form of interference. For example, consider a binary treatment T . Under the no treatment-
interference assumption, each unit i has two potential outcomes Yi(0) and Yi(1). The average
causal effect is defined as the average of differences between these two potential outcomes.
However, when there is arbitrary treatment-interference, the number of potential outcomes
for each unit can be as large as 2n and Yi(0) and Yi(1) are not well defined. There are
many non-equivalent ways to define an estimand under interference and the choice depends
on the scientific question that one is interested in answering. Once a choice has been made
regarding the nature of interference and an estimand has been proposed, the next step is
to develop (idealized) experimental designs along with corresponding estimators with good
properties, such as unbiasedness with respect to the design, that allow us to estimate causal
estimands.
1There can be other forms of interference; for e.g. the outcome of a unit may depend on the outcome of
others. We are concerned only with treatment interference
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Related work Relaxing the assumption of no treatment-interference has been the sub-
ject of many works, see Halloran and Hudgens (2016) for a recent review. A classical line
of work proceeds by limiting the interference to non-overlapping groups and assuming that
there is no interference between groups. This setting is often referred to as partial interfer-
ence (e.g., see Sobel 2006; Hudgens and Halloran 2008; Tchetgen and VanderWeele 2012;
Liu and Hudgens 2014; Kang and Imbens 2016; Liu et al. 2016; Rigdon and Hudgens 2015;
Basse and Feller 2017; Forastiere et al. 2016; Loh et al. 2018). Various types of estimands
have been defined under partial interference. For instance, Sobel (2006) defined estimands
that naturally arise in housing mobility studies and noted that under partial interference
the classical estimators may be biased. Hudgens and Halloran (2008) considered potential
outcomes marginalized over a randomization distribution, and use these marginal potential
outcomes to define estimands. They considered two-stage designs and developed unbiased
estimators for these marginal estimands. A different line of work has focused on design-
ing experiments that eliminate or reduce partial interference, so that estimation can be
carried out by ignoring interference (e.g., see David and Kempton 1996). In the modern
setting, the assumption of partial interference has been relaxed by several authors to allow
for arbitrary interference, or interference encoded by a network, see Bowers et al. (2012);
Manski (2013); Goldsmith-Pinkham and Imbens (2013); Toulis and Kao (2013); Ugander
et al. (2013); Aronow and Samii (2013); Basse and Airoldi (2015); Forastiere et al. (2016);
Halloran and Hudgens (2016); Choi (2017); Athey et al. (2017). Manski (2013) considered
the problem of whether causal effects are identifiable in presence of arbitrary interference.
Aronow and Samii (2013) proposed Horvitz-Thompson estimators for estimating causal ef-
fects when there is arbitrary interference. Ugander et al. (2013) and Eckles et al. (2014)
consider a cluster randomization design to reduce bias in estimating a specific estimand (i.e.,
total treatment effect). More recently, Sa¨vje et al. (2017) study the large sample properties
of estimating treatment effects, when the interference structure is unknown. They show
(somewhat surprisingly) that in a large sample setup, the Horvitz-Thompson and Hajek
estimators can be used to consistently estimate the expected average treatment effect, even
if the structure of interference is incorrect. Jagadeesan et al. (2017) have proposed new de-
signs for estimating the direct effect under interference. Ogburn et al. (2014) approach the
problem of interference by using causal diagrams, and they present various causal Bayesian
networks under different types of interference. Ogburn et al. (2017) use causal diagrams to
develop GLM type estimators for contagion. Finally, Li et al. (2018) study peer effects using
randomization based inference.
In this paper, we initiate a systematic investigation of issues that arise in definition
and unbiased estimation of causal effects under arbitrary interference and develop possible
solutions. Some of the key goals of our work are (a) to develop models of interference, (b)
organize and place different estimands and estimators that have appeared in the literature
under a common framework, (c) to clarify the issues present in existing definitions and
estimators of causal effects and (d) study designs and unbiased estimation strategies under
interference.
2
1.1 Summary of Contributions and Organization
Section 2 provides an overview of the key results of the paper. Here we present a informal
summary of contributions.
Models for Potential Outcomes under Interference: We begin by revisiting the framework
of potential outcomes under arbitrary interference in Section 3. Using the concept of expo-
sure neighborhood, in Section 3.2, we develop non-parametric models potential outcomes to
formalize the nature and form of interference. The exposure neighborhood allows one to ex-
plicitly model the form of interference, whereas the structural models formulate assumptions
on the structure of potential outcomes under the assumed form of interference.
Choice of estimands: Unlike the classical no-interference setting, there are several non-
equivalent ways of defining causal estimands under interference. In Section 3.3, we con-
sider two different (overlapping) classes of estimands for formally defining causal effects -
marginal causal effects (in the spirit of Hudgens and Halloran (2008)) and average causal
effects. Marginal causal effects are defined as contrasts between expected values of potential
outcomes under a fixed randomization scheme also called as policy, where as the average
causal effects are defined as contrasts between averages of fixed potential outcomes. These
classes include several estimands that have appeared in the literature as special cases.
Bias due to interference in difference-in-means estimators: In Section 4, we address some
folklore about estimation strategies. In many cases, it is common to use a design along with
classical difference-in-means like estimators to estimate an average causal effect, even when
there is interference, with the hope that there might be little or no bias. In some settings,
however, the definition of causal effect that is being estimated (the estimand) is not well
specified. Our analysis makes it clear that certain classic versions of causal effects are not
well defined when there is interference. In the cases where the estimand is well defined,
we show that difference-in-means estimators can be biased for many types of estimands.
We characterize the nature and sources of bias in estimating a large class of estimands. Our
results also illustrate settings where simple estimators can yield little or no bias. For instance,
when estimating the so called marginal causal effects, the difference-in-means estimators are
unbiased. In general, the unbiasedness of the difference-of-means estimators depends on the
nature and structure of interference, which we characterize in Section 4.2.
Liner Unbiased Estimation: We then consider the problem of unbiased estimation of
causal effects with commonly used estimation strategies, in Section 5. We consider the
Bernoulli, Completely Randomized and Cluster Randomized Designs and focus on the prob-
lem of unbiased estimation.
A popular estimation strategy is to use Horvitz-Thompson (HT) like estimators, which
is the subject of Section 5. For instance, Aronow and Samii (2013) proposed using HT
estimators for particular estimands (i.e., contrasts between potential outcomes corresponding
to two different treatment assignment vectors). We consider the class of all linear weighted
unbiased estimators and show that HT estimators can be used to obtain unbiased estimates
for any estimand and design, as long as the correct weights are used and some regularity
conditions on the design hold. However, we note that the weights depend on the design,
the structure of interference (as specified by an interference model) and the estimand. We
explicitly derive the weights of HT estimators for commonly used designs and estimands.
We also show that the correct weights that endow HT estimators with good properties need
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not be unique. The question of optimality (e.g., minimum variance, unbiased) of HT weights
is difficult, and has been recently addressed, in part (Sussman and Airoldi 2017).
We prove that Horvitz-Thompson estimators are inadmissible for estimating a large class
of estimands and a large class of designs. The HT estimator is one of many estimators in the
class of linear weighted unbiased estimators. Using ideas from survey sampling literature,
we consider two strategies to improve upon the HT estimator. The non-parametric linear
representation of potential outcomes we develop lends itself naturally to develop improved
estimators either in a model dependent or a model assisted framework (a` la Basse and
Airoldi 2015). Finally, in section 6, we explore new designs to estimate two commonly used
estimands: average treatment effect and total treatment effect, defined in Section 2. A key
observation is that the optimal design for estimation may depend on the estimand.
2 Overview of the main results: Modes of failures and
solutions
Consider a finite population of n units indexed by {1, . . . , n}. Let z = (z1, . . . , zn) denote
a vector of binary treatment assignments where each zi ∈ {0, 1}. Let (Yi(z))ni=1 denote the
vector of potential outcomes when the finite population of n units gets assigned the treatment
vector z. For each unit i, Yi(z) is a function of z. The no treatment-interference assumption
ensures that for each i = 1, . . . , n, we can write the potential outcomes function as,
Yi(z) = Yi(zi). (1)
Thus, under the no treatment-interference assumption the total number of potential out-
comes for each unit i is 2. However, when there is interference, we can write
Yi(z) = Yi(zi, z−i). (2)
where z−i is the vector of treatment assignments of all units except i.
Explosion of Potential Outcomes When there is arbitrary interference, the number of
potential outcomes for each unit may explode, rendering causal inference impossible without
modeling potential outcomes. In general, the total number of potential outcomes for each
unit i can be as high as 2n.
Proposition 2.1. Without any further assumptions on the function Yi(z), causal inference
is impossible.
Proposition 2.1 is simple, but has far reaching consequences. The key consequence is
that under arbitrary treatment interference, one must model the potential outcomes, even
under randomization inference. Indeed, the no-interference assumption is also a modeling
assumption. Thus, the question becomes which model to use. We develop models for po-
tential outcomes by specifying three components: An interference neighborhood, an exposure
function and structural assumptions. Modeling potential outcomes allows one to reduce
the number of potential outcomes per unit to a more manageable size. The total number
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of potential outcomes per unit is directly related to the interference neighborhood and an
exposure model.
Table 1 gives three examples of exposure models and the number of potential outcomes
per unit. We refer the reader to see Section 3.2 for precise definitions of these exposure
models. Under the simplest exposure model, called the binary exposure, each unit has 4
potential outcomes - this is twice as many when compared to the case of no-interference.
On the other hand, for symmetric exposure, the number of potential outcomes for each unit
grows linearly with the size of the exposure neighborhood. Finally, for a general exposure
model, the number of potential outcomes for each unit grows exponentially with the size of
the exposure neighborhood.
Binary Exposure Symmetric Exposure General Exposure
4 2 · di 2di+1
Table 1: Number of potential outcomes per unit for different exposure models. Here di is the
size of the exposure neighborhood, i.e. the number of units whose treatment status effect
the outcome of unit i.
Non-parametric Decomposition of Potential Outcomes Under arbitrary interfer-
ence, we develop a non-parametric linear decomposition of the potential outcomes:
Proposition 2.2. Let z−i denote the vector of treatment assignments assigned to all but unit
i. There exist functions Ai(·), Bi(·), Ci(·) and f where if ei = f(z−i), then every potential
outcome function for unit i can be decomposed as
Yi(z) = Ai(zi) +Bi(ei) + ziCi(ei).
Proposition 2.2 states that the potential outcome function for every unit i can be decom-
posed linearly into three components: A component that depends on unit i′s treatment, a
component that depends on the treatment of all other units, and an interaction term. At
first glance, this representation appears to be redundant as it is over-parametrized. But this
decomposition offers three benefits: Firstly, the number of parameters and hence the number
of potential outcomes can be now modeled by specification of these functions. Indeed, the
explicit construction of the functions Ai, Bi, Ci and f in Proposition 2.2 requires modeling
assumptions on the Potential outcomes which is the subject of Section 3.1. Secondly, the
decomposition makes it clear that classical causal effects are ill-defined when there is inter-
ference because they ignore two components of the potential outcomes and use only the first
component of direct effect. This decomposition allows us to define different types of causal
estimands that focus on direct effects, interference effects or the interaction between the two.
Finally, the decomposition also allows us to gain deeper insights into the nature and sources
of biases for various classical estimators to estimate causal effects. We will discuss these
issues next.
Different types of Average Treatment effects We show that in presence of interfer-
ence, there are many non-equivalent ways to define a treatment effect. In this summary, we
5
will focus on two most popular treatment effects that fall under the class of average treatment
effects. We also consider a different class called marginal treatment effects, see Section 3.3.
The two average treatment effects that we consider are the direct effect
β1 =
1
n
∑
i
(Yi(1,0)− Yi(0,0)) , (3)
and the total effect
β2 =
1
n
∑
i
(Yi(1,1)− Yi(0,0)) . (4)
Proposition 2.3. Under the no-interference assumption, β1 = β2. Under interference,
β1 6= β2.
In fact, one can show that under no-interference assumption, the marginal and the average
causal effects are equivalent. This is no longer true in presence of interference, so one needs
to be careful in defining what one is interested in estimating. An important point to note
is that the causal estimands should not depend on the randomization design and must be
defined independent of the actual design that was implemented.
In Section 3.4, we introduce the concept of an estimation strategy - a combination of a
design and an estimator for estimating a particular estimand and in Section 3.5 we study
conditions under which unbiased estimators exist.
Commonly used designs and estimators are biased An intuitive approach to esti-
mate average causal effects under interference in the literature is to use a difference-in-means
estimator, with the hope that a mild form of interference may not effect the bias of the es-
timator We formalize this intuition and study the nature and sources of bias in various
difference-in-means estimators under interference. Unfortunately, the situation is more com-
plex. The nature of bias depends on the estimand, the exact form of the difference-in-means
estimator, the design and finally the model for interference. This is the subject of Section 4.
For estimating the marginal effects, the difference-in-means estimators are unbiased under
certain mild conditions on the design. For estimating the total and the direct effect defined
in equations 4 and 3, the situation is more nuanced.
In general, there are two sources of bias in estimating the direct and the total effects, see
Proposition 4.1. The first source of bias is due to the so called nuisance potential outcomes.
These are the potential outcomes that do not appear in the definition of the estimand and
are irrelevant for estimation of certain classes of estimands, specially the average causal
effects. The nuisance potential outcomes form a source of bias when estimating average
causal effects, as shown in Section 4 and Proposition 4.1.
The second source of bias is due to incorrect weights used in the estimator. In some
difference-in-means estimators and designs, the first source of bias can be completely elim-
inated, see Proposition 4.2 for an example. The second source of bias is due to the use of
incorrect weights; these weights depend on the design and the nature of interference. For
many commonly used designs such as the Completely Randomized Design, Bernoulli Design
and the Cluster Randomized Design, assuming a mild form of interference, the second source
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of bias can be made very small. However, we must point out that the reduction of bias de-
pends on the model of interference, which is not known in general. An incorrect assumption
on the interference model may lead to bias, we do not investigate this source of bias.
Proposition 2.4. Assume that the interference is specified by a graph Gn on n units, i.e., the
treatment of unit i effects the outcome of unit j iff there is an edge between nodes i and j in
Gn. Further, assume that the Potential Outcomes follow a linear model: Yi = αi+βizi+γei,
where ei denotes the number of treated neighbors of unit i in graph Gn. Let m be the total
number of edges in Gn. Under a completely randomized design and a Bernoulli trial, (defined
in Section 3.4), consider the naive difference-in-means estimator:
βˆnaive =
∑
i Y
obs
i Zi∑
i Zi
−
∑
i Y
obs
i (1− Zi)∑
i(1− Zi)
.
The bias of the difference-in-means estimator for estimating the direct effect β1 given in
equation 3 is
E[βˆnaive]− β1 = −γ
m(
n
2
) .
Proposition 2.4 is an example of the type of characterization of the nature and source
of bias developed in Section 4 for various models of interference. This result shows that
even under a simple linear model of potential outcomes, the difference-in-means estimator
is biased for estimating the direct effect. The bias depends on the unknown interference
parameter γ and the density of the interference graph given by m/
(
n
2
)
. The bias is in the
opposite direction of the interference effect: If there is positive interference, the estimated
direct effect is smaller than the true direct effect and vice versa. Also, if the interference effect
is small and the interference graph is sparse, then the bias is very small. However, as we can
see, even in such a simple model, the nature of bias depends on unknown parameters such
as the density of the interference graph Gn and γ. For more general models, the qualitative
results are similar, and the reader is refereed to Section 4 for more details.
Linear unbiased estimators and inadmissibility of the Horvitz-Thompson esti-
mator Section 5 is devoted to the theory of linear unbiased estimation. For any design,
weighted unbiased linear estimators can be constructed using techniques from sampling the-
ory. We study two classes of weighted linear unbiased estimators. We show that under
some regularity conditions, there are infinitely many weighted linear unbiased estimators,
see Theorem 5.1. Moreover, when the weights are allowed to depend only on the treatment
and exposure status of a unit, the Horvitz-Thompson estimator is the only unbiased esti-
mator, see Theorem 5.2. The weights used in the HT estimator depend on the interference
model, the design and the estimand. In Theorem 5.4, we derive the formula for the weights
used in HT estimators for Bernoulli, CRD and the Cluster Randomized designs for different
interference models for estimating the direct effect. A point to note is that unbiased estima-
tors of the direct effect do not exist when using cluster randomized designs. This illustrates
the fact that an estimation strategy that is considered optimal for one type of estimand may
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not necessarily be optimal for a different estimand, in fact, it can be far from optimal. The
optimality criteria can be as simple as existence or unbiasedness.2
Although the H-T estimator is unbiased, its performance can be very poor in practice
because of high variance. An estimator is inadmissible if there exists a uniformly better
estimator in terms of the mean squared error. In Theorem 5.5, we show that for a large class
of designs that satisfy some natural regularity conditions, the HT estimator is inadmissible.
We discuss various improvements to the HT estimator, which are inspired by the survey
sampling literature, that aim to reduce the variance at the cost of a mild bias.
New Designs We consider new designs for estimating causal effects when there is treat-
ment interference. There are two key considerations when thinking about new designs. The
first consideration is that the optimality of a design may depend on the estimand: A design
that is considered optimal for estimating the direct effect may be far from optimal for es-
timating the total effect. The second consideration is that the optimal design may need to
depend on the interference graph and the exposure model. Classical designs such as CRD
and Bernoulli designs are oblivious to the interference graph and the exposure model. They
can generate units with potential outcomes that are nuisance when estimating the direct and
the total effect.
To this end, we discuss two designs, one old and one new for estimating the direct
and the total effect under the symmetric exposure model, when the interference graph is
known. For estimating the direct effect, we develop a new design inspired by the concept
of an independent set in graph theory. The independent set design attempts to maximize
the number of units that reveal the relevant potential outcomes required for estimating the
direct treatment effect. For estimating the total effect, we consider the cluster randomized
design discussed in Ugander et al. (2013).
Optimality of Estimation Strategies. We evaluate several estimation strategies for es-
timating the total and the direct effect using simulation studies. The key lessons of the
simulation studies can be summarized as follows: The bias of the difference of means estima-
tor in estimating the direct effect depends on the unknown interference effects. Estimation
strategies that are unbiased for one estimand may be severly biased for a different estimand.
For e.g. we find that the Independent set designs along with any estimator is approximately
unbiased for the direct effect and has superior performance in terms of mean squared error
when compared with other designs. On the other hand, the cluster randomized design along
with any estimator is approximately unbiased for estimating the total effect. Moreover, the
Horvitz-Thompson estimator has the worst performance in terms of mean-squared error -
even the biased naive difference-in-means estimator is beats it.
2It remains an open question to find estimation strategies that can be simultaneously optimal for a large
class of estimands.
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3 Revisiting the Potential Outcomes framework under
arbitrary treatment interference
In this section, we revisit the definition of potential outcomes when there is arbitrary treat-
ment interference. We develop a framework for specifying models for potential outcomes
under interference. Such models are necessary when there is treatment-interference. We
consider two classes of causal effects and study the conditions under which unbiased estima-
tors exist for estimating causal effects.
3.1 Potential Outcomes under arbitrary interference
Consider a finite population of n units indexed by the set {1, . . . , n} and a binary treatment
zi ∈ {0, 1} for each unit i. Let z = (z1, . . . , zn) denote the vector of treatment assignments.
Let Ω be the set of relevant treatment assignments and let |Ω| = m. In general, Ω = {0, 1}n
and m = 2n.
Under arbitrary treatment interference, let Yi(z) be the fixed potential outcome of unit
i under the treatment assignment vector z. The potential outcome of a unit i can also be
considered as a function from the set of possible treatment assignments Ω to R. For example,
in case of a binary outcome, Yi(z) : Ω→ {0, 1}. Under this notation, the potential outcome
of unit i depends on the treatment assignment of all units under the study. Thus, there are a
total of n×m potential outcomes, which can be assembled in the form of an n×m table, as
shown in Table 2. The rows in Table 2 correspond to the units and the columns correspond
to the treatment assignments; the (i, j)th entry corresponds to the potential outcome of unit
i under treatment represented by column j. This table is referred to as the Table of Science
and denoted by T.
Remark 1. We have made an implicit assumption of no hidden versions of a treatment
which appears as the second part of the SUTVA, see section 3.5 for more details.
Causal effects are defined as functions of the entries of Table of Science. In particular,
Causal effects can be defined as contrasts between functions of potential outcomes under
two distinct treatment assignments. For example, let z0 and z1 be two distinct treatment
allocations in Ω, i.e., z0 6= z1, then an example of a causal effect is
1
n
(∑
i
Yi(z1)−
∑
i
Yi(z0)
)
.
In Section 3.3 we consider two different classes of estimands or causal effects. The funda-
mental problem of Causal Inference is that the table of science is unknown and only one
entry of Table 2 can be observed.
More specifically, let Z = (Z1, . . . , Zn) denote the random vector of treatment assignments
and p(Z = z) be a probability distribution defined over the set of all possible treatment
assignments Ω. p(Z) is called the treatment assignment mechanism or a design. In many
cases, we can also restrict ourselves to Ωp = {z : p(Z = z) > 0}, the support of the treatment
assignment mechanism. Under a random treatment assignment p(Z), without any further
assumptions, only one random entry of each row of Table 2 can be observed, i.e. for each unit
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Table 2: Table of Science
Treatment
Units 1 2 . . . j . . . m
1 Y1(z1) Y1(z2) . . . Y1(zj) . . . Y1(zm)
...
...
...
. . .
...
. . .
...
i Yi(z1) Yi(z2) . . . Yi(zj) . . . Yi(zm)
...
...
...
. . .
...
. . .
...
n Yn(z1) Yn(z2) . . . Yn(zj) . . . Yn(zm)
i, only one of it’s potential outcome can be observed. For example, if the realized treatment
Z corresponds to column j, then only column j is observed. Since causal effects are defined
as contrasts between two different treatment assignments, they cannot be estimated if only
one column is observed.
Proposition 3.1. Causal effects are unidentifiable without any assumptions on the potential
outcome functions Yi(z).
Proof. Since there are no further assumptions on the potential outcomes, only one entry of
the table of science is observable due to the fundamental problem of causal inference. As
causal effects are defined as contrasts between two distinct treatment assignments, they are
unidentifiable as only one entry of the Table 2 is observed.
Proposition 3.1 is a simple observation but has profound consequences. It implies that
Causal Inference is impossible without further assumptions on the potential outcomes. Hence
we are forced to make modeling choices to make progress. Indeed the bulk of Causal Inference
since past 40 years has been centered around the no-treatment interference assumption, which
is embedded in SUTVA assumption. One can consider the no-interference assumption as a
very specific model on the potential outcomes. Under SUTVA, Yi(z) = Yi(zi) and Table
2 reduces to an n × 2 table. Thus, the question is not “why a model”, but rather “which
model”? We discuss a series of modeling assumptions on potential outcomes that allow
tractable causal inference.
3.2 Modeling Potential Outcomes under Network Interference
In this section, we describe models for potential outcomes when there is arbitrary interference
due to treatment. As we saw in the previous section, when there is arbitrary interference,
modeling potential outcomes becomes necessary without which Causal Inference is impossi-
ble. Our framework makes these modeling choices easy to specify and transparent to present.
This framework unifies existing models for potential outcomes under treatment interference -
many existing models can be instantiated as special cases of our framework. We also develop
a linear decomposition of potential outcomes that is useful for interpreting causal effects and
studying estimators.
Models of potential outcomes are specified by specifying three different components: an
interference neighborhood, an exposure model and a structural model. These components are
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hierarchical in nature. Each of these components build upon the other, and they need to
be defined in this order. For example, to define an exposure model, we need to define the
interference neighborhood, and so on. We give an informal description of these components
before moving to the formal definitions.
The interference neighborhood, denoted by Ni, defines the set of units whose treatment
assignment can potentially influence unit i’s outcomes. Any unit outside the interference
neighborhood cannot influence i’s potential outcomes. For example, in educational studies,
Ni can be the school that unit i belongs to. Any unit outside unit i’s school does not effect
the outcome of unit i. In this example, interference neighborhoods can be partitioned into
non-overlapping sets. In more general settings, e.g. in the context of social networks or
vaccination studies, the interference neighborhoods of units may overlap with each other
and can be more complex. Next, the exposure model defines what it means for a unit to
be exposed and defines the set of relevant exposure conditions of a unit i. For example,
a unit i may be said to be exposed to the treatment if all the units in it’s interference
neighborhood are treated, or if a fraction of them are treated and so on. The exposure level
of a unit need not be a binary variable, but a continuous quantity. For example, it could
be the case that there is a gradual increase in exposure, i.e. as more and more units in i’s
interference neighborhood get treated, i gets “more” exposed. Finally, a structural model
defines or imposes structural constraints on different potential outcomes of each unit i. One
can think of structural models as a way to specify null hypothesis of interests on individual
level potential outcomes. For example, a linear model specifies that the potential outcomes
are linearly related to the treatment and the exposure conditions. We will discuss these three
components in more detail and give their formal definitions along with several examples.
3.2.1 Interference Neighborhood
The interference neighborhood or neighborhood of a unit i (not to be confused with the
neighborhood of a node in a graph) is denoted by Ni ⊂ [n]\{i} and is defined as the set of
units whose treatment status may effect the outcome of unit i. Let zNi denote the vector z
sub-setted by the indices in Ni. Let z and z
′ be two distinct potential outcomes. Then given
a choice of the interference neighborhood for each unit i, we make the following assumption:
Yi(z) = Yi(z
′) iff zNi = z
′
Ni
(5)
This allows us to write down the potential outcome of each unit i in the following manner:
Yi(z) = Y (zi, zNi), (6)
where zi denotes the treatment assigned to unit i and zNi denotes the vector of treatment
assigned to units in the interference neighborhood of unit i.
Remark 2. Note that the interference neighborhood of each unit can be different and hence
zNi can be of different length. Moreover, a unit i may be in unit j’s interference neighborhood,
but j may not be in i’s neighborhood. Finally, Interference neighborhoods of two units may
overlap, they may be disjoint or they can also be the same.
We will now consider two simple, but extreme examples of interference neighborhoods.
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1. No treatment interference: Ni = ∅ for each unit i
2. Complete interference: Ni = [n]/{i}
The simplest example is the setting of no treatment interference, which amounts to saying
that the outcome of unit i does not depend on the treatment of any other unit. At the other
extreme is complete interference, where the treatment of every unit can effect the outcome of
unit i. The first example reduces to the classical SUTVA setting, and in the second example,
there is no causal inference possible, unless we make additional assumptions (specified by an
exposure model and/or a structural model to be defined below). The most interesting cases
are when we can consider interference neighborhoods that lie in between no-interference and
complete-interference. To model these intermediate cases, it turns out to be convenient to
define interference neighborhoods using a graph.
Graph Induced Interference Neighborhoods A convenient way to specify the inter-
ference neighborhood of a unit i is by the means of an interference graph. Let G be a fixed,
known graph on n nodes with V as its vertex set and E as its edge set. The introduction
of an interference graph allows us to introduce additional structure into the nature of inter-
ference. Note that in general, G can be asymmetric and even weighted. For simplicity of
notation, we will assume for the rest of the paper that G is symmetric and un-weighted, i.e.
if gij denotes the edge from unit i to unit j, we will assume gij = gji. All these ideas apply
to an asymmetric weighted graph with additional notation.
We now consider a few examples of graph induced interference neighborhood:
1. 1 hops interference: Ni = {j ∈ V : gij = 1}
2. 2 hops interference: Ni = {j ∈ V : ∃k such that gik = 1 and gkj = 1}
3. k hops interference: Ni = {j ∈ V : ∃ a path of length at most k connecting i and j in G}
Remark 3. The interference graph is an abstract representation of the interference that may
exist in the real world setting. In general G may not be observable, random or may not even
be well defined. How does one choose G? This is an important question and beyond the scope
of this paper. But we will give some remarks. In many cases, G may be clear from the study.
For example, consider the setting of partial interference. In this setting, the n units can be
partitioned into m disjoint groups K1, . . . , Km. Interference may happen within the groups
but not between the groups, see for e.g. Sobel (2006) or Hudgens and Halloran (2008). The
interference graph in this case consists of a collection of m disjoint cliques. In many other
settings, one may observe a social graph which can serve as a good approximation for G, (e.g.
Facebook). It may also be the case that we observe a network but posit that the interference
may happen only along stronger social ties, for e.g. frequently contacted friends, as opposed
to all friends in a social network. In such cases, the interference graph G may be an induced
subgraph of the social graph. One may also consider G as random and posit a distribution
over G. This leads to additional complexities that are beyond the scope of this paper.
For the remainder of the paper, we will assume that the interference neighborhood Ni
for each unit i is defined through a fixed graph G on n units.
12
3.2.2 Exposure Models
After defining the interference neighborhood, there are two modeling choices remaining for
specifying potential outcomes and for making causal inference tractable (i.e. to ensure that
the table of science as shown in Table 2 not too wide) - the so called exposure model and
the structural model. The exposure model specifies how the treatment status of units in ZNi
effect the outcome of i. It defines the relevant levels of exposure and how the treatment
levels of the interference neighborhood get mapped to these levels.
Formally, the exposure model is specified by an exposure function f that maps zNi to a
range Ei. The range of f specifies the relevant exposure levels and the mapping f specifies
how the treatment patterns of zNi map to different exposure levels. To this end, let us
assume that the potential outcome function Yi(zi, zNi) depends on zNi through a function
f : {zNi} → Ei.
Let ni = |Ni| be the number of units in the interference neighborhood of i. The domain
of f is the set of all possible treatment assignments of the neighborhood of a unit i. The
domain of f has at most 2ni elements and is finite. Hence the range of f is also finite. This
is because for each treatment assignment zNi , f can map to at most one exposure level. Let
Ki = |Ei| denote the size of the range. Thus, for every unit i, there are Ki different levels of
exposure. Without loss of generality, we can write the range of f as Ei = {0, 1, . . . , Ki − 1}.
Given an exposure function f , let ei = f(zNi) ∈ Ei. Thus we can write the potential
outcome function for each unit i as
Yi(z) = Yi(zi, zNi) = Yi(zi, f(zNi)) = Yi(zi, ei) (7)
and ei takes values in {0, 1, . . . , Ki − 1}.
To specify an exposure model, one must specify the function f and the levels of exposure
{0, 1, . . . Ki− 1}. The total number of exposure patterns Ki depends on the choice of f and
zNi . When f is a one to one mapping, there are a total of 2
ni levels of exposure for each
unit i. Clearly, an f that is onto reduces the number of exposure levels and hence the total
number of possible potential outcomes.
In the most general case, one can set Ni = z−i and f to be a one to one function. In this
case, Ki = 2
n−1 and there is no reduction in the number of potential outcomes. On the other
extreme, when Ni = ∅, we are in the setting of no interference. Intermediate cases are more
interesting and can be defined by a network interference graph G. To ensure identifiability
we need maxiKi < 2
n−1.
Remark 4. Note that ei is a way of indexing the Ki different types of possible exposure
patterns or levels and the symbols 0, 1, . . . , Ki − 1 denote these exposure patterns as defined
by the function f . The interpretation of the symbols is a choice of the definition of f . For
example, statements such as “a unit is exposed if 10% of it’s neighbors are treated” can be
the modeled by mapping {0, . . . , Ki − 1} to the appropriate fractions.
We will define two special symbols for two commonly used values of the exposure patterns:
ei = 0 is called no exposure and ei = 1 is full exposure. The exposure function f also specifies
what it means for a unit to be fully exposed and not exposed. We give two examples:
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1. ei = 0, when all elements of zNi are 0 and ei = 1 when all elements are 1.
2. ei = 0 when all elements of zNi are 0 and ei = 1 when at least one element is 1.
Remark 5. A possible exposure function is one that maps ZNi to the number of units in
Ni that are treated. One subtle issue with choosing such an exposure function is that the
levels of exposure function depends on the maximum degree in the graph G. If G is not a
regular graph, i.e. the degree of each node is different, then the exposure levels of each unit
is different, which may not be desirable depending on the application. These are subtle issues
that need to be resolved and are out of the scope of our paper.
Let us consider a few examples of exposure functions:
1. Symmetric Exposure: f(zNi) is symmetric in the indices of zNi
2. Linear and Additive Exposure: f(zNi) =
∑
j∈Ni hj(zj)
3. Linear Exposure: f(zNi) =
∑
j∈Ni z.
It is also possible to define more complex exposure functions. For example, consider a
setting when the interference neighborhood is specified through a graph G. The interference
neighborhood of unit i is the set of units in G that have a connected by a path of size 2
to i, i.e. through friends and friends of friends of unit i. The exposure function f can
be parametric that allows the potential outcomes to depend on ZNi through a weighted
combination of the number of treated friends in G and the number of treated friends of
treated friends.
Remark 6. Note that we have made an assumption that the exposure function f is inde-
pendent of the unit i, i.e. we do not allow f to depend on i. For example, we do not allow
exposure functions where unit i’s exposure depends on the number of treated friends and unit
j’s exposure depends on both the number of treated friends and the number of treated friends
of friends. However, the range of f may depend on i.
3.2.3 Structural Models
Parametrization of Potential Outcomes under Neighborhood Interference Be-
fore defining a structural model, it is convenient to introduce a parametrization or a linear
decomposition of potential outcomes into direct and indirect effects. This parametrized form
of potential outcomes allows one to define and focus on various treatment effects of inter-
ests. We present one such parameterization. When Ni is the interference neighborhood and
ei = f(zNi) is the exposure model, every unit i has 2Ki potential outcomes, that can be
parametrized by 2Ki parameters, as given in Proposition 3.2.
Proposition 3.2. For each unit i, let ei = f(zNi) where Ni is the interference neighborhood.
The potential outcomes can be parametrized as
Yi(z) = Ai(zi) +Bi(ei) + ziCi(ei) (8)
where ei = f(zNi) ∈ {0, . . . , Ki − 1}, and Bi(0) = Ci(0) = 0.
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Remark 7. Equation 8 resembles a linear model for Potential Outcomes. However, it is not
a linear model in the usual sense of linear regression. Unlike regression, which is a model
of conditional expectation, there are no random variables. Moreover, the parameters are not
linear, and they depend on i.
This parametrization has a nice interpretation: The Ai parameters represent the direct
treatment effects or the part of the Potential outcome that depends only on a unit i’s
treatment. The Bi and Ci parameters represent the indirect or interference effects, i.e.
the part of the potential outcome that depends on the exposure level. In particular, the
Bi parameters represent the additive interference effect and the Ci parameters represent the
interaction between the additive interference and the direct treatment effects, see also section
3.3. Given this linear parametrization, we are now ready to specify structural models.
Structural Model Up to this point, we have made no assumptions on how the potential
outcomes relate to each other, we have only focused on reducing the number of potential
outcomes. However, in some cases, we may also make additional modeling assumptions on
how one potential outcome relates to another. Sometimes these assumptions serve as null
hypothesis for treatment effects. These are called structural modeling assumptions as they
impose a structure on different potential outcomes. Given the parameterization in equation
8, structural assumptions can be regarded as restrictions on the parameters of the potential
outcomes. Without any structural assumptions, the parameterizations are functionally inde-
pendent of each other. Structural assumptions make the parameters functionally dependent.
Examples include, linear models, additive models and so on. Some examples of structural
assumptions are stated below:
1. Additivity : Ci(ei) = 0∀ei ∈ {1, . . . , Ki − 1}.
2. Constant effects: Ai(zi) = A(zi), Bi(ei) = B(ei) and Ci(ei) = C(ei).
3. Linear Effects: Bi(ei) = biei
4. Constant Additive Effects Ai(zi) = A(zi) and Ci(ei) = 0.
5. Sharp Null: Ai(1)− Ai(0) = β∀i.
Remark 8. The interference neighborhood reduces the number of potential outcomes for
each unit i from 2n to 2ni. An exposure model of the Potential Outcomes further reduces the
number of potential outcomes for each unit i from 2ni to a tractable number Ki. On the other
hand, a structural model of the Potential Outcomes specifies a relationship between the Ki
different potential outcomes by imposing constraints on the parameters.
3.2.4 Some models of Potential Outcomes under interference
Different choices of the interference neighborhood, the exposure function and the structural
model lead to different models for the potential outcomes. In this section, we present specific
choices that give rise to some models used in the paper. These examples illustrate how one
can use the framework to reduce the number of potential outcomes and model them. We
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start with the parametrized model of potential outcomes modeled using the interference
neighborhood Ni and the exposure function ei = f(zNi):
Yi(zi, ei) = Ai(zi) +Bi(ei) + ziCi(ei) = αi + βizi +Bi(ei) + ziCi(ei) (9)
where Ai(0) = αi and Ai(1) = αi + βi.
Symmetric Exposure Models
Model 1: Symmetric Exposure Let Ni denote the neighborhood of a unit i as specified
by the interference graph G, i.e.
Ni = {j : gij = 1}
Next, let f(zNi) =
∑
j∈Ni zj, then we get the following model:
Yi(zi, ei) = αi + βizi +Bi(ei) + ziCi(ei) (10)
where ei =
∑
j gijzj ∈ {0, 1, . . . , di} and di is the degree of unit i in the interference graph
G. Under this model, each unit has 2(di + 1) potential outcomes.
Starting with equation 9, we can make additional structural assumptions to get simpler
models for the potential outcomes. We give two examples below.
Model 2: Symmetric Linear exposure In Model 1, Let B(ei) = γiei and Ci(ei) = θiei
Yi(zi, ei) = αi + βizi +Bi(ei) + ziCi(ei)
= αi + βizi + γiei + θiziei
= αi + βizi + γi
(∑
j
gijzj
)
+ θizi
(∑
j
gijzj
)
(11)
Model 3: Symmetric Additive Linear exposure In Model 2, Let θi = 0
Yi(zi, ei) = αi + βizi + γiei
= αi + βizi + γi
(∑
j
gijzj
)
(12)
Binary Exposure Models The binary exposure model is te simplest exposure model that
weakens the no-interference assumption. In these models, the range of the exposure function
is always {0, 1}, where 0 is interpreted as not exposed and 1 is interpreted as exposed. The
definition of f specifies which treatment levels get mapped to 0 or 1 and is chosen based
on the application. In the binary exposure model, each unit has 4 potential outcomes, in
contrast to 2 potential outcomes per unit in the SUTVA case. The binary exposure model
is the simplest possible model of potential outcomes when there is interference. We present
below a simple but natural choice of such a binary exposure function where a unit is said to
be exposed if at least one of it’s neighbor is treated.
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Model 4: Binary exposure Let Ni be
Ni = {j : gij = 1}.
Let f(zNi) = 0 if all elements of ZNi are 0 and 1 if at least one element of ZNi is 1. This
gives us the so called two by two potential outcomes model or the binary exposure model:
Yi(zi, ei) = αi + βizi + γiei + θiziei (13)
where ei = I
(∑
i gijzj > 0
) ∈ {0, 1} and zi ∈ {0, 1}.
As in the previous case, one can impose structural assumptions on the binary exposure
model to generate simpler models.
Model 5: Additive Binary exposure Let θi = 0 in model 4, then we get the additive
two by two model of potential outcomes
Yi(zi, ei) = αi + βizi + γiei (14)
3.3 Defining Causal Effects under Network Interference
Given an interference neighborhood G and a corresponding exposure function f(zNi), causal
effects or estimands are defined as contrasts between potential outcomes under distinct treat-
ment and exposure assignments. Under interference, there are many non-equivalent ways
of defining causal effects. The definition of the estimand depends on the question one is
interested in answering. It is important to note that the estimands are defined only using
the table of science, and they do not depend on the actual treatment assignment mechanism
used to estimate them.
For a given exposure function f(·), each unit i has 2Ki distinct potential outcomes
denoted by Yi(zi, ei) where zi ∈ {0, 1} and ei ∈ {0, . . . , Ki − 1}. These potential outcomes
can be assembled in the form of a n×m Table of Science as before. The number of columns
of the Table of Science in Table 2 reduce from 2n to 2 · (∑ni=1Ki) columns where Ki is the
number of exposure levels for each unit i. The columns of the table of science now correspond
to the relevant treatment and exposure conditions (zi, ei) as specified by f . For instance,
under the binary exposure model, the table of science has 4 columns and n rows. This is the
simplest setting of a Table of Science that relaxes the no-treatment interference assumption.
Causal effects are functions of at least two columns of T.
Before we define causal effects, we need some additional notation. A fixed treatment
assigned vector z gets mapped to different treatment and exposure combination (zi, ei) for
each unit i. Moreover, different treatment assignment vectors can get mapped to the same
treatment and exposure combination. Formally, let z0 and e0 denote a generic treatment
and exposure condition. Let
Ωi(z0, e0) = {z ∈ Ω : zi = z0, f(zNi) = e0}
be the set of all treatment assignment vectors that give rise to treatment z0 and exposure e0
for a unit i.
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We will consider two classes of estimands: marginal and average causal effects: The
marginal effects are defined as contrasts between two different randomized treatment policies.
The average effects are a contrast between two different types of potential outcomes. In some
cases, both definitions can lead to the same estimand, but it is not true in general.
Marginal Effects Let us first consider the marginal effects that are defined as contrasts
between two randomized treatment assignment mechanisms. We will refer to such treatment
assignments as policies to distinguish them from the actual treatment assignment mechanism
used in the experiment. For instance, a policy can be to treat randomly chosen 10% of the
units in the population, or to treat 5% of the units in the population and so on. Let φ and
ψ be two policies, i.e. φ(Z) and ψ(Z) are two distributions over Z. Similar to Hudgens
and Halloran (2008), we define conditional and marginal potential outcomes of a unit i as
expectations of potential outcomes under a treatment policy. Let Ei denote the random
exposure condition of unit i.
Definition 1 (Conditional and Marginal Potential Outcomes).
Y¯i(zi;φ) = Eφ [Yi(Zi, Ei)|Zi = zi] =
∑
ei
Yi(zi, ei)φ(Ei = ei|Zi = zi)
Y¯i(φ) = Eφ [Yi(Zi, Ei)] =
∑
ei,zi
Yi(zi, ei)φ(Zi = zi, Ei = ei)
Here φ(Zi = z, Ei = e) =
∑
z∈Ωi(z,e) φ(Z = z) and Ωi(z, e) = {z ∈ Ω : zi = z, ei = e}.
Given the conditional and marginal potential outcomes, various causal effects can be defined
as follows:
θ(φ) =
1
n
n∑
i=1
Y¯i(1;φ)− Y¯i(0;φ)
θ(φ;ψ) =
1
n
n∑
i=1
Y¯i(φ)− Y¯i(ψ)
θ(φ;ψ, z) =
1
n
n∑
i=1
Y¯i(zi = z;φ)− Y¯i(zi = z;ψ)
One can define total, direct and indirect causal effects using these definitions, and consider
various decompositions among them.
Average Causal Effects An alternate way to define causal effects is to consider contrasts
between two fixed types of potential outcomes. Let us consider a generic causal estimand
β defined as a contrast between two different treatment and exposure combinations: τ1 =
(z1, e1) and τ0 = (z0, e0):
β =
1
n
n∑
i=1
(Yi(z1, e1)− Yi(z0, e0)) (15)
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The most popular average causal effects are the Average treatment effects and the Aver-
age interference effects. We will consider two types of average treatment effects: the direct
treatment effect (DTE) and the total treatment effect (TTE) that are defined below. Re-
call that the exposure levels ei = 0 and ei = 1 are special values defined to represent the
situations when a unit is not exposed or exposed respectively. Direct effects are defined as
contrasts between the conditions τ1 = (1, 0) and τ0 = (0, 0), i.e. when a unit is treated and
not exposed vs when a unit is neither treated nor exposed.
Definition 2 (Direct Treatment Effect).
DTE = βDE =
∑
i Yi(1, 0)
n
−
∑
i Yi(0, 0)
n
Similarly, one can consider the total treatment that is a contrast between τ1 = (1, 1) and
τ0 = (0, 0) when a unit is treated and exposed vs when a unit is neither treated nor exposed.
Definition 3 (Total Treatment Effect).
TTE = βTE =
∑
i Yi(1, 1)
n
−
∑
i Yi(0, 0)
n
Similarly, one can also define average estimands that measure interference effects:
Definition 4 (Average Interference Effects).
γ1 =
∑
i Yi(0, 1)
n
−
∑
i Yi(0, 0)
n
γ2 =
∑
i Yi(1, 1)
n
−
∑
i Yi(1, 0)
n
Relation between the estimands As we saw, there are two ways to define causal effects.
The marginal effects defined as a contrast between expectations of the potential outcomes
under two different randomization policies, and the average effects defined as a contrast
between averages of potential outcomes. These two definitions are non-equivalent in general.
However, under SUTVA, the marginal effects and the average effects reduce to the classical
ATE, as the following proposition shows:
Proposition 3.3. Assume that Yi(z) = Yi(zi). Then we have βDE = βTE = θ(φ) = β where
β = 1
n
∑n
i=1 (Yi(1)− Yi(0)) .
Remark 9. Under the no interference assumption, the direct and the total effect reduce to
the “usual” classical version of ATE. Moreover, the average interference effects are 0 under
no-interference. But under interference, the direct and the total effects are different, and the
average interference effects are not 0. For example, consider the following linear model of
the potential outcomes:
Yi(z) = αi + βizi + γi
(∑
j
gijzj
)
+ δizi
(∑
j
gijzj
)
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Let β = (1/n)
∑
i βi). Under this model, DTE = β and TTE = β +
1
n
∑n
i=1 (γi + δi)di.
where di =
∑
j gijzj is the number of treated neighbors of unit i in G. However, if γi = 0
and δi = 0, then DTE = TTE. Hence we have the following proposition:
Proposition 3.4. Consider the linear additive symmetric exposure model of Potential Out-
comes given by equation 12, and let βi = β, γi = γ and δi = δ ∀i and d¯ = 1n
∑
i di. We have
DTE = β, TTE = β + (γ + δ)d¯, γ1 = γd¯, and γ2 = (δ + γ)d¯.
Note that one can obtain TTE as a special case of θ(φ, ψ), but this is not the case for
DTE.
Proposition 3.5. Consider the following two degenerate policies φ0 and φ1
φ1(Z = z) =
{
1 if z = 1
0 otherwise
φ0(Z = z) =
{
1 if z = 0
0 otherwise
Then θ(φ1, φ0) = TTE.
Obtaining DTE as a special case of θ is not possible. This is because there is no single
policy (degenerate or non-degenerate) that allows us to estimate
∑
i Yi(1, 0). We need to
define n different degenerate policies, ψi(Z) where
ψi(Z) = 1 if z ∈ Ωi(1, 0), 0 otherwise
then
DTE =
1
n
∑
i
Eψi [Yi(zi, ei)]− Eψ0 [Yi(zi, ei)]
A similar analysis can be done for the interference effects γ1 and γ2.
Definition 5 (Irrelevant or nuisance potential outcomes). Let a causal estimand be a func-
tion of {Yi(zj, ej)}Jj=1. We will call such potential outcomes as relevant. Potential outcomes
that are not relevant are nuisance or irrelevant potential outcomes.
For instance, consider the average causal estimands defined as contrasts between fixed
potential outcomes, i.e. the direct treatment effect and the total treatment effect. If we
make no structural assumptions, then each causal effect is a function of only two columns
in the Table of science, and the other columns are irrelevant. For e.g. potential outcomes of
the form Yi(1, ei), ei 6= 0 are not relevant for estimating DTE, since DTE is a function of
only Yi(1, 0) and Yi(0, 0). In this sense, if the goal is to only estimate DTE, then designs
that generate other potential outcomes are wasteful.
Similarly, consider the marginal causal effects defined as contrast between expected po-
tential outcomes under different policies. All the potential outcomes that have positive
probability under the policy are relevant. On the other hand, potential outcomes that have
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0 probability under the policy are nuisance. If support of the policy is Ω, the causal effect is
a function of the entire table of science and all potential outcomes are relevant.
As we will see in Section 4, average causal effects like the DTE and TTE are more difficult
to estimate, and the nuisance potential outcomes form a source of bias when using difference-
in-means estimators. We need new designs along with Horvitz-Thompson estimators for
unbiased estimation of average estimands. On the other hand, it is simpler to estimate
marginal estimands as long as the actual randomization follows the policies of interest. One
can use difference of means estimators to estimate marginal estimands.
3.4 Designs, Estimators and Strategies
We will now consider the problem of estimation of causal effects and the existence of estima-
tors. Our focus will be on randomization based inference where the potential outcomes are
considered to be fixed and the only source of randomness is due to the random assignment
of treatment vector z. Under this setting, a random assignment Z is sampled according to
p(Z) and the units are assigned to the treatment Z. The outcome observed for each unit i
is denoted by Y obsi .
Consider an interference and exposure model of potential outcomes specified by a graph
G and an exposure function f . Let θ be a generic causal estimand defined as a function of
T(G, f).
Definition 6 (Design). A design p(Z|G, f) is a probability distribution supported over Ω,
the set of all possible treatment assignments for n units.
In general, the design may depend on the interference graph G and the exposure function
f . We will suppress the dependence on G and f for simplicity. Designs that do not depend
on the interference graph G are called network-oblivious designs. Such designs are preferred
in the case when G is unknown, however, these designs may not be optimal.
Given a realization z of a design p(Z), let Y obs(T, z) be the set of observed potential
outcomes, where T is the Table of Science.
Definition 7 (Estimator). An estimator θˆ for θ is a function of the observed potential
outcomes Y obs(T, z).
We are now ready to define an estimation strategy. An estimation strategy for estimating
a causal effect is a combination of a design and an estimator to be used with that design.
Definition 8 (Estimation Strategy). An estimation strategy or simply, a strategy for esti-
mating θ is a pair (p(Z), θˆ).
Estimation strategies are evaluated based on their properties such as unbiasedness and
variance. An estimation strategy is said to be unbiased for estimating θ if
Ep(Z)[θˆ] = θ.
An estimator is said to be unbiased for θ if it is unbiased for any design p(Z). For a given θ,
one goal is to construct strategies that are so called uniformly minimum variance unbiased
(UMVU), see for e.g. Sa¨rndal et al. (2003). It is well known that such strategies don’t exist,
even with the no-interference assumption. We will focus only on the unbiasedness properties
of an estimation strategy.
21
3.5 Existence of estimators
We will now consider the assumption to ensure causal estimates are identified. We first
start with the classic SUTVA assumption and present it’s counterpart when there is treat-
ment interference. When there is no interference, Stable Unit Treatment Value Assumption
(SUTVA) has two parts:
1. No Interference: The potential outcome of unit i depends only on the treatment of
unit i.
2. Consistency or Stability: There are no hidden versions of the treatment.
The first part of SUTVA says that the potential outcome of a unit i depends only on
its treatment assignment. The second part says that there are no hidden versions of the
treatment. Put in a different way, the stability assumption states that there is only one
column corresponding to a treatment in the table of science. Under interference, we consider
both these parts of SUTVA separately. The first part of SUTVA is relaxed to neighborhood
interference by considering models of potential outcomes, and the second part of SUTVA is
modified to the “no hidden versions of treatment and exposure assumption”.
Neighborhood Interference The neighborhood interference assumption states that the
potential outcome of unit i depends on its treatment and the treatment status of it’s inter-
ference neighborhood Ni as specified by the exposure models, i.e.
Yi(z) = Yi(zi, zNi) = Yi(zi, ei)
where ei = f(zNi) and f is the exposure model.
Consistency or Stability The consistency assumption states that the observed outcome
of a unit i is exactly equal to the unit’s potential outcome under the assigned treatment and
exposure combination, that is, there are no hidden versions of the treatment and exposure
combination.
Y obsi =
∑
i
Yi(zi, ei)I(Zi = zi, Ei = ei) (16)
Unconfoundedness Unconfoundedness assumption states that the treatment assignment
mechanism p(Z) does not depend on the potential outcomes Yi(zi, ei).
Positivity To state the positivity assumption, we need some preliminary definitions. Re-
call that ei = f(zNi). Let z0 and e0 denote a generic treatment and exposure condition.
Recall that
Ωi(z0, e0) = {z ∈ Ω : zi = z0, f(zNi) = e0}
is the set of all treatment vectors that give rise to z0 and e0 for unit i.
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Definition 9 (Propensity Scores). The propensity score for each unit i for treatment and
exposure pair (z0, e0) denoted by pii(z0, e0) is defined as follows:
pii(z0, e0) =
∑
z∈Ωi(z0,e0)
P (Z = z) (17)
Let the causal estimand be a function of {Yi(zj, ej)}Jj=1. We will call such potential
outcomes relevant. Potential outcomes that are not relevant are nuisance. Then we need
0 < pii(z = z
j, e = ej) < 1∀i, j (18)
The positivity assumption implies that there is a positive probability of observing the relevant
potential outcomes for each unit.
Example 1. For example, DTE is a function of Yi(0, 0) and Yi(1, 0). Hence the positivity
condition requires that
0 < pii(z = 1, e = 0), pii(z = 0, e = 0) < 1∀i (19)
If the positivity condition is not satisfied, the relevant potential outcomes are not observ-
able and causal inference is not possible. In particular,
Theorem 3.1. Let p(Z) be any design and let {Yi(zj, ej)}Jj=1 be the set of relevant poten-
tial outcomes for any estimand θ. Without any structural assumptions on the Potential
Outcomes, unbiased estimators of θ under a design p(Z) exist iff
0 < pii(z = z
j, e = ej) < 1∀i = 1, . . . , n and j = 1, . . . , J
Example 2. The positivity assumption depends not only on the design, but also on the
interference graph and the exposure model. Consider an interference graph G with a linear
exposure model. If there is a unit j with degree n− 1, then either pij(0, 0) = 0 or pii(1, 0) = 0
for all i. This is because the only way Yj(0, 0) can be observed if all units are assigned to
control, i.e. Z = 0. However, under this assignment, Yi(1, 0) is unobservable for any i. That
is when degree is n − 1, it is impossible to observe both Yi(1, 0) and Yi(0, 0). A solution is
to allow for biased estimators or to exclude nodes with degree n − 1 from the definition of
causal effect. Note that in practice, such networks may be rare.
3.6 Commonly used designs and estimators
In this section we will consider some classical designs and estimators that are used for esti-
mating causal effects. We will start by considering three classic designs used for estimating
causal effects; these designs are commonly used when there is no treatment interference.
Since these designs no not depend on the interference graph G and the exposure function,
they are network-oblivious. We will examine the applicability of these designs in estimating
causal effects when there is interference.
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Completely Randomized Design In a Completely Randomized Design (CRD), the
treatment is assigned by fixing the number of treated and control units to nt and nc such
that nt + nc = n, and choosing nt random units without replacement to be assigned to
treatment, the rest of the units are assigned to control. The probability distribution p(Z) is
hyper-geometric:
p(Z = z)
 =
1
( nnt)
if |z| = nt
= 0 o.w
Note that the entries of Z are correlated.
Bernoulli Randomization In a Bernoulli trial, each unit is assigned to treatment inde-
pendently with probability p. The total number of treated and control units are random.
The probability distribution of a Bernoulli trial is:
p(Z = z) = p|z|(1− p)n−|z|
In the Bernoulli trial, there is a positive probability that all units get assigned to either
the treatment or control, violating the positivity assumption. A simple way to avoid this
is to consider a restricted Bernoulli trial. Under a restricted Bernoulli trial, the number of
treated unit and control units is always at least 1. The probability distribution of a restricted
Bernoulli trial is:
p(Z = z) =
{
p
|z|
(1−p)n−|z|
1−pn−(1−p)n if 0 < |z| < n
0 otherwise
Cluster Randomization In a cluster randomized design, units are grouped to form clus-
ters and these clusters are randomly assigned to the treatment or control condition, i.e. the
randomization happens at the cluster level. The treatment status of a unit is equal to the
treatment assigned to it’s cluster.
Formally, let the n units be partitioned into k = 1, . . . , K clusters. Let n1, . . . , nK be the
number of units in each cluster where n =
∑K
i=1 nk. Note that the nk’s are fixed. Let zk
denote the treatment assignment of cluster k and let ci denote the cluster that unit i belongs
to. Thus we have zi = zci . The random assignment of clusters to treatment or control is
done by a completely randomized design. Let Kt and Kc denote the number of treated and
control clusters respectively. Let nt be the total number of treated nodes and nc be the total
number of control nodes. Note that nt =
∑
k nkzk and nc =
∑
k nk(1− zk) and hence nt and
nc are random.
Remark 10. One can consider a Bernoulli assignment of clusters to treatment and control.
The Bernoulli assignment is not preferred as one has no control over the number of clusters
assigned to treatment or control.
Next, we will discuss two classes of estimators.
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Difference-in-Means Estimators The difference-in-means estimators are simplest esti-
mators. These estimators are defined as difference of means between two types of observed
potential outcomes. We consider the following three difference-in-means estimators, the first
one of which is the classic difference-in-means:
βˆnaive =
∑
i Y
obs
i Zi∑
i Zi
−
∑
i Y
obs
i (1− Zi)∑
i (1− Zi)
(20a)
βˆ1 =
∑
i Y
obs
i I(Zi = 1, Ei = 0)∑
i I(Zi = 1, Ei = 0)
−
∑
i Y
obs
i I(Zi = 0, Ei = 0)∑
i I(Zi = 0, Ei = 0)
(20b)
βˆ2 =
∑
i Y
obs
i I(Zi = 1, Ei = 1)∑
i I(Zi = 1, Ei = 1)
−
∑
i Y
obs
i I(Zi = 0, Ei = 0)∑
i I(Zi = 0, Ei = 0)
(20c)
Linear Estimators One can also consider a larger class of estimators that are linear
combination of the observed potential outcomes:
θˆ =
n∑
i=1
wi(z)Y
obs
i
This class includes the difference-in-means estimators. We will study the difference-in-means
estimators in Section 4 and the linear weighted estimators in Section 5.
4 Analytical insights for Difference-in-Means Estima-
tors
In this section we study various estimation strategies that use a combination of difference-in-
means estimators and classical designs for estimating causal effects when there is interference.
We will focus on the nature and source of bias, if any, for estimating average and marginal
causal effects. The nature and source of bias depends on the estimand, the estimation
strategy (i.e. the design and the estimator) and the model for potential outcomes.
In Section C we show that the difference-in-means estimator is unbiased for estimating
marginal effects. This section is devoted to understanding the nature of bias when using
difference-means estimators to estimate the direct treatment effect (DTE). We will consider
different models of potential outcomes when estimating the direct effect using the difference
of means estimators. The role of these models is to gain some analytical insights into the
nature of bias and it’s dependence on the modeling assumptions.
4.1 Sources of bias in estimating the direct and the total effect
Without making any structural assumptions on the potential outcomes, (i.e. without any
assumptions on how one potential outcome is related to another) the difference-in-means
estimators given in equation 20 have two different sources of bias for estimating the total
effect and the direct effect:
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1. The first source of bias is due to unequal weights given to the potential outcomes, or
equivalently, unequal probability of including in the sample for estimating the mean
potential outcomes. For some designs, this source of bias can be eliminated.
2. The second source of bias is due to the inclusion of irrelevant potential outcomes,
i.e. potential outcomes other than those used in the definition of the corresponding
causal effect. For example, when estimating DTE, these would be any other potential
outcomes other than Yi(0, 0) and Yi(1, 0).
Proposition 4.1 characterizes the bias of the naive estimator in estimating the direct
treatment effect. For the bias of estimating TTE using the naive estimator, see Proposition
D.1 in Appendix.
Proposition 4.1. Consider the parametrized potential outcomes given in equation 9:
Yi(zi, ei) = Ai(zi) +Bi(ei) + ziCi(ei)
The direct effect DTE is given by
DTE =
1
n
n∑
i=1
(Ai(1)− Ai(0)).
For any design p(Z), the bias of the naive estimator βˆnaive (equation 20a) for estimating
DTE is:
b1 = E[βˆnaive]−DTE
=
∑
i
(
Ai(1)
(
αi(1)−
1
n
)
− Ai(0)
(
αi(0) +
1
n
))
+
∑
i
∑
ei 6=0
Bi(ei) (αi(1, ei)− αi(0, ei))
+
∑
i
∑
ei 6=0
Ci(ei)αi(1, ei)
where,
αi(zi, ei) = E
[
I(Zi = zi, Ei = ei)∑
i I(Zi = zi)
]
and αi(zi) =
∑
ei
αi(zi, ei) = E
[
I(Zi = zi)∑
i I(Zi = zi)
]
.
Next Proposition 4.2 shows that the difference of means estimators βˆ1 and βˆ2 are also
biased, but the source of bias is milder when compared to the naive estimator.
Proposition 4.2.
E[βˆ1] =
n∑
i=1
Ai(1)βi(1, 0)− Ai(0)βi(0, 0)
E[βˆ2] =
n∑
i=1
Ai(1)βi(1, 1)− Ai(0)βi(0, 0) +
n∑
i=1
Bi(1)βi(1, 1) +
n∑
i=1
Ci(1)βi(1, 1)
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where,
βi(zi, ei) = E
[
I(Zi = zi, Ei = ei)∑
i I(Zi = zi, Ei = ei)
]
.
Propositions 4.1, 4.2 and D.1 suggests that for any design p(Z), the biases in estimat-
ing the direct and the total treatment effects using difference-in-means estimators are con-
trolled by the weighted exposure probabilities αi(zi, ei) under that design. For instance, as
Proposition 4.1 shows, without making any structural assumptions on the potential out-
comes Yi(zi, ei), the bias of βˆ in estimating DTE is 0 only if αi(1) = αi(0) =
1
n
and
αi(1, ei) = αi(1, ei) = 0∀ei 6= 0. The first condition removes the first source of bias by
placing equal weights on the relevant potential outcomes, and the second condition removes
the second source of bias by placing 0 weights on irrelevant potential outcomes. Similarly,
as seen by Proposition 4.2, the estimators βˆ1 and βˆ2 remove the second source of bias by
eliminating irrelevant potential outcomes, but the first source of bias remains.
4.2 Characterization of bias under various models of Potential
Outcomes
The bias of the difference-in-means estimators depends on the weights αi(zj, ej). These
weights depend on the design and the exposure model. To gain additional insight into the
nature of the bias, we will make several modeling assumptions on the potential outcomes.
These assumptions allow us to computing the exposure weights analytically for commonly
used designs. We will focus on the bias of estimating the direct effect using the naive
estimator βnaive. We also ask the related question: Does the bias in the difference-in-means
estimator disappear if we make structural assumptions on the Potential Outcomes?
4.2.1 Symmetric Exposure Model
We begin by considering the Symmetric exposure model given in equation 10 and computing
the exposure weights for CRD and Bernoulli designs.
Theorem 4.1 (Exposure Weights for Symmetric Exposure). Consider the symmetric ex-
posure model of potential outcomes given in equation 10. Under a CRD and a Bernoulli
design, we have αi(1) = αi(0) =
1
n
. On the other hand, under a cluster randomized design,
αi(1) 6= αi(0) 6= 1n . For a CRD design,
αi(1, ei) =
1
n
(
nt−1
ei
)(
nc
di−ei
)(
n−1
di
) if nt ≥ ei + 1 and nc ≥ di − ei, 0 otherwise
αi(0, ei) =
1
n
(
nt
ei
)(
nc−1
di−ei
)(
n−1
di
) if nt ≥ e− i and nc ≥ di − ei + 1, 0 otherwise
For a Bernoulli design, let K be a restricted binomial random variable with support on
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{1, . . . , n− 1} and P (K = k) = (
n
k)p
k
(1−p)n−k
1−(1−p)n−pn . Then,
αi(1, ei) =
1
n
EK
[(
K−1
ei
)(
n−K
di−ei
)(
n−1
di
) ]
αi(0, ei) =
1
n
EK
[(
K
ei
)(
n−K−1
di−ei
)(
n−1
di
) ]
Theorem 4.1 shows that the first source of bias gets eliminated under the CRD and the
Bernoulli designs. Does the second source of bias disappear under these designs? Without
any further assumptions, the answer is no. However, under additional assumptions, the
second source of bias can go to 0 asymptotically, or even be made exactly 0. Examination
of the second source of bias requires computing the weighted exposure probabilities αi(zi, ei)
under the CRD, Bernoulli designs and Cluster Randomized designs, which depend on the
exposure model. Computing αi(zi, ei) under the Bernoulli and cluster randomized designs is
further complicated by the fact that, unlike the CRD, the denominator is a random variable
that is correlated with numerator. Moreover, due to the overlapping neighborhoods, the
correlation depends on a complicated manner on the graph G. Similar issues prevent us
from obtaining explicit formula for βi(zi, ei). However, progress can be made by computing
the bias directly under some structural assumptions.
4.2.2 Additive Symmetric Exposure model
Let us consider the additive symmetric model given by equation 21 below which is obtained
by making the structural assumption Ci(ei) = 0 in equation 10.
Yi(zi, ei) = αi + βizi +Bi(ei) (21)
where ei ∈ {0, 1, . . . , di}.
Corollary 1. Let Yi(zi, ei) = αi + βizi + Bi(ei), ei ∈ {0, 1, . . . , di}. The bias in estimating
DTE using the difference-in-means estimator βˆnaive under the CRD and Bernoulli designs
is ∑
i
∑
ei 6=0
Bi(ei) [αi(1, ei)− αi(0, ei)]
4.2.3 Symmetric Additive Linear exposure
Consider the symmetric additive linear model of the potential outcomes model specified by
equation 12 and further assume constant interference effects, i.e. γi = γ. This gives us the
following linear model of Potential outcomes:
Yi(zi, ei) = αi + βizi + γ
(∑
j
gijzj
)
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Proposition 4.3. Under a completely randomized design, we have,
E[βˆ]−DTE = −γ 2m
n(n− 1) .
where m = 1
2
∑
i di is the number of edges in the interference graph.
Bernoulli Randomization
Proposition 4.4. Under a restricted Bernoulli trial, we have,
E[βˆ]−DTE = −γ 2m
n(n− 1)
Remark Propositions 4.3 and 4.4 show that even under the structural assumptions of
additivity, linearity and constant interference effect, there is always a bias due to the inter-
ference. The bias is independent of nc and nt in the CRD and p in the Bernoulli designs.
The bias is in the opposite direction of the interference effect, i.e. a positive interference
leads to smaller estimate of the average treatment effect when compared to the true β1. The
bias scales as O
(
m
n
2
)
, hence for sparse and large network, asymptotically, the bias goes to
0. Is it possible for the bias to be exactly 0? The answer is yes, and further explained in the
next section.
4.2.4 Binary Exposure Model
In this section we consider the binary exposure model given in equation 13 and study the
bias of βnaive for estimating DTE.
Completely Randomized Design
Proposition 4.5. Under model 13, we have, for a CRD
E
[
βˆ
]
−DTE = − 1
n
∑
i
γi
(
nc−1
di−1
)(
n−1
di
) + 1
n
∑
i
θi
(
1−
(
nc
di
)(
n−1
di
))
Bernoulli Randomization
Proposition 4.6. For a Bernoulli trial, we have
E
[
βˆ
]
−DTE = −
∑
i
(
diγi(1− p)di
n(n− di)
)
+
∑
i
θi
[
1
n
− (1− p)
di
n
]
Under the structural assumption of additivity we have θi = 0. In this case, by Proposition
4.5 it follows that the bias of the difference-in-means estimator can be 0 when nc < mini di.
Thus, we have the following result:
Proposition 4.7. Consider the binary additive exposure model 14. Under the completely
randomized design, if nc < mini di, then the bias of the difference-in-means estimator βˆnaive
in estimating DTE is 0.
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5 Linear Unbiased Estimators
For any design p(Z = z), we can construct unbiased estimators of causal effects by using
standard techniques from the survey sampling literature. Let us consider a generic aver-
age causal estimand θ defined as a contrast between two different treatment and exposure
combinations: τ1 = (z1, e1) and τ2 = (z0, e0):
θ =
1
n
n∑
i=1
(Yi(z1, e1)− Yi(z0, e0)) (22)
For example, θ = βDTE if (z1, e1) = (1, 0) and (z0, e0) = (0, 0), and so on. Following Godambe
(1955), let us consider the most general class of linear weighted estimators for estimating θ,
i.e
θˆ =
∑
i
wi(z)Y
obs
i (23)
Here wi(z) is the weight assigned to unit i. Note that the weight assigned to unit i depends
on the treatment assigned to all the units in the finite population, i.e it depends on z. The
set of weights wi(z) that lead to unbiased estimators of θ can be characterized as a solution
to a system of equations that depend on the design, interference graph and the exposure
model.
Theorem 5.1. Consider an exposure model ei = f(zNi) where Ni is specified by an interfer-
ence graph G. Assume that there are no structural assumptions on the potential outcomes.
Let Ωi(z1, e1) = {z : zi = z1, ei = e1}. Similarly, let Ωi(z0, e0) = {z : zi = z0, ei = e0}. The
estimator θˆ in equation 23 is unbiased for θ = 1
n
∑
i (Yi(z1, e1)− Yi(z0, e0)) if and only if
0 < pii(z1, e1) < 1 and 0 < pii(z0, e0) < 1 and wi(z) satisfy the following system of equations:∑
z∈Ωi(z1,e1)
wi(z)p(z) =
1
n
, ∀i = 1, . . . , n
∑
z∈Ωi(z0,e0)
wi(z)p(z) = −
1
n
, ∀i = 1, . . . , n
∑
z∈Ωi(z,e)
wi(z)p(z) = 0, ∀(z, e) 6= (z0, e0) and (z, e) 6= (z1, e1), i = 1, . . . , n
Recall that Ωi(z, e) are the set of treatment allocations that reveal the potential outcome
Yi(z, e) for unit i. Note that these sets depend on i and are different for each unit. In general,
there can be infinitely many solutions to the system of equations in Theorem 5.1 depending
on the interference graph, exposure model, and the design. Hence there can be infinitely
many unbiased estimators of θ. For each unit i, let us consider the number of equations pi
and the number of unknowns m. For each i, there are m = |Ω| unknown weights wi(z), z ∈ Ω
which depend on the support of the design. On the other hand, there are pi = 2 ·Ki linearly
independent equations in Theorem 5.1 which depend on the exposure model. Recall that
Ki is the number of levels of exposure for unit i. Hence linear weighted unbiased estimators
don’t exist if for each i, m < pi = 2Ki. We have the following result:
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Proposition 5.1. Let m = |Ω| be the number of allocations and Ki be the number of levels
of the exposure model for each unit i. If for each i, m > 2Ki and 0 < pii(z1, e1), pii(z0, e0) < 1,
there are infinitely many linear unbiased estimators of θ.
Table 3 gives the values of m and pi for some exposure models and designs. For instance,
under a restricted Bernoulli design, there are m = 2n − 2 unknown weights, since z = 0
and z = 1 is not allowed as it violates the positivity assumption. On the other hand, for a
symmetric exposure model, there are pi = 2di equations where di is the number of units in
Ni.
Symmetric Exposure Binary Exposure General Exposure
Bernoulli
m = 2n − 2 m = 2n − 2 m = 2n − 2
pi = 2di pi = 4 pi = 2
di+1
CRD
m =
(
n
nt
)
m =
(
n
nt
)
m =
(
n
nt
)
pi = 2di pi = 4 pi = 2
di+1
Table 3: Number of unknowns and equations for linear unbiased estimators
5.1 Horvitz-Thompson Estimator
If the weight of a unit i is allowed to depend on z only through zi and ei, then we get a
smaller class of linear estimators of the following form:
θˆ2 =
∑
i
wi(zi, ei)Y
obs
i (24)
The restriction on the weights is a form of sufficiency: instead of the weight depending on
the entire vector z, it depends only on (zi, ei). Since the potential outcomes are reduced
from Yi(z) to Yi(zi, ei), it is natural to consider such a reduction of the weights from wi(z)
to wi(zi, ei).
Theorem 5.2 shows that under no structural assumptions on the potential outcomes, the
only unbiased estimator of type θˆ2 is the Horvitz-Thompson estimator.
Theorem 5.2. Consider the estimators of type θˆ2 given by equation 24. Without any struc-
tural assumptions on the potential outcomes, the only unbiased estimator of θ in this class
is the Horvitz-Thompson estimator θˆHT where
wi(zi, ei) =

1
npii(z1,e1)
if (zi, ei) = (z1, e1)
− 1
npii(z0,e0)
if (zi, ei) = (z0, e0)
0 otherwise
The HT estimator eliminates both sources of bias mentioned in Section 4 by choosing the
correct weights. In particular, the HT estimator assigns a weight of 0 to nuisance potential
outcomes, and a positive weight to relevant potential outcomes. The positive weight is
inversely proportional to the probability of observing that potential outcome under the
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design p(Z). The HT estimator depends on the propensity scores pii(zi, ei). As mentioned
before, these probabilities depend on the design and the exposure model. We compute an
analytical formula of these probabilities for the CRD and the Bernoulli designs for different
exposure models.
Theorem 5.3 (Propensity Scores for Symmetric Exposure). Consider the symmetric expo-
sure function, ei = f(ZNi) = |ZNi |, ei ∈ {0, 1, . . . , di}. For a CRD Design,
P (Zi = 1, Ei = ei) =
nt
n
(
nt−1
ei
)(
nc
di−ei
)(
n−1
di
) if nt ≥ ei + 1 and nc ≥ di − ei, 0 otherwise
P (Zi = 0, Ei = ei) =
nc
n
(
nt
ei
)(
nc−1
di−ei
)(
n−1
di
) if nt ≥ e− i and nc ≥ di − ei + 1, 0 otherwise
For a Bernoulli Design,
P (Zi = 1, Ei = ei) =
(
di
ei
)
pei+1(1− p)di−ei
P (Zi = 0, Ei = ei) =
(
di
ei
)
pei(1− p)di−ei+1
Theorem 5.4 (Propensity Scores for Binary Exposure). Consider the symmetric exposure
function, ei = f(ZNi) = I(|ZNi | > 1), ei ∈ {0, 1}. i.e a unit is exposed if at least 1 of its
neighbor is treated. For a CRD,
P (Zi = 1, Ei = 1) =

0 if di = 0
nt
n
[
1− (
nc
di
)
(n−1di )
]
if 0 < di ≤ nc
nt
n
, if di > nc
P (Zi = 1, Ei = 0) =

nt
n
if di = 0
nt
n
(ncdi)
(n−1di )
if 0 < di ≤ nc
0, if di > nc
P (Zi = 0, Ei = 1) =

0 if di = 0
nc
n
[
1− (
nc−1
di
)
(n−1di )
]
if 0 < di ≤ nc − 1
nc
n
, if di > nc − 1
P (Zi = 0, Ei = 0) =

nc
n
if di = 0
nc
n
(nc−1di )
(n−1di )
if 0 < di ≤ nc − 1
0 if di > nc − 1
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Similarly, for a Bernoulli trial with probability of success p, we have
P (Zi = 1, Ei = 1) = p(1− (1− p)di)
P (Zi = 1, Ei = 0) = p(1− p)di
P (Zi = 0, Ei = 1) = (1− p)(1− (1− p)di)
P (Zi = 0, Ei = 0) = (1− p)di+1
Under a cluster randomized design, let ui be the number of clusters of unit i and it’s neighbors.
Assume nk > 0,∀k = 1, . . . , K.
P (zi = 1, ei = 1) =
Kt
K
P (zi = 1, ei = 0) = 0
P (zi = 0, ei = 1) = 0 if ui = 1,
Kc
K
[
1−
ui−1∏
i=1
Kc − ui
K − ui
]
if ui > 1
P (zi = 0, ei = 0) =
Kc
K
if ui = 1,
Kc
K
[
ui−1∏
i=1
Kc − i
K − i
]
if ui > 1
=
ui∏
i=1
Kc − i+ 1
K − i+ 1
Remark 11. The weights of the HT estimator depend on the exposure model and the inter-
ference graph G. In cases where the interference graph G is not known, the HT estimator
may not be usable.
Remark 12. The weights of the HT estimator depend only on the exposure model and the
design. They do not depend on the structural model. For example, in the linear model of
Potential Outcomes, the HT weights do not depend on the linearity of the model, but only
on the exposure neighborhood.
Remark 13. For a clustered randomized design, we cannot estimate βDE using HT estima-
tors because some propensity scores are 0.
5.2 Inadmissibility of the Horvitz-Thompson estimator
It is clear that the class of linear weighted unbiased estimators as given in equation 23 is quite
large. Choosing a single estimator from this class is not possible. This is due to the fact that
uniformly minimum variance estimators of θ don’t exist. This can be shown by following a
classical proof of Godambe who shows that uniformly minimum variance unbiased estimators
of the finite sample population totals do not exist, see Godambe (1955). On the other hand,
if we restrict ourselves to a smaller class of linear unbiased estimators θ2 by requiring the
weights to depend only on the treatment zi and the exposure ei of unit i, the HT estimator
is the only unbiased estimator and hence is the minimum variance unbiased estimator.
It is natural to ask if the HT estimator satisfies some optimality properties in a larger
class of estimators. We study the admissibility of the HT estimator with respect to the
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mean squared error, in the class of all estimators for estimating a causal parameter θ under
interference. The mean squared error of an estimator is defined as
MSE(θˆ) = Ep(Z)[(θˆ − θ)2]
Definition 10. An estimator θˆ1 is inadmissible with respect to mean squared error if there
exists an estimator θˆ2 such that MSE(θˆ2) < MSE(θˆ1) for all θ.
For finite population inference, the admissibility of the HT estimator for estimating a
finite population total in the class of all unbiased estimators is well known, see Godambe
and Joshi (1965).
We show that the Horvitz-Thompson estimator is inadmissible under the class of all
estimators with respect to the mean squared error for a special class of designs called the
non-constant designs. A non-constant design is a design where the number of units allocated
to the treatment and exposure combinations of interest are random.
Definition 11 (Non-Constant Designs). Consider a generic estimand θ given in equation 8
that is a contrast between treatment and exposure combinations τ0 = (z0, e0) and τ1 = (z1, e1).
Let X0 =
∑n
i=1 I(Zi = z0, Ei = e0) and X1 =
∑n
i=1 I(Zi = z1, Ei = e1). A design P is a
non-constant design for an estimand θ if X0 and X1 are random.
Theorem 5.5 (Inadmissibility of HT). Let P be any non-constant design as given in Def-
inition 11. Consider the class of all estimators of θ with respect to the design P. The
Horvitz-Thompson estimator is inadmissible with respect to the mean squared error in this
class.
It is can be verified that under interference, most commonly used designs such as Bernoulli
design, CRD, and cluster randomized designs are non-constant. This is because the these
designs control the treatment condition, but the exposure is indirectly assigned and hence
the number of units under τ0 and τ1 are random. Thus, the consequence of this is that
the H-T estimator is inadmissible for estimating average causal effects under interference for
these designs.
5.3 Improving the Horvitz-Thompson Estimator
The HT estimator is the only unbiased estimator in the class of linear unbiased estimators
when the weights are not allowed to depend on the sample. However, the Horvitz-Thompson
estimator is inadmissible with respect to the mean squared error in a larger class of estima-
tors. In fact, the mean squared error of the HT estimator can be quite large, see Section A.
There are three general directions in which the HT estimator can be improved.
1. Generalized Linear Estimators: Allow the weights to depend on the sample and/or
auxiliary information.
2. Model dependent Unbiased Estimation: Make structural assumptions on the Potential
outcomes and seek unbiased estimators under the model assumptions.
3. Model assisted Estimation: Make structural assumptions on the Potential Outcomes
and seek model assisted HT estimators that are mildly biased.
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5.3.1 Generalized Linear Estimators
The Horvitz-Thompson estimator can be improved by taking into account auxiliary infor-
mation that depends on the labels of the sample. Such estimators fall into the class θˆ1 that
we have considered before and are called generalized linear estimators in the survey sam-
pling literature, see for instance Basu (2011). We present the so called generalized difference
estimator which can be an improvement to the HT estimator that is still unbiased. This
estimator takes into account auxiliary information on the potential outcomes for each unit
and in some cases can have smaller variance that the HT estimator.
Following Basu (2011), let a1, . . . , an and b1, . . . , bn be auxiliary information available for
each unit i. Then the following difference estimator is an unbiased estimator of θ:
θˆD =
1
N
(∑
i
(Yi(z1, e1)− ai)
Ii(z1, e1)
pii(z1, e1)
−
∑
i
(Yi(z0, e0)− bi)
Ii(z0, e0)
pii(z0, e0)
+
∑
i
(ai − bi)
)
(25)
Here, ai and bi can be thought of as a priori information about the potential outcomes
Yi(z1, e1) and Yi(z0, e0). This estimator is a special case of the following generalized difference
estimator. To define the generalized difference estimator, let
ˆ¯Y (z1, e1) =
1
N
(∑
i
Yi(z1, e1)I(Zi = z1, Ei = e1)
pii(Zi = z1, E1)
+ λ1
(∑
i
aiI(Zi = z1, Ei = e1)
pi(Zi = z1, Ei = e1)
−
∑
i
ai
))
ˆ¯Y (z0, e0) =
1
N
(∑
i
Yi(z0, e0)I(Zi = z0, Ei = e0)
pii(Zi = z0, E0)
+ λ2
(∑
i
biI(Zi = z0, Ei = e0)
pi(Zi = z0, Ei = e0)
−
∑
i
bi
))
where λ1 and λ2 are fixed numbers. Then we have,
βˆGD =
ˆ¯Y (z1, e1)− ˆ¯Y (z0, e0)
If we set λ1 = λ2 = −1, θˆGD = θˆD.
5.3.2 Model dependent Unbiased Estimation
In the model dependent unbiased estimation, one assumes a structural model for the poten-
tial outcomes and constructs unbiased estimators with respect to the model. For instance,
consider the estimation of the direct treatment effect. Let us assume the additive model of
potential outcomes with Ci(ei) = 0∀i, as given in equation 21. Then any linear weighted
estimator of the form
θˆ =
∑
i
wi(zi, ei)Y
obs
is an unbiased estimator of the direct treatment effect, where the weights are given by the
following system: For each unit i, consider the linear system,
wi(1, 0)pii(1, 0) + . . .+ wi(1, di)pii(1, di) =
1
n
wi(0, ei)pii(0, ei) + wi(1, ei)pii(1, ei) = 0, ei = {0, . . . , di} (26)
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The unbiasedness of the estimator depends on the structural assumptions of the potential
outcomes, which are not known in general. Instead of using modeling assumptions, one may
use the model to assist in the designing estimators.
5.3.3 Model assisted Estimation
Model assisted approach is very popular in the survey sampling literature, see for e.g. Sa¨rndal
et al. (2003). Assume that for each unit i, there exists a auxiliary information Xi, and the
goal is to estimate the finite population total
∑
i Yi. In the model assisted estimation,
a working model between Yi and Xi is assumed. This may introduce a mild bias in the
estimate as a trade off for a reduction in the variance. Such model assisted estimators are
called Generalized Regression Estimators or GREG estimators or calibration estimators in
the survey literature.
The model assisted approach fits naturally in causal inference with interference. As in
the case with survey sampling, model assisted estimators can be constructed by assuming
a “working” model of potential outcomes. There are several natural models of potential
outcomes that one can consider. Moreover, a natural auxiliary variable associated with
each unit is the exposure level ei. When considering causal estimands with interference,
the model assisted approach offers a subtle advantage. It allows one to include units with
nuisance potential outcomes in the estimator - The model relates the nuisance potential
outcomes to the relevant potential outcomes, thus allowing us to use both in the estimator.
For instance, consider estimation of the direct treatment effect using the HT estimator.
Without any underlying model, the only units that appear in the estimator are those whose
observed exposure is (zi = 0, ei = 0) and (zi = 1, ei = 0). Any unit with a different exposure
does not appear in the estimator. However, the model assisted approach allows us to include
information from the units whose observed outcome is a nuisance potential outcome, thereby
increasing the effective sample size.
For example, consider the symmetric linear model for the potential outcomes:
Yi(zi, ei) = α + βzi + γei + δziei (27)
where ei ∈ {0, 1, . . . , di} denotes the number of treated units in the interference neighborhood
of unit i. Let αˆ, βˆ, γˆ and δˆ be the weighted least squares estimates of α, β, γ, and δ, where the
weights for each unit i is wi =
1
pi(Zi,Ei)
. For any exposure (z, e), let Yˆ (z, e) be the estimated
potential outcomes using the least squares fit. Let i(z, e) = Yi(z, e)− Yˆi(z, e). The GREG
estimator is defined as
βˆgreg =
ˆ¯Yg(z1, e1)− ˆ¯Yg(z0, e0) (28)
where,
ˆ¯Yg(z1, e1) =
1
N
N∑
i=1
Yˆi(z1, e1) +
1
N
∑
i
ˆi(z1, e1)I(Zi = z1, Ei = e1)
pii(Zi = z1, E1)
ˆ¯Yg(z0, e0) =
1
N
N∑
i=1
Yˆi(z0, e0) +
1
N
∑
i
ˆi(z0, e0)I(Zi = z0, Ei = e0)
pii(Zi = z0, E0)
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6 New Designs for estimating ATE
The CRD and the Bernoulli designs are oblivious to the interference structure. There are at
least two issues in using such designs for performing causal inference with interference. The
first issue is that the experimenter has no control over which potential outcomes are revealed.
The second issue is that the observed potential outcomes have an unequal probability of being
revealed, which can lead to increased variance and bias in estimation.
In fact, a careful analysis reveals that these issues are two sides of the same coin - the
exposure condition ei is only indirectly assigned. The experimenter has an indirect control
over the exposure probability pii(zi, ei). Hence in some cases, relevant potential outcomes
are not observed since pii(z, e) can be 0, in other cases, this probability is non-uniform.
For a concrete example, consider the symmetric exposure model. Each unit has 2(di + 1)
potential outcomes - depending on the treatment status of unit i and the number of treated
units in the interference neighborhood. Here di is the number of units in i
′s interference
neighborhood. Consider the case when we are interested in estimating the Direct treatment
effect. In this setting, the only relevant potential outcomes for each unit are Yi(1, 0) and
Yi(0, 0). Any unit that has at least one treated neighbor is thus not included in the estimator.
A naive design for a dense interference graph can lead to situations where all units only reveal
nuisance potential outcomes and thus can be wasteful. Thus, we must consider new designs
for estimating causal effects under interference. One more subtle issue is that a design
that is optimal for estimating one type of estimand may be far from optimal for a different
estimand. For example, the cluster randomized design cannot be used to estimate the Direct
Treatment effect, as seen from the results of Theorem 5.4. However, as we will see in Section
A, simulations suggest that the cluster randomized design (along with any estimator) has
the least mean sqaured error for estimating the Total Treatment effect.
6.1 Re-randomization for estimating β1 and β2
A simple solution to avoid bad designs where nuisance potential outcomes are revealed
is to re-randomize until a desired number of units fall under the treatment and exposure
assignments that reveal relevant potential outcomes. For instance, consider estimating DTE
using a CRD design. Let z be a realized treatment vector and let n(1, 0) be the number of
units i that reveal Yi(1, 0). Similarly define n(0, 0). In general, n(1, 0) + n(0, 0) < n and in
fact, both these numbers can be 0 for dense graphs. The re-randomization strategy would
be to do a rejection sampling until n(1, 0) and n(0, 0) are larger than a given threshold.
Estimation is done by using the HT estimator.
Clearly, the re-randomization approach can be very slow. An alternate strategy is to
consider new designs where we maximize the number of units that reveal relevant potential
outcomes. We discuss such a design to estimate the Direct Treatment Effect and the Total
Treatment Effect next.
6.2 The Independent Set Design for estimating Direct Effect
Consider the problem of estimating the direct treatment effect under the symmetric exposure
model when an interference graphG is known. In estimating DTE, the only relevant potential
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outcomes are when a unit’s neighborhood in G is untreated. We can construct such a design
by using the concept of an independent set. An independent set I is a set of vertices in the
graph such that no two vertex in I share an edge. A maximal independent set is a set that
is not a subset of any other independent set. Independent sets have been well studied in the
graph theory literature, and constructing maximal independent set is NP hard. Fortunately,
for the independent set design, it is sufficient to construct a random independent set of size
k. In fact, a design based on maximal independent sets may violate the positivity condition
need to ensure estimation.
The independent set design iteratively selects nodes to be included in the independent
set, also called as the Ego nodes. The nodes not in the independent set are called alters.
At each step i, a random node is selected to be included in I. Once a node is selected,
the node and it’s neighbors are deleted. This process is repeated until there are no more
nodes remaining. Let k be the number of units in the independent set. Randomization is
performed by randomly assigning kt nodes to treatment.
1. Let G be the interference graph on n nodes. Set G0 = G.
2. Let the independent set I = ∅.
(a) At step t = 1, . . ., choose a unit i randomly from Gt−1
(b) Insert i in the independent set I.
(c) Let Gt be the graph obtained by deleting i and it’s neighbors from Gt−1
(d) If Gt is empty, stop.
3. Choose kt units in I and assign them to control.
The units in the independent set are called egos and the units outside are called alters.
The independent set design ensures that every ego is either assigned to (zi = 1, ei = 0) or
(zi = 0, ei = 0) condition. Only the units in the ego set are chosen to estimate the causal
effect and the alter units act as buffer units to prevent interference. Hence, it is beneficial
to maximize the number of units in the ego set.
Note that every unit has a positive probability of being in I in the greedy algorithm. This
may not be the case in other variants of the independent set algorithm, for e.g. where one
starts with the unit with smallest degree. In this case, the causal estimate is not unbiased
for the n units, but it could be unbiased for those units that have a positive probability of
being included in the independent I. One way to solve this problem is to choose a random
unit with probability p and a unit with the smallest degree with probability 1− p.
It is important to note that we still need to take into account the unequal probability of
revealing the potential outcomes, and hence we need to use a Horvitz-Thompson or its variant
to obtain unbiased or approximately unbiased estimator. This requires the knowledge of the
propensity scores. Unlike the CRD and Bernoulli designs, there are no simple expressions for
the propensity scores in the random independent set design. However, they can be computed
using Monte Carlo simulation.
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6.3 Cluster Randomized Design for estimating Total Treatment
Effect
A drawback of the independent set design is that it cannot be used to estimate the total
treatment effect. In fact, any design that reveals the relevant potential outcomes for esti-
mating the total treatment effect will reveal nuisance potential outcomes for estimating the
direct treatment effect and vice versa.
Here we consider a cluster based design for estimating TTE, see also Ugander et al.
(2013). Assume that the interference neighborhood depends only on the immediate neighbors
as defined by the interference graph G. Consider partitioning the graph G into 1, . . . , K clus-
ters. In the cluster randomized design, we select nk clusters and label them with treatment.
The remaining clusters are labeled with control. The nodes in each cluster are assigned to
the treatment status indicated by their labels. This design attempts to increase the number
of relevant potential outcomes Yi(1, 1) and Yi(0, 0) for estimating TTE and was introduced
in Ugander et al. (2013). Unbiased Estimation is done by using the Horvitz-Thompson
estimator.
7 Discussion
We systematically investigated the problem of estimating causal effects when there is treat-
ment interference. When there is arbitrary treatment interference, the number of potential
outcomes explodes, rendering causal inference impossible. A starting point to resolve this
issue is to posit models of potential outcomes that aim at reducing the total number of
potential outcomes. These models are specified by using an interference graph G and an
exposure model. Using the exposure model, the potential outcomes for each unit can be
decomposed into direct effects, interference effects and interaction between the two. Relying
on this nonparametric linear decomposition of potential outcomes, we proposed two classes
of causal estimands - the marginal effects and the average effects. These classes contain many
of the popular estimands considered in the literature such as the direct treatment effect and
the total treatment effect.
Focusing on the direct treatment effect, we showed that the classical designs and difference-
in-means estimators can be biased. The nature and magnitude of the bias depends on the
interference graph and the exposure model, both of which may be unknown. The bias re-
mains even after making strong linearity assumptions on the potential outcomes; however
the bias is mild when the potential outcomes are linear and additive and the interference
graph is sparse. On the other hand, the Horvitz-Thompson estimator is always unbiased, as
long as the correct propensity scores are used. In practice, the Horvitz-Thompson estimator
performs quite poorly in terms of the mean squared error due to high variance. Moreover,
the weights used in the Horvitz-Thompson estimator depend on the interference graph and
the exposure model which are not known in general.
A central open issue is to design estimation strategies when the interference graph and
the exposure model are not known. One possibility is to consider estimators and designs that
are robust to the interference graph and the exposure model, another would be to learn the
interference graph and the exposure model from the data. An important related question
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that deserves further investigation is testing the assumed form of interference
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A Numerical results
In this section, we carry out several simulation studies to illustrate the theoretical claims.
In the first set of experiments, we study the bias of the difference-in-means estimators for
a simple model. In the second set of experiments, we evaluate various estimation strategies
for estimating DTE and TTE.
A.1 Bias of the naive Estimator
In this section, we illustrate the bias of the difference of means estimator for estimating the
direct effect, as a function of the interference. We consider the Completely Randomized
design. The potential outcomes are modeled using the additive binary exposure model 14.
We use an erdos renyi model to generate the interference graph on n = 100 nodes with the
probability of an egde between any two nodes p = 0.05. The bias is estimated using the
results in Proposition 4.5.
Figure 1 shows the bias of the difference in means estimator for estimating DTE for a
completely randomized design. The results show that the bias increases with the interference
effect and is negative when the interference is positive, and vice versa. Also, the bias goes
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down as the number of treated unit increases. In fact, Proportion 4.5 reveals that the bias
is exactly 0 whenever nc < mini di. This is because when nc < mini di, the propensity scores
reduce to the weights of a completely randomized design, see Theorem 5.4. Due to this, the
bias of the naive estimator goes away. Note that this is true only in the additive model,
i.e. when there is no interaction between the interference effect and the treatment of unit i
(Ci(e) = 0).
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Figure 1: Bias of the Difference in means estimator in estimating β1 as a function of inter-
ference effect and the number of treated units
A.2 Estimation of Direct and Total Effects
In this section, we will perform a simulation study for estimating the direct effect ATE1
and total effect ATE2. There are 5 different factors that play an important role in the
simulation study. These factors are the exposure model, network model, potential outcomes
model, estimand, design, and finally the estimator. The various possible settings of these
factors are listed below:
1. Exposure model - Binary Exposure, Symmetric Exposure
2. Network model - Erdos Renyi, Barabasi Albert, Small World Networks
3. Potential Outcomes model - Linear, Correlated.
4. Estimand - Direct Effect and Total Effect
5. Design - CRD, Bernoulli, Independent Design, Cluster Randomized
6. Estimator - Naive, Difference of Means, Horvitz-Thompson, Ratio, GREG
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Including every possible combination of the factors into the design of the simulation
would lead to a large number of combinations. Moreover, not every possible combination
of the factors is possible. For example, the Independent Set Design can be used only to
estimate the direct effect. Similarly, the cluster randomized design is a good design only
for the total effect. To reduce the total number of experiments, we will make some design
choices.
We will focus only on the binary exposure model. We choose n = 200 and simulate
the interference graph from three different models: An Erdos renyi model with p = 0.01,
a Barabasi Albert Model with minimum degree 2 and attractiveness parameter ρ = 0.1,
and the small world network with neighborhood size 1. These choice of parameters lead to
three different kinds of degree distributions: Erdos Renyi graphs are low degree graphs (for
e.g., dmin = 0, dmax = 8, dmed = 2), the Barabasi Albert graphs show a power law behavior
(dmin = 2, dmax = 16, dmed = 2) whereas the small world network produces almost regular
graphs (dmin = 1, dmax = 3, dmed = 2).
For the binary exposure model, the potential outcome of each unit i can be parameterized
by 4 parameters as below:
Yi(zi, ei) = αi + βizi + γiei + δieizi
We consider two different models for the potential outcomes: In the uncorrelated model,
the parameters of the potential outcomes α, β, γ and δ are generated from independent
distributions as given below:
αi = N(µ = 1, σ = 0.1)
βi = Unif(0, 1)
γi = Unif(0, 1)
δi = N(2, 0.1)
In the correlated model, the parameters generated by specifying a conditional distribution in
terms of two covariates x and y (which can be interpreted as age and gender respectively).
More specifically, the correlated potential outcomes model is given by
xi ∼ Log Normal(log µ = 3, log σ = 0.5)
yi ∼ Bernoulli(p = 0.4)
αi = 1 + 15 log(x)− 0.5y + Normal(µ = 0, σ = 1 + yi| log(age)|)
βi = −2− 0.8xi + 0.8yi + Normal(µ = 0, σ = 2)
γi = 3 + 4 log(xi) + Normal(µ = 0, σ = 0.1|αi|)
δi = 2 log(xi) + gammaa(2, 2)
We considered 4 different designs, and for each design, we considered 5 estimators: The naive
estimator that takes the difference between treated and untreated units. The DofM estimator
that compares the average of the relevant units, the HT estimator, ratio estimator, and the
GREG estimator. For the GREG estimator, we use a linear regression model regressing on
the treatment status zi and the exposure status ei of each unit and the covariates, if any.
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(a) Erdos Renyi graphs with Correlated Potential Outcomes
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(c) Small world graphs with Correlated Potential Outcomes
Figure 2: Estimation of Direct Effect: Bias, Variance and MSE plots of various estimators,
designs for three different graph models.
We will present results only for the CRD, cluster randomized design and the independent
set design. The results for the Bernoulli design are very similar to the CRD design. In
particular, if p is the probability of assigning a unit to treatment, by letting nt = np, the
CRD design can approximate the Bernoulli design when n is large. This is because for large
n, one can show that the exposure probabilities for both the designs are very close, since the
Binomial distribution is concentrated around its mean.
Figures 2 and 3 show the plots of the bias, variance and the mean squared error for
estimating the direct effect and the total effect respectively. The x-axis of the plots shows
the number of treated units for CRD designs, along with the Independent set design for the
direct effect (Figure 2) and the cluster randomized design for the total effect (Figure 3). The
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Figure 3: Estimation of Total Effect: Bias, Variance and MSE plots of various estimators
and designs for two different models of Potential Outcomes.
findings of the simulation study can be summarized below:
1. Designs that are optimal (minimize the mean square error) for estimating the Total
Effect are sub-optimal (in fact far from optimal) for estimating the direct effect. In all
the experiments, the Independent Set Design was optimal for the Direct Effect. On the
other hand, the cluster randomized design was the optimal design for estimating the
Total Effect . Similarly, for the CRD, when estimating the direct effect, setting nt to a
smaller value is more optimal, whereas when estimating the total effect, setting nt to
a larger value is more optimal. These results are in line with the intuition. The direct
effect is a function of Yi(1, 0) whereas the indirect effect is a function of Yi(1, 1). Hence
the exposure conditions for estimating the direct effect are nuisance for estimating the
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total effect and vice versa. In the CRD, when nt is small, more units are allocated to
the condition (Zi = 1, Ei = 0) as opposed to (Zi = 1, Ei = 1). Similarly, when nt is
large, more units are allocated to the condition (Zi = 1, Ei = 1).
2. The HT estimator is unbiased in theory, but in practice can be very unstable. This
is demonstrated by the large Monte Carlo standard errors of the estimate of the bias.
The HT estimator has the largest variance, no matter what the design is. Hence we
do not recommend the HT estimator.
3. The difference of means estimators - naive and DofM - are biased in theory. But sur-
prisingly, they can perform quite well in practice. The theory developed in Section 4
offers an explanation for this behavior: Recall that the naive estimator ignores the net-
work interference and compares average outcome of treated and control units whereas
the DofM estimator compares the average outcome of the relevant units. The naive
estimator has two sources of bias: Irrelevant potential outcomes and incorrect weights.
The bias of the naive estimator is small whenever the design reduces the number of
irrelevant potential outcomes (For e.g. the Independent set design and a CRD design
with a small nt). Similarly, the difference of means estimator that uses the relevant
potential outcomes has only one source of bias: Incorrect weights. For large n and
sparse graphs, this source of bias also goes to 0. Moreover, the difference of means
estimator has smaller variance. Even though it is biased, it beats the HT estimator in
terms of the Mean squared error.
4. The Ratio and GREG estimators behave similarly. They are both biased in theory,
but in practice the bias is very small. Moreover, their variance is much smaller than
the HT estimator. In some cases, the GREG estimator has higher variance than the
ratio estimator. This happens when the exposure probabilities are very small which
can cause the predictions of the regression model to be unstable.
5. The exposure probabilities and hence the bias and variance of the estimators depend
on the degree of the network. The simulation suggests that the choice of the design
parameters (e.g. the type of clustering in the cluster randomized design) depends on the
degree of the graph. Indeed as the theoretical results show, the existence of unbiased
estimators is tied to the relation between the minimum degree and the variance is a
function of the exposure probabilities and hence the degree.
B Variance of Estimators
The problem of estimating variance of the estimators of causal effects is central to inference.
However, given the complexity of the number of estimands, estimators, and designs, it is non-
trivial to identify good estimators of variance. In this section, we illustrate the complexity of
estimating variance for estimands under interference by deriving the formula of population
variance for some simple estimators under different models. In particular, we consider the
variance of the difference-in-means estimator under the linear model and the binary exposure
model, and the variance of the Horvitz-Thompson estimator.
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B.1 Sources of Variation of the Horvitz-Thompson Estimator
Let piij((z1, e1), (z0, e0)) denote the joint exposure probability of unit i being in condition
(z1, e1) and unit j being in condition (z0, e0). The variance of the HT estimator can be
calculated by using the standard formula in the survey sampling literature.
Theorem B.1 (Variance of Horvitz-Thompson). The variance of the Horvitz-Thompson
Estimator is given by
n2V arHT =
∑
i
pii(z1, e1) (1− pii(z1, e1))
pi2i (z1, e1)
Y 2i (z1, e1)
+
∑∑
i 6=j
(
piij(z1, e1)− pii(z1, e1)pij(z1, e1)
)
pii(z1, e1)pij(z1, e1)
(
Yi(z1, e1)Yj(z1, e1)
)
+
∑
i
pii(z0, e0) (1− pii(z0, e0))
pi2i (z0, e0)
Y 2i (z0, e0)
+
∑∑
i 6=j
(
piij(z0, e0)− pii(z0, e0)pij(z0, e0)
)
pii(z0, e0)pij(z0, e0)
(
Yi(z0, e0)Yj(z0, e0)
)
− 2
(∑∑
i 6=j
Yi(z0, e0)Yj(z0, e0)
piij((z1, e1), (z0, e0))
pii(z1, e1)pij(z0, e0)
−
∑
i
Yi(z1, e1)Yj(z0, e0)
)
B.2 Sources of Variation in estimating the direct effect using dif-
ference of means estimator
Here the calculations get quickly out of hand, thus we focus on the case of CRD design and
a linear additive model under symmetric and binary exposure conditions.
B.2.1 Symmetric Additive linear model
Proposition B.1 (Variance of naive estimator under linear model). Let di be the degree of
node i, and m be the number of edges in the network.
V ar(βˆnaive) = σ
2
(
1
nt
+
1
nc
)
+ γ2
(
c1m+ c2m
2 + c3
∑
i
d2i + c4
∑
i 6=j
didj
)
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where
c1 =
4n
(n− 1)(n− 2)(n− 3)
(
1− 1
nt
)(
1− 1
nc
)
c2 =
(
8(nt − 1)(6nt − 3n+ 3n2 − 5nnt)
n(n− 1)2(n− 2)(n− 3)ntnc
)
c3 =
(
4n(nt − 1)(nt − 2)
ntnc(n− 1)(n− 2)(n− 3)
+
nt
ncn
2 −
4(nt − 1)
nc(n− 1)(n− 2)
)
c4 = −
nt
ncn
2(n− 1)
If nc = nt =
n
2
, then
V ar(τˆ) =
4σ2
n
+ γ2O
(∑
i d
2
i
n2
+
m2
n2
+
m
n2
−
∑
ij didj
n3
)
B.2.2 Binary Additive exposure model
Proposition B.2 (Variance of naive estimator under two by two model). Let ρi = P (zi =
1, ei = 1), pii = P (ei = 1), ρij = P (zi = 1, ei = 1, zj = 1, ej = 1), piij = P (ei = 1, ej = 1).
Under equation 14, assuming βi = β, we have, for a CRD
V ar [τˆ ] =
n2
n2tn
2
c
[∑
i
α2i
ntnc
n
+
∑
i 6=j
αiαj
nt
n2
]
+
n2
n2tn
2
c
[∑
i
γ2i ρi(1− ρi) +
∑
i 6=j
γiγj(ρij − ρiρj)
]
+
1
n2
[∑
i
γ2i pii(1− pii) +
∑
i 6=j
γiγj(piij − piipij)
]
+
n2
n2tn
2
c
[∑
i
αiγiρi
nc
n
+
∑
i 6=j
αiγj
n2t
n2
(
E{ej|zj = zi = 1} − E{ej|zj = 1}
)]
− 1
ntnc
[∑
i
γ2i ρi(1− pii) +
∑
i 6=j
γiγj
(
E{ejeizi} − ρipij
)]
− 1
ntnc
[∑
i
αiγi
(
ρi −
nt
n
pii
)
+
∑
i 6=j
αiγj
(
E{ziej} −
nt
n
pij
)]
C Unbiasedness of difference-in-means estimators for
estimating marginal estimands
When the treatment assignment strategy p(Z) is equal to the policy ψ that defines the
estimand, the difference in means estimator is unbiased for estimating θ(ψ).
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Proposition C.1. Let ψ be a restricted Bernoulli or a CRD policy and let the treatment
assignment mechanism p(Z) be equal to the policy ψ. Then E[βˆnaive] = θ(ψ).
D Bias of the difference in means estimator for TTE
Proposition D.1. Consider the parametrized Potential outcomes given in equation 9:
Yi(zi, ei) = Ai(zi) +Bi(ei) + ziCi(ei)
For any design p(Z = z), the bias of the difference in means estimator βˆ (equation 20a) for
estimating β2 is:
b2 = E[βˆ]− β2
=
∑
i
(
Ai(1)
(
αi(1)−
1
n
)
− Ai(0)
(
αi(0) +
1
n
))
+
∑
i
Bi(1)
(
αi(1, 1)− αi(1, 0)−
1
n
)
+
∑
i
Ci(1)
(
αi(1, 1)−
1
n
)
+
∑
i
∑
ei 6={0,1}
Bi(ei) (αi(1, ei)− αi(0, ei))
+
∑
i
∑
ei 6={0,1}
Ci(ei)αi(1, ei)
where,
αi(zi, ei) = E
[
I(Zi = zi, Ei = ei)∑
i I(Zi = zi)
]
and αi(zi) = E
[
I(Zi = zi)∑
i I(Zi = zi)
]
.
E Bias of the naive estimator for the direct effect under
Cluster Randomized Design
Even without interference, the difference of means estimator is biased in cluster randomiza-
tion. A simple reason is that the number of nodes in each cluster is not fixed and random.
Consider the following simple linear model of potential outcomes:
Yi = αi + βizi + γ
(∑
ij
gijzj
)
(29)
For estimating the bias in the clustered randomized trial, let ck be the covariance between
Zk, the treatment status of cluster k and
Zk
nt
. Similarly, let dk be the covariance between
1− Zk and 1−Zknc .
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Proposition E.1. Consider the simple linear model of the potential outcomes model specified
by equation 29. Under a cluster randomized design, we have,
E[βˆnaive]− βDE = γ −
K
Kt
∑
k
β¯kn
2
kck +
K
Kt
∑
k
α¯knk (dk − ck)
where β¯k is the average of βi for all nodes in cluster k. Similarly, α¯k is the average of αi in
cluster k.
F Proofs
F.1 Proof of Proposition 3.1
Proof. Since there are no further assumptions on the potential outcomes, only one entry of
the table of science is observable due to the fundamental problem of causal inference. As
causal effects are defined as contrasts between two distinct treatment assignments, they are
unidentifiable as only one entry of the Table 2 is observed.
F.2 Proof of Proposition 3.2
Proof.
Yi(z) = Yi(zi, zNi)
= Yi(zi, f(zNi))
= Yi(zi, ei)
= Ai(zi) +Bi(ei) + ziCi(ei)
Let us show that this is a linear map with full rank. For each unit i, there are a total
of 2Ki distinct potential outcomes. In the linear parametrization, there are also a total
of 2 + Ki − 1 + Ki − 1 = 2Ki parameters. These are: {Ai(0), Ai(1)}, {Bi(1), . . . , Bi(K −
1)}, {Ci(1), . . . , Ci(K − 1)}. For each i, the inverse map is given by:
Ai(zi) = Yi(zi, 0)
Bi(ei) = Yi(0, ei)− Yi(0, 0)
Ci(ei) = Yi(1, ei)− Yi(1, 0)− Yi(0, ei) + Yi(0, 0)
Hence the map has full rank. Also note that Bi(0) = Yi(0, 0) − Yi(0, 0) = 0 and Ci(0) =
Yi(1, 0)− Yi(1, 0)− Yi(0, 0) + Yi(0, 0) = 0.
F.3 Proof of Proposition 3.3
Proof. Note that Y¯i(zi;φ) =
∑
ei
Yi(zi, ei)φ(Ei = ei|Zi = zi) = Yi(zi). Hence θ(φ) =
1
n
(Yi(1)− Yi(0)). The other results also follow from the definition.
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F.4 Proof of Proposition 3.4
From Proposition 3.2 , we ave the following representation of the Potential Outcomes:
Yi(zi, ei) = αi + βizi +Bi(ei) + ziC(ei)
where Bi(0) = 0 and Ci(0) = 0. By the definition of the direct treatment effect, we have
βDE =
1
n
(
n∑
i=1
Yi(1, 0)− Yi(0, 0)
)
=
1
n
(
n∑
i=1
αi + βi − αi
)
=
1
n
n∑
i=1
βi = β
Similarly, for the total treatment effect we have,
βTE =
1
n
(
n∑
i=1
Yi(1, 1)− Yi(0, 0)
)
=
1
n
(
n∑
i=1
αi + βi +Bi(1) + Ci(1)− αi
)
The results follow by substituting Bi(1) = γ and Ci(1) = 0.
F.5 Proof of Proposition 3.5
The result follows from the definition of the policies.
F.6 Proof of Theorem 3.1
Proof. Let θˆ be an unbiased estimator of θ under the design p(Z). Assume to the contrary
that there exists a unit i and a relevant potential outcome j such that pii(zj, ej) is 0. This
implies that unit i’s potential outcome Yi(zj, ej) is never observed under design p(Z). Since θˆ
is a function of the observed potential outcomes, and there are no structural assumptions on
the potential outcomes, the expectation of θˆ is free from Yi(zj, ej). However, since Yi(zj, ej)
is a relevant potential outcome, it appears in the definition of θ. Hence θˆ cannot be unbiased.
Similarly, assume that there exists a unit i and a relevant potential outcome j such that
pii(zj, ej) = 1. This implies that under design p(Z) we only observe Yi(zj, ej) for unit i. Since
causal effects are defined as contrasts between two distinct potential outcomes, there exists
a potential outcome Yi(zj′ , ej′) that appears in the definition of θ but pii(zj′ , ej′) = 0, which
brings us back to the first case.
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F.7 Proof of Proposition C.1
Proof. Note that Y
obs
i Zi∑
i Zi
is an unbiased estimator of 1
N
Y¯i(1;ψ):
E
[
Y obsi Zi∑
i Zi
]
= E
[
Yi(Zi, Ei)Zi∑
i Zi
]
= EK
[
1
K
Eψ
[
Yi(Zi, Ei)Zi|
∑
i
Zi = K
]]
= Ek
[
1
K
Eψ
[∑
zi,ei
Yi(zi, ei)ZiI(Zi = 1, Ei = ei)
]]
= EK
[
1
K
K
N
∑
ei
Yi(1, ei)P (Ei = ei|Zi = 1)
]
=
1
N
∑
ei
Yi(1, ei)ψ(Ei = ei|Zi = 1)
=
1
N
Y¯i(1;ψ)
Similarly, one can show that Y
obs
i (1−Zi)∑
i(1−Zi) is an unbiased estimator of
1
N
Y¯i(0;ψ) which completes
the proof.
F.8 Proof of Proposition 4.1
Proof.
βˆ =
∑
i Y
obs
i Zi∑
i Zi
−
∑
i Y
obs
i (1− Zi)∑
i 1− Zi
=
∑
i Yi(1, Ei)I(Zi = 1)∑
i I(Zi = 1)
−
∑
i Yi(0, Ei)I(Zi = 0)∑
i I(Zi = 0)
=
∑
i
∑
ei
Yi(1, ei)I(Zi = 1, Ei = ei)∑
i I(Zi = 1)
−
∑
i
∑
ei
Yi(0, ei)I(Zi = 0, Ei = ei)∑
i I(Zi = 0)
=
∑
i
∑
ei
[Yi(1, ei)αi(1, ei)− Yi(0, ei)αi(0, ei)]
=
∑
i
[Yi(1, 0)αi(1, 0)− Yi(0, 0)αi(0, 0)] +
∑
i
∑
ei 6=0
[Yi(1, 0)αi(1, ei)− Yi(0, ei)αi(0, ei)]
where,
αi(zi, ei) =
I(Zi = zi, Ei = ei)∑
i I(Zi = zi)
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Now, the bias is
b = E[βˆ]− βDE
=
∑
i
(
Yi(1, 0)E
[
αi(1, 0)−
1
n
]
− Yi(0, 0)E
[
αi(0, 0) +
1
n
])
+
∑
i
∑
ei 6=0
(Yi(1, ei)E[αi(1, ei)]− Yi(0, ei)E[αi(0, ei)])
F.9 Proof of Proposition 4.2
Proof. Note that from the non-parametric decomposition of the Potential outcomes given in
Proposition 3.2, we have,
Y obsi I(Zi = 1, Ei = 0) = Ai(1)I(Zi = 1, Ei = 0)
Y obsi I(Zi = 0, Ei = 0) = Ai(0)I(Zi = 0, Ei = 0) and
Y obsi I(Zi = 1, Ei = 1) = (Ai(1) +Bi(1) + Ci(1))I(Zi = 1, Ei = 1)
Substituting these in the definition of β1 and β2 gives the result.
F.10 Proof of Theorem 4.1
The theorem follows from results of Theorem 5.4
F.11 Proof of Proposition 4.3
Proof. Note that ∑
i y
obs
i zi
nt
=
∑
i αizi
nt
+
1
nt
β
∑
i
z2i +
1
nt
γ
∑
i
∑
j
gijzjzi
Similarly,∑
i y
obs
i (1− zi)
nc
=
∑
i αi(1− zi)
nc
+
1
nc
β
∑
i
zi(1− zi) +
1
nc
γ
∑
i
∑
j
gijzj(1− zi)
Using the facts z2i = zi,
∑
i z
2
i = nt, and zi(1− zi) = 0, we get,
βˆnaive = βDE + γ
(∑
i
∑
j gijzjzi
nt
−
∑
i
∑
j gijzj(1− zi)
nc
)
+
∑
i αizi
nt
−
∑
i αi(1− zi)
nc
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Note the following expectations - E[zizj] = P (zi = 1, zj = 1) =
nt
n
nt−1
n−1 and E[(1 − zi)zj] =
P (zi = 0, zj = 1) =
nt
n
nc
n−1 and that E[zi] =
nt
n
. Using these facts and taking expectations,
we get,
E[βˆnaive] = βDE − γ
2m
n(n− 1)
F.12 Proof of Proposition 4.4
Proof. Note that ∑
i y
obs
i zi∑
i zi
= α + β
∑
i z
2
i∑
i zi
+ γ
∑
i
∑
j
gij
zjzi∑
i zi
+
∑
i
izi∑
i zi
Similarly,∑
i y
obs
i (1− zi)∑
i(1− zi)
= α + β
∑
i
zi(1− zi)∑
i(1− zi)
+ γ
∑
i
∑
j
gij
zj(1− zi)∑
i(1− zi)
+
∑
i
i(1− zi)∑
i(1− zi)
Using the facts that z2i = zi, and zi(1− zi) = 0, we get,
βˆnaive = β + γ
(∑
i
∑
j
gij
(
zjzi∑
i zi
− zj(1− zi)∑
i (1− zi)
))
+
∑
i
(
izi∑
i zi
− i(1− zi)∑
i(1− zi)
)
Note the following expectations - E[eizi] = E[ei]E[zi] = 0 and similarly, E[ei(1− zi)] = 0 as
i ⊥⊥ zi. Also note that gij = 0 when i = j, hence we need to only focus on i 6= j for the
calculation of the remaining expectations. Now let X =
∑
i zi and consider,
E
[
zjzi∑
i zi
]
= E
[
1
X
E
[
zizj | X
]]
= E
[
1
X
X
n
X − 1
n− 1
]
= E
[
X − 1
n(n− 1)
]
=
np−npn
1−(1−p)n−pn − 1
n(n− 1)
In the last two equalities, we have used the fact that X is a restricted binomial distribution
with probability of success p, and X ∈ {1, . . . , n − 1}. Similarly, let Y = ∑(1 − zi) be a
restricted binomial with probability of success 1− p.
E
[
zj(1− zi)∑
i (1− zi)
]
= E
[
1
Y
E
[
zj(1− zj) | Y
]]
= E
[
1
Y
n− Y
n
Y
n− 1
]
= E
[
n− Y
n(n− 1)
]
=
n− n(1−p)−n(1−p)n
1−(1−p)n−pn
n(n− 1)
Finally, let c = 1
1−(1−p)n−pn and note that,
E[X − 1]− E[n− Y ] = c(np− npn)− 1− n+ c(n(1− p)− n(1− p)n) = −1
The result follows by plugging these expectations in the expression of E[βˆnaive] using the
fact that
∑
i
∑
j gij = 2m.
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F.13 Proof of Proposition E.1
Proof. Note that, as before, we have∑
i y
obs
i zi∑
i zi
=
∑
i αizi∑
i zi
+
∑
i βiz
2
i∑
i zi
+ γ
∑
i
∑
j zjzi∑
i zi
Similarly, ∑
i y
obs
i (1− zi)∑
i(1− zi)
=
∑
i αi(1− zi)∑
i(1− zi)
+
∑
i βizi(1− zi)∑
i(1− zi)
+ γ
∑
i
∑
j zj(1− zi)∑
i(1− zi)
Using the facts that z2i = zi, and zi(1− zi) = 0, we get,
τˆ =
∑
i βizi∑
i zi
+ γ
∑∑
i 6=j
(
zjzi∑
i zi
− zj(1− zi)∑
i (1− zi)
)
+
∑
i
(
αizi∑
i zi
− αi(1− zi)∑
i(1− zi)
)
(30)
However, now we have the case that
∑
i zi =
∑K
k=1 nkzk and
∑
i 1− zi =
∑K
k=1 nk(1− zk).
Let β¯k be the average of βi for all nodes in cluster k. Similarly, we define α¯k. Thus, we get,
τˆ =
∑
k β¯knkzk∑
k nkzk
+ γ
∑∑
i 6=j
(
zjzi∑
i zi
− zj(1− zi)∑
i (1− zi)
)
+
∑
k
(
α¯knkzk∑
k nkzk
− α¯knk(1− zk)∑
k nk(1− zk)
)
(31)
Note the following: ∑∑
i 6=j
(
zizj∑
i zi
− (1− zi)zj∑
i(1− zi)
)
= −1
This is because, ∑
i
∑
j zizj∑
i zi
=
∑
j zj
∑
i zi∑
i zi
=
∑
i
zi
and, ∑
i
∑
j(1− zi)zj∑
i(1− zi)
=
∑
j zj
∑
i(1− zi)∑
i(1− zi)
=
∑
i
zi.
Hence, we have,
0 =
∑
i
∑
j
(
zizj∑
i zi
− (1− zi)zj∑
i(1− zi)
)
=
∑
i 6=j
(
zizj∑
i zi
− (1− zi)zj∑
i(1− zi)
)
+
∑∑
i=j
(
zizj∑
i zi
− (1− zi)zj∑
i(1− zi)
)
=
∑
i 6=j
(
zizj∑
i zi
− (1− zi)zj∑
i(1− zi)
)
+
∑∑
i=j
(
z2i∑
i zi
− (1− zi)zi∑
i(1− zi)
)
=
∑
i 6=j
(
zizj∑
i zi
− (1− zi)zj∑
i(1− zi)
)
+ 1
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Thus, to evaluate the bias, we need to compute the expectations of the following terms:
E
[
nkzk∑
k nkzk
]
and E
[
nk(1− zk)∑
k nk(1− zk)
]
We will use the trivial identity
E
[
U
V
]
=
1
E[V ]
[
E[U ]− Cov
(
U
V
, V
)]
Thus, we get,
E
[
nkzk∑
k nkzk
]
=
1∑
k E [nkzk]
[
E[nkzk − Cov
(
nkzk∑
k nkzk
, nkzk
)]
=
K
nKt
[
nkKt
K
− n2kCov
(
zk∑
k nkzk
, zk
)]
=
nk
n
− n
2
kK
Kt
Cov
(
zk∑
k nkzk
, zk
)
=
nk
n
− n
2
kK
Kt
ck
Similarly, one can show that
E
[
nk(1− zk)∑
k nk(1− zk)
]
=
nk
n
− n
2
kK
Kc
Cov
(
1− zk∑
k nk(1− zk)
, 1− zk
)
=
nk
n
− n
2
kK
Kc
dk
Thus, we get
E[τˆ ] =
∑
k
β¯k
(
nk
n
− n
2
kKck
Kt
)
− γ +
∑
k
α¯k
(
nkK(dk − ck)
Kt
)
= β¯ − γ − K
Kt
∑
k
β¯kn
2
kck +
K
Kt
∑
k
α¯knk (dk − ck)
F.14 Proof of Propositions 4.5 and 4.6
Proof. From the definition of βˆnaive and using the facts z
2
i = zi and zi(1− zi) = 0, we have,∑
i y
obs
i zi∑
i zi
=
∑
i αizi∑
i zi
+
∑
i βizi∑
i zi
+
∑
i(γi + θi)eizi∑
i zi
and, ∑
i y
obs
i (1− zi)∑
i(1− zi)
=
∑
i αi(1− zi)∑
i(1− zi)
+
∑
i γiei(1− zi)∑
i(1− zi)
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Under both the CRD and Bernoulli trial, we get, (e.g. using Proposition ??)
E[βˆ] = β¯ +
∑
i
(
(γi + θi)E
[
eizi∑
i zi
]
− γiE
[
ei(1− zi)∑
i(1− zi)
])
Under CRD,
∑
i zi = nt and
∑
i(1− zi) = nc. Moreover, E[zi] = nt and E[1− zi] = nc. Let
P (zi = 1, ei = 1) = pii(1, 1) and P (zi = 0, ei = 1) = pii(0, 1), then we have,
E[βˆ] = β1 +
∑
i
γi
(
pii(1, 1)
nt
− pii(1, 0)
nc
)
+
∑
i
θi
pii(1, 1)
nt
E[βˆ] = β1 +
1
n
∑
i
γi
((
nc−1
di
)− (nc
di
)(
n−1
di
) )+∑
i
θi
pii(1, 1)
nt
E[βˆ] = β1 −
1
n
∑
i
γi
((
nc−1
di−1
)(
n−1
di
) )+ 1
n
∑
i
θi
(
1−
(
nc
di
)(
n−1
di
))
Now let us compute the bias for a Bernoulli trial. We need to compute the following expec-
tations:
E
[
eizi∑
i zi
]
and
[
ei(1− zi)∑
i(1− zi)
]
E
[
eizi∑
i zi
]
= E
[
E
[
eizi∑
i zi
∣∣∣∣∑
i
zi = k
]]
= E
[
1∑
i zi
P
(
ei = 1, zi = 1
∣∣∣∣∑
i
zi = k
)]
= Ek
[
1
k
k
n
[
1− nc(nc − 1) . . . (nc − di + 1)
(n− 1)(n− 2) . . . (n− di)
]]
, where nc = n− k
=
1
n
− Ek
[
n(di)c
n(di)(n− di)
]
=
1
n
− Ek
[
(n− k)(di)
n(di)(n− di)
]
=
1
n
− n
(di)(1− p)di
n(di)(n− di)
=
1
n
− (1− p)
di
n− di
The last equation follows from the easy to show fact that if X ∼ Bin(n, p), then E
[
X(r)
]
=
n(r)pr, and that n− k ∼ Bin(n, 1− p). Using a similar argument, one can show that
E
[
ei(1− zi)∑
i(1− zi)
]
=
1
n
− (1− p)
di
n
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Thus, we get,
E[τˆ ] = β¯ +
∑
i
(
(γi + θi)E
[
eizi∑
i zi
]
− γiE
[
ei(1− zi)∑
i(1− zi)
])
= β¯ +
∑
i
(
(γi + θi)
[
1
n
− (1− p)
di
n− di
]
− γi
[
1
n
− (1− p)
di
n
])
= β¯ −
∑
i
(
diγi(1− p)di
n(n− di)
)
+
∑
i
θi
[
1
n
− (1− p)
di
n
]
F.15 Proof of Theorem 5.1
Proof. Note that by the consistency assumption, we have,
θˆ1 =
n∑
i=1
Y obsi wi(z) =
n∑
i=1
∑
z,e
Yi(z, e)I(zi = z, ei = e)wi(z)
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E[θˆ1] =
n∑
i=1
∑
z,e
Yi(z, e)
(∑
z∈Ω
I(zi = z, ei = e)wi(z)p(z)
)
n∑
i=1
∑
z∈Ω
wi(z)Yi(z1, e1)I(zi = z1, ei = e1)p(z)
+
n∑
i=1
∑
z∈Ω
wi(z)Yi(z0, e0)I(zi = z0, ei = e0)p(z)
+
n∑
i=1
∑
(z,e) 6=(z1,e1),(z0,e0)
∑
z∈Ω
wi(z)Yi(z1, e1)I(zi = z, ei = e)p(z)
=
n∑
i=1
∑
z∈Ωi(z1,e1)
wi(z)Yi(z1, e1)p(z) +
n∑
i=1
∑
z∈Ωi(z0,e0)
wi(z)Yi(z0, e0)p(z)
+
n∑
i=1
∑
(z,e)6=(z1,e1),(z0,e0)
∑
z∈Ωi(z,e)
wi(z)Yi(z1, e1)p(z)
=
n∑
i=1
Yi(z1, e1)
 ∑
z∈Ωi(z1,e1)
wi(z)p(z)
+ n∑
i=1
Yi(z0, e0)
 ∑
z∈Ωi(z0,e0)
wi(z)p(z)

+
n∑
i=1
∑
(z,e)6=(z1,e1),(z0,e0)
Yi(z, e)
 ∑
z∈Ωi(z,e)
wi(z)p(z)

=
n∑
i=1
Yi(z1, e1)
(
1
n
)
−
n∑
i=1
Yi(z0, e0)
(
1
n
)
where the last line is required for unbiasedness. Since this is an identity in Yi(z, e), we have
∀i = 1, . . . , n,
∑
z∈Ωi(z1,e1)
wi(z)p(z) =
1
n
∀i = 1, . . . , n,
∑
z∈Ωi(z0,e0)
wi(z)p(z) = −
1
n
∀i,∀(z, e) 6= (z1, e1), (z0, e0),
∑
z∈Ωi(z,e)
wi(z)p(z) = 0
Let us now show that 0 < pii(z1, e1) < 1 is necessary for unbiasedness. Suppose there
exists a j such that pij(z1, e1) =
∑
z∈Ωj(z1,e1) p(z) = 0, then p(z) = 0 ∀ z ∈ Ωj(z1, e1).
This means that E[θˆ] is free of Yj(z1, e1) irrespective of wj(z), see line 4 of the previous
equation, and hence cannot be equal to
∑n
i=1 Yi(z1, e1). Similarly, suppose there exists a
j such that pij(z1, e1) =
∑
z∈Ωj(z1,e1) p(z) = 1. This implies that Ωj(z1, e1) = Ω. Since for
fixed j, the sets Ωj(z, e) are disjoint, we have p(z) = 0 for any z ∈ Ωj(z0, e0). Hence by
the previous argument, E[θˆ1] will be free of Yj(z0, e0) and therefore cannot be unbiased. A
similar argument will show the necessity of 0 < pii(z0, e0).
60
F.16 Proof of Theorem 5.2
Proof. Note that θˆ2 given by 24 is contained in the class of estimators given by θˆ 23, since
w(z) = w(z, e). Using the results from Theorem 5.1, we have θˆ2 is unbiased iff for each
i = 1, . . . , n ∑
z∈τi(z1,e1)
wi(z)p(z) =
1
n
=⇒
∑
z∈τi(z1,e1)
wi(z, e)p(z) =
1
n
=⇒ wi(z1, e1)
∑
z∈τi(z1,e1)
p(z) =
1
n
,
=⇒ wi(z1, e1)pii(z1, e1) =
1
n
=⇒ wi(z1, e1) =
1
npii(z1, e1)
A similar argument shows that wi(z0, e0) =
1
npii(z0,e0)
and wi(z, e) = 0 for all (z, e) 6=
(z1, e1)and(z0, e0).
F.17 Proof of Theorem 5.3
Proof. For a CRD design, we have,
αi(1, ei) = E
[
I(Zi = 1, Ei = ei)∑
i Zi
]
=
1
nt
P (I(Zi = 1, Ei = ei)
=
1
nt
nt
n
(
nt−1
ei
)(
nc
di−ei
)(
n−1
di
) if nt ≥ ei + 1 and nc ≥ di − ei, 0 otherwise
=
1
n
(
nt−1
ei
)(
nc
di−ei
)(
n−1
di
) if nt ≥ ei + 1 and nc ≥ di − ei, 0 otherwise
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For a Bernoulli trial, we have,
αi(1, ei) = E
[
I(Zi = 1, Ei = ei)∑
i Zi
]
= Ek
[
E
[
I(Zi = 1, Ei = ei)∑
i Zi
∣∣∣∣∑
i
Zi = k
]]
= E
[
1∑
i Zi
P
(
Zi = 1, Ei = ei
∣∣∣∣∑
i
Zi = k
)]
= EK
[
1
K
K
n
(
K−1
ei
)(
n−K
di−ei
)(
n−1
di
) ] , where ∑
i
Zi = K
=
1
n
EK
[(
K−1
ei
)(
n−K
di−ei
)(
n−1
di
) ]
where K is a restricted binomial random variable with support on {1, . . . , N − 1} and
P (K = k) = (
n
k)p
k
(1−p)n−k
1−(1−p)n−pn . A similar proof holds for the other cases.
F.18 Proof of Theorem 5.5
To prove Theorem 5.5, we first need an intermediate Lemma proved below. This Lemma
essentially states that given any unbiased estimator of θ whose minimum variance is strictly
greater than 0, one can always construct a new estimator that has lower mean squared error
than the unbiased estimator. Lemma F.1 follows from a result of Godambe and Joshi (1965).
Lemma F.1. Let P be any design and let θˆ be an unbiased estimator of a generic causal
effect θ under the design P. Suppose minT V arP(θˆ) > 0 where T is the table of science. Then
there exists an estimator θˆ1 such that MSE[θˆ] < MSE[θˆ1] for all θ.
Proof. Let 0 < k ≤ 1 be a constant to be specified later and let θˆ1 = (1−k)θˆ. Then we have
MSE(θˆ1) = E
(
(1− k)θˆ − θ
)2
= MSE(θˆ) + k2
(
V ar(θˆ) + θ2
)
− 2kV ar(θˆ) (32)
Note that the MSE is a function of the design P and the unknown but fixed potential
outcomes {Yi(zi, ei)}ni=1 given by the entries of Table of science T. In fact, since θˆ is an
unbiased estimator, one can show that it is a function of only the relevant potential outcomes,
i.e. {Yi(z1, e1)}ni=1 and {Yi(z0, e0)}ni=1. Now if k > 0 and
k
(
V ar(θˆ) + θ2
)
< 2V ar(θˆ),
for all θ, then MSE(θˆ1) < MSE(θˆ). We need to show that such a k exists. To see that this
is true, let
k0 = minT
2V ar(θˆ)
V ar(θˆ) + θ2
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Since minT V ar(θˆ) > 0, we have k0 > 0. Let k = min(k0, 1). Hence we have 0 < k ≤ 1.
When k0 < 1, k = k0 and by definition of k0 , MSE(θˆ1) < MSE(θˆ).
When k0 ≥ 1, k = 1, and θˆ1 = 0. But k0 ≥ 1 implies that 2V ar(θˆ) > V ar(θˆ) +
θ2 or V ar(θˆ) ≥ θ2. Using this fact and substituting k = 1 in equation 32, one can see
that MSE(θˆ1) < MSE(θˆ). Note that in such a case, the variance of θˆ is so large that a
constant estimator is able to beat it. This happens when V ar(θˆ) > θ2, making estimation
impossible.
Proof of Theorem 5.5. To show that the Horvitz-Thompson estimator is inadmissible, from
Lemma F.1, it suffices to show that the variance of the HT estimator can never be zero for
a non-constant design P. Let Xi = I(Zi = z0, Ei = e0) and Yi = I(Zi = z1, Ei = e1) and
pi = E(Xi) and qi = E(Yi). Let us assume to the contrary that the variance of θˆHT = 0 for
some θ for a non-constant design P. The variance of θˆHT is 0 iff
θˆHT = E
(
θˆHT
)
= θ a.s. P
⇐⇒
n∑
i=1
(
Yi(z1, e1)
Xi
pi
− Yi(z0, e0)
Yi
qi
)
=
n∑
i=1
(Yi(z1, e1)− Yi(z0, e0)) a.s. P
⇐⇒
n∑
i=1
Yi(z1, e1)
pi
(Xi − pi) =
n∑
i=1
Yi(z0, e0)
qi
(Yi − qi) a.s. P (33)
Since the potential outcomes are fixed, they cannot be functions of random variables. Hence
equation 33 holds only if either
1. Yi(z1, e1) = c1pi, Yi(z0, e0) = c2qi for all i and
∑
i(Xi−Yi) = c
∑
i(pi−qi) almost surely
for some constants c1, c2 and c (or)
2. Yi(z1, e1) and Yi(z0, e0) are all 0.
Ignoring the trivial solutions of equation 33, the variance of the Horvitz-Thompson estimator
is 0 only if X0−r1Y0 = r2 almost surely for some constants r1 and r2. Now since X0 +Y0 ≤ n,
this implies Cov(X0, Y0) ≤ 0. Hence
0 = V ar(X0 − Y0) = V ar(X0) + V ar(Y0)− 2Cov(X0, Y0)
which is true if and only if V ar(X0) = 0 and V ar(Y0) = 0. This implies that X0 and Y0 are
constant, which contradicts the assumption that P is a non-constant design.
F.19 Proof of Proposition B.1
Proof. Recall from the previous lemma, that
βˆnaive = β + γ
(∑
i
∑
j gijzjzi
nt
−
∑
i
∑
j gijzj(1− zi)
nc
)
+
1
nt
∑
i
izi −
1
nc
∑
i
i(1− zi)
= β + γ
(
n
ncnt
∑
i
∑
j
gijzjzi −
1
nc
∑
i
∑
j
gijzi
)
+
∑
i
i
nzi − nt
ntnc
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Let t1 = γ
(
n
ncnt
∑
i
∑
j gijzjzi − 1nc
∑
i
∑
j gijzi
)
and t2 =
∑
i i
nzi−nt
ntnc
and We will com-
pute the variance of each of these terms separately. Note that the covariance between these
two terms is 0, since ei ⊥ zi and E[ei] = 0, as seen below.
Cov
(
n
ntnc
zizj −
zi
nc
, i(nzi − nt)
)
= E
[(
n
ntnc
zizj −
zi
nc
)
i(nzi − nt)
]
− E
[
n
ntnc
zizj −
zi
nc
]
E[i(nzi − nt)] = 0
The variance of t2 is
V ar(t2) = V ar
(∑
i
i
nzi − nt
ntnc
)
=
∑
i
∑
j
Cov
(
i
nzi − nt
ntnc
, j
nzj − nt
ntnc
)
= nE
[
e2i
(
nzi − nt
ntnc
)2]
(Since when i 6= j, the covariance is 0)
=
nσ2
n2tn
2
c
[
(n− nt)2
nt
n
+ n2t
nc
n
]
= σ2
(
1
nt
+
1
nc
)
To calculate the variance of t1, note that
1
γ2
V ar(t1) =
n2
n2tn
2
c
V ar
(∑
i
∑
j
gijzjzi
)
+
1
n2c
V ar
(∑
i
∑
j
gijzi
)
− 2 n
n2cnt
Cov
(∑
i
∑
j
gijzjzi,
∑
i
∑
j
gijzi
)
Each of these variances are calculated in the propositions below. Using these propositions,
we get
1
γ2
V ar(t1)
=
4n
ntnc
(nt − 1)
(n− 1)(n− 2)(n− 3)
(
m(nc − 1) + 2m2
(3n+ 3nt − 2nnt − 3)
n(n− 1) + (nt − 2)
∑
i
d2i
)
+
1
nc
nt
n2
(∑
i
d2i −
∑
i 6=j didj
n− 1
)
− 2 1
nc
2(nt − 1)
(n− 1)(n− 2)
(∑
i
d2i −
4m2
n
)
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Proposition F.1.
1
4
V ar
(∑
i
∑
j
gijzjzi
)
=
ntnc(nt − 1)
n(n− 1)(n− 2)(n− 3)
(
m(nc − 1) + 2m2
(3n+ 3nt − 2nnt − 3)
n(n− 1) + (nt − 2)
∑
i
d2i
)
Proof.
V ar
(∑
i
∑
j
gijzjzi
)
=
∑
i
∑
j
∑
k
∑
l
gijgklCov(zizj, zkzl)
We will consider several cases. To keep notation simple, let (x)n = (x)(x − 1)(x −
2) . . . (x− (n− 1)) be the falling factorial.
Case 1 k = i, l = j and k = j, l = i
2
∑
ij
g2ijV ar(zizj) =
(
nt − 1
n− 1
nt
n
−
(nt
n
)2)∑
ij
gij = 4m
(
nt − 1
n− 1
nt
n
−
(
(nt)2
(n)2
)2)
Case 2 k 6= (i, j), l 6= (i, j), k 6= l
Cov(zizj, zkzl) = E[zizjzkzl]− E[zizj]E[zkzl] =
(nt)4
(n)4
−
(
(nt)2
(n)2
)2
∀k 6= i, l 6= j, k 6= l
∑
i
∑
j
∑
k 6=i,j
∑
l 6=i,j
gijgkl =
∑
i
∑
j
gij(2m− 2di − 2dj + 2gij) = 4(m2 +m−
∑
i
d2i )
Case 3 k = i, l 6= j, k = j, l 6= i, l = i, k 6= j and l = j, k 6= i Let Kij be the index set
of tuples (k, l) satisfying the conditions mentioned above, for a fixed (i, j). Then for any
(k, l) ∈ Kij, we have,
Cov(zizj, zkzl) = E[z
2
i zj]− E[zizj]E[zizl] =
(nt)3
(n)3
−
(
(nt)2
(n)2
)2
∑
i
∑
j
∑
k∈Kij
gijgkl =
∑
i
∑
j
gij(2di + 2dj − 4gij) = 4
(∑
i
d2i − 2m
)
Combining these three cases, we get
1
4
V ar
(∑
i
∑
j
gijzjzi
)
=m
(
(nt)2
(n)2
−
(
(nt)2
(n)2
)2)
+(
m2 +m−
∑
i
d2i
)(
(nt)4
(n)4
−
(
(nt)2
(n)2
)2)
+(∑
i
d2i − 2m
)(
(nt)3
(n)3
−
(
(nt)2
(n)2
)2)
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Collecting each term and simplifying, we get
1
4
V ar
(∑
i
∑
j
gijzjzi
)
=
ntnc(nt − 1)(nc − 1)
n(n− 1)(n− 2)(n− 3)m+
2ntnc(nt − 1)
n2(n− 1)2(n− 2)(n− 3)(3n+ 3nt − 2nnt − 3)m
2
+
ntnc(nt − 1)(nt − 2)
n(n− 1)(n− 2)(n− 3)
∑
i
d2i
=
ntnc(nt − 1)
n(n− 1)(n− 2)(n− 3)
(
m(nc − 1) + 2m2
(3n+ 3nt − 2nnt − 3)
n(n− 1) + (nt − 2)
∑
i
d2i
)
Proposition F.2.
V ar
(∑
i
∑
j
gijzj
)
=
ntnc
n2
(∑
i
d2i −
∑
i 6=j didj
n− 1
)
Proof.
V ar
(∑
i
∑
j
gijzi
)
= V ar
(∑
i
dizi
)
= V ar(z1)
∑
i
d2i + Cov(z1, z2)
∑
i 6=j
didj
=
(
nt
n
−
(nt
n
)2)∑
i
d2i +
(
(nt)2
(n)2
−
(nt
n
)2)∑
i 6=j
didj
Proposition F.3.
Cov
(∑
i
∑
j
gijzjzi,
∑
i
∑
j
gijzj
)
=
2ntnc(nt − 1)
n(n− 1)(n− 2)
(∑
i
d2i −
4m2
n
)
Proof.
Cov
(∑
i
∑
j
gijzjzi,
∑
i
∑
j
gijzj
)
=
∑
i
∑
j
∑
k
∑
l
gijgklCov(zizj, zk) =
∑
i
∑
j
∑
k
gijdkCov(zizj, zk)
Consider again, 3 cases:
Case 1 k = i and k = j∑
i
∑
j
∑
k
gijdkCov(zizj, zk) =
∑
i
∑
j
gij(diCov(zizj, zi) + djCov(zizj, zj))
=
(
(nt)2
(n)2
− (nt)2
(n)2
nt
n
)
2
∑
i
d2i
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Case 2 k 6= (i, j)∑
i
∑
j
∑
k
gijdkCov(zizj, zk) =
(
(nt)3
(n)3
− (nt)2
(n)2
nt
n
)∑
i
∑
j
gij
∑
k 6=(i,j)
dk
=
(
(nt)3
(n)3
− (nt)2
(n)2
nt
n
)∑
i
∑
j
gij(2m− di − dj)
=
(
(nt)3
(n)3
− (nt)2
(n)2
nt
n
)
(4m2 − 2
∑
i
d2i )
Adding these two terms gives simplifying gives the desired result.
Cov
(∑
i
∑
j
gijzjzi,
∑
i
∑
j
gijzj
)
=
(
(nt)3
(n)3
− (nt)2
(n)2
nt
n
)
4m2 +
(
(nt)2
(n)2
− (nt)3
(n)3
)
2
∑
i
d2i
=
2ntnc(nt − 1)
n(n− 1)(n− 2)
(∑
i
d2i −
4m2
n
)
=
−2nt(nt − 1)nc
n2(n− 1)(n− 2)4m
2 + 2
ntnc(nt − 1)
n(n− 1)(n− 2)
∑
i
d2i
67
