Abstract. Let 1 < p < ∞ and −∞ < a < b < ∞. We show by using elementary methods that the best constant C (necessarily independent of a and b) for which the 1-dimensional Poincaré inequality
Let B be a ball in n-dimensional Euclidean space R n , and let 1 ≤ p, q < ∞. Also, assume that q ≤ pn n−p when p < n. Let Lip(B) denote the class of Lipschitz continuous functions on B, and let Lip 0 (B) be the subclass of functions with compact support in B. We define the Sobolev constant C S (p, q) and the Poincaré constant C P (p, q) respectively by Both C S (p, q) and C P (p, q) are independent of B, as can be seen by translation and dilation.
Similarly, for a bounded domain Ω ⊂ R n , we define corresponding constants C S (p, q, Ω) and C P (p, q, Ω) by replacing B by Ω everywhere in the definitions above. By using symmetric decreasing rearrangements, it can be shown that C S (p, q, Ω) ≤ C S (p, q) for any Ω. On the other hand, C P (p, q, Ω) is known to be finite only for reasonably nice domains Ω, such as John domains and domains satisfying the cone condition; see for example [2] , [24] , [7] , or [9] .
In case n > 1, the exact value of C S (p, q) has been obtained for certain values of p and q. For example, when 1 ≤ p < n and q = pn n−p ,
see [28] , [4] or [22] . Moreover, in case p = q = 2, the value is known to be closely related to the first eigenvalue of the Dirichlet problem ∆u + λu = 0 in B; u = 0 on ∂B.
In fact, if B 1 denotes the unit ball, then C S (2, 2)|B 1 | 1/n is the reciprocal of the first positive zero of the Bessel function J n/2−1 ; see for example [17] . For any p and q, it follows by using symmetric decreasing rearrangements that C S (p, q)n
for all Lipschitz continuous functions on [0,1] with f (1) = 0. This observation is simple to prove, although we have been unable to locate any reference. In case either p = 1 or q = 1, Kufner and Opic [19] have obtained a sharp estimate for H p,q (see also [10, Proposition 1.7] ). In fact, by putting all the weights in [19] equal to x n−1 , one finds that the best values are
One can then compute the corresponding values of C S (p, q), namely, [15, (10.30) , page 276] when p = q = 1) and
Unfortunately, specific estimates related to C P (p, q, Ω) have been obtained only in very special cases, and then with different normalizations from the definition of C S (p, q, Ω). For example, in the case of convex domains Ω ⊂ R n , it is shown in [25] and [5] that for p = q = 2 and any fixed n,
and it is shown in [1] that for p = q = 1 and any fixed n,
The main technique used to prove these results is to decompose a convex domain (according to a given function f ) into nonoverlapping arbitrarily thin domains (i.e., domains contained in arbitrarily thin rectangles), keeping the same average of f on each subdomain, and then to apply a sharp weighted 1-dimensional Poincaré inequality to these subdomains with a weight which is a positive power of a nonnegative concave function. Moreover, it has recently been shown in [11] by a similar method that the best constant C in the weighted Poincaré inequality for
where Ω, f and w are allowed to range respectively over the classes of bounded convex domains in R n , Lipschitz continuous functions on Ω, and weights which are any positive power of a nonnegative concave function on Ω, is the same as the best constant for the corresponding 1-dimensional situation.
From now on, we will discuss just the 1-dimensional case of the above. Then
where
. Again, it follows by translation and dilation that C P (p, q) is independent of [a, b] . Also, the Sobolev and Hardy constants C S (p, q) and C H (p, q) are defined by 
Moreover, when p = 1, it is shown in [19] that C H (1, q) = 1, and when q = 1 and p > 1, it is a consequence of the results in [19] (by putting all the weights there equal to 1) that
see also [10, Proposition 1.6] . Furthermore, let us note that it is simple to see that
On the other hand, not much is known about C P (p, q) when n = 1 except for certain values of p and q. Recently, it was shown by the authors [10] that
Note that the above constant equals 1/2 for 1 ≤ q ≤ 3 but strictly exceeds 1/2 for q > 3; see the Appendix in [10] , and also [23] in case q = 1. Moreover, it is easy to check that it equals (1/12) 1/4 when q = 4. By considering a variation of the Dirichlet problem, it is shown in [25] that C P (2, 2) = 1/π. Furthermore, C P (1, 1) = 1/2 as already mentioned. Note that C P (2, 2) and C P (1, 1) are the same as the constants given in (1.3) and (1.4) since (1.3) and (1.4) are independent of n.
We begin by deriving the following simple inequality relating C P (p, q) and C H (p, q).
, and therefore, since b − a = 2(b − c),
.
The proposition now follows by taking the supremum over f .
Note that the converse of the inequality in the proposition is not true in general; for example recall that C H (1, 4) = 1 while C P (1, 4) = (1/12) 1/4 . In this note, we will show that the converse of the inequality in the proposition is true in case q = 1 and 1 < p < ∞.
First, let us establish the following lemma. We say that f is piecewise linear on [a, b] if f is continuous on [a, b] and there exist points a 0 = a < a 1 < a 2 < · · · < a n = b such that the graph of f is a line segment on each [a i−1 , a i ]. We also define the nonincreasing rearrangement f 
Lemma 1.3. If f is a piecewise linear function on [a, b], then for all 1 ≤ p < ∞,
, where f * is the nonincreasing rearrangement of f .
Proof. Let f be a piecewise linear function on [a, b] . Then there exist a = a 0 < a 1 < a 2 < · · · < a n = b such that f is linear on each [a i−1 , a i ]. Let us arrange {f (a 0 ), · · · , f(a n )} in nondecreasing order:
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Note that {α 0 , α 1 , · · · , α n } is just a permutation of {a 0 , a 1 , · · · , a n }, and there exist
Moreover, for each i,
is either empty or a union
such that for each j, the graph of f is a line segment on [c j ,
Consequently,
Finally, since both f and f * have the same distribution function, we have f * av = f av and
, and the lemma follows.
Remarks 1.4. (1) Our proof of the lemma is a modification of a method of Hildén [18] . However, our computation is simpler since piecewise linear functions in one dimension have very simple structure.
(2) The lemma remains true for all Lipshitz functions by using an approximation argument based on the density of piecewise linear functions as in [18] or [14] . The lemma also has an analogue for nondecreasing rearrangements.
, it follows from the lemma and the density of piecewise linear functions in Sobolev spaces that
Moreover, the analogue of (1.8) with f max replaced by f min holds. (4) Similar conclusions hold for the symmetric nonincreasing rearrangement of a nonnegative Lipschitz continuous function f which vanishes outside [a, b] , and therefore
. Indeed, in the study of sharp constants for (1.1), symmetric nonincreasing rearrangements have been widely used; see for example [28] .
We are now ready to prove the theorem. 
By translation and dilation, it is enough to prove the theorem for a = 0 and b = 1. Moreover, by the lemma, it suffices to consider just nonincreasing functions f . Since f is monotone, there exists α ∈ (0, 1) such that f (α) = f av . We may also assume that f av = 0, and therefore
We may assume without loss of generality that
Let us define a function
, and g
Furthermore, by assumption,
Since for all α ∈ (0, 1), we have
it follows by combining estimates that
. Therefore,
Thus the converse of the inequality in the proposition holds, and the theorem is proved. .
(2) For other values of p, q, bounds for C H (p, q) have been obtained in [19] . In case 1 ≤ p ≤ q < ∞, bounds for C P (p, q) have been obtained in [10] . However, only upper bounds are obtained in [10] in case 1 ≤ q < p < ∞.
(3) Since Lipschitz continuous functions are dense in the Sobolev space W 1,p [a, b] , it is obvious that the following inequality is sharp:
Added note. We would like to thank G. Talenti for alerting us to the work of A. Cianchi [12] concerning the constant C P (p, q) in (1.2). In case p = 1 and 0 < q ≤ n/(n − 1), n ≥ 2, it is shown in [12] that if V n = Thus, for n ≥ 2 and 0 < q ≤ n/(n − 1),
