An overview of some nonparametric procedures based on precedence (or exceedance) statistics is given. The procedures include both tests and confidence intervals. In particular, the construction of some simple distribution-free confidence bounds for location difference of two distributions with the same shape is considered and some properties are derived. The asymptotic relative efficiency of an asymptotic form of the corresponding test relative to Wilcoxon's two-sample rank-sum test and the two-sample Student's t-test is given for various cases.
Introduction
The main purpose of this paper is to present an overview of a class of simple nonparametric tests and confidence intervals based on what are called precedence (or exceedance) statistics.
A formal definition of a precedence statistic in the two-sample setting is as follows. Let there be two independent random samples of X's and Y's of sizes m and n, respectively, from two continuous populations. Let X(,.) be a specified order statistic of the X-sample and let V,. denote the total number of V-observations that do not exceed, that is precede, X(,.). The statistic V,. is called a precedence statistic and a test based on V,. is referred to as a precedence test. A closely related test, used by some authors, is based on the statistic V:, which denotes the number of Y's that exceed X(,.). Thus V: is called an exceedance statistic and any test based on it is called an exceedance test. Clearly V,. + V: = n so that the precedence and the exceedance tests are statistically equivalent. Interestingly, there is a connection between the count V,. and the rank R,. of X(,.) in the combined sample of X's and V's. This is given by R,. = V,. + r. Thus rank tests can be written in terms of precedence tests and vice-versa.
Also, a precedence test can be viewed as a two-sample analog of the usual one-sample sign (quantile) test. For example, if we let m -+ 00, with rim -+ p (0 < p < 1), we arrive in the one-sample situation and the precedence statistic reduces to the well known quantile test statistic (the sign test obtains when p = 1/2). An indication of such a test appeared in Thompson (1938) . A discussion on quantile tests can be found in standard books on nonparametric statistics (see for example Gibbons and Chakraborti, 1992) and as such the one-sample problem is omitted from this paper. Also, we concentrate on the K (~ 2)-sample location problem and thus we do not consider applications of precedence or precedence type tests in the context of block designs.
We begin with a discussion of the two-sample location problem and review some of the literature on precedence (and related) tests. Some simple confidence bounds and the corresponding one-sided precedence tests based on pairs of order statistics are studied next. This is followed by a discussion on generalizations to the multi-sample location problem. An important practical advantage of the class of precedence tests, to be elaborated later, is that in certain experimental situations the tests can be applied before all the data are collected. Thus the experiment can be terminated early and a decision can be reached on the basis of a precedence test, resulting in savings in time and resources. Also, being distribution-free, the precedence 2 tests and confidence bounds are more flexible and are more generally applicable. Moreover, the procedures share the advantage associated with many non parametric procedures, namely that their applications only require simple calculations.
The paper is organized as follows. The two-sample problem is outlined in Section 2. Section 3 is a survey of some literature. The proposed confidence bounds are presented in Section 4 with a discussion on the selection of preferable bounds in Section 5. Some properties of the confidence bounds and the associated tests are examined in Section 6 and 7. In section 8 some K -sample problems are introduced. Various precedence type tests for these problems are reviewed in section 9.
The Two-sample Problem
Let X and Y be two independent random variables with unknown continuous cumulative distribution functions F(x) and G(y), respectively. The density functions corresponding to F and G, if they exist, are denoted by lex) and g(y), respectively. Suppose two independent samples of observations XI,"', Xm and Y 1 , " ' , Y n , respectively, are drawn from the two distributions so that there are a total of N = m + n observations. The order statistics are denoted by X(l) < ... < X(m) and Y(l) < ... < y(n), respectively. It is well known that the use of order statistics often results in very simple b.ut efficient tests. Also, because of their very definition, the order statistics are often the most suitable statistics in a host of applications. For example, in the field of life-testing, when observations arrive in order of magnitude and one needs to analyze the data before all observations become available, it is natural to consider applying tests based on order statistics. The advantages are possible shortening of the duration of the experiment (testing time) and also of reducing the number of test items to be destroyed. We are interested in the location difference and it is assumed, without loss of generality, that F(x) = G(x + 6) for all x and with 9 E e c lRt, so that F(.) and G(·) have the same shape. The problem is to consider distribution-free tests and the corresponding confidence bounds for 9 based on some precedence statistics. The null hypothesis Ho : 9 = 0, that the two distributions are identical, is tested against either the one-sided alternative HI : 9> 0, or the two-sided alternative H2 : 6 :f:. 0.
It may be noted that a test based on the precedence statistic V,. is statistically equivalent to 3 a test based on two order statistics, one from each sample. This follows since v,. < i if and only if nGn(X(,.») < i if and only if XC,,) 
where G n (.) is the empirical distribution function of the V-sample. The last equation also highlights the fact that the precedence tests involve a comparison of the two-sample quantile functions. Various precedence tests have been proposed in the literature using either the counting form (1), or the order statistic form (2).
A Review of Some Literature
For two continuous populations with the same shape, precedence tests (and the corresponding confidence bounds) can be used to test for a possible difference in the location parameters.
These tests are particularly useful when a simple and quick "in the field" analysis of the data is desirable. Some of the simplest tests will now be summarized.
For arbitrary sample sizes a simple procedure for testing is proposed by Tukey (1959) . Hone sample contains the highest value and the other the lowest, then we may choose i) to count the number of values in the one sample exceeding all values in the other, ii) to count the number of values in the other sample falling below all those in the one, and iii) to sum these two counts; it is required that neither count be zero. If m and n don't differ too much, then the critical values of the total count are roughly 7, 10 and 13 with two-sided confidence level of .05, .01 and .001, respectively. A one-sided test was also presented by Sidak-Vondracek (1957) .
A popular distribution-free test for the two-sample location problem is the Mood-Westen berg joint median test (Mood, 1954; Westenberg, 1948 Westenberg, , 1950 Westenberg, and 1952 Dixon (1954) . Extensions to the case of several quantiles in the combined sample is considered by Massey (1951) . Chakravarti, Leone and Alanen (1962) have shown that the ARE of the median test and the test of Massey (1951) based on the first quartile and the median are zero, when these two tests are compared with the likelihood-ratio test for the exponential distribution. They found Massey's test to be about three times as efficient as the median test. Chakravarti, et al. (1961) derived the exact power of the median test and Massey's test under the exponential, the uniform shift and the uniform scale alternatives.
The median test is a special case of a joint quantile test. Let Z(,.), where r is specified beforehand, be the roth order statistic of the combined sample. The joint quantile test is based on the number of WI" the number of V-observations that are smaller than Z(,.) . Like the median test, the null hypothesis Ho is rejected against the alternative Ht, if WI' < w, where w is obtained such that the size of the test is 0'. Against the two-sided alternative H2, the test may be performed by setting up a 2 x 2-table with the X -sample and the Y -sample as the row categories and "smaller than Z(,.)" and "larger than or equal to Z(,.)" as the column categories and applying the usual chi-square criterion with 1 dJ. To see that a joint quantile test is a precedence test (Pratt, 1964; van der Laan, 1970b) note that W,. < w if and only if the smallest r -1 observations in the combined sample include at most w -1 Y's and thus at least r -w X's, which is possible if and only if X(r-w) < lew). Hemelrijk (1950) investigated joint quantile tests for arbitrary underlying distributions, continuous or discrete and proposed a generalization of the quantile test, namely a joint twoquantiles test. Here two percentiles q1>l and qPa (> q1>l) of the combined sample (for the exact definition, see Hemelrijk, 1950) are chosen and the num~er 51 of observations of one sample smaller than q1>l and the number 52 of observations of the same sample larger than qPa are determined. The critical region of this test consists of pairs (5 b 52) with the smallest probabilities under Ro. Generalizations to more than two quantiles are possible.
5
Another simple test of the equality of two distributions is the control median test proposed by Mathisen (1943 and uses the number of observations in the other sample that precede the chosen control quantile to define a test. Bowker (1944) showed that the control median test may not be consistent with respect to certain alternatives, say, when F and G are identical in the neighbourhood of their medians.
However, the test can be shown to be consistent for the shift alternatives:
for the practically important case that /(x) = F'(x) exists and the set {x;/(x) # O} is an interval. Similar remarks can be made for all these kinds of quantile tests. Gart (1963) proposed an approximate chi-square test against a two-sided alternative based
where m = 28 + LUnder H o , the distribution of X2 can be approximated by a chi-square distribution with 1 dJ. Gart's test rejects Ho in favour of H2 if X2 > xta' Gart also studied the asymptotic non-null distribution of the test statistic and showed that the Pitman ARE of the control median test is 1 with respect to the Mood-Westen berg joint median test. The same result is true for any other quantile. Gastwirth (1968) provided more details about the asymptotic distribution of the control median statistic and proposed a modification of the test better suited for the two-sided alternatives.
As noted earlier, precedence tests sometimes have the advantage that they lead to an early termination of an experiment. In the case of comparing life test results, where the data become available in a naturally increasing order of magnitude, it is possible that the unknown joint median is large, whereas the median of one of the samples, say of the X -sample, is not.
In this situation the control median test has an important practical advantage over the joint median test, namely that the former can be applied before the latter (Gastwirth, 1968) and usually well before all the observations have been collected.
As noted before, in general, precedence tests can be based on the statistic v,. which equals the number of Y -observations that precede X (,,) , where r = 1,2, ... , m, is selected in advance.
It can be shown that under H 0
and hence any precedence test based on V" is a distribution-free test. Under the assump- Ro. These facts amply illustrate the simplicity and usefulness of precedence (count based) tests. A choice of the quantity r is important. A practical choice is the median of the Xsample, although ideally, r should be chosen so that the test is most "sensitive" to location differences for a variety of distributions and quantiles. This raises the question of whether there is a "best" precedence testi more will be said about this point later on. Some special 7 cases of the precedence test are r = i( m+ 1), m odd, which yields Mathisen's control median test, and r = 1, which yields the Rosenbaum (1954) test. Epstein (1954) , Gumbel and Von Schelling (1950) , Sarkadi (1957) and Ha.rris (1952) presented derivations of null distributions and moments, as well as asymptotic approximations.
An expression for the power of a precedence test can be easily obtained. Suppose that the alternative is H l , so that the test is to reject Ho jf V,. < v, where v = Vcr is to be determined such that the size of the test is Q. The power of the test follows from the fact that so that the power of the precedence test is given by
i=O where Vcr is the largest integer such that
.=0
and PHo(v" = 8), given by (4), follows from (5) when P = G.
Thus the power of a precedence test depends on the underlying distribution functions P and G only through the composite function . This shows tha.t a precedence test is a strongly distribution-free test in the sense of Bell, Moser and Thompson (1966) . Katzenbeisser (1989) and Liu (1992) These results can be obtained from (6). For completeness it may be noted that closed form expressions for the power of precedence tests against the uniform shift alternatives, the exponential shift alternatives and the Lehmann alternatives can also be found in van der Laan (1970b) . Also, it may be noted that the function G p-l arises in the context of a two-sample p-p plot, a well known nonparametric graphical procedure (Wilk and Gnanadesikan, 1968) for testing if two distributions are identical. Young (1973) discussed the precedence test and obtained a normal approximation to its power function. As noted earlier, the asymptotic distribution ofthe precedence statistic V has been obtained in the literature. Here we state the result as given in Chakraborti and Mukerjee (1989 (1965) and discussed in several textbooks (e.g. Gibbons, 1976; Gibbons and Chakraborti, 1992 
For the special case Tl = T2 = r, kl = k2 = k and m = n, these restricted test plans are equivalent to the procedures investigated by Epstein (1955 choose a test plan with T ~ 3 and balanced sample sizes when circumstances permit." Shorack (1967) showed that the expressions of the power function derived by EHbott and including the first two moments under the null hypothesis. The placements are closely related to another class of statistics called the "block-frequencies" or the "two-sample coverages."
The reader is referred to Wilks (1963) for a discussion of the statistical properties of the coverages. Hackl and Katzenbeisser (1984) proposed a precedence type test of Ho against the alternative that the dispersion of F exceeds the dispersion of G. Chakraborti and Mukerjee (1989) considered the problem of estimating the probability that a Y -observation will exceed some specified quantile of the X -population. Such a quantity can be used to define a nonparametric measure of the difference between F and G and may be useful in survival/reliability analysis, especially in situations where the X-population represents a "control" and the Y-population represents some experimental condition. An asymptotically distribution-free confidence interval for this measure was given based on a precedence type statistic and the performance of the interval was studied in a simulation study. Lin and Sukhatme (1992) The "best" means the most powerful test against a simple alternative A = Ao. This approach is different from the one in van der Laan (1970b) where the idea of a most stringent (Lehmann, 1959) test is used.
Finally, it may be noted that some authors have studied precedence tests for the BehrensFisher type problems. For example, Schlittgen (1979) proposed a nonparametric test for testing differences of location in two independent samples without assuming equal scale parameters. The test is based on simultaneous application of two modified median tests, each using its sample median of the two samples. The test is 'somewhat complicated since it is based on a two-dimensional rejection region. In this paper, however, we concentrate on the shift alternatives.
Simple Confidence Bounds and Tests Based on Pairs of Order Statistics
In this section confidence bounds and corresponding tests based on pairs of order statistics will be considered for the two-sample case. The corresponding tests are precedence tests.
The presentation is from van der Laan (1970a,b) where a general class of lower confidence bounds was considered for the difference in location, 8, defined by P(.8th largest of 1'(;.) -X(i .. ) < 8; r = 1, -", R) ~ 1 -a" (9) and a class of upper confidence bounds for 8 defined by
If R = 1, and thus {3 = 1, then a lower confidence bound for 8 is given by 1'(it) -X(il) < If the lower confidence bound is smaller than the upper confidence bound, with probability one, then a confidence interval with confidence level 0 can be obtained by combining these bounds, and where 0 = a, + au. For the confidence coefficients 1 -ai, 1 -o~ and 1 -0* the property 0* = ai + o~ holds.
The case R = 1 is now considered in more detail. In this case the class of lower confidence bounds is denoted by C l and the class of corresponding precedence tests is denoted by V l -
The mn lower confidence bounds l"(j) -X(i) of C l for 8 are denoted by Dji, with 1 ~ i ~ m and 1 ~ j ~ n, and are given in Mood (1950) and Mood and Graybill (1963) . Mood and Graybill suggest a criterion for selecting a particular confidence bound to be used. This criterion is such that the corresponding test has significance level approximately equal to o.
The confidence coefficient of the lower confidence bound 'Dii is equal to Proof:
Under the given conditions 1'(;) and X(i) converge in probability to T}>.. and 6" respectively, where F(6.) = A and G(T}l.) = A. So for each € > 0 and 0 < fJ < 1 one can find N c .6 such that for m and n larger than N c .6 one has and Now under HI, TJ), > 6, so that taking € = T}l. -6. = 6 1 , one gets This selection of tests, and consequently of lower confidence bounds, has been performed for normal distributions with common a variance 0'2 and for sample sizes (~ 3) up to and including m = 15 and n = 15 and for six significance levels. In this paper only the results for two significance levels, .01 and .05, are given in Tables 5.3 where it denotes the standard normal distribution function. To evaluate (12) numerical integration has been employed where an approximation for itO (d. Hastings, 1955 ) has been used. The error function has been approxima.ted with maximal error 10-9 • Note that if D;i is the selected test for the pair of sample sizes m and n, then D m -i+1.n-i+1 is the selected test for the pair of sample sizes nand m. For large m and n normal approximations can be used (d. Mood, 1950i Mood and Graybill, 1963; van der Laan, 1970b) .
Using standard methods it can be shown that in general the ARE of the Dii test relative to the Wilcoxon rank-sum test is equal to 1'(0)
for any continuous density function I with 1(0) > O. Relative to the two-sample t-test the ARE of the D;i test is equal to (14) for any continuous density function I with variance 0'2.
In Tables 5.3 and 5,4 some values of the ARE are given.
Insert Table 5.3 and Table 5 (1958) . The results are presented in table 6.1. It can be seen that for this case the loss is about 20 per cent, which seems satisfactory.
Insert Table 6 .1 Here
Next we discuss some multi-sample extensions of precedence tests. (Lehmann, 1975) , In some situations however, the alternative hypothesis specifies some order relationship among the distributions and with this information available a.-priori, one should be able to design specific tests that are more powerful than the Kruskal-Wallis test. For example, if FI corresponds to some "control", one may be interested in testing Ho against the partially-ordered alternative with strict inequality for some i. This would be the case when one wishes to test if any of the "treatments" 2, ,." K, is "better" than the control. In the literature of "order restricted 17 statistical inference" (Robertson, Wright and Dykstra, 1989) , this is referred to as the simpletree alternatives or the many-ta-one problem.
On the other hand, if the K treatments respresent, for example, the increasing dose levels (1, .. " K) of some drug, one may be interested to test if the responses under these treatments also exhibit an increasing order. This is called the upward trend problem or the problem of simple order, The alternative hypothesis in this case is written as with at least one strict inequality, In the next section we discuss some precedence type tests for these problems which may be viewed as generalizations of their twa-sample counterparts.
A Review of Some Literature
First consider the problem oftesting Ho against the global alternative H l , Massey (1951) considered a multi-sample extension of the median test for this problem using several order statistics of the combined sample. Suppose that there are no ties and of the N = r;~=1 nil. ordered observations in the combined sample, r -1 are chosen, These are denoted by Zal' .. " Za .. _l' where the ai are integers with 1 S 01 < .. , < a,. 
18 (16) where
and the approximately size Q test rejects H 0 in favour of HI if (18) Andrews (1954) When ni = Ant, where i = 2, .. " K and A is some constant, the probability P(V =:; vlHo) can be approximated by 1-G (HiN,p) , where G(HiN,p) is the quantity tabulated by Gupta (1963) (in the context of the cumulative distribution function of the maximum of N normal random variables with mean 0, variance 1, and a common correlation coefficient). In our case the quantities H, N and pare,
K -1 and n/(nl + n + 1), respectively. When only critical values for the test are desired, one can use the tables given, for example, in Bechhofer and Dunnett (1988) . Chakraborti and Desu (1988a) It may be noted that in practice, situations arise where one would like to test whether the quantiles of K treatment populations are equal to some specified (standard) value against the alternative that at least one of the treatment quantiles is greater (or smaller). In this case one can use precedence type statistics, which in fact, are the familiar sign test statistics.
We will not discuss any of these details; readers are referred to Chakraborti and Gibbons (1991 , Chakraborti (1991) and Ismail (1992) .
Next we consider the problem of simple-order or the upward trend problem. Gore, Rao and Sahasrabudhe (1986) proposed an extension of the joint median test based on T* = I:[;1 ~, where recall that Wi denotes the number of observations from the ith sample that precede the median of the combined sample. The test rejects the null hypothesis if T* is large. The asymptotic distribution of T* can be shown to be normal. In particular, under the null hypothesis, the asymptotic mean and the variance of To. equals tK(K + 1)/2N and
respectively, where Ti = limN_oo(ni/N). These moments can be used to define an approximately size (l test. The authors also considered the asymptotic nonnull distribution of T* under a sequence of local translation alternatives and derived the Pitman ARE against the well known lonckheere-Terpstra test. It is interesting to note that when the location parameters are equally spaced, the ARE turns out to be the same as that of the Mood- as a test statistic, where the weights ~ are determined such that the resulting test has some optimal (power) property. To this end one approach used in the literature is to maximize the Pitman efficacy (asymptotic local power) of the class of tests against a sequence of local alternatives (converging to the null hypothesis). It has been shown (Rao and Gore, 1984) that in the balanced (equal sample size) design case, the optimal weight aj is proportional to i, i = 1, ... , K, when the location parameters are equally spaced. One can also consider deriving weights that optimize other aspects related to the power of the test. For example, one could attempt to find the weights that minimizes the maximum shortcoming (Schaafsma, 1966) of the test. It will be interesting to compare these tests, especially for small to moderate sample sizes.
Chakraborti and Desu (1988b) considered a linear function of the precedence statistics, Ef:2 hi Vio, for the simple-order problem and obtained the optimal weights which maximize the Pitman efficacy against a class of local translation alternatives. The results are similar to those for the median statistics, namely that for equal sample sizes and equal spacings the optimal weight hi is proportional to i = 2, ... , K .. When the median is the quantile of interest, with equal sample sizes and equal spacings, the ARE of the optimal member of the Chakraborti-Desu class of statistics relative to the popular tests of Jonckheere-Terpstra (and Rao-Gore) can be shown to be equal to the ARE of the sign test relative to the Wilcoxon signed rank test, given in (13). Thus, for heavy-tailed distributions like the Cauchy and the double exponential, the optimal member of the Chakraborti-Desu class of tests is more efficient. 
