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Abstract
A method to obtain self-consistent mean field solution for polymeric systems is to
solve partial differential equations for partition functions of the polymer chain. One
widely used numerical scheme to solve these equations is the finite difference method
(FDM), but it is well known that FDM has a problem in keeping the amount of mate-
rial in the system, especially when curvilinear coordinate systems are adopted. Here,
I provide a numerical framework applying two dimensional finite volume method
(FVM) to treat this conservation problem.
For the purpose of checking material conservation of various numerical algorithms
used in the self-consistent field theory (SCFT), I develop an algebraic method using
matrix and bra-ket notation, which traces the symmetry of the product of the volume
and evolution matrices. Algebraic tests reveal that when Crank-Nicolson method is
adopted, FVM is the only way to conserve material perfectly for an arbitrary shape
of potential field, initial conditions of partition functions and the segment number.
I also find that Alternating direction implicit (ADI) methods combined with FVM
cannot conserve material in the cylindrical and spherical coordinate systems, though
it is still a very good candidate after considering speed and accuracy simultaneously.
For the numerical test, I consider molten polymer brushes with one end of each
polymer chain is grafted to the spherical or cylindrical surface while the other chain
end is free, and the volume of the polymeric system is filled with polymers. Because
polymer chains are tethered, the brushes are strongly inhomogeneous, and thus they
are good model systems to test the accuracy, speed and mass conservation of SCFT
algorithms.
The FVM I develop is primarily for the SCFT calculation, but this method is ver-
satile in that it is applicable to other parabolic problems in the cylindrical and
spherical coordinate systems, and the algebraic method developed to test material
conservation can be very helpful for polymer scientists implementing various types
of SCFT.
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1Introduction
The self-consistent field theory is one of the most successful theories that predict and explain
statistical behavior of polymers. In this method, statistical properties of polymers in equilib-
rium state are described by partition functions of polymer chains residing in a self-consistently
determined mean field. The partition functions are known to satisfy a partial differential equa-
tion in the form of a modified diffusion equation with the given initial conditions; thus one way
to obtain partition functions is to solve these partial differential equations.
In most cases, it is impossible to find the solution using analytic method and one is expected
to adopt some numerical methods for the solution. There are various numerical schemes de-
veloped to obtain the numerical solution of modified diffusion equations. Among them, three
numerical methods are widely used. The first one is the spectral method which is firstly intro-
duced to polymer physics by Matsen and Schick [1]. Its basic idea is to expand an unknown
function to a linear combination of a complete set of eigenfunctions. It converges more rapidly
than finite difference method (FDM), so that it can greatly save computational time while main-
taining moderate accuracy. However, the full spectral approach is not suitable for high resolution
simulations [2]. Alternative methods are pseudo-spectral method and real space method. The
pseudo-spectral method computes Laplacian independently in the Fourier space by introducing
operator splitting. It is proven to be highly efficient by Rasmussen and Kalosakas [3]. For
the last one, real space method, FDM is the standard technique for solving partial differential
equations with initial conditions [4–10]. Its implementation is simple, and it is unconditionally
stable when Crank-Nicolson method [11] is adopted.
For a long time, both the pseudo-spectral and real space methods are known to have problems
that they often fail to accurately conserve material, especially when curved coordinates are
adopted. One alternative of FDM is the finite volume method (FVM) which is motivated from
the mass flux conservation. In the FVM, the domain is divided into grid cells, and the volume
average of a function inside the cell replaces the point-wise value at the grid point. While
the FDM is an approximation of equations written in differential forms, the FVM is based
on equations written in integral forms, thus it has many advantages in that a divergence is
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converted to a surface integral, and one can freely adopt irregular shape of grid cells. For this
reason, FVM has been occasionally used to discretize modified diffusion equations in a mesh
with triangular lattice [13, 14].
Because of the presence of potential fields, and the fact that two partial partition functions
work together to determine the segment density, the analysis of material conservation is quite
complicated for the case of SCFT. Recently, Matsen et al. [15] partially introduced FVM in the
spherical coordinate system for the purpose of achieving better material conservation. However,
in that paper, only r direction is discretized by the finite volume approach, and the utility of
FVM and its precise effect on material conservation are not systematically tested. Unlike the
case of fluid-like systems, the applicability of FVM for the SCFT needs to be investigated in a
systematic way, and such an idea provided a major motivation of this thesis work.
The objectives of this research are to discretize the modified diffusion equation in two di-
mensional cylindrical and spherical coordinate systems by FDM and FVM, and to compare
material conservation accuracy between the two methods. In addition, I will pursue the origin
of material conservation in SCFT by an algebraic analysis using matrix representation of oper-
ators. As test systems, molten brushes grafted to cylindrically and spherically curved surfaces
will be studied. They are well-known problems but a precise numerical method is required for
accurate solutions. Throughout this thesis, I only consider two dimensional problems because
the FDM has a known problem that singularities at the pole are not easily curable, especially
when alternating direction implicit (ADI) method is used. Fortunately, when the system has
a rotational symmetry (e.g. azimuthal angle ϕ direction in the spherical coordinate system),
FDM with ADI can be implemented with the sacrifice of material conservation, and such a
system can provide a good point of comparison for our FVM development.
2
2Model and Theory
2.1 Molten Brush
A polymer chain is composed of basic units which are called monomers. There are various
types of polymers, but in this research, I always consider linear polymers each of which looks
like a string having two free ends. Such a polymer chain is commonly represented by a linear
connection of N repeating segments as shown in figure 2-1. Here a segment is a collection of
a few monomers, and they are connected by bonds to form a polymer chain. One can easily
confirm that the number of bonds connecting the segments are N − 1, thus I label this picture
as N − 1 bonds model for the purpose of distinction from the new model I am proposing.
Even though this model seems very natural, it has a few notable disadvantages. The first
problem is the disagreement between the segment number and bond number, which some-
times gives confusion in that the (molecular weight)/N is the segment mass but (backbone
length)/(N − 1) is the segment length, which makes it difficult to compare some theoretical
results with experiments. In addition, the equations for the partition function is not so natural,
and the convergence of equations in the limit N → ∞ is very slow [17]. For these reasons, I
introduce N bonds model, coined by our research group, which represents a polymer chain with
N segments and N bonds as shown in figure 2-2. In this model, a polymer chain consists of
N + 1 segment points connected by N bonds, but only half of the regular segment volume is
assigned to the two end points. As a result, in terms of volume or mass, there are totally N
segments, and this number is equal to the bond number. Actually, this finite segment model
have been introduced for the case of polymer systems with short chains, but there is no problem
applying this model to the case with long chains, and the continuous limit (N → ∞) can be
easily taken.
For the time being, I will work on this finite bond model which has an advantage in the
algebraic formulation. For example, the proportionality factors for the partition functions are
naturally found in this formulation while in the continuous limit the functional integral makes
them much harder to identify. In addition, during the numerical computation, one is forced
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rα(0)
rα(∆s)
rα(2∆s)
rα(3∆s)
rα(1− 2∆s)
rα(1−∆s)
rα(1)
s = 0 s = 1
Figure 2-1: A polymer chain represented by N −1 bonds model. Each ball denotes segment, while
each segment is connected by a bond. In this model, the number of segments, N = 9, is one more
than the number of bonds, N − 1 = 8.
rα(0)
rα(∆s)
rα(2∆s)
rα(3∆s)
rα(1− 2∆s)
rα(1−∆s)
rα(1)
s = 0 s = 1
Figure 2-2: A polymer chain represented by N bonds model. In this model, the number of segments
and bonds are equally N = 8. There are 7 whole segments and 2 half segments.
to go back to the finite segment version, so this model provides a good instruction on what
equations one must use in the numerical implementation.
If a segment contains a sufficient number of monomers, the distribution of distance between
two adjacent segments becomes a Gaussian function. This entropic effect is often expressed
by the stretching energy of the chain whose Boltzmann factor corresponds to the Gaussian
function. For the formal description of the statistical mechanics of polymer chains in a brush,
contour variable s (0 ≤ s ≤ 1) specifies the relative position of a polymer’s backbone from the
free end (s = 0) to the grafted end (s = 1). Using this notation, the position of sNth segment
of a chain specified by α is denoted by rα(s), and its difference ∆rα(s) ≡ rα(s)− rα(s−∆s) is
the stretching between sNth and (s−∆s)Nth segments. For the current N bonds model, the
contour step, is ∆s = 1/N , and this value will be used for most parts of this thesis. However,
it is possible to consider the case N∆s 6= 1 when mixture of polymers with different length is
studied. For a single chain, the free energy of its part in the interval [s1, s2] in the external field
w(r), E[rα; s1, s2], is
E[rα; s1, s2] ≡ ∆s2
∑
s∈{s1+∆s,··· ,s2}
3
2a2
(
∆rα(s)
∆s
)2
+
1
N
∑′
w (rα(s))
s∈{s1,...,s2}
, (2.1)
including both the entropic energy of the chain and the field energy acting on each segment,
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for the given chain configuration. Note that the segments at the ends (s = s1 and s = s2) are
always taken as half segments, thus for convenience, the prime summation is defined as
∑′
f(s)
s∈{s1,...,s2}
≡ 1
2
f(s1) + f(s1 + ∆s) + · · ·+ f(s2 −∆s) + 1
2
f(s2), (2.2)
so that the field gives half contribution at each end segment. With this notation, the segment
concentration due to a single chain, φˆα(r), is given as
φˆα (r) =
1
ρ0
∑′
s∈{0,...,1}
δ (r− rα(s)) , (2.3)
where ρ0
−1 is the volume of a full segment. Because I consider a polymer melt system, there
are np chains that fill up the space. Thus, the total concentration becomes
φˆ (r) =
np∑
α=1
φˆα(r) . (2.4)
Because I consider polymer melt, the physically allowed solution must be homogeneous, φˆ (r) =
1.
Spherical brush is a structure that one end of each polymer chain is grafted to the surface of
a spherical particle (see figure 2-3). When all the available volume is occupied by the polymeric
material, it becomes a spherical molten brush. In this thesis, I will also consider cylindrical
molten brushes. In order to specify the geometry of the system, the radius of the spherical or
cylindrical grafting surface is set to R1. The radius at which the polymer-air boundary exists
is set to R2. For the case of cylindrical surface, I assume that the length of the cylinder L is
long enough to assume symmetry in that direction (z) so that the system can be fully specified
by two variables, ρ and ϕ. For the spherical brush, symmetry in the azimuthal direction (ϕ) is
assumed, and the system is again described by two independent coordinate variables, r and θ.
2.2 Self-Consistent Field Theory
In the self-consistent field theory (SCFT), all the interaction between segments are represented
by a mean field, w(r), which is determined by the ensemble average of segment concentration,
φ(r) ≡
〈
φˆ(r)
〉
. The advantage of this mean field theory is that the original many-body problem
is now reduced to a one-body problem. For the molten brush system, finding the self-consistent
solution is to iteratively find a mean field that produces uniform segment concentration φ(r) = 1.
Here I briefly introduce the formal SCFT of polymer chains grafted on a sphere of radius
R1, with the framework of the N bonds model. The partial partition function for a single chain
5
2.2 Self-Consistent Field Theory
R1
R2
r
R1
R2
r
s = 0
s = 1
Figure 2-3: Schematic diagram of a molten spherical brush. Green and blue lines represent linear
polymer chains. One end of a chain (s = 1) is grafted to the surface of particle with radius R1,
while the other end (s = 0) can move freely in the melt (R1 < r < R2).
of length sN with segment variable in [0, s] is given as,
q(r, s) =
(
2pi
3N
)3/2 ∏
u∈{0,...,s}
∫
drα(u)
(2pia2/3)3/2
 exp(−E[rα; 0, s]
kBT
)(
a2N
)3/2
δ(rα(s)− r) .
(2.5)
This multi-variable integral evaluates probability over all possible configurations with the con-
dition that its sNth segment is located at r, and the probability is weighted by the appropriate
Boltzmann factor. Complementary partial partition function of length (1 − s)N chain with
segment variable in [s, 1] is, after considering that s = 1 end is grafted on a spherical surface of
radius R1,
q†(r, s) =
(
2pi
3N
)3/2 ∏
u∈{s,...,1}
drα(u)
(2pia2/3)3/2
 exp(−E[rα; s, 1]
kBT
)
(
a2N
)3/2
δ(rα(s)− r)aN1/2δ(|rα(1)| −R1) .
(2.6)
Now the total partition function Q is
Q[w] =
∫
drq(r, s)q†(r, s)
=
(
2pia2
3
)3/2 ∏
u∈{0,...,1}
∫
drα(u)
(2pia2/3)3/2
 exp(−E[rα; 0, 1]
kBT
)
aN1/2δ(|rα(1)| −R1) .
(2.7)
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Product of the two partial partition functions is proportional to the probability that sNth
segment is located at position r. The total density at position r is the sum of contributions
from all segments, thus the ensemble average segment concentration for the melt becomes
φ(r) =
np
Q[w]
(
2pia2
3
)3/2 ∏
u∈{0,...,1}
∫
drα(u)
(2pia2/3)3/2
 φˆα(r) exp(−E[rα; 0, 1]
kBT
)
aN1/2δ(|rα(1)| −R1) . (2.8)
Combining equation (2.3) and (2.4), after some algebra, one can obtain
φ(r) =
Vtot
NQ
∑′
s∈{0,...,1}
q(r, s)q†(r, s), (2.9)
where I used the volume of the polymer melt, Vtot = npN/ρ0, which corresponds to whole
available volume 4pi3 (R
3
2 −R31) for the spherical brush.
Taking the limit N → ∞ while fixing aN1/2, the N bonds model SCFT converges to the
standard differential SCFT with Gaussian chain model. The stretching between two adjacent
segments divided by ∆s becomes the derivative
∆rα(s)
∆s
→ r′α(s), (2.10)
and the primed summations converge to integrals
∆s
∑′
s∈{s1,...,s2}
→
∫ s2
s1
ds . (2.11)
This method allows us to define a functional integral as a limit of multi-variable integrals with
a proper prefactor,
(
2pia2
3
)3/2 ∏
u∈{s1,...,s2}
∫
drα(u)
(2pia2/3)3/2
→ ∫ Drα . (2.12)
Using recurrence relation of the partition functions, the modified diffusion equations for the
differential SCFT is obtained
∂
∂s
q(r, s) =
[
a2N
6
∇2 − w(r)
]
q(r, s), (2.13)
− ∂
∂s
q†(r, s) =
[
a2N
6
∇2 − w(r)
]
q†(r, s). (2.14)
Initial conditions for the two partial partition functions are q(r, 0) = 1 at the free end, and
q†(r, 1) = aN1/2δ(|r|−R1) at the grafted end. Even though the equations so far are derived for
the spherical brush system, modification for the cylindrical brush system is straightforward in
that one needs to replace δ(|rα(1)| − R1) with δ(|rα⊥(1)| − R1), where |rα⊥(1)| is the distance
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from the axis of the cylinder.
The next job is to find the self-consistent field expression. The formal expression of the
partition function of the entire brush system is
Z ∝
∫ ( np∏
α=1
D˜rαδ(|rα(1)| −R1)
)
δ[Φ(r)− φˆ(r)], (2.15)
which is a functional integral over all configurations of polymer chains that satisfy Φ(r) =
φˆ(r). The function Φ(r) is the desired polymer concentration, and for the polymer melt, I
eventually set Φ(r) = 1. Note that φˆ(r) is expressed as a function of r, but in principle,
it is implicitly a functional of rα(s). The functional integral with tilde is defined as D˜rα =
Drα exp
(
− 3
2a2N
∫ 1
0 ds |r′α(s)|2
)
so that the Boltzmann factor for the entropic energy of the
Gaussian chain is accounted.
Using the identity δ[f ] ∝ ∫ Dk exp (i ∫ dxk(x)f(x)), one can substitute the delta functional
with a functional integral,
Z ∝
∫
DW (Q[W ])np exp
(
ρ0
N
∫
drW (r)
)
, (2.16)
where Q[W ] is the total partition function for a single chain in the given field W (r). Rearranging
terms to identify the free energy of the system in the following way,
Z ∝
∫
DW exp
(
−F [W ]
kBT
)
, (2.17)
the free energy of a single chain is obtained as,
F [W ]
npkBT
≡ − ln Q[W ]
AsaN1/2
− 1
Vtot
∫
drΦ(r)W (r) , (2.18)
where As is the area of the grafting surface. Note that the constraint for the grafted end,
δ(|rα(1)|−R1), allows the end segment to move freely on the surface. Because Q is an extensive
quantity, the denominator inside the log, AsaN
1/2, guarantees that the equation provides an
intensive quantity, the free energy per chain. For the spherical brush, As is 4piR1
2, and for the
cylindrical brush, it is 2piR1L.
Exact evaluation of the above functional is beyond the realm of the mean field theory. The
standard method to find the mean field solution is to apply the method of steepest descent.
Since F [W ] is an analytic function, the integral path can be deformed to pass through a saddle
point
DF [W ]
DW = 0, (2.19)
in a direction that the imaginary part of F [W ] remains constant. Most contributions of the
integral come from the neighbor of saddle point, because the function decays exponentially far
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from the saddle point. Thus, equation (2.17) becomes approximately
Z ≈ exp
(
−F [w]
kBT
)
, (2.20)
where w is the function which satisfies equation (2.19). According to the above result, F [w]
becomes the minimum free energy of the system. Combining equations (2.18) and (2.19), one
can obtain
Φ(r) = −VtotD ln(Q[w])Dw(r) , (2.21)
and it is straightforward to confirm that the right side of equation (2.21) reduces to the definition
of the ensemble average of the segment density, φ(r). Thus the minimum free energy can be
obtained by finding w(r) which satisfying Φ(r) = φ(r). To conclude, the minimum free energy
for given φ(r) is
F [w]
npkBT
= − ln Q[w]
AsaN1/2
− 1
Vtot
∫
drφ(r)w(r), (2.22)
and the last job is to iteratively find w(r) which satisfies the melt condition, φ(r) = 1. Once
you find such a self-consistent field w(r), all the statistical quantities such as the free energy,
segment concentration and grafting density can be obtained. The most time consuming part
of this process is to solve the modified diffusion equations (2.13) and (2.14) to get the partial
partition functions at all segment points s.
9
3Finite Difference Method
A widely used technique to solve modified diffusion equations (2.13) and (2.14) is the finite
difference method (FDM). The FDM is a numerical method that approximates the derivative of
a function with the difference of the function values. Its derivation begins with Taylor expansion
of a function f(x) at x = x0,
f(x0 + ∆x) = f(x0) + f
′(x0)∆x+ f ′′(x0)
∆x2
2!
+ · · · , (3.1)
f(x0 −∆x) = f(x0)− f ′(x0)∆x+ f ′′(x0)∆x
2
2!
+ · · · . (3.2)
Subtracting the latter equation from the former one,
∂
∂x
f(x0) =
f(x0 + ∆x)− f(x0 −∆x)
2∆x
+O(∆x2). (3.3)
This is the first derivative with a second-order accuracy. Adding the two equations, the second
derivative with a second-order accuracy is obtained
∂2
∂x2
f(x0) =
1
∆x2
(f(x0 + ∆x)− 2f(x0) + f(x0 −∆x)) +O(∆x2). (3.4)
This is the three-point finite difference scheme, which can be generalized to discretize 2D Lapla-
cian. In the Cartesian coordinate system, for instance, ∇2f(x, y) = ∂2
∂x2
f(x, y) + ∂
2
∂y2
f(x, y) is
approximated by
∇2f(x, y) ≈ δ2fi,j = 1
∆x2
(fi+1,j − 2fi,j + fi−1,j) + 1
∆y2
(fi,j+1 − 2fi,j + fi,j−1) , (3.5)
where the two dimensional integer array (i, j) is introduced to specify the discretized space
points (x, y), and i± 1 and j ± 1 corresponds to x±∆x and y ±∆y, respectively.
Integrating the modified diffusion equation (2.13) by
∫ sn+1
sn
ds and approximating it by Taylor
expansion, one can obtain the following equation,
q(r, sn+1)− q(r, sn)
∆s
=
[
a2N
6
∇2 − w(r)
]
q(r, sn+1) + q(r, sn)
2
, (3.6)
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where sn = n∆s, with n = 0, 1, . . . , N . The step number N is typically chosen as 1/∆s so that
s = 1 corresponds to the chain end, but other values of N may be used in order to represent
chains of various lengths. For the right-hand side, q (r, s) at point sn and at point sn+1 are
mixed to achieve second order accuracy in ∆s. This type of discretization scheme is generally
called the Crank-Nicolson method. Applying the spatial three-point FDM discretization to
equation (3.6), I finally have,(
1− a2N∆s
12
δ2 +
∆s
2
wi,j
)
qn+1i,j =
(
1 + a2N
∆s
12
δ2 − ∆s
2
wi,j
)
qni,j . (3.7)
The variables qni,j and wi,j take the values of the functions q(r, sn) and w(r), respectively,
at point (i, j), while δ2 is the discrete Laplacian operator whose shape depends on the co-
ordinate system and spatial position. The Strang splitting method suggests an alternative
way to include the effect of field [3, 20]. In this approach, q(r, s + ∆s) is approximated by
exp (−∆sw(r)/2) exp (a2N∆s∇2/6) exp (−∆sw(r)/2) q(r, s). Modifying this equation using
the Crank-Nicolson form with second order accuracy in ∆s,(
1− a2N∆s
12
δ2
)
exp
(
∆s
2
wi,j
)
qn+1i,j =
(
1 + a2N
∆s
12
δ2
)
exp
(
−∆s
2
wi,j
)
qni,j . (3.8)
In this study, both forms of Crank-Nicolson method, equations (3.7) and (3.8), are used. In
the following sections, I develop discrete Laplacian operators in the cylindrical and spherical
coordinate systems using FDM.
3.1 Cylindrical Coordinate System
Let me adopt the cylindrical coordinate system for the cylindrical brush. The coordinates of a
function f are (ρ, ϕ, z), and the Laplacian of f in cylindrical coordinates is
∇2f = 1
ρ
∂
∂ρ
(
ρ
∂f
∂ρ
)
+
1
ρ2
∂2f
∂ϕ2
+
∂2f
∂z2
. (3.9)
Because I consider a brush system with z directional symmetry, the parameter z can be
neglected. Then, two dimensional discrete Laplacian operator, δ2fi,j , can be expressed as
δ2fi,j = δ
2
ρfi,j + δ
2
ϕfi,j . Using the three-point FDM, each term becomes
δ2ρfi,j =
1
∆ρ2
(fi+1,j − 2fi,j + fi−1,j) + 1
2ρ∆ρ
(fi+1,j − fi−1,j) , (3.10)
δ2ϕfi,j =
1
ρ2∆ϕ2
(fi,j+1 − 2fi,j + fi,j−1) , (3.11)
where the range of i and j are [I1, I2] and [1, J ], respectively.
At ρ = R1 (i = I1), equation (3.10) becomes
1
∆ρ2
(fI1+1,j − 2fI1,j + fI1−1,j) + 12ρ∆ρ(fI1+1,j
− fI1−1,j), but fI1−1,j is not defined yet. Depending on the boundary condition, it is possible to
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find an appropriate expression for fI1−1,j . With Neumann boundary condition,
∂
∂ρf(ρ, ϕ)|ρ=R1 =
0, f(r) is an even function with respect to ρ around the boundary ρ = R1. Hence, fI1−1,j ≈
fI1+1,j , and I use δ
2
ρfI1,j =
2
∆ρ2
(fI1+1,j − fI1,j). Applying a similar reasoning at point ρ = R2
(i = I2), the complete boundary equations are
at ρ = R1, δ
2
ρfI1,j =
2
∆ρ2
(fI1+1,j − fI1,j) , (3.12)
at ρ = R2, δ
2
ρfI2,j =
2
∆ρ2
(−fI2,j + fI2−1,j) . (3.13)
At ϕ = 2pi (j = J), equation (3.11) becomes 1
ρ2∆ϕ2
(fi,J+1 − 2fi,J + fi,J−1). The cylindrical
coordinate system has periodicity in ϕ direction, hence fi,J+1 is replaced by fi,1. In a similar
manner, fi,0 is replaced by fi,J . Using these replacements,
at ϕ = ∆ϕ, δ2ϕfi,1 =
1
ρ2∆ϕ2
(fi,2 − 2fi,1 + fi,J) , (3.14)
at ϕ = 2pi, δ2ϕfi,J =
1
ρ2∆ϕ2
(fi,1 − 2fi,J + fi,J−1) . (3.15)
Because of this periodic boundary condition, later it becomes necessary to solve a matrix equa-
tion for a cyclic tridiagonal matrix.
3.2 Spherical Coordinate System
In the spherical coordinate system, the coordinates of the system are (r, θ, ϕ), and the Laplacian
of f in the spherical coordinates is
∇2f =
(
∂2
∂r2
+
2
r
∂
∂r
)
f +
(
1
r2
∂2
∂θ2
+
1
r2 tan θ
∂
∂θ
)
f +
1
r2sin2θ
∂2
∂ϕ2
f. (3.16)
Here I also neglect terms with ϕ dependences assuming azimuthal symmetry. Then, using the
three-point FDM, each part of the two dimensional discrete Laplacian operator becomes
δ2rfi,j =
1
∆r2
(fi+1,j − 2fi,j + fi−1,j) + 1
r∆r
(fi+1,j − fi−1,j) , (3.17)
δ2θfi,j =
1
2r2∆θ tan θ
(fi,j+1 − fi,j−1) + 1
r2∆θ2
(fi,j+1 − 2fi,j + fi,j−1) , (3.18)
where the range of i and j are [I1, I2] and [0, J ], respectively. Also assuming Neumann boundary
condition in the r direction, and following the logic similar to the previous section,
at r = R1, δ
2
rfI1,j =
2
∆r2
(fI1+1,j − fI1,j) , (3.19)
at r = R2, δ
2
rfI2,j =
2
∆r2
(−fI2,j + fI2−1,j) . (3.20)
In the θ direction, the physical situation of ϕ directional symmetry automatically imposes the
Neumann boundary condition. However, its treatment is non-trivial since tan θ in equation
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(3.18) vanishes at θ = 0 (j = 0), and thus this is seemingly a singular point. One can remove
this singularity and determine the first term of the right hand side of equation (3.18) by using
the following method. Expanding f(r, θ) about θ = 0, f(r, θ) ≈ f(r, 0) + 12 ∂
2
∂θ2
f(r, 0)θ2 is
obtained after assuming Neumann boundary. Substituting this expression into equation (3.16),
the second term of its right-hand side is approximated by 2 ∂
2
∂θ2
f(r, 0). I can also use ∂
2
∂θ2
f(r, 0) ≈
2
∆θ2
(f(r,∆θ)− f(r, 0)) for small ∆θ, to obtain the following discrete Laplacian expression,
at θ = 0, δ2θfi,0 =
4
r2∆θ2
(fi,1 − fi,0) , (3.21)
at θ = pi, δ2θfi,J =
4
r2∆θ2
(−fi,J + fi,J−1) . (3.22)
For the last equation, a similar method is applied at the point θ = pi (j = J).
13
4Finite Volume Method
The finite volume method is a method to solve partial differential equations while conserving
important physical quantities using the idea of flux conservation. Integrating the differential
equation in a small finite volume, so called grid cell, the integral can be converted to difference
of two functions by fundamental theorem of calculus in one dimension, or surface integral using
divergence theorem in higher dimensions. The resulting equation can be interpreted by using
the notion of flux. Even though one makes approximations for the function values on the
cell surface, FVM is always built to match the loss of flux in one cell is equal to the gain in
adjacent cells [20, 21]. This formulation guarantees the conservation of material when solving
a normal diffusion equation, which is an important challenge in its numerical implementation.
In this chapter, I provide the discretization of modified diffusion equation in the cylindrical
and spherical coordinate systems with finite volume approach. One important property of the
modified diffusion equation is the existence of the field, which in principle fails to keep the
amount of material even with FVM; thus the material conservation of SCFT is an unsolved
problem.
I denote a generic orthogonal coordinates as (x1, x2, x3) with unit vectors eˆ1, eˆ2 and eˆ3
and metric (h1, h2, h3). However, the coordinate x3 is omitted in the position representation,
r = (x1, x2), because of the symmetry in x3 direction. I will use integer valued vector i = (i, j) to
represent a discrete grid point at position (i∆x1, j∆x2), and this position is often referred to as
ri. The range of i is [I1, I2], where I1 and I2 denote two end points. For the cylindrical (spherical)
coordinates I consider, they are the inner and outer boundary of the cylinder (sphere). Its grid
spacing, ∆x1 = R1/I1 = R2/I2, is chosen to be uniform. The range of j is [1, J ] and ∆x2
is 2pi/J for the cylindrical coordinate system, while the range of j is [0, J ] and ∆x2 = pi/J
for the spherical coordinate system. In order to describe general coordinates, index d is often
used and sometimes the index is raised; for instance, eˆd can represent any of eˆr, eˆθ, eˆρ and
eˆϕ. For convenience, i ± eˆd is defined to denote increment or decrement in eˆd direction from
i so that i ± eˆ1 implies (i ± 1, j), i ± eˆ2 implies (i, j ± 1) and
∑
d=1,2
[
F d
i+ 1
2
eˆd
− F d
i− 1
2
eˆd
]
=
F 1
i+ 1
2
,j
− F 1
i− 1
2
,j
+ F 2
i,j− 1
2
− F 2
i,j− 1
2
.
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Now I discretize the modified diffusion equation. Its derivation begins with integrating the
differential equation by
∫ sn+1
sn
ds,
q(r, sn+1)− q(r, sn) =
[
a2N
6
∇2 − w(r)
] ∫ sn+1
sn
q(r, s)ds. (4.1)
By defining Ci as the grid cell in the interval x1 ∈
[(
i− 12
)
∆x1,
(
i+ 12
)
∆x1
]
and x2 ∈[(
j − 12
)
∆x2,
(
j + 12
)
∆x2
]
, the volume of the grid cell is given as,
∆Vi ≡
∫
Ci
dV =
∫ X3
0
∫ x
2,j+12
x
2,j− 12
∫ x
1,i+12
x
1,i− 12
h1h2h3dx1dx2dx3, (4.2)
where xd,i = i∆xd and X3 is the length of the direction with symmetry. For convenience, I use
X3 = aN
1/2 instead of L in the cylindrical coordinate, and X3 = 2pi in the spherical coordinates.
Due to the symmetry in x3 direction, integral in this direction disappears immediately. However,
one needs to keep track of X3 in order to make ∆Vi a three dimensional cell. Integrating equation
(4.1) by
∫
Ci
dV and diving by ∆Vi to get the cell average,
〈q(r, sn+1)〉i − 〈q(r, sn)〉i
=
1
∆Vi
∫
Ai
[
a2N
6
∇
∫ sn+1
sn
q(r, s)ds
]
· dA− 1
∆Vi
∫
Ci
[
w(r)
∫ sn+1
sn
q(r, s)ds
]
dV, (4.3)
where Ai is the surface of the cell Ci and 〈 〉i is the average within the cell Ci. The volume
integral is converted to a surface integral using divergence theorem.
4.1 Crank-Nicolson Method
Equation (4.3) is still an exact equation. The next task is to discretize it to build a numerically
solvable equation. Among the possible methods, the most natural approach is to apply the
Crank-Nicolson scheme to find a symmetric equation with improved accuracy and material
conservation. With the assumption that w(r) and q(r, s) are smooth functions within the cell
Ci and in the interval [sn, sn+1], they are approximated by the following Taylor expansions,∫ sn+1
sn
q(r, s)ds =
∆s
2
(q(r, sn) + q(r, sn+1)) +O(∆s3), (4.4)
qni ≡ 〈q(r, sn)〉i = q(ri, sn) +O(∆x12) +O(∆x22), (4.5)
wi ≡ 〈w(r)〉i = w(ri) +O(∆x12) +O(∆x22), (4.6)
〈w(r)q(r, sn)〉i = w(ri)q(ri, sn) +O(∆x12) +O(∆x22). (4.7)
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Note that by defining qni and wi as the cell-averaged value of the given functions, they become
slightly different from q(ri, sn) and w(ri). Applying these results to equation (4.3), one obtains
qn+1i − qni =
∆s
12
a2N
∆Vi
∫
Ai
∇(q(r, sn+1) + q(r, sn)) · dA− ∆s
2
wi(q
n+1
i + q
n
i )
+O(∆s3) +O(∆s∆x12) +O(∆s∆x22). (4.8)
The result of the surface integral can be expressed as,∫
Ai
∇q(r, sn)dA =
∑
d=1,2
[
F d
i+ 1
2
eˆd
− F d
i− 1
2
eˆd
]
, (4.9)
where F d
i± 1
2
eˆd
are the flux of ∇q(r, sn) crossing the two cell surfaces perpendicular to the vector
eˆd. The gradient of q(r, sn),
∇q(r, sn) = ∂
h1∂x1
q(r, sn)eˆ1 +
∂
h2∂x2
q(r, sn)eˆ2 +
∂
h3∂x3
q(r, sn)eˆ3, (4.10)
can be approximated by using the difference of qni between adjacent cells, and then the flux
becomes
F d
i± 1
2
eˆd
' ±∆Ad
i± 1
2
eˆd
qni±eˆd − qni
hd±i ∆xd
, (4.11)
where hd±i are the values of the metric hd at the midpoint of each surface and ∆A
d
i± 1
2
eˆd
are the
area of the two cell surfaces perpendicular to the vector eˆd. For an efficient error analysis, lower
and upper surface integrals are evaluated simultaneously. This process involves expansion of
the gradient of q(r, sn) using Taylor series, and subsequent evaluation of the integral. Applying
a second Taylor expansion, one finally has,
F d
i+ 1
2
eˆd
−F d
i− 1
2
eˆd
= ∆Ad
i+ 1
2
eˆd
qni+eˆd − qni
hd+i ∆xd
−∆Ad
i− 1
2
eˆd
qni − qni−eˆd
hd−i ∆xd
+O(∆x13∆x2)+O(∆x1∆x23).
(4.12)
Using this expression, one can finally convert equation (4.8) to a shape corresponding to the
2D Crank-Nicolson equation,(
1− a2N∆s
12
δ2 +
∆s
2
wi
)
qn+1i '
(
1 + a2N
∆s
12
δ2 − ∆s
2
wi
)
qni . (4.13)
In a similar fashion, the Crank-Nicolson method for equation (2.14) is(
1− a2N∆s
12
δ2 +
∆s
2
wi
)
q†n+1i '
(
1 + a2N
∆s
12
δ2 − ∆s
2
wi
)
q†ni , (4.14)
where q†ni is defined as 〈q†(r, sN−n)〉i. The symbolic shape of the two equations are the same
as the FDM case, and I only need to analyze how δ2 ≡ δ21 + δ22 changes for the FVM case, as
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explained below. The truncation error is calculated to be O(∆s3) +O(∆s∆x12) +O(∆s∆x22)
for both the cylindrical and spherical coordinate systems. It means that for the two coordinate
systems, one can rewrite equation (4.13) as
qn+1i − qni
∆s
=
a2N
12
δ2
(
qn+1i + q
n
i
)
+
wi
2
(
qn+1i + q
n
i
)
+O(∆s2) +O(∆x12) +O(∆x22). (4.15)
This implies that FVM with Crank-Nicolson method discretizes the modified diffusion equation
(2.13) with accuracy of second order in space, O(∆x12)+O(∆x22), and second order in contour
direction, O(∆s2), which is equivalent to the case of FDM with Crank-Nicolson method.
In the FVM formulation, the discrete Laplacian operator in each direction becomes
δ2dq
n
i =
∆Ad
i+ 1
2
eˆd
hd+i ∆xd∆Vi
(
qni+eˆd − qni
)− ∆Adi− 12 eˆd
hd−i ∆xd∆Vi
(
qni − qni−eˆd
)
. (4.16)
Multiplying a2N∆s/12 on both sides, this equation can be rewritten in the following form,
a2N
∆s
12
δ2dq
n
i = B
d+
i
(
qni+eˆd − qni
)−Bd−i (qni − qni−eˆd) , (4.17)
Bd±i ≡ a2N
∆s
12
∆Ad
i± 1
2
eˆd
hd±i ∆xd∆Vi
. (4.18)
The top surface of a cell Ci defined by ∆A
d
i+ 1
2
eˆd
is equal to the bottom surface of the cell
Ci+eˆd defined by ∆A
d
(i+eˆd)− 12 eˆd
, and the midpoint of the top surface of cell Ci is also equal to
that of the bottom surface of cell Ci+eˆd , which implies h
d+
i = h
d−
i+eˆd
, and the following equation
can be confirmed,
Bd+i ∆Vi = B
d−
i+eˆd
∆Vi+eˆd . (4.19)
Assuming all the q’s obtained by solving the FVM version of equation (4.13), one can check
the material conservation in the following way. Summing both sides of equation (4.13) over all
cells,
∑
i
(1 + ∆s
2
wi
)
qn+1i −
∑
d=1,2
Bd+i
(
qn+1i+eˆd − q
n+1
i
)
−Bd−i
(
qn+1i − qn+1i−eˆd
)∆Vi
=
∑
i
(1− ∆s
2
wi
)
qni +
∑
d=1,2
Bd+i
(
qni+eˆd − qni
)−Bd−i (qni − qni−eˆd)
∆Vi. (4.20)
Using equation (4.19), it is straightforward to show that when the field term wi vanishes, the
discrete sum of partial partition function weighted by the cell volume is invariant,
∑
i
qni ∆Vi =
∑
i
qn+1i ∆Vi. (4.21)
This equation strongly suggests that in the numerical analysis adopting FVM, an integral is
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naturally converted to the discrete sum weighted by the cell volume,∫
f (r) dr→
∑
i
fi∆Vi, (4.22)
and it will be my standard method of integral for the rest of this thesis.
For many diffusion problems, the function corresponding to qni is the material density, and
the above analysis shows that for such problems with field-free diffusion equation, FVM con-
serves the amount of diffused material. In the FVM, even though the the flux at the cell surface
is approximated, the amount of incoming and outgoing flux is guaranteed to be the same at
each surface, and this is the fundamental reason of the material conservation. For the case of
the modified diffusion equation I consider, however, equation (4.21) is not guaranteed because
of the field term. This does not necessarily mean that material conservation must be violated
in the numerical solution of SCFT, in which discrete volume integral of segment concentration,
rather than that of partial partition function, must be invariant for the material conservation.
In chapter 6, such a property is tested for a few widely used numerical methods.
4.2 Cylindrical Coordinate System
In this section, detailed calculation of the Laplacian operator for cylindrical coordinate systems
is provided. In the actual numerical implementation, it is customary to use aN1/2 as the unit
length, and thus I will set aN1/2 = 1 for the rest of this section. In this coordinate system, the
variables are (x1, x2, x3) = (ρ, ϕ, z) and the metric is (h1, h2, h3) = (1, ρ, 1). In the discretized
two dimensional world, the point (i∆ρ, j∆ϕ) is represented by (ρi, ϕj). The grid points and grid
cells in this coordinate system are illustrated in figure 4-1. In the current model, non-boundary
grid points are located at the center of the grid cell, whereas boundary grid points are placed
on the boundaries.
The areas of the two surfaces of cell Ci perpendicular to the vector eˆρ are,
∆Aρ
i± 1
2
,j
=
∫ 1
0
∫ ϕ
j+12
ϕ
j− 12
ρi± 1
2
dϕdz = ρi± 1
2
∆ϕ =
(
i± 1
2
)
∆ρ∆ϕ, (4.23)
and the surface areas perpendicular to eˆϕ are
∆Aϕ
i,j± 1
2
=
∫ 1
0
∫ ρ
i+12
ρ
i− 12
dρdz = ∆ρ. (4.24)
The volume of the cell Ci,j is
∆Vi,j =
∫ 1
0
∫ ρ
i+12
ρ
i− 12
∫ ϕ
j+12
ϕ
j− 12
ρdϕdρdz =
1
2
(
ρ2
i+ 1
2
− ρ2
i− 1
2
)
∆ϕ = i∆ρ2∆ϕ. (4.25)
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x
y
(4, 2)
∆Aρ
4− 12 ,2
∆Aρ
4+ 12 ,2
∆Aϕ
4,2− 12
∆Aϕ
4,2+ 12
(I1, J) (3, J) (4, J) (I2, J)
(I1, 1)
(3, 1)
(4, 1)
(I2, 1)
(3, 2)
ρ
ϕ
∆ρ
∆ϕ
Figure 4-1: A pictorial representation of the discretized cylindrical coordinate system, for the
case I1 = 2, I2 = 5, J = 12 and ∆ϕ = pi/6. Each green dot represents a grid point, (i, j), and
the neighboring area surrounded by dotted gray lines indicate the grid cell, Ci,j . The cell C4,2 is
highlighted with red lines as an example. Each blue dot denotes midpoint of a surface where the
metric for the gradient calculation is selected. Only ρ and ϕ directions are shown because no flux
exists in the z direction due to the symmetry of the system.
Using these equations, one can obtain Bd±i,j , the geometric factors for the flux calculation,
Bρ±i,j =
∆s
12
∆Aρ
i± 1
2
,j
hρ±i,j ∆ρ∆Vi,j
=
∆s
12
ρi± 1
2
∆ϕ
ρi∆ρ2∆ϕ
=
αρ
2
i± 1/2
i
, (4.26)
Bϕ±i,j =
∆s
12
∆Aϕ
i,j± 1
2
hϕ±i,j ∆ϕ∆Vi,j
=
∆s
12
∆ρ
ρ2i∆ϕ
2∆ρ
=
αϕ
2
1
i2
, (4.27)
where αρ ≡ ∆s6∆ρ2 and αϕ ≡ ∆s6∆ρ2∆ϕ2 . For the metric in the bulk cell, h
ρ±
i,j = 1 and h
ϕ±
i,j = ρi are
used.
Expressions presented above are only exact for the cells in the bulk of the system. For the
cells at the system boundary, however, the interval of both the area and volume integral must
be cut at the system boundary for the calculation of Bd±i,j as shown below.
1) At the inner boundary ρ = R1, the interval of ρ directional integral is [ρI1 , ρI1+ 12
], and thus
the cell volume becomes
∆VI1,j =
∫ 1
0
∫ ρ
I1+
1
2
ρI1
∫ ϕ
j+12
ϕ
j− 12
ρdϕdρdz =
1
2
(
ρ2
I1+
1
2
− ρ2I1
)
∆ϕ =
1
2
(
I1 +
1
4
)
∆ρ2∆ϕ, (4.28)
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and the geometric factor in ρ direction changes accordingly,
Bρ+I1,j =
∆s
12
∆Aρ
I1+
1
2
,j
hρ+I1,j∆ρ∆VI1,j
= αρ
I1 +
1
2
I1 +
1
4
. (4.29)
where the metric is the same as the bulk case, hρ+I1,j = 1. For the polymer melt problem,
Neumann boundary is natural and no flux is expected through the system boundary, i. e. Bρ−I1,j
becomes 0. The areas of the boundary cell surfaces perpendicular to eˆθ are
∆Aϕ
I1,j± 12
=
∫ 1
0
∫ ρI1
ρ
I1− 12
dρdz =
∆ρ
2
. (4.30)
The geometric factors in ϕ direction, Bϕ±I1,j , now becomes
Bϕ±I1,j =
∆s
12
∆Aϕ
I1,j± 12
hϕ±I1,j∆ϕ∆VI1,j
=
∆s
12
∆ρ
2ρI1+ 14
∆ϕ
2(
I1 +
1
4
)
∆ρ2∆ϕ
=
αϕ
2
1(
I1 +
1
4
)2 . (4.31)
Note that for the side surfaces of the boundary cell the metric must be taken at the center of
the surfaces, hϕ±I1,j = ρI1+ 14 .
2) At the outer boundary ρ = R2, the cell volume is calculated as,
∆VI2,j =
∫ 1
0
∫ ρI2
ρ
I2− 12
∫ ϕ
j+12
ϕ
j− 12
ρdϕdρdz =
1
2
(
ρ2I2 − ρ2I2− 12
)
∆ϕ =
1
2
(
I2 − 1
4
)
∆ρ2∆ϕ, (4.32)
and the geometric factors in ρ direction are now,
Bρ+I2,j = 0,
Bρ−I2,j =
∆s
12
∆Aρ
I2− 12 ,j
hρ−I2,j∆ρ∆VI2,j
= αρ
I2 − 12
I2 − 14
, (4.33)
where no flux condition is used at the system boundary and hρ−I2,j = 1. Now one can confirm
that both in the bulk and at the boundary, Bρ±i,j does not have ϕ dependence, and they are
equivalent to the FVM formula for the one dimensional cylindrical coordinate system. The
geometric factors in the ϕ direction, Bϕ±I2,j are
Bϕ±I2,j =
∆s
12
∆Aϕ
I2,j± 12
hϕ±I2,j∆ϕ∆VI2,j
=
∆s
12
∆ρ
2ρI2− 14 ∆ϕ
2(
I2 − 14
)
∆ρ2∆ϕ
=
αϕ
2
1(
I2 − 14
)2 . (4.34)
where the metrics are hϕ±I2,j = ρI2− 14 .
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4.3 Spherical Coordinate System
In the spherical coordinate system, the variables are (x1, x2, x3) = (r, θ, ϕ) and the metric is
(h1, h2, h3) = (1, r, r sin θ). In the discretized two dimensional world, the point (i∆r, j∆θ) is
represented by (ri, θj). Two dimensional spherical grids and cells are illustrated in figure (4-2).
x
z
y
(4, 2)
x
z
(4, 2)
∆Ar
4− 1
2
,2
∆Ar
4+ 1
2
,2
∆Aθ
4,2− 1
2
∆Aθ
4,2+ 1
2
∆r
∆θ
θ
r
(I1, 0)
(3, 0)
(4, 0)
(I2, 0)
(I1, J)
(3, J)
(4, J)
(I2, J)
Figure 4-2: A pictorial representation of the discretized spherical coordinate system in 3D (left)
and 2D (right) for the case I1 = 2, I2 = 5, J = 6 and ∆θ = pi/6. In the right figure, each green dot
represents a grid point, (i, j), and the neighboring area surrounded by dotted gray lines indicate
the grid cell, Ci,j . The cell C4,2 is highlighted with red lines as an example. Each blue dot denotes
midpoint of a surface.
The derivation of FVM formula is almost the same as that of the cylindrical coordinates,
though there are more cases to consider for the cells at the system boundary. The areas of the
two surfaces of cell Ci,j perpendicular to eˆr are
∆Ar
i± 1
2
,j
=
∫ 2pi
0
∫ θ
j+12
θ
j− 12
r2
i± 1
2
sin θdθdϕ = 2pir2
i± 1
2
(
cos θj− 1
2
− cos θj+ 1
2
)
. (4.35)
The areas of cell surfaces perpendicular to eˆθ are the difference of lateral surface areas of two
cones,
∆Aθ
i,j± 1
2
=
∫ 2pi
0
∫ r
i+12
r
i− 12
r sin θj± 1
2
drdϕ =2piri∆r sin θj± 1
2
, (4.36)
and the volume of cell Ci,j becomes
∆Vi,j =
∫ 2pi
0
∫ θ
j+12
θ
j− 12
∫ r
i+12
r
i− 12
r2 sin θdrdθdϕ =
2pi
3
(
r3
i+ 1
2
− r3
i− 1
2
)(
cos θj− 1
2
− cos θj+ 1
2
)
. (4.37)
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Combining these results with equation (4.18), one can obtain the geometric factors for the flux
calculation,
Br±i,j =
∆s
12
∆Ar
i± 1
2
,j
hr±i,j ∆r∆Vi,j
=
∆s
12
r2
i± 1
2
(
cos θj− 1
2
− cos θj+ 1
2
)
∆r
(
r3
i+ 1
2
− r3
i− 1
2
)(
cos θj− 1
2
− cos θj+ 1
2
) = αr2
(
i± 12
)2(
i2 + 112
) ,
(4.38)
Bθ±i,j =
∆s
12
∆Aθ
i,j± 1
2
hθ±i,j ∆θ∆Vi,j
=
∆s
12
sin θj± 1
2
∆θ
(
r2i +
1
12∆r
2
) (
cos θj− 1
2
− cos θj+ 1
2
)
=
αθ
2
sin θj± 1
2
∆θ(
i2 + 112
) (
cos θj− 1
2
− cos θj+ 1
2
) , (4.39)
where αr ≡ ∆s6∆r2 , αθ ≡ ∆s6∆r2∆θ2 . For the metric in the bulk cell, hr±i,j = 1 and hθ±i,j = ri is used.
Expressions presented above are only exact for the cells in the bulk of the system. Like the
case of cylindrical coordinates, it is necessary to discuss Bd±i,j at each boundary. For the spherical
coordinate system, it is convenient to express the cell volume using a product of two independent
components, ∆Vi,j = ∆V
r
i∆V
θ
j where ∆V
r
i =
2pi
3
(
r3
i+ 1
2
− r3
i− 1
2
)
and ∆V θj = cos θj− 1
2
− cos θj+ 1
2
can be extracted from equation (4.37) for the bulk case. This notation helps one to track the
change of ∆Vi,j at the system boundary. At the inner boundary r = R1, the interval of r
directional integral is [rI1 , rI1+ 12
], and thus the r component of the cell volume changes to
∆V rI1 =
2pi
3
(
r3
I1+
1
2
− r3I1
)
, (4.40)
while the θ component, ∆V θj , is invariant. Using ∆Vi,j calculated as their product, the geometric
factor Br+I1,j can now be calculated. Note that B
r−
I1,j
becomes 0 from the Neumann boundary
condition. The areas of boundary cell surfaces perpendicular to eˆθ are
∆Aθ
I1,j± 12
=
∫ 2pi
0
∫ r
I1+
1
2
rI1
r sin θj± 1
2
drdϕ = pirI1+ 14
∆r sin θj± 1
2
. (4.41)
The metric corresponding to these two surfaces must be taken at the center of the surfaces,
hθ±I1,j = rI1+ 14 . Using these expressions, and the previously given ∆VI1,j values, the geometric
factor Bθ±I1,j can be calculated.
The above process must be repeated at each boundary cell for the exact implementation of
FVM. For the rest of this section, their algebraic expressions different from the non-boundary
case are presented. i. e. ∆Ad, hd and ∆V d values not shown below are equivalent to the bulk
case.
1) At the inner boundary, r = R1,
∆V rI1 =
2pi
3
(
r3
I1+
1
2
− r3I1
)
, ∆Aθ
I1,j± 12
= pirI1+ 14
∆r sin θj± 1
2
, hθ±I1,j = rI1+ 14 , (4.42)
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and set Br−I1,j = 0 to implement the Neumann boundary.
2) At the outer boundary, r = R2,
∆V rI2 =
2pi
3
(
r3I2 − r3I2− 12
)
, ∆Aθ
I2,j± 12
= pirI2− 14 ∆r sin θj± 12 , h
θ±
I2,j
= rI2− 14 , (4.43)
and set Br+I2,j = 0 to implement the Neumann boundary.
3) At the north pole, θ = 0,
∆V θ0 = 1− cos θ 1
2
, ∆Ar
i± 1
2
,0
= 2pir2
i± 1
2
(
1− cos θ 1
2
)
, (4.44)
and set Bθ−i,0 = 0 to correctly represent ϕ symmetry.
4) At the south pole, θ = pi,
∆V θJ = cos θJ− 1
2
+ 1, ∆Ar
i± 1
2
,J
= 2pir2
i± 1
2
(
cos θJ− 1
2
+ 1
)
, (4.45)
and set Bθ+i,J = 0 to correctly represent ϕ symmetry. If the cell Ci,j is at the corner of the
domain, (i = I1 or i = I2) and (j = 0 or j = J), one must overlap the two corresponding recipes
presented above to correctly calculate Bd±i,j ; e. g. for the cell on the grafted surface of the south
pole, apply equations in cases 1) and 4) simultaneously. One can see that Br±i,j does not have
θ dependence, and they are equivalent to the FVM formula for the one dimensional spherical
coordinate system.
4.4 Comparison with Finite Difference Method
As explained in chapter 3, the general shape of the two dimensional Laplacian in general coor-
dinates can be written in the following form,
a2N
∆s
12
δ2dq
n
i = O
d+
i
(
qni+eˆd − qni
)−Od−i (qni − qni−eˆd) , (4.46)
where Od±i are the geometric factors which depend on the coordinate system and numerical
method. What I have shown in the previous sections is that Bd±i are the correct O
d±
i in the
FVM formulation. In this section, I compare the previously calculated Bd±i with O
d±
i using
three-point FDM. First of all, a quick check of the Cartesian coordinate system is necessary. I
did not derive FVM formula for this case because all the geometric factors Od±i are the same
for both FDM and FVM. This is the only trivial case, and the other two coordinate systems
are discussed below.
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4.4.1 Cylindrical Coordinate System
Employing FDM which is derived in chapter 3, each component of the two dimensional Laplacian
in the bulk can be calculated by using equations (3.10) and (3.11),
a2N
∆s
12
δ2ρq
n
i,j =
αρ
2
(
1 +
1
2i
)(
qni+1,j − qni,j
)− αρ
2
(
1− 1
2i
)(
qni,j − qni−1,j
)
, (4.47)
a2N
∆s
12
δ2ϕq
n
i,j =
αϕ
2i2
(
qni,j+1 − qni,j
)− αϕ
2i2
(
qni,j − qni,j−1
)
, (4.48)
from which the geometric factors Oρ±i,j become
αρ
2
(
1± 12i
)
and Oϕ±i,j become
αϕ
2i2
. These are
exactly the same as the FVM case. The two methods are different only at the system boundary,
ρ = R1 and R2. The FDM geometric factors at the system boundary can be extracted from
equations (3.12) and (3.13). The full comparison of the FDM and FVM are summarized in
table 4-1.
d i FDM FVM
i = I1 αρ, 0 αρ
(
1 + 14(I1+1/4)
)
, 0
ρ I1 < i < I2
αρ
2
(
1± 12i
) αρ
2
(
1± 12i
)
i = I2 0, αρ 0, αρ
(
1− 14(I2−1/4)
)
i = I1
αϕ
2i2
αϕ
2(I1+1/4)2
ϕ I1 < i < I2
αϕ
2i2
αϕ
2i2
i = I2
αϕ
2i2
αϕ
2(I2−1/4)2
Table 4-1: Comparison of a pair of geometric factors
(
Od+i , O
d−
i
)
or Od±i in the cylindrical coor-
dinate system. The geometric factors Oϕ±i are independent of ϕ in both methods.
4.4.2 Spherical Coordinate System
In the spherical coordinate system, the geometric factors of FDM and FVM are different at
every point. In order to compare Od±i of these two methods in bulk, B
d±
i is now rewritten in a
FDM-like form,
Br±i,j =
αr
2
(
1± 1
i
+
i/6∓ 1/12
i3 + i/12
)
, (4.49)
Bθ±i,j =
αθ
2 (i2 + 1/12)
(
∆θ/2
tan(∆θ/2)
± ∆θ
2 tan θj
)
. (4.50)
Note that ∆θ/2tan(∆θ/2) goes to 1 as ∆θ → 0 and now one can compare them with the FDM
formula, equations (3.17) and (3.18). Non-zero geometric factors in the r direction at the
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system boundaries, r = R1 and R2, are
Br+I1,j = αr
(
1 +
I1/2 + 1/6
I1
2 + I1/2 + 1/12
)
, (4.51)
Br−I2,j = αr
(
1 +
−I2/2 + 1/6
I2
2 − I2/2 + 1/12
)
. (4.52)
At the two poles, Bθ+i,0 and B
θ−
i,J are obtained as
Bθ+i,0 = B
θ−
i,J = αθ
∆θ/2
(i2 + 1/12) tan(∆θ/4)
. (4.53)
Like the case of FDM, Bθ±i at the poles are approximately four times larger than that in the
bulk. Table 4-2 represents a few examples of Od±i in the spherical coordinate system. Note
that all 6 possible cases for the FDM are shown in the table, but there are 18 possible cases
for the FVM. The only sensible method to find all of them is to construct each factor from its
definition (equation (4.18)) and ∆Ad, hd and ∆V d values given in the previous section. The
full recipes are presented in table 4-3.
d i j FDM FVM
i = I1 αr, 0 αr
(
1 + I1/2+1/6
I1
2+I1/2+1/12
)
, 0
r I1 < i < I2 0 < j < J
αr
2
(
1± 1i
) αr
2
(
1± 1i + i/6∓1/12i3+i/12
)
i = I2 0, αr 0, αr
(
1 + −I2/2+1/6
I2
2−I2/2+1/12
)
j = 0 2αθ
i2
, 0 αθ
∆θ/2
(i2+1/12) tan(∆θ/4)
, 0
θ I1 < i < I2 0 < j < J
αθ
2i2
(
1± ∆θ2 tan θj
)
αθ
2(i2+1/12)
(
∆θ/2
tan(∆θ/2) ± ∆θ2 tan θj
)
j = J 0, 2αθ
i2
0, αθ
∆θ/2
(i2+1/12) tan(∆θ/4)
Table 4-2: Comparison of a pair of geometric factors
(
Od+i , O
d−
i
)
or Od±i in the spherical coordinate
system.
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Domain j = 0 0 < j < J j = J
i = I1
∆Ar
I1+
1
2
,0
= 2pir2
I1+
1
2
(
1− cos θ 1
2
)
∆Aθ
I1,
1
2
= pirI1+ 14
∆r sin θ 1
2
∆V rI1 =
2pi
3
(
r3
I1+
1
2
− r3I1
)
∆V θ0 = 1− cos θ 1
2
hr+I1,0 = 1, h
θ+
I1,0
= rI1+ 14
∆Ar
I1+
1
2
,j
= 2pir2
I1+
1
2
(
cos θj− 1
2
− cos θj+ 1
2
)
∆Aθ
I1,j± 12
= pirI1+ 14
∆r sin θj± 1
2
∆V rI1 =
2pi
3
(
r3
I1+
1
2
− r3I1
)
∆V θj = cos θj− 1
2
− cos θj+ 1
2
hr+I1,j = 1, h
θ±
I1,j
= rI1+ 14
∆Ar
I1+
1
2
,J
= 2pir2
I1+
1
2
(
cos θJ− 1
2
+ 1
)
∆Aθ
I1,J− 12
= pirI1+ 14
∆r sin θJ− 1
2
∆V rI1 =
2pi
3
(
r3
I1+
1
2
− r3I1
)
∆V θJ = cos θJ− 1
2
+ 1
hr+I1,J = 1, h
θ−
I1,J
= rI1+ 14
I1 < i < I2
∆Ar
i± 1
2
,0
= 2pir2
i± 1
2
(
1− cos θ 1
2
)
∆Aθ
i, 1
2
= 2piri∆r sin θ 1
2
∆V ri =
2pi
3
(
r3
i+ 1
2
− r3
i− 1
2
)
∆V θ0 = 1− cos θ 1
2
hr±i,0 = 1, h
θ+
i,0 = ri
∆Ar
i± 1
2
,j
= 2pir2
i± 1
2
(
cos θj− 1
2
− cos θj+ 1
2
)
∆Aθ
i,j± 1
2
= 2piri∆r sin θj± 1
2
∆V ri =
2pi
3
(
r3
i+ 1
2
− r3
i− 1
2
)
∆V θj = cos θj− 1
2
− cos θj+ 1
2
hr±i,j = 1, h
θ±
i,j = ri
∆Ar
i± 1
2
,J
= 2pir2
i± 1
2
(
cos θJ− 1
2
+ 1
)
∆Aθ
i,J− 1
2
= 2piri∆r sin θJ− 1
2
∆V ri =
2pi
3
(
r3
i+ 1
2
− r3
i− 1
2
)
∆V θJ = cos θJ− 1
2
+ 1
hr±i,J = 1, h
θ−
i,J = ri
i = I2
∆Ar
I2− 12 ,0
= 2pir2
I2− 12
(
1− cos θ 1
2
)
∆Aθ
I2,
1
2
= pirI2− 14 ∆r sin θ 12
∆V rI2 =
2pi
3
(
r3I2 − r3I2− 12
)
∆V θ0 = 1− cos θ 1
2
hr−I2,0 = 1, h
θ+
I2,0
= rI2− 14
∆Ar
I2− 12 ,j
= 2pir2
I2− 12
(
cos θj− 1
2
− cos θj+ 1
2
)
∆Aθ
I2,j± 12
= pirI2− 14 ∆r sin θj± 12
∆V rI2 =
2pi
3
(
r3I2 − r3I2− 12
)
∆V θj = cos θj− 1
2
− cos θj+ 1
2
hr−I2,j = 1, h
θ±
I2,j
= rI2− 14
∆Ar
I2− 12 ,J
= 2pir2
I2− 12
(
cos θJ− 1
2
+ 1
)
∆Aθ
I2,J− 12
= pirI2− 14 ∆r sin θJ− 12
∆V rI2 =
2pi
3
(
r3I2 − r3I2− 12
)
∆V θJ = cos θJ− 1
2
+ 1
hr−I2,J = 1, h
θ−
I2,J
= rI2− 14
Table 4-3: Components for the construction of all the geometric factors, Br±i,j =
∆s
12
∆Ar
i± 1
2
,j
hr±i,j∆r∆V
r
i ∆V
θ
j
and Bθ±i,j =
∆s
12
∆Aθ
i,j± 1
2
hθ±i,j∆θ∆V
r
i ∆V
θ
j
, in the spherical coordinate system. Bulk components and boundary
components maintaining the bulk component shape are all shown in black. Components affected by
the inner and outer system boundaries are shown in blue and those affected by the poles are shown
in red.
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5Alternating Direction Implicit
Methods
In order to solve two dimensional differential equation using Crank-Nicolson method, one needs
to inverse band matrix which demands a considerable computation time. Alternating direc-
tion implicit (ADI) method provides an efficient algorithm as an approximation of the Crank-
Nicolson method. For the implementation of the commonly recognized ADI method, the dif-
ferential operator is split and its computation is conducted in two steps. Let me use (x1, x2) to
represent a general two dimensional coordinate system, and integers i ∈ [I1, I2] and j ∈ [0, J ]
specify grid points.
In the first step of ADI method, x2 directional operator is computed implicitly and x1
directional operator is computed explicitly. Partial partition function at n+1/2 step is obtained
by (
1− a2N∆s
12
δ22
)
q
n+1/2
i,j =
(
1 + a2N
∆s
12
δ21 −
∆s
2
wi,j
)
qni,j , (5.1)
where δ2d is the xd directional component of the discrete Laplacian. In matrix representation,
the left-hand side is
1−O2−i,0 −O2+i,0 O2+i,0 0 O2−i,0
O2−i,1 1−O2−i,1 −O2+i,1 O2+i,1 0
0 O2−i,2 1−O2−i,2 −O2+i,2
...
. . .
O2+i,J 0 · · · 1−O2−i,J −O2+i,J


q
n+1/2
i,0
q
n+1/2
i,1
q
n+1/2
i,2
...
q
n+1/2
i,J

,
(5.2)
where Od±i,j is an xd directional discrete operator which depends on the coordinate system and
the numerical scheme one chooses, and both FDM and FVM can be implemented with ADI
algorithm. This cyclic tridiagonal matrix is a general form of the operator matrix, and matrix
equation with this cyclic tridiagonal matrix can be solved by Temperton’s algorithm [22, 23].
Note that there are I2 − I1 + 1 such matrix equations which can be solved in parallel. For
Neumann boundary conditions, O2−i,0 and O
2+
i,J become zero and this matrix reduces to a normal
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tridiagonal matrix. In the second step, reversing the implicitly and explicitly treated directions,(
1− a2N∆s
12
δ21 +
∆s
2
wi,j
)
qn+1i,j =
(
1 + a2N
∆s
12
δ22
)
q
n+1/2
i,j . (5.3)
By combining the two equations, one can check that they are approximations of the original
Crank-Nicolson formula, equation (3.7). ADI method is very fast in that only one directional
operator is calculated implicitly in each step, making the (cyclic) tridiagonal matrix equation
solvable with a fast algorithm. Moreover, parallel computation is easily applicable.
Even though the above ADI scheme is conceptually easy, it is only unconditionally stable
in two dimensional case. There are other ADI methods applicable in higher dimensions, one of
which is the Douglas-Gunn ADI method [12, 26, 27]. I will omit its derivation here and only
present its two dimensional version for the case without operator splitting,(
1− a2N∆s
12
δ22 +
∆s
2
wi,j
)
q
n+1/2
i,j =
(
1 + a2N
∆s
12
δ22 + a
2N
∆s
6
δ21 −
∆s
2
wi,j
)
qni,j ,(
1− a2N∆s
12
δ21 +
∆s
2
wi,j
)
qn+1i,j =
(
1 +
∆s
2
wi,j
)
q
n+1/2
i,j − a2N
∆s
12
δ21q
n
i,j , (5.4)
and with operator splitting,(
1− a2N∆s
12
δ22
)
q
n+1/2
i,j =
(
1 + a2N
∆s
12
δ22 + a
2N
∆s
6
δ21
)
exp
(
−∆s
2
wi,j
)
qni,j ,(
1− a2N∆s
12
δ21
)
exp
(
∆s
2
wi,j
)
qn+1i,j = q
n+1/2
i,j − a2N
∆s
12
δ21 exp
(
−∆s
2
wi,j
)
qni,j . (5.5)
If the system mainly depends on x1 direction, like the cylindrical and spherical brushes, it may
be slightly advantageous to exchange δ1 and δ2 in the above expressions, but I will use this
version for the convenience of later discussions.
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6Material Conservation: Algebraic
Test
Like many other physical systems, conservation of material in the process of numerical compu-
tation is one of the major issues in SCFT calculation. According to equation (2.22), the field
energy is proportional to the segment density, hence mass error can cause free energy error
of similar order of magnitude. This problem is especially crucial for a heterogeneous polymer
system with various possible phases. The free energy difference per chain between competing
phases are usually small so that 10−3kBT of energy difference is often enough to disrupt the
stability of a phase. For the accurate determination of the selected phase and phase boundaries,
reducing the mass error is crucial [6, 8]. However, conditions for material conservation in the
numerical implementation of SCFT are not well established, and only scattered information
based on individual experience has been available. In this chapter, I will develop an algebraic
test which automatically confirms the material conservation for the given numerical method.
In the following sections, the actual algebraic test for each numerical method is presented.
Evidently, the material conservation depends on your method of volume integral. I already
explained that for the FVM, the natural choice is the cell volume weighted sum as given in
equation (4.22). The FDM formulation itself does not specify how the volume integral must
be done, but considering the similarity of FDM and FVM, the simple integral method given in
equation (4.22) will be used for the FDM, and it will be the standard method when comparing
the material conservation. In fact, as you will see later, using other integral methods does not
help one to achieve better material conservation.
From now on I will use the bra-ket and matrix notation for the algebraic description of the
computation process. In this notation, the two partial partition functions are denoted by
|qn〉 = ( qnI1,0 qnI1,1 . . . qnI1,J qnI1+1,0 . . . qnI2,J )T , (6.1)∣∣∣q†n〉 = ( q†nI1,0 q†nI1,1 . . . q†nI1,J q†nI1+1,0 . . . q†nI2,J )T , (6.2)
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and the evolution operator producing
∣∣qn+1〉 from |qn〉 can be defined in the following form
∣∣qn+1〉 = U|qn〉, ∣∣∣q†(n+1)〉 = U∣∣∣q†n〉, (6.3)
where all the matrix elements of U are real. Note that depending on the numerical scheme,
the actual shape of U varies. In this matrix representation, the cell volume ∆Vij becomes the
following diagonal matrix,
V =

∆VI1,0
∆VI1,1 0
. . .
∆Vij
. . .
0 ∆VI2,J−1
∆VI2,J

. (6.4)
The total partition function Q evaluated at s = sn is
Qn =
∑
i
qni q
†(N−n)
i ∆V i. (6.5)
For the calculation of the segment concentration at cell Ci, it is necessary to convert s directional
integral to a summation. The integral version of SCFT (equation (2.9)) and the Crank-Nicolson
method (equation (4.4)) both suggests that it is natural to use
φi =
Vtot
NQn
∑
m
′
qmi q
†(N−m)
i . (6.6)
In fact, the choice of the s directional summation method is irrelevant to the following discus-
sions. The advantage of the bra-ket notation can be seen that equation (6.5) is now written in
the following simple algebraic form,
Qn = 〈qn|V
∣∣∣q†(N−n)〉 (6.7)
=
〈
q0
∣∣(UT )nVUN−n∣∣∣q†0〉, (6.8)
where the expression 〈q1|V|q2〉 can be regarded as the inner product of |q1〉 and |q2〉 for the
algebra I develop. In the above equations, I keep using Qn which is the discrete total partition
function evaluated at s = sn. In the formal derivation of SCFT, Q must be a single number.
However, in an approximate numerical calculation, Qn in equation (6.5) is not guaranteed to
be independent of n as explained below.
As a tool to track the material conservation, let me define the global volume error in a
dimensionless way,
V ≡ 1
Vtot
∑
i
φi∆Vi − 1. (6.9)
30
6.1 Crank Nicolson Method
Evaluating the mass error V using equation (6.6),
V =
1
Vtot
∑
i
φi∆Vi − 1 = 1
Vtot
∑
i
Vtot
NQn
∑
m
′
qmi q
†(N−m)
i ∆Vi − 1 =
1
NQn
∑
m
′
Qm − 1. (6.10)
where I have used equation (6.5) for the last equation. I seek for the condition that this mass
error always becomes zero, which means that it must be satisfied regardless of the choice of the
following parameters: 1) real field w(r), 2) contour step size ∆s, 3) contour step number N , 4)
initial conditions of partition functions, q(r, 0) and q†(r, N∆s).
The sufficient and necessary condition for the material conservation to be valid at all situa-
tions is that the evolution matrix must satisfy the following equation,
(VU)T = VU , (6.11)
which is equivalent to UTV = VU , since VT = V. For one direction of the proof, let me first
assume that the material is conserved for the given numerical method. Then, considering the
case that N = 1 for some fixed ∆s, equation (6.10) can be rewritten as
0 =
1
2Qn
(Q0 +Q1)− 1. (6.12)
Regardless of the choice of n (0 or 1), this equation reduces to Q0 − Q1 = 0 which can be
expressed as, 〈
q0
∣∣ (VU − UTV) ∣∣∣q†0〉 = 0. (6.13)
Since this equation must be true for arbitrary initial conditions
∣∣q0〉 and ∣∣∣q†0〉, the matrix
VU − UTV must be zero. The other direction of the proof is as follows. Assuming equation
(6.11) is true, the inner matrix of equation (6.8), (UT )nVUN−n is invariant and Qn becomes
independent of n. Now equation (6.10) can directly show that V = 0, and the proof completes.
Now my job is to investigate the validity of equation (6.11) for various numerical methods
at various coordinate systems. There are three choices one can take to create one numerical
method. First, one can choose among Crank-Nicolson method, ADI method and Douglas-Gunn
method. The second choice is whether to apply operator splitting or not. For the third, FDM
or FVM can be chosen. The next sections in this chapter are devoted to test the material
conservation of all these methods.
6.1 Crank Nicolson Method
Two dimensional Crank-Nicolson method without operator splitting can be written in the fol-
lowing matrix form
(I − O +W)∣∣qn+1〉 = (I +O −W)|qn〉, (6.14)
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where O is an operator matrix with a nearly banded shape, I is an identity matrix, and W is
the following diagonal matrix representing the effect of field,
W =

∆s
2 wI1,0
∆s
2 wI1,1 0
...
0 ∆s2 wI2,J−1
∆s
2 wI2,J
 . (6.15)
It is quite difficult to describe the exact shape of O. All the components of O are Od±i,j explained
in earlier chapters. For a better understanding of the operator, an example of O is shown in
figure 6-1. I will use the general matrix shape of O for periodic boundary conditions because this
shape of matrix can represent all boundary conditions. For the case with Neumann boundary
conditions, I can simply set a few Od±i,j to be equal to zero. With repeating operator algebra, I
will trace conditions that the components of O must satisfy for the material conservation.

Oρ+2,1 0 0 0
0 Oρ+2,2 0 0
· · · 0 0 Oρ+2,3 0
0 0 0 Oρ+2,4
Oρ−3,1 0 0 0 −Oρ−3,1 −Oρ+3,1 −Oϕ−3,1 −Oϕ+3,1 Oϕ+3,1 0 Oϕ−3,1 · · ·
0 Oρ−3,2 0 0 O
ϕ−
3,2 −Oρ−3,2 −Oρ+3,2 −Oϕ−3,2 −Oϕ+3,2 Oϕ+3,2 0
0 0 Oρ−3,3 0 0 O
ϕ−
3,3 −Oρ−3,3 −Oρ+3,3 −Oϕ−3,3 −Oϕ+3,3 Oϕ+3,3
0 0 0 Oρ−3,4 O
ϕ+
3,4 0 O
ϕ−
3,4 −Oρ−3,4 −Oρ+3,4 −Oϕ−3,4 −Oϕ+3,4
...
. . .

Figure 6-1: The O matrix for a 12-point (3 × 4) discretized domain in the cylindrical coordinate
system, i ∈ [2, 4] and j ∈ [1, 4]. Only part of the 12 × 12 matrix is shown. If Neumann boundary
condition is chosen, Oρ−2,j and O
ρ+
4,j become zero.
To begin with, I assume I −O+W is invertible, otherwise ∣∣qn+1〉 cannot be determined by
equation (6.14). By multiplying (I − O +W)−1 to both sides of equation (6.14), one gets
∣∣qn+1〉 = (I − O +W)−1(I +O −W)|qn〉 ≡ U|qn〉, (6.16)
As explained earlier, VU = V(I − O +W)−1(I +O −W) needs to be symmetric for material
conservation. This expression is simplified as
V(I − O +W)−1(I +O −W) (6.17)
= V(I − O +W)−1 (2I − (I − O +W))
= V(2(I − O +W)−1 − I)
= 2V(I − O +W)−1 − V. (6.18)
Since the multiplication of a constant and the addition of a diagonal matrix do not affect the
symmetric property of a matrix, I only need to check if the following matrix is symmetric,
V(I − O +W)−1. (6.19)
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Using the fact that a matrix and its inverse are both symmetric or non-symmetric at the same
time (see Appendix A), it is enough to check the symmetry of following expression,
(I − O +W)V−1. (6.20)
Because (I +W)V−1 is diagonal, the final symmetry relation I need to test is the following
equation,
OV−1 = V−1OT . (6.21)
Component by component comparison shows that it is equivalent to the following equation,
Od+i ∆Vi = O
d−
i+eˆd
∆Vi+eˆd , (6.22)
which is the same as equation (4.19). For those who want to check this, analysis using figure
6-1 may give some help. Therefore the FVM I formulated in chapter 4 conserves the amount of
material when 2D Crank-Nicolson method without operator splitting is adopted to solve SCFT
equations.
Next, I will test the 2D Crank-Nicolson method with operator splitting. Converting equation
(3.8) into the matrix equation shape,
(I − O) eW ∣∣qn+1〉 = (I +O) e−W |qn〉, (6.23)
From now on, a new symbol X ≡ exp (−W) will be used. It is a diagonal matrix whose
components are Xii = exp(−Wii). In this case, the evolution matrix U is X (I − O)−1(I+O)X ,
assuming I − O is invertible; thus, I need to check if the following matrix is symmetric
V X (I − O)−1(I +O)X . (6.24)
Using the theorem in appendix B, the two X matrices in equation (6.24) are removable in
checking the symmetry of the matrix. Hence, instead of equation (6.24), I only need to check
the symmetry of the following equation,
V(I − O)−1(I +O). (6.25)
which is just the same as equation (6.17) with W = 0. All the arguments I used from equation
(6.17) to equation (6.22) are valid even when W = 0, thus my FVM formulation conserves the
amount of material when 2D Crank-Nicolson method with operator splitting is used.
Now, I need to briefly discuss the material conservation of 2D Crank-Nicolson method with
the combination of FDM. For the cylindrical and spherical coordinates, I already showed that
the geometric factors Od±i for the FDM are different from those of FVM. By checking equation
(6.22) for a few points, it is easy to confirm that material conservation is violated when FDM
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geometric factors are used. The only exception is the Cartesian coordinates for which the FDM
can be made to be equivalent to the FVM. In conclusion, FVM with 2D Crank-Nicolson method
conserves the amount of material in SCFT regardless of the use of operator splitting method.
FDM has that property only in the Cartesian coordinate system.
6.2 Alternating Direction Implicit Method
Empirically, in most numerical implementation, the ADI method does not conserve material,
but there are a few cases that material conservation can be achieved [12]. In this section, I
will investigate the exact condition for the material conservation for various numerical schemes
adopting ADI method. For the expression of the split operator, I use the notation of the
cylindrical coordinates (ρ, ϕ). The case of other coordinate systems will be discussed at the end
of this section. In the following analysis, operator matrices Oρ and Oϕ with periodic boundary
conditions in all directions are used so that they can represent all possible cases. The ADI
method without operator splitting can be written in the following matrix form,
(I − Oϕ)
∣∣∣qn+1/2〉 = (I +Oρ −W) |qn〉, (I − Oρ +W) ∣∣qn+1〉 = (I +Oϕ) ∣∣∣qn+1/2〉, (6.26)
where Oρ (Oϕ) is ρ (ϕ) directional operator matrix as shown in figures 6-2 and 6-3 and they
satisfy Oρ + Oϕ = O. Using them, the whole evolution operator is obtained in the following
way,
∣∣qn+1〉 = (I − Oρ +W)−1 (I +Oϕ) (I − Oϕ)−1 (I +Oρ −W) |qn〉 = U|qn〉. (6.27)

−Oρ−2,1 −Oρ+2,1 0 0 0 Oρ+2,1 0 0 0
0 −Oρ−2,2 −Oρ+2,2 0 0 0 Oρ+2,2 0 0
0 0 −Oρ−2,3 −Oρ+2,3 0 0 0 Oρ+2,3 0
0 0 0 −Oρ−2,4 −Oρ+2,4 0 0 0 0
Oρ−3,1 0 0 0 −Oρ−3,1 −Oρ+3,1 0 0 0 · · ·
0 Oρ−3,2 0 0 0 −Oρ−3,2 −Oρ+3,2 0 0
0 0 Oρ−3,3 0 0 0 −Oρ−3,3 −Oρ+3,3 0
0 0 0 Oρ−3,4 0 0 0 −Oρ−3,4 −Oρ+3,4
...
. . .

Figure 6-2: Example of Oρ matrix for a 12-point (3 × 4) discretized domain in the cylindrical
coordinate system, i ∈ [2, 4] and j ∈ [1, 4]. In order to represent generic matrix shape, periodic
boundary condition in ρ direction is assumed.
In order to check if this numerical scheme conserves material for arbitrary field W and
initial conditions of partition functions, I first investigate a simple case that W and ∣∣q0〉 have a
ϕ directional symmetry. In the previous chapter, it was confirmed that the components of Oρ
for both FDM and FVM have no j dependences. BecauseW, ∣∣q0〉 and Oρ all have ϕ directional
symmetry, (I +Oρ −W)
∣∣q0〉 also does not have ϕ dependence. In the FVM, the role of I±Oϕ
operator is to exchange flux between J cells Ci,j at fixed i value and 1 ≤ j ≤ J , but they do
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
−Oϕ−2,1 −Oϕ+2,1 Oϕ+2,1 0 Oϕ−2,1 0 0 0 0
Oϕ−2,2 −Oϕ−2,2 −Oϕ+2,2 Oϕ+2,2 0 0 0 0 0
0 Oϕ−2,3 −Oϕ−2,3 −Oϕ+2,3 Oϕ+2,3 0 0 0 0
Oϕ+2,4 0 O
ϕ−
2,4 −Oϕ−2,4 −Oϕ+2,4 0 0 0 0
0 0 0 0 −Oϕ−3,1 −Oϕ+3,1 Oϕ+3,1 0 Oϕ−3,1 · · ·
0 0 0 0 Oϕ−3,2 −Oϕ−3,2 −Oϕ+3,2 Oϕ+3,2 0
0 0 0 0 0 Oϕ−3,2 −Oϕ−3,3 −Oϕ+3,3 Oϕ+3,3
0 0 0 0 Oϕ+3,4 0 O
ϕ−
3,4 −Oϕ−3,4 −Oϕ+3,4
...
. . .

Figure 6-3: Example of Oϕ matrix for a 12-point (3 × 4) discretized domain in the cylindrical
coordinate system, i ∈ [2, 4] and j ∈ [1, 4]. In order to represent generic matrix shape, the periodic
boundary condition in ϕ direction is assumed.
not exchange any flux because of the symmetry; thus I ±Oϕ and (I ± Oϕ)−1 can be regarded
as identity operators for a ϕ directionally symmetric system. In the FDM, the operator mixes
the value of functions at fixed i value and 1 ≤ j ≤ J , and the same conclusion holds true.
Considering this, for a ϕ symmetric system, one gets
∣∣qn+1〉 = (I − Oρ +W)−1 (I +Oρ −W) |qn〉. (6.28)
As a result, equation (6.27) is reduced to the equation of one dimensional Crank-Nicolson
method without operator splitting. For the cylindrical coordinate system, FVM with Crank-
Nicolson method conserves material, thus FVM with ADI conserves material ifW and ∣∣q0〉 have
no ϕ dependence. On the other hand, FDM with Crank-Nicolson method does not conserve
material for the cylindrical coordinate system, thus there is no hope that two dimensional FDM
with ADI method conserves material. Strictly speaking, one still needs to prove it for the case
with operator splitting. At zero field,W = 0, ADI methods with and without operator splitting
are equivalent, and the above proof works even when W = 0, thus ADI method with operator
split FDM also fails to conserve material.
In order to verify whether FVM conserves material in systems without such a symmetry, it
is required to check if the following matrix is symmetric,
V(I − Oρ +W)−1 (I +Oϕ) (I − Oϕ)−1 (I +Oρ −W) . (6.29)
Direct calculation of the Od matrices show that this expression cannot be symmetric when the
field w is arbitrarily given. For instance, taking a domain of 1× 2 size, one of the equation to
verify the symmetry is
∆V I1,1
(
w2I1,2 − 1
) (
Oϕ+I1,1 +O
ϕ−
I1,1
)
−∆V I1,2
(
w2I1,1 − 1
) (
Oϕ+I1,2 +O
ϕ−
I1,2
)
= 0, (6.30)
which cannot always be true.
Now it is time to consider the ADI method with operator splitting. Its matrix equation
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becomes
(I − Oϕ)
∣∣∣qn+1/2〉 = (I +Oρ)X|qn〉, (I − Oρ)X−1∣∣qn+1〉 = (I +Oϕ) ∣∣∣qn+1/2〉. (6.31)
From these equations, the evolution matrix is
U = X (I − Oρ)−1 (I +Oϕ) (I − Oϕ)−1 (I +Oρ)X . (6.32)
and one needs to check if the following matrix is symmetric,
VX (I − Oρ)−1 (I +Oϕ) (I − Oϕ)−1 (I +Oρ)X . (6.33)
Before proceeding, I will construct a few useful equations which is valid when Od matrix for
FVM is used. In this case, OdV−1 is symmetric for each d, because each equation confirming
the symmetry reduces to equation (6.22). Using this property, the following equations can be
confirmed,
V (I ± Od)V−1 = (I ± Od)T , (6.34)
V (I − Od)−1V−1 =
(
(I − Od)−1
)T
, (6.35)
where I assume that I −Od is invertible. Using the theorem in appendix B, the two X matrices
in equation (6.33) are removable in checking the symmetry of the matrix. Starting from this
expression,
V (I − Oρ)−1 (I +Oϕ) (I − Oϕ)−1 (I +Oρ)
= V (I − Oρ)−1 (2I − (I − Oϕ)) (I − Oϕ)−1 (I +Oρ)
= V
[
(I − Oρ)−1
(
2 (I − Oϕ)−1 − I
)
(I +Oρ)
]
= V
[
2 (I − Oρ)−1 (I − Oϕ)−1 (I +Oρ)− (I − Oρ)−1 (I +Oρ)
]
= V
[
2 (I − Oρ)−1 (I − Oϕ)−1 (I +Oρ)− 2 (I − Oρ)−1 + I
]
. (6.36)
Using equation (6.35), V(I − Oρ)−1 is symmetric, and the second and the third term can be
removed in checking the symmetry of the matrix. After dividing by 2, what now remains to
check is
V (I − Oρ)−1 (I − Oϕ)−1 (I +Oρ) . (6.37)
Using equations (6.34) and (6.35), the transpose of equation (6.37) turns out to be equivalent
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to
(I +Oρ)T
(
(I − Oϕ)−1
)T(
(I − Oρ)−1
)TV
= V (I +Oρ) (I − Oϕ)−1 (I − Oρ)−1 . (6.38)
My task is to compare equation (6.37) and equation (6.38). Multiplying (I − Oϕ) (I − Oρ)V−1
to the left and (I − Oρ) (I − Oϕ) to the right of both expressions, one gets
(I − Oϕ) (I − Oρ) (I +Oρ) = (I +Oρ) (I − Oρ) (I − Oϕ) . (6.39)
Expanding this equation, the final sufficient and necessary condition for the material conserva-
tion of operator split FVM is
OϕOρ2 = Oρ2Oϕ. (6.40)
For two arbitrary matrices A and B, if AB = BA is satisfied, AB2 = B2A is always true.
Therefore,
OϕOρ = OρOϕ (6.41)
is a sufficient condition for equation (6.40). The two matrices, Oϕ and Oρ, are sparse, and
the matrix multiplication can be performed with the aid of computers. The requirements for
equation (6.41) turn out to be,
Oρ+i,j +O
ρ−
i,j −Oρ+i,j+1 −Oρ−i,j+1 = 0, (6.42)
Oϕ+i,j +O
ϕ−
i,j −Oϕ+i+1,j −Oϕ−i+1,j = 0, (6.43)
Oρ−i,j O
ϕ−
i−1,j −Oρ−i,j−1Oϕ−i,j = 0, (6.44)
Oρ−i,j O
ϕ+
i−1,j −Oρ−i,j+1Oϕ+i,j = 0, (6.45)
Oρ+i,j O
ϕ−
i+1,j −Oρ+i,j−1Oϕ−i,j = 0, (6.46)
Oρ+i,j O
ϕ+
i+1,j −Oρ+i,j+1Oϕ+i,j = 0. (6.47)
Even when A and B does not commute, AB2 = B2A may still be true in some cases. The full
conditions for equation (6.40) are messy, and one of them turn out to be equation (6.43). In
the previously formulated FVM in the cylindrical coordinate system, Bϕ+i,j +B
ϕ−
i,j =
αϕ
i2
, which
is varying with respect to i, and equation (6.43) cannot be satisfied; thus, even when FVM with
operator splitting is used, ADI method fails to conserve material.
Up until now in this section, I only considered the cylindrical coordinate system. The story
for the spherical coordinate system turns out to be exactly the same. Thus all the above
conclusions are valid for the spherical coordinate system. The case of the Cartesian coordinate
system is somewhat more complicated because the FDM formulation can be made to be equal
to the FVM so that equation (6.22) is satisfied. When operator splitting is not used, following
the same logical steps, one reaches to equation (6.30) which cannot be satisfied with arbitrary
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field w; thus material conservation is not valid in this case. With operator splitting, following
the same logical steps, one reaches to equations (6.42)–(6.47). With proper formulation of
FVM (and FDM made to be equivalent to it), all these equations are satisfied, and the material
conservation is valid. For those who are confused, see table 8-1 for the full summary of the
material conservation.
6.3 Douglas-Gunn Method
In this section, I will investigate conditions for the material conservation in Douglas-Gunn
method, beginning with the case of cylindrical coordinates without operator splitting. The
matrix representation of equation (5.4) is
(I − Oϕ +W)
∣∣∣qn+1/2〉 = (I +Oϕ + 2Oρ −W) |qn〉,
(I − Oρ +W)
∣∣qn+1〉 = (I +W) ∣∣∣qn+1/2〉−Oρ|qn〉. (6.48)
Now the evolution matrix becomes
U = (I − Oρ +W)−1
[
(I +W) (I − Oϕ +W)−1 (I +Oϕ + 2Oρ −W)−Oρ
]
. (6.49)
Like the case of the ADI method, because Oρ has ϕ directional symmetry, if W and
∣∣q0〉 have
ϕ directional symmetry, this equation reduces to the one dimensional Crank-Nicolson method,
∣∣qn+1〉 = (I − Oρ +W)−1 (I +Oρ −W) |qn〉. (6.50)
Now the discussion presented in the ADI case is applicable, and one can show that FVM without
operator splitting conserves material if W and ∣∣q0〉 have no ϕ dependences. In systems without
such a symmetry, the matrix VU cannot be symmetric, even for the Cartesian coordinates in
which FVM and FDM can be equal. It can be shown by testing the case that the domain size
is 2 × 2 and w1,1 is the only non-zero field. In this situation, one of the equations which must
be satisfied is,
w1,1
(
1 + 4Oy+1,1 − 2Ox+1,1
(
2 + w1,1 + 2O
y+
1,1 (4 + w1,1)
))
= 0, (6.51)
which cannot always be true.
The next task is to consider the Douglas-Gunn method with operator splitting. The matrix
representation of equation (5.5) is
(I − Oϕ)
∣∣∣qn+1/2〉 = (I +Oϕ + 2Oρ)X|qn〉,
(I − Oρ)X−1
∣∣qn+1〉 = ∣∣∣qn+1/2〉−OρX|qn〉. (6.52)
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From these equations, the evolution matrix is
U = X (I − Oρ)−1
[
(I − Oϕ)−1 (I +Oϕ + 2Oρ)−Oρ
]
X . (6.53)
Following the same logic given in the previous section, FDM fails to conserve material. In order
to verify whether FVM conserves material, it is required to check if the following matrix is
symmetric when Oϕ and Oρ for FVM are taken,
VX (I − Oρ)−1
[
(I − Oϕ)−1 (I +Oϕ + 2Oρ)−Oρ
]
X . (6.54)
Using the theorem in appendix B, X matrices in equation (6.54) are removable, and I only need
to check the symmetry of the following matrix,
V(I − Oρ)−1
[
(I − Oϕ)−1 (I +Oϕ + 2Oρ)−Oρ
]
. (6.55)
This equation becomes
V(I − Oρ)−1
[
(I − Oϕ)−1 (I +Oϕ + 2Oρ)−Oρ
]
= V(I − Oρ)−1
[
(I − Oϕ)−1 (−(I − Oϕ) + 2I + 2Oρ)−Oρ
]
= V(I − Oρ)−1
[
−I −Oρ + 2(I − Oϕ)−1 (I +Oρ)
]
= V(I − Oρ)−1
[
−2I + (I − Oρ) + 2(I − Oϕ)−1 (I +Oρ)
]
= V
[
−2 (I − Oρ)−1 + I + 2 (I − Oρ)−1 (I − Oϕ)−1 (I +Oρ)
]
. (6.56)
The last expression is equivalent to equation (6.36), and all the remaining stories in the previous
section can be shared. It means that material conservation fails in the cylindrical and spherical
coordinate system while the Cartesian coordinate system has the ability to conserve the amount
of material, when FVM with operator splitting Douglas-Gunn method is used. Because the
material conservation for the Douglas-Gunn method is exactly the same as the ADI case, the
two cases share the same column in table 8-1.
6.4 Pseudo-spectral Method
The algebraic test for the material conservation I developed is very powerful in that it can be
applied to other numerical methods. Nowadays, in the polymer theory community, the use of
pseudo-spectral method for the solution of SCFT in Cartesian coordinates is very common [3,
24], and it is worth investigating its material conservation property. Because the pseudo-spectral
method can be presented in terms of matrix multiplications as shown below, the algebraic
test developed in this thesis is applicable. Let me begin with the material conservation of a
two dimensional Cartesian coordinate system (x, y) with periodic boundary conditions in both
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directions. For the start of the pseudo-spectral method, Strang splitting is applied to the
modified diffusion equation,
q (r, s+ ∆s) ' exp
(
−∆sw(r)
2
)
exp
(
a2N∆s∇2
6
)
exp
(
−∆sw(r)
2
)
q(r, s). (6.57)
The first step is to calculate (−∆sw(r)/2) q(r, s) in the real space. Using the bra-ket notation in
the discrete world, it can be written as X |qn〉. The next step is to perform the two dimensional
discrete Fourier transform (DFT), which is represented by the following matrix,
F ≡ 1√
IJ

1 1 1 · · · 1 1 1 1 · · · 1 · · ·
1 λ λ2 · · · λJ−1 1 λ λ2 · · · λJ−1 · · ·
1 λ2 λ4 · · · λ2(J−1) 1 λ2 λ4 · · · λ2(J−1) · · ·
. . .
. . .
. . .
1 λJ−1 λ2(J−1) · · · λ(J−1)(J−1) 1 λJ−1 λ2(J−1) · · · λ(J−1)(J−1) · · ·
1 1 1 · · · 1 ω ω ω · · · ω · · ·
1 λ λ2 · · · λJ−1 ω ωλ1 ωλ2 · · · ωλJ−1 · · ·
1 λ2 λ4 · · · λ2(J−1) ω ωλ2 ωλ4 · · · ωλ2(J−1) · · ·
. . .
. . .
. . .
1 λJ−1 λ2(J−1) · · · λ(J−1)(J−1) ω ωλJ−1 ωλ2(J−1) · · · ωλ(J−1)(J−1) · · ·
. . .
. . .
. . .

,
(6.58)
where ω = exp (2pii/I) and λ = exp (2pii/J) are the principal I-th and J-th roots of unity,
respectively. In this notation, the inverse DFT is simply written as F−1 and it is easy to
confirm F−1 = F†. The next task is to apply exp (a2N∆s∇2/6) operator in the Fourier space,
which is a multiplication of a diagonal real matrix with the following shape,
C =

c1,1
c1,2 0
c1,3
. . .
0 cI,J−1
cI,J

. (6.59)
The last step is to perform inverse DFT and to multiply X , and the final evolution matrix
becomes U = XF−1CFX . The analysis in the previous sections only considered real matrices
and the final task was to check the symmetry of the matrix VU . Now, repeating processes from
equation (6.1) to equation (6.13) with the standard complex version of bra-ket notation, it is
straightforward to show that the actual condition for the material conservation is that VU is
Hermitian. The boundaries are periodic, and thus it is natural to take all the cell volumes to
be uniform, V = ∆x∆yI. Applying the complex version of appendix B, the following matrix
must be Hermitian for the material conservation,
∆x∆yF−1CF . (6.60)
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6.4 Pseudo-spectral Method
Since
(F−1CF)† = F†C(F−1)† = F−1CF , the matrix VU is Hermitian and the material con-
servation is confirmed. Three dimensional generalization of this proof is straightforward.
For other boundary conditions, discrete cosine and sine transforms are often used in the
pseudo-spectral method, and half size cells may be used at the boundaries. Even though the
above proof is not directly applicable in those cases, such a problem is mathematically equivalent
to a periodic boundary problem with twice the original domain size, and the above proof
guarantees the material conservation of those systems.
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7Material Conservation: Numerical
Test
In this section, both two dimensional cylindrical (ρ, ϕ) and spherical (r, θ) molten brush systems
are solved using various numerical SCFT methods I have introduced so far. As a simple example,
I consider the case with uniform grafting density and segment density, φ(r) = 1, which results in
ϕ directional symmetry for the cylindrical system and θ directional symmetry for the spherical
system. With this extra symmetry, the ADI method reduces to the Crank-Nicolson method,
and I do not need to consider each case separately.
In one dimensional cylindrical brush, it is known that self-consistent field becomes w(r) =
wc(r) + 2ΛaN
1/2δ(ρ− R1), where wc(r) is the continuous part of the pressure field and the δ-
function shape of contribution, 2ΛaN1/2δ(ρ−R1), is naturally induced to avoid over-crowdedness
near the grafting surface. The analysis of one dimensional spherical brush is essentially identical
with the change of ρ to r. Figures 7-1 and 7-2 exhibit the self-consistent field of the cylindrical
and spherical brushes, respectively, after taking the volume average of the mean field to be
zero. For the quantitative comparison of each numerical method, the global volume error, free
energy and w(R1) are compared in tables 7-1 and 7-2. For both FDM cases, the global volume
errors of the cylindrical brush are −2.27 × 10−5, and these errors are uniformly distributed in
the whole grid; i. e. φi = 1.0 − 2.27 × 10−5. On the other hand, both FVM solutions conserve
material within the floating-point precision of the calculation. A similar behavior is observed
for the case of the spherical brush.
Considering that the ADI method is now reduced to the Crank-Nicolson method, the above
results are consistent with the conclusion of the previous chapter. When Crank-Nicolson method
is used, FVM conserves material while FDM fails to do so for the curved coordinate systems.
The operator splitting did not affect the material conservation in this one dimensional case, but
its effect is somewhat complicated. As ∆s approaches to zero, the field obtained without the
operator splitting converges to the correct field more rapidly, especially at the grafting point
ρ = R1 or r = R1.
42
2 2.5 3 3.5 4
−20
−10
0
10
20
30
40
ρ (distance from z axis)
w
(ρ
)
Figure 7-1: Self-consistent field of a cylindrical
brush obtained by FVM and FDM without op-
erator splitting. The difference between FVM
and FDM is within the thickness of the line.
The parameters are set to R1 = 2, R2 = 4, I1 =
100, I2 = 200 and N = 400.
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Figure 7-2: Self-consistent field of a spherical
brush obtained by FVM and FDM without op-
erator splitting. The difference between FVM
and FDM is within the thickness of the line.
The parameters are set to R1 = 2, R2 = 4, I1 =
100, I2 = 200 and N = 400.
Method FDM FDM with O.S. FVM FVM with O.S.
Mass error −2.27× 10−5 −2.27× 10−5 −3.33× 10−16 −2.22× 10−16
Free Energy 5.024763 5.039581 5.025898 5.040606
w(R1) 159.090731 182.048520 159.502168 182.644092
Table 7-1: Comparison of FDM and FVM for a cylindrical brush without ϕ dependence. The
parameters are set to R1 = 2, R2 = 4, I1 = 100, I2 = 200 and N = 400. O.S. stands for operator
splitting.
Method FDM FDM with O.S. FVM FVM with O.S.
Mass error −4.38× 10−5 −4.38× 10−5 2.22× 10−16 8.88× 10−16
Free Energy 6.165728 6.207328 6.167803 6.209063
w(R1) 259.315619 338.430350 260.653523 341.171206
Table 7-2: Comparison of FDM and FVM for a spherical brush without θ dependence. The
parameters are set to R1 = 2, R2 = 4, I1 = 100, I2 = 200 and N = 400. O.S. stands for operator
splitting.
Until now I have tested the material conservation of one dimensional systems. In order
to break the symmetry and create two dimensional problems, I consider artificial compressible
situations that the segment concentration satisfies φ(r) = 1 + 12 sin(ϕ) for the cylindrical brush
and φ(r) = 1+ 12 sin(2θ) for the spherical brush. Tables 7-3 and 7-4 summarize the self-consistent
solutions using FDM and FVM both with and without operator splitting. These self-consistent
solutions have stronger ρ and r directional dependences with relatively weak dependences on
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ϕ and θ directions. The mass errors obtained by FDMs are always order of 10−5 and they
are equivalent to the one dimensional results, indicating that the source of error is almost
independent of the φ(r) asymmetry. They are mostly due to the incorrect Od±i ’s produced by
the FDM.
The algebraic analysis in the previous chapter suggests that not only FDM but also FVM
fails to conserve material when ADI algorithm is chosen for the two dimensional system without
symmetry. Indeed, the mass errors of the FVM turn out to be above the errors of the floating-
point calculation, and my predictions are confirmed. However, they are relatively small, of
order 10−8 ∼ 10−9 for the parameter values I used. In a harsher situation, with an abrupt
jump of φ(r), the mass error increases to a value of order 10−7, but it is still much lower
than the FDM case. The only algorithm with accurate material conservation is the FVM with
Crank-Nicolson method. However, in the Crank-Nicolson method, one needs to solve a matrix
equation involving the giant matrix U for the qi propagation. In one test run, I performed band
matrix calculations such as LU decomposition and multiplication using OpenBLAS library
[31], and 45 minutes of computation was required for the full solution of the spherical brush
systems I consider with a single core of Xeon E5-2690 v3 CPU. On the other hand, a properly
implemented ADI method can find the solutions in less than 5 minutes, which is about a factor
of 10 performance enhancement.
Algorithm ADI Crank-Nicolson
Method FDM FVM FVM
Operator Splitting Yes No Yes No Yes No
Mass error −2.27×10−5 −2.27×10−5 2.31× 10−9 6.87× 10−9 6.66× 10−16 4.44× 10−16
Free Energy 5.103990 5.089161 5.105015 5.090296 5.105015 5.090296
Table 7-3: Comparison of FDM and FVM for a cylindrical brush with ϕ dependence. The param-
eters are set to R1 = 2, R2 = 4, I1 = 100, I2 = 200, J = 101 and N = 400.
Algorithm ADI Crank-Nicolson
Method FDM FVM FVM
Operator Splitting Yes No Yes No Yes No
Mass error −4.38×10−5 −4.37×10−5 9.97× 10−9 3.33× 10−8 2.22× 10−16 4.44× 10−16
Free Energy 6.277818 6.236196 6.279552 6.238269 6.279552 6.238269
Table 7-4: Comparison of FDM and FVM for a spherical brush with θ dependence. The parameters
are set to R1 = 2, R2 = 4, I1 = 100, I2 = 200, J = 100 and N = 400.
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8Discussion and Conclusion
In this thesis, various numerical methods for solving modified diffusion equation of SCFT are
derived in the two dimensional Cartesian, cylindrical and spherical coordinate systems. I de-
velop a finite volume method (FVM) with half grid size at the boundary which is a natural
extension of the three-point finite difference method (FDM) in the finite volume world. The
FVM formulations are summarized in Tables 4-1 and 4-3. I take cylindrical and spherical brush
systems, as model systems to test the developed numerical methods.
It has been known that SCFT discretized by FDM fails to conserve the amount of material in
the system in general. The FVM is designed to and known to perform better, but the material
conservation of the modified diffusion equation is not equivalent to the material conservation
of normal diffusion equation, because the segment volume of SCFT is obtained by integrating
products of two partial partition functions over the space. Therefore, it is possible, and it is
known that SCFT discretized by FVM fails to conserve material from time to time.
In this research, in order to prove the utility of FVM in the SCFT, I successfully developed an
algebraic test using bra-ket notation which verifies the material conservation of each numerical
method. The material conservation condition was equivalent to the condition that the product
of volume matrix and the evolution matrix is symmetric, VU = (VU)T . For the Crank-Nicolson
method, this requirement is equivalent that the Laplacian is discretized by FVM, Od+i ∆Vi =
Od−i+eˆd∆Vi+eˆd ; thus, in any coordinate system, material is conserved when the FVM is applied.
For example, the global volume error of FVM using two dimensional Crank-Nicolson method is
practically zero in the numerical test. The global volume error of FDM turns out to be O (10−5),
even though the point-wise error of FDM is O(∆s2) +O(∆x12) +O
(
∆x2
2
)
which is the same
as the FVM case; thus, FVM provides a way to achieve near-perfect material conservation
without loss of point-wise precision. By applying the same algebraic test to the alternating
direction implicit (ADI) method and the Douglas-Gunn method, I show that the FVM in the
cylindrical and spherical coordinate systems cannot conserve material in general, but careful
numerical tests show that depending on the problem, the use of FVM may still improve material
conservation compared to the FDM case.
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In the standard FDM and FVM, the field term is combined with the differentiation part to
construct the evolution matrix. By separating the field term with operator splitting method,
new types of finite difference and finite volume methods are developed, and analytical tests show
that this technique has a benefit in material conservation in the Cartesian coordinate system, as
was confirmed in a previous report [12]. However, there is also a disadvantage that a sufficiently
small contour step ∆s is required to obtain an accurate solution near the grafting surface of the
brush. All the issues of material conservation, accuracy and speed of numerical methods are
summarized in table 8-1. The table only shows if the material conservation is perfect or not.
An analytical method identifying the degree of material conservation is yet to be found. One
possible suggestion is to calculate the norm of VU − (VU)T and to find its effect to the material
conservation.
Because the numerical methods I consider implicitly assume that the q and w functions
are continuous, one may question their validity for the brush systems in which q has a δ-
function shape initial condition and self-consistent field w requires a δ-function contribution
at the grafting surface. Even though the current numerical SCFT seems to produce somewhat
reliable results, it is worth considering high resolution FVM which is designed to work efficiently
for a system with discontinuous solution in the future.
The material conservation test presented in this thesis is very versatile and its application
to the pseudo-spectral method was also possible. Even though I restricted my discussion to
two dimensional systems in this thesis, three dimensional version of each numerical method can
be tested, and the results seem to be always the same as the two dimensional case, provided
the three dimensional generalization is properly made. There are many different versions of
FDM, FVM and pseudo-spectral method, and one also has the freedom of choosing the volume
integral method. The accuracy of a given combination can be tested individually using the
algebraic tool I provided, and I recommend one to wisely select a method with a good material
conservation property.
Method FDM FVM
Algorithm Crank-Nicolson ADI Crank-Nicolson ADI
Operator Splitting Yes No Yes No Yes No Yes No
Material Conservation
No Symmetry
Cart O O O X O O O X
Cyl & Sph X X X X O O X X
Material Conservation
x2 Symmetry
Cart O O O O O O O O
Cyl & Sph X X X X O O O O
Delta Function Field Accuracy Low High Low High Low High Low High
Computation Speed Slow Fast Slow Fast
Table 8-1: Summary of material conservation for each numerical method. The row with “x2
symmetry” presents the material conservation when the initial conditions and field are symmetric
in that direction, and the row above it is the case without such a symmetry. Material conservation
of the Douglas-Gunn method is equivalent to the ADI case.
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Appendix A
Symmetry of Inverse Matrix
With an arbitrary invertible matrix A, if A is symmetric,
I = (AA−1)T = (A−1)TAT = (A−1)TA, (A.1)
Since inverse matrix is unique, (A−1)T = A−1, hence its inverse is symmetric. In a similar
manner, if A−1 is symmetric, A is symmetric.
I = (AA−1)T = (A−1)TAT = A−1AT , (A.2)
Therefore, A is symmetric, if and only if A−1 is symmetric.
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Appendix B
Removing X Matrices
A new symbol X ≡ exp (−W) is used for a diagonal matrix whose components are Xii =
exp(−Wii). With an arbitrary matrix A, for the matrix VXAX to be symmetric, the required
equation is
VXAX = XATXV. (B.1)
Since V and X are diagonal, V and X commutes, and the above equation is equivalent to
XVAX = XATVX . (B.2)
The matrix X is invertible, because Xii is always nonzero; thus, I obtain
VA = ATV. (B.3)
Now it is clear that the matrix VXAX is symmetric if and only if the matrix VA is symmetric.
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