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Abstract
This paper studies recursive composite hypothesis testing in a network of sparsely connected agents. The network
objective is to test a simple null hypothesis against a composite alternative concerning the state of the field, modeled as
a vector of (continuous) unknown parameters determining the parametric family of probability measures induced on the
agents’ observation spaces under the hypotheses. Specifically, under the alternative hypothesis, each agent sequentially
observes an independent and identically distributed time-series consisting of a (nonlinear) function of the true but
unknown parameter corrupted by Gaussian noise, whereas, under the null, they obtain noise only. Two distributed
recursive generalized likelihood ratio test type algorithms of the consensus+innovations form are proposed, namely
CIGLRT − L and CIGLRT −NL, in which the agents estimate the underlying parameter and in parallel also
update their test decision statistics by simultaneously processing the latest local sensed information and information
obtained from neighboring agents. For CIGLRT −NL, for a broad class of nonlinear observation models and
under a global observability condition, algorithm parameters which ensure asymptotically decaying probabilities
of errors (probability of miss and probability of false detection) are characterized. For CIGLRT − L, a linear
observation model is considered and upper bounds on large deviations decay exponent for the error probabilities are
obtained.
Index Terms
Distributed Detection, Consensus, Generalized Likelihood Ratio Tests, Hypothesis Testing, Large Deviations
1. INTRODUCTION
A. Background and Motivation
The focus of this paper is on distributed composite hypothesis testing in multi-agent networks in which the
goal is not only to estimate the state (possibly high dimensional) of the environment but also detect as to which
hypothesis is in force based on the sensed information across all the agents at all times. To be specific, we
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2are interested in the design of recursive detection algorithms to decide between a simple null hypothesis and a
composite alternative parameterized by a continuous vector parameter, which exploit available sensing resources
to the maximum and obtain reasonable detection performance, i.e., have asymptotically (in the large sample limit)
decaying probabilities of errors. Technically speaking, we are interested in the study of algorithms which can
process sensed information as and when they are sensed and not wait till the end until all the sensed data has been
collected. To be specific, the sensed data refers to the observations made across all the agents at all times. The
problem of composite hypothesis testing is relevant to many practical applications, including cooperative spectrum
sensing [1]–[3] and MIMO radars [4], where the onus is also on achieving reasonable detection performance by
utilizing as fewer resources as possible, which includes data samples, communication and sensing energy. In classical
composite hypothesis testing procedures such as the Generalized Likelihood Ratio Test (GLRT) [5], the detection
procedure which uses the underlying parameter estimate based on all the collected samples as a plug-in estimate
may not be initiated until a reasonably accurate parameter estimate, typically the maximum likelihood estimate of
the underlying parameter (state) is obtained. Usually in setups which employ the classical (centralized) generalized
likelihood ratio tests, the data collection phase precedes the parameter estimation and detection statistic update
phase which makes the procedure essentially an offline batch procedure. By offline batch procedures, we mean
algorithms where the sensing phase precedes any kind of information processing and the entire data is processed
in batches.1 The motivation behind studying recursive online detection algorithms in contrast to offline batch
processing based detection algorithms is that in most multi-agent networked scenarios, which are typically energy
constrained, the priority is to obtain reasonable inference performance by expending fewer amount of resources.
Moreover, in centralized scenarios, where the communication graph is all-to-all, the implementation suffers from
high communication overheads, synchronization issues and high energy requirements. Motivated by requirements
such as the latter, we propose distributed recursive composite hypothesis testing algorithms, where the inter-agent
collaboration is restricted to a pre-assigned, possibly sparse communication graph and the detection and estimation
schemes run in a parallel fashion with a view to reduce energy and resource consumption while achieving reasonable
detection performance.
In the domain of hypothesis testing, when one of the hypotheses is composite, i.e., the hypothesis is parameterized
by a continuous vector parameter and the underlying parameter is unknown apriori, one of the most well-known
algorithms is the Generalized Likelihood Ratio Testing (GLRT). The GLRT has an estimation procedure built into
it, where the underlying parameter estimate is used as a plug-in estimate for the decision statistic. In a centralized
setting or in a scenario where the inter-agent communication graph is all-to-all, the fusion center has access to all
the sensed information and the parameter estimates across all the agents at all times. The procedure of obtaining the
underlying parameter estimate, which in turn employs a maximization, achieves reasonable performance in general,
but has a huge communication overhead which makes it infeasible to be implemented in practice, especially in
networked environments. In contrast to the fully centralized setup, we focus on a fully distributed setup where
1We emphasize that, by offline, we strictly refer to the classical implementation of the GLRT. Recursive variants of GLRT type approaches have
been developed for a variety of testing problems including sequential composite hypothesis testing and change detection (see, for example, [6]–
[8]), although in centralized processing scenarios.
3the communication between the agents is restricted to a pre-assigned possibly sparse communication graph. In
this paper, we propose two algorithms namely, consensus + innovations GLRT Non-Linear (CIGLRT −NL)
and consensus + innovations GLRT Linear (CIGLRT − L), which are of the consensus + innovations form and
are based on fully distributed setups. We specifically focus on a setting in which the agents obtain conditionally
Gaussian and independent and identically distributed observations and update their parameter estimates and decision
statistics by simultaneous assimilation of the information obtained from the neighboring agents (consensus) and
the latest locally sensed information (innovation). Also similar, to the classical GLRT, both of our algorithms
involve a parameter estimation scheme and a detection algorithm. This justifies the names CIGLRT − L and
CIGLRT −NL which are distributed GLRT type algorithms of the consensus + innovations form. In this paper,
so as to replicate typical practical sensing environments accurately, we model the underlying vector parameter as
a static parameter, whose dimension is M (possibly large) and every agent’s observations, say for agent n, is Mn
dimensional, where Mn << M , thus rendering the parameter locally unobservable at each agent. We show that,
under a minimal global observability condition imposed on the collective observation model and connectedness
of the communication graph, the parameter estimate sequences are consistent and the detection schemes achieve
asymptotically decaying probabilities of errors in the large sample limit. The main contributions of the paper are
as follows:
Main Contribution 1: Distributed Composite Hypothesis Testing Algorithms. We propose two distributed
recursive composite hypothesis testing algorithms, where the composite alternative concerning the state of the field is
modeled as a vector of (continuous) unknown parameters determining the parametric family of probability measures
induced on the agents’ observation spaces under the hypotheses. Moreover, we focus on fully distributed setups
where the underlying parameter may not be locally observable at any of the agents and hence no agent can conduct
hypothesis testing to achieve reasonable decision performance by itself. The agents only collaborate locally in their
neighborhood, where the collaboration dynamics are specified by a possibly sparse pre-assigned communication
graph.
Main Contribution 2: Recursive Detection Algorithm with decaying probabilities of errors. We show that in
spite of being a recursive algorithm (hence suboptimal2), the proposed algorithm CIGLRT −NL, which is based
on general non-linear observation models, guarantees asymptotically decaying probabilities of false alarm and miss
under minimal conditions of global observability and connectivity of the inter-agent communication graph. We also
characterize the feasible choice of thresholds and other algorithm design parameters for which such an asymptotic
decay of probabilities of errors in the large sample (time) limit can be guaranteed.
Main Contribution 3: Recursive Detection Algorithm with exponentially decaying errors. Through algorithm
2The sub-optimality with respect to GLRT is due to inaccurate parameter estimates being incorporated into the decision statistic in the
proposed algorithm in contrast to the optimal parameter estimate incorporated into the decision statistic in case of the classical GLRT.
4CIGLRT − L, we focus on a linear observation setup, where we not only characterize thresholds and other
algorithm parameters which ensure exponentially decaying probabilities of error, but also analyze the upper bounds
of the associated large deviations exponent of the probabilities of error under global observability as functions of
the network and model parameters.
Related Work: Existing work in the literature on distributed detectors can be broadly classified into three classes.
The first class includes architectures which are characterized by presence of a fusion center and all the agents transmit
their decision or local measurements or test statistics or its quantized version to the fusion center (see, for example
[9], [10]) and subsequently the estimation and detection schemes are conducted by the fusion center. The second class
consists of consensus schemes (see, for example [11], [12]) with no fusion center and in which in the first phase the
agents collect information over a long period of time from the environment followed by the second phase, in which
agents exchange information (through consensus or gossip type procedures [11], [13], [14]) in their respective
neighborhoods which are in turn specified by a pre-assigned communication graph or a sequence of possibly
sparse time-varying communication graphs satisfying appropriate connectivity conditions. The third class consists
of schemes which perform simultaneous assimilation of information obtained from sensing and communication
(see, for example [15]–[17]). Distributed inference has been studied extensively in the literature. In particular,
the diffusion and consensus+innovations schemes have been extensively used for various distributed inference
problems, which include distributed parameter estimation (see, for example [18]–[20]), distributed detection (see, for
example [16], [17], [21], [22]), distributed reinforcement learning (see, for example [23]), distributed information
processing in presence of faulty agents or imperfect model information (see, for example [24]) and multi-task
learning (see, for example [25]) to name a few. More relevant to the proposed algorithms in this paper, are
distributed detection algorithms from the third class of detectors described above, which can be further sub-
categorized to three classes, namely the running consensus approach [26], [27], the diffusion approach [3], [3],
[17], [28]–[32] and the consensus+innovations approach [15], [16], [21]. These works address important questions
pertaining to binary simple hypothesis and also characterize the fundamental limits of the detection scheme through
large deviations analysis. Other relevant recent work include [33]–[35]. However, there is a fundamental difference
between the algorithms proposed in this work and the algorithms discussed above. To be specific, the objective
of the detection scheme in this paper is to decide between a simple null hypothesis and a composite alternative
which is parameterized by a vector parameter which can take values in a continuous space, in contrast with
other distributed detection schemes, where the hypotheses involved are either binary simple hypothesis (see, for
example [15], [16], [21]) or multiple simple hypothesis or composite testing scenarios involving finite parametric
alternatives (see, for example [33]–[36]). In a similar vein, we note that consensus or gossip type strategies have been
developed for other distributed testing tasks such as in change detection [37] and quickest detection [38] problems
in multi-agent networks. In the context of distributed composite hypothesis testing, the proposed algorithm involves
a recursive parameter estimation update and a decision statistic update running in parallel. The proposed algorithms,
CIGLRT −NL and CIGLRT − L involve parameter estimate updates in a non-linear observation model and a
linear observation model setting respectively. The linear parameter estimation scheme of the consensus+innovations
form which is employed in the algorithm CIGLRT − L has been studied before in [39]. Non-linear parameter
5estimation scheme of the consensus+innovations form has been studied in [40]. However, for the non-linear
estimation parameter estimation scheme, employed in in the algorithm CIGLRT −NL there is a subtle difference
between the one considered in [40] in terms of innovation gains. The innovation gains in the distributed estimation
algorithm proposed in [40] is generated from an auxiliary estimate sequence and hence the convergence of the
innovation gain processes is not tied to the convergence of the parameter estimate sequence. However, the innovation
gain sequence in this paper is tied to the parameter estimate sequence itself which needed refined proof techniques
which we address in this paper.
In the context of characterization of the probability of errors in terms of the exponent, for recursive distributed
detection schemes, the works most related to the proposed algorithms are [15], [21]. In these works, in addition to the
hypotheses under consideration being binary simple hypotheses, the decision statistic update involves an innovation
sequence which is independent and identically distributed (i.i.d.). However, the detection scheme in this paper
decides between a simple null hypothesis and a composite alternative which is parameterized by a vector parameter
that takes values in a continuous space. Moreover, the decision statistic update in this paper involves an innovation
term which is neither independent nor identically distributed, due to the coupling between the estimation and
detection update rules. It is to be noted that in the context of centralized detection literature, the weak convergence
of the decision statistics under the null and the alternate hypothesis (see, [41] for example) is usually not enough to
establish the decay rates of the probability of errors. To be specific, in this paper we extend Wilks’ theorem to the
distributed recursive setup and characterize the asymptotic normality of the decision statistic sequence. However,
the statistical dependencies exhibited in the decision static update due to the parameter estimation scheme and the
decision statistic update running in a parallel fashion warrants the development of technical machinery so as to
address concentration of measure for sums of non i.i.d random variables which in turn helps characterize the decay
exponent of the probability of errors which we develop in this paper.
Paper Organization : The rest of the paper is organized as follows. Section 1-B presents the notation to be
used throughout the paper. The sensing model is discussed is Section 2-A, whereas the preliminaries pertaining
to classical GLRT are summarized in Section 2-B, which in turn motivates distributed online detection algorithms
proposed in this paper. Section 3-A presents the CIGLRT −NL algorithm whereas the CIGLRT − L algorithm
is discussed in Section 3-B. The main results of the algorithm CIGLRT −NL concerning consistency of the
parameter estimate and asymptotically decaying probabilities of errors are provided in Section 4-A, while the main
results concerning the algorithm CIGLRT − L, which include consistency of the parameter estimate sequence and
the characterization of the upper bound of the large deviations exponent of the probabilities of errors are presented
in Section 4-B. Section 5 contains an illustrative example which provides more intuition on the upper bounds of
the large deviations exponent obtained for the CIGLRT − L algorithm and presents the simulation results. The
proof of main results appear in Sections 6 and 7, while Section 8 concludes the paper.
6B. Notation
We denote by R the set of reals, R+ the set of non-negative reals, and by Rk the k-dimensional Euclidean space.
The set of k × k real matrices is denoted by Rk×k. The set of integers is denoted by Z, whereas, Z+ denotes
the subset of non-negative integers. We denote vectors and matrices by bold faced characters. We denote by Aij
or [A]ij the (i, j)-th entry of a matrix A; ai or [a]i the i-th entry of a vector a. The symbols I and 0 are used
to denote the k × k identity matrix and the k × k zero matrix respectively, the dimensions being clear from the
context. We denote by ei the i-th column of I. The symbol > denotes matrix transpose. We denote the determinant
and trace of a matrix by det(.) and tr(.) respectively. The k × k matrix J = 1k11> where 1 denotes the k × 1
vector of ones. The operator ||.|| applied to a vector denotes the standard Euclidean L2 norm, while applied to
matrices it denotes the induced L2 norm, which is equivalent to the spectral radius for symmetric matrices. For a
matrix A with real eigenvalues, the notation λmin(A) and λmax(A) will be used to denote its smallest and largest
eigenvalues respectively. Throughout the paper, the true (but unknown) value of the parameter is denoted by θ∗. The
estimate of θ∗ at time t at agent n is denoted by θn(t) ∈ RM×1. All the logarithms in the paper are with respect
to base e and represented as log(·). The operators E0[·] and Eθ[·] denote expectation conditioned on hypothesis H0
and Hθ, where θ in the parametric alternative respectively. P(·) denotes the probability of an event and P0(.) and
Pθ(.) denote the probability of the event conditioned on the null hypothesis H0 and Hθ, where θ is the parametric
alternative. For deterministic R+-valued sequences {at} and {bt}, the notation at = O(bt) denotes the existence
of a constant c > 0 such that at ≤ cbt for all t sufficiently large; the notation at = o(bt) denotes at/bt → 0 as
t→∞. The order notations O(·) and o(·) will be used in the context of stochastic processes as well in which case
they are to be interpreted almost surely or path-wise.
Spectral Graph Theory For an undirected graph G = (V,E), V denotes the set of agents or vertices with
cardinality |V | = N , and E the set of edges with |E| = M . The unordered pair (i, j) ∈ E if there exists an edge
between agents i and j. We only consider simple graphs, i.e., graphs devoid of self loops and multiple edges. A path
between agents i and j of length m is a sequence (i = p0, p1, · · · , pm = j) of vertices, such that (pt, pt+1) ∈ E,
0 ≤ t ≤ m−1. A graph is connected if there exists a path between all the possible agent pairings. The neighborhood
of an agent n is given by Ωn = {j ∈ V |(n, j) ∈ E}. The degree of agent n is given by dn = |Ωn|. The structure of
the graph may be equivalently represented by the symmetric N ×N adjacency matrix A = [Aij ], where Aij = 1
if (i, j) ∈ E, and 0 otherwise. The degree matrix is represented by the diagonal matrix D = diag(d1 · · · dN ). The
graph Laplacian matrix is represented by
L = D−A. (1)
The Laplacian is a positive semidefinite matrix, hence its eigenvalues can be sorted and represented in the following
manner
0 = λ1(L) ≤ λ2(L) ≤ · · · ≤ λN (L). (2)
Furthermore, a graph is connected if and only if λ2(L) > 0 (see [42] for instance).
72. PROBLEM FORMULATION
A. System Model and Preliminaries
There are N agents deployed in the network. Every agent n at time index t makes a noisy observation yn(t).
The observation yn(t) is a Mn-dimensional vector, a noisy nonlinear function of θ∗ which is a M -dimensional
parameter, i.e., θ∗ ∈ RM . The observation yn(t) comes from a probability distribution P0 under the hypothesis H0,
whereas, under the composite alternative H1, the observation is sampled from a probability distribution which is
a member of a parametric family {Pθ∗}. We emphasize here that the parameter θ∗ is deterministic but unknown.
Formally,
H1 : yn(t) = hn(θ∗) + γn(t)
H0 : yn(t) = γn(t), (3)
where hn(.) is, in general, non-linear function, {yn(t)} is a RMn -valued observation sequence for the n-th agent,
where typically Mn << M and {γn(t)} is a zero-mean temporally i.i.d Gaussian noise sequence at the n-th agent
with nonsingular covariance matrix Σn, where Σn ∈ RMn×Mn . Moreover, the noise sequences at two agents n, l
with n 6= l are independent.
By taking hn(0) = 0, ∀n and certain other identifiability and regularity conditions outlined below, in the above
formulation the null hypothesis corresponds to θ∗ = 0 and the composite alternative to the case θ∗ 6= 0.
Since, the sources of randomness in our formulation are the observations yn(t)’s made by the agents in the network,
we define the natural filtration {Ft} generated by the random observations, i.e.,
Ft = σ
({{yn(s)}Nn=1}t−1s=0) , (4)
which is the sequence of σ-algebras induced by the observation processes, in order to model the overall available
network information at all times. Finally, a stochastic process {x(t)} is said to be {Ft}-adapted if the σ-algebra
σ (x(t)) is a subset of Ft at each t.
B. Preliminaries : Generalized Likelihood Ratio Tests
We start by reviewing some concepts from the classical theory of Generalized Likelihood Ratio Tests (GLRT).
Consider, for instance, a generalized target detection problem in which the absence of target is modeled by a
simple hypothesis H0, whereas, its presence corresponds to a composite alternative H1, as it is parametrized by a
continuous vector parameter (perhaps modeling its location and other attributes) which is unknown apriori. Let y(t)
denote the collection of the data from the agents, i.e., y(t) =
[
y>1 (t) · · ·y>N (t)
]>
, at time t, which is
∑N
n=1Mn
dimensional. In a centralized setup, where there is a fusion center having access to the entire y(t) at all times t,
8a classical testing approach is the generalized likelihood ratio test (GLRT) (see, for example [5]). Specifically, the
GLRT decision procedure decides on the hypothesis3 as follows:
H =
H1, if maxθ
∑T
t=0 log
fθ(y(t))
f0(y(t))
> η,
H0, otherwise,
(5)
where η is a predefined threshold, T denotes the number of sensed observations and assuming that the data from
the agents are conditionally independent fθ(y(t)) = f1θ (y1(t)) · · · fNθ (yN (t)) denotes the likelihood of observing
y(t) under H1 and realization θ of the parameter and fnθ (yn(t)) denotes the likelihood of observing yn(t) at the
n-th agent under H1 and realization θ of the parameter ; similarly, f0(y(t)) = f10 (y1(t)) · · · fN0 (yN (t)) denotes the
likelihood of observing y(t) under H0 and fN0 (yN (t)) denotes the likelihood of observing yn(t) at the n-th agent
under H0. The key bottleneck in the implementation of the classical GLRT as formulated in (5) is the maximization
max
θ
T∑
t=0
log
fθ(y(t))
f0(y(t))
= max
θ
T∑
t=0
N∑
n=1
log
fnθ (yn(t))
fn0 (yn(t))
(6)
which involves the computation of the generalized log-likelihood ratio, i.e., the decision statistic. In general, a
maximizer of (6) is not known beforehand as it depends on the entire sensed data collected across all the agents at
all times, and hence as far as communication complexity in the GLRT implementation is concerned, the maximization
step incurs the major overhead – in fact, a direct implementation of the maximization (6) requires access to the
entire raw data y(t) at all times t at the fusion center.
3. DISTRIBUTED GENERALIZED LIKELIHOOD RATIO TESTING
To mitigate the communication overhead, we present distributed message passing schemes in which agents, instead
of forwarding raw data to a fusion center, participate in a collaborative iterative process to obtain a maximizing
θ. The agents also maintain a copy of their local decision statistic, where the decision statistic is updated by
assimilating local decision statistics from the neighborhood and the latest sensed information. In order to obtain
reasonable decision performance with such localized communication, we propose a distributed detector of the
consensus + innovations type. To this end, we propose two algorithms, namely
1) CIGLRT −NL, which is a general algorithm based on a non-linear observation model with additive Gaussian
noise. We specifically show that the decision errors go to zero asymptotically as time t → ∞ or equivalently, in
the large sample limit, if the thresholds are chosen appropriately, and
2) CIGLRT − L, where we specifically consider a linear observation model. In the case of CIGLRT − L, we not
only show that the probabilities of errors go to zero asymptotically, but also, we characterize the large deviations
exponent upper bounds for the probabilities of errors arising from the decision scheme under minimal assumptions
of global observability and connectedness of the communication graph.
The algorithms CIGLRT −NL and CIGLRT − L are motivated from the bottlenecks that one would encounter
from centralized batch processing. To be specific, if a hypothetical fusion center which had access to all the agents’
3It is important to note that the considered setup does not admit uniquely most powerful tests [43].
9observations at all times were to conduct the parameter estimation in a recursive way, it would do so in the following
way:
θc(t+ 1) = θc(t) + αt
N∑
n=1
∇hn (θc(t)) Σ−1n (yn(t)− hn (θc(t)))︸ ︷︷ ︸
Global Innovation
,
where {θc(t)} represents the centralized estimate sequence. Similarly, the centralized decision statistic update can
be represented as follows:
zc(t+ 1) =
t
t+ 1
zc(t) +
1
t+ 1
N∑
n=1
log
fθc(t)(yn(t))
f0(yn(t))︸ ︷︷ ︸
Global Innovation
,
where {zc(t)} represents the centralized decision statistic sequence. It is to be noted that the centralized scheme
may not be implementable in our distributed multi-agent setting with sparse inter-agent interaction primarily due
to the fact that the desired global innovation computation requires instantaneous access to the entire set of network
sensed data at all times at a central computing resource. If in the case of a distributed setup, an agent n in the
network were to replicate the centralized update by replacing the global innovation in accordance with its local
innovation, the updates for the parameter estimate and the decision statistic would be as follows:
θ̂n(t+ 1) = θ̂n(t) + αt∇hn
(
θ̂n(t)
)
Σ−1n
(
yn(t)− hn
(
θ̂n(t)
))
︸ ︷︷ ︸
Local Innovation
,
where
{
θ̂n(t)
}
represents the estimate sequence at agent n. Similarly, the decision statistic update at agent n would
have been:
ẑn(t+ 1) =
t
t+ 1
ẑn(t) +
1
t+ 1
log
fθ̂n(t)(yn(t))
f0(yn(t))︸ ︷︷ ︸
Local Innovation
,
where {zˆn(t)} represents the decision statistic sequence at agent n. The above correspond to purely decentralized
local processing with no inter-agent collaboration whatsoever. However, note that in absence of local observability
both the parameter estimates and decision statistics would be erroneous and sub-optimal. Hence, as a surrogate to the
global innovation in the centralized recursions, the local estimators compute a local innovation based on the locally
sensed data as an agent has access to the information in its neighborhood. However, they intend to compensate for
the resulting information loss by incorporating an agreement or consensus potential into their updates in which the
individual estimators.
We, first present the algorithm CIGLRT −NL.
A. Non-linear Observation Models : Algorithm CIGLRT −NL
Consider the sensing model described in (3). It is to be noted that the formulation assumes no indifference zone4,
however, as expected5, the performance of the proposed distributed approach (i.e., the various error probabilities)
4By the absence of an indifference zone, we mean that H1 ∪H0 = RM . To be specific, there is no zone which has been taken out from the
parameter set. We direct the interested reader to [44] for a more general treatment of indifference zone.
5Even with an indifference zone, in general, there exists no uniformly most powerful test for the considered vector nonlinear scenario.
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under the composite alternative will depend on the specific instance of θ∗ in force. We start by making some
identifiability assumptions on our sensing model before stating the algorithm.
Assumption A1. The sensing model is globally observable, i.e., any two distinct values of θ and θ∗ in the parameter
space RM satisfy
N∑
n=1
‖hn(θ)− hn(θ∗)‖2 = 0 (7)
if and only if θ = θ∗.
We propose a distributed detector of the consensus+innovations form for the scenario outlined in (3). Before
discussing the details of our algorithm, we state an assumption on the inter-agent communication graph.
Assumption A2. The inter-agent communication graph is connected, i.e., λ2(L) > 0, where L denotes the
associated graph Laplacian matrix.
We now present the distributed CIGLRT −NL algorithm. The sequential decision procedure consists of three
interacting recursive processes operating in parallel, namely, a parameter estimate update process, a decision statistic
update process, and a detection decision formation rule, as described below. We state an assumption on the sensing
functions before stating the algorithm.
Assumption A3. For each agent n, ∀θ 6= θ1, the sensing functions hn are continuously differentiable on RM and
Lipschitz continuous with constants kn > 0, i.e.,
‖hn (θ)− hn (θ1)‖ ≤ kn ‖θ − θ1‖ . (8)
Parameter Estimate Update. The algorithm CIGLRT −NL generates a sequence {θn(t)} ∈ RM of estimates
of the parameter θ∗ at the n-th agent according to the distributed recursive scheme
θn(t+ 1) = θn(t)− βt
∑
l∈Ωn
(θn(t)− θl(t))︸ ︷︷ ︸
neighborhood consensus
+αt∇hn (θn(t)) Σ−1n (yn(t)− hn (θn(t)))︸ ︷︷ ︸
local innovation
, (9)
where Ωn denotes the communication neighborhood of agent n and ∇hn (.) denotes the gradient of hn, which is a
matrix of dimension M×Mn, with the (i, j)-th entry given by ∂[hn(θn(t))]j∂[θn(t)]i . Finally, {βt} and {αt} are consensus
and innovation weight sequences respectively (to be specified shortly).
The update in (9) can be written in a compact manner as follows:
θ(t+ 1) = θ(t)− βt (L⊗ IM ) θ(t) + αtG(θ(t))Σ−1 (y(t)− h (θ(t))) , (10)
where θ(t) =
[
θ>1 (t) · · · θ>N (t)
]>
, h(θ(t)) =
[
h>1 (θ1(t)) · · ·h>N (θN (t))
]>
, Σ−1 = diag
[
Σ−11 , · · · ,Σ−1N
]
and
G (θ(t)) = diag [∇h1 (θ1(t)) , · · · ,∇hN (θN (t))].
Remark 3.1. Note that the parameter estimate update has an innovation term, which has in turn a state dependent
innovation gain. The key in analyzing the convergence of distributed stochastic algorithms of the form (9)-(10) is
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to obtain conditions that ensure the existence of appropriate stochastic Lyapunov functions. Hence, we propose
two conditions on the sensing functions which also involve the state dependent innovation gains that enable the
convergence of the distributed estimation procedure, by guaranteeing existence of Lyapunov functions.
Assumption A4. There exists a constant c1 > 0 for each pair of θ and θ´ with θ 6= θ´ such that the following
aggregate strict monotonicity condition holds
N∑
n=1
(
θ − θ´
)>
(∇hn (θ)) Σ−1n
(
hn (θ)− hn
(
θ´
))
≥ c1
∥∥∥θ − θ´∥∥∥2 . (11)
The distributed parameter estimation algorithm we employ for the algorithm CIGLRT −NL is recursive in nature
and hence, to ensure convergence we need Lyapunov type conditions, which in turn is specified by Assumption A4.
Moreover, A4 is only a sufficient condition. For example, in assumption A4, if hn(.)’s are linear, i.e., hn(θ∗) =
Hnθ
∗, where Hn ∈ RMn×M the monotonicity condition is trivially satisfied by the positive definiteness of the
matrix
∑N
n=1 H
>
nΣ
−1
n Hn.
We make the following assumption on the weight sequences {αt} and {βt}:
Assumption A5. The weight sequences {αt}t≥0 and {βt}t≥0 are given by
αt =
a
(t+ 1)
βt =
b
(t+ 1)
τ2 , (12)
where ac1 ≥ 1 with c1 is as defined in Assumption A4.
where 0 < τ2 < 1/2, b > 0.
Decision Statistic Update. The algorithm CIGLRT − L generates a scalar-valued decision statistic sequence
{zn(t)} at the n-th agent according to the distributed recursive scheme
zn(t+ 1) =
t
t+ 1
zn(t)− δ
∑
l∈Ωn
(zn(t)− zl(t))︸ ︷︷ ︸
neighborhood consensus
+ 1t+ 1 log fθn(t)(yn(t))f0(yn(t))︸ ︷︷ ︸
local innovation
, (13)
where fθ(.) and f0(.) represent the likelihoods under H1 and H0 respectively,
δ ∈
(
0,
2
λN (L)
)
, (14)
and
log
fθn(t)(yn(t))
f0(yn(t))
= h>n (θn(t))Σ
−1
n yn(t)−
h>n (θn(t))Σ
−1
n hn(θn(t))
2
, (15)
which follows due to the Gaussian noise assumption in the observation model in (3). However, we specifically
choose δ = 2λ2(L)+λN (L) for subsequent analysis.
The decision statistic update in (13) can be written in a compact manner as follows:
z(t+ 1) =
t
t+ 1
(IN − δL)z(t) + 1
(t+ 1)
h∗(θ(t))Σ−1
(
y(t)− h(θ(t))
2
)
, (16)
where z(t) = [z1(t) · · · zN (t)], h∗(θ(t)) = diag[h>1 (θ1(t)),h>2 (θ2(t)), · · · ,h>N (θN (t))], Σ = diag [Σ1, · · · ,ΣN ]
and h(θ(t)) =
[
h>1 (θ1(t)) · · ·h>N (θN (t))
]>
.
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It is to be noted that δ is chosen in such a way that W = IN − δL is non-negative, symmetric, irreducible and
stochastic, i.e., each row of W sums to one. Furthermore, the second largest eigenvalue in magnitude of W, denoted
by r, is strictly less than one (see [45]). Moreover, by the stochasticity of W, the quantity r satisfies r = ||W−J||,
where J = 1N 1N1
>
N .
Decision Rule. The following decision rule is adopted at all times t at all agents n :
Hn(t) =
H0 zn(t) ≤ ηH1 zn(t) > η, (17)
where Hn(t) denotes the local selection (decision) at agent n at time t. Under the aegis of such a decision rule,
the associated probability of errors are as follows:
PM,θ∗(t) = P1,θ∗ (zn(t) ≤ η)
PFA(t) = P0 (zn(t) > η) , (18)
where PM,θ∗ and PFA refer to probability of miss and probability of false alarm respectively. One of the major
aims of this paper is to characterize thresholds which ensure that PM,θ∗(t),PFA(t)→ 0 as t→∞. We emphasize
that, since the alternative H1 is composite, the associated probability of miss is a function of the parameter value
θ∗ in force. We refer to the parameter estimate update, the decision statistic update and the decision rule in (10),
(16) and (17) respectively, as the CIGLRT −NL algorithm.
Remark 3.2. It is to be noted that the decision statistic update is recursive and distributed and runs parallelly with
the parameter estimate update. Hence, no additional sensing resources are required as in the case of the decision
statistic update of the classical GLRT. Owing to the fact that the sensing resources utilized by the parameter estimate
update and the decision statistic update are the same, the proposed CIGLRT −NL algorithm is recursive and
online in contrast to the offline batch processing nature of the classical GLRT. However, with the initial parameter
estimates being incorporated into the decision statistic makes it sub-optimal with respect to the classical GLRT
decision statistic as the initial parameter estimates may be inaccurate. As, we will show later in spite of the sub-
optimality with respect to the classical GLRT, the algorithm guarantees reasonable detection performance with the
probabilities of errors decaying to 0 asymptotically in the large sample limit. Another useful distributed parameter
estimation approach is the diffusion approach (see, for example [17], [19]) in which constant weights are employed
for incorporating the neighborhood information and the latest local sensed information. The constant weights in
diffusion implementations enable potential adaptation and help in tracking adaptive systems. The price that one
has to pay though for adaptivity is in terms of inconsistency of the statistics generated from the procedure thereby
resulting in residual errors. If constant weights are used for the consensus and innovation terms, the parameter
estimation update scheme and the decision statistic update scheme will be affected by inconsistent estimates of the
parameter of interest and the decision statistic respectively. As such, the log likelihood ratios incorporated into the
decision statistic are sub-optimal as they are evaluated at the latest parameter estimate. The parameter estimate
is in general possibly erroneous to a large extent in the initial time instants which in turn also potentially affects
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the CIGLRT −NL algorithm. On top of this, if the parameter estimate sequence is derived from an inconsistent
procedure, the degree of sub-optimality could possibly be magnified. The further degree of sub-optimality would
be due to estimate sequences generated from the estimate update with constant weights being inconsistent and
having a steady state error. In particular, this might affect the time asymptotics of the probabilities of errors. In
diffusion-based implementations, the residual error is a function of the constant step size and, as shown in [3],
[30]–[32], [46], goes to zero in the limit of small step size. Therefore, in order to characterize a GLRT-type diffusion
implementation, it would be necessary to characterize the interplay between the estimation error and the detection
error, as functions of the vanishing step-size.
B. Linear Observation Models : Algorithm CIGLRT − L
In this section, we develop the algorithm CIGLRT − L for linear observation models which lets us specifically
characterize the large deviations exponent upper bounds for probability of miss and probability of false alarm.
There are N agents deployed in the network. Every agent n at time index t makes a noisy observation yn(t), a
noisy function of θ∗ which is a M -dimensional parameter. Formally the observation model for the n-th agent is
given by,
yn(t) = Hnθ
∗ + γn(t), (19)
where {yn(t)} ∈ RMn is the observation sequence for the n-th agent and {γn(t)} is a zero mean temporally i.i.d
Gaussian noise sequence at the n-th agent with nonsingular covariance Σn, where Σn ∈ RMn×Mn . The noise
processes are independent across different agents. If M is large, in practical applications each agent’s observations
may only correspond to a subset of the components of θ∗, with Mn << M , which basically renders the parameter
of interest θ∗ locally unobservable at each agent. Under local unobservability, in isolation, an agent cannot estimate
the entire parameter. However under appropriate observability conditions, it may be possible for each agent to get
a consistent estimate of θ∗. Moreover, depending on as to which hypothesis is in force, the observation model is
formalized as follows:
H1 : yn(t) = Hnθ∗ + γn(t)
H0 : yn(t) = γn(t). (20)
We formalize the assumptions on the inter-agent communication graph and global observability.
Assumption B1. We require the following global observability condition. The matrix G
G =
N∑
n=1
H>nΣ
−1
n Hn (21)
is full rank.
Remark 3.3. It is to be noted that Assumption A1 reduces to Assumption B1 for linear models, i.e., by taking
hn (θ
∗) = Hnθ∗.
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Assumption B2. The inter-agent communication graph is connected, i.e., λ2(L) > 0, where L denotes the associated
graph Laplacian matrix.
Algorithm CIGLRT − L
The algorithm CIGLRT − L consists of three parts, namely, parameter estimate update, decision statistic update
and the decision rule.
Parameter Estimate Update. The algorithm CIGLRT − L generates a sequence {θn(t)} ∈ RM which are
estimates of θ∗ at the n-th agent according to the following recursive scheme
θn(t+ 1) = θn(t)− βt
∑
l∈Ωn
(θn(t)− θl(t))︸ ︷︷ ︸
neighborhood consensus
+αt∇θ log
fθn(t)(yn(t))
f0(yn(t))︸ ︷︷ ︸
local innovation
, (22)
where Ωn denotes the communication neighborhood of agent n, ∇ (.) denotes the gradient and {βt} and {αt} are
consensus and innovation weight sequences respectively (to be specified shortly) and
log
fθn(t)(yn(t))
f0(yn(t))
= θn(t)
>H>nΣ
−1
n yn(t)−
θn(t)
>H>nΣ
−1
n Hnθn(t)
2
. (23)
It is to be noted that the parameter estimation update of the CIGLRT − L algorithm is a special case of the
CIGLRT −NL algorithm with hn(θ∗) = Hnθ∗.
The update in (22) can be written in a compact manner as follows:
θ(t+ 1) = θ(t)− βt(L⊗ IM )θ(t) + αtGHΣ−1
(
y(t)−G>Hθ(t)
)
, (24)
where θ(t) = [θ>1 (t) θ
>
2 (t) · · · θ>N (t)]>, GH = diag[H>1 ,H>2 , · · · ,H>N ], y(t) = [y>1 (t) y>2 (t) · · ·y>N (t)]> and
Σ = diag [Σ1, · · · ,ΣN ].
We make the following assumptions on the weight sequences {αt} and {βt}.
Assumption B3. The weight sequences {αt} and {βt} are of the form
αt =
a
(t+ 1)
βt =
a
(t+ 1)δ2
, (25)
where a ≥ 1 and 0 < δ2 ≤ 1.
Decision Statistic Update. The algorithm CIGLRT − L generates a decision statistic sequence {zn(t)} at the
n-th agent according to the distributed recursive scheme
zˆn(kt− k + 1) = θn(k(t− 1))>H>nΣ−1n
(
sn(k(t− 1))− Hnθn(k(t− 1))
2
)
, (26)
where sn(k(t − 1)) =
∑k(t−1)
i=0
yn(i)
k(t−1)+1 , i.e., the time averaged sum of local observations at agent n, and the
underlying parameter estimate used in the test statistic is the estimate at time k(t−1). In other words, at every time
instant k(t−1)+1 (times which are one modulo k), where k is a pre-determined positive integer (k to be specified
shortly), an agent n, incorporates its local observations made in the past k time instants, in the above mentioned
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manner in (26). It is to be noted that, independent of the decision statistic update, sn(k(t− 1)) is updated as and
when a new observation is made at agent n. After incorporating the local observations, every agent n undergoes
k − 1 rounds of consensus, which can be expressed in a compact form as follows:
zˆ(kt) = Wk−1Gθ(k(t− 1))Σ−1
(
s(k(t− 1))− G
>
Hθ(k(t− 1))
2
)
, (27)
where z(t) = [z1(t) · · · zN (t)], Gθ(t) = diag
[
θ>1 (t)H
>
1 , θ
>
2 (t)H
>
2 , · · · , θ>N (t)H>N
]
and s(t) =
[
s>1 (t) s
>
2 (t) · · · s>n (t)
]>
,
where W is a N ×N weight matrix, where we assign wij = 0, if (i, j) /∈ E. The sequence {zˆn(t)} is an auxiliary
sequence and the decision statistic sequence {zn(t)} is generated from the auxiliary sequence in the following way:
zn(kt) = zˆn(kt),∀t, (28)
where as in the interval [k(t− 1), kt− 1], the value of the decision statistic stays constant corresponding to its
value at zn(kt− k), ∀t.
Remark 3.4. The CIGLRT −NL algorithm is for general non-linear observations with a very intuitive decision
statistic update which seeks to track the time average of the log-likelihood ratios over time. The CIGLRT −NL
algorithm can be extended to general linear models but the linear model version of the CIGLRT −NL algorithm
is different from the CIGLRT − L. In particular, the results of this paper are inconclusive as to whether the
linear model version of CIGLRT −NL algorithm is able to achieve exponential decay in terms of the probability
of miss or not. This is why we introduce the CIGLRT − L algorithm for the specific linear case for which
we are able to establish exponential decays for both the probabilities of miss and false alarm. The algorithms
are different. Intuitively speaking, the performance of the CIGLRT −NL algorithm in terms of decay of the
probability of miss is affected as there is no mechanism in the decision statistic update so as to get rid of the
initial bad parameter estimates, which are weighed equally as the later more accurate parameter estimates. The
decision statistics update for the CIGLRT − L algorithm however ensures that at any time after kt, the previous
parameter estimates i.e., θ(ks), s = 1, · · · , t − 1 do not contribute to the decision statistic. The key observation
which lets us prove the exponential decay for CIGLRT − L can be best explained by term (t1) in the probability
of miss characterization in (135). Due to the nature of the decision statistic update, for the CIGLRT − L it can
be shown that t ‖θ(t)− θ∗N‖2 = tPt2 γG,tγ>G,t, where
γG,t = [γ
>
G(0) γ
>
G(1) · · · γ>G(t− 1)]>,
where γG(t) = GHΣ−1γ(t) and Pt is a block matrix of dimension NMt × NMt, whose (i, j)-th block i, j =
0, · · · , t− 1 is given as follows:
[Pt]ij = αiαj
t−2−i∏
u=0
A(t− 1− u)
t−1∏
v=j+1
A(v),
where A(t) = INM − βt (L⊗ IM )− αtGHΣ−1G>H . The matrix t ‖Pt‖ can be bounded as shown in Lemma 7.2.
For the CIGLRT −NL though, instead of t ‖θ(t)− θ∗N‖2, we have to deal with
∑t
s=1 ‖θ(s)− θ∗N‖2 which in turn
does not stay bounded as t→∞. To sum it up, CIGLRT − L is indeed a different algorithm from CIGLRT −NL
16
with a carefully designed decision statistic update so as to be able to characterize the exponential decay of both
the probabilities of error.
Now we state some design assumptions on the weight matrix W.
Assumption B4. The entries in the weight matrix W are designed in such a way that W is non-negative, symmetric,
irreducible and stochastic, i.e., each row of W sums to one.
We remark that, if Assumption B4 is satisfied, then the second largest eigenvalue in magnitude of W, denoted by
r, turns out to be strictly less than one, see for example [45]. Note that, by the stochasticity of W, the quantity r
satisfies
r = ||W − J||, (29)
where J = 1N 1N1
>
N .
A intuitive way to design W is to assign equal combination weights, in which case we have,
W = IN − δL, (30)
where δ ∈
(
0, 2λN (L)
)
. For subsequent analysis, we specifically choose δ = 2λ2(L)+λN (L) .
Decision Rule. The following decision rule is adopted at all times t :
Hn(t) =
H0 zn(t) ≤ ηH1 zn(t) > η, (31)
where Hn(t) is the local decision at time t at agent n.
Remark 3.5. For both the proposed algorithms the agents reach asymptotic agreement or consensus in terms of the
parameter estimate and the decision statistic. The decisions in the initial few time steps might be different. But, with
subsequent cooperation among the agents, each agent gets to the same local decision eventually with probability
one. Hence, the overall decision then is the decision of any local agent. It is to be noted that, to reach decision
consensus the agents need to reach consensus on the indicator function with respect to the threshold. However, the
indicator function I{zn(t)>η} is discontinuous at the threshold. But, from Theorems 4.2 and 4.3, we have that the
decision statistics not only reach consensus but converge to h
>(θ∗N )Σ
−1h(θ∗N )
2N in expectation under H1 and 0 under
H0 and hence the threshold is chosen in such a way that the decision statistics of different agents reach consensus
to a value strictly different from the threshold so that the indicator function I{zn(t)>η} is continuous at the limiting
consensus value. This ensures in turn that the binary decisions at the agents also reach consensus.
Under the aegis of such a decision rule, the associated probability of errors are as follows:
PM,θ∗(t) = P1,θ∗ (zn(t) ≤ η)
PFA(t) = P0 (zn(t) > η) , (32)
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where PM,θ∗ and PFA refer to probability of miss and probability of false alarm respectively. In Section 4-B,
we not only characterize thresholds which ensure that PM,θ∗(t),PFA(t) → 0 as t → ∞ but also derive the large
deviations exponent upper bounds for PM,θ∗(t) and PFA(t).
Remark 3.6. Note that, the decision statistic update requires the agents to store a copy of the running time-average
of their observations. The additional memory requirement to store the running average stays constant, as the average
sn(t), say for agent n, can be updated recursively. It is to be noted that the decision statistic update in (27) has
time-delayed parameter estimates and observations, i.e., delayed in the sense, in the ideal case the decision statistic
update at a particular time instant, say t, would be using the parameter estimate at time t, but owing to the k rounds
of consensus, the algorithm uses parameter estimates which are delayed by k time steps. Whenever, the k rounds
of consensus are done with, the algorithm incorporates its latest estimates and observations into decision statistics
at respective agents. After the k rounds of consensus, it is ensured that with inter-agent collaboration, the decision
statistic at each agent attains more accuracy. Hence, there is an inherent trade-off between the performance (number
of rounds of consensus) and the time delay. If the number of rounds of consensus is increased, the algorithm attains
better detection performance asymptotically (the error probabilities have larger exponents), but at the same time
the time lag in incorporating the latest sensed information into the decision statistic increases affecting possibly
transient characteristics and vice-versa.
We make an assumption on k which concerns with the number of rounds of consensus in the decision statistic
update of CIGLRT − L.
Assumption B5. Recall r as defined in (29). The number of rounds k of consensus between two updates of agent
decision statistics satisfies
k ≥ 1 +
⌊−3 logN
2 log r
⌋
. (33)
We make an assumption on a, which is in turn defined in (25).
Assumption B6. Recall a as defined in Assumption B3. We assume that a satisfies
a ≥ 1
2c1
+ 2, (34)
where c16 is defined as
c1 = min‖x‖=1
x>
(
L⊗ IM + GHΣ−1G>H
)
x = λmin
(
L⊗ IM + GHΣ−1G>H
)
. (35)
4. MAIN RESULTS
We formally state the main results in this section. We further divide this section into two subsections. The first
subsection caters to the consistency of the parameter estimate update and the analysis of the detection performance of
algorithm CIGLRT −NL, whereas the next subsection is concerned with the consistency of the parameter estimate
update and the characterization of the large deviations exponent upper bounds for the algorithm CIGLRT − L.
6We will later show that c1 is strictly greater than zero.
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A. Main Results : CIGLRT −NL
In this section, we provide the main results concerning the algorithm CIGLRT −NL, while the proofs are provided
in Section 6.
Theorem 4.1. Consider the CIGLRT −NL algorithm under Assumptions A1-A5 with the additional assumption
that ac1 ≥ 1 with c1 as defined in Assumption A4, and the sequence {θ(t)}t≥0 generated according to (10). We
then have
Pθ∗
(
lim
t→∞(t+ 1)
τ ‖θn(t)− θ∗‖ = 0,∀1 ≤ n ≤ N
)
= 1, (36)
for all τ ∈ [0, 1/2).
To be specific, the estimate sequence {θn(t)}t≥0 at agent n is strongly consistent. Moreover, we also have that the
convergence in Theorem 4.1 is order optimal, in the sense that results in estimation theory show that in general for
the considered setup there is no centralized estimator {θˆ(t)} for which (t + 1)τ
∥∥∥θˆ(t)− θ∗∥∥∥ → 0 a.s. as t → ∞
for τ ≥ 1/2. General nonlinear distributed parameter estimation procedures of the consensus + innovations form
as in (9) have been developed and investigated in [40]. The proof of Theorem 4.1 is inspired and follows similar
arguments as in [40], however, the specific state-dependent form of the innovation gains employed in (9) requires
a subtle modification of the arguments in [40]. The complete proof of Theorem 4.1 is provided in Section 6. In a
sense, Theorem 4.1 extends the consensus + innovations framework [40] to the case of state-dependent innovation
gains.
We, now state a result which characterizes the asymptotic normality of the decision statistic sequence {zn(t)} at
every agent n.
Theorem 4.2. Consider the CIGLRT −NL algorithm under Assumptions A1-A5, and the sequence {z(t)}
generated according to (16). We then have under Pθ∗ , for all ‖θ∗‖ > 0,
√
t+ 1
(
zn(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
)
D
=⇒ N
(
0,
h> (θ∗N ) Σ
−1h (θ∗N )
N2
)
,∀n (37)
where θ∗N = 1N ⊗ θ∗, h (θ∗N ) =
[
h>1 (θ
∗) · · ·h>N (θ∗)
]>
and D=⇒ refers to convergence in distribution (weak
convergence).
The next result concerns with the characterization of thresholds which ensures the probability of miss and probability
of false alarm as defined in (18) go to zero asymptotically.
Theorem 4.3. Let the hypotheses of Theorem 4.2 hold. Consider the decision rule defined in (17). For all θ∗ which
satisfy
h> (θ∗N ) Σ
−1h (θ∗N )
2N
>
(
1
N +
√
Nr
)∑N
n=1Mn
2
, (38)
we have the following choice of the thresholds(
1
N +
√
Nr
)∑N
n=1Mn
2
< η <
h> (θ∗N ) Σ
−1h (θ∗N )
2N
, (39)
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for which we have that PM,θ∗(t)→ 0 and PFA(t)→ 0 as t→∞. Specifically, PFA(t) decays to zero exponentially
with the following large deviations exponent upper bound
lim sup
t→∞
1
t
log (P0 (zn(t) > η)) ≤ −LE (min{λ∗, 1}) , (40)
where θ∗N = 1N ⊗ θ∗, LE(.) and λ∗ are given by
LE(λ) =
ηλ
1
N +
√
N
+
(∑N
n=1Mn
2
)
log
1− λ
(
1
N +
√
Nr
)
1
N +
√
N
 ,
λ∗ =
1
N +
√
N
1
N +
√
Nr
−
(
1
N +
√
N
)∑N
n=1Mn
2η
. (41)
We discuss how the above result can be used in practice to identify thresholds that lead to asymptotic decay of
the probabilities of error (exponential decay for PFA). It is to be noted that as the observation parameters, i.e.,
Mn, N and the connectivity of the communication graph, i.e., r are known apriori, the threshold can be chosen
to be (
1
N +
√
Nrk−1)
∑N
n=1Mn
2 + , where  can be chosen to be arbitrarily small. This would guarantee exponential
decay for the probability of false alarm. Further, from the feasible range of thresholds in (39), a range on the θ∗s’
can be obtained in terms of ‖h (1N ⊗ θ∗)‖ such that under H1, as long as the true value θ∗ of the parameter
belongs to this range, the probability of miss is guaranteed to decay to zero asymptotically. It is important to note
in this context that there exists some weak signals, i.e., signals with low ‖h (1N ⊗ θ∗)‖ (but non-zero), for which
there may not exist a choice of thresholds to ensure asymptotically decaying probability of miss. The signals for
which Theorem 4.3 is rendered to be inconclusive in the manner described above, can be categorized in terms of
θ∗. From, (38) we have that,
λmax
(
Σ−1
) ‖h (θ∗N )‖2 ≥ h> (θ∗N ) Σ−1h (θ∗N ) > (1 +N√Nr) N∑
n=1
Mn. (42)
Hence, a sufficient condition can be obtained in terms of θ∗s’ as follows
‖h (θ∗N )‖2 <
(
1 +N
√
Nr
)∑N
n=1Mn
λmax (Σ−1)
, (43)
where λmax(.) denotes the smallest eigenvalue, render Theorem 4.3 to be inconclusive.
Theorem 4.3 ensures that the CIGLRT −NL algorithm, in spite of being a sub-optimal algorithm with respect to
the classical GLRT, has asymptotically decaying probability of errors in the large sample limit and also characterizes
the feasible choice of thresholds for which such a decay is possible. The potential sub-optimality in the algorithm
with respect to the classical GLRT is due to the possibly inaccurate initial estimates of the underlying parameter being
incorporated into the decision statistic, while the classical GLRT uses the maximum likelihood estimate to generate
its decision statistic. However, in order to incorporate the maximum likelihood estimate into the decision statistic,
the classical GLRT is essentially an offline batch processing algorithm, while the CIGLRT −NL algorithm is an
online algorithm. In the sequel, we analyze the algorithm CIGLRT − L which provides for the exponential decay
of the probabilities of errors.
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B. Main Results : CIGLRT − L
In this section, we provide the main results concerning the consistency of the parameter estimate update and the
characterization of large deviations exponent upper bounds of CIGLRT − L, whereas the proofs are provided in
Section 7. We first state the results concerning the consistency of the parameter estimation part of the CIGLRT − L
algorithm, which essentially follows from [18].
Theorem 4.4 ([18]). Let the Assumptions B1-B5 hold. Consider the parameter estimation part of the CIGLRT − L
algorithm in (22). The algorithm generates a consistent estimate sequence {θn(t)} for each agent n, i.e.,
Pθ∗
(
lim
t→∞ θn(t) = θ
∗
)
= 1,∀n. (44)
The next theorem characterizes the large deviations exponent upper bound for the probability of miss and probability
of false alarm related to the decision statistic sequence {zn(t)} generated at agent n, by the decision statistic update
part of the CIGLRT − L algorithm. We define the following quantities which will play a crucial role in stating
the next theorem: let c4 and c∗4 be given by
c4 =
1∥∥GHΣ−1G>H∥∥(∑t1−1v=0 α2v∏t1−1u=v+1 ∥∥INM − βu (L⊗ IM )− αuGHΣ−1G>H∥∥ (t1+1)2c1α0kt2c1α0−11 + α20kt1 + α202c1α0−1
) ,
(45)
and
c∗4 =
2c1α0 − 1
α20
∥∥GHΣ−1G>H∥∥ − NM2η2 (46)
respectively, where η2 is given by
η2 =
−2Nη + (θ∗)>Gθ∗
(
1−N√Nrk−1
)
4
∥∥GHΣ−1G>H∥∥(1 +N√Nrk−1) , (47)
and t1 defined as
t1 = max{t2, t3}, (48)
where t3 is such that, ∀t ≥ t3,
λmin
(
L⊗ IM + GHΣ−1G>H
)
αt < 1, (49)
and t2 is such that7, ∀t ≥ t2,
βtλN (L) + αtλmax
(
GHΣ
−1G>H
)
< 1. (50)
Theorem 4.5. Let the Assumptions B1-B6 hold. Consider, the decision statistic update of the CIGLRT − L
algorithm in (26). For all θ∗, which satisfy the following condition
(θ∗)>Gθ∗
(
1−N√Nrk−1
)
2N
>
Mα20
∥∥GHΣ−1G>H∥∥2 (1 +N√Nrk−1)
2c1α0 − 1 +
(
1
N +
√
Nrk−1
)∑N
n=1Mn
2
, (51)
7It is to be noted that such t2 and t3 exist as αt, βt → 0 as t→∞.
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we have the following range of feasible thresholds,(
1
N +
√
Nrk−1
)∑N
n=1Mn
2
< η <
(θ∗)>Gθ∗
(
1−N√Nrk−1
)
2N
−
Mα20
∥∥GHΣ−1G>H∥∥2 (1 +N√Nrk−1)
2c1α0 − 1 ,
(52)
for which we have the following large deviations upper bound characterization for the probability of false alarm
PFA:
lim sup
t→∞
1
t
log (P0 (zn(t) > η)) ≤ − η1
N +
√
Nrk−1
−
∑N
n=1Mn
2
1 + log 2η(
1
N +
√
Nrk−1
)∑N
n=1Mn
 = LD0(η),
(53)
and the following large deviations upper bound characterization for the probability of miss PM :
lim sup
t→∞
1
t
log (P1,θ∗ (zn(t) < η))
≤ max
−
(
−η4 +
(θ∗)>Gθ∗( 1N−
√
Nrk−1)
8
)2
2
∑N
j=1 (θ
∗)>H>j Σ
−1
j Hjθ
∗
(
1
N +
√
Nrk−1
)2 ,−LD (min {c4, c∗4})
 = LD1 (η) , (54)
where,
LD(λ) = λη2 +
NM
2
log
(
1− λα
2
0
∥∥GHΣ−1G>H∥∥
2c1α0 − 1
)
. (55)
We discuss how the above result can be used in practice to identify thresholds that lead to exponential decay of
the probabilities of error. It is to be noted that as the observation parameters, i.e., Mn, N and the connectivity of
the communication graph, i.e. r are known apriori, the threshold can be chosen to be (
1
N +
√
Nrk−1)
∑N
n=1Mn
2 + ,
where  can be chosen to be arbitrarily small. This would guarantee exponential decay for the probability of false
alarm. Further, from the feasible range of thresholds in (52), a range on the θ∗s’ can be obtained in terms of ‖θ∗‖
such that under H1, as long as the true value θ∗ of the parameter belongs to this range, the probability of miss is
guaranteed to decay to zero exponentially fast. It is important to note in this context that there exists some weak
signals, i.e., signals with low ‖θ∗‖ (but non-zero), for which there may not exist a choice of thresholds for which
exponential decay can be ensured for both the probability of miss and probability of false alarm. The signals for
which Theorem 4.5 is rendered to be inconclusive in the manner described above, can be categorized in terms of
θ∗. Specifically, θ∗s’ which satisfy the following condition
‖θ∗‖2 <
(
1 +N
√
Nrk−1
)∑N
n=1Mn
λmin(G)
(
1−N√Nrk−1
) + 2MNα20
∥∥GHΣ−1G>H∥∥2 (1 +N√Nrk−1)
λmin(G) (2c1α0 − 1)
(
1−N√Nrk−1
) , (56)
where λmin(.) denotes the minimum eigenvalue, render Theorem 4.5 to be inconclusive. For further clarification
regarding the range of θ∗’s for which Theorem 4.5 can ensure exponentially decaying probabilities of error, we
point to Section 5-A. Furthermore, it can be seen that with better information exchange in the communication
graph, i.e., with lower r, the exponents get better and hence there is a faster decay of probabilities of errors. It is
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also to be noted that the exponents get better with increasing k, which is due to more rounds of consensus, but at
the cost of more inherent time delay in incorporating latest parameter estimates and observations into the decision
statistic possibly affecting transient characteristics.
5. ILLUSTRATION OF CIGLRT −NL AND CIGLRT − L
A. Illustrative Example
In this section, we explain the nuances of Theorem 4.5 through an illustrative example. To give better intuition for
the large deviations exponent upper bounds, we consider the following setup for the derivation of large deviations
exponent upper bounds. We consider a scalar observation model, where the scaling for the parameter is 0 for N2
agents and is h > 0 for N1 agents, where N1 > 0 and N2 = N −N1, i.e., Hn = 0 for N2 agents and Hn = h for
N1 agents respectively according to the observation model given in (19). Technically speaking, N1 agents observe
scaled noisy versions of the parameter, while the other N2 agents just observe noise. The noise power is σ2 across
all agents. Note the global observability condition Assumption B1 reduces to N1 being strictly positive in this
context. We also note that, although the model is globally observable, the local models at the faulty agents are
unobservable for the parameter. Finally, without loss of generality, assuming that agents n = 1, · · · , N1 correspond
to the set of N1 agents that observe scaled noisy versions of the parameter, we have, GH = diag [h · · ·h 0 · · · 0]
and Σ = σ2IN .
We make an assumption on a as defined in (B3) for the current model under consideration.
Assumption B7. Recall a as defined in Assumption B3. The constant a satisfies
a ≥ 1
2c1
+ 2, (57)
where c1 is defined as
c1 = min‖x‖=1
x>
(
L + GHΣ
−1G>H
)
x = λmin
(
L + GHΣ
−1G>H
)
. (58)
In order to compare the large deviations exponent upper bounds of the proposed CIGLRT − L algorithm with the
large deviations exponent upper bound of an optimal centralized detector, we consider a hypothetical fusion center
which has access to all the observations, parameter estimates across all the agents at all times. The centralized
parameter estimation scheme generates the sequence {θc(t)} at the fusion center as follows:
θc(t+ 1) = θc(t) +
κt
N1σ2
(
hyn(t)− h2θc(t)
)
, (59)
where {κt} is a weight sequence (to be specified shortly).
At the fusion center, the decision statistic sequence {zc(t)} at the fusion center as follows:
zc(t+ 1) =
hθc(t− 1)
N1σ2
 N1∑
j=1
sj(t− 1)− hθc(t− 1)
2
 , (60)
where sj(t− 1) is the time-average of all the observations made at agent j until time t− 1.
We state an assumption on the weight sequence for the centralized estimation scheme before proceeding to the
main results.
23
Assumption B8. The weight sequence {κt} is of the form
κt =
g
(t+ 1)
, (61)
where g > 0 and g satisfies
2h2g > σ2. (62)
We formally state the result concerning the characterization of the large deviations exponent upper bounds of the
probabilities of the errors pertaining to the distributed detector based on the scalar observation model in context
with the proof relegated to Appendix C.8
We define the following quantities which will be crucial in the statement of the next theorem : let c4 and c∗4 be
constants given by,
c4 =
σ2
h2
(
c3
(t1+1)
2c1α0
kt
2c1α0−1
1
+
α20
kt1
+
α20
2c1α0−1
) , (63)
and
c∗4 =
σ2(2c1α0 − 1)
α20h
2
− N
2η2
(64)
respectively, where η2 is given by
η2 =
−2Nσ2η +N1h2(θ∗)2
(
1−N√Nrk−1
)
4h2
(
1 +N
√
Nrk−1
) , (65)
c3 is defined as
c3 =
t1−1∑
v=0
α2v
t1−1∏
u=v+1
∥∥IN − βuL− αuGHΣ−1G>H∥∥ , (66)
and t1 defined as
t1 = max{t2, t3}, (67)
where t3 is such that, ∀t ≥ t3,
λmin
(
L + GHΣ
−1G>H
)
αt < 1, (68)
and t2 is such that9, ∀t ≥ t2,
βtλN (L) + αt
h2
σ2
< 1. (69)
Theorem 5.1. Let the Assumptions B1-B5 and B7 hold. Consider, the decision statistic update of the CIGLRT − L
algorithm in (26). For all θ∗ which satisfy the following condition
|θ∗|2 ≥ 1 +N
√
Nrk−1
1−N√Nrk−1
(
Nσ2
N1h2
+
2Nα20h
2
N1σ2 (2c1α0 − 1)
)
, (70)
8Note that the results obtained in Section 4-A for the CIGLRT − L algorithm for the general linear model apply to the current specific
scalar case also. However, by exploiting the specifics of the scalar model, we derive tighter bounds in Appendix C.
9It is to be noted that t2 and t3 exist as αt, βt → 0.
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we have the following range of feasible thresholds,(
1
N +
√
Nrk−1
)
N1
2
< η <
N1 (hθ
∗)2
(
1−N√Nrk−1
)
2Nσ2
−
α20h
4
(
1 +N
√
Nrk−1
)
σ4 (2c1α0 − 1) , (71)
for which we have the following large deviations upper bound characterization for the probability of false alarm
PFA:
lim sup
t→∞
1
t
log (P0 (zn(t) > η)) ≤ − η1
N +
√
Nrk−1
− N1
2
1 + log 2η(
1
N +
√
Nrk−1
)
N1

= LD0(η), (72)
and the following large deviations upper bound characterization for the probability of miss PM :
lim sup
t→∞
1
t
log (P1,θ∗ (zn(t) < η))
≤ max
−

(
−η4 +
N1h
2(θ∗)2( 1N−
√
Nrk−1)
8σ2
)2
2N1h2(θ∗)2
(
1
N +
√
Nrk−1
)2
/σ2
 ,−LD (min {c4, c∗4})
 = LD1 (η) , (73)
where, LD(λ) is given by
LD(λ) = λη2 +
N
2
log
(
1− λα
2
0h
2
σ2(2c1α0 − 1)
)
. (74)
We now provide the result concerning the large deviations upper bounds of the probabilities of errors emanating
from the centralized detection algorithm described in (59)-(60). We skip the proof due to brevity. The proof follows
in a very similar way to the proof of Theorem 5.1.
Theorem 5.2. Let Assumption B8 hold. Consider the centralized detection algorithm in (60). For all θ∗ which
satisfy the following condition
|θ∗|2 ≥ 2N1h
2α20
2h2κ0 − σ2 +
N1σ
2
h2
, (75)
we have the following range of feasible thresholds,
1
2
< η <
h2(θ∗)2
2N1σ2
− 2κ
2
0h
4
N1σ2(h2κ0 − σ2) , (76)
for which we have the following large deviations upper bound characterization for the probability of false alarm
lim
t→∞
1
t
log (P0 (zc(t) > η)) ≤ −N1η − N1
2
(1 + log 2η)
= LD0,c(η), (77)
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and the following large deviations exponent upper bound characterization for the probability of miss
lim
t→∞
1
t
log (P1,θ∗ (zc(t) < η))
≤ max
−LDc(d∗1),−
σ2
(
−η4 + h
2(θ∗)2
8σ2
)2
2h2(θ∗)2


= LD1,c (η) , (78)
where
LDc(λ) = ληc +N1 log
(
1− λκ
2
0h
2
2h2κ0 − σ2
)
,
d∗1 =
2h2N1κ0 −N1σ2
κ20h
2
− N1
2ηc
,
ηc =
N1σ
2
h2
(
−η
2
+
h2(θ∗)2
4N1σ2
)
. (79)
The bounds derived for the range of parameter θ∗ for which exponential decay of error probabilities can be ensured,
for both the distributed CIGLRT − L detector and the centralized detector are conservative and hence might not
be tight. With better network connectivity, the upper bounds of the large deviations exponent of the distributed
detector approach the upper bounds of the large deviations exponents of that of the centralized detector. The range
of θ∗’s for which the distributed detector ensures exponential decay of error probabilities becomes bigger with better
network connectivity10, i.e., with smaller r. For our analysis of probability of errors and their respective decay rate
characterizations, we considered a uniform (i.e., agent and time independent) choice of thresholds. As far as the
agent dependent thresholds are concerned, the thresholds for each agent could be functions of an individual agent’s
connectivity, thus allowing for more degrees of freedom in the design. Intuitively, an agent with better connectivity
would have a wider range of thresholds to choose from so as to do a more flexible trade-off between the probability
of false alarm and the probability of miss. Though an individual agent dependent bounding would be ideal, but
it makes the analysis seemingly intractable. For example, while bounding
∑N
j=1 φn,j(k − 1)
(θ∗)>H>j Σ
−1
j Hjθ
∗
2 ,
where φn,j(k − 1) =
[
Wk−1
]
n,j
, we use the same bound for each of φn,j(k − 1) which is in turn given by
φn,j(k− 1) ≥ 1N −
√
Nrk−1. In such a setting, tracking the row corresponding to a particular agent in the weight
matrix is seemingly intractable. Having said that, if individual agent dependent thresholds could have been used,
the extent to which an agent can distinguish between different hypotheses would be different owing to different
range of thresholds available to an agent to choose from.
The use of time dependent thresholds however does not seem to affect the zone of indifference. It is to be noted
that the zone of the indifference is characterized in terms of the range of θ∗’s under the alternate hypothesis for
10Intuitively, r indicates how well a network is connected. For e.g. if a network is fully connected, i.e., has an all-to-all connected
communication graph and hence W = J, r = 0. In the absence of communication, W = I and r = 1. Hence, a lower value of r
indicates better connectivity of the graph.
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which exponential decay of both the probability of errors can be ensured. To be specific, in the analysis of the
probability of the miss the crucial part of the analysis is the bound for the term t ‖Pt‖ which is given by
t ‖Pt‖ ≤ c3 (t1 + 1)
2c1α0
t2c1α0−1
+
α20
t
+
α20
2c1α0 − 1 , ∀t ≥ t1.
If the thresholds are adjusted, so as to take into account the time-decaying terms c3
(t1+1)
2c1α0
t2c1α0−1 and
α20
t , both the
terms decay to zero as t → ∞ thereby ensuring that the large deviations exponent upper bound stays the same.
However, it is to be noted that at any finite time, time dependent thresholds would give tighter probability of error
bounds, thus improving transients of the approach.
The assumption regarding the inter-agent communication network which is instrumental in obtaining the results of
this paper is the connectivity of the graph i.e., there exists a path between every two nodes. As long as the graph
is connected, the results continue to hold. For example, for a network with N agents, there needs to be at least
N − 1 links for the graph to be connected, which is very sparsely connected as out of the possible N(N − 1)/2
possible links only N − 1 links are present. Hence, the algorithms apply to very sparse (but connected) networks.
However, it is important to note that the large deviations upper bounds might get worse with increasing sparsity
of the inter-agent communication graph. The sparsity of the inter-agent communication graph is in turn reflected
by the quantity11 r = ‖W − J‖, where W and J represent the weight matrices associated with the inter-agent
communication graph under consideration and a completely connected graph respectively. When r = 0 it basically
points to the case that W = J, i.e., the network under consideration is completely connected. The other extreme
case r = 1 is the case when W = I, i.e., when there are no links in the network. To sum it up, small values of
1− r reflect the sparseness of the network under consideration.
Furthermore, note that with increasing k, i.e., the time lag or equivalently the number of rounds of consensus
between incorporating latest estimates (see (27)), the range of parameter θ∗ for which exponential decay of error
probabilities can be ensured increases, the large deviations upper bounds for the probabilities of miss and false
alarm also increase. However, k cannot be made arbitrarily large just based on improvement of the large deviations
upper bounds, as large deviations analysis is essentially an asymptotic characterization and at the same time with
increase in k the inherent time delay in incorporating new estimates into the decision statistic also increases, and
hence affecting the transient performance of the procedure. Recall from the decision statistic update in (27), that
the decision statistic update takes the value zn(kt− k) at all times t ∈ [kt− k, kt− 1]. Thus, only at time instants
which are of the form kt, the decision statistic has the minimum time-lag k with respect to the latest information
available in the multi-agent network which also makes the analysis more tractable. Moreover, from the perspective
of a faulty agent, low k would result in particularly bad detection performance as the dynamics of an accurate
detection procedure at a faulty agent depends on the information it receives from its neighbors, which shows the
necessity of inter-agent collaboration. In absence of a distributed mechanism characterized by a communication
graph, a defective agent would fail to come up with a reasonable decision at all times, as the local sensed data at a
defective agent is completely non-informative. Finally, no inference procedure is free of the curse of dimensionality.
11It is to be noted that as long as the graph is connected, r < 1.
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It is to be noted that with increasing M , i.e., dimension of the underlying parameter θ∗, the range of θ∗ for which
exponential decay of probabilities of errors can be ensured shrinks, the feasible range of thresholds also shrinks
and finally the large deviations exponent upper bound for the probability of miss also decreases.
B. Simulations: CIGLRT −NL
We generate a random geometric network of 10 agents. The location of agents are generated by sampling the x
coordinates and the y coordinates from a uniform distribution on the interval [0, 1]. We link two vertices by an
edge if the distance between them is less than or equal to g = 0.4. We go on iterating this procedure until we get a
connected graph. The network connectivity expressed in terms of r = ‖W − J‖ is given by r = 0.3904. We consider
the underlying parameter to be a 5-dimensional parameter, i.e., M = 5 and θ∗ = [pi/6 − pi/4 pi/4 − pi/5 pi/6].
For the nonlinear observation model, we consider trigonometric sensing functions which are given by, f1(θ) =
5 sin(θ1 +θ2), f2(θ) = 5 sin(θ3 +θ2), f3(θ) = 5 sin(θ3 +θ4), f4(θ) = 5 sin(θ4 +θ5), f5(θ) = 5 sin(θ1 +θ5), f6(θ) =
5 sin(θ1 + θ3), f7(θ) = 5 sin(θ4 + θ2), f8(θ) = 5 sin(θ3 + θ5), f9(θ) = 5 sin(θ1 + θ4) and f10(θ) = 5 sin(θ1 + θ5),
where the underlying parameter is 5 dimensional, θ = [θ1, θ2, θ3, θ4, θ5]. However, we restrict the values of
θ to the set
[−pi4 , pi4 ]5 ∈ R5. Note that, in spite of restricting the parameter to a set, the alternate hypothesis is
still parameterized by vector parameters from a continuous set. The local sensing models are unobservable, but
collectively they are globally observable since, sin(·) is one-to-one on the set [−pi4 , pi4 ]5 and the set of linear
combinations of the θ components corresponding to the arguments of the sin(·)’s constitute a full-rank system
for θ. The agents make noisy scalar observations where the observation noise process is Gaussian and the noise
covariance is given by R = 2I10. It is readily seen that the sensing model with the restriction that the parameter
can take values from the set
[−pi4 , pi4 ]5 satisfy Assumptions A1-A4. We carry out 2000 Monte-Carlo simulations for
analyzing the convergence of the parameter estimate sequences. The estimates are initialized to be 0, i.e., θn(0) = 0
for n = 1, · · · , 10. The normalized error for the n-th agent at time t is given by the quantity ‖θn(t)− θ∗‖. Figure
1 shows the estimation error at every agent against the time index t. For the analysis of the probability of miss,
we run the algorithm for 2000 sample paths so as to empirically estimate the probability of miss. Figure 2 verifies
the assertion in Theorem 4.3. The threshold is chosen to be equal to 7. It is to be noted that, from Figure 2 the
probability of miss starts decaying even before the parameter estimates get reasonably close to the true underlying
parameter, which further indicates the online nature of the proposed algorithm CIGLRT −NL. The decay of the
probability of the miss can be attributed to the fact that, in order to reach the correct decision, the decision statistics
of the agents need to cross the threshold which is achieved even before the agents’ parameter estimates reach close
to the true underlying parameter.
C. Simulations: CIGLRT − L
We generate a planar ring network of 10 agents, where every agent has exactly two neighbors. We consider the
underlying parameter to be a 5-dimensional parameter, i.e., M = 5 and θ∗ = θ∗ = [1 0.9 1.2 1.1 1.5]. The
observation matrices for the agents are of the dimension 5×1, i.e., Mn = 1, ∀n. Specifically the Hn’s are given by
H1 = [1 1 0 0 0], H2 = [0 1 1 0 0], H3 = [0 0 1 1 0], H4 = [0 0 0 1 1], H5 = [1 0 0 0 1], H6 = [1 0 1 0 0], H7 =
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Fig. 2: Probability of miss of the agents
[0 1 0 1 0], H8 = [0 0 1 0 1], H9 = [1 0 0 1 0], H10 = [0 1 0 0 1]. The noise covariance matrix Σ is taken to
be 3I10. We emphasize that the above design ensures global observability (in the sense of Assumption B1), as the
matrix G is invertible, but at the same time the parameter of interest is locally unobservable at all agents. The
network is poorly connected which in turn is reflected by the quantity r = ‖W − J‖ and is given by 0.8404. In
particular, for the parameter estimation algorithm, a = 9.1 and δ2 = 0.4, where a, δ2 are as defined in Assumption
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B3. The time-lag k is taken to be k = 20. Figures 3 shows the convergence of the parameter estimates of the agents
to the underlying parameter in different dimensions which in turn demonstrates the consistency of the parameter
estimation scheme.
For the analysis of the probability of miss, we run the algorithm for 2000 sample paths. The threshold is chosen as
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η =
( 1N +
√
Nrk−1)
∑N
n=1Mn
2 + 0.01 = 0.8280. The evolution of the test statistic can be closely seen in Figure 4 with
the probability of miss decaying exponentially and thus verifying the assertion in Theorem 4.5. It is to be noted that,
from Figure 4 the probability of miss starts decaying even before the parameter estimates get reasonably close to
the true underlying parameter, which further indicates the online nature of the proposed algorithm CIGLRT − L.
The large deviations exponent across different agents are plotted in Figure 5. The theoretical upper bound in (54)
is found to be 0.045. The simulation results verify that the empirically estimated large deviations exponent upper
bound for different agents is upper bounded by the theoretically derived upper bound12
6. PROOF OF MAIN RESULTS : CIGLRT −NL
A. Proof of Theorem 4.1
Proof: The proof of Theorem 4.1 is accomplished in steps, the key ingredients being Lemma 6.1 and Lemma
6.2 which concern the boundedness of the processes {θn(t)}, n = 1, · · · , N and subsequently the consistency of
the agent estimate sequences respectively. To this end, we follow the basic idea developed in [40], but with subtle
modifications to take into account the state-dependent nature of the innovation gains. We state Lemma 6.1 and
Lemma 6.2 here, with the proofs relegated to Appendix A.
Lemma 6.1. Let the hypothesis of Theorem 4.1 hold. Then, for each n and ∀θ∗ the process {θn(t)}
Pθ∗
(
sup
t≥0
‖θn(t)‖ <∞
)
= 1. (80)
12It is an upper bound if the quantity of interest is 1
t
log (P(.)). It is a lower bound if the quantity of interest is the positive exponent, i.e.,
− 1
t
log (P(.)).
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Lemma 6.2. Let the hypotheses of Theorem 4.1 hold. Then, for each n and ∀θ∗, we have,
Pθ∗
(
lim
t→∞ θn(t) = θ
∗
)
= 1. (81)
In the sequel, we analyze the rate of convergence of the parameter estimate sequence to the true parameter.
We will use the following approximation result (Lemma 6.3) and the generalized convergence criterion (Lemma
6.4) for the proof of Theorem 4.1.
Lemma 6.3 (Lemma 4.3 in [47]). Let {bt} be a scalar sequence satisfying
bt+1 ≤
(
1− c
t+ 1
)
bt + dt(t+ 1)
−τ , (82)
where c > τ, τ > 0, and the sequence {dt} is summable. Then, we have,
lim sup
t→∞
(t+ 1)τ bt <∞. (83)
Lemma 6.4 (Lemma 10 in [48]). Let {J(t)} be an R-valued {Ft+1}-adapted process such that E [J(t)|Ft] = 0
a.s. for each t ≥ 1. Then the sum ∑t≥0 J(t) exists and is finite a.s. on the set where ∑t≥0 E [J2(t)|Ft] is finite.
We now return to the proof of Theorem 4.1.
Proof of Theorem 4.1. We follow closely the corresponding development in Lemma 5.9 of [49]. Define τ¯ ∈ [0, 1/2)
such that,
Pθ∗
(
lim
t→∞(t+ 1)
τ¯ ‖x(t)‖ = 0
)
= 1, (84)
where x(t) = θ(t) − 1N ⊗ θ∗. Note that such a τ¯ exists by Lemma 6.2 (in particular, by taking τ¯ = 0). We now
analyze and finally show that there exists a τ such that τ¯ < τ < 1/2 for which the claim holds. Now, choose a
τˆ ∈ (τ¯ , 1/2) and let µ = (τˆ + τ¯)/2. By standard algebraic manipulations, it can be readily seen that the recursion
for {x(t)} satisfies
‖x(t+ 1)‖2 = ‖x(t)‖2 − 2βtx>(t) (L⊗ IM ) x(t)− 2αtx>(t)G (θ(t)) Σ−1 (h (θ(t))− h (θ∗))
+ β2t x
>(t) (L⊗ IM )2 x(t) + 2αtβtx>(t) (L⊗ IM ) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗))
+ α2t (y(t)− h (θ∗))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (y(t)− h (θ∗))
+ α2t (h (θ(t))− h (θ∗))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗))
+ 2αtx
>(t)G (θ(t)) Σ−1 (y(t)− h(θ∗)) . (85)
Let J(t) = G (θ(t)) Σ−1 (y(t)− h (θ∗)). From Assumption A3, we have that ‖∇hn (θn(t))‖ is uniformly bounded
from above by kn for all n. Hence, we have that ‖G (θ(t))‖ ≤ maxn=1,··· ,N kn. Now, we consider the term
α2t ‖J(t)‖2. Since, the noise process under consideration is a temporally independent Gaussian sequence and 2µ < 1,
we have, ∑
t≥0
(t+ 1)2µα2t ‖J(t)‖2 <∞ a.s. (86)
Let W(t) = αtx>(t)G (θ(t)) Σ−1 (y(t)− h(θ∗)). It follows that Eθ∗ [W(t)|Ft] = 0.
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We also have that Eθ∗
[
W2(t)|Ft
] ≤ α2t ‖x(t)‖2 ‖J(t)‖2. Noting, that the noise under consideration is temporally
independent with finite second moment, we have,
Eθ∗
[
W2(t)|Ft
]
= o
(
(t+ 1)−2−2τ¯
)
(87)
and hence,
Eθ∗
[
(t+ 1)4µW2(t)|Ft
]
= o
(
(t+ 1)−2+2τˆ
)
. (88)
Hence, by Lemma 6.4, we conclude that
∑
t≥0(t + 1)
2µW(t) exists and is finite, as 2τˆ < 1 and hence the left
hand side (L.H.S) in (88) is summable. Using all the inequalities derived in (155)-(157), we have,
‖x(t+ 1)‖2 ≤ (1− c1αt + c5 (αtβt + α2t )) ‖x(t)‖2 − c6(βt − β2t ) ‖xC⊥(t)‖2 + α2t ‖J(t)‖2 + 2W(t). (89)
Finally, noting that c1αt dominates c5
(
αtβt + α
2
t
)
and βt dominates β2t , we obtain
‖x(t+ 1)‖2 ≤ (1− c1αt) ‖x(t)‖2 + α2t ‖J(t)‖2 + 2W(t). (90)
Now, using the analysis in (86)-(88), we have, from (90)
‖x(t+ 1)‖2 ≤ (1− c1αt) ‖x(t)‖2 + dt(t+ 1)−2µ, (91)
where
dt(t+ 1)
−2µ = α2t ‖J(t)‖2 + 2W(t). (92)
Finally, noting that c1αt(t+ 1) ≥ 1 > 2µ, an immediate application of Lemma 6.3 gives
lim sup
t→∞
(t+ 1)2µ ‖x(t)‖2 <∞ a.s. (93)
So, we have that, there exists a τ with τ¯ < τ < µ for which (t+ 1)τ ‖x(t)‖ → 0 as t→∞. Thus for every τ¯ for
which (36) holds, there exists τ ∈ (τ¯ , 1/2) for which the result in (36) continues to hold. We thus conclude that
the result holds for all τ ∈ [0, 1/2).
B. Proof of Theorem 4.2
Proof: The proof of Theorem 4.2 needs the following Lemma from [50] (stated in a form suitable to our
needs) concerning the asymptotic normality of non-Markov stochastic recursions and an intermediate result which
concerns with the asymptotic normality of the averaged decision statistic.
Lemma 6.5 (Theorem 2.2 in [50]). Let {zt} be an Rk-valued {Ft}-adapted process that satisfies
zt+1 =
(
Ik − 1
t+ 1
Γt
)
zt + (t+ 1)
−1ΦtVt + (t+ 1)−3/2Tt, (94)
where the stochastic processes {Vt}, {Tt} ∈ Rk while {Γt}, {Φt} ∈ Rk×k. Moreover, for each t, Vt−1 and Tt
are Ft -adapted, whereas the processes {Γt}, {Φt} are {Ft} adapted.
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Also, assume that
Γt → Ik, Φt → Φ and Tt → 0 a.s. as t→∞. (95)
Furthermore, let the sequence {Vt} satisfy E [Vt|Ft] = 0 for each t and suppose there exists a positive constant C
and a matrix Σ such that C >
∥∥E [VtV>t |Ft]− Σ∥∥→ 0 a.s. as t→∞ and with σ2t,r = ∫‖Vt‖2≥r(t+1) ‖Vt‖2 dP,
let limt→∞ 1t+1
∑t
s=0 σ
2
s,r = 0 for every r > 0.
Then, we have,
(t+ 1)1/2zt
D
=⇒ N (0,ΦΣΦ>) . (96)
We state the lemma concerning the asymptotic normality of the averaged decision statistic here, while the proof
is relegated to Appendix A.
Lemma 6.6. Let the hypotheses of Theorem 4.2 hold. Consider the averaged decision statistic sequence, {zavg(t)},
defined as zavg(t) = 1N
∑N
n=1 zn(t). Then, we have, under Pθ∗ for all ‖θ∗‖ > 0,
√
t+ 1
(
zavg(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
)
D
=⇒ N
(
0,
h> (θ∗N ) Σ
−1h (θ∗N )
N2
)
,∀n. (97)
We now use a lemma which establishes that the sequences {zavg(t)} and {zn(t)} are indistinguishable in the
√
t
time scale. We state the lemma here, while the proof is relegated to Appendix A.
Lemma 6.7. Given the averaged decision statistic sequence, {zavg(t)}, for each δ0 ∈ [0, 1) we have
Pθ∗( lim
t→∞(t+ 1)
δ0(z(t)− 1N ⊗ zavg(t) = 0) = 1. (98)
We now return to the proof of Theorem 4.2.
Proof of Theorem 4.2. Note that as δ0 in Lemma 6.7 can be chosen to be greater than 12 , we have for all n,
Pθ∗
(
lim
t→∞
∥∥∥∥√t+ 1(zn(t)− h> (θ∗N ) Σ−1h (θ∗N )2N
)
−√t+ 1
(
zavg(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
)∥∥∥∥ = 0)
= Pθ∗
(
lim
t→∞
∥∥√t+ 1 (zn(t)− zavg(t))∥∥ = 0)
= Pθ∗
(
lim
t→∞
∥∥(t+ 1)0.5−δ0(t+ 1)δ0 (zn(t)− zavg(t))∥∥ = 0) = 1, (99)
where the last step follows from Lemma 6.7 and the fact that δ0 > 1/2. Thus, the difference of the sequences{√
t+ 1
(
zn(t)− h
>(θ∗N )Σ
−1h(θ∗N )
2N
)}
and
{√
t+ 1
(
zavg(t)− h
>(θ∗N )Σ
−1h(θ∗N )
2N
)}
converges a.s. to zero and hence
we have,
√
t+ 1
(
zn(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
)
D
=⇒ N
(
0,
h> (θ∗N ) Σ
−1h (θ∗N )
N2
)
. (100)
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C. Proof of Theorem 4.3
Proof: From (18), we have,
PM,θ∗(t) = P1,θ∗ (zn(t) < η)
= P1,θ∗
(
zn(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
< η − h
> (θ∗N ) Σ
−1h (θ∗N )
2N
)
= P1,θ∗
(√
t+ 1
(
zn(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
)
<
√
t+ 1
(
η − h
> (θ∗N ) Σ
−1h (θ∗N )
2N
))
. (101)
Now, invoking Theorem 4.2, where we have established the asymptotic normality for the decision statistic sequence
{zn(t)}, we have,
lim
t→∞P1,θ∗
(√
t+ 1
(
zn(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
)
<
√
t+ 1
(
η − h
> (θ∗N ) Σ
−1h (θ∗N )
2N
))
= P1,θ∗(z < −∞) = 0, (102)
where z is a normal random variable with z ∼ N
(
0,
h>(θ∗N )Σ
−1h(θ∗N )
N2
)
. In the derivation of (102) we have used
the Portmanteau characterization for weak convergence and the fact that
η <
h> (θ∗N ) Σ
−1h (θ∗N )
2N
. (103)
Hence, we have, from (101) and (102)
lim
t→∞PM,θ∗(t) = 0 (104)
as long as (103) holds.
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For the null hypothesis H0, from (18) and with 0 < λ < 1, we have,
PFA(t) = P0 (zn(t) > η)
= P0
(
1
t
t−1∑
s=0
e>nW
t−1−sh> (θ(s)) Σ−1
(
y(s)− h (θ(s))
2
)
> η
)
= P0
1
t
t−1∑
s=0
N∑
j=1
φn,j(s, t− 1)
(
h>j (θj(s)) Σ
−1
j γj(s)−
h>j (θj(s)) Σ
−1
j hj (θj(s))
2
)
> η

= P0
1
t
t−1∑
s=0
N∑
j=1
φn,j(s, t− 1)
(
γ>j (s)Σ
−1
j γj(s)
2
− (γj(s)− hj (θj(s)))
>
Σ−1j (γj(s)− hj (θj(s)))
2
)
> η

≤ P0
1
t
t−1∑
s=0
N∑
j=1
φn,j(s, t− 1)
γ>j (s)Σ
−1
j γj(s)
2
> η

(a)
≤ P0
1
t
t−1∑
s=0
N∑
j=1
(
1
N
+
√
Nrt−1−s
)
γ>j (s)Σ
−1
j γj(s)
2
> η

≤ exp
(
− tηλ
1
N +
√
N
)
N∏
j=1
t−1∏
s=0
E0
[
exp
(
λ
1
N +
√
Nrt−1−s
2
N + 2
√
N
γj(s)
>Σ−1j γj(s)
)]
(b)
= exp
(
− tηλ
1
N +
√
N
)
exp
− t−1∑
s=0
(∑N
n=1Mn
2
)
log
1− λ
(
1
N +
√
Nrt−1−s
)
1
N +
√
N

≤ exp
(
− tηλ
1
N +
√
N
)
exp
(
−
(∑N
n=1Mn
2
)
log (1− λ)
)
exp
− (t− 1)(∑Nn=1Mn
2
)
log
1− λ
(
1
N +
√
Nr
)
1
N +
√
N
 ,
(105)
where φn,j (s, t− 1) denotes the (n, j)-th element of Wt−1−s, (a) follows due to ‖φn,j (s, t− 1) − 1N ‖ ≤√
Nrt−1−s and (b) follows due to the fact that the random variable γj(s)>Σ−1j γj(s) is a chi-squared random
variable with Mj degrees of freedom and the associated moment generating function exists since λ < 1.
Now, taking limits on both sides of the equation (105), we have,
1
t
log (P0 (zn(t) > η))
≤ − ηλ
1
N +
√
N
−
(∑N
n=1Mn
2t
)
log (1− λ)− t− 1
t
(∑N
n=1Mn
2
)
log
1− λ
(
1
N +
√
Nr
)
1
N +
√
N

⇒ lim sup
t→∞
1
t
log (P0 (zn(t) > η))
≤ − ηλ
1
N +
√
N
−
(∑N
n=1Mn
2
)
log
1− λ
(
1
N +
√
Nr
)
1
N +
√
N
 = −LE(λ). (106)
First we note that, as (106) holds for all λ ∈ (0, 1), we have that
lim sup
t→∞
1
t
log (P0 (zn(t) > η)) ≤ −LE(1− ), (107)
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where  ∈ (0, 1). Moreover, as LE(λ) is a continuous function of λ in the interval λ ∈ (0, 1], we can force  to
zero and thereby conclude that
lim sup
t→∞
1
t
log (P0 (zn(t) > η)) ≤ −LE(1). (108)
Now consider λ∗ which is given by
λ∗ =
1
N +
√
N
1
N +
√
Nr
−
(
1
N +
√
N
)∑N
n=1Mn
2η
. (109)
It is to be noted that λ∗ is positive when
η >
(
1
N +
√
Nr
)∑N
n=1Mn
2
. (110)
Furthermore, LE(λ) is maximixed at λ = λ∗ when λ∗ ∈ (0, 1). Hence, in the case when λ∗ ∈ (0, 1), we have
lim sup
t→∞
1
t
log (P0 (zn(t) > η)) ≤ −LE(λ∗). (111)
It is to be noted that LE(λ) is an increasing function of λ in the interval (0, λ∗) and hence in the case when
λ∗ > 1, we have that LE(λ) is non-negative and increasing in the interval (0, 1) and we have the exponent as
LE(1) from (108). Finally, combining (108) and (111), we have,
lim sup
t→∞
1
t
log (P0 (zn(t) > η)) ≤ −LE (min{λ∗, 1}) . (112)
Finally, the above arguments and the threshold choices obtained in (103) and (110) establish that as long as the
true θ∗ satisfies the following condition
h> (θ∗N ) Σ
−1h (θ∗N )
2N
>
(
1
N +
√
Nr
)∑N
n=1Mn
2
, (113)
any η satisfying (
1
N +
√
Nr
)∑N
n=1Mn
2
< η <
h> (θ∗N ) Σ
−1h (θ∗N )
2N
. (114)
would guarantee PM,θ∗(t),PFA(t)→ 0 as t→∞. Hence, the assertion is proved.
7. PROOF OF MAIN RESULTS : CIGLRT − L
A. Proof of Theorem 4.4
Proof: The proof follows from the proof of Theorem 12 in [18]. To be specific, with γ0 = 0, L(i) = L,∀i
(i denotes time in [18]) and K = I in [18], the algorithm GLU in [18] exactly reduces to the parameter estimate
update of the CIGLRT − L algorithm as defined in (24).
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B. Proof of Theorem 4.5
Proof: The following result which characterizes
∥∥INM − βt (L⊗ IM )− αtGHΣ−1G>H∥∥, will be crucial for
the subsequent analysis. We state the result here, while the proof is relegated to Appendix B.
Lemma 7.1. Let the Assumptions B1-B3 hold. Consider the parameter estimate update of the CIGLRT − L
algorithm in (24). Then, we have,∥∥INM − βt (L⊗ IM )− αtGHΣ−1G>H∥∥ ≤ 1− c1αt, ∀t ≥ t1, (115)
where
c1 = min‖x‖=1
x>
(
L⊗ IM + GHΣ−1G>H
)
x = λmin
(
L⊗ IM + GHΣ−1G>H
)
, (116)
t1 = max{t2, t3}, (117)
and t2, t3 are positive constants (integers) chosen such that ∀t ≥ t2,
βtλN (L) + αtλmax
(
GHΣ
−1G>H
) ≤ 1, (118)
and ∀t ≥ t3,
αtλmin
(
L⊗ IM + GHΣ−1G>H
)
< 1 (119)
respectively.
Under the null hypothesis, we have, for all λ ∈ (0, 1),
zn(kt) = e
>
nW
k−1Gθ(k(t− 1))Σ−1
(
s(k(t− 1))− G
>
Hθ(k(t− 1))
2
)
. (120)
From (120), we have,
P0 (zn(kt) > η) ≤ e
− (k(t−1)+1)ηλ1
N
+
√
Nrk−1 E0
[
e
(k(t−1)+1)
1
N
+
√
Nrk−1 λzn(kt)
]
(a)
= e
− (k(t−1)+1)ηλ1
N
+
√
Nrk−1 E0
exp
 λ
1
N +
√
Nrk−1
k(t−1)∑
i=0
N∑
j=1
φn,j(k − 1)
(
γ>j (i)Σ
−1
j γj(i)
2
− (γj(i)−Hjθj(t− 1))
>
Σ−1j (γj(i)−Hjθj(t− 1))
2
))]
(b)
≤ e−
(k(t−1)+1)ηλ
1
N
+
√
Nrk−1 E0
exp
 λ
1
N +
√
Nrk−1
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
γ>j (i)Σ
−1
j γj(i)
2

(c)
≤ e−
(k(t−1)+1)ηλ
1
N
+
√
Nrk−1 E0
exp
λ N∑
j=1
k(t−1)∑
i=0
γ>j (i)Σ
−1
j γj(i)
2

(d)
= e
− (k(t−1)+1)ηλ1
N
+
√
Nrk−1
N∏
j=1
k(t−1)∏
i=0
E0
[
exp
(
λγ>j (i)Σ
−1
j γj(i)
2
)]
(e)
= exp
(
−λη(k(t− 1) + 1)
1
N +
√
Nrk−1
− (k(t− 1) + 1)
∑N
n=1Mn
2
log(1− λ)
)
, (121)
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where φn,j(k− 1) denotes the (n, j)-th entry of Wk−1 and r denotes ‖W− J‖. It is to be noted that (a) follows
due to the fact that under the null hypothesis the observations made at the agents are of the form yn(t) = γn(t), (b)
follows due to the fact that the inverse covariances are positive definite and hence the quadratic forms are positive,
(c) follows due to |φn,j(k− 1)− 1N | ≤
√
Nrk−1, (d) follows due to the independence of the noise processes over
time and space and (e) follows due to the fact that for each i, j the random variable γj(i)>Σ−1j γj(i) corresponds
to a standard chi-squared random variable with Mj degrees of freedom and the associated moment generating
functions13 exists since λ < 1.
Taking limits on both sides, we have,
lim sup
t→∞
1
kt
log (P0 (zn(kt) > η)) ≤ − λη1
N +
√
Nrk−1
−
∑N
n=1Mn
2
log(1− λ), (122)
which holds for all λ with 0 < λ < 1. Now, supposing that
η >
(
1
N +
√
Nrk−1
)∑N
n=1Mn
2
, (123)
it can be shown that the right-hand side (RHS) of (122) is minimized at λ∗ = 1− (
1
N +
√
Nrk−1)
∑N
n=1Mn
2η . It is to
be noted that with the condition in (123) in force, λ∗ ∈ (0, 1). Hence, by substituting λ = λ∗ in (122) we have,
lim sup
t→∞
1
kt
log (P0 (zn(kt) > η)) ≤ − η1
N +
√
Nrk−1
−
∑N
n=1Mn
2
1 + log 2η(
1
N +
√
Nrk−1
)∑N
n=1Mn
 .
(124)
We specifically focused on the sub-sequence {zn(kt)} for the derivation of large deviations14 exponent in this proof.
It can be readily seen that other time-shifted sub-sequences (with constant time-shifts upto k units) also inherit a
similar large deviations upper bound as by construction, (see (28) for example), the decision statistic zn(kt) stays
constant on the time interval [kt, kt+ k − 1]. Hence, the large deviations upper bound can be extended as a large
deviations upper bound for the sequence {zn(t)}.
For notational simplicity we denote 1N ⊗ θ∗ as θ∗N . Before analyzing the probability of miss P1,θ∗ (zn(kt) < η)
and its error exponent, we first analyze the term
∥∥G>H (θ(t)− θ∗N )∥∥2. We have,∥∥G>H (θ(t)− θ∗N )∥∥ ≤ ‖GH‖ ‖θ(t)− θ∗N‖ . (125)
From (24), we have that,
θ(t+ 1)− θ∗N =
(
INM − βt (L⊗ IM )− αtGHΣ−1G>H
)︸ ︷︷ ︸
A(t)
(θ(t)− θ∗N ) + αtGHΣ−1γ(t). (126)
Let
γG(t) = GHΣ
−1γ(t). (127)
13The moment generating function E [exp(ρz)] of a chi-squared random variable z with Mn degrees of freedom exists and is given by
(1− 2ρ)−Mn2 for all ρ < 1/2.
14By large deviations exponent, we mean the exponent associated with our large deviations upper bound.
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Then, we have,
‖θ(t)− θ∗N‖2 = (θ(t)− θ∗N )> (θ(t)− θ∗N )
=
t−1∑
i=0
t−1∑
j=0
αiαjγG(i)
>αiαj
t−2−i∏
u=0
A(t− 1− u)
t−1∏
v=j+1
A(v)γG(j)
= γ>G,tPtγG,t = tr
(
PtγG,tγ
>
G,t
)
, (128)
where
γG,t = [γ
>
G(0) γ
>
G(1) · · · γ>G(t− 1)]> (129)
and Pt is a block matrix of dimension NMt×NMt, whose (i, j)-th block i, j = 0, · · · , t− 1 is given as follows:
[Pt]ij = αiαj
t−2−i∏
u=0
A(t− 1− u)
t−1∏
v=j+1
A(v). (130)
First, note that the A(i)’s commute and are symmetric and hence the individual blocks [Pt]ij-s and Pt is symmetric.
We also note that, Pt is positive semi-definite, as using an expansion similar to (128) it can be shown that any
quadratic form of Pt is non-negative.
Before, characterizing the large deviation exponents, we state the following lemma, the proof of which is provided
in Appendix B.
Lemma 7.2. Let Assumptions B1-B4 and B6 hold. Given, the block matrix Pt as defined in (130), we have the
following upper bound,
t ‖Pt‖ ≤ c3 (t1 + 1)
2c1α0
t2c1α0−1
+
α20
t
+
α20
2c1α0 − 1 , ∀t ≥ t1, (131)
where t1 is as defined in (117)-(119) and c3 =
∑t1−1
v=0 α
2
v
∏t1−1
u=v+1 ‖A(u)‖.
For H1, we have,
zn(kt) =
1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
θ>j (k(t− 1))H>j Σ−1j γj(i)
− (Hj (θj(k(t− 1))− θ
∗))>Σ−1j (Hj (θj(k(t− 1))− θ∗))
2
+
(θ∗)>H>j Σ
−1
j Hjθ
∗
2
. (132)
For notational simplicity, we denote,
η2 =
−2Nη + (θ∗)>Gθ∗
(
1−N√Nrk−1
)
4
∥∥GHΣ−1G>H∥∥(1 +N√Nrk−1) . (133)
Moreover, supposing that
η <
(θ∗)>Gθ∗
(
1−N√Nrk−1
)
2N
, (134)
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we have η2 > 0, and the probability of miss can be characterized as follows:
P1,θ∗ (zn(kt) < η)
= P1,θ∗
 1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
θ>j (k(t− 1))H>j Σ−1j γj(i)
− (Hj (θj(k(t− 1))− θ
∗))>Σ−1j (Hj (θj(k(t− 1))− θ∗))
2
+
(θ∗)>H>j Σ
−1
j Hjθ
∗
2
< η
)
(a)
≤ P1,θ∗
 1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
θ>j (k(t− 1))H>j Σ−1j γj(i)
− (Hj (θj(k(t− 1))− θ
∗))>Σ−1j (Hj (θj(k(t− 1))− θ∗))
2
< η −
(θ∗)>Gθ∗
(
1
N −
√
Nrk−1
)
2

(b)
≤ P1,θ∗
 N∑
j=1
φn,j(k − 1)
(Hj (θj(k(t− 1))− θ∗))>Σ−1j (Hj (θj(k(t− 1))− θ∗))
2
> −η
2
+
(θ∗)>Gθ∗
(
1
N −
√
Nrk−1
)
4

+ P1,θ∗
 1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
θ>j (k(t− 1))H>j Σ−1j γj(i) <
η
2
−
(θ∗)>Gθ∗
(
1
N −
√
Nrk−1
)
4

(c)
≤ P1,θ∗
∥∥GHΣ−1G>H∥∥ ‖θ(k(t− 1))− θ∗N‖22 > −2Nη + (θ
∗)>Gθ∗
(
1−N√Nrk−1
)
4
(
1 +N
√
Nrk−1
)

︸ ︷︷ ︸
(t1)
+ P1,θ∗
 1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
(θj(k(t− 1))− θ∗)>H>j Σ−1j γj(i) <
η
4
−
(θ∗)>Gθ∗
(
1
N −
√
Nrk−1
)
8

︸ ︷︷ ︸
(t2)
+ P1,θ∗
 1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
(θ∗)>H>j Σ
−1
j γj(i) <
η
4
−
(θ∗)>Gθ∗
(
1
N −
√
Nrk−1
)
8

︸ ︷︷ ︸
(t3)
,
(135)
where (a) follows from |φn,j(k− 1)− 1N | ≤
√
Nrk−1, (b) follows from the union bound and (c) follows from the
union bound and the inequality |φn,j(k−1)− 1N | ≤
√
Nrk−1. Note that, Assumption B5 ensures that 1N −
√
Nrk−1
is positive.
First, we analyze the term (t1) in (135). We first note that, if λ is chosen to be λ ≤ c4, where
c4 =
1∥∥GHΣ−1G>H∥∥(c3 (t1+1)2c1α0kt2c1α0−11 + α20kt1 + α202c1α0−1
) , (136)
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we have that ktλ
∥∥Pkt (Ikt ⊗GHΣ−1G>H)∥∥ < 1. Hence, we finally have that ∀t ≥ t1, with t1 as defined in (117)
det
(
INMkt − ktλPkt
(
Ikt ⊗GHΣ−1G>H
)) ≥ (1− ktλ ‖Pkt‖ ∥∥GHΣ−1G>H∥∥)NMkt, (137)
which ensures the existence of the moment generating function of the Wishart distribution under consideration (to
be specified shortly). We have,
P1,θ∗
(
‖θ(k(t− 1))− θ∗N‖2
2
> η2
)
≤ e−λη2ktE1,θ∗
[
exp
(
ktλ ‖θ(k(t− 1))− θ∗N‖2
)]
(a)
= e−λη2ktE1,θ∗
[
exp
(
ktλ tr
(
Pkt
2
γG,ktγ
>
G,kt
))]
(b)
= e−λη2kt × (det (INMkt − ktλPkt (Ikt ⊗GHΣ−1G>H)))−1/2 , (138)
where in (a), we use the definition of Pkt and γG,kt as defined in (130) and (129) respectively and in (b) we use
the moment generating function of the Wishart distribution (see, for example, [51]) as γG,ktγ>G,kt follows a Wishart
distribution. Moreover, from (236), we have that,
lim sup
t→∞
kt ‖Pkt‖ ≤ α
2
0
2c1α0 − 1 . (139)
Now, on using (139) and (137) in (138), we have,
P1,θ∗
(
‖θ(k(t− 1))− θ∗N‖2 > η2
)
≤ e−λη2kt × (det (INMkt − ktλPkt (Ikt ⊗GHΣ−1G>H)))−1/2
≤ e−λη2kt × (1− ktλ ‖Pkt‖∥∥GHΣ−1G>H∥∥)−NMkt/2
⇒ 1
kt
log
(
P1,θ∗
(
‖θ(k(t− 1))− θ∗N‖2 > η2
))
≤ −λη2 − NM
2
log
(
1− ktλ ‖Pkt‖
∥∥GHΣ−1G>H∥∥)
⇒ lim sup
t→∞
1
kt
log
(
P1,θ∗
(
‖θ(k(t− 1))− θ∗N‖2 > η2
))
≤ −λη2 − NM
2
log
(
1− λα
2
0
∥∥GHΣ−1G>H∥∥
2c1α0 − 1
)
. (140)
Let LD(λ) = λη2 + NM2 log
(
1− λα
2
0‖GHΣ−1G>H‖
2c1α0−1
)
. We first note that LD(0) = 0. In order to ensure that the
term (t1) decays exponentially, the function LD(.) needs to be increasing in an interval of the form, [0, c5], where
0 < c4 ≤ c5, with c4 as defined in (136) which is formalized as follows:
λ <
2c1α0 − 1
α20
∥∥GHΣ−1G>H∥∥ − NM2η2 = c∗4, (141)
with η2 as defined in (133). In order to have a positive large deviations upper bound, the RHS of (141) needs to
be positive and hence, we require,
2c1α0 − 1
α20
∥∥GHΣ−1G>H∥∥ − NM2η2 > 0
⇒ η <
(θ∗)>Gθ∗
(
1−N√Nrk−1
)
2N
−
Mα20
∥∥GHΣ−1G>H∥∥2 (1 +N√Nrk−1)
2c1α0 − 1 . (142)
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We note that the condition derived in (142) is tighter than (134). Now, combining the threshold condition derived
above in (142) and the one derived in (123), we have the following condition on the parameter θ∗
(θ∗)>Gθ∗
(
1−N√Nrk−1
)
2N
>
Mα20
∥∥GHΣ−1G>H∥∥2 (1 +N√Nrk−1)
2c1α0 − 1 +
(
1
N +
√
Nrk−1
)∑N
n=1Mn
2
(143)
which ensures the exponential decay of the term (t1). Now, when we analyze (t2) and (t3) in (135), we note that
(t2) involves an additional time-decaying term, i.e., θj(k(t−1))−θ∗ which contributes to the large deviations upper
bound as well. Hence, the exponent which will dominate among (t2) and (t3), would be the exponent of their sum.
Using the condition derived in (134) and the union bound on (t3), we have,
P1,θ∗
 1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
(θ∗)>H>j Σ
−1
j γj(i) <
η
4
−
(θ∗)>Gθ∗
(
1
N −
√
Nrk−1
)
8

≤ Q
−η
√
k(t−1)+1
4 +
√
k(t−1)+1(θ∗)>Gθ∗( 1N−
√
Nrk−1)
8√∑N
j=1 (θ
∗)>H>j Σ
−1
j Hjθ
∗
(
1
N +
√
Nrk−1
)

⇒ lim sup
t→∞
1
kt
log
P1,θ∗
 1
(k(t− 1) + 1)
N∑
j=1
φn,j(k − 1)
k(t−1)∑
i=0
(θ∗)>H>j Σ
−1
j γj(i) <
η
4
−
(θ∗)>Gθ∗
(
1
N −
√
Nrk−1
)
8

≤ −

(
−η4 +
(θ∗)>Gθ∗( 1N−
√
Nrk−1)
8
)2
2
∑N
j=1 (θ
∗)>H>j Σ
−1
j Hjθ
∗
(
1
N +
√
Nrk−1
)2
 . (144)
Combining (144) and (140), we have,
lim sup
t→∞
1
kt
log (P1,θ∗ (zn(kt) < η))
≤ max
−
(
−η4 +
(θ∗)>Gθ∗( 1N−
√
Nrk−1)
8
)2
2
∑N
j=1 (θ
∗)>H>j Σ
−1
j Hjθ
∗
(
1
N +
√
Nrk−1
)2 ,−LD (min {c4, c∗4})
 = LD1 (η) , (145)
We specifically focused on the sub-sequence {zn(kt)} for the derivation of large deviations15 exponent in this
proof. It can be readily seen that other time-shifted sub-sequences (with constant time-shifts upto k units) also inherit
a similar large deviations upper bound as by construction, (see (28) for example), the decision statistic zn(kt) stays
constant on the time interval [kt, kt+ k − 1]. Hence, the large deviations upper bound can be extended as a large
deviations upper bound for the sequence {zn(t)}.
8. CONCLUSION
In this paper, we have considered the problem of a recursive composite hypothesis testing in a network of sparsely
interconnected agents where the objective is to test a simple null hypothesis against a composite alternative
concerning the state of the field, modeled as a vector of (continuous) unknown parameters determining the parametric
15By large deviations exponent, we mean the exponent associated with out large deviations upper bound.
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family of probability measures induced on the agents’ observation spaces under the hypotheses. We have proposed
two consensus + innovations type algorithms, CIGLRT −NL and CIGLRT − L, in which every agent updates
its parameter estimate and decision statistic by simultaneous processing of neighborhood information and local
newly sensed information and in which the inter-agent collaboration is restricted to a possibly sparse but connected
communication graph. For linear observation models, we have established the consistency of the parameter estimate
sequences and characterized the large deviations exponent upper bounds of the probabilities of errors pertaining to
the detection scheme for the algorithm CIGLRT − L. We have established consistency of the parameter estimate
sequences and the existence of appropriate algorithm parameters which ensure asymptotically decaying probabilities
of errors in the large sample limit for the algorithm CIGLRT −NL, under a general non-linear sensing model
satisfying a global observability condition. Moreover, for both the algorithms proposed in this work, the parameter
estimation scheme and the decision statistic update schemes run in a parallel fashion and thus making the algorithms,
recursive online algorithms. The tools developed in this paper are of independent interest and might be applicable or
extended to other recursive online distributed inference algorithms. A natural direction for future research consists
of considering models with non-Gaussian noise. We also intend to develop extensions of the CIGLRT −NL in
which the parameter domain is restricted to constrained domains such as convex subsets of the Euclidean space or
manifolds.
APPENDIX A
PROOFS OF LEMMAS IN SECTION 6
Proof of Lemma 6.1: The proof follows similarly as the proof of Lemma IV.1 in [40] with appropriate
modifications to take into account the state-dependent nature of the innovation gains. Define the process {x(t)} as
x(t) = θ(t)−1N ⊗θ∗ where θ∗ denotes the true but unknown parameter. The process {x(t)} satisfies the following
recursion:
x(t+ 1) = x(t)− βt(L⊗ IM )x(t) + αtG (θ(t)) Σ−1 (y(t)− h(θ(t))) , (146)
which implies that,
x(t+ 1) = x(t)− βt(L⊗ IM )x(t) + αtG (θ(t)) Σ−1 (y(t)− h (θ∗N ))− αtG (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) .
(147)
It follows from basic properties of the Laplacian L, that
(L⊗ IM ) (1N ⊗ θ∗) = (L1N )⊗ (IMθ∗) = 0. (148)
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Taking norms of both sides of (146), we have,
‖x(t+ 1)‖2 = ‖x(t)‖2 − 2βtx>(t) (L⊗ IM ) x(t)− 2αtx>(t)G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N ))
+ β2t x
>(t) (L⊗ IM )2 x(t) + 2αtβtx>(t) (L⊗ IM ) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N ))
− 2αtβtx>(t) (L⊗ IM ) G (θ(t)) Σ−1 (y(t)− h (θ∗N ))
+ α2t (y(t)− h (θ∗N ))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (y(t)− h (θ∗N ))
+ α2t (h (θ(t))− h (θ∗N ))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) + 2αtx>(t)G (θ(t)) Σ−1 (y(t)− h(θ∗N ))
− 2α2t (y(t)− h (θ∗N ))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) . (149)
Consider the orthogonal decomposition,
x = xc + xc⊥, (150)
where xc denotes the projection of x to the consensus subspace C with
C = {x ∈ RMN | x = 1N ⊗ a, for some a ∈ RM}. (151)
From, (3), we have that,
Eθ∗ [y(t)− h (θ∗N )] = 0. (152)
Consider the process
V2(t) = ‖x(t)‖2 . (153)
Using conditional independence properties we have,
Eθ∗ [V2(t+ 1)|Ft] = V2(t) + β2t x>(t) (L⊗ IM )2 x(t)
+ α2tEθ∗
[
(y(t)− h (θ∗N ))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (y(t)− h (θ∗N ))
]
− 2βtx>(t) (L⊗ IM ) x(t)
− 2αtx>(t)G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) + 2αtβtx>(t) (L⊗ IM ) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N ))
+ α2t
∥∥∥(h (θ(t))− h (θ∗N ))>G> (θ(t)) Σ−1∥∥∥2 . (154)
We use the following inequalities ∀t ≥ t1,
x>(t) (L⊗ IM )2 x(t)
(q1)
≤ λ2N (L)||xC⊥(t)||2;
x>(t)G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) ≥ c1||x(t)||2
(q2)
≥ 0;
x>(t) (L⊗ IM ) x(t)
(q3)
≥ λ2(L) ‖xC⊥(t)‖2 ;
x>(t) (L⊗ IM ) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N ))
(q4)
≤ c2 ‖x(t)‖2 , (155)
for c1 as defined in Assumption A4, and a positive constant c2, where (q2) follows from Assumption A4 and (q4)
follows from Assumption A3 by which we have that ‖∇hn (θn(t))‖ is uniformly bounded from above by kn for
all n, and hence, we have that ‖G (θ(t))‖ ≤ maxn=1,··· ,N kn. We also have
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Eθ∗
[
(y(t)− h (θ∗N ))>Σ−1G>(θ(t))G (θ(t)) Σ−1 (y(t)− h (θ∗N ))
]
≤ c4, (156)
for some constant c4 > 0. In (156), we use the fact that the noise process under consideration is Gaussian and
hence has finite moments. We also use the fact that ‖G (θ(t))‖ ≤ maxn=1,··· ,N kn, which in turn follows from
Assumption A3.
We further have that,
(h (θ(t))− h (θ∗N ))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) ≤ c3 ‖x(t)‖2 , (157)
where c3 > 0 is a constant. It is to be noted that (157) follows from the Lipschitz continuity in Assumption A3
and the fact that ‖G (θ(t))‖ ≤ maxn=1,··· ,N kn.
Using (154)-(157), we have,
Eθ∗ [V2(t+ 1)|Ft] ≤
(
1 + c5
(
αtβt + α
2
t
))
V2(t)− c6(βt − β2t )||xC⊥(t)||2 + c4α2t , (158)
for some positive constants c5 and c6. As β2t goes to zero faster than βt, ∃t2 such that ∀t ≥ t2, βt ≥ β2t . Hence
∃t2 and ∃τ1, τ2 > 1 such that for all t ≥ t2
c5
(
αtβt + α
2
t
) ≤ c7
(t+ 1)τ1
= γt, c4α
2
t ≤
c8
(t+ 1)τ2
= γˆt (159)
where c7, c8 > 0 are constants.
By the above construction we obtain, ∀t ≥ t2,
Eθ∗ [V2(t+ 1)|Ft] ≤ (1 + γt)V2(t) + γˆt, (160)
where the positive weight sequences {γt} and {γˆt} are summable, i.e.,∑
t≥0
γt <∞,
∑
t≥0
γˆt <∞. (161)
By (161), the product
∏∞
s=t(1 + γs) exists for all t. Now let {W (t)} be such that
W (t) =
( ∞∏
s=t
(1 + γs)
)
V2(t) +
∞∑
s=t
γˆs, ∀t ≥ t2. (162)
By (162), it can be shown that {W (t)} satisfies,
Eθ∗ [W (t+ 1)|Ft] ≤W (t). (163)
Hence, {W (t)} is a non-negative super martingale and converges a.s. to a bounded random variable W ∗ as t→∞.
It then follows from (162) that V2(t)→W ∗ as t→∞. Thus, we conclude that the sequences {θn(t)} are bounded
for all n.
Proof of Lemma 6.2: The proof follows exactly the development in theorem IV.1 of [40]. Let x(t) denote the
residual θ(t)− 1N ⊗ θ∗.
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For  ∈ (0, 1), define the set Γ
Γ =
{
θ ∈ RNM :  ≤ ‖θ − 1N ⊗ θ∗‖ ≤ 1

}
. (164)
Let ρ denote the {Ft} stopping time
ρ = inf{t ≥ 0 : θ(t) /∈ Γ}, (165)
where Γ is defined in (164). Let {V (t)} denote the stopped process
V (t) = V2(max{t, ρ}),∀t, (166)
with V2(t) as defined in (153).
Then, we have,
V (t+ 1) = V2(t+ 1)I (ρ > t) + V2(ρ)I (ρ ≤ t) , (167)
where I(·) denotes the indicator function. Due to the fact that I (ρ > t) and V2(ρ)I (ρ ≤ t) are adapted to Ft for
all t, we have,
Eθ∗ [V (t+ 1)|Ft] = Eθ∗ [V2(t+ 1)] I (ρ > t) + V2(ρ)I (ρ ≤ t) , (168)
for all t.
First, noting the inequality derived in (155) in (q2) and rewriting it as,
−x(t)TG (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) ≤ −c1||x(t)||2, (169)
we have with a slight rearrangement of terms from the expansion in (154),
Eθ∗ [V2(t+ 1)|Ft] = V2(t) + β2t xT (t) (L⊗ IM )2 x(t)
+ α2tEθ∗
[
(y(t)− h (θ∗N ))>Σ−1G> (θ(t)) G (θ(t)) Σ−1 (y(t)− h (θ∗N ))
]
− 2βtx>(t) (L⊗ IM ) x(t)
− 2αtx>(t)G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N )) + 2αtβtx>(t) (L⊗ IM ) G (θ(t)) Σ−1 (h (θ(t))− h (θ∗N ))
+ α2t
∥∥(h (θ(t))− h> (θ∗N ))G> (θ(t)) Σ−1∥∥2 . (170)
Now, using (169) in (170) and the inequalities derived in (155)-(157), we have,
Eθ∗ [V2(t+ 1)|Ft] ≤
(
1− c1αt + c5
(
αtβt + α
2
t
))
V2(t)− c6(βt − β2t )||xC⊥(t)||2 + c4α2t , (171)
where c5, c6, c4 are appropriately chosen constants.
Now, by choosing a large enough t, such that for all t ≥ t, we can assert that,
βt − β2t ≥ 0,
c1αt − c5
(
αtβt + α
2
t
) ≥ c7αt. (172)
Thus, we have for t ≥ t,
Eθ∗ [V2(t+ 1)|Ft] ≤ (1− c1αt)V2(t) + c4α2t . (173)
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Furthermore, by the definition of Γ, we have,
‖x(t)‖2 ≥ 2 on {x(t) ∈ Γ} , (174)
and hence by the definition of V2(t), we have that there exists a constant c7 () > 0 such that
V2(t) ≥ c7() on {x(t) ∈ Γ} . (175)
Using the above relation in (173), we then have for all t ≥ t,
Eθ∗ [V2(t+ 1)|Ft]I (ρ > t) ≤
[
V2(t)− c8()αt + c4α2t
]
I (ρ > t) , (176)
where c8() > 0 is an appropriately chosen constant. Finally, the observation that αt > α2t establishes that
Eθ∗ [V2(t+ 1)|Ft]I (ρ > t) ≤ [V2(t)− c9()αt] I (ρ > t) , (177)
where c9() > 0 is an appropriately chosen constant Finally, from (168), we have that
Eθ∗ [V (t+ 1)|Ft] ≤ V2(t)I (ρ > t) + V2)(ρ)I (ρ ≤ t)− c9()αtI (ρ > t)
= V (t)− c9()αtI (ρ > t) . (178)
It is to be noted that {V (t)}t≥t satisfies Eθ∗ [V (t + 1)|Ft] ≤ V (t) for all t ≥ t, which being a non-negative
supermartingale, there exists an a.s. finite V  such that V (t + 1) → V  a.s. as t → ∞. To this end, define the
process {V 1 (t)} given by
V 1 (t) = V
(t) + c9()
t−1∑
s=0
αsI(ρ > s), (179)
and by (178) we have that
Eθ∗ [V 1 (t+ 1)|Ft] ≤ V (t)− c9()αtI (ρ > t) + c9()
t−1∑
s=0
αsI(ρ > s) = V 1 (t), (180)
for all t ≥ t. Hence, we have that {V 1 (t)}t≥t is a non-negative supermartingale and there exists a finite random
variable V 1 such that V

1 (t) → V 1 a.s. as t → ∞. From the definition in (179), we have that the following limit
exists:
lim
t→∞ c9()
t−1∑
s=0
αsI(ρ > s) = V 1 − V  <∞ a.s. (181)
We also have that as t→∞, ∑t−1s=0 αs →∞, the limit condition in (181) is satisfied only if ρ <∞ a.s.
Let’s define the sequence {x(ρ1/p)}, by choosing  = 1/p, for each positive integer p > 1. By definition, we have,∥∥x(ρ1/p)∥∥ ∈ [1, 1/p) ∪ (p,∞) a.s. (182)
We also have from Lemma 6.1 that
Pθ∗
(∥∥x(ρ1/p)∥∥ > p i.o.) = 0, (183)
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where i.o. denotes infinitely often as p → ∞. Hence, by (182) we have that there exists a finite integer valued
random variable p∗ such that
∥∥x(ρ1/p)∥∥ < 1/p∗, ∀p ≥ p∗, which in turn implies that ∥∥x(ρ1/p)∥∥→ 0 as p→∞.
Finally, we have that
Pθ∗
(
lim inf
t→∞
∥∥x(ρ1/p)∥∥ = 0) = 1. (184)
With the above development in place we have from (153) that lim inft→∞ V2(t) = 0 a.s. Noting that the limit of
{V2(t)} exists, we have that V2(t)→ 0 as t→∞ a.s. and again from (153), we have that x(t)→ 0 as t→∞ a.s.
Proof of Lemma 6.6: Define, the process {zˆavg(t)} as follows :
zˆavg(t) = zavg(t)− h
> (θ∗N ) Σ
−1h (θ∗N )
2N
. (185)
The recursion for {zˆavg(t)} can then be represented as
zˆavg(t+ 1) =
(
1− 1
t+ 1
)
zˆavg(t) +
1
N (t+ 1)
N∑
n=1
h>n (θn(t)) Σ
−1
n (yn(t)− hn (θ∗))
− 1
2N(t+ 1)
N∑
n=1
(hn (θn(t))− hn (θ∗))>Σ−1n (hn (θn(t))− hn (θ∗))
=
(
1− 1
t+ 1
)
zˆavg(t) +
1
N (t+ 1)
h> (θ(t)) Σ−1 (y(t)− h (θ∗N ))
− 1
2N(t+ 1)
(h (θ(t))− h (θ∗N ))>Σ−1 (h (θ(t))− h (θ∗N )) . (186)
In order to apply Lemma 6.5 to the process {zˆavg(t)}, define
Γt = I,
Φt =
1
N
h> (θ(t)) Σ−1,
Vt = y(t)− h (θ∗N ) ,
Tt =
√
t+ 1 (h (θ(t))− h (θ∗N ))>Σ−1 (h (θ(t))− h (θ∗N )) . (187)
From Assumption A3, we have that,
‖h (θ(t))− h (θ∗N )‖ ≤ kmax ‖θ(t)− θ∗‖ , (188)
where kmax = maxn=1,··· ,N kn, with the kn’s defined in Assumption A3. Moreover, from theorem 4.1 we have
that, with τ = 1/4,
lim
t→∞
√
t+ 1 ‖θ(t)− θ∗N‖2 = 0 a.s. (189)
The above implies that
lim
t→∞
√
t+ 1 (h (θ(t))− h (θ∗N ))>Σ−1 (h (θ(t))− h (θ∗N ))
≤ lim
t→∞
√
t+ 1 ‖h (θ(t))− h (θ∗N )‖2
∥∥Σ−1∥∥ = 0. (190)
From Theorem 4.1, we have Φt = 1N h
> (θ(t)) Σ−1 → 1N h> (θ∗N ) Σ−1 a.s. as t→∞.
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Clearly, Eθ∗ [Vt|Ft] = 0 and Eθ∗
[
VtV
>
t |Ft
]
= Σ. Due to the i.i.d nature of the noise process, the required
uniform integrability condition for the process {Vt} is also verified. Hence, {zavg(t)} falls under the purview of
Lemma 6.5 and the assertion follows.
Proof of Lemma 6.7: Define the process {p(t)} as follows:
p(t) = z(t)− 1N ⊗ zavg(t). (191)
Then {p(t)} evolves as
p(t+ 1) =
t
t+ 1
(W − J)p(t) + 1
t+ 1
(
h∗ (θ(t))− 11
>
N
h> (θ(t))
)
J (y(t))
− 1
2(t+ 1)
(
h∗ (θ(t)) Σ−1h (θ(t))− 1N
N
⊗ (h> (θ(t)) Σ−1h (θ(t)))) , (192)
where J (y(t)) = Σ−1y(t). The following lemmas are instrumental for the subsequent analysis. Lemma A.1 is
concerned with a stochastic approximation type result which will be used later in the proof, whereas, Lemma A.2
establishes the a.s. boundedness of J (y(t)).
Lemma A.1 ([52]). Consider the scalar time-varying linear system
u(t+ 1) = (1− r1(t))u(t) + r2(t), (193)
where {r1(t)} is a sequence, such that, 0 ≤ r1(t) ≤ 1 and is given by
r1(t) =
a1
(t+ 1)δ1
(194)
with a1 > 0, 0 ≤ δ1 ≤ 1, whereas the sequence {r2(t)} is given by
r2(t) =
a2
(t+ 1)δ2
(195)
with a2 > 0, δ2 ≥ 0. Then, if u(0) ≥ 0 and δ1 < δ2, we have
lim
t→∞(t+ 1)
δ0u(t) = 0, (196)
for all 0 ≤ δ0 < δ2 − δ1.
Proof: A proof of this Lemma can be found in [52] in the proof of Lemma 3.3.3 in Chapter 3.
Lemma A.2. Define J(y(t)) as follows:
J (y(t)) = Σ−1y(t) (197)
Then we have
Pθ∗
(
lim
t→∞
1
(t+ 1)δ
||J(y(t))|| = 0
)
= 1. (198)
Proof: Consider any 1 > 0. By Chebyshev’s inequality, we have,
Pθ∗
(
1
(t+ 1)δ
‖J(y(t))‖ > 1
)
≤ 1

1+ 1δ
1 (t+ 1)
1+δ
Eθ∗
[
‖J(y(t))‖1+ 1δ
]
=
K(θ∗)
(t+ 1)1+
1
δ
(199)
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where Eθ∗ [‖J(y(t))‖1+
1
δ ] = K(θ∗) < ∞ because the noise in consideration is Gaussian and has finite moments.
Moreover, since δ > 0, the sequence (t+ 1)1+
1
δ is square summable and we obtain∑
t>0
Pθ∗
(
1
(t+ 1)δ
‖J(y(t))‖ > 1
)
<∞. (200)
Hence, we have from the Borel-Cantelli Lemma, for arbitrary 1 > 0,
Pθ∗
(
1
(t+ 1)δ
‖J(y(t))‖ > 1 i.o.
)
= 0, (201)
where i.o. stands for infinitely often and the claim follows from standard arguments.
We also have from Lemma 6.1 that
P
(
sup
t≥0
∥∥∥∥(h∗ (θ(t))− 11>N h> (θ(t))
)∥∥∥∥ <∞) = 1, (202)
and combining this with lemma A.2, we have,
P
(
sup
t≥0
∥∥∥∥(h∗ (θ(t))− 11>N h> (θ(t))
)
J(y(t))
∥∥∥∥ <∞) = 1. (203)
To prove uniform bounds, we use truncation arguments. For a scalar d, let its truncation (d)A0 be defined at level
A0 by
(d)A0 =

d
|d| min(|d|, A0), if d 6= 0
0, if d = 0,
(204)
while for a vector, the truncation operator is applied component-wise. To this end, we consider sequences {pA0(t)},
which is in turn given by,
pA0(t+ 1) =
t
t+ 1
(W − J) pA0(t) +
1
t+ 1
(J1 (y(t)))
A0(t+1)
δ
− 1
2(t+ 1)
((
h∗ (θ(t)) Σ−1h (θ(t))− 1N
N
⊗ (h> (θ(t)) Σ−1h (θ(t)))))A0 , (205)
where J1 (y(t)) =
(
h∗ (θ(t))− 11>N h> (θ(t))
)
J(y(t)), A0 > 0 and δ > 0.
In order to prove the assertion,
Pθ∗
(
lim
t→∞(t+ 1)
δ0p(t) = 0
)
= 1, (206)
it is sufficient to prove that for every A0 > 0,
Pθ∗
(
lim
t→∞(t+ 1)
δ0pA0(t) = 0
)
= 1, (207)
which is due to the following standard arguments. The pathwise boundedness of the different terms in the recursion
for p(t) as defined in (205) implies that, for every  > 0, there exists A such that
Pθ∗
(
sup ‖J1(y(t))‖ < A(t+ 1)δ0
)
> 1− , (208)
and
Pθ∗
(
sup
∥∥∥∥(h∗ (θ(t)) Σ−1h (θ(t))− 1NN ⊗ (h> (θ(t)) Σ−1h (θ(t)))
)∥∥∥∥ < A) > 1− . (209)
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In particular, (208) follows from the pathwise boundedness of {θ(t)} proved in Lemma 6.1, whereas, (209) follows
from the a.s. convergence in Lemma A.2. The processes {p(t)} and {pA(t)} agree on the set where both of the
above mentioned events occur. Hence, it follows that,
Pθ∗ (sup ‖p(t)− pA(t)‖ = 0) > 1− 2. (210)
Invoking the claim in (207), we have,
Pθ∗
(
lim
t→∞(t+ 1)
δ0p(t) = 0
)
> 1− 2. (211)
The assertion then can be proved by taking  to 0.
In order to establish the claim in (207), for every A0 > 0, consider the scalar process {pˆA0(t)}t≥0 defined as
pˆA0(t+ 1) = ‖IN − δL− J‖ pˆA0(t) +
NA0
2(t+ 1)
+
NA0(t+ 1)
δ0
t+ 1
, (212)
where pˆA0(0) is initialized as pˆA0(0) = ‖pA0(0)‖ and δ is as defined in (14). From (205), we have,
‖pA0(t+ 1)‖ ≤
t
t+ 1
‖(W − J)‖ ‖pA0(t)‖+
1
t+ 1
∥∥∥(J1 (y(t)))A0(t+1)δ∥∥∥
+
1
2(t+ 1)
∥∥∥∥∥
((
h∗ (θ(t)) Σ−1h (θ(t))− 1N
N
⊗ (h> (θ(t)) Σ−1h (θ(t)))))A0∥∥∥∥∥
≤ ‖IN − δL− J‖ ‖pA0(t)‖+
NA0
2(t+ 1)
+
NA0(t+ 1)
δ0
t+ 1
. (213)
Given the initial condition for pˆA0(0), through an induction argument we have that
‖pA0(t+ 1)‖ ≤ pˆA0(t+ 1),∀t. (214)
Moreover, we also have that,
‖IN − δL− J‖ = λN (L)− λ2 (L)
λN (L) + λ2 (L)
. (215)
Using (215) in (212), we have,
pˆA0(t+ 1) ≤
(
1− 2λ2 (L)
λN (L) + λ2 (L)
)
pˆA0(t) +
2NA0
(t+ 1)1−δ0
, (216)
where 2λ2(L)λN (L)+λ2(L) < 1 and hence the recursion in (216) comes under the purview of Lemma A.1. Hence, we have
Pθ∗
(
lim
t→∞(t+ 1)
δ0 pˆA0(t) = 0
)
= 1. (217)
Finally, the assertion follows from by invoking (214) and noting that, for arbitrary A0 > 0,
Pθ∗
(
lim
t→∞(t+ 1)
δ0pA0(t) = 0
)
= 1. (218)
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APPENDIX B
PROOFS OF LEMMAS IN SECTION 7
Proof of Lemma 7.1:
First, we note that both the matrices L⊗ IM and GHΣ−1G>H are symmetric and positive semi-definite. Then the
matrix L⊗ IM + GHΣ−1G>H is positive semi-definite as it is the sum of two positive semi-definite matrices. To
prove that the matrix L⊗ IM + GHΣ−1G>H is positive definite, let’s assume that it’s not positive definite. Hence
there exists x ∈ RNM , where x 6= 0 such that
x>
(
L⊗ IM + GHΣ−1G>H
)
x = 0, (219)
which further implies that
x> (L⊗ IM ) x = 0 and x>
(
GHΣ
−1G>H
)
x = 0. (220)
Moreover, x can be written as x =
[
x>1 , · · · ,x>N
]>
, with xn ∈ RM for all n. Now note that, by the properties of
the graph Laplacian (220) holds if and only if (iff )
xn = g, ∀n, (221)
where g ∈ RM and g 6= 0. Hence, from (220),we have,
N∑
n=1
g>H>nΣ
−1
n Hng = g
>Gg = 0, (222)
which is a contradiction from Assumption B1 as G is invertible. Hence, we have that L ⊗ IM + GHΣ−1G>H is
positive definite. Since βt/αt →∞ as t→∞, there exists an integer t4 (sufficiently large) such that ∀t ≥ t4 and
for all x with ‖x‖ = 1,
x>
(
βt (L⊗ IM ) + αtGHΣ−1G>H
)
x
= αtx
>
(
βt
αt
(L⊗ IM ) + GHΣ−1G>H
)
x
≥ αtx>
(
(L⊗ IM ) + GHΣ−1G>H
)
x ≥ c1αt, (223)
where
c1 = λmin
(
(L⊗ IM ) + GHΣ−1G>H
)
. (224)
We now choose a t3 > t4 such that ∀t ≥ t3, c1αt < 1.
In order to ensure that all the eigenvalues of
(
INM − βt (L⊗ IM )− αtGHΣ−1G>H
)
are positive, we choose a t2
such that ∀t ≥ t2,
βtλN (L) + αtλmax(GHΣ
−1G>H) < 1. (225)
It is to be noted that such choices of t3 and t2 are possible as βt, αt → 0 as t → ∞. Moreover, the condition in
(225) readily implies that λmax
(
βt (L⊗ IM ) + αtGHΣ−1G>H
) ≤ βtλN (L) + αtλmax(GHΣ−1G>H) < 1 for all
t ≥ t2. Hence, from (223), we have ∀t ≥ t1, with t1 = max{t2, t3}, and for all x such that ‖x‖ = 1,
x>
(
INM − βt (L⊗ IM )− αtGHΣ−1G>H
)
x ≤ 1− c1αt, (226)
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which implies that ∥∥INM − βt (L⊗ IM )− αtGHΣ−1G>H∥∥ ≤ 1− c1αt, (227)
for all t ≥ t1.
Proof of Lemma 7.2: The following Lemma from [53], will be used in the subsequent analysis.
Lemma B.1 ([53]). Given a positive-semidefinite matrix P (Nt × Nt), with each of its blocks (N × N ) being
symmetric, the following result holds for any invariant norm,
‖P‖ ≤
∥∥∥∥∥
t∑
i=1
[P]ii
∥∥∥∥∥ . (228)
From Lemma B.1, we have that,
‖Pt‖ ≤
t∑
i=1
‖[Pt]ii‖ . (229)
From Lemma 7.1. we have that, ∀t ≥ t1,
‖A(u)‖ ≤ (1− c1αu), (230)
which implies
‖[Pt]ii‖ ≤ α2i
t−1∏
u=i
(1− c1αu)2, (231)
for all t ≥ t1. Using (230), the RHS of (229) can be rewritten as
t∑
i=1
‖[Pt]ii‖ ≤ c3
t−1∏
u=t1
(1− c1αu)2 +
t∑
v=t1
α2v
t−1∏
u=v+1
(1− c1αu)2, (232)
where c3 is given by
c3 =
t1−1∑
v=0
α2v
t1−1∏
u=v+1
‖A(u)‖ . (233)
Using the properties of Riemann integration and the inequality (1− x) ≤ e−x, for x ∈ (0, 1), we have,
t−1∏
u=i
(1− c1αu)2 ≤
(
i+ 1
t
)2c1α0
, (234)
where, in the derivation, we also use the property that
t∑
u=i+1
1
u
> ln
(
t
i+ 1
)
. (235)
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On using (234), in (232) we have ∀t ≥ t1,
t∑
i=1
‖[Pt]ii‖ ≤ c3
t−1∏
u=t1
(1− c1αu)2 +
t∑
v=t1
α2v
t−1∏
u=v+1
(1− c1αu)2
≤ c3
(
t1 + 1
t
)2c1α0
+
t−1∑
u=t1+1
α2u
(
u+ 1
t
)2c1α0
= c3
(
t1 + 1
t
)2c1α0
+ α20
t−1∑
u=t1+1
1
t2c1α0(u+ 1)2−2c1α0
= c3
(
t1 + 1
t
)2c1α0
+
α20
t2
+ α20
t−2∑
u=t1+1
1
t2c1α0(u+ 1)2−2c1α0
(a)
≤ c3
(
t1 + 1
t
)2c1α0
+
α20
t2
+
α20
t2c1α0
∫ t−1
t1
1
(s+ 1)2−2c1α0
ds
≤ c3
(
t1 + 1
t
)2c1α0
+
α20
t2
+
α20
t2c1α0
(
t2c1α0−1
2c1α0 − 1
)
. (236)
The above implies that, for all t ≥ t1,
t
t∑
i=1
‖[Pt]ii‖
(b)
≤ c3 (t1 + 1)
2c1α0
t2c1α0−1
+
α20
t
+
α20
2c1α0 − 1 . (237)
where in (a) and (b), we use the fact that 2c1α0 − 1 > 1 by Assumption B6. The proof follows by noting that the
RHS of (237) is a non-increasing function of t.
APPENDIX C
PROOF OF THEOREMS IN SECTION 5-A
Proof of Theorem 5.2:
The proof for the large deviations upper bound of the probability of false alarm proposed in Theorem 5.2 exactly
follows the derivation of the large deviations upper bound of the probability of false alarm of CIGLRT − L.
It follows from (120)-(124). The characterization of
∥∥IN − βtL− αtGHΣ−1G>H∥∥ exactly follows from 7.1. By
restricting 7.1 to the observation model described in 5-A which satisfies Assumptions B1-B5 and B7, we have that
on choosing a t2 such that ∀t ≥ t2,
βtλN (L) + αt
h2
σ2
< 1. (238)
This guarantees that all the eigenvalues of IN − βtL− αtGHΣ−1G>H are positive. From 7.1, we have that there
exists t1, such that for all t ≥ t1 ∥∥IN − βtL− αtGHΣ−1G>H∥∥ ≤ 1− c1αt. (239)
For notational simplicity we denote 1N ⊗ θ∗ as θ∗N . Proceeding as in the proof of Theorem 4.5, we have,∥∥G>H (θ(t)− θ∗N )∥∥ ≤ h ‖θ(t)− θ∗N‖ . (240)
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Recall the representation of Pt and γG(t) as defined in (128)-(130) and (129) in the proof of theorem 4.5. Note
that, Pt is a block matrix and is symmetric, positive semi definite with each of its individual blocks symmetric as
in proof of theorem 4.5.
Proceeding as the proof of Theorem 4.5 and using Lemma 7.2, we finally have,
t ‖Pt‖ ≤ c3 (t1 + 1)
2c1α0
t2c1α0−1
+
α20
t
+
α20
2c1α0 − 1 . (241)
For H1, we have,
zn(kt) =
N1∑
j=1
φn,j(k − 1)
(k(t− 1) + 1)σ2
k(t−1)∑
i=0
θj(k(t− 1))hγj(i)− (h (θj(k(t− 1))− θ
∗))2
2
+
h2(θ∗)2
2
. (242)
For notational simplicity we denote,
η2 =
−2Nησ2 +N1h2(θ∗)2
(
1−N√Nrk−1
)
4h2
(
1 +N
√
Nrk−1
) . (243)
Moreover, supposing that the following condition holds
η <
N1h
2(θ∗)2
(
1−N√Nrk−1
)
2Nσ2
, (244)
we have on proceeding as in (135) that the probability of miss can be characterized as follows
P1,θ∗ (zn(kt) < η) ≤ a1 + a2 + a3, (245)
where (a1), (a2), (a3) are given by
a1 = P1,θ∗
h2 ‖θ(k(t− 1))− θ∗N‖2
2σ2
>
−2Nησ2 +N1h2(θ∗)2
(
1−N√Nrk−1
)
4σ2
(
1 +N
√
Nrk−1
)

a2 = P1,θ∗
 N1∑
j=1
φn,j(k − 1)
(k(t− 1) + 1)σ2
k(t−1)∑
i=0
(θj(k(t− 1))− θ∗)hγj(i) < η
4
−
N1h
2(θ∗)2
(
1
N −
√
Nrk−1
)
8σ2

a3 = P1,θ∗
 N1∑
j=1
φn,j(k − 1)
(k(t− 1) + 1)σ2
k(t−1)∑
i=0
(θ∗)hγj(i) <
η
4
−
N1h
2(θ∗)2
(
1
N −
√
Nrk−1
)
8σ2
 (246)
First, we characterize (a1). Following as in (135)-(137) in the proof of theorem 4.5, we have that if λ < c4, where
c4 is given by
c4 =
σ2
h2
(
c3
(t1+1)
2c1α0
kt
2c1α0−1
1
+
α20
kt1
+
α20
2c1α0−1
) , (247)
det
(
INkt − ktλPkt
(
Ikt ⊗GHΣ−1G>H
)) ≥ (1− kth2λ ‖Pkt‖
σ2
)Nkt
. (248)
We also have from (139),
lim sup
t→∞
kt ‖Pkt‖ ≤ α
2
0
2c1α0 − 1 . (249)
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Now, on specializing the expressions in the proof of theorem 4.5 by using specifics of the scalar observation
model in 5-A, we have,
P1,θ∗
(
‖θ(k(t− 1))− θ∗N‖2 > η2
)
≤ e−λη2kt × (det (INKt − ktλPkt (Ikt ⊗GHΣ−1G>H)))−1/2
≤ e−λη2kt × (1− ktλ ‖Pkt‖h2/σ2)−Nkt/2
⇒ 1
kt
log
(
P1,θ∗
(
‖θ(k(t− 1))− θ∗N‖2 > η2
))
≤ −λη2 − N
2
log
(
1− ktλ ‖Pkt‖h2/σ2
)
⇒ lim sup
t→∞
1
kt
log
(
P1,θ∗
(
‖θ(k(t− 1))− θ∗N‖2 > η2
))
≤ −λη2 − N
2
log
(
1− λα
2
0h
2
σ2(2c1α0 − 1)
)
. (250)
Let LD(λ) = λη2 + N2 log
(
1− λα20h2σ2(2c1α0−1)
)
. We first note that LD(0) = 0. So, in order to have a positive
exponent, the function LD(.) needs to be strictly increasing in an interval of the form, [0, c5], where 0 < c4 ≤ c5,
with c4 as defined in (247) which is formalized as follows:
λ <
(2c1α0 − 1)σ2
α20h
2
− N
2η2
= c∗4, (251)
with η2 as defined in (243). In order to have a positive exponent, the RHS of (251) needs to be positive and hence,
we require,
(2c1α0 − 1)σ2
α20h
2
− N
2η2
> 0
⇒ η <
N1h
2(θ∗)2
(
1−N√Nrk−1
)
2Nσ2
−
α20h
4
(
1 +N
√
Nrk−1
)
(2c1α0 − 1)σ4 . (252)
We note that the condition derived in (252) is tighter than (244). Now, combining the threshold condition derived
above in (252) and the one derived in (123), we have the following condition on the parameter θ∗
N1h
2(θ∗)2
(
1−N√Nrk−1
)
2Nσ2
>
α20h
4
(
1 +N
√
Nrk−1
)
(2c1α0 − 1)σ4 +
(
1
N +
√
Nrk−1
)
N1
2
(253)
which ensures that (a1) decays exponentially. Now, when we analyze (a2) and (a3) in (245), we note that a2
involves an additional time-decaying term, i.e., θj(k(t−1))−θ∗ which contributes to the large deviations exponent
as well. Hence, the exponent which will dominate among (a2) and (a3), would be the exponent of their sum. Using
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the condition derived in (244) and the union bound on a3, we have,
P1,θ∗
 N1∑
j=1
φn,j(k − 1)
(k(t− 1) + 1)σ2
k(t−1)∑
i=0
θ∗hγj(i). <
η
4
−
N1h
2(θ∗)2
(
1
N −
√
Nrk−1
)
8σ2

≤ Q
−ησ√k(t−1)+14 + σ√k(t−1)+1N1h2(θ∗)2( 1N−√Nrk−1)8σ2
N1hθ∗
(
1
N +
√
Nrk−1
)

⇒ lim sup
t→∞
1
kt
log
P1,θ∗
 N1∑
j=1
φn,j(k − 1)
(k(t− 1) + 1)σ2
k(t−1)∑
i=0
θ∗hγj(i) <
η
4
−
N1h
2(θ∗)2
(
1
N −
√
Nrk−1
)
8σ2

≤ −

(
−η4 +
N1h
2(θ∗)2( 1N−
√
Nrk−1)
8σ2
)2
2N1h2(θ∗)2
(
1
N +
√
Nrk−1
)2
/σ2
 . (254)
Combining (254) and (250), we have,
lim sup
t→∞
1
kt
log (P1,θ∗ (zn(kt) < η))
≤ max
−

(
−η4 +
N1h
2(θ∗)2( 1N−
√
Nrk−1)
8σ2
)2
2N1h2(θ∗)2
(
1
N +
√
Nrk−1
)2
/σ2
 ,−LD (min {c4, c∗4})
 = LD1 (η) , (255)
We specifically focused on the sub-sequence {zn(kt)} for the derivation of large deviations16 exponent in this proof.
It can be readily seen that other time-shifted sub-sequences (with constant time-shifts upto k units) also inherit a
similar large deviations upper bound as by construction, (see (28) for example), the decision statistic zn(kt) stays
constant on the time interval [kt, kt+ k − 1]. Hence, the large deviations upper bound can be extended as a large
deviations upper bound for the sequence {zn(t)}.
REFERENCES
[1] S. Zarrin and T. J. Lim, “Composite hypothesis testing for cooperative spectrum sensing in cognitive radio,” in IEEE International
Conference on Communications, 2009. ICC’09. IEEE, 2009, pp. 1–5.
[2] J. Font-Segura and X. Wang, “GLRT-based spectrum sensing for cognitive radio with prior information,” IEEE Transactions on
Communications, vol. 58, no. 7, pp. 2137–2146, 2010.
[3] Q. Zou, S. Zheng, and A. H. Sayed, “Cooperative sensing via sequential detection,” IEEE Transactions on Signal Processing, vol. 58,
no. 12, pp. 6266–6283, 2010.
[4] A. Tajer, G. H. Jajamovich, X. Wang, and G. V. Moustakides, “Optimal joint target detection and parameter estimation by mimo radar,”
IEEE Journal of Selected Topics in Signal Processing, vol. 4, no. 1, pp. 127–145, 2010.
[5] O. Zeitouni, J. Ziv, and N. Merhav, “When is the generalized likelihood ratio test optimal?” IEEE Transactions on Information Theory,
vol. 38, no. 5, pp. 1597–1602, 1992.
[6] D. Siegmund and E. Venkatraman, “Using the generalized likelihood ratio statistic for sequential detection of a change-point,” The Annals
of Statistics, pp. 255–271, 1995.
16By large deviations exponent, we mean the exponent associated with our large deviations upper bound.
58
[7] A. S. Willsky and H. L. Jones, “A generalized likelihood ratio approach to the detection and estimation of jumps in linear systems,”
Automatic Control, IEEE Transactions on, vol. 21, no. 1, pp. 108–112, 1976.
[8] C. Chang and K. Dunn, “A recursive generalized likelihood ratio test algorithm for detecting sudden changes in linear, discrete systems,”
in Decision and Control including the 17th Symposium on Adaptive Processes, 1978 IEEE Conference on. IEEE, 1979, pp. 731–736.
[9] R. S. Blum, S. A. Kassam, and H. V. Poor, “Distributed detection with multiple sensors i. advanced topics,” Proceedings of the IEEE,
vol. 85, no. 1, pp. 64–79, 1997.
[10] J. N. Tsitsiklis, “Decentralized detection,” Advances in Statistical Signal Processing, vol. 2, no. 2, pp. 297–344, 1993.
[11] S. Kar and J. M. F. Moura, “Consensus based detection in sensor networks: Topology optimization under practical constraints,” Proc. 1st
Intl. Wrkshp. Inform. Theory Sensor Networks, 2007.
[12] R. Olfati-Saber, E. Franco, E. Frazzoli, and J. S. Shamma, “Belief consensus and distributed hypothesis testing in sensor networks,” in
Networked Embedded Sensing and Control. Springer, 2006, pp. 169–182.
[13] R. Olfati-Saber, J. A. Fax, and R. M. Murray, “Consensus and cooperation in networked multi-agent systems,” Proceedings of the IEEE,
vol. 95, no. 1, pp. 215–233, January 2007.
[14] A. Jadbabaie, J. Lin, and A. S. Morse, “Coordination of groups of mobile autonomous agents using nearest neighbor rules,” IEEE
Transactions on Automatic Control, vol. 48, no. 6, pp. 988–1001, Jun. 2003.
[15] D. Bajovic, D. Jakovetic, J. Xavier, B. Sinopoli, and J. M. F. Moura, “Distributed detection via Gaussian running consensus: Large
deviations asymptotic analysis,” IEEE Transactions on Signal Processing, vol. 59, no. 9, pp. 4381–4396, 2011.
[16] S. Kar, R. Tandon, H. V. Poor, and S. Cui, “Distributed detection in noisy sensor networks,” in IEEE International Symposium on
Information Theory Proceedings (ISIT), 2011. IEEE, 2011, pp. 2856–2860.
[17] F. S. Cattivelli and A. H. Sayed, “Distributed detection over adaptive networks using diffusion adaptation,” IEEE Transactions on Signal
Processing, vol. 59, no. 5, pp. 1917–1932, 2011.
[18] S. Kar and J. M. F. Moura, “Convergence rate analysis of distributed gossip (linear parameter) estimation: Fundamental limits and tradeoffs,”
IEEE Journal of Selected Topics in Signal Processing: Signal Processing in Gossiping Algorithms Design and Applications, vol. 5, no. 4,
pp. 674–690, August 2011.
[19] F. S. Cattivelli and A. H. Sayed, “Diffusion LMS strategies for distributed estimation,” IEEE Transactions on Signal Processing, vol. 58,
no. 3, pp. 1035–1048, 2010.
[20] D. Bajovic´, J. M. F. Moura, J. Xavier, and B. Sinopoli, “Distributed inference over directed networks: Performance limits and optimal
design,” arXiv preprint arXiv:1504.07526, 2015.
[21] D. Jakovetic, J. M. F. Moura, and J. Xavier, “Distributed detection over noisy networks: Large deviations analysis,” IEEE Transactions on
Signal Processing, vol. 60, no. 8, pp. 4306–4320, 2012.
[22] A. K. Sahu and S. Kar, “Distributed sequential detection for Gaussian shift-in-mean hypothesis testing,” IEEE Transactions on Signal
Processing, vol. 64, no. 1, pp. 89–103, 2016.
[23] S. Kar, J. M. F. Moura, and H. V. Poor, “QD-learning: A collaborative distributed strategy for multi-agent reinforcement learning through,”
IEEE Transactions on Signal Processing, vol. 61, no. 7, pp. 1848–1862, 2013.
[24] Q. Zhou, S. Kar, L. Huie, and S. Cui, “Distributed estimation in sensor networks with imperfect model information: an adaptive learning-
based approach,” in IEEE International Conference on Acoustics, Speech and Signal Processing, Kyoto, Japan, March 25 - 30 2012, pp.
3109–3112.
[25] J. Chen, C. Richard, and A. H. Sayed, “Multitask diffusion adaptation over networks,” IEEE Transactions on Signal Processing, vol. 62,
no. 16, pp. 4129–4144, 2014.
[26] P. Braca, S. Marano, and V. Matta, “Enforcing consensus while monitoring the environment in wireless sensor networks,” IEEE Transactions
on Signal Processing, vol. 56, no. 7, pp. 3375–3380, 2008.
[27] P. Braca, S. Marano, V. Matta, and P. Willett, “Asymptotic optimality of running consensus in testing binary hypotheses,” IEEE Transactions
on Signal Processing, vol. 58, no. 2, pp. 814–825, 2010.
[28] F. Cattivelli and A. H. Sayed, “Diffusion LMS-based distributed detection over adaptive networks,” in Conference Record of the Forty-Third
Asilomar Conference on Signals, Systems and Computers, 2009. IEEE, 2009, pp. 171–175.
[29] F. S. Cattivelli and A. H. Sayed, “Distributed detection over adaptive networks based on diffusion estimation schemes,” in IEEE 10th
Workshop on Signal Processing Advances in Wireless Communications, 2009. SPAWC’09. IEEE, 2009, pp. 61–65.
[30] V. Matta, P. Braca, S. Marano, and A. H. Sayed, “Diffusion-based adaptive distributed detection: Steady-state performance in the slow
adaptation regime,” IEEE Transactions on Information Theory, vol. 62, no. 8, pp. 4710–4732, Aug 2016.
59
[31] ——, “Exact asymptotics of distributed detection over adaptive networks,” in 2015 IEEE International Conference on Acoustics, Speech
and Signal Processing (ICASSP). IEEE, 2015, pp. 3377–3381.
[32] P. Braca, S. Marano, V. Matta, and A. H. Sayed, “Large deviations analysis of adaptive distributed detection,” in 2014 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2014, pp. 6112–6116.
[33] A. Lalitha, A. Sarwate, and T. Javidi, “Social learning and distributed hypothesis testing,” in IEEE International Symposium on Information
Theory (ISIT), 2014. IEEE, 2014, pp. 551–555.
[34] A. Lalitha, T. Javidi, and A. Sarwate, “Social learning and distributed hypothesis testing,” arXiv preprint arXiv:1410.4307, 2015.
[35] A. Nedic, A. Olshevsky, and C. Uribe, “Nonasymptotic convergence rates for cooperative learning over time-varying directed graphs,” in
American Control Conference (ACC), 2015, July 2015, pp. 5884–5889.
[36] A. Jadbabaie, P. Molavi, A. Sandroni, and A. Tahbaz-Salehi, “Non-Bayesian social learning,” Games and Economic Behavior, vol. 76,
no. 1, pp. 210–225, 2012.
[37] N. Ilic´, S. S. Stankovic´, M. S. Stankovic´, and K. H. Johansson, “Consensus based distributed change detection using generalized likelihood
ratio methodology,” Signal Processing, vol. 92, no. 7, pp. 1715–1728, 2012.
[38] D. Li, S. Kar, F. E. Alsaadi, and S. Cui, “Distributed bayesian quickest change detection in sensor networks via two-layer large deviation
analysis,” arXiv preprint arXiv:1512.02319, 2015.
[39] S. Kar and J. M. F. Moura, “Convergence rate analysis of distributed gossip (linear parameter) estimation: Fundamental limits and tradeoffs,”
IEEE Journal of Selected Topics in Signal Processing, vol. 5, no. 4, pp. 674–690, 2011.
[40] ——, “Asymptotically efficient distributed estimation with exponential family statistics,” IEEE Transactions on Information Theory, vol. 60,
no. 8, pp. 4811–4831, 2014.
[41] S. S. Wilks, “The large-sample distribution of the likelihood ratio for testing composite hypotheses,” The Annals of Mathematical Statistics,
vol. 9, no. 1, pp. 60–62, 1938.
[42] F. R. Chung, Spectral graph theory. American Mathematical Soc., 1997, vol. 92.
[43] L. L. Scharf, Statistical signal processing. Addison-Wesley Reading, MA, 1991, vol. 98.
[44] E. L. Lehmann and J. P. Romano, Testing statistical hypotheses. Springer Science & Business Media, 2006.
[45] A. G. Dimakis, S. Kar, J. M. F. Moura, M. G. Rabbat, and A. Scaglione, “Gossip algorithms for distributed signal processing,” Proceedings
of the IEEE, vol. 98, no. 11, pp. 1847–1864, 2010.
[46] V. Matta, P. Braca, S. Marano, and A. H. Sayed, “Distributed detection over adaptive networks: Refined asymptotics and the role of
connectivity,” IEEE Transactions on Signal and Information Processing over Networks, vol. 2, no. 4, pp. 442–460, 2016.
[47] V. Fabian, “Stochastic approximation of minima with improved asymptotic speed,” The Annals of Mathematical Statistics, vol. 37, no. 1,
pp. 191–200, Feb 1967.
[48] L. E. Dubins and D. A. Freedman, “A sharper form of the Borel-Cantelli lemma and the strong law,” The Annals of Mathematical Statistics,
pp. 800–807, 1965.
[49] S. Kar, J. M. F. Moura, and H. V. Poor, “Distributed linear parameter estimation: Asymptotically efficient adaptive strategies,” SIAM
Journal on Control and Optimization, vol. 51, no. 3, pp. 2200–2229, 2013.
[50] V. Fabian, “On asymptotic normality in stochastic approximation,” The Annals of Mathematical Statistics, vol. 39, no. 4, pp. 1327–1332,
August 1968.
[51] T. W. Anderson, “The non-central wishart distribution and certain problems of multivariate statistics,” The Annals of Mathematical Statistics,
pp. 409–431, 1946.
[52] S. Kar, “Large scale networked dynamical systems: Distributed inference,” Ph.D. dissertation, Carnegie Mellon University, Pittsburgh,
PA, 2010. [Online]. Available: http://gradworks.umi.com/34/21/3421734.html
[53] J.-C. Bourin and E.-Y. Lee, “Decomposition and partial trace of positive matrices with hermitian blocks,” International Journal of
Mathematics, vol. 24, no. 01, 2013.
