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EFS Chomsky
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. , $\Sigma$ ,
$X$ . $X$ .
$X$ $x,$ $y,$ $z$
$x_{1},$ $y_{1},$ $z_{1},$ $x_{2},$ $\cdots$ .
$(\Sigma\cup X)^{*}$ (term)






$p,$ $q_{1},$ $\cdots,$ $q_{n}\in$
$\pi\in \mathcal{R}P$ ,
( ) .
$(i)p(\pi)arrow(ii)p(\pi)\succ q_{1}(x_{1}),$ $\cdots,$ $q_{n}(x_{n}),$ $n\geq 0$
, (ii) , $V_{\pi}$ $=$ $\{x_{1}, x_{2}, \cdots, x_{n}\}$
. $p(\pi)$ (head),
$q_{1}(x_{1}),$ $q_{2}(x_{2}),$ $\cdots,$ $q_{n}(x_{n})$ (body)
. , (i) base step , (ii)
$n\geq 1$ , $\mathrm{i}_{11}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$ step . (ii)
, $\pi=x$ .
2.1. (EFS)
$(\Sigma, \Pi,\Gamma)$ . $\Gamma$
, .
22. $x_{i}(1\leq i\leq n)$
$\tau_{i}\in \mathcal{R}P$ , $\theta=\{x_{1}:=$
$\tau_{1},$ $\cdots,$ $x_{n}:=\tau_{\mathrm{r}\iota}\}$ (




$\pi$ $\theta=\{x_{1}:=\tau_{1},$ $\cdots,$ $x_{n}:=$
$\tau_{n}\}$ , $\pi$ $x_{i}$ l
$\tau_{1}$
. $\pi\theta$ .
$p\in\Pi$ ( , $p(\pi)\theta=p(\pi\theta)$ ,
$(p(\pi) \- q_{1}(x_{1}), \cdots, q_{n}(x_{m}))\theta=p(\pi)\thetaarrow$
$q_{1}(x_{1})\theta,$ $\cdots$ , q $(x_{m})\theta$ .
2.3. $\Gamma$ $\{p(u\dagger)|u’\in$
$\Sigma^{*}\}(p\in\Pi)$ $k$ , $\Gamma\vdash_{k}$
$p(w)$ .
1. $\Gamma$ base step p(\pi )\leftarrow $\theta$
, w=\pi \mbox{\boldmath $\theta$}\in \Sigma , $\Gamma\vdash_{1}p(w)$
2. $p(\pi)arrow- q_{1}(x_{1}),$ $\cdots,$ $q_{n}(x_{n})\in\Gamma$
$\theta$ ( , $\Gamma\vdash_{k_{1}}$ $x_{i}\theta(=w_{i})(i=$
$1,$ $\cdots,$ $n)$ $w=\pi\theta$ , $\Gamma\vdash_{k}p(u’)$
$k=k_{1}+\cdots+k_{n}+1$
$\Gamma\vdash_{k}p(w)$ , $p(u|)$ $\Gamma$
$k$ steps , $\Gamma\vdash_{k}p(w)$
$k$ , $\Gamma\vdash p(w)$ , $p(w)$
$\Gamma$ .
24. EFS $S=(\Sigma, \Pi, \Gamma),$ $p\in\Pi l_{\sim}^{}$ ,
$L(S,p)=\{u|\in\Sigma^{*}|\Gamma\vdash p(u|)\}$
. $L(S,p)$ $\Sigma$ . $L=$













EFS $S=(\Sigma, \Pi, \Gamma)$ .
2.1. EFS $S=(\{a, b\}, \{p\}, \Gamma)$
.
$p(\epsilon)\mathrm{g}-$ , $p(axb)arrow p(x)$
, $L(S,p)=\{a^{n}b^{n}|n\geq 0\}$ .
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, $\Gamma$ , $p$ . ,
$\Gamma$ erasing , $L(\Gamma)$
. $p$ , $\Gamma$
.
(i) $\Gamma$ $=\{p(\pi)arrow, p(\tau)arrow\}$
(ii) $\Gamma$ $=\{p(\pi)arrow$ , $p(\tau)arrow\pi(x_{1}),$ $\cdots$ ,\pi (xn
(i) , $\Gamma=\{\pi, \tau\}$ , (ii) ,
$\Gamma=(\pi, \tau)$ . (i) ,
$L(\Gamma)=L(\pi)\cup L(\tau)$




, $w_{1},$ $w_{m+1}$ , $w_{2},$ $\cdots,$ $u_{m}$’
. $X_{i}$ , 1
. erasing , $\epsilon$
, ([11]):
$\pi’=w_{1}x_{1}w_{2}x_{2}\cdots w_{m}x_{m}w_{m+1}$ , $L(\pi)=L(\pi’)$
$\pi’$ . $\epsilon$
$c(\pi)$ , $c(\pi)(=c(\pi’))=$
$w_{1}w_{2}\cdots w_{m+1}$ . $c(\pi)$ , $L(\pi)$
. (i) , $w\in L(\Gamma)$ ,
$|w| \geq\min\{|c(\pi)|, |c(\tau)|\}$ . , $|\pi|$
, $\pi$ .
, (ii) induction step EFS ,
$\tau$ ,
.
$||$ 22. $\Gamma$ $=$ $(aa, bx_{1}x_{2}b)$ , , $\Gamma$ $=$
$\{p(aa)arrow, p(bx_{1}x_{2}a)arrow p(x_{1}),p(x_{2})\}$
. induction step
, $b(aa)(aa)b$ . , $bx_{1}x_{2}b$
$bxb$ [ , $\Gamma’=(aa, bxb)$ , $b(aa)b$
. , $L(\Gamma)\neq L(\Gamma’)$ .
$\Gamma=(\pi, \tau)$ , $\tau$ ,
$\pi$ $\tau_{\pi}$
, induction step
, $|c(\tau_{\pi})|$ . ,
$w\in L(\Gamma)$ , $|w| \geq\min\{|c(\pi)|, |c(\tau_{\pi})|\}$
.
25. EFS $\Gamma$ , 0) $\Gamma’\subset\Gamma$ ,





. $\sigma=u_{1}|,$ $w_{2},$ $\cdots$ $n$
$\sigma[n]$ .
$\mathcal{L}=L_{1},$ $L_{2},$ $\cdots$
(indexed family of recursive languages)
, $f$ : $N\mathrm{x}\Sigma^{*}arrow$
$\{0,1\}$ : $f(i, w)=1$ , if $w\in$






, $\sigma[n]$ , $M$
$M(\sigma[n])$ . $M$
$\sigma$ , $g\in N$
, $m\in N$ , $n\geq m$
, $M(\sigma[n])=g$ .
$M$ $L$ (identffication
in the limit) ( , [ ) ,
$L$ , $M$ $L_{i}=L$















. , Wright[16], [8] ,
. $\mathcal{L}$ ,
$w_{0},$ $w_{1},$ $\cdots$ ,
$\mathcal{L}$ $L_{1},$ $L_{2},$ $\cdots$
. $k\geq 1$ , $\{w_{0}, w_{1}, \cdots, u_{k}’\}\subseteq$
L $w_{k+1}\not\in L_{k}$ .
, (i)








, Moriyama&Sato[7] , M-
.
$S\subseteq\Sigma^{*}$ ,
MIN(S, $\mathcal{L}$ ) $=$ { $L\in \mathcal{L}|L$ $S$ }
42
, 1 basic step 1 duc-
tion step EFS $\Gamma=(\pi, \tau)$ ,
$\pi\not\in\Sigma$ ’ .
$V_{\pi},$ $V_{\tau}$ $\pi,$ $\tau$ , $V_{\tau}$ $=$
$\{x_{1}, x_{2}, \cdots, x_{n}\}$ . $V_{\tau}\neq\phi$ }
. $\tau$ $\pi$
$\tau_{\pi}$ , $\Gamma_{\tau}=\bigcup_{t=1}^{\infty}\Gamma_{t}$
. , $\Gamma_{t}$ ,
:
$\Gamma_{1}=\{\tau_{\pi}\}$ , where $\tau_{\pi}=\tau\{X::=\pi(i=1, \cdots, n)\}$ ,
$\Gamma_{t}=\Gamma_{t-1}\cup\{\tau\{x_{1}:=\xi_{1}, x_{2}:=\xi_{2}, \cdots, x_{n}:=\xi_{n}\}$
$|\xi_{i}\in\Gamma_{t-1}\cup\{\pi\}(i=1,2, \cdots, n)\}(t\geq 2)$
, ,
. , $\xi\in\Gamma_{\tau}$ , $\xi\preceq\tau$
.
41. EFS $=(\pi, \tau),$ $V_{\tau}=\{x_{1}, \cdots, x_{n}\}$
, $\xi_{1},$ $\xi_{2},$ $\cdots,$ $\xi_{n}$ . $L(\xi_{i})\subseteq$
$L(\Gamma)(i=1, \cdots, n)$ , $L(\tau\theta)\subseteq L(\Gamma)$
. , $\theta=\{x_{1}:=\xi_{1}, \cdots, x_{n}:=\xi_{n}\}$
,
41. EFS $=(\pi, \tau)$ ,
3.1. $\mathcal{L}$ , M-
. $S\subseteq\Sigma^{*}$
, (i) #MIN $(\mathrm{S}, \mathcal{L})<\infty$, (ii) $S\subseteq$








, $L\in \mathcal{L}$ $S\subseteq\Sigma^{*}$
, $L\in \mathrm{M}\mathrm{I}\mathrm{N}(\mathrm{S}, \mathcal{L})$ ([2]).
32. $\mathcal{L}=L(\Gamma_{1}),$ $L(\Gamma_{2}),$ $\cdots$ M-
$\xi$ , $L(\Gamma)\in \mathcal{L}$
, .
$L(\Gamma)=L(\pi)\cup L(\Gamma_{\tau})$ .
, induction step EFS
,
. , , .
, .
$\overline{\tau}_{\pi}=\tau\{y:=x\pi x’, y\in V_{\tau}\}(=\tau_{x\pi x’})$
, $\overline{\tau}_{\pi},$ $\Gamma_{\tau}$ .
42. $\Gamma$ $=$ $(\pi, \tau)$ . ,






( $\epsilon$ ) , $A_{\pi}$ . $\pi$
119
, $B_{\pi}$ . $\pi=u’(x\pi’x’)w’$
, $A_{\pi}=w,$ $B_{\pi}=u’$’ . ,
$\pi\in\Sigma^{*}$ , $A_{\pi}=B_{\pi}=\pi$ , $\pi$
, $\pi=A_{\pi}(x\pi’x’)B_{\pi}$ ( $\pi’=\epsilon$ )
.
$\Sigma$ ’ $\preceq_{\mathrm{P}},$ $\preceq_{s}$ :
$v\in\Sigma^{*}$ $w\in\Sigma^{*}$ , $\mathrm{t}^{1}\preceq_{p}w$
. , $v$ $w$ , $\mathrm{t}$ ) $\preceq_{S}u|$
. , $\preceq_{p},$ $\preceq_{S}$ ,
.
43. $\mathrm{E}\mathrm{F}\mathrm{S}\Gamma=(\pi, \tau),$ $\xi\in\Gamma_{\tau}$ .
, $A_{\xi}=A_{\tau^{\mathrm{O}}}^{i}A_{\pi}$ , $B_{\xi}=B_{\pi}B_{\tau}^{j_{0}}$
$i_{0},j\mathrm{o}\geq 1$ .
$(u|, v)$ , $w\preceq_{p}v$ , $v\preceq_{p}u1$
, pref$ix$ , $(w, \tau.’)\in$
Pref . , Suff $\preceq_{S}$
.
44. $\pi,$ $\tau$ ,
. $L(\pi)\cap L(\tau)\neq\phi\Leftrightarrow(A_{\pi}, A_{\tau})\in$
Pref, $(B_{\pi}, B_{\tau})\in \mathrm{S}\mathrm{u}\mathrm{f}\mathrm{f}$
, .
45. $\pi,$ $\tau$ . $\pi=$
$A_{\pi}(x\pi’x’)B_{\pi}$ , $\tau=A_{\tau}(x\tau’x’)B_{\tau}$ ,
$\tau’$ , $\pi’$ . ,
$\tau\preceq\pi\Leftrightarrow A_{\pi}\preceq_{\mathrm{P}}A_{\tau}$ , $B_{\pi}\preceq_{\mathit{8}}B_{\tau}$
46. $\Gamma=(\pi, \tau)$ . $A_{\pi}=B_{\pi}=\epsilon$
, $L(\Gamma_{\tau})\subseteq L(\pi)$ , , $L(\Gamma)=L(\pi)$ .
$(i)\exists i_{0}\geq 1s.t$ . $u|\preceq_{\mathrm{P}}1’w\iota_{0}$ $\Leftrightarrow$ $w\preceq_{\mathrm{P}}\mathrm{z}^{1}*$
$\Leftrightarrow\forall \mathrm{i}\geq 0,$ $w\preceq_{p}\mathrm{t}^{i}’ w$
$(ii)\exists j\mathrm{o}\geq 1s.t$ . $u’\preceq_{S}wv^{\overline{J}0}$ $\Leftrightarrow$ $u’\preceq_{\mathrm{S}}$
$v^{*}\Leftrightarrow\forall j\geq 0,$ $w\preceq_{S}u’ v^{g}$
42. EFS $\Gamma$ $=$ $(\pi, \tau)$ ,
. (1) $\Gamma$ .
(2) $A_{\pi}\not\leq_{\mathrm{P}}A:(A_{\tau}\neq\epsilon)$ , $B_{\pi}\not\leq_{s}B_{\tau}^{*}(B_{\tau}\neq\epsilon)$
(3) $L(\Gamma_{\tau})\cap L(\pi)=\phi$
, .
4.1. EFS $\Gamma=(\pi, \tau)$
, $O(|\pi|+|\tau|)$
.
42. $\pi$ $\tau$ v-v ,
EFS $\Gamma=(\pi, \tau)$ .
48. EFS $\Gamma=(\pi, \tau)$ , $\gamma$




$\Gamma$ , 4.4 , $\xi\in\Gamma_{\tau*}$
, $(A\epsilon, A_{\tau_{\pi}})\not\in Pref$ $(B\epsilon, B_{\tau_{\pi}})\not\in$
$Suff$ .
4.9. EFS $\Gamma=(\pi, \tau)$ , $\xi\in$
$\Gamma_{\tau},$ $L(\xi)\cap L(\tau_{\pi})\neq\emptyset\Rightarrow\xi\preceq\tau_{\pi}$
43. $\Gamma$ , $L(\Gamma_{\tau})=L(\tau_{\pi})\cup$
$L(\Gamma_{\tau*})$ , L(\mbox{\boldmath $\tau$} $L(\Gamma_{\tau*})=\emptyset$
$4.\acute{1}$ EFS
$\Gamma=(\pi, \tau)$ , $L(\pi)\subseteq L(\Gamma)$ ,
, $L(\Gamma_{\tau})\not\subset L(\pi)$ . ,
EFS .
46 , $\pi$ ,
(v-v ) , $\Gamma=(\pi, \tau)$
. , $\pi\in\Sigma^{*}$ , $\Gamma=(\pi, \tau)$
. , EFS
. $w\in\Sigma^{*}$ , $W\preceq_{p}\mathrm{t}^{\mathrm{t}}i$
$i\geq 0$ , $W\preceq_{p}\mathrm{t}’*$ . $”\preceq_{S}v^{*}$
.
47. $w\in\Sigma^{*},$ $v\in\Sigma^{+}$ .
410. EFS $\Gamma=(\pi, \tau)$ , $\gamma$






411. EFS $\Gamma=(\pi, \tau)$ , $\gamma$
. $S(\gamma)\subseteq L(\Gamma_{\tau})$ ,
$S(\gamma)\not\subset L(\tau_{\pi})\Leftrightarrow L(\gamma)\subseteq L(\Gamma_{\tau*})$
43. EFS $\Gamma=(\pi, \tau),$ $\Gamma’=(\alpha, \beta)$




(i) $L(\Gamma’)\subseteq L(\pi)\Leftrightarrow\alpha\preceq\pi,$ $\beta_{\alpha}\preceq\pi$ ,
(ii) $L(\alpha)\subseteq L(\pi),$ $L(\Gamma_{\beta}’)\subseteq L(\Gamma_{\mathcal{T}})$
$\Leftrightarrow\alpha\preceq\pi$ , $\beta_{\alpha}\not\leq\pi$ ,
(iii) $L(\alpha)\subseteq L(\Gamma_{\tau}),$ $L(\Gamma_{\beta}’)\subseteq L(\pi)$




, $M$- , EFS
.
4.4. EFS $\mathcal{R}\mathcal{E}\mathcal{L}^{2}$ , M-
.
EFS $\Gamma=\{\pi, \tau\}$ , $L(\Gamma)$
$S(\Gamma)$ : $S(\Gamma)=S(\pi)\cup S(\tau)$ . $\#\Sigma\geq 4$
, $L(\Gamma)$
([15]).
, induction step EFS $\Gamma=$
$(\pi, \tau)$ , $S(\Gamma)=S(\pi)\cup S(\tau_{\pi})\cup S(\tau_{\tau_{\pi}})\cup$
$S(\tau_{\tau_{\tau_{\pi}}})L(\Gamma),$ $L(\pi)$ , $c(\pi)$ ,
$L(\Gamma_{\tau})$ , $c(\tau_{\pi})$
.
4.5. EFS $\Gamma\in \mathcal{R}\mathcal{E}^{2}$
, $S(\Gamma)$ , $L(\Gamma)$ ( $\mathcal{R}\mathcal{E}\mathcal{L}^{2}$ )
4.4, 4.5 , .
46. EFS $\mathcal{R}\mathcal{E}\mathcal{L}^{2}$ ,
.
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