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Abstract— To accurately estimate locations and velocities
of surrounding targets (cars) is crucial for advanced driver
assistance systems based on radar sensors. In this paper we
derive methods for fusing data from multiple radar sensors
in order to improve the accuracy and robustness of such
estimates. First we pose the target estimation problem as a
multivariate multidimensional spectral estimation problem. The
problem is multivariate since each radar sensor gives rise to
a measurement channel. Then we investigate how the use of
the cross-spectra affects target estimates. We see that the use
of the magnitude of the cross-spectrum significantly improves
the accuracy of the target estimates, whereas an attempt to
compensate the phase lag of the cross-spectrum only gives
marginal improvement. This paper may be viewed as a first
step towards applying high-resolution methods that builds on
multidimensional multivariate spectral estimation for sensor
fusion.
I. INTRODUCTION
The development of advanced driver assistance systems
(ADASs) is one of the key technologies for highly automated
automotive systems. Indeed, ADASs can be used in many
important tasks such as lane change assistant, forward colli-
sion avoidance and adaptive cruise control [1]. The preferred
environmental sensing in ADASs is the radar technology.
The latter works reliably also in bad lighting conditions and
when visibility is reduced due to presence of rain or fog.
Radars provide accurate estimates of the target parameters,
e.g., range, relative velocity and angle of multiple targets.
State of the art radar systems typically use the chirp
sequence modulation principle and a uniform linear array
(ULA) of receive antennas. Thus, radar measurements in a
coherent processing interval (CPI) is a superposition of k 3-
d complex sinusoids where k is the number of targets [2],
[3]. Under reasonable assumptions, such radar measurements
can be modeled as a stationary stochastic process whose
spectrum is multidimensional and univariate. Moreover, the
spectrum is characterized by k peaks (target frequencies)
corresponding to the aforementioned sinusoids. Accordingly,
an important task is to estimate such a spectrum and, in
particular, its peaks and the corresponding frequencies [4],
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[5]. Then the target parameters can be recovered from these
target frequencies.
A natural development is towards cars with several au-
tomotive radars [6], [7], and thus an important aspect is
the integration of multiple radar modules with the aim to
improve the target parameter estimation. In the present paper
we consider an integrated system of automotive modules
where we have two ULAs of receivers that share one
common transmitter. We model the measurements of the
two ULAs of receivers as a vector-valued stochastic process
defined in a multidimensional support. Hence, its spectrum is
a multivariate (i.e., matrix vauled) complex function defined
over a multidimensional frequency domain.
We show by simulation evidence that the cross spectrum
of the two modules, i.e., the information coming from the
dependence between the measurements of the two modules,
can be used to improve the estimation of the target frequen-
cies. In doing that, we propose a windowed periodogram
to estimate the multidimensional multivariate spectrum from
the measurements.
This work is a first attempt to employ multivariate and
multidimensional spectral analysis for high resolution sensor
fusion. Of course a more structured approach in the same
vein of [8, Section II] might be employed to cast sensor
fusion into a generalized moment problem with an entropic
optimization functional. For this kind of problems a very rich
stream of research has been produced both in the multidi-
mensional univariate case [9]–[12] and the unidimensional
multivariate case [13]–[28].
The outline of the paper is as follows. In Section II
we formulate the problem. In Section III we introduce the
multidimensional multivariate windowed periodogram. In
Section IV simulation experiments are presented. Finally, in
Section V we draw the conclusions.
II. PROBLEM STATEMENT
Consider an automotive radar system that employs co-
herent linear frequency-modulated (LFM) pulse train signals
and uses a ULA of receive antennas for the measurement.
Assume, for simplicity, that only one target is present in
the field of view. According to [4], [5], after down-mixing,
filtering, and sampling, the (scalar) measurement of a ULA
in a CPI is modeled as a 3-d complex sinusoidal signal
y(t) = a ei(〈θ, t〉+ϕ) + w(t). (1)
The meaning of each variable will be explained next. The
index t takes values in the set
Z3N :=
{
(t1, t2, t3) ∈ Z3 : 0 ≤ tj ≤ Nj − 1, j = 1, 2, 3
}
,
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where N1 denotes the number of samples per pulse, N2 the
number of pulses, N3 the number of (receive) antennas, and
N := [N1, N2, N3] defines the size of the data array. The
scalar a is a real amplitude. The variable ϕ is an initial phase
angle which is assumed to be a random variable uniformly
distributed in [−pi, pi] (cf. [29, Section 4.1]). The process w
is a zero-mean circular complex white noise independent of
ϕ. The real vector θ = (θ1, θ2, θ3) contains three unknown
normalized angular target frequencies so that θ ∈ T3 :=
[−pi, pi]3 and 〈t, θ〉 := t1θ + t2θ2 + t3θ3 is the usual inner
product in R3. Moreover, the components θj (j = 1, 2, 3)
are related to the range r, the (radial) relative velocity v,
and the azimuth angle α of the target via
θ1 = c1r − pi
θ2 = c2v
θ3 = c3 sinα
(2)
where cj (j = 1, 2, 3) are known positive constants which
may be computed explicitly from parameters of the radar
system [5, Section 16.4]. More specifically, these formulas
depend on the waveform, the array geometry of the radar and
on the sampling rate of the signal processing unit. Notice
that we follow the convention in which the azimuth angle
α ranges from −pi/2 to pi/2 (see Fig. 1). It is easy to see
that the parameter vector (r, v, α) can be readily recovered
from the frequency vector θ. In addition, the target range
and velocity are assumed to belong to given closed intervals,
namely r ∈ [0, rmax], v ∈ [−vmax, vmax] where rmax =
2pi/c1 and vmax = pi/c2. It is reported in [30] that under
their radar implementation rmax = 200 m and vmax = 250
km/h. We also assume that the velocity is fixed in one CPI
(which is at the scale of 20 ms).
The target parameter estimation problem consists in esti-
mating the unknown target frequencies θ from the sinusoid-
in-noise measurements generated according to model (1);
indeed an estimate of (r, v, α) is straightforwardly given
through (2). Such a frequency estimation problem has been
well studied in the literature (see, e.g., [29, Chapter 4]).
Through elementary calculations, one gets
σk := E y(t+ k)y(t)∗ = a2ei〈θ,k〉 + σ˜2δk,0, (3)
where (·)∗ denotes complex conjugate (transpose), σ˜2 is the
noise variance, and δk,0 is the Kronecker delta function. Tak-
ing the Fourier transform, the multidimensional-univariate
spectrum of the signal is
Φ(ω) = 2pia2δ(ω − θ) + σ˜2, (4)
where δ(·) here is the Dirac delta measure. If an estimate Φˆ
of the spectrum is available, an estimator of θ is given by
[5]
θˆ := argmax
ω∈T3
Φˆ(ω). (5)
In what follows, we consider an integrated system of
automotive modules where we have two ULAs of receivers
that share one common transmitter. The ULAs are placed
in the same line at a distance d (see Fig. 1), say a few
decimeters. Under the far field assumption which is common
in this kind of setup, the target parameters (r, v, α) sensed by
the two ULAs essentially differ only in the range dimension
by d sinα. Then the measurement equation becomes
y1(t) = a e
i(〈θ, t〉+ϕ) + w1(t)
y2(t) = a e
i(〈θ, t〉+Mθ3+ϕ) + w2(t) .
(6)
Here M = d/∆s where ∆s is the distance between two
adjacent antennas in the ULA, and the phase shift Mθ3
represent the phase shift between the measurements of the
two ULAs due to the distance d. The noises in different
channels are assumed to be uncorrelated with the same
variance σ˜2. Set y(t) := [ y1(t) y2(t) ]>, then we have
Σk := Ey(t+ k)y(t)∗ = a2ei〈θ,k〉R+ σ˜2δk,0I2, (7)
where the matrix
R =
[
1 e−iMθ3
eiMθ3 1
]
. (8)
The multidimensional-multivariate spectrum of y is
Φ(ω) = 2pia2δ(ω − θ)R+ σ˜2I2. (9)
Let Φˆ be an estimate of Φ. We need a post-processing method
to integrate the information from the two ULAs in order to
obtain an estimator of θ. The most straightforward way to
use the information is to treat the two signals y1 and y2
independently. Then we estimate the two multidimensional-
univariate spectra Φˆ11(ω) of y1 and Φˆ22(ω) of y2 separately.
Finally, we compute the estimate as
θˆI := argmax
ω∈T3
|Φˆ11(ω)|2 + |Φˆ22(ω)|2, (10)
where the subscript I of the estimate θˆ stands for “indepen-
dent”. This is essentially a univariate philosophy as it merges
the estimate of two univariate spectra.
We propose to use a genuinely multivariate approach
where the cross-spectrum Φˆ12 is taken into account and
plays a crucial role. We will test the performances of our
approach against the estimate (10) and show that these
performances can be improved by taking Φˆ12 into account in
a wise manner. The first method of this multivariate approach
considers the estimate
θˆS := argmax
ω∈T3
|Φˆ11(ω)|2+2
[
Re(eiMω3Φˆ12(ω))
]2
+|Φˆ22(ω)|2,
(11)
where the subscript S of the estimate θˆ stands for “shifted”.
In fact, the weight eiMω3 for the cross spectrum Φˆ12(ω)
was designed to cancel out the phase shift caused by the
third component of the (true) target frequency in θ, namely
the (1, 2) element of the matrix R in (8). This seems to be a
very natural method for taking Φˆ12 into account. Simulation
evidence, however, shows that the improvement of perfor-
mances with respect to (10) is modest (see Section IV). A
better approach appears to be the following:
θˆF := argmax
ω∈T3
‖Φˆ(ω)‖2F, (12)
TR1
R2
d
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α
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r
Fig. 1. An integrated system of automotive modules installed in the red car. T: transmitter, R: ULAs receiver, d: distance between the two ULAs, r:
range of the target, α: azimuth angle. Under the far field assumption, we have α ≈ α′. The green car is the target.
where the subscript F of the estimate θˆ stands for “Frobe-
nius” as ‖Φˆ(ω)‖2F := |Φˆ11(ω)|2 + |Φˆ22(ω)|2 + 2 |Φˆ12(ω)|2
is the Frobenius norm.
The above reasoning can be generalized to the case of
n targets in a straightforward manner. The measurement
equation in that case becomes
y1(t) =
n∑
k=1
ake
i(〈θ(k), t〉+ϕk) + w1(t)
y2(t) =
n∑
k=1
ake
i
(
〈θ(k), t〉+Mθ(k)3 +ϕk
)
+ w2(t),
(13)
in which the random phases {ϕk} are assumed to be indepen-
dent. The spectrum of the signal is a sum of n Dirac deltas
with masses concentrated at the target frequencies {θ(k)}
plus the noise spectrum. Then, the frequency estimates can
be obtained as the first n peaks of some suitable objective
function (e.g., those reported previously) designed from the
estimated spectrum. Another option is to use methods such
as orthogonal matching pursuit (see, e.g., [31]) or RELAX
[32] for the post processing step by using the relation (9).
The remaining part of the problem is how to obtain a good
estimate of the multidimensional-multivariate spectrum from
a finite number of observations. Note that even though the
model is derived for two radar sensors it is straightforward to
extend the model to an arbitrary number of aligned sensors.
III. THE WINDOWED PERIODOGRAM
Suppose that we have a finite realization of the random
field y(t) given by (6) with t ∈ Z3N. Define the finite Fourier
transform
yˆN(ω) :=
∑
t∈Z3N
y(t)e−i〈t,ω〉. (14)
Then the (unwindowed) periodogram is defined as
Φˆp(ω) :=
1
|N| yˆN(ω)yˆN(ω)
∗ (15)
where |N| := N1N2N3 (cf. [33]). This is a function on T3
whose values are Hermitian positive semidefinite matrices
of rank one. In practice, Φˆp is an asymptotically unbiased
estimator of Φ due to the relation
Φ(ω) :=
∑
k∈Z3
Σke
−i〈k,ω〉 = lim
min(N)→∞
E Φˆp(ω) (16)
which holds under a mild assumption on the decay rate of
the covariances. The more precise statement is given in [34,
Section V].
It is well-known in the scalar unidimensional case (i.e.,
a scalar process with a single “time” index) that the peri-
odogram corresponds to the correlogram using the standard
biased covariance estimator for Σk (see e.g., [29, Chap-
ter 2]). The same holds in our multivariate and multidimen-
sional case. To see this, we need to first introduce the set
Z32N−1 := {k ∈ Z3 : −Nj + 1 ≤ kj ≤ Nj − 1, j = 1, 2, 3}
(17)
for the covariance lags. Then after a change of the summation
index, we have
Φˆp(ω) =
1
|N|
∑
t∈Z3N
∑
s∈Z3N
y(t)y(s)∗e−i〈t−s,ω〉
=
1
|N|
∑
k∈Z32N−1
∑
s∈ΞN,k
y(s+ k)y(s)∗e−i〈k,ω〉,
(18)
where each component of the index s in the second line must
satisfy {
0 ≤ sj ≤ Nj − 1− kj if kj ≥ 0
−kj ≤ sj ≤ Nj − 1 if kj < 0 , (19)
and hence the set
ΞN,k := {s ∈ Z3 : sj satisfies (19) for j = 1, 2, 3}. (20)
For k ∈ Z32N−1, take the covariance estimate to be
Σˆk :=
1
|N|
∑
s∈ΞN,k
y(s+ k)y(s)∗, (21)
and we have
Φˆp(ω) =
∑
k∈Z32N−1
Σˆke
−i〈k,ω〉. (22)
From the above relation, one immediately sees that the
periodogram is not a good estimator of the spectrum because
the sample covariances with large lags (which are very noisy)
enter Φˆp as if they were as reliable as Σ0. Moreover, by
the definition (15), we know that the periodogram is always
singular for any ω ∈ T3. As a result, in our 2× 2 scenario,
we have |Φ12(ω)|2 = Φ11(ω)Φ22(ω), which means that the
cross spectrum does not give much extra information since
its modulus is completely determined by the diagonal terms.
To handle these issues concerning the periodogram, we re-
sort to the windowing technique, also know as the Blackman-
Tukey method. More precisely, we first fix a vector of posi-
tive integers n := [n1, n2, n3] which are small elementwise
compared to N. Then we choose the index set
Λ := {k ∈ Z3 : |kj | ≤ nj , j = 1, 2, 3} (23)
as the domain of the real-valued window function w(·),
and discard those covariance estimates (21) with indices k
outside the set Λ. The resulting spectrum estimator is
Φˆ(ω) =
∑
k∈Λ
w(k)Σˆke
−i〈k,ω〉. (24)
A. Some Computational Details
In order to obtain the windowed periodogram (24), we
need to compute the covariance estimates (21), at least for
the indices k ∈ Λ. Under our multidimensional-multivariate
setup, directly computing those quantities can be messy
and asymptotically inefficient. An alternative implied by the
relation (22) is to first form the unwindowed periodogram
using (14) and (15), and then obtain {Σˆk} with the inverse
FFT. Notice that we have to respect the signal processing
convention of the DFT which is followed by implementa-
tions of the FFT routine. More precisely, if we relabel the
covariance sequence by letting Σˆk = Xk+N−1, then it is
easy to verify that
2(N−1)∑
k=0
Xke
−i〈k,ω〉 = e−i〈N−1,ω〉
∑
k∈Z32N−1
Σˆke
−i〈k,ω〉.
This means that the steps to get the covariance estimates in
(21) given the data array y(t), t ∈ Z3N are the following
three:
1) Perform the FFT of size 2N − 1 to y(t) with zero
padding;
2) Compute the periodogram Φˆp(ω) by (15);
3) Perform the inverse FFT of e−i〈N−1,ω〉Φˆp(ω).
Similarly, the windowed periodogram (24) is obtained
by performing FFT of size N to the covariance sequence
{w(k)Σˆk}k∈Λ and multiplying the result by ei〈n,ω〉.
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Fig. 2. Frequency estimation error when N = [ 40 40 7 ].
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Fig. 3. Frequency estimation error when N = [ 60 60 4 ].
In the case of m measurement channels, the “independent”
processing (10) needs m auto-spectra. In contrast, the other
two schemes (11) and (12) require also the cross spectra.
Clearly, the time complexity for computing the complete
matricial spectrum grows roughly at the scale of m2.
Recall at last that after the windowing operation, the
spectrum (24) is not necessarily positive definite over the
frequency domain. Such positivity is checked on the N-grid
of T3.
IV. SIMULATION RESULTS
We perform Monte Carlo simulations, each of which
contains 1000 repeated trials. In each trial, every component
of the target frequencies vector θ is drawn from the uniform
distribution in [−pi, pi]. The signal amplitude is fixed as
a = 1. The measurement noises are zero-mean Gaussian
with a standard deviation σ˜ = 20 (low-quality sensor).
The integer that appears in the second measurement channel
for the phase shift is set as M = 20. After choosing the
R-I R-F R-S B-I B-F B-S
0
1
2
3
4
5
6
7
8
9
Fig. 4. Frequency estimation error when N = [ 70 70 3 ].
size N of the data array, the vector measurements y(t) are
generated according to the model (6). Then the windowed
periodogram (24) is computed. More precisely, the following
two window functions have been implemented to smooth the
periodogram:
1) the rectangular window, that is w(k) = 1 for all k ∈ Λ;
2) the Bartlett window, that is
w(k) = w1(k1)w2(k2)w3(k3)
where for j = 1, 2, 3,
wj(kj) =
nj + 1− |kj |
nj + 1
, kj = −nj , . . . , nj . (25)
The window widths are fixed as n = [ 8 8 2 ] for the
rectangular window and n = [ 12 12 3 ] for the Bartlett
window. These windows have been chosen empirically in
such a way that the single channel periodograms exhibit
good performances. Then, the target frequencies vector θˆ
is obtained by each of the three post-processing methods
described in Section II. Next we consider the following
estimators for θ: R-I, R-F, R-S, B-I, B-F and B-S. R and B
means that the windowed periodogram has been computed
using the rectangular and the Bartlett window, respectively.
The letters I, S, and F correspond to the methods for
searching the peak in the windowed periodogram using
(10), (11) and (12), respectively. The performances of such
estimators are measured by the norm of the error, namely
‖θˆ−θ‖. These errors in each trial are collected and visualized
using the boxplot. According to the Matlab documentation,
on each box, the central mark indicates the median, and the
bottom and top edges of the box indicate the 25th and 75th
percentiles, respectively. The whiskers extend to the most
extreme data points not considered outliers, and the outliers
are plotted individually using the “+” symbol.
In the first Monte Carlo experiment we consider N =
[ 40 40 7 ]. The results are depicted in Fig. 2. As one
can see, the best performance is given by R-F and B-F,
i.e., the methods using (12) which exploits the information
coming from the dependence between the two measurements
channels. The “shift” methods R-S and B-S provide only
minor improvements in the performance. The reason can
probably be explained as follows. The true phase shift
e−iMθ3 between the two measurement channels is fixed,
while the compensation term depends on the variable ω3.
Therefore, the weight is not correct unless ω3 = θ3. Since
our computations are only carried out for the variable ω
on a discrete grid, an exact phase cancellation almost never
happens.
In the second Monte Carlo experiment we consider N =
[ 60 60 4 ], i.e., the two ULAs receiver modules have
the number of antennas which coincides with the series-
production automotive radar sensor considered in [4, Table
1]. The results are depicted in Fig. 3: the same observations
as before can be drawn. In the third Monte Carlo experiment
we consider N = [ 70 70 3 ], i.e., the two ULAs receiver
modules have a very small number of antennas. The same
observation as before still hold, see Fig. 4. These experiments
show that the information in the cross term of the multidi-
mensional multivariate windowed periodogram (24) provide
an estimator of θ, through (12), which outperforms the one
that uses only the auto-spectra.
Finally, it is worth noting that in all the Monte Carlo
experiments, the number of samples per pulse and the
number of pulses are small making the estimation procedure
computationally efficient, in particular, when computing the
FFT. On average, with the grid sizes corresponding to Figs. 2,
3, and 4, the time needed to run one trial is 0.16, 0.19, and
0.22 s, respectively. The simulation environment is Matlab
on a laptop with an Intel Core i5-4200U CPU and 3.6 GB
of RAM.
V. CONCLUSIONS AND FUTURE WORKS
We have considered an integrated system of automotive
modules for the target parameter estimation problem. Simula-
tion results show that the cross term in the multidimensional
multivariate windowed periodogram provides a remarkable
improvement for estimating the target frequencies. On the
other hand, the proposed periodogram gives an estimation
error of the target frequencies characterized by some outliers.
Possible extensions are to develop high-resolution spectral
estimation techniques (cf. [35]) as well as methods applicable
for MIMO transmit arrays [36]. Another possible extension
is to consider the more general formulation in [8, Section II],
instead of a finite superposition of sinusoids as in (13). The
ULAs’ measurements can be modeled as integrals
y1(t) =
∫
T3
a(θ)ei(〈θ, t〉+ϕ(θ))dθ + w1(t)
y2(t) =
∫
T3
a(θ)ei(〈θ, t〉+Mθ3+ϕ(θ))dθ + w2(t),
(26)
where, now the amplitude a and the initial phase ϕ are
both functions of the frequency, and dθ := dθ1dθ2dθ3.
Again we make the assumption that ϕ(θ) follows a uniform
distribution in [−pi, pi] for any θ ∈ T3, and ϕ(θ) and ϕ(θ′)
are independent if θ 6= θ′.1 The covariance lag has the
expression
Σk =
∫
T3
|a(θ)|2Rei〈θ,k〉dθ + σ˜2δk,0I2. (27)
Hence the multidimensional multivariate spectral density is
Φ(θ) = (2pi)3|a(θ)|2R + σ˜2I2 in which (2pi)3 is a normal-
ization constant for the Lebesgue measure on T3. Within
this framework it would be possible to build a theory for the
construction of the spectrum based on the moment equation
(27) whose left-hand side is replaced with the standard biased
covariance estimates (see Section III) computed from the
radar measurements. It is worth noting that some a priori
information on the spectrum to be estimated can be used in
the same spirit of the so called THREE-like estimators [13],
[37]–[40]. Once a spectrum is constructed, the frequency
estimate can be obtained by (12).
REFERENCES
[1] A. Eskandarian, Handbook of Intelligent Vehicles. Springer, 2012,
vol. 2.
[2] F. Gini, A. De Maio, and L. Patton, Eds., Waveform Design and
Diversity for Advanced Radar Systems. Institution of engineering
and technology London, 2012.
[3] M. Wintermantel, “Radar system with improved angle formation,”
Mar. 4 2014, US Patent 8,665,137.
[4] F. Engels, P. Heidenreich, A. M. Zoubir, F. K. Jondral, and M. Win-
termantel, “Advances in automotive radar: A framework on computa-
tionally efficient high-resolution frequency estimation,” IEEE Signal
Process. Magazine, vol. 34, no. 2, pp. 36–46, 2017.
[5] F. Engels, “Target shape estimation using an automotive radar,” in
Smart Mobile In-Vehicle Systems: Next Generation Advancements.
Springer Science+Business Media, 2014, ch. 16, pp. 271–290.
[6] J.-J. Lin, “Integration of multiple automotive radar modules based on
fiber-wireless network,” in 24th Wireless and Optical Communication
Conference (WOCC). IEEE, 2015, pp. 36–39.
[7] M. Murad, J. Nickolaou, G. Raz, J. S. Colburn, and K. Geary, “Next
generation short range radar (SRR) for automotive applications,” in
IEEE Radar Conference. IEEE, 2012, pp. 0214–0219.
[8] T. T. Georgiou, “Relative entropy and the multivariable multidimen-
sional moment problem,” IEEE Trans. Inform. Theory, vol. 52, no. 3,
pp. 1052–1066, 2006.
[9] S. Lang and J. McClellan, “Multidimensional MEM spectral estima-
tion,” IEEE Trans. Acoust. Speech Signal Process., vol. 30, no. 6, pp.
880–887, 1982.
[10] T. T. Georgiou, “Solution of the general moment problem via a one-
parameter imbedding,” IEEE Trans. Automat. Control, vol. 50, no. 6,
pp. 811–826, 2005.
[11] A. Ringh, J. Karlsson, and A. Lindquist, “Multidimensional rational
covariance extension with applications to spectral estimation and
image compression,” SIAM J. Control Optim., vol. 54, no. 4, pp. 1950–
1982, 2016.
[12] ——, “Multidimensional rational covariance extension with approxi-
mate covariance matching,” SIAM J. Control Optim., vol. 56, no. 2,
pp. 913–944, 2018.
[13] M. Pavon and A. Ferrante, “On the geometry of maximum entropy
problems,” SIAM Rev., vol. 55, no. 3, pp. 415–439, 2013.
[14] M. Zorzi, “An interpretation of the dual problem of the THREE-like
approaches,” Automatica J. IFAC, vol. 62, pp. 87 – 92, 2015.
[15] E. Avventi, “Spectral moment problems: Generalizations, implemen-
tation and tuning,” Ph.D. dissertation, KTH Royal Institute of Tech-
nology, Stockholm, 2011.
1Notice that the assumption of independence may be questionable as one
naturally wants to require the function ϕ(θ) to be continuous in θ in the
mean-square sense. However, since we eventually deal with discrete spectra
in the implementation, such an assumption is acceptable.
[16] A. Blomqvist, A. Lindquist, and R. Nagamune, “Matrix-valued
Nevanlinna–Pick interpolation with complexity constraint: An opti-
mization approach,” IEEE Trans. Automat. Control, vol. 48, no. 12,
pp. 2172–2190, 2003.
[17] F. Ramponi, A. Ferrante, and M. Pavon, “A globally convergent
matricial algorithm for multivariate spectral estimation,” IEEE Trans.
Automat. Control, vol. 54, no. 10, pp. 2376–2388, 2009.
[18] ——, “On the well-posedness of multivariate spectrum approxima-
tion and convergence of high-resolution spectral estimators,” Systems
Control Lett., vol. 59, no. 3, pp. 167–172, 2010.
[19] A. Ferrante, M. Pavon, and F. Ramponi, “Hellinger versus Kullback–
Leibler multivariable spectrum approximation,” IEEE Trans. Automat.
Control, vol. 53, no. 4, pp. 954–967, 2008.
[20] A. Ferrante, C. Masiero, and M. Pavon, “Time and spectral domain
relative entropy: A new approach to multivariate spectral estimation,”
IEEE Trans. Automat. Control, vol. 57, no. 10, pp. 2561–2575, 2012.
[21] M. Zorzi, “A new family of high-resolution multivariate spectral
estimators,” IEEE Trans. Automat. Control, vol. 59, no. 4, pp. 892–
904, 2014.
[22] ——, “Multivariate spectral estimation based on the concept of
optimal prediction,” IEEE Trans. Automat. Control, vol. 60, no. 6,
pp. 1647–1652, 2015.
[23] T. T. Georgiou and A. Lindquist, “Likelihood analysis of power spectra
and generalized moment problems,” IEEE Trans. Automat. Control,
vol. 62, no. 9, pp. 4580–4592, 2017.
[24] B. Zhu and G. Baggio, “On the existence of a solution to a spectral
estimation problem a` la Byrnes-Georgiou-Lindquist,” IEEE Trans.
Automat. Control, vol. 64, no. 2, pp. 820–825, 2019.
[25] T. T. Georgiou, “Spectral analysis based on the state covariance: the
maximum entropy spectrum and linear fractional parametrization,”
IEEE Trans. Automat. Control, vol. 47, no. 11, pp. 1811–1823, 2002.
[26] F. P. Carli, A. Ferrante, M. Pavon, and G. Picci, “A maximum entropy
solution of the covariance extension problem for reciprocal processes,”
IEEE Trans. Automat. Control, vol. 56, no. 9, pp. 1999–2012, 2011.
[27] B. Zhu, “On the well-posedness of a parametric spectral estimation
problem and its numerical solution,” To appear in IEEE Trans.
Automat. Control, arXiv e-print: 1802.09330, 2018.
[28] ——, “On the uniqueness result of Theorem 6 in “Relative Entropy
and the Multivariable Multidimensional Moment Problem”,” IEEE
Trans. Inform. Theory, vol. 65, no. 7, pp. 4634–4639, 2019.
[29] P. Stoica and R. Moses, Spectral Analysis of Signals. Upper Saddle
River, NJ: Pearson Prentice Hall, 2005.
[30] H. Rohling and M. Kronauge, “Continuous waveforms for automotive
radar systems,” in Waveform Design and Diversity for Advanced Radar
Systems, ser. IET Radar, Sonar and Navigation Series, F. Gini, A. D.
Maio, and L. Patton, Eds. IET, 2012, vol. 22, ch. 7, pp. 173–205.
[31] A. M. Bruckstein, D. L. Donoho, and M. Elad, “From sparse solutions
of systems of equations to sparse modeling of signals and images,”
SIAM Rev., vol. 51, no. 1, pp. 34–81, 2009.
[32] J. Li and P. Stoica, “Efficient mixed-spectrum estimation with applica-
tions to target feature extraction,” IEEE Trans. Signal Process., vol. 44,
no. 2, pp. 281–295, 1996.
[33] P. J. Brockwell, R. A. Davis, and S. E. Fienberg, Time Series: Theory
and Methods. Springer Science & Business Media, 1991.
[34] B. Zhu, A. Ferrante, J. Karlsson, and M. Zorzi, “M2-spectral estima-
tion: A relative entropy approach,” Submitted to IEEE Trans. Automat.
Control, 2019.
[35] T. T. Georgiou, “Spectral estimation via selective harmonic amplifica-
tion,” IEEE Trans. Automat. Control, vol. 46, no. 1, pp. 29–42, 2001.
[36] J. Li and P. Stoica, “MIMO radar with colocated antennas,” IEEE
Signal Process. Magazine, vol. 24, no. 5, pp. 106–114, 2007.
[37] C. Byrnes, T. Georgiou, and A. Lindquist, “A new approach to spectral
estimation: A tunable high-resolution spectral estimator,” IEEE Trans.
Signal Process., vol. 48, no. 11, pp. 3189–3205, 2000.
[38] M. Zorzi and R. Sepulchre, “AR identification of latent-variable
graphical models,” IEEE Trans. Automat. Control, vol. 61, no. 9, pp.
2327–2340, Sept 2016.
[39] T. Georgiou and A. Lindquist, “Kullback-leibler approximation of
spectral density functions,” IEEE Trans. Inform. Theory, vol. 49, pp.
2910 – 2917, 12 2003.
[40] C. I. Byrnes, P. Enqvist, and A. Lindquist, “Identifiability and well-
posedness of shaping filter parametrizations: A global analysis ap-
proach,” SIAM J. Control Optim., vol. 41, no. 1, pp. 23–59, 2002.
