













































































































cific cohorts, e.g., subjects  in  the  Intensive Care Unit  (ICU), who are hospitalized or  in 
nursing homes, who are post‐surgery, following a traumatic event (i.e., myocardial infarc‐
tion, subarachnoid hemorrhage, major blunt trauma, etc.), or with specific conditions (e.g., 
diabetes,  sepsis).  Several  geriatric  scores,  originally  defined  for  functional  analysis  in 
older adults, have also been correlated to mortality prediction, such as the Katz Index of 
Independence  in Activities of Daily Living  [13],  the Lawton  Instrumental Activities of 
Daily Living Scale [14], the Barthel Index [15,16], the Clinical Frailty Score [17], and so on. 
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Variables  Hazard Ratio (HR)  HR 95% C.I.  p‐Value 
Sex  0.47  0.27–0.83  0.01 
HDL Cholesterol  0.88  0.83–0.93  <0.005 
Rheumatoid arthritis  0.20  0.02–2.43  0.21 
Total T‐score  0.77  0.62–0.96  0.02 
Secondary osteoporosis  1.54  0.8–2.95  0.2 
Glucocorticoids  2.95  0.8–10.8  0.1 
Parent Fractured Hip  0.68  0.31–1.5  0.34 
Sway trace length (no vision)  1  1.0–1.0  0.02 











MODEL    AUC‐ROC  AUC‐PR 
BRIER 
SCORE 
F1 SCORE  ACCURACY  RECALL  PRECISION 
LR 
Test  0.509  0.222  0.746  0.048  0.954  0.036  0.072 
  (0.500–0.527)  (0.020–0.520)  (0.741–0.753)  (0.000–0.095)  (0.945–0.959)  (0.000–0.071)  (0.000–0.143) 
Train  0.568  0.280  0.543  0.079  0.957  0.536  0.043 
  (0.534–0.601)  (0.251–0.297)  (0.543–0.544)  (0.072–0.087)  (0.956–0.957)  (0.429–0.679)  (0.038–0.048) 
DT 
Test  0.511  0.094  0.596  0.068  0.904  0.095  0.056 
  (0.507–0.514)  (0.020–0.148)  (0.566–0.634)  (0.025–0.120)  (0.856–0.930)  (0.000–0.143)  (0.000–0.096) 
Train  0.522  0.104  0.587  0.079  0.913  0.093  0.076 
  (0.518–0.527)  (0.095–0.121)  (0.577–0.593)  (0.069–0.086)  (0.907–0.918)  (0.079–0.112)  (0.059–0.092) 
RF 
Test  0.509  0.187  0.044  0.040  0.956  0.030  0.052 
  (0.508–0.509)  (0.020–0.520)  (0.041–0.045)  (0.000–0.080)  (0.955–0.959)  (0.000–0.060)  (0.000–0.104) 
Train  0.570  0.106  0.044  0.028  0.956  0.015  0.167 
  (0.551–0.590)  (0.092–0.117)  (0.043–0.045)  (0.010–0.046)  (0.955–0.957)  (0.000–0.031)  (0.000–0.300) 
ADABOOST 
Test  0.512  0.054  0.547  0.020  0.953  0.012  0.056 
  (0.510–0.514)  (0.020–0.121)  (0.547–0.548)  (0.000–0.059)  (0.952–0.953)  (0.000–0.036)  (0.000–0.167) 
Train  0.582  0.113  0.549  0.056  0.951  0.036  0.138 






















































models with  probability  calibration,  cost‐sensitive  learning,  and  sampling  techniques 
have been investigated. 















performance was obtained with SMOTE  combined with probability  calibration  (AUC‐
ROC: 0.535). In this case, cost‐sensitive learning tended to slightly reduce the overall per‐
formance (AUC‐ROC: 0.503–0.530) compared to using sampling techniques only (AUC‐


























 The dataset was divided  in 70/30 (as test set), with the 70% again split  in 70/30 for 
training and validation purposes, with stratification being applied 
 A standard RF classifier was used to discriminate between the original and the syn‐
thetic data. The model was  trained on  the  training  set with  the hyper‐parameters 
tuned on the validation set. The optimized model was finally evaluated on the test 
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the  overall model.  For  this  purpose,  several ML  techniques  (e.g.,  data  augmentation, 
resampling, and so on) were investigated. A summary of the main results shown in Tables 
S1–S8,  limited  to AUC‐ROC, AUC‐PR, precision, and recall,  is  illustrated  in Table 3  to 
better support the reader. 
Table 3. Enhanced base learners performance (selected cases summary). 
Model  AUC‐ROC  AUC‐PR  Precision  Recall 
LR W/ ADASYN    0.573    0.311    0.055    0.548 
W/ PROB. CAL.  (0.566–0.582)  (0.288–0.339)  (0.054–0.056)  (0.500–0.596) 
DT W/ SMOTE    0.541    0.317    0.045  0.572 
W/O PROB. CAL.  (0.509–0.567)  (0.123–0.425)  (0.033–0.052)  (0.179–0.78) 
RF W/ RUS    0.642    0.337    0.068  0.590 
W/O PROB. CAL.  (0.504–0.781)    (0.121–0.553)  (0.029–0.107)  (0.179–1.00) 
RF W/ RUS    0.606  0.467  0.053  0.875 
W/ PROB. CAL.  (0.597–0.615)  (0.441–0.493)  (0.053–0.054)  (0.821–0.929) 
ADABOOST W/ ADASYN    0.543    0.364  0.047    0.667 
W/ PROB. CAL.  (0.520–0.582)  (0.300–0.419)  (0.044–0.053)  (0.536–0.769) 
LR W/ SMOTE    0.539  0.262    0.049  0.453 
W/O PROB. CAL. W/ D.A.  (0.510–0.559)  (0.247–0.288)  (0.045–0.056)  (0.429–0.500) 
LR W/ ADASYN    0.539  0.273  0.049  0.476 
W/O PROB. CAL. W/ D.A.  (0.523–0.555)  (0.260–0.288)  (0.046–0.055)  (0.429–0.500) 
DT W/ SMOTEENN    0.530  0.448  0.044  0.845 
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W/ PROB. CAL. W/ D.A.    (0.509–0.560)  (0.371–0.503)  (0.040–0.047)  (0.679–0.964) 
RF W/ SMOTE    0.535  0.280  0.050  0.488 
W/ PROB. CAL. W D.A.  (0.513–0.557)  (0.176–0.336)  (0.038–0.065)  (0.286–0.607) 
ADABOOST W/ SMOTE    0.529  0.172  0.046  0.476 









































































alive). As  in clinical practice,  the main goal  is  to detect as accurately as possible “high 
mortality risk” subjects, so minimizing the false negatives is more important than mini‐









































and  testing  results. Even  though past  studies have  looked  at  comparing different  ap‐
proaches in the same technique (for example, comparing several data augmentation ap‐
proaches with each other [64], or different over/under‐sampling techniques [67]), very few 
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