Abstract. In this paper we consider the noncausal optimal tracking problem on the finite time interval for linear switched systems. We consider the problem to obtain the solution of both optimal switching sequences and optimal control inputs such that the tracking error is minimized. In this paper we assume that information of reference signals is known a priori for the whole time interval and utilize its information so that the tracking performace becomes better. We study a computation method of the optimal performance including some information of tracking errors and present an iterative algorithm to determine the optimal timing and optimal tracking performance numerically.
Introduction
On optimal control problems for switched systems, the problem to obtain the solution of both the optimal switching sequences and the optimal inputs is very important, and so much works have been done by many researchers recently( [1, 2, 6, 19, 20, 22] ).
In particular, X. Xu and P. J. Antsaklis have studied the optimal timing and control problem by the parametrization approach( [19, 22] ). They have decomposed the problem into two stages. In the first stage, they have considered a cost optimization problem over fixed switching sequences. In the second stage, they have considered a nonlinear optimization problem to find local switching sequences. In order to solve these two problems, they have presented an algorithm based on the gradient projection method and its variations( [3] ). For linear qudratic (LQ) problem, they have constructed the optimization algorithm by using the general Riccati equation parametrized by switching instants. The embedded control system theory is a more general control theory than the theory by their time parametrization approach for the switched systems. The switched systems can be "embedded" into a larger class of systems. Recently the relationship between the switched and embedded systems has been researched( [2] ).
It is well known that, for design of tracking control systems, preview information of reference signals is very useful for improving the performance of the closed-loop systems, and much work has been done for preview control systems( [4, 5, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] ). U. Shaked and C. E. de Souza have presented the H ∞ tracking theory with preview by a game theoretic approach( [17] ). Their theory can be restricted to optimal tracking theory and also extended to robust H ∞ tracking control theory( [18] ) or stochastic H ∞ tracking control theory( [7] [8] [9] ). Their theory has been applied to various types of systems, for example, continuous-time systems ([8, 17, 18] ), discrete-time systems( [4, 7] ), impulsive systems ( [13] [14] [15] [16] ) and so on. In this paper we describe that their tracking theory can be applied to the switched systems.
There exist two structures on preview information. One is the fixed preview type that information of reference signals is known until fixed preview time length ahead. The other is the perfectly noncausal type that information of reference signals is known a priori for the whole time interval. In this paper we assume that the structure of the preview information is the perfectly noncausal type.
In this paper we study the noncausal optimal timing and tracking control problem for linear switched systems based on the time parametrization approach by X. Xu and P. J. Antsaklis( [19, 22] ). In order to design noncausal feedforward compensators, we consider a vector and its dynamics introducing future information of reference signals( [17] ). As the cases of the previous various preview or noncausal tracking control theory( [4, 5, [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] ), we can expect improvement of tracking performance by introducing future information. We present a practical optimization algorithm, which is an extension of the time parametrization method by X. Xu and P. J. Antsaklis( [19, 22] ). Their algorithm is feasible for numerical computation in the sense of not demanding more than solving a set of ODEs (ordinary differential equations) with boundary conditions. Compared with it, our algorithm on the tracking problem needs some numerical integration to add to the task of solving the set of ODEs.
The organization of this paper is as follows. In section 2 we describe our systems and problem formulation. In section 3 we present the equivalent noncausal GSLQ(General Switched Linear Quadratic) tracking problem and, under the assumption of the fixed switching instants, give the necessary and sufficient conditions of the solvability and a control strategy for this problem. In section 4 we construct the optimization algorithm of both switching instants and tracking performance, based on the theory described in the section 3. In the appendix we describe the proof of Proposition 1, which gives the necessary and sufficient conditions of the solvability and a control strategy for the equivalent noncausal GSLQ tracking problem under the assumption of the fixed switching instants.
Notations: Throughout this paper the subscript " " stands for the matrix transposition, · denotes the Euclidian vector norm and v 2 R also denotes the weighted norm v Rv.
Problem Formulation
Consider the following switched systems with effects of reference signal.
where x ∈ R n is the state, u ∈ R m is the control input, z c ∈ R kc is the controlled output, r c (t) ∈ R rc is an known or mesurable reference signal. x 0 is a given initial state. t 0 and T is given initial and terminal times, and t 1 is a switching time to be sought such that the tracking performance becomes optimal. We assume that all system matrices are constant and of compatible dimensions.
Remark 1.
The generalized system with K switching instants of the system (1) can be represented as follows:
Throughout this paper, for simplification, we mainly consider the system (1), which has only one switching instant.
For the system (1), we assume the following condition.
A1: D 12 D 12 > O
We define the following performance index for the system (1)
where Q f ≥ O. Partially, in this paper, in order to clarify the switching intants, we denote J as J(t 1 ) and etc.
Remark 2. On defining the performance index, U. Shaked and C. E. de Souza([17] ) have introduced the expectation ER s considering the average of the performance index over the statistics of the unknown partR s+h := {r c (l); s + h < l ≤ T } of the reference signal r c where h is a fixed preview length. Note that, compared with it, we do not introduce any expectation operators. As U. Shaked and C. E. de Souza have described in [17] , the expectation operator is superfluous in the case of perfectly noncausal settings because we don't have to consider both of causal and noncausal parts on the whole time interval, i.e., we don't have to consider any unknown parts of reference signals at the current time on the whole time interval [t 0 , T ].
For the system (1) and the performance index (3), we consider the following noncausal optimization problem.
Noncausal Optimal Timing and Tracking Problem :
Consider the system (1) and the performance index (3), and assume the condition A1. Assume also that the reference signal {r c (t)} is known a priori for the whole time interval t ∈ [t 0 , T ]. Then, find {u * } and a switching instant t 1 minimizing the performance index (3) .
In order to solve this problem, we consider the following optimization algorithm as [19, 22] . However, note that our performance index can include any noncausal information of tracking signals. ) if second-order method is to be used). 4) Use some feasile direction method to update to be t
) (the stepsize α j can be chosen using some stepsize rule, e.g.,Armijo's rule( [3] )). Set the iteration index j = j + 1. 5) Repeat Steps 2), 3), 4) and 5), until, for a given small number > 0,
How can we compute this gradient of the performance index? X. Xu and P. J. Antsaklis( [19, 22] ) have presented how to compute the gradient for the GSLQ problem using the generalized Riccati equation denpendent on the parameter, but not considering any exogeneous tracking signals nor noncausal information. We present an algorithm including how to compute the gradient with the tracking error, considering the effects of the exogeneous and noncausal tracking error over the whole time interval [0, T ]. In order to construct the algorithm, we utilize the dynamics which gives the noncausal information of the tracking signal with the parametrized general Riccati equation by X. Xu and P. J. Antsaklis together.
Approach Based on The Parametrization of The Switching Instants
In order to realize the algorithm for the Noncausal Optimal Timing and Tracking Problem in the previous section, we take the following steps.
Step 1: We parameterized and reduce our problem to the equivalent GSLQ Tracking Problem.
Step 2: We seek the solution of the equivalent GSLQ Tracking Problem for the fixed x n+1 .
Step 3: Minimize J with respect to varying x n+1 .
First we introduce a state variable x n+1 corresponding to the switching instant t 1 . Let x n+1 satisfy
Moreover, we introduce a new independent time variable τ and define a piecewise linear relationship between t and τ as follows:
By this parametrization of the switching time, our Noncausal Optimal Timing and Tracking Problem is transcribed into the following equivalent problem.
Equivalent Noncausal GSLQ (General Switched Linear Quadratic) Tracking Problem
Consider the system
for τ ∈ [0, 1) and
for τ ∈ [1, 2] . t 0 , T and x(0) are given. Assume that the reference signal {r c (t)} is known a priori for the whole time interval τ ∈ [0, 2]. Find an x n+1 and a u(τ ) such that the parametrized performance index
is minimized.
Note that this problem no longer includes any varying switching instants. However, it is difficult to solve this problem because of the nonlinearity of the whole system including the variable x n+1 . In order to solve this problem, first we assume that x n+1 is fixed. Now we consider the following general Riccati equation and terminal condition parametrized by x n+1 .
and X(2,
Remark 3. This type of Riccati equation is the same as the one for the standard GSLQ problem by [19, 22] not considering the effects of any reference signals nor noncausal information.
Then we have the following proposition, which gives the solvability and an optimal control strategy for our equivalent GSLQ tracking problem under the assumption of the fixed x n+1 . This proposition is an extension of the noncausal tracking control theory by U. Shaked and C. E. de Souza([17] X(τ, x n+1 ) satisfying the conditions X(τ, x n+1 ) = X (τ, x n+1 ) and X(2, x n+1 ) = Q f such that the equation (8)- (9) holds over τ ∈ [0, 2] . Then an optimal control strategy for our noncausal tracking problem (5)- (6) and (7) is given by
where
and the terminal condition θ(2, x n+1 ) = 0 wherē
Moreover, the parametrized value at τ = 0 of performance index by the optimal input u *
(Proof): See appendix.
Remark 4.
In the case of the causal tracking problem, in which we do not consider any future information of tracking signals, the control strategy is
using the solution of the Riccati equation (8)- (9), and the parametrized value at τ = 0 of performance index by the optimal input u * c,i for i = 1, 2 is
By comparing the value of performance index in the case of the noncausal tracking with the one in the case of the causal numerically, we can quantitatively verify whether or not the tracking performance becomes better by the noncausal information of the tracking signal.
We can obtain the value of J(x n+1 ) at τ = 0 by solving (8)- (9) and (12)-(13) (for a fixed x n+1 ) backward in τ along with the terminal conditions X(T, x n+1 ) = Q f and θ(T, x n+1 ) = 0. Moreover how can we numerically calculate the gradient dJ(x n+1 )/dx n+1 ? We will describe the method of calculus of the gradient dJ(x n+1 )/dx n+1 in the next section.
Construction of An Algorithm for Numerical Computation
Our issue is to find the optimal point x n+1 at which the performance index including the tracking error is minimized. For this purpose, we need calculate the gradient dJ(x n+1 )/dx n+1 . Hence, throughout in this section, we assume the following condition for the reference signal r c (t).
A2
: r c is at least C 2 class function.
We need calculate the gradient dJ(x n+1 )/dx n+1 according to the optimization algorithm. From (14), we obtain
In order to obtain the value at x n+1 of this right hand side, we make calculus as follows. By differentiatting (8) and (9), we have the following equation.
over the time interval τ ∈ [0, 1) and
over the time interval τ ∈ [1, 2] . Note that (∂/∂x n+1 )(∂/∂τ) = (∂/∂τ)(∂/∂x n+1 ) and we have used the general Riccati equation (8)- (9) on these calculus. Moreover, with respect to the terms including the tracking errors, we have
.
Now we need the value of ∂θ/∂x n+1 at τ ∈ [0, 2]. By differentiatting ∂θ/∂x n+1 with respect to τ ∈ [0, 2] and using the dynamics (12)- (13) of θ, we obtain the following equality.
∂ ∂τ
for τ ∈ [0, 1), where
Note that these equalities (8)- (9), (12)- (13), (19)- (20) and (21)- (22) are a set of ODEs for X(τ, x n+1 ), θ(τ, x n+1 ), ∂X/∂x n+1 and ∂θ/∂x n+1 with the boundary conditions
Now we obtain the following modified algorithm to obtain the values of the gradients of the performance index and the optimal timing numerically. (19)- (20) with ∂X/∂x n+1 (2, x n+1 ) = O utilizing the result of 2a). 3b) For the given x j n+1 , solve (21)- (22) with ∂θ/∂x n+1 (2, x n+1 ) = 0 utilizing the result of 2a), 2b) and 3a) 3c) Collectting the values over τ ∈ [0, 2] obtained in 2a), 2b), 3a) and 3b), we do a numerical integration to obtain the value of (∂J/∂x n+1 )(x j n+1 ) (cf. (18)) Or, instead of 2) and 3), 2-3) For the given x j n+1 , solve a set of ODEs (8)- (9), (12)- (13), (19)- (20) and (21)- (22) 
), e.g., refer to [21] ) (the stepsize α j can be chosen using some stepsize rule, e.g.,Armijo's rule [3] ). Set the iteration index j = j + 1. 5) Repeat Steps 2), 3), 4) and 5), until, for a given small number , |∂J/∂x n+1 | < .
Remark 5.
In order to obtain not only the initial value but also the value of the tracking error term numerically, we need not only the initial value but also the intermediate value of the solutions for the set of ODEs (8)- (9), (12)- (13), (19)- (20) and (21)- (22) . For example, we set a sufficiently small sampling time and approximately calculate the value of the integral to obtain the values of the gradients dJ/dx n+1 at the switching instants.
Remark 6. Note that, as we have described in Remark 4, in the case of the causal tracking problem, we do not need any information with respect to the values of θ and ∂θ/∂x n+1 , which is different from the case of the noncausal tracking problem.
Remark 7. The Cases of More Than One Switching Times:
It can be seen that there is no difficulty in applying the previous method to GSLQ tracking problems in the cases with more than one switchings as GSLQ problems not considering any tracking signals. In detail, we can construction the algorithm for the optimization as follows: Assuming that there exist K switchings, we can transcribe the original optimal tracking problem into an equivalent problem by introducing K new state variables x n+i , i = 1, · · · , K which correspond to the switching instants t i and satisfy
The new independent time variable τ has the following piecewise linear relationship between t and τ .
Note that τ = 0 corresponds to t = t 0 , τ = 1 corresponds t = t 1 ,..., and τ = K + 1 corresponds to t = T . Then, differentiating the Riccati equations and the dynamics of θ parametrized by x n+1 ,· · ·,x n+K , we can obtain additional equations for ∂X/∂x n+i and ∂θ/∂x n+i . Along with the boundary conditions (8)- (9) and (12)- (13) with respect to x n+1 , we can form a set of ODEs. Along with the terminal and boundary conditions X(2, 
Conclusion
In this paper, we have studied the noncausal optimal timing and tracking problem for the switched systems. We have presented an optimization algorithm based on the time parametrization approach by X. Xu and P. J. Antsaklis( [19, 22] ). In order to obtain the values of the gradients of the performance index, we need to do numerical integration and have assumed the appropriate smoothness on the reference signals. In spite of these task of numerical integration and assumption on the reference signals, we can expect better tracking performance and more appropriate switching timings by the noncausal information of the reference signals. Our noncausal tracking theory can be also applied to more general embedded systems. To clarify relationship between switched and more general embedded systems from the point of view of noncausal tracking control is a very important issue to research.
where we have used the dynamics (12) . Similarly, for τ ∈ [1, 2] , using the dynamics ( as the optimal control strategy. By the terminal conditions P (2, x n+1 ) = Q T and θ(2, x n+1 ) = 0, we get the result. Necessity: Because of arbitrality of the reference signal r c (·), by considering the case of r c (·) ≡ 0, one can easily deduce the necessity for the solvability of our GSLQ tracking problem. For the purpose, one can get the parametrized general Hamiltion-Jacobi equation by applying the standard dynamic programming method based on the principle of optimality. We can obtain the parametrized general Riccati equation (8)- (9) by restricting the form of the value function to be quadratic as follows:
V (x, τ, x n+1 ) = x X(τ, x n+1 )x (QED.)
