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Zusammenfassung
Obwohl gute Suchmaschinen heute bereits den Zugang zu Dokumenten erleichtern,
bleibt das Bedu¨rfnis nach intelligenten, zielgerichteten Suchfunktionen innerhalb von
Dokumenten. Die große Zahl der Dokumente und vor allem die rasche Zunahme und
geringe Halbwertszeit der Daten verbietet die rein manuelle Auszeichnung. Alterna-
tiv entwickeln Computerlinguisten Methoden, die auf der Grundlage eines kleinen
Ausschnitts manuell aufbereiteter Daten Verfahren zur automatischen Extraktion
implementieren.
Gegenstand der vorliegenden Dissertation ist es, den Begriff der Definition im Sinn
von Annotationsrichtlinien zu operationalisieren sowie Ressourcen und Methoden
zur automatischen Extraktion definitorischer Textsegmenten zu untersuchen.
Auf der Basis eines mit diesen Annotationsrichtlinien manuell aufbereiteten Korpus
wurden Merkmale zum Aufspu¨ren und Auszeichnen von definitorischen Textseg-
menten abgeleitet. Diese Merkmale wurden in einem System implementiert, das zur
automatischen Extraktion von Definitionen eingesetzt werden und z. B. als Hilfs-
mittel fu¨r die lexikographische Arbeit dienen kann.
Im Zusammenhang mit den verschiedenen Extraktionsexperimenten wurde zudem
eine Sammlung von mehr als 3.000 Textsegmenten zusammengetragen, die entspre-
chend der in den Annotationsrichtlinien erarbeiteten Operationalisierung als Defini-
tionen interpretiert und als eigensta¨ndiges Korpus verwendet werden ko¨nnen.
Die verschiedenen Experimente des Dissertationsprojekts zeigen allerdings, dass es
sich bei Definitionen ha¨ufig um syntaktisch, semantisch und pragmatisch a¨ußerst
komplexe Textsegmente handelt, die nicht nur schwer zu extrahieren, sondern vor
allem schwer zu annotieren sind. Ob also ein Textsegment von einem bestimmten
Rezipienten als Definition interpretiert und genutzt wird, ha¨ngt teilweise stark von
individuellen Faktoren ab.
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Definition: Das Einfrieden der Wildnis einer Idee mit einem Wall von Worten.
Samuel Butler (1835-1902)
In verschiedenen Bereichen der Linguistik und Sprachtechnologie spielen definitori-
sche Textsegmente eine zentrale Rolle. Denn Definitionen benennen, in aller Regel
explizit, metasprachliches Wissen – Wissen also u¨ber die Bedeutung oder Verwen-
dung sprachlicher Einheiten. In ganz unterschiedlichen Anwendungsszenarien ko¨nnen
diese interessant sein: Bekannte Beispiele sind die korpus- bzw. computergestu¨tzte
Konstruktion von gedruckten und maschinenlesbaren Wo¨rterbu¨chern, aber auch au-
tomatisierte Autorensysteme fu¨r E-Learning-Anwendungen oder fu¨r die technische
Kommunikation. Ziel der vorliegenden Arbeit ist es, Voraussetzungen und Metho-
den fu¨r die automatische Extraktion definitorischer Textsegmente aus Korpora zu
untersuchen. Dabei setzen die hier beschriebenen U¨berlegungen und Experimente
den Akzent auf ein bestimmtes Spektrum von Anwendungsszenarien. Diese sehen
ein online verfu¨gbares Wortinformationssystem fu¨r Laien vor (z. B. DWDS1), das
sich einerseits aus einem Wo¨rterbuch und andererseits aus einer Sammlung von Tex-
ten, einem Korpus, zusammensetzt. Die Anwendungsszenarien dienen in erster Linie
dazu, die Vorgehensweise im empirischen Teil dieser Arbeit zu fokussieren; Details
dazu sind Abschnitt 3.1 zu entnehmen.
Wie die Forschung der letzten zwei Jahrzehnte gezeigt hat, schlummern in den von
Linguisten und Sprachtechnologen im Hinblick auf ganz unterschiedliche Fragen
zusammengestellten Korpora viele, bisher ungenutzte und mo¨glicherweise wertvolle
Informationen (vgl. u. a. [Leech (2005), 20]). Eine dieser noch brachliegenden, fu¨r
einen potenziellen Nutzer des oben angedeuteten Systems interessanten Informatio-
nen stellt das metasprachliche Wissen u¨ber Wo¨rter und Wortgruppen dar, wie es in
Form von Definitionen in Texten enthalten sein kann. Der Fokus dieser Arbeit liegt
dementsprechend auf allgemeinsprachlichen, fu¨r Laien versta¨ndlichen Definitionen
(so genannten Alltagsdefinitionen, vgl. auch Abschnitt 2.6.4) und unterscheidet sich
1www.dwds.de (Stand 2010-03-22).
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4in dieser Hinsicht von den Arbeiten zur Extraktion definitorischer Textsegmente in
Fachtextkorpora.
Zwar wa¨re die vollsta¨ndig manuelle Auszeichnung relevanter Textsegmenten eine
Mo¨glichkeit, besonders hochwertige Daten zu entwickeln, doch diese Vorgehenswei-
se verbietet sich auf Grund des großen Zeit- und Kostenaufwands. Um preiswerter
und schneller Informationen eines bestimmten Typs in gro¨ßeren Datenmengen fin-
den zu ko¨nnen, wurden in den letzten 30-40 Jahren von Computerlinguisten ver-
schiedene Algorithmen entwickelt, die die Auszeichnung und Extraktion bestimmter
Informationseinheiten in Korpora (halb-)automatisch durchfu¨hren.
Diese Verfahren, in aller Regel unter dem Terminus Informationsextraktion zusam-
mengefasst, mu¨ssen fu¨r jeden Informationstyp speziell angepasst werden, wozu eben-
falls eine bestimmte Menge, im Hinblick auf die gesuchte Information manuell an-
notierter Daten notwendig ist. Diese Annotationsarbeit ihrerseits setzt eine opera-
tionale Beschreibung der gesuchten Informationstypen voraus, die u¨blicherweise in
Form von Annotationsrichtlinien zusammengefasst wird. Die Qualita¨t der Operatio-
nalisierung wird dann mit Hilfe der Ergebnisse eines so genannten Inter-Annotator
Agreement Tests dargelegt.
Basierend auf den manuell ausgezeichneten Daten werden die gesuchten Informa-
tionstypen im Sinn einer Merkmalsrepra¨sentation beschrieben. Bei der Suche nach
Merkmalen orientieren sich Experten im Bereich der Informationsextraktion heute
nicht mehr so sehr an linguistischen Theorien, sondern vielmehr am Aspekt der Un-
terscheidungskraft der Merkmale bzgl. der gesuchten Informationstypen. Die Merk-
malsrepra¨sentation stellt wiederum die Grundlage dar fu¨r die Auswahl und Anpas-
sung eines geeigneten Algorithmus zur automatischen Extraktion von Definitionen.
Aus dem eben Gesagten ergeben sich direkt die Forschungsfragen, an denen sich
die vorliegende Arbeit orientiert:
1. Welche Bedingungen mu¨ssen erfu¨llt sein, welche Einschra¨nkungen beru¨ck-
sichtigt und welche Herausforderungen gelo¨st werden, um
(a) in Daten Definitionen manuell annotieren zu ko¨nnen?
(b) Algorithmen zur automatischen Extraktion von Definitionen auswa¨hlen
bzw. anpassen zu ko¨nnen?
(c) erfolgreich Definitionen aus allgemeinsprachlichen Korpora extrahieren
zu ko¨nnen?
2. Wie sollte die Definition der Definition operationalisiert werden, um die ma-
nuelle Auszeichnung von Daten und die automatische Extraktion von Defini-
tionen zu ermo¨glichen?
3. Wie sollten die manuell annotierten Textsegmente (im Sinn einer Merkmalsre-
pra¨sentation) beschrieben werden, um die Auswahl und Anpassung geeigneter
Extraktionsalgorithmen zu gewa¨hrleisten und die erfolgreiche Extraktion von
Definitionen zu ermo¨glichen?
54. Welche Methoden und Algorithmen der Informationsextraktion eignen sich
(warum) besonders fu¨r die gegebene Aufgabestellung?
Aus diesen Forschungsfragen und der oben skizzierten Zielsetzung der vorliegenden
Arbeit ergeben sich die drei Aufgabenbereiche, die im Zentrum der hier vorgestellten
Forschung stehen:
1. Zuna¨chst wurde, basierend auf den in der Literatur beschriebenen Vorschla¨gen
sowie eigenen U¨berlegungen und Experimenten, die Definition der Definition
operationalisiert.
2. Diese Operationalisierung wurde evaluiert und anschließend fu¨r die Annotation
von Daten und eine statistische Korpusanalyse verwendet.
3. Basierend auf dem Korpus manuell annotierter Textsegmente und den zu-
geho¨rigen Merkmalsrepra¨sentationen wurden verschiedene Verfahren zur au-
tomatischen Extraktion von Definitionen getestet.
Methodisch basieren die meisten der im Folgenden beschriebenen Experimente auf
den Werkzeugen der Korpuslinguistik, der Computerlinguistik und Sprachtechnolo-
gie sowie der empirischen Sprachwissenschaften und einem Bereich der Informatik,
na¨mlich dem des Maschinellen Lernens. D. h. insbesondere, dass fast alle in der
vorliegenden Arbeit beschriebenen U¨berlegungen und Erkenntnisse auf der linguis-
tischen bzw. statistischen Auswertung sowie der Klassifikation von Korpusdaten
beruhen. Daneben wurde besonders im Zusammenhang mit der Operationalisierung
und Annotation von Definitionen auch auf die Befragung von Versuchspersonen
zuru¨ckgegriffen; diese wurde mit Hilfe von Fragebo¨gen durchgefu¨hrt; einige der Be-
obachtungen zur Annotation von Definitionen entstammen außerdem Gespra¨chen,
die wa¨hrend der Annotationsexperimente in regelma¨ßigen Absta¨nden mit den An-
notatoren gefu¨hrt wurden.
Mit der Wahl der technischen Werkzeuge, insbesondere dem Einsatz von Methoden
und Algorithmen der Informationsextraktion und des Maschinellen Lernens, verbin-
det sich die Grundannahme, dass es mo¨glich ist, durch die Analyse bekannter Daten
auf unbekannte zu schließen. Das heißt, eine sinnvolle2, evtl. manuell aufbereitete
Auswahl von Daten und ihre angemessene, funktionelle Merkmalsbeschreibung er-
laubt es, automatisch (mehr oder weniger) allgemein gu¨ltige Aussagen u¨ber den ge-
suchten Informationstyp zu treffen. Diese Aussagen wiederum werden dafu¨r genutzt,
(halb-)automatisch Informationen – hier Definitionen – aus Daten zu extrahieren.
Wissenschaftliche Erkenntnisse und Beobachtungen aus den Bereichen der Wissen-
schaftstheorie, (Sprach-)Philosophie, Lexikographie/Terminographie und Sprachent-
wicklungsforschung wurden in der vorliegenden Arbeit dann beru¨cksichtigt, wenn sie
sich fu¨r die Operationalisierung, Annotation oder Merkmalsbeschreibung von Defi-
nitionen als relevant erwiesen. Grundlage fu¨r die Darstellung der Anwendungssze-
narien bilden einige Erkenntnisse der Lexikographie, insbesondere die Studien und
Hypothesen zur Wo¨rterbuchbenutzung.
2Hier im Sinn von repra¨sentativ und ausgewogen.
6Zwar werden im Folgenden verschiedenste Aspekte von Definitionen diskutiert, die
vorliegende Arbeit erhebt aber keinen Anspruch darauf, eine neue oder gar umfas-
sende Theorie zur Definition vorzulegen. Vielmehr stehen im Zentrum diejenigen
Aspekte, die fu¨r die Operationalisierung relevant sind. Dabei stellt die Operationali-
sierung allerdings keinen Selbstzweck dar, sie bildet die Grundlage fu¨r die manuelle
Annotation und schließlich auch fu¨r die automatische Extraktion.
Eine Definition im Sinn der vorliegenden Arbeit ist eine kurze3 Beschreibung der Be-
deutung oder Verwendung einer sprachlichen Einheit. Sie nennt zentrale Bedeutungs-
bzw. Verwendungsaspekte dieser Einheit und sollte in Bezug auf Kontexteinbettung,
Formulierung und Rezipient informativ und angemessen sein. Fu¨r einen Rezipienten
ist sie damit ein Hilfsmittel zur Verortung der definierten Einheit in seinem Wort-
schatz. Alle hier genannten Aspekte einer Definition werden in Kapitel 2 detailliert
erla¨utert.
Mit der Methodenwahl, den Forschungsfragen wie auch der hier verwendeten Defini-
tion der Definition verbinden sich unterschiedliche Grundannahmen, die u. a. auf die
Relevanz und U¨bertragbarkeit der Ergebnisse einwirken. Die Anwendungsszenarien
basieren zuna¨chst auf der Annahme, dass Nutzer eines Wortinformationssystems,
bestehend aus Wo¨rterbuch und Korpus, an definitorischen Textbelegen zu einem
von ihnen gesuchten Wort interessiert sein ko¨nnten. Des Weiteren wird davon aus-
gegangen, dass die meisten potenziellen Nutzer eines solchen Systems a¨hnliche Vor-
stellungen davon haben, was eine Definition ist, und dass diese Vorstellungen mehr
oder weniger mit dem u¨bereinstimmen, was in der Literatur Definition genannt, was
in Texten produziert und von Versuchspersonen als definitorisch erkannt wird (vgl.
hierzu u. a. Abschnitt 3.4).
Der Fokus der Untersuchung auf bestimmte Definitionen und Texte bedingt, dass die
hier dargestellten Ergebnisse nur mit a¨ußerster Vorsicht auf andere Korpora, Textsor-
ten, Definitionstypen und Fachgebiete u¨bertragen werden ko¨nnen. Allerdings du¨rfte
die Beobachtung, dass die Annotation von Definitionen stark durch das individuelle
Vorwissen und sehr wahrscheinlich die perso¨nliche Einstellung der Annotatoren be-
einflusst wird, auch fu¨r andere Szenarien und Textsorten relevant sein (vgl. Abschnitt
3.7). Zusa¨tzlich ist sicher davon auszugehen, dass bei der Arbeit mit Fachtexten und
Fachterminologie andere bzw. weitere Aspekte eine Rolle spielen.
Wie die vorliegende Arbeit zeigt, stellen Definitionen einen unscharfen und stark
idiosynkratischen Einflu¨ssen unterworfenen Informationstyp dar. Dieser unterschei-
det sich zudem durch seine hohe Komplexita¨t in Bezug auf syntaktische und se-
mantische Merkmale von anderen Typen, die u¨blicherweise im Bereich der Informa-
tionsextraktion untersucht werden (etwa der der so genannten Named Entities). Mit
zunehmender Pra¨zisierung bzw. Verbesserung der operationalen Definition der De-
finition, der Annotationsrichtlinien und der Merkmalsrepra¨sentationen sollte es aber
in Zukunft mo¨glich sein, auch innovative Extraktionsalgorithmen zu untersuchen
und umzusetzen. Die Autorin hofft, mit der hier dargestellten Operationalisierung
sowie den verschiedenen Annotations- und Extraktionsexperimenten einen Beitrag
3In der Regel nicht la¨nger als ein Satz.
7zu dieser Entwicklung leisten zu ko¨nnen.
Die vorliegende Dissertation gliedert sich in die folgenden Teile:
Kapitel 2 bildet mit seinem kritischen Literaturu¨berblick den theoretischen Teil, in
dem in Abschnitt 2.2 zuna¨chst wegen seiner zentralen Bedeutung die Geschichte des
Wortes Definition skizziert wird. Anschließend werden in den Abschnitten 2.3 bis
2.7 die wichtigsten Funktionen der Definition und in den Abschnitten 2.8 und 2.9
einige ihrer Merkmale beschrieben. Daru¨ber hinaus werden in Abschnitt 2.10 zen-
trale Definitionstypen diskutiert sowie in Abschnitt 2.12 Verwandte der Definition
vorgestellt. Schließlich werden in Abschnitt 2.13 einige sprachtechnologische Arbei-
ten vorgestellt, in denen vor dem Hintergrund verschiedener Anwendungsszenarien
die automatische Extraktion von Definitionen diskutiert wird.
Im empirischen Teil in Kapitel 3 wird zuna¨chst in Abschnitt 3.1 das Spektrum der
Anwendungsszenarien dieser Arbeit diskutiert. Auf der Grundlage der dort beschrie-
benen Szenarien werden die theoretischen U¨berlegungen in Kapitel 2 gewichtet und
gleichzeitig die Zielsetzung der manuellen Annotation und automatischen Extrakti-
on pra¨zisiert. Anschließend wird das Methodenspektrum in Abschnitt 3.2.1 aufge-
schlu¨sselt und der experimentelle Aufbau der Arbeit in Abschnitt 3.2.2 vorgestellt.
Die vier im Rahmen dieser Arbeit durchgefu¨hrten Annotationsexperimente werden
in den Abschnitten 3.3 und 3.5 erla¨utert. Die Experimente zur Sicht von Definiti-
onsproduzenten bzw. -rezipienten sind dabei in Abschnitt 3.4 zu finden. Schließlich
wird in Abschnitt 3.6 mit den Ergebnissen der Inter-Annotator Agreement Tests die
Qualita¨t der Annotation untersucht und aus den Ergebnissen der Annotationsexpe-
rimente und Produzenten- bzw. Rezipientenstudien in Abschnitt 3.7 Modelle fu¨r die
Annotation und Produktion von Definitionen abgeleitet. In Abschnitt 3.8 werden
dann verschiedene Merkmalsrepra¨sentationen von Definitionen und Extraktionsver-
fahren diskutiert.
Kapitel 4 schließt die vorliegende Dissertation mit einer Zusammenfassung und ei-
nem Ausblick ab.
Bemerkungen zum Sprachgebrauch: In der vorliegenden Arbeit geht es um De-
finitionen: die Verwendung des Lexems Definition und seine Bedeutungen, ihre De-
finitionen und deren Operationalisierungsmo¨glichkeiten. Ha¨ufig wird das Wort De-
finition daher eher erwa¨hnt als gebraucht. Wa¨hrend des Schreibens wurde deutlich,
dass der ha¨ufig metasprachliche Gebrauch zu einigen stilistisch unscho¨nen Formu-
lierungen und bisweilen auch inhaltlicher Ungenauigkeit fu¨hrt. Aus diesem Grund
wurden die metasprachlichen Formulierungen nachtra¨glich vereinheitlicht. Es gilt:
• ... die Definition der Definition ...: Hiermit sind die in der Literatur genann-
ten (oder im Rahmen dieser Arbeit vorgelegten) Erkla¨rungen zur Bedeutung
bzw. (Empfehlungen zur) Verwendung des Lexems Definition gemeint.
• ... das Wort Definition ...: Hierbei handelt es sich um die (metasprachliche)
Erwa¨hnung des Lexems Definition. In der vorliegenden Arbeit wird anstelle
von Lexem meist Wort oder – soll der fachsprachliche Charakter verdeutlicht
8werden – Terminus verwendet. Der Einfachheit halber wird nur an einigen
Stellen, na¨mlich wenn es fu¨r das Textversta¨ndnis von Bedeutung ist, explizit
angegeben, von welchem Aspekt (z. B. der lexikalisch-semantischen Bedeu-
tung, der Verwendung) des Lexems Definition genau die Rede ist.
• ... die Operationalisierung der Definition ...: Damit ist eigentlich die Ope-
rationalsierung der Definition des Lexems Definition gemeint. D. h. die For-
mulierung von konkreten Handlungsanweisungen, mit denen Annotatoren oder
Versuchspersonen in der Lage sind, fu¨r ein gegebenes Textsegment eindeutig
(und einheitlich) zu entscheiden, ob es sich um eine Definition handelt oder
nicht.
• ... der Begriff Definition ...: Diese Formulierung findet sich vor allem in
Zitaten. Nicht immer ist dabei klar, ob dann Begriff mit Konzept, Intension
oder gar Bedeutung gleichzusetzen ist oder schlicht als (Teil-)Synonym fu¨r
Wort verwendet wird. Außerhalb von Zitaten wird die Formulierung verwendet,
wenn es um eine gedankliche Abstraktion einer Menge von Referenten geht,
der allerdings noch kein Wort eindeutig zugeordnet wurde. Wa¨hrend das Wort
Bedeutung in der vorliegenden Arbeit immer, als zu einem ganz bestimmten
Wort geho¨rend, verstanden werden will.
Kapitel 2
Zum Wort Definition, seiner
Bedeutung und Verwendung
Der Beginn der Weisheit ist die Definition der Begriffe
Sokrates (469-399 v. Chr.)
Obwohl u¨ber das Wort Definition, seine Bedeutung und Verwendung bereits seit
mehr als zweieinhalbtausend Jahren, zeitweise intensiv, nachgedacht wurde und
obwohl verschiedene Aspekte immer wieder diskutiert wurden und werden, scheint
sich bis heute keine einheitliche Auffassung zu ihm herauskristallisiert zu haben.
Wiegand beschreibt das wie folgt:
Manche Termini werden mit der Zeit vage; ihr Gebrauch ist dann nur
noch pragmatisch eingespielt und hinter dem so selbstversta¨ndlich ge-
wordenen Gebrauch verbirgt sich oft genug ein fragwu¨rdiger Konsens
daru¨ber, wovon eigentlich die Rede ist. [Wiegand (1990), 593]
Und weiter stellt er fest, dass
”
ein einheitlicher Begriff von Definition nicht vorliegt“.
[Wiegand (1990), 593]
Daru¨ber hinaus lassen sich kaum Arbeiten ausmachen, die Definitionen in (allge-
meinsprachlichen bzw. Alltags-) Texten untersuchen. Stattdessen beobachtet man in
den meisten Vero¨ffentlichungen eine stark pra¨skriptiv gepra¨gte und auf fachsprach-
liche Kontexte bezogene Herangehensweise. Pearson formuliert diese Beobachtung
folgendermaßen:
Research has focused on [. . . ] how to formulate definitions when writing
scientific prose rather than on examining authentic texts to ascertain
whether and how subject specialists formulate definitions when writing.
Consequently, the emphasis tends to be on what these researchers con-
sider to be ’typical’ definition formulae rather than on what the text
actually tells them. [Pearson (1998), 89]
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Die meisten Ansa¨tze, die die Wissenschaftler, besonders Philosophen und Lexiko-
graphen, im Laufe der Zeit im Zusammenhang mit der Definition diskutiert haben,
wurden (einzeln oder in unterschiedlich zusammengesetzten Aspektbu¨ndeln) immer
wieder aufgegriffen, verworfen, umstrukturiert, neu formuliert usw. Die Beziehun-
gen zwischen den Arbeiten sind dadurch so hochdimensional geworden, dass die
Literatur u¨ber eine chronologische Darstellung nur schwer greifbar erscheint. Die
naheliegende Schlussfolgerung ist daher, einen U¨berblick entsprechend der Haupt-
stra¨nge des Diskurses, d. h. entsprechend zentraler Fragestellungen, zu organisieren.
Wegen der Vagheit seiner Bedeutung, der unzureichenden linguistischen Beschrei-
bung und vermutlich auch wegen des komplexen Beziehungsgefu¨ges der Ansa¨tze
existiert bisher leider keine (korpus-)linguistisch motivierte Definitionstheorie, aus
der die Operationalisierung1 (u. a. als Basis fu¨r die manuelle Annotation) direkt
ha¨tte abgeleitet werden ko¨nnen.
Die im Folgenden beru¨cksichtigten Quellen wurden danach ausgewa¨hlt, ob sie
1. einen wesentlichen Beitrag zu einem der (thematischen) Hauptstra¨nge liefern,
2. in Bezug auf die Operationalisierung einen Beitrag leisten,
3. bekannte und mo¨glicherweise oft zitierte Arbeiten der wissenschaftlichen Dis-
kussion darstellen,
4. Aspekte diskutieren, die fu¨r die hier durchgefu¨hrten empirischen Studien re-
levant sind.
Die Arbeiten, die fu¨r den vorliegenden Literaturu¨berblick ausgewertet wurden, rei-
chen von den philosophischen Quellen der griechischen Antike, wie Platon, bis zu ak-
tuellen Vero¨ffentlichungen zur DIN- oder ISO-Standardisierung fu¨r wissenschaftliche
Terminologien. Trotz der verschiedenen Fragestellungen und der unterschiedlichen
wissenschaftlichen Traditionen dieser Arbeiten la¨sst sich, bezogen auf inhaltliche
Aspekte und Zusammenha¨nge, eine Struktur herausarbeiten, wie sie in Abbildung
2.1 dargestellt ist.
Dabei zeigen sich zwei Hauptstra¨nge, nach denen die Literatur strukturiert werden
kann und hier pra¨sentiert werden soll: Das sind
1. funktionale Aspekte von Definitionen (vgl. linker Teil von Abbildung 2.1 mit
dem Bereich wozu, wann, warum) und
2. pha¨nomenologische Aspekte (vgl. rechter Teil von Abbildung 2.1 mit dem
Bereich was, wie).
1Wobei hier besonders die so genannte Alltagsdefinition in Texten gemeint ist, das heißt












































Abbildung 2.1: U¨bersicht der Hauptstra¨nge der untersuchten Arbeiten
Die in Abbildung 2.1 dargestellte Gliederung ist das Ergebnis von Systematisierungs-
versuchen mit Hilfe von Visualisierungstechniken. Die hier abgebildete endgu¨ltige
Fassung dieser Versuche, die als Grundlage fu¨r den folgenden Literaturu¨berblick
dient, unterscheidet sich ganz bewusst in Ordnung und Gewichtung einzelner Aspek-
te von der seit der Antike tradierten Gliederung2. Die korpusgestu¨tzten Studi-
en, die fu¨r die vorliegende Arbeit durchgefu¨hrt wurden, fu¨hren in Verbindung mit
den Erkenntnissen von Autoren wie etwa [Pearson (1998)], [Darian (2003)] oder
[Wiegand (1998)] zu dem Schluss, dass die rein wissenschaftstheoretische bzw. phi-
losophische Herangehensweise mit den Ergebnissen empirischer Untersuchungen nur
schwer vereinbart werden kann. Urspru¨nglich sollte die in Abbildung 2.1 dargestell-
te Gliederung hauptsa¨chlich der Lesbarkeit der folgenden Abschnitte dienen; mit
zunehmendem Umfang dieses Literaturu¨berblicks wurde jedoch deutlich, dass die-
se neue Art der Darstellung bisher unbeachtete Zusammenha¨nge aufdecken kann
und alternative Sichtweisen auf bereits seit langem diskutierte, ungelo¨ste Probleme
ermo¨glicht.
Natu¨rlich ist keine der im Folgenden dargestellten Arbeiten allein einem dieser
Stra¨nge zuzuordnen, vielmehr liegt in aller Regel der Fokus auf einem Strang,
wa¨hrend gleichzeitig der andere mehr oder weniger thematisiert wird.
Natu¨rlichsprachliche Definitionen stellen einen faszinierenden Untersuchungsgegen-
stand dar, denn jede U¨berlegung, jeder Gedanke u¨ber sie wirft sofort eine Vielzahl
2Der Unterschied zwischen der hier vorgestellten neuen Gliederung und der tradierten bezieht
sich ausschließlich auf Ordnung und Gewichtung. Die in Letzterer u¨blicherweise diskutierten Aspek-
te werden natu¨rlich auch in der hier vorliegenden Arbeit alle beru¨cksichtigt.
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von linguistischen, philosophischen, kognitionswissenschaftlichen und wissenschafts-
theoretischen (Anschluss-)Fragen auf. Kurz, je weiter man sich in das Definitions-
dickicht hineinbegibt, desto verwirrender scheint es zu werden. Daher sind die fol-
genden Abschnitte strikt nach den beiden Hauptstra¨ngen geordnet; das Beziehungs-
geflecht der Arbeiten und der oben angesprochenen Blickrichtungen untereinander
wird einbezogen, wenn es fu¨r das Versta¨ndnis notwendig ist, und ausgeblendet, wenn
es eher Verwirrung stiftet.
Die Autorin ist auf Grund ihrer Literaturrecherche und ihrer eigenen empirischen
Untersuchungen davon u¨berzeugt, dass es zu einigen Fragen, die Definitionen be-
treffen, (bisher) keine zufrieden stellenden Antworten gibt. Das ko¨nnte nach der
Lektu¨re dieses Literaturu¨berblicks eine gewisse Unzufriedenheit (im ungu¨nstigsten
Fall) aber auch Neugierde (im gu¨nstigeren Fall) beim Leser hinterlassen. Unzufrie-
denheit und Neugierde ko¨nnen m. E. nur im Gleichgewicht bleiben, wenn man sich
stets vor Augen ha¨lt, welche grundlegenden Probleme mit dem Begriff Definition in
Verbindung stehen – auch wenn die meisten davon eben noch nicht wirklich zufrie-
denstellend beantwortet werden ko¨nnen. Dazu geho¨ren, um nur einige zu nennen:
Woher kommt und was ist Erkenntnis? Fassen Definitionen Wissen (bzw. Erkennt-
nisse) nur zusammen bzw. inwiefern schaffen sie (auch) etwas Neues? Welchen
Einfluss haben individuelle und kollektive Aspekte von Wissen auf die Formulierung
und Bewertung von Definitionen? Ist Wissen und Erkenntnis ohne Erfahrung mo¨glich
und kann es von einem Menschen auf einen anderen mittels Definition u¨bertragen
werden? Welches Wissen, welche Erfahrung setzt die kognitive Verarbeitung von De-
finitionen voraus? Sind Definitionen ein Mittel, um Begriffe zu bilden oder mu¨ssen
diese bereits vorher (im Kopf des Empfa¨ngers) existieren?
2.1 Zum Einstieg in die Definitionstheorie
Es erscheint schwer mo¨glich, u¨ber etwas zu schreiben, das einen Begriffsinhalt aber
(noch) keinen Namen oder einen Namen aber (noch) keinen Begriffsinhalt besitzt
(vgl. hierzu auch [Darian (2003), 45]). Daher seien an dieser Stelle einige wenige
Aspekte genannt, die dazu dienen sollen, das zu Definierende - na¨mlich das Wort
Definition – so weit ab- bzw. einzugrenzen, dass eine Arbeit an der Definition der
Definition mo¨glich wird. Das sind: eine sehr vorla¨ufige Definition, die Namen ihrer
drei zentralen Bestandteile und die beiden bekanntesten Definitionstypen.
Zwar weist die Definition – wie die folgenden Abschnitte zeigen werden – eine Viel-
zahl verschiedener Bedeutungsaspekte und -nuancen auf, vorla¨ufig sei mit Definition
jedoch schlicht Begriffsbestimmung bzw. kurze, exakte Bedeutungserkla¨rung
gemeint. Diese recht krude Definition wird spa¨ter verfeinert und pra¨zisiert.
Typischerweise wird eine Definition in Definiendum (das zu definierende Element
der Definition), Definiens (das definierende Element der Definition) und Definitor
(das Verbindungsstu¨ck zwischen Definiendum und Definiens) unterteilt, wie Beispiel
2.1.1 zeigt.
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Beispiel 2.1.1 Bestandteile einer Definition: Definiendum, Definiens und gegebe-
nenfalls Definitor:
Eine Dienstreise ist gegeben, wenn jemand andernorts, also außerhalb seiner
Wohnung oder außerhalb des regelma¨ßigen Arbeitsortes, aus dienstlichen Gru¨nden
voru¨bergehend ta¨tig sein muss.
Definiendum: Dienstreise
Definiens: wenn jemand andernorts . . .
Definitor: verbindet Definiendum und Definiens, hier: ist gegeben
Besonders bekannt sind die auf Aristoteles zuru¨ckgehende Definition u¨ber Genus-et-
Differentia (im Folgenden auch aristotelische Definition genannt), sowie die im 20.
Jahrhundert zuna¨chst in der Physik eingefu¨hrte, spa¨ter von den Sozialwissenschaften
u¨bernommene operationale Definition (siehe dazu Beispiel 2.1.2 und Beispiel 2.1.3).
Beispiel 2.1.2 Aristotelische Definition:
Wettbewerbsfa¨higkeit wird dabei definiert als institutioneller und politischer Rahmen
zur Fo¨rderung eines anhaltend raschen Wirtschaftswachstums, und zwar vorausbli-
ckend u¨ber einen Zeitraum von fu¨nf bis zehn Jahren, . . .
Grundgedanke des Definitionstyps: Gleichsetzung von Definiendum und Definiens
(mit Definiens: Genus, d. h. mo¨glichst direktem Hyperonym, und Differentia, d. h.
Unterscheidungsmerkmalen zur Abgrenzungen von Kohyponymen) Wettbewerbs-
fa¨higkeit = Rahmen (Genus) + institutionell, politisch, zur Fo¨rderung . . .
(Differentia)
Beispiel 2.1.3 Operationale Definition:
Eine Dienstreise ist gegeben, wenn jemand andernorts, also außerhalb seiner Woh-
nung oder außerhalb des regelma¨ßigen Arbeitsortes, aus dienstlichen Gru¨nden vor-
u¨bergehend ta¨tig sein muss.
Grundgedanke des Definitionstyps: Angabe von Testverfahren (um im konkreten
Fall pru¨fen zu ko¨nnen, ob Definiendum vorliegt) Liegt eine Dienstreise vor? Ja, wenn
jemand andernorts . . . aus dienstlichen Gru¨nden . . .
Die Ideen fu¨r alle hier und im Folgenden dargestellten Beispiele fu¨r Definitionen
sind dem Wacky-Korpus, DWDS-Korpus oder Wikipedia entnommen. Bei einigen
weiteren handelt es sich um zufa¨llige Funde, auf die die Autorin in den Ergebnis-
listen verschiedener Suchanfragen bei Google gestoßen ist. In der Regel wurde auf
der Grundlage einer in diesen Ressourcen enthaltenen Definition oder eines sonsti-
gen Textsegments ein Beispiel konstruiert; dazu wurden enthaltene Segmente meist
geku¨rzt, bisweilen inhaltlich oder sprachlich leicht verfa¨lscht, um die jeweils inter-
essanten Aspekte zu verdeutlichen. Viele Beispiele wurden jedoch der Authentizita¨t
wegen unvera¨ndert u¨bernommen.
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2.2 Urspru¨nge der Definition oder:
Wozu?
Historisch betrachtet fa¨ngt die Definitionsgeschichte mit dem Wozu an3: So sahen
antike Philosophen wie Sokrates (vgl. Zitat am Anfang von Kapitel 2), Platon und
Aristoteles in der Definition zuna¨chst einmal eine Notwendigkeit, denn es erschien
ihnen kaum mo¨glich, ohne Eingrenzung bzw. Abgrenzung der Bedeutung ei-
nes Wortes philosophische U¨berlegungen anstellen und die U¨berlegungen anderer
Philosophen kritisieren zu ko¨nnen4.
2.2.1 Zur Etymologie
Aufgrund der zentralen Rolle der Definition in der Philosophie und der kontinuier-
lichen Pra¨senz des Wortes in verschiedenen antiken und mittelalterlichen Quellen
la¨sst sich hier besonders klar der Ursprung nachzeichnen. So handelt es sich um
eine Entlehnung zum lateinischen definire, was so viel wie abgrenzen bedeutet; ab-
geleitet bzw. zusammengesetzt ist dieses wiederum aus dem lateinischen de mit
der Bedeutung von, ab, weg und finis mit der Bedeutung Grenze (vgl. hierzu z. B.
[Pfeifer (1997)] oder [Kluge/Seebold (2001)]). Der lateinische Stamm seinerseits
stellt eine Lehnbildung dar zum griechischen øριøν mit der Bedeutung Grenze bzw.
øρισµøζ mit der Bedeutung Begrenzung (vgl. z. B. [Nobis/Gabriel (1971), 31]).
Des Weiteren kann sich das Wort einerseits auf den
”
Akt des Definierens (defini-
tio)“, andererseits auf das
”
Produkt dieses Definitionsaktes (definitium)“ beziehen.
Da diese Unterscheidung fast selbstversta¨ndlich zu sein scheint, wird sie in praktisch
keiner Quelle explizit5 getroffen (vgl. [Rickert (1929), 24]).
2.2.2 Platon
Die Eingrenzung der Bedeutung von bestimmten (ha¨ufig fachsprachlichen) Wo¨rtern
war also urspru¨nglich der Grundgedanke, die verschwommene Intuition sollte gescha¨r-
3Mo¨glicherweise liegt der Ursprung noch weiter zuru¨ck, allerdings lassen sich a¨ltere Quellen aus
naheliegenden Gru¨nden schwer ausfindig machen.
4Natu¨rlich ist der Gedanke der Abgrenzung bzw. Pra¨zisierung von (meist fachsprachlichen)
Wo¨rtern heute noch so aktuell, wie er es schon vor 2.500 Jahren in der Antike war. Und immer
wieder stellen Wissenschaftler dieses Bedu¨rfnis fest (meist leider ohne sich u¨berhaupt der langen
philosophischen bzw. wissenschaftstheoretischen Tradition bewusst zu sein), dass der Austausch
innerhalb einer Disziplin und der interdisziplina¨re Dialog erst auf der Grundlage gemeinsamer Defi-
nitionen sinnvoll und fruchtbar sein kann; ein Beispiel hierfu¨r ist die Arbeit der beiden Informatiker
[Spuzic/Nouwens (2004)].
5Typischerweise werden die beiden Sichtweisen vermischt. Wu¨rde man lediglich das
”
Produkt
eines Definitionsaktes“ [Rickert (1929), 24] untersuchen, ha¨tte man es als Forschungsgegenstand
mit bestimmten Textsegmenten zu tun, was nur Aussagen u¨ber tatsa¨chlich beobachtbare Merkmale
wie u. a. deren sprachliche und inhaltliche Realisierung zulassen wu¨rde. Aufgrund der Vermischung
beider Sichtweisen enthalten Definitionstheorien heute einige nicht direkt beobachtbare Aspek-
te – wie etwa Vermutungen u¨ber die Produzentenintention – was zwar ohne Zweifel zu einer
vollsta¨ndigeren Beschreibung gefu¨hrt hat, im Hinblick auf die Operationalisierung jedoch einige
Fragen aufwirft.
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ft werden. Platons (428/427-348/347 v. Chr.) Vorstellungen hierzu deuten sich an
verschiedenen Stellen in seinen Schriften an6. Interessant sind besonders seine De-
finitionsdialoge7. So entha¨lt etwa das Werk Theaitetos einen (fiktiven) Dialog
zwischen Sokrates, Theodorus von Kyrene und Theaitetos, bei dem es um die Frage
geht: Was ist Wissen? Im Laufe des Dialogs werden von Theaitetos mehrere Defi-
nitionen von Wissen vorgeschlagen, von den am Dialog Beteiligten diskutiert und
anschließend verworfen. Ausgangspunkt dabei ist die Definition
”
Wissen ist Wahr-
nehmung“, die in zwei Schritten auf
”
Wissen ist wahre Meinung“ bzw.
”
Wissen ist
wahre Meinung mit Erkla¨rung“ eingeschra¨nkt wird.
Der Dialog zeigt (beispielhaft auch fu¨r andere Definitionsdialoge Platons) zwei in-
teressante Aspekte auf, die in den weiteren U¨berlegungen relevant sind, ohne dass
diese bei Platon schon explizit thematisiert werden:
1. Theaitetos verfa¨hrt – scheinbar intuitiv – bei seinen Definitionsvorschla¨gen
so, wie Aristoteles das spa¨ter fu¨r Definitionen explizit fordern wird (vgl. Ab-
schnitt 2.11). Ausgehend von dem zu definierenden Wort sucht er nach einem
passenden Oberbegriff (Wahrnehmung, Meinung) und fu¨gt anschließend in
seinem zweiten bzw. dritten Definitionsvorschlag Unterscheidungsmerkmale
(wahr, mit Erkla¨rung) hinzu.
2. In der anschließenden Diskussion der drei Dialogteilnehmer u¨ber die von Theai-
tetos vorgeschlagenen Definitionen werden Beispiele untersucht, die entweder
fa¨lschlicherweise unter die Definition fallen bzw. fa¨lschlicherweise nicht unter
die Definition fallen. Sie u¨berpru¨fen also, ob die durch die Definition vor-
genommene Grenzbestimmung mit ihrer Vorstellung von Wissen zusammen-
passt. Diesen Aspekt greift spa¨ter u. a. Blaise Pascal (vgl. Abschnitt 2.4.1)
in seinen U¨berlegungen wieder auf8.
Einen weiteren aufschlussreichen Beitrag zur Definitionstheorie leistet [Platon] in
seinem Werk Politikos. Hier la¨sst er Sokrates mit einem Fremden u¨ber die beste bzw.
gerechteste Staatsform diskutieren. In einem Exkurs in Abschnitt sieben des ersten
Teils wird dabei die Unzula¨nglichkeit von Negativdefinitionen herausgestellt.
Demnach ist eine Aussage der Form
”
X ist alles, was nicht Y ist“ als Definition
nicht geeignet, weil sie keine klaren Identifikationsregeln fu¨r X angibt. Dieser Aspekt
6Als Quelle fu¨r die Darstellung in diesem Abschnitt wurde [Platon] in der U¨bersetzung durch
F. D. E. Schleiermacher verwendet. Alle Zitate wurden der durch das Projekt Gutenberg frei
verfu¨gbaren Version dieser U¨bersetzung entnommen.
7Ziel dieser Dialoge scheint dabei weniger zu sein, eine perfekte Definition als Ergebnis
pra¨sentieren zu ko¨nnen, sondern vielmehr Schwierigkeiten und offene Fragen in Bezug auf die
untersuchten Gegensta¨nde aufzuzeigen.
8Interessanterweise ist genau das die Vorgehensweise, die man auch bei Laien beobachten
kann, denen man Definitionen vorlegt: Intuitiv beginnen sie sofort, fu¨r ihrer Meinung nach positive
Beispiele (also Beispiele, die unter das Definiendum fallen) zu pru¨fen, ob diese zur Definition passen
oder nicht. Und genau aus diesem Verhalten ergibt sich die spontane Bewertung der Definition.
Wird eine positives Beispiel gefunden, das ihnen besonders typisch fu¨r das Definiendum erscheint,





wird in der spa¨teren, stark pra¨skriptiv gepra¨gten Diskussion u¨ber Definitionen immer
wieder betont (vgl. u. a. [Gabriel (1995)] oder [Tamas (1964)]).
2.2.3 Aristoteles
Sicherlich grundlegender noch als die Arbeiten von Platon sind Aristoteles’ (384-
322 v. Chr.) Texte9, die die Funktion und Struktur von Definitionen diskutieren10;
hier sind besonders die Zweite Analytik (Analytica Posteriora) sowie die Topik zu
nennen. Beide sind Bestandteile einer von Kommentatoren11 zusammengestellten
Sammlung, die sich aus zentralen wissenschaftstheoretischen bzw. logischen Schrif-
ten Aristoteles’ zusammensetzt und unter dem Namen Organon bekannt ist (vgl.
[Smith (2007)]). Aristoteles erla¨utert hier seine U¨berlegungen zu Beweis, Schluss
und Definition, die Voraussetzungen fu¨r Beweis und Syllogismus, induktives und
deduktives Vorgehen u. a.
Hilfreich fu¨r das Versta¨ndnis von Aristoteles’ Vorstellungen zur Definition ist, sich
Platons Definitionsdialoge ins Geda¨chtnis zu rufen. Bei diesen geht es (vgl. Ab-
schnitt 2.2.2) stets um die Frage: Was ist X? Als Antwort darauf liefern die Ge-
spra¨chspartner in den Dialogen Definitionen von X. Somit kann man also unter
einer Definition die Antwort auf eine (hypothetische oder tatsa¨chlich gestellte)
Was-ist-Frage verstehen.
Denn die Definition scheint das Was des Gegenstandes zu bieten und
dieses Was ist immer etwas Allgemeines und Bejahendes [. . . ] [Aristoteles,
Zweite Analytik, Buch 2, Kapitel 3]
Das – wie er es nennt – Was hat allerdings bei Aristoteles (ebenso wie bei vie-
len Philosophen und Lexikographen nach ihm) zwei Gesichtspunkte: So kann eine
Definition einerseits das Wort betreffen, dessen Bedeutung bzw. Verwendung und
andererseits genauso den Referenten12.
9Die in diesem Abschnitt aufgefu¨hrten Zitate Aristoteles’ (vgl. [Aristoteles]) wurden einer
U¨bersetzung von Rolfes 1995 entnommen.
10Fu¨r viele Philosophen und Mathematiker geho¨ren diese Texte zu den zentralen Arbeiten im
Bereich der Logik und Wissenschaftstheorie (vgl. u. a. [Seidel (2003)]), in der der Definition si-
cherlich ein besonderer Stellenwert bzw. eine besondere Funktion zukommt. Fu¨r die vorliegende
Arbeit steht allerdings nicht die wissenschaftstheoretische Sicht der Definition im Vordergrund.
Zwar lassen sich die verschiedenen Vorstellungen zum Wort Definition aus historischer Sicht nicht
unabha¨ngig voneinander betrachten, aber Aspekte, die vorwiegend aus philosophischer bzw. wis-
senschaftstheoretischer Sicht interessant sind, werden hier ausgespart. Einzig auf dem Fokus der
vorliegenden Arbeit begru¨ndet sich also die mo¨glicherweise von dem einen oder anderen Leser als
u¨berraschend empfundene Ku¨rze, mit der Aristoteles’ Texte hier behandelt werden.
11U¨ber den Ursprung der Zusammenstellung scheint in der wissenschaftlichen Diskussion Unei-
nigkeit zu herrschen. In Frage kommen antike, arabische und byzantinische Kommentatoren.
12Dieser Aspekt steht in enger Verbindung mit der in der Lexikographie ha¨ufig diskutierten Tren-
nung von sprachlichem und enzyklopa¨dischem Wissen. In den letzten Jahren wurde die Mo¨glichkeit
einer eindeutigen Trennung beider Aspekte allerdings mehrfach in Frage gestellt; vgl. u .a. Abschnitt
2.6.3 fu¨r Details hierzu.
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Da nun die Definition in einer Angabe des Was des Gegenstandes be-
steht, so ist klar, dass manche Definition nur eine Angabe dessen ist,
was der Name des Gegenstandes bedeutet, also dass sie nur eine Aus-
sage in andern Worten ist, z. B. wenn man angibt, was ein Gegenstand,
welcher Dreieck heißt, bedeutet. [Aristoteles, Zweite Analytik, Buch 2,
Kapitel 7]
Wichtig fu¨r Aristoteles ist daru¨ber hinaus, dass Definitionen die Grundlage fu¨r
Schluss und Beweis bilden und damit am Anfang bestimmter wissenschaftlicher
Ta¨tigkeiten stehen.
Auch bilden die Definitionen den Ausgangspunkt fu¨r die Beweise und
ich habe fru¨her dargelegt, dass diese Anfa¨nge sich nicht beweisen lassen.
Denn entweder sind diese Anfa¨nge beweisbar und es ga¨be dann Anfa¨nge
von Anfa¨ngen und es ginge dies ohne Ende fort; oder diese Anfa¨nge
sind unbeweisbare Definitionen. [Aristoteles, Zweite Analytik, Buch 2,
Kapitel 3]
Zwar geht Aristoteles davon aus, dass Definitionen selbst nicht bewiesen werden
ko¨nnen, allerdings gibt er schon in der Zweiten Analytik, ausfu¨hrlicher aber in der
Topik, fu¨r ihre Konstruktion Regeln an (vgl. hierzu Abschnitt 2.11).
2.3 Definitionen als Werkzeug des Erkenntnisgewinns
Sowohl fu¨r Platon als auch fu¨r Aristoteles geht es bei Definitionen also um das
Was, das Wesen. Eng damit verbunden ist die Frage: Liefert eine Definition neue
Erkenntnisse u¨ber das zu Definierende (bzw. die Welt) oder fasst sie das vorhandene
Wissen nur zusammen? Da dieser Aspekt im Laufe der Geschichte immer wieder
eine zentrale Rolle im Zusammenhang mit der Diskussion um Definitionen gespielt
hat, soll er hier direkt vertieft werden.
Der Philosoph Norman Swartz diskutiert ihn anschaulich in der Einleitung seines
Essays zum Thema Definitionen, Wo¨rterbu¨cher und Bedeutung [Swartz (1997)]. Er
beginnt seine U¨berlegungen mit der Beobachtung, dass Studierende Definitionen –
in Bezug auf den philosophischen bzw. wissenschaftlichen Erkenntnisgewinn – einen
seiner Ansicht nach zu großen Stellenwert beimessen13.
Students often approach philosophy with beliefs about definition which
border on the magical. Students mistakenly believe that defining one’s
terms will usually have a powerful, beneficial payoff; but the actu-
al dividend earned in defining one’s terms is typically fairly meager.
[Swartz (1997), 3]
13Ein interessantes Beispiel fu¨r diese von Swartz kritisierte U¨berbewertung der Definition stellt
auch die Arbeit von Baruch de [Spinoza] (1632-1677)
”
Of the Improvement of the Understanding“
(hier insbesondere der Abschnitt Conditions of Definitions) dar.
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Um den Erkenntnisgewinn, der durch das Definieren erreicht werden kann, zu relati-
vieren, beschreibt er einen philosophischen Dialog, wie er in einem Seminar zwischen
Dozent und Studierenden stattfinden ko¨nnte: Angenommen, der Dozent wu¨rde die
Frage
”
Can negative events be causes?“ [Swartz (1997), 3] stellen. Sind die Stu-
dierenden mit der Fachterminologie nicht vertraut, ist ihnen also unklar, was mit
”
negative events“ gemeint ist, so wu¨rden sie den Dozenten sicherlich zuna¨chst um
eine Definition hierzu bitten.
Durch die Antwort des Dozenten wu¨rden sie eine Ersetzungsregel erhalten; das de-
finierende Element (Y ), das der Dozent den Studierenden zu
”
negative events“ als
Erkla¨rung liefert, sollte in jedem Kontext das zu definierende Element (X) ersetzen
ko¨nnen. Man nennt diesen Gedanken, der als zentral fu¨r die meisten Definitions-
theorien angesehen werden muss, das Prinzip der Austauschbarkeit von Defini-
endum und Definiens (auch: Prinzip der Eliminierbarkeit des Definiendums, vgl.
u. a. Pascal sowie Abschnitt 2.11).
Als na¨chstes wu¨rden sich die Studierenden der eigentlichen Frage widmen, na¨mlich
ob es
”
negative events“ gibt, die als
”
causes“ betrachtet werden ko¨nnen. Sicherlich
wu¨rden die Studierenden wieder um eine Definition bitten, denn intuitiv ist klar,





causes“ zu betrachten sind, wenn nicht zuna¨chst bekannt ist, was (im
gegebenen Kontext) unter
”
causes“ zu verstehen ist. Angenommen, der Dozent
lieferte nun auch hierzu eine Definition, so ko¨nnten die Studierenden auf dieser





causes“, das oben angesprochene Prinzip der Austauschbarkeit von
Definiendum und Definiens anwenden wu¨rden.
Zwei wichtige Probleme lassen sich aus dieser Episode ableiten, die fu¨r die weiteren
Erla¨uterungen zur Definition bedeutsam sind und wie bereits angemerkt von Wis-
senschaftlern in unterschiedlicher Weise immer wieder aufgegriffen und diskutiert
wurden.
1. Den ersten Punkt nennt Swartz selbst [Swartz (1997), 3]: Woher stammen die
Definitionen bzw. nach welchen Kriterien werden sie gebildet, wichtiger noch,
nach welchen Kriterien werden bereits gebildete Definitionen beurteilt oder
ausgewa¨hlt? Angewendet auf die oben beschriebene Episode heißt das: Ange-
nommen, es steht von zwei Wissenschaftlern je eine Definitionen zu
”
causes“
zur Auswahl, die sich widersprechen bzw. nicht miteinander vereinbar sind.
Nach welchen Kriterien wu¨rde man entscheiden, welche der beiden Defini-
tionen die richtige(re) ist? Swartz folgert, dass Definitionen nicht am Anfang
wissenschaftlicher bzw. philosophischer U¨berlegungen stehen ko¨nnen, sondern
vielmehr das Ergebnis von ausgiebigen Analysen und Untersuchungen sind.
The problem [. . . ] like virtually all interesting, challenging problems
– both inside philosophy and outside [. . . ] – cannot be resolved
by offering definitions. The question [. . . ] cannot be answered by
assuming that there is some ’objective’ definition of ’cause’ against
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which we can hold up [. . . ] things [. . . ] to see whether or not they
qualify as being causes. The actual procedure is, surprisingly, much
the reverse. It is, rather, that by looking at problematic cases [. . . ]
and asking probing questions about how we want to handle such
cases, and by offering theories about the nature of causality, that we
may come in time to agree upon a ’definition’ [. . . ]. In philosophy,
as in many other disciplines, good definitions are the product of
lengthy debate, not the starting point. [Swartz (1997), 3]
Und mit dieser Ansicht ist Swartz in guter Gesellschaft, denn er verlangt ge-
nau das, was Platon in seinen Definitionsdialogen vormacht bzw. anstrebt:
die Entwicklung von tragfa¨higen Definitionen als Ergebnis einer wissenschaft-
lichen Diskussion. Interessanterweise widerspricht das der Aussage Aristoteles,
der davon ausgeht, dass die Definition eher als Ausgangspunkt wissenschaft-
licher Arbeit – besonders von Beweis und Schluss – angesehen werden muss.
2. Ein zweiter Punkt la¨sst sich aus der von Swartz dargestellten Episode ablei-
ten, den er zwar selbst nicht nennt, der aber in vielen pra¨skriptiv orientierten
Definitionstheorien eine entscheidende Rolle spielt. Angenommen, der Dozent





Definition bieten14, so ko¨nnten die Studierenden auf dieser Grundlage die ur-
spru¨ngliche Frage
”
Can negative events be causes?“ diskutieren und (idealer-
weise) anschließend beantworten. Sie ha¨tten damit eine Ableitung vorgenom-
men, weswegen man von einem Erkenntniszuwachs sprechen ko¨nnte. Wa¨ren
die Definitionen Teil einer philosophischen bzw. wissenschaftlichen Theorie
und wa¨re es den Studierenden mit den Definitionen mo¨glich, Schlu¨sse zu
ziehen, die sie ohne diese nicht ziehen konnten, so wu¨rde ein weiteres, in
vielen Definitionstheorien grundlegendes Prinzip verletzt – das Prinzip der
Nichtkreativita¨t von Definitionen (vgl. u. a. [Gabriel (1995), 440]). Dieses
besagt, dass eine Definition in Bezug auf die Theorie, zu der sie geho¨rt, keine
neuen Aussagen einfu¨hren bzw. ermo¨glichen darf, die ohne sie (die betreffende
Definition) nicht schon mo¨glich wa¨ren, d. h. also, sie darf der Theorie keine
neuen Aspekte hinzufu¨gen (vgl. auch die Abschnitte 2.6.1, 2.1 und 2.11).
2.4 Mehr zum Wozu: Blaise Pascal und John Locke
Aufgrund des Prinzips der Nichtkreativita¨t von Definitionen gehen viele Philosophen
und Wissenschaftler davon aus, dass ihre zentrale Funktion die einer Ersetzungsregel
oder einer Abku¨rzung15 ist.
14Wir gehen der Einfachheit halber fu¨r einen Moment davon aus, dass alle Beteiligten mit diesen
Definitionen zufrieden sind und sich die Frage nach ihrem Ursprung und ihrer Qualita¨t nicht stellt.
15Diese Sichtweise entspricht u¨brigens auch der moderner Formalisten:
The formalistic conception of definitions as rules of notational abbreviation was only
vaguely anticipated by seventeenth-century philosophers, who failed to separate this
purely syntactic procedure from epistemological considerations such as mapping the
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2.4.1 Blaise Pascal
Genau das entspricht auch der Sichtweise Blaise Pascals (1623-1662)16, der sich
mit Definitionen, besonders im Zusammenhang mit den Grundlagen der Geometrie,
auseinandersetzt.
Leur utilite´ et leur usage est d’e´claircir et d’abre´ger le discours, en
exprimant, par le seul nom qu’on impose, ce qui ne pourrait se dire
qu’en plusieurs termes; en sorte ne´anmoins que le nom impose´ demeure
de´nue´ de tout autre sens, s’il en a, pour n’avoir plus que celui auquel
on le destine uniquement. [Pascal, 18f]
Den Fokus seiner Arbeit legt Pascal auf den Zusammenhang zwischen Beweis und
Definition; zwar geht es ihm dabei natu¨rlich in erster Linie um den mathemati-
schen – genauer den geometrischen – Beweis, dennoch sind seine Ausfu¨hrungen aus
mindestens zwei Gru¨nden von generellem Interesse.
1. Zuna¨chst beschreibt er das Verfahren des Beweises und den Stellenwert bzw.
die Funktion der Definition innerhalb des Beweises. Da seine Vorstellungen den
heute in der Mathematik u¨blichen Methoden a¨hneln (vgl. u. a. [Seidel (2003)]),
gibt die Arbeit von Pascal einen interessanten Einblick in die Anfa¨nge der
Entstehung dieser Methode. Das wiederum ist fu¨r das Versta¨ndnis vieler
mathematisch-logisch orientierter bzw. wissenschaftstheoretischer Definitions-
theorien entscheidend. Welchen Zusammenhang Pascal zwischen Beweis und
Definition herstellt, la¨sst das folgende Zitat erkennen17:
Cette ve´ritable me´thode, qui formerait les de´monstrations dans la
plus haute excellence, s’il e´tait possible d’y arriver, consisterait en
duex choses principales: l’une, de n’employer aucun terme don’t on
n’euˆt auparavant explique´ nettement le sens; l’autre, de n’avancer
jamais aucune proposition qu’on ne de´montraˆt par des ve´rite´s de´ja`
connues; c’est-a`-dire, en un mot, a` de´finir tous les termes et a`
prouver toutes les propositions. [Pascal, 18f]
2. Zudem stellt er sich im Zusammenhang mit seiner Funktionsbeschreibung
von Definitionen in Bezug auf den geometrischen Beweis verschiedene grund-
sa¨tzliche Fragen u¨ber die Definierbarkeit von Wo¨rtern bzw. ihrer Bedeu-
tung.
order of nature. Only in recent times have formalistic discussions of definition been
purified of epistemological assumptions [. . . ] [Abelson (1967), 319]
16Diesem Abschnitt liegt die Version von Pascals 1657 oder 1658 verfasstem Werk De l’Esprit
ge´ome´trique zugrunde, dem in der hier verwendeten Fassung von 1948 eine deutsche U¨bersetzung
gegenu¨bergestellt wurde.
17Damit wird Pascal in Bezug auf den Zusammenhang zwischen Beweis und Definition natu¨rlich
deutlich konkreter als Aristoteles, fu¨r den wichtiger war festzustellen, dass Beweis und Definition
nicht dasselbe sind (vgl. [Aristoteles, Zweite Analytik, Buch 2, Kapitel 3]).
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(a) Hierbei beschreibt er das aus Lexikographie und Wissenschaftstheorie weit-
hin bekannte Problem der Zirkularita¨t einer Menge von Definitionen
(etwa in einem Wo¨rterbuch):
[. . . ] car c’est e´vident que les premiers termes qu’on voudrait de´finir,
en supposeraient de pre´ce´dents pour servir a` leur explication, et que
de meˆme les premie`res propositions qu’on voudrait prouver en sup-
poseraient d’autres qui les pre´ce´dassent; et ainsi il est clair, qu’on
arriverait jamais aux premie`res [. . . ] [Pascal, 22f]
(b) Daru¨ber hinaus befasst er sich mit der Frage der Undefinierbarkeit
grundlegender Wo¨rter:
Aussi, en poussant les recherches de plus en plus, on arrive ne´cessairement
a` des mots primitifs qu’on ne peut plus de´finir, et a` des principes
si clairs qu’on n’en trouve plus qui le soient davantage pour servir
a` leur preuve. [Pascal, 22f]
(c) Schließlich streift Pascal in einigen Abschnitten die Frage der Privatheit
von Vorstellungen und Definitionen.
Alle drei Punkte werden bei Pascal zwar angesprochen und mehr oder weniger
ausfu¨hrlich diskutiert, jedoch beschra¨nken sich seine Lo¨sungsvorschla¨ge auf die ma-
thematische Sicht. Sowohl Punkt (2a) als auch (2b) mu¨ssen besonders unter dem
Blickwinkel der Lexikographie hinterfragt werden (vgl. Abschnitt 2.6.3). Zeitlich und
in Bezug auf Punkt (2c) auch inhaltlich besteht eine enge Verbindung zwischen
Blaise Pascal und John Locke, weswegen dessen Ansatz im na¨chsten Abschnitt kurz
skizziert werden soll.
2.4.2 John Locke
Die von Pascal nur angedeutete Frage nach der Privatheit von Definitionen ebenso
wie die der Undefinierbarkeit grundlegender Wo¨rter wird vom englischen Philoso-
phen John [Locke] (1632-1704)18 in mehreren Abschnitten seines Werkes An Essay
Concerning Human Understanding (besonders Buch 3) diskutiert. Wie der Titel sei-
ner Arbeit bereits andeutet, handelt es sich hier - anders als bei Pascal – nicht um
einen mathematischen Ansatz.
Im Zentrum seiner U¨berlegungen zu Wo¨rtern (vgl. [Locke, Buch 3, Kapitel 3 und
4]) und, wie Locke es nennt, Ideen19 steht die Frage, welche Wo¨rter definiert werden
ko¨nnen und welche sich der Definierbarkeit entziehen. Hierzu trifft Locke die Un-
terscheidung zwischen einfachen und komplexen Ideen: Die einfachen Ideen seien,
18Die in diesem Abschnitt enthaltenen Zitate wurden der Sammlung von Originaltexten ent-
nommen, die von der Oregon State University online zur Verfu¨gung gestellt werden.
19Was Locke mit (einfacher bzw. komplexer) Idee meint, la¨sst sich am besten mit dem heute
eher in diesem Zusammenhang u¨blichen Wort Begriff umschreiben.
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da allein basierend auf Sinneswahrnehmung bzw. von Sinneswahrnehmungen direkt
abgeleiteten Ideen, grundsa¨tzlich undefinierbar. Die komplexen Ideen, die sich aus
mehreren einfachen Ideen und deren Relationen zusammensetzen, seien dagegen de-
finierbar (vgl. [Locke, Buch 3, Kapitel 4]). Locke geht gleichzeitig davon aus, dass
das Versta¨ndnis (von Definitionen) komplexer Ideen das einfacher voraussetzt:
But yet that definition [des Worts Regenbogen, IMC], how exact and
perfect soever, would never make a blind man understand it; because
several of the simple ideas that make that complex one, being such as
he never received by sensation and experience, no words are able to
excite them in his mind. [Locke, Buch 3, Kapitel 4]
Fu¨r Definitionen fordert Locke entsprechend, dass sie die einfachen Ideen aufza¨hlen,
die die Bedeutung der zu definierenden komplexen Idee (seiner Auffassung nach
kann es ja nur fu¨r diese u¨berhaupt eine Definition geben) ausmachen (vgl. [Locke,
Buch 3, Kapitel 4]). In diesem Sinn versteht auch Locke die aristotelische Defini-
tion als eine Art Abku¨rzung: Anstelle einer Liste aller einfachen Ideen wird hierbei
ein Platzhalter, na¨mlich das direkte Hyperonym, fu¨r einen Teil der zum Defini-
endum geho¨renden einfachen Ideen genannt; in diesem Sinn vervollsta¨ndigen die
Unterscheidungsmerkmale also eine noch unvollsta¨ndige Liste. Mit der Brille der
modernen Linguistik betrachtet, ko¨nnte man das als merkmalssemantischen Ansatz
verstehen.
Die Frage der Privatheit von Ideen bzw. Definitionen ergibt sich notwendig aus der
Unterscheidung Lockes zwischen einfachen, d. h. auf Sinneswahrnehmung beruhen-
den, und komplexen, d. h. zusammengesetzten, Ideen. Denn auf Grund der jeder
Sinneswahrnehmung inha¨renten Privatheit wird natu¨rlich auch die Mo¨glichkeit der
U¨bereinstimmung von Ideen und Definitionen in Zweifel gezogen. Diesen Aspekt
diskutiert und kritisiert die englische Philosophin und Wittgenstein-Schu¨lerin G. E.
M. Anscombe ausfu¨hrlich in ihrer Arbeit zur privaten20, ostensiven Definition (vgl.
[Anscombe (1988)]).
2.4.3 Zusammenfassung: Funktionen der Definition bei Platon
und Aristoteles, Pascal und Locke
Ausgangspunkt der Funktionsdiskussion etwa bei Platon und Aristoteles war zuna¨chst
einmal die Notwendigkeit, wissenschaftliche bzw. philosophische Termini zu pra¨zi-
20Offensichtlich bietet der Gedanke der Privatheit von Definitionen zwei Interpretationsansa¨tze:
(1) Zuna¨chst kann damit die Privatheit der Sinneswahrnehmung gemeint sein. Wenn man wie
Locke davon ausgeht, dass jede komplexe Idee auf einfachen Ideen aufbaut und diese wiederum
nicht definiert sondern nur erfahren werden ko¨nnen, so basiert letztlich alles auf der Privatheit
der Sinneswahrnehmung. Genau diesen Aspekt kritisiert Anscombe in ihrer oben zitierten Arbeit.
(2) Besonders im Zusammenhang mit ostensiven Definitionen kann sich die Privatheit alternativ
auch auf einen anderen Aspekt beziehen, der mit folgendem Szenario verdeutlicht werden soll:
Angenommen, man wu¨rde einem Freund ein Wort X mit dem Satz
”
. . . die Y , die wir letzte
Woche beim Einkaufen gesehen haben, die nennt man X . . .“ erkla¨ren. Im Gegensatz zu (1)
bezieht sich die Privatheit hier nicht auf eine individuelle (Sinnes-)Wahrnehmung, sondern auf ein
gemeinsames Erlebnis einer mehr oder weniger kleinen Gruppe Beteiligter.
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sieren. Daru¨ber hinaus ist fu¨r Aristoteles und Pascal die Rolle der Definition in
Bezug auf den wissenschaftlichen Beweis zentral. Definitionen nehmen damit eine
bestimmte Position im Instrumentarium des philosophischen bzw. wissenschaftli-
chen Erkenntnisprozesses ein. Auf diese Weise ist aber gleichzeitig ihre Gu¨ltigkeit
und Funktion auf den Bereich der jeweiligen Wissenschaft beschra¨nkt. Fu¨r den Fall
der Geometrie beobachtet Pascal nun, dass Bezu¨ge zwischen seinen mathemati-
schen Untersuchungsgegensta¨nden und Alltagserfahrungen (bei Pascal etwa Zeit,
Raum) bestehen und somit eine Schnittstelle zwischen beidem existiert. Genau an
dieser Schnittstelle sehen Pascal und Locke einen Bruch. Die Basis fu¨r die wissen-
schaftlichen Definitionen mu¨ssen Wo¨rter sein, die selbst nicht wissenschaftlich defi-
niert worden sind bzw. werden ko¨nnen (vgl. Abschnitt 2.4.1). Damit thematisieren
(und verneinen im Grunde) Pascal und Locke beide die Mo¨glichkeit des Definierens
außerhalb der Grenzen von Wissenschaft und Philosophie. Dieses unbefriedigende
Resultat verweist natu¨rlich auf das altbekannte Dilemma, dass u¨ber Sprache letzt-
lich nur mit Sprache gesprochen werden kann, dass also Untersuchungsgegenstand
und Werkzeug gleich sind. Eine Mo¨glichkeit – zumindest nach der Meinung einiger
Philosophen wie Anscombe – aus diesem Kreis auszubrechen, besteht beispielsweise
in der so genannten ostensiven Definition.
2.5 Vom Wozu und Wann: Ludwig Wittgenstein,
Definitionen und Spracherwerb
Bereits bei Pascal und Locke ist also die Unterscheidung zwischen allgemein- und
fachsprachlicher Definition angelegt. Daher reicht es spa¨testens jetzt nicht mehr
aus, nur nach dem Wozu der Definition zu fragen. Vielmehr muss die Betrachtung
auf das Wann, also die Situation bzw. den Zeitpunkt in der (Sprach-/Wissens-)Ent-
wicklung, erweitert werden. Wie die folgenden Abschnitte zeigen, wird die Funktion
von Definitionen durch die Beru¨cksichtigung des Wann zwar komplexer, gleichzeitig
aber auch angemessener; nur so ko¨nnen die verschiedenen Textzusammenha¨nge, in
denen Definitionen denkbar sind, beschrieben werden.
2.5.1 Ludwig Wittgenstein und die verweisende Definition
Wie bereits angesprochen, stellt fu¨r verschiedene Philosophen die ostensive Defi-
nition eine Antwort auf das oben skizzierte Dilemma der Gleichheit von Untersu-
chungsgegenstand und Werkzeug dar. Besonders Ludwig [Wittgenstein] diskutiert
die ostensive Definition (er nennt sie hinweisende Definition) ausfu¨hrlicher in den
Philosophischen Untersuchungen (vgl. u. a. [Wittgenstein, 6, 28ff]). Wie die meis-
ten Philosophen versteht er darunter eine Verweisdefinition der folgenden Form21.
Ein Kind geht mit seiner Mutter in einem Park spazieren, es fragt sie, was eine
Kastanie sei. Die Mutter hebt eine am Boden liegende Kastanie auf, zeigt sie dem
21Dieser (ausgedachte) Dialog mag ku¨nstlich wirken und sollte lediglich als Illustration des
Grundgedankens der ostensiven Definition betrachtet werden.
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Kind und sagt: Das hier. Um also das Wort Kastanie (im Sinn der Frucht, nicht
des Baumes) in seinen Wortschatz einordnen zu ko¨nnen, hat das Kind neben seiner
eigenen Wahrnehmung als Informationsquelle (lediglich) den vagen22 Hinweis der
Mutter.
Fu¨r einige Philosophen und Wissenschaftler bietet daher gerade die ostensive De-
finition auch die Antwort auf die schwerwiegende Frage nach der Undefinierbarkeit
bestimmter (besonders grundlegender) Wo¨rter. Als Basis fu¨r die Definition – mit
Lockes Terminologie – komplexer Ideen wa¨ren einfache Ideen notwendig; diese wie-
derum – obzwar seiner Meinung nach selbst nicht definierbar – wu¨rden dann u¨ber
Verweise, also ostensive Definitionen, erlernt. Anscombe beschreibt das wie folgt:
Somehow children learning their native language learn the use of words
in great diversity. As we have remarked, ’ostensive teaching’, as Witt-
genstein calls it, plays some part in this; in ’ostensive teaching’ one says
e.g.: ’Look! this is a kitten’ [. . . ] [Anscombe (1988), 92]
Zwar hatte Wittgenstein selbst keinerlei Annahmen u¨ber die Bedeutung der os-
tensiven Definition im Spracherwerb getroffen, dennoch sprechen ihr offenbar einige
Philosophen (wie beispielsweise seine Schu¨lerin Anscombe) eine entsprechende Rolle
darin zu.
Unabha¨ngig von der Frage zu welchem Zeitpunkt der sprachlichen Entwicklung ein
neues Wort gelernt wird, bleibt zudem unklar, woher die Zuordnungsregel kommt
(und wie diese aussieht), die notwendigerweise gelernt bzw. verstanden werden muss,
um Wo¨rter, Begriffe und Referenten in Beziehung setzen zu ko¨nnen. Woher wu¨rde
das Kind im oben skizzierten Beispiel wissen, was die Mutter genau meint, wofu¨r
das Wort Kastanie also stehen soll? Mo¨gliche Interpretationen sind u. a., das Wort
steht
1. fu¨r diese spezielle Frucht im Sinn eines Eigennamens,
2. fu¨r alle Fru¨chte, die man in einem Park finden kann,
3. fu¨r alle Fru¨chte, die auf dem Boden liegen/
4. unter einem Baum auf dem Boden liegen,
5. fu¨r die Handlung des Aufhebens und Zeigens etc.
Wittgenstein beschreibt diesen Aspekt in den Philosophischen Untersuchungen §28
folgendermaßen:
22Der Verweis der Mutter kann deswegen als vage angesehen werden, weil er keine Informationen
u¨ber die Zuordnungsregel zwischen der Handlung, der Aussage und dem Wort Kastanie nennt. Die
Interpretation, wie das eine dem anderen zuzuordnen ist, bleibt dem Kind u¨berlassen.
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Man kann nun einen Personennamen, ein Farbwort, einen Stoffnamen,
ein Zahlwort, den Namen einer Himmelsrichtung etc. hinweisend defi-
nieren. Die Definition der Zahl Zwei
”
Das heißt ’zwei’“ – wobei man auf
zwei Nu¨sse zeigt – ist vollkommen exakt. – Aber wie kann man denn
die Zwei so definieren? Der, dem man die Definition gibt, weiß ja dann
nicht, was man mit
”
zwei“ benennen will; er wird annehmen, daß du die-
se Gruppe von Nu¨ssen
”
zwei“ nennst – Er kann dies annehmen; vielleicht
nimmt er es aber nicht an. [. . . ] Das heißt, die hinweisende Definition
kann in jedem Fall so und anders gedeutet werden. [Wittgenstein, 252]
Die Frage nach der Definierbarkeit grundlegender Wo¨rter und das Problem der Zir-
kularita¨t einer Menge von Definitionen, wie sie bereits in den Arbeiten von Pascal
und Locke thematisiert werden, verlagert Wittgenstein damit auf eine andere Ebe-
ne. Nicht mehr (nur) der Ursprung der einfachen Ideen ist fraglich, sondern vor
allem der Ursprung der Zuordnungsregel zwischen Referent und Wort. Die Frage,
inwieweit die ostensive Definition also eine zentrale Rolle bei der Begriffsbildung
spielt, soll nun anhand einiger weniger Erkenntnisse der Spracherwerbsforschung
und Kognitionswissenschaft skizziert werden.
2.5.2 Definitionen und Spracherwerb
Mit der Annahme23, die ostensive Definition spiele im Spracherwerb eine zentrale
Rolle, kann direkt aufgera¨umt werden. So bemerkt Szagun:
Kinder lernen Wo¨rter meistens nicht in Situationen, die den experimen-
tellen Situationen des Zeigens und Benennens [. . . ] gleichen. Kinder
lernen Wo¨rter in Situationen, in denen ein Wort sich auf eine Reihe von
Objekten oder Ereignissen beziehen ko¨nnte. Um in solchen Situationen
Wo¨rtern, die Erwachsene benutzen, Referenzobjekte oder Situationen
zuordnen zu ko¨nnen, muss man die kommunikativen Absichten der Er-
wachsenen verstehen [. . . ] [Szagun (2006), 147]
Die Tatsache, dass ostensive Definitionen offenbar in ihrer Rolle beim Spracher-
werb (vermutlich generell fu¨r die Begriffsbildung) u¨berscha¨tzt werden, wirft die
grundsa¨tzliche Frage auf nach dem Einsatz und Nutzen von Definitionen in (un-
ter Umsta¨nden vorbegriﬄichen) alltagsprachlichen Konstellationen bei Kindern wie
u¨brigens auch bei Erwachsenen.
1. Kann also der Empfa¨nger allein auf der Grundlage einer Definition einen (all-
tagsprachlichen oder wissenschaftlichen) Begriff bilden oder
23Sie wird von einigen Wissenschaftlern, die sich mit Definitionen befassen, nicht einmal hinter-
fragt und einfach aus a¨lteren Quellen u¨bernommen, wie man an der recht pauschalen Feststellung
bei [Gorski (1967), 375ff] sehen kann:
”
Die Mehrzahl der Worte wird vom Menschen durch osten-
sive Definitionen erlernt.“
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2. setzt das Versta¨ndnis der Definition das des zugeho¨rigen Begriffs bereits vor-
aus (Prinzip vom Primat der Begriffe24)?
Abbildung 2.2: Erst Begriff, dann Definition – erst Definition, dann Begriff? (Details
vgl. u. a. Abschnitte 2.6.2 und 2.6.3)
Zur Illustration dieser Gegenu¨berstellung vgl. Abbildung 2.2. Wahrscheinlich ist, dass
abha¨ngig von Situation, Sender, Empfa¨nger, Gegenstand und Formulierung beide
Sichtweisen zutreffen ko¨nnen. Offen bleibt aber die Frage, welche Informationen eine
Definition im ersten und zweiten Fall am besten enthalten sollte (um u. a. leicht
versta¨ndlich und eindeutig zu sein).
1. Entsprechend den U¨berlegungen Lockes, dass einfache Ideen (also grundlegen-
de Begriffe) auf der individuellen Wahrnehmung basieren, gehen offenbar auch
Spracherwerbsforscher davon aus, dass der individuellen Wahrnehmung eine
entscheidende Rolle zukommt. Szagun stellt beispielsweise fest, dass Kinder
zuna¨chst Gegensta¨nde ihrer direkten Umgebung zu benennen scheinen.
Mit ihrem fru¨hen Vokabular reden kleine Kinder u¨ber Gegensta¨nde
und Personen ihrer unmittelbaren Umwelt. Hiermit haben sie Er-
fahrungen gemacht, und es ist dieses Wissen, das sie benennen.
[Szagun (2006), 115]
2. Weiter scheint sich die Bedeutung dieser Wo¨rter in erster Linie u¨ber seman-
tische Merkmale zu konstituieren, die, wie bereits Locke vermutete, direkt
aus der Wahrnehmung abgeleitet werden ko¨nnen (vgl. auch [Szagun (2006),
133]).
Daraus ließe sich fu¨r die Definitionstheorie eine Schlussfolgerung ziehen, die aus
pa¨dagogischer Sicht recht trivial wirken mag: Wenn im Spracherwerb die individu-
elle Erfahrung, besonders die Sinneswahrnehmung, eine zentrale Rolle spielt, um
24Um im Folgenden mit dieser Unterscheidung einfacher arbeiten zu ko¨nnen, seien hier die
Bezeichnungen
”
Begriff aus Definition“ oder
”
Begriff vor Definition“ eingefu¨hrt. Die Autorin konnte
(bisher) keine Quellen identifizieren, die sich mit diesem Aspekt in Bezug auf Definitionen – speziell
Alltagsdefinitionen – befassen und war daher gezwungen eine eigene Benennung vorzuschlagen.
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Begriffe richtig bilden zu ko¨nnen und diesen Wo¨rter zuzuordnen, sollte dem indi-
viduellen Erfahrungsschatz des Empfa¨ngers/der Empfa¨nger (egal welchen Alters)
auch beim Verfassen von Definitionen eine gro¨ßere Bedeutung eingera¨umt werden.
Diese Forderung (nach der Beru¨cksichtigung des Empfa¨ngers) spielt in den phi-
losophisch bzw. wissenschaftstheoretisch gepra¨gten Definitionstheorien keine Rolle.
Anders sieht das allerdings in der Lexikographie aus, hier steht – zumindest in den
letzten Jahren – der Nutzer (also der Rezipient) im Vordergrund des Interesses (vgl.
Abschnitt 2.6.3 zur Diskussion der Funktion von Wo¨rterbuchdefinitionen sowie Ab-
schnitt 2.10 zur Darstellung verschiedener Definitionstypen).
Insgesamt stellt sich allerdings nicht nur fu¨r die ostensive Definition, sondern fu¨r
Definitionen generell, die Frage, inwieweit sie beim Erwerb von (Wort-)Bedeutungen
eine entscheidende Rolle spielen. Die Relevanz der ostensiven Definition speziell im
Zusammenhang mit dem kindlichen Spracherwerb wurde bereits im Vorangegan-
genen hinterfragt und deutlich eingeschra¨nkt. A¨hnliches gilt generell fu¨r Definitio-
nen: So weisen Psychologen immer wieder darauf hin, dass die von Philosophen
oft gea¨ußerte, recht optimistische Annahme, Definitionen ko¨nnten die mentale Re-
pra¨sentation von Wortbedeutungen abbilden bzw. ersetzen, weder fu¨r Kinder noch
fu¨r Erwachsene zutrifft (vgl. [Jorgensen (1990), 293f]).
[. . . ] neither a lexicographer in a definition nor a psychologist in a theory
about word meaning can be expected to accurately portray the content
and structure of the information our minds use to comprehend words
and disambiguate sentences. [Jorgensen (1990), 294]
Dennoch haben psycholinguistische Experimente gezeigt, dass zumindest unter be-
stimmten Bedingungen – je nach Definiendum, Ko-/Kontext und Rezipient – eine
Definition durchaus als Mittel der Begriffsbildung eingesetzt werden kann, wie Jor-
gensen etwa eine Reihe ihrer Experimente zu dieser Fragestellung zusammenfasst
(vgl. [Jorgensen (1990), 312ff]). Dem ungeachtet fordert sie, Definitionen nicht als
eine Theorie der Wortbedeutung zu missverstehen (vgl. [Jorgensen (1990), 294ff]).
2.5.3 Zusammenfassung: Wittgenstein, Definitionen und
Spracherwerb
Bezogen sich die ersten Arbeiten zu Definitionen vorwiegend auf deren Funktions-
beschreibung innerhalb des wissenschaftlichen Diskurses, stellen (spa¨testens) die
U¨berlegungen Pascals, Lockes und Wittgensteins wie auch die Suche nach Bezu¨gen
zu Erkenntnissen der Spracherwerbsforschung und Kognitionswissenschaft den Zu-
sammenhang zu Aspekten außerhalb von Philosophie und Wissenschaftstheorie her.
Fu¨r Definitionen mu¨ssen damit je nach Situation und Wortschatzausschnitt unter-
schiedliche Funktionen beru¨cksichtigt und beschrieben werden. Dabei ist einerseits
der Fokus auf den Empfa¨nger, andererseits auf das semantische Umfeld des
definierten Worts zu richten. Thematisch ergeben sich an dieser Stelle drei An-
knu¨pfungspunkte, die in den folgenden Abschnitten diskutiert werden sollen.
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1. Das semantische Umfeld, genauer die klassifikatorische Einbettung, die sich
aus einer Menge von Definitionen fu¨r einen bestimmten, z. B. fachsprachli-
chen Wortschatz ergibt, steht im Zentrum der Funktionsbeschreibung in der
Terminologie/Terminographie.
2. Diese Einbettung ist ebenfalls eng verbunden mit den bereits bei Aristoteles
angelegten Vorstellungen zur Funktion von Definitionen innerhalb philosophi-
scher und wissenschaftlicher Erkenntnisprozesse.
3. Der Nutzen von Definitionen fu¨r Empfa¨nger bzw. bestimmte Empfa¨ngergruppen
– also eine nutzerbezogene Funktionsbeschreibung – ist schließlich in den letz-
ten Jahren zunehmend in den Blick der Lexikographie getreten.
Bis hierher wurden einige a¨ltere – wie ich aber meine wichtige, da grundlegende
– Arbeiten vorgestellt, in denen bereits so gut wie alle funktionsbezogenen Frage-
stellungen angeschnitten werden oder zumindest angelegt sind, die Wissenschaftler
heute im Zusammenhang mit Definitionstheorien, gleich welcher Ausrichtung, dis-
kutieren. Der – wenn auch nicht rein – chronologische Ru¨ckblick der Abschnitte 2.2
bis 2.5 soll die Grundlage bilden fu¨r die sich nun anschließende, eher thematische
Gliederung. Diese richtet sich nach den drei oben skizzierten Anknu¨pfungspunkten.
Jedem ist im Folgenden ein eigener Abschnitt gewidmet, in dem jeweils eine Rei-
he von Arbeiten gebu¨ndelt und nach zentralen Aspekten sortiert dargestellt wird.
Abschnitt 2.6 erla¨utert die terminologische Definition, bei ihr steht der klassifikato-
rische Aspekt im Vordergrund. Abschnitt 2.6.2 ist der wissenschaftlichen Definition
gewidmet und stellt daher die wissenschaftstheoretische Sicht u. a. in der Tradition
Aristoteles’ vor. Abschnitt 2.6.3 schließlich diskutiert die lexikographische Definition,
die in den letzten Jahren besonders im Hinblick auf ihre Funktionen fu¨r bestimmte
Nutzergruppen und Nachschlagebedu¨rfnisse hinterfragt wurde.
U¨brigens hat sich vielfach gezeigt, dass U¨berlegungen in den Einzelwissenschaften
zur Definition – wie sie in den folgenden Abschnitten vorgestellt werden – die Sicht
auf die Definitionstheorien auf Grund ihrer praktischen Anbindung an konkrete Auf-
gabenstellungen manchmal mehr scha¨rfen als rein wissenschaftstheoretische oder
philosophische Ansa¨tze, weswegen es sicherlich gerechtfertigt ist, diesen Arbeiten
im Folgenden einen gewissen Raum zuzugestehen. Rickert formuliert den Gedanken
wie folgt:
[. . . ] muß die Methodenlehre [. . . ] stets eine große Bedeutung haben,
und wie wichtig gerade eine Einsicht in das Wesen der Definition fu¨r sie
ist, wird sofort klar, wenn man die methodologischen Gedanken beach-
tet, die in verschiedenen Einzelwissenschaften zu Beginn oder im Verlauf
von Spezialuntersuchungen entwickelt worden sind. Die Definition spielt
in ihnen oft eine große Rolle, und was u¨ber sie von Ma¨nnern der Einzel-
wissenschaften [. . . ] gesagt worden ist, scheint fu¨r die Methodenlehre
wertvoller und wichtiger zu sein als das meiste, was sich daru¨ber in
Lehrbu¨chern von logischen Fachma¨nnern findet. [Rickert (1929), 6f]
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2.6 Wozu und Wann in Lexikographie, Termino-
graphie, den Wissenschaften und im Alltag
2.6.1 Die Funktion der terminologischen Definition
Am einfachsten nachzuvollziehen ist sicherlich die Funktion der terminologischen
Definitionen. Sie folgen in der Regel der aristotelischen Definition, ordnen also das
zu definierende Wort mit Hilfe von Oberbegriff und Unterscheidungsmerkmalen in
einen (Fach-)Wortschatzausschnitt ein. Die vier Funktionsaspekte, die in der Ter-
minologie/Terminographie zu trennen sind und im Folgenden einzeln dargestellt
werden, mu¨ssen daher vor dem Hintergrund der mit diesem Definitionstyp eng ver-
bundenen klassifikatorischen bzw. hierarchischen Einordnung gesehen werden.
1. Terminologische Definitionen haben einen onomasiologischen bzw. begriffs-
bildenden Charakter: Die Arbeit des Terminologen/Terminographen beginnt
mit dem Ordnen und Klassifizieren des betrachteten (Fach-)Wortschatzaus-
schnitts.
The approach in terminography and more especially terminology is
onomasiological, i.e., one proceeds from the concept to its linguistic
form, the term [. . . ] terminological definitions create concepts, as
for example, occurs in the case of the definition of a circle that
creates the concept of ’circle’ [. . . ] [Besse (1997), 64f]
2. Definitionen setzen Begriffe und Benennung in Beziehung: Hat die Arbeit mit
dem (Fach-)Wortausschnitt zu einer Systematisierung gefu¨hrt, ko¨nnen den
Begriffen problemlos Namen zugeordnet werden.
3. Definitionen schaffen terminologische Systeme bzw. Hierarchien: Gleichzei-
tig fu¨hrt die Systematisierung der Begriffe und die Zuordnung von Begriff
und Terminus auch dazu, dass Klarheit entsteht u¨ber die Relationen, z. B.
lexikalisch-semantische oder ontologische. Fu¨r einen Ausschnitt der Termino-
logie entsteht somit eine vernetzte, mo¨glicherweise hierarchische Struktur (in
der Regel eine Taxonomie, a¨hnlich der in Abbildung 2.3).
The relationship between terms and concepts is agreed and stan-
dardized. The relationship between concepts is represented by lo-
gical, ontological, and other relations which are used to construct
hierarchical systems of concepts. ([Pearson (1998), 12]
4. Terminologische Hierarchien sichern definitorische Konsistenz: Schließlich kann
umgekehrt die Darstellung eines Ausschnitts der Terminologie wiederum ein-
gesetzt werden, um die Konsistenz der zugeho¨rigen Menge von Definitionen
zu u¨berpru¨fen. Dazu muss u. a. kontrolliert werden, ob die in den Definitionen
angegebenen Oberbegriffe und Unterscheidungsmerkmale mit der Systemati-





c3 c4 c6 c7
dt(c2) : t(c2) = t(c1) + f1
dt(c5) : t(c5) = t(c1) + f2
dt(c3) : t(c3) = t(c2) + f3
dt(c4) : t(c4) = t(c2) + f4
dt(c6) : t(c6) = t(c5) + f5
dt(c7) : t(c7) = t(c5) + f6
(mit fj : Unterscheidungsmerkmale)
Abbildung 2.3: Menge von terminologischen Definitionen vom Typ Genus-et-
Differentia (Beispiel: Ein Stuhl ist ein Mo¨belstu¨ck, fu¨r das gilt [Unterscheidungs-
merkmal].) und zugeho¨rige Taxonomie
Zur Illustration der Beziehungen zwischen den Punkten (2) – (4) kann man sich die
Abla¨ufe bei der terminologischen Arbeit folgendermaßen vorstellen25: Angenommen
ein bestimmtes Fachgebiet s soll terminologisch aufbereitet werden, dann wa¨ren
entsprechend den oben dargestellten Funktionsaspekten zuna¨chst die wesentlichen
Begriffe c1, . . . , cn von s zu bestimmen. Fu¨r jeden der n Begriffe wu¨rde anschlie-
ßend eine Benennung tc1 , . . . , tcn eingefu¨hrt. Zusa¨tzlich mu¨sste fu¨r jeden Termi-
nus tc1 , . . . , tcn eine Definition dti den Bezug zwischen dem jeweils zusammen
geho¨renden Terminus ti und dem Begriff ci festlegen. Mit dieser Festlegung wu¨rde
man gleichzeitig ein terminologisches Netz aufspannen, denn die Definitionen tref-
fen auch – wie oben angesprochen – Aussagen u¨ber die Relationen der Begriffe
c1, . . . , cn (bzw. Termini tc1 , . . . , tcn). Fu¨r die Begriffe c1, . . . , cn ko¨nnte man sich
einen Ausschnitt dieses Netzes etwa wie in Abbildung 2.3 (mit fj : Unterscheidungs-
merkmale) illustriert vorstellen.
Nationale und internationale Normungsinstitutionen befassen sich mit der terminolo-
gischen Definition und machen Vorschla¨ge fu¨r deren Formulierung, weil besonders im
technischen bzw. industriellen Umfeld Interoperabilita¨t und Kompatibilita¨t sicherge-
stellt werden muss. Dazu werden bestimmte sprachbezogene Abla¨ufe standardisiert.
U. a. auf Grund der vier oben skizzierten Funktionsaspekte nimmt die terminolo-
gische Definition eine zentrale Rolle in diesen Standardisierungsprozessen ein. Das
vorrangige Ziel ist die Systematisierung von Begriffen und zugeho¨rigen Termi-
ni: Dabei wird die natu¨rlicher Sprache eigene Vagheit mo¨glichst aufgelo¨st und aus
dem System entfernt. Was fu¨r die Terminologie/Terminographie eine Notwendigkeit
darstellt, ist aber bei anderen Definitionen nur begrenzt umsetzbar und ha¨ufig auch
nicht sinnvoll (vgl. u. a. Abschnitt 2.9.2.2 zu einer Kritik an der traditionell stark
merkmalssemantischen bzw. systembezogenen Sicht von (Alltags-)Definitionen).
25Die Autorin erhebt keinen Anspruch darauf, die Arbeitsabla¨ufe der Terminolo-
gie/Terminographie realistisch darzustellen. Es geht an dieser Stelle einzig darum, die Wechselwir-
kungen der Punkte (2) – (4) zu verdeutlichen.
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2.6.2 Die Funktion der wissenschaftlichen Definition
Zwar gibt es einige Funktionsu¨berschneidungen zwischen terminologischen und wis-
senschaftlichen Definitionen, das Funktionsspektrum Letzterer ist allerdings insge-
samt gro¨ßer. Dabei muss unterschieden werden,
1. innerhalb welcher wissenschaftstheoretischen Tradition die Definition steht,
2. innerhalb welcher wissenschaftlichen Disziplin,
3. innerhalb welchen Theoriegeba¨udes und
4. mit welchem Ziel sie produziert wird (also was die anvisierte Wirkung bei Pro-
duzent und Rezipient ist). Die Stanford Encyclopedia of Philosophy formuliert
diesen Aspekt folgendermaßen:
Some of these debates [u¨ber Definitionen, IMC] can be settled by
making requisite distinctions, for definitions are not all of one kind:
definitions serve a variety of functions, and their general character
varies with function. Some other debates, however, are not so ea-
sily settled, as they involve contentious philosophical ideas such as
essence, concept, and meaning. [Gupta (2008)]
Jede Definitionstheorie steht in engem Zusammenhang mit wissenschaftstheoreti-
schen Entwicklungen und philosophischen Grundpositionen. Welche Funktionen ei-
ner Definition daher zugestanden und welche Konstruktionsregeln fu¨r sie angegeben
werden, ha¨ngt stark von den wissenschaftstheoretischen Grundannahmen ab, denen
sich ein Philosoph bzw. Wissenschaftstheoretiker oder auch ein einzelner bzw. eine
Gruppe von Fachwissenschaftlern verbunden fu¨hlt. Gabriel formuliert das so:
Notwendigkeit oder Zula¨ssigkeit verschiedner D.sarten waren ha¨ufig um-
stritten, wobei der Streit die unterschiedlichen wissenschaftstheoreti-
schen Grundpositionen zum Ausdruck brachte. Diese Auseinanderset-
zung beginnt bereits mit der Unterscheidung von Nominal- und Real-
definition [also bereits in der Antike, IMC]. [Gabriel (1995), 440]
Ebenfalls abha¨ngig von bestimmten wissenschaftlichen Grundpositionen sind die
Definitionstraditionen verschiedener Wissenschaftsbereiche. Heute dienen typische
Definitionen der Strukturwissenschaften (z. B. Mathematik oder Informatik) un-
ter Umsta¨nden anderen Zielen als solche in Sozialwissenschaften (z. B. Soziologie
oder Psychologie), deren Funktion wiederum unterscheidet sich von der naturwis-
senschaftlicher Definitionen (z. B. in Chemie oder Biologie).
Die Funktion der naturwissenschaftlichen Definition ist beispielsweise der termino-
logischen (vgl. Abschnitt 2.6.1) besonders a¨hnlich; so ist ein Hauptziel bei beiden,
die (fachwissenschaftlichen) Wo¨rter in ein System zu bringen. Allerdings gilt fu¨r
naturwissenschaftliche Definitionen ha¨ufig, dass sich mit diesem System (meist eine
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Klassifikation; vgl. Abbildung 2.10) auch ein Theoriegeba¨ude verbindet, das die un-
tersuchten Pha¨nomene erkla¨rt. Dieser Aspekt wird als Theoriegebundenheit von
Definitionen bezeichnet26.
Entsprechend wird in vielen naturwissenschaftlichen Bereichen ebenso wie in der
Terminologie ha¨ufig mit der oben angesprochenen aristotelischen Definition gear-
beitet. Die Naturwissenschaften weisen dafu¨r viele anschauliche Beispiele auf: Etwa
in der Chemie die Ordnung organischer Verbindungen, deren Ordnungsprinzip durch
die Oxidationsstufen des Kohlenstoffs der funktionellen Gruppe gegeben ist (vgl. Ab-
bildung 2.4). (Die zugeho¨rigen Definitionen werden hier so gebildet, wie das bereits
in Abbildung 2.3 dargestellt wurde.)
Fu¨r beide – wie auch andere, a¨hnliche naturwissenschaftliche – Beispiele gilt, dass die
heute diskutierten Klassifikationen ohne theoretisches Geru¨st kaum denkbar wa¨ren
(vgl. u. a. [Darian (2003), 47]). Eine Klassifikation dagegen ist die Voraussetzung fu¨r
die eindeutige Einordnung eines zu definierenden Worts und damit fu¨r die Konstruk-
tion einer aristotelischen Definition. Bei einer Neuentdeckung – z. B. einer bisher
unbekannten chemischen Verbindung oder eines Lebewesens – wu¨rde anhand der
(wiederum theoriebezogenen) Merkmale eine Einordnung in das System vorgenom-
men und eine entsprechende Definition formuliert, die u. a. als Benennungsregel fu¨r
die Entdeckung verstanden werden kann. Aufgrund der analytischen Ta¨tigkeit, die
sich mit der dabei geleisteten Merkmalsbestimmung verbindet, spricht man auch
von einer analytischen Definition. Manche Philosophen und Wissenschaftstheore-
tiker nennen den oben beschriebenen, eher naturwissenschaftlichen Definitionstyp
auch Begriffsbestimmung27. Tama´s beschreibt das wie folgt:
Die einzelnen Fachwissenschaften lassen sich in gewissem Sinne als Sys-
tem von Begriffen auffassen, die sich auf bestimmte Gebiete der objek-
tiven Realita¨t beziehen und diese widerspiegeln. In dieser Sicht kommt
die Bestimmung eines Begriffs der Anweisung seines Platzes im gege-
benen Begriffssystem gleich. Die Begriffsbestimmung tra¨gt dazu bei,
26Rickert formuliert diesen Gedanken so:
Es wu¨rde sich immer darum handeln, den leitenden Gesichtpunkt in einem beson-
deren Forschungsgebiet aufzuzeigen und dann zu sehen, wie in die Begriffe der be-
treffenden Wissenschaft das an den Objekten aufgenommen wird, das in bezug auf
diesen leitenden Gesichtspunkt wesentlich ist. Ohne ein Prinzip der Auswahl ver-
liert die Trennung des Wesentlichen vom Unwesentlichen ihren Sinn, und ohne diese
Trennung gibt es keine Wissenschaft. [Rickert (1929), 40f]
Gorski geht noch weiter:
Die Definitionen stellen einen wesentlichen Teil der wissenschaftlichen Theorie dar.
Sie sind mit dem Inhalt der wissenschaftlichen Theorie insgesamt untrennbar ver-
bunden. Eine aus dem Kontext der Theorie herausgerissene Definition ko¨nnen wir
formal, strukturell analysieren, aber nicht mehr. Die in methodologischer Hinsicht
wichtige Frage nach den zu einer Theorie geho¨rigen Definitionen ist eng mit der
Analyse anderer Seiten der Theorie verknu¨pft [. . . ] [Gorski (1967), 424]
27Die Bezeichnung Begriffsbestimmung wird in der Literatur – wie u¨brigens die meisten Namen
von Definitionstypen – keineswegs einheitlich verwendet; mehr zu diesem Aspekt findet sich in
Abschnitt 2.10.
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R-CH3    Paraffine oder gesättigte Kohlenwasserstoffe
z.B. :  CH4 = Methan,  H3C-CH3 = Ethan,  
H3C-CH2-CH3 = Propan ( unter Druck in Flüssiggasflaschen )
in den allgemeinen Formeln steht
R für H oder CnH2n+1
R-CH2-OH          Alkohole oder Alkanole
z.B.: CH3-OH = Methanol oder Methylalkohol  einwertige
H3C-CH2-OH = Ethanol oder Ethylalkohol Alkohole   
(der "Alkohol" in Wein, Bier oder Schnaps)
HO-CH2-CH2-OH = Ethylen-Glykol  ( zweiwertig )                             
HO-CH2-CHOH-CH2-OH = Glycerin  ( dreiwertig )
R-O-R               Äther
z.B. : H3C-CH2-O-CH2CH3 = Diethylether
der „Äther“ 
Betäubungsmittel
R-CHO          Aldehyde oder Alkanale
z.B. : H2C=O   = Formaldehyd oder Formalin
R-CO-R    Ketone













































R-COOH         Carbonsäuren
z.B. : CH3-C-OH  = Essigsäure als 3 proz. wässrige Lösung? Teil der Salatmarinade
O
O                      O??????????????????????????? ???????
HO-C-CH2-COH-CH2-C-OH  = Zitronensäure?
       HO-C=O drei Säurefunktionen und eine Alkoholfunktion                                                  
R-COOR      Ester
z.B. : CH3-C-O-CH2-CH3 = Essigsäureethlyester?
O
Ester aus Essigsäure und Ethylalkohol 
( Geruch des UHU-Allesklebers )
Abbildung 2.4: Theoriegebundene Systematik am Beispiel der organischen
Nomenklatur
die Unterordnungs- und Zuordnungsbeziehungen zwischen den Begrif-
fen abkla¨ren zu ko¨nnen. ([Tamas (1964), 68]
Die so genannte operationale Definition, die heute besonders in den Sozialwissen-
schaften verwendet, aber dort und in der allgemeinen wissenschaftstheoretischen
Debatte teilweise scharf kritisiert wird, geht auf den amerikanischen Physiker Bridg-
man28 zuru¨ck (1927). Bei ihr handelt es sich um eine theoriefreie Definitions-
form, d. h., Definitionen dieser Art mu¨ssen nicht unbedingt in ein Theoriegeba¨ude
eingebettet sein und setzen keine Klassifikation oder Taxonomie voraus. In den So-
zialwissenschaften dient sie dazu, etwas zwar Wahrgenommenes (z. B. Intelligenz,
Aggression, Armut) aber (noch) nicht genau Bestimmtes mit Hilfe der Angabe von
Operationen pra¨zise zu fassen (vgl. u. a. [Roessler (1998), 325]). Ihre Funktion ist
in diesem Zusammenhang also die Pra¨zisierung, aber auch die Auflo¨sung von
Vagheit. Mit der operationalen Definition verbindet sich zusa¨tzlich der Gedanke,
dass sich Wo¨rter wie La¨nge, Zeit, aber eben auch Intelligenz, Profit etc. auf jeweils
verschiedene Begriffe beziehen ko¨nnen (vgl. [Bridgman (1927), Kapitel 1, Abschnit-
te 3 und 5]). Die Bedeutung (und empfohlene Verwendung) eines Worts wird durch
die mit ihr verbundene Operation erschlossen29, wodurch [Bridgman (1927), Kapi-
28Die Quellenangabe bezieht sich auf einen online verfu¨gbaren Nachdruck des Werks. Diese
Version entha¨lt keine Seitenangaben, weswegen zur besseren Orientierung und Versta¨ndlichkeit als
Ersatz hier Kapitel und Abschnitt genannt werden.
29Ein Beispiel: Der Begriff Intelligenz wird bei einer operationalen Definition im Sinn eines kon-
kreten Tests (hier etwa der Hamburg-Wechsler-Intelligenztest) so pra¨zisiert: Folgen zwei (mehrere)
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tel 1, Abschnitt 3] hoffte, sprachliche Missversta¨ndnisse verringern zu ko¨nnen, wie
sie bei der aristotelischen Definition und ihren Ablegern ha¨ufig beobachtet werden.
Hauptkritikpunkt an der operationalen Definition in fachwissenschaftlichen Zusam-
menha¨ngen ist allerdings gerade ihre Losgelo¨stheit von Theorien und die damit
verbundene Mehrfachdefinition bestimmter Begriffe. So bedeuten mehrere Opera-
tionalisierungen gleichzeitig immer auch mehrere Begriffe ([Bortz/Doering (2006),
60-63]). Durch die Verwendung operationaler Definitionen geht daher die Genera-
lisierbarkeit vieler wissenschaftlicher Aussagen ga¨nzlich verloren. Swartz formuliert
diesen Kritikpunkt so:
But it suffices to say that Bridgman’s so-called ’operational definitions’
which were adopted by a few physicists for a time, and by many more
psychologists for a rather longer time, eventually came to be seen not
only as sterile but as being stultifying to the progress of science. [. . . ]
The fabric of science is unraveled. The ability to generalize in science is
destroyed. [Swartz (1997), 19]
Besonders lang (und eng verbunden mit der Entwicklung der philosophischen De-
finitionstheorie) ist die Tradition der Definition innerhalb der Strukturwissenschaf-
ten. Sie weist zuru¨ck auf antike und mittelalterliche Philosophen (vgl. hierzu die
Abschnitte 2.2 bis 2.4.3). Ihre Funktion wird traditionell – wie bereits oben ange-
sprochen – im Zusammenhang mit Beweis und Schlussfolgerung gesehen; sie setzt
in aller Regel wiederum ein theoretisches oder axiomatisches Fundament voraus.
Beweis bzw. Schluss funktionieren dabei mit dem Austausch von Definiendum und
Definiens in formal vorgegebener Weise. Das Ergebnis ist ha¨ufig die Einfu¨hrung neu-
er Begriffe und ihre durch die Definition festgelegte Benennung. Die neuen Begriffe
ergeben sich anders als im naturwissenschaftlichen Kontext nicht unbedingt aus der
Analyse neu entdeckter Pha¨nomene, vielmehr kann es sich dabei auch um eine (evtl.
in Bezug auf eine Theorie oder ein Axiomensystem besonders sinnvolle) Bu¨ndelung
von Merkmalen handeln, wodurch dann ein neuer Begriff gebildet wird. Man nennt
diese Art daher synthetische Definition.
Setzen wir jedoch voraus, daß die Mathematik ihre Begriffe nicht durch
Abstraktion, sondern durch Konstruktion bildet [. . . ] Darum allein han-
delt es sich, daß die mathematischen Begriffe sich nicht wie die naturwis-
senschaftlichen auf sinnlich-reale Objekte beziehen, aus deren unu¨ber-
sehbarer Mannigfaltigkeit bestimmte Merkmale erst als wesentlich aus-
gesondert sind, sondern daß [. . . ] alles gleich wesentlich ist und der
Unterschied von wesentlich und unwesentlich fortfa¨llt. [Anders als z. B.
bei der in den Naturwissenschaften u¨blichen aristotelischen Definition,
die ja gerade auf die wesentlichen Unterschiede, sprich Unterscheidungs-
merkmale, hin ausgerichtet ist, IMC] Deshalb kann ein mathematischer
Personen den darin angegebenen Operationen und kommen beide (alle) zum selben Ergebnis (z. B.
Wert im Sinn des Tests fu¨r eine konkrete Versuchsperson), dann mu¨sste die Bedeutung des Worts
Intelligenz fu¨r beide (alle) dieselbe sein.
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Begriff niemals in dem Sinne
”
falsch“ gebildet sein wie ein juristischer
oder naturwissenschaftlicher, na¨mlich so, daß er unwesentliche Merk-
male der unter ihn fallenden Objekte entha¨lt. [Rickert (1929), 43f]
Unabha¨ngig von einer konkreten wissenschaftlichen Disziplin und ihrer theoreti-
schen Einbettung kann eine Definition eher Kommunikationsfunktionen30 oder
Erkenntnisfunktionen u¨bernehmen. Insbesondere die Erkenntnisfunktion wurde
und wird ihr aus einer langen philosophischen Tradition heraus immer wieder zuge-
standen (vgl. hierzu u. a. Abschnitt 2.6):
But [. . . ] definitions have also been called in to serve a highly distinctive
role: that of solving epistemological problems. [Gupta (2008)]
In Bezug auf den Erkenntnisprozess wiederum kann eine Definition als Grundlage
fu¨r U¨berlegungen gelten oder das Ergebnis von umfangreichen wissenschaftlichen
bzw. philosophischen U¨berlegungen darstellen (vgl. hierzu die Abschnitte 2.6.2 und
2.6.1).
[. . . kann nicht, IMC] ihre Rolle im Gesamtprozess der Erkenntnis in allen
Einzelheiten [. . . aufgezeigt werden, IMC], doch ko¨nnen wir schon jetzt
festhalten, daß die Definition in gewissen Beziehungen als Instrument
der Forschung, in anderen Beziehungen hingegen als deren Ergebnis
anzusehen ist. [Tamas (1964), 24]
Im Ru¨ckblick auf die U¨berlegungen von Platon in Abschnitt 2.2.2 bzw. Aristote-
les in Abschnitt 2.2.3 wird schnell klar, dass beide Sichtweisen ihre Berechtigung
haben und man es hier mit einem Henne-Ei-Problem zu tun hat. Dieses la¨sst sich
vermutlich nur unter Beru¨cksichtigung eines konkreten wissenschaftlichen Erkennt-
nisstandes (sowohl innerhalb einer wissenschaftlichen Disziplin als auch bezogen auf
die Erfahrung einzelner Wissenschaftler) auflo¨sen.
Im Zusammenhang mit ihrer kommunikativen Funktion stellt sich die Frage, wel-
che Ziele der Produzent mit einer Definition verfolgt, d. h., welche Auswirkungen
er bei sich und den Rezipienten anvisiert. Ist der Ausgangspunkt der Definition
ein Wort, das auch in alltagssprachlichen Zusammenha¨ngen existiert, so geht es
bei einer Definition in aller Regel um die wissenschaftliche Pra¨zisierung, kon-
textuelle Scha¨rfung bzw. Disambiguierung; evtl. soll zudem die u¨blicherweise
alltagssprachlichen Wo¨rtern anhaftende Vagheit behoben werden, die sich aus der
unterschiedlichen Strukturierung von Fachwortschatz und Allgemeinwortschatz er-
gibt (vgl. u. a. [Drosdowski (1977), 123]). Ha¨ufig ist aber außerdem die Einfu¨hrung
30Eine der Kommunikationsfunktionen – wenn nicht die zentrale – fasst Opp pra¨gnant so zu-
sammen:
”
Unter einer Definition versteht man die Einfu¨hrung einer Konvention u¨ber die Ver-
wendung von sprachlichen Ausdru¨cken.“ [Opp (2005), 108]
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neuer Benennungen und die Zuordnung zwischen Benennung und Begriff aus wissen-
schaftspragmatischen Gru¨nden notwendig – na¨mlich im Sinn einer besseren Hand-
habbarkeit der Begriffe (wiederum im Sinn einer Abku¨rzung). Essler beschreibt das
folgendermaßen:
Wa¨ren die einzelnen Wissenschaften geno¨tigt, auf derartige [. . . ] Abku¨r-
zungen zu verzichten, so wu¨rde der Wissenschaftsbetrieb lahmliegen und
jeder wissenschaftliche Fortschritt verhindert werden; denn fu¨r die meis-
ten Aussagen der Einzelwissenschaften gilt, daß sie bei Verwendungen
von geeigneten Abku¨rzungen relativ kurz und u¨bersichtlich sind, daß
sie aber, wenn man die definierten Begriffe durch die Folge von Aus-
dru¨cken ersetzt, fu¨r die sie stehen, lang, umsta¨ndlich formuliert und
unu¨berschaubar werden, so daß kaum noch jemand erkla¨ren ko¨nnte,
was sie eigentlich aussagen, und kaum jemand in der Lage wa¨re, mit
ihnen zu operieren. [Essler (1970), 62f]
Aus wissenschaftspragmatischer Sicht gibt es noch einen weiteren Nutzen: Die wis-
senschaftliche Definition, im Sinn der Zuordnung von Begriff und Benennung, kann
na¨mlich auch dazu dienen, zuna¨chst das Pha¨nomen, den Gegenstand zu benen-
nen, der untersucht werden soll – also den Boden fu¨r eine (idealerweise fruchtbare)
Diskussion u¨ber den definierten Begriff zu bereiten; dieses Prinzip wird auch Vor-
rangigkeit der Sprache genannt (vgl. u. a. [Roessler (1998), 325]).
Schließlich mu¨ssen wissenschaftliche Definitionen manchmal auch als Propagan-
dawerkzeug und als (meist pseudowissenschaftliches) Mittel der Begru¨ndung von
Ideologien herhalten; man nennt sie dann persuasive Definitionen. Einpra¨gsame
Beispiele hierfu¨r sind z. B. in der Arbeit von [Fuhrmann (1973)] zu finden. Dieser
Aspekt spielt(e) natu¨rlich auch im Zusammenhang mit der lexikographischen Defi-
nition immer wieder eine große Rolle. So wurden ganze Wo¨rterbuchprojekte in
”
den
Dienst [von, IMC] Sprachlenkungsmaßnahmen“ gestellt (vgl. [Drosdowski (1977),
117]).
2.6.3 Die Funktion der lexikographischen Definition
Das gro¨ßte Funktionsspektrum weist die lexikographische Definition auf. Hier wird
na¨mlich besonders ein Zusammenhang mit potenziellen Rezipienten beru¨cksichtigt
und diese haben – so die aktuelle Forschungslage der Lexikographie – eine Menge
verschiedener Anforderungen, woraus sich natu¨rlich mindestens ebenso viele Funk-
tionen ergeben.
Im Sinn der oben skizzierten philosophischen und wissenschaftstheoretischen Tra-
dition wird der lexikographischen Definition (vielleicht wegen der Fu¨lle ihrer Funk-
tionen) ha¨ufig nicht einmal der Status einer (richtigen) Definition zugestanden:
Lexikographen tun sich mit dem Wort schwer, daher lassen sich in der Literatur
eine Reihe von synonymen Bezeichnungen finden: Bedeutungserkla¨rung (u. a.
[Henne (1977), 47ff]), Bedeutungsparaphrase/lexikalische Paraphrase (u. a.
37
[Wiegand (1977), 60]), lexikographischer Kommentar (u. a. [Kuehn (1990), 118]),
aber auch Wo¨rterbuchdefinition oder eben einfach Definition werden verwendet
(u. a. [Herbst/Klotz (2003)]). Unabha¨ngig von den unterschiedlichen Bezeichnun-
gen ist in der Regel (mehr oder weniger) dasselbe gemeint, na¨mlich der Teil ei-
nes (zu einem bestimmten Lemma geho¨renden) Wo¨rterbucheintrags, der Angaben
u¨ber die Bedeutung entha¨lt. Lexikographische Definitionen findet man natu¨rlich
hauptsa¨chlich in klassischen einsprachigen (Bedeutungs-)Wo¨rterbu¨chern, in Fach-
oder in Fremdwo¨rterbu¨chern31. Neben der lexikographischen Definition kann ein
Wo¨rterbucheintrag noch viele weitere Informationstypen enthalten, z. B. grammati-
sche oder etymologische Angaben, Hinweise zu Verwendung und Aussprache sowie
Kollokationen oder Phraseologismen etc. Schließlich enthalten Wo¨rterbucheintra¨ge
ha¨ufig Belegbeispiele, auch lexikographische Beispiele genannt. Das lexikogra-
phische Beispiel wie auch die lexikographische Definition (beide mit ihren unter-
schiedlichsten Funktionen) sind fu¨r die dieser Arbeit zugrunde liegende Definition
und Operationalisierung der Definition und auch fu¨r das Versta¨ndnis der Anwen-
dungsszenarien von großer Bedeutung. Das lexikographische Beispiel wird daher in
Abschnitt 2.12.4 aufgegriffen.
Den wohl wichtigsten Funktionsaspekt der lexikographischen Definition nennt Wie-
gand: Es sind
”
kontrakonflikta¨re“ Texte ([Wiegand (1977), 102]). Nutzern von
Wo¨rterbu¨chern stellt sich entweder im Zusammenhang mit rezeptiven oder pro-
duktiven Aufgaben ein sprachliches oder sachliches Informationsbedu¨rfnis, meist
geht es dabei um Fremdes oder Schwieriges/als schwierig Empfundenes (vgl.
[Hausmann (1990a), 5f]). Wiegand beschreibt diesen zentralen Funktionsaspekt von
lexikographischen Definitionen so:
Jeder Sprecher der deutschen Gegenwartssprache macht im Laufe sei-
ner kommunikativen Praxis fast mit Notwendigkeit die Erfahrung, daß
er bestimmte Wo¨rter der deutschen Gegenwartssprache nicht oder nicht
vollsta¨ndig versteht. [. . . ] Wir wollen sie wortbedingte Versta¨ndigungs-
sto¨rung bei Gleichsprachigen nennen. Solche Versta¨ndigungssto¨rungen
fu¨hren zu sprach- insbesondere wortbedingten Zusta¨nden eines kogni-
tiven Defizits, da etwas unklar, unsicher, fraglich ist. Daraus kann ei-
ne Fragehaltung, ein kognitives Bedu¨rfnis nach Information zu frag-
lich gewordenen Wo¨rtern entstehen, so daß eine Fragesituation gege-
ben ist. Eine verbale Fragehandlung [. . . ] kann die Fragesituation in-
dizieren, aber auch eine nichtverbale Fragehandlung, na¨mlich beispiels-
weise der stillschweigende Griff nach dem einsprachigen Wo¨rterbuch.
[Wiegand (1977), 59]
Wo¨rterbuchartikel lassen sich als kontrakonflikta¨re Texte auffassen. Sie
sind u. a. dazu geschrieben wortbedingte Versta¨ndigungssto¨rungen (=
wortbedingte Kommunikationskonflikte) bei Gleichsprachigen entweder
31Bei der Vielzahl verschiedener Wo¨rterbuchtypen ist es denkbar, dass in weiteren hier nicht
beru¨cksichtigten Typen ebenfalls Definitionen eine zentrale Rolle spielen. Die hier genannte Liste
darf daher nicht als erscho¨pfend verstanden werden, die angesprochenen Typen sind eher exem-
plarisch gemeint.
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prophylaktisch verhindern oder, wenn sie auftreten, beseitigen zu helfen.
[Wiegand (1977), 70]
Zusammenfassend la¨ßt sich sagen: Lexikographische Definitionen sollen das – of-
fenbar ga¨ngige, mo¨glicherweise allgegenwa¨rtige – Bedu¨rfnis von Sprechern32 befrie-
digen, in Kommunikationssituationen, in denen sie sich u¨ber die Bedeutung eines
Worts unsicher sind oder diese nicht kennen, selbststa¨ndig33 eine Wissenslu¨cke zu
schließen. Ein Nachschlagebedu¨rfnis ergibt sich daher aus einer meist nur gedachten
(manchmal aber auch tatsa¨chlich gea¨ußerten) Frage (vgl. u. a. [Wiegand (1977),
65]) zu einem Wort und kann in Bezug auf einen Kommunikationskonflikt vor-
beugend oder behebend wirken. Offensichtlich bergen, dies belegen auch Nutzer-
studien (vgl. u. a. [Hartmann (1990), 106], [Engelberg/Lemnitzer (2008), 70]), be-
sonders bestimmte Wo¨rter und Wortgruppen die Gefahr, dass sie (in Bezug auf ihre
Bedeutung) zu Versta¨ndigungssto¨rungen fu¨hren ko¨nnen. Nach [Hausmann (1990a),
6,11] sind das u. a. besonders Wo¨rter in einer Fremdsprache, Fremdwo¨rter, Dia-
lektwo¨rter, Fachwo¨rter, alte Wo¨rter, neue Wo¨rter, Wo¨rter des Substandards, seltene
Wo¨rter, undurchsichtige Wo¨rter und Wendungen usw. sowie schwere, fachsprach-
liche, seltene und veraltete Bedeutungen von ansonsten ha¨ufigen Wo¨rtern34. Ku¨hn
fu¨gt hinzu, dass außerdem besonders ha¨ufig
”
die Bedeutung von Abku¨rzungen [. . . ]
Mundartwo¨rtern, Sondersprachenwo¨rtern, Namen oder phraseologischen Wendun-
gen, Sprichwo¨rtern“ nachgeschlagen wird (vgl. [Kuehn (1990), 116]).
Seit Mitte der 1970er Jahre fordern Lexikographen vermehrt, die Arbeit an Wo¨rter-
bu¨chern und die darauf bezogene Forschung in einen Zusammenhang mit potenziel-
len Nutzern und Nutzungssituationen zu stellen. Wiegand formuliert 1977 provo-
kant, man habe es bei den Wo¨rterbuchbenutzern mit
”
[b]ekannte[n] Unbekannte[n]“
(vgl. [Wiegand (1977), 59ff]) zu tun und Pu¨schel merkt mehr als 10 Jahre spa¨ter
diesem Gedanken folgend an, dass vom Wo¨rterbuchbenutzer bekannt ist,
”
daß es
32Im Sinn von Sprachteilnehmer einer Sprache, der sowohl schriftliche als auch mu¨ndliche Texte
produziert und rezipiert.
33Es sei angemerkt: Nutzerstudien zeigen, dass Wo¨rterbu¨cher nicht gerne benutzt werden (vgl.
[Engelberg/Lemnitzer (2008), 70f]). Insofern ist wohl davon auszugehen, dass der Kommunikati-
onspartner – falls mo¨glich – eher direkt gefragt oder die Unsicherheit u¨berhaupt nicht behoben
wird.
34Hier stellt sich die Frage: Wenn davon auszugehen ist, dass im Wesentlichen fremde bzw.
schwierige Wo¨rter nachgeschlagen werden, warum werden dann Wo¨rter wie Ohr oder Regenbo-
gen u¨berhaupt definiert? Wer ko¨nnte dieser Benutzer sein, der zwar das Wort Ohr nicht kennt,
mit der im Wo¨rterbuch gebotenen Definition (
”
[. . . ] Geho¨rorgan bei Mensch u. Wirbeltier, dessen
a¨ußerer Teil je ein meist an beiden Seiten des Kopfes ansitzendes bei Tieren ha¨ufig bewegliches,
muschelartiges gebogenes, knorpeliges Gebilde ist [. . . ]“ [Duden (2003)]) aber etwas anfangen
kann? Diese Frage wurde bereits in Abschnitt 2.4.1 thematisiert und wird in der philosophischen
und lexikographischen Literatur immer wieder diskutiert. Aus Sicht der Lexikographie hat ein
Wo¨rterbuch gleichzeitig sowohl individuelle als auch gesellschaftliche Funktionen zu erfu¨llen (vgl.
u. a. [Hausmann (1990a), 6]). Es kann sich hierbei um staatliche, politische, administrative oder
wissenschaftliche Dokumentationswu¨nsche handeln ([Hausmann (1990a), 5]). Interessanterweise
wird diese Sicht sogar von vielen Nutzern geteilt, denn sie erwarten, so haben es Studien ge-
zeigt, in einem Wo¨rterbuch eine umfassende Sammlung des Vokabulars einer Sprache vorzufinden
(vgl. u. a. [Hartmann (1990), 107]). Schließlich erweisen sich Wo¨rterbu¨cher, wenn sie erst einmal
vorliegen, ha¨ufig als nu¨tzlich auch in Situationen, fu¨r die sie urspru¨nglich nicht konzipiert waren
([Hausmann (1990a), 8]).
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ihn [den Wo¨rterbuchbenutzer, IMC] gibt, von dem jedoch unbekannt ist, wer er
genau ist und was er genau tut, wenn er Wo¨rterbu¨cher benutzt“ [Pueschel (1990),
128]. Hand in Hand mit der Benutzerorientierung geht natu¨rlich der Gedanke, dass
sich die Qualita¨t eines Wo¨rterbuchs im Wesentlichen daraus ergibt, wie ha¨ufig die-
ses das Informationsbedu¨rfnis von Nutzern befriedigen kann:
”
Entscheidend ist, daß
die Nachschlagehandlungen erfolgreich verlaufen. Dies ko¨nnen sie nur, wenn Lexi-
kographie und Gesellschaft die gleiche Sprache sprechen“ (vgl. [Hausmann (1990a),
13]).
Die Beschreibung der Wo¨rterbuchfunktionen in Bezug auf Nutzer und Anwendungs-
bereich steht in einem engen, allerdings ha¨ufig impliziten Zusammenhang mit dem
Funktionsspektrum der lexikographischen Definition. Zwar ist offensichtlich, dass die
lexikographische Definition ein zentraler Bestandteil von Wo¨rterbucheintra¨gen und
damit auch ein zentraler Bestandteil von allgemein- und fachsprachlichen Wo¨rter-
bu¨chern sowie Fremdwo¨rterbu¨chern ist. Dennoch werden in der einschla¨gigen Lite-
ratur die Beziehungen zwischen dem Nutzer bzw. Anwendungsbereich einerseits und
dem Funktionsspektrum lexikographischer Definitionen andererseits nur am Rande
dargestellt. Vielmehr scheint die Mehrzahl der Forscher der Meinung zu sein, aus
der Funktionsbeschreibung verschiedener Wo¨rterbuchtypen erga¨be sich die Funk-
tionsbeschreibung der lexikographischen Definition automatisch. In eine a¨hnliche
Richtung geht etwa die Kritik in einem Diskussionsbeitrag von Bergenholtz/Tarp
(vgl. [Bergenholtz/Tarp (2002), 254ff]). Darin wird die Arbeit verschiedener, beson-
ders deutscher Lexikographen kritisiert, die die Grundsa¨tze und Ideen der modernen
Funktionslehre nur halbherzig beru¨cksichtigen. Bergenholtz und Tarp unterstreichen,
dass man den beiden Grundannahmen der modernen Funktionslehre konsequenter
folgen sollte. Diese sind:
1. Wo¨rterbu¨cher sind Gebrauchsgegensta¨nde und sollen daher vorwiegend (bzw.
ausschließlich) die Bedu¨rfnissen der Nutzer befriedigen. Entsprechend mu¨sste
man verschiedene Typen von Nutzern mit ihren jeweiligen Fa¨higkeiten, Kennt-
nissen und Bedu¨rfnissen sowie verschiedene Typen von Problemen, die diese
Nutzer in bestimmten Situationen haben ko¨nnten, systematischer und vor-
urteilsfreier ausdifferenzieren. A¨hnliches verlangt auch [Kuehn (2001), 550ff])
speziell fu¨r DaF35-Wo¨rterbu¨cher, insbesondere aber fu¨r die darin enthaltenen
lexikographischen Definitionen.
2. Die Lexikographie stellt keine Teildisziplin der Linguistik dar, ihr Gegenstand
ist nicht Sprache schlechthin, sondern kulturelle Erzeugnisse von Menschen.
Folglich mu¨ssten, so [Bergenholtz/Tarp (2002), 255ff], die Informationen bzw.
Daten eines Wo¨rterbuchs entsprechend den Bedu¨rfnissen konkreter Benutzer-
gruppen mit Problemen in bestimmten Situationen und nicht entsprechend
linguistischen Theorien und lexikographischen Traditionen ausgewa¨hlt und
angeordnet werden. Gleichwohl scheint weitestgehend Einigkeit daru¨ber zu
bestehen, dass eine genaue Beleuchtung verschiedener Nutzergruppen und
Anwendungssituationen dringend notwendig ist.
35DaF = Deutsch als Fremdsprache
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Historically, functionally, and typologically we are led to the convention
that more research is necessary about the user’s interests, habits and
references. [. . . ] objective knowledge about dictionary users’ need is still
rare. [Hartmann (1990), 104]
Dabei stellt sich in erster Linie die Frage, wer (Benutzerprofil) in welcher Situation
(Benutzungssituation) und mit welchem Ziel was (Informationsbedu¨rfnis) in einem
Wo¨rterbuch nachschla¨gt (vgl. u. a. [Kuehn (1990), 112ff]) und [Hartmann (1990),
104ff]). Dabei ist sicherlich mit verschiedenen Typen von Benutzern, Situationen
und Informationsbedu¨rfnissen zu rechnen.
Different groups [. . . ] are likely to have different information require-
ments. [. . . ] It is also very likely that users’ needs may change from
place to place and from time to time. [Hartmann (1990), 104]
[Hartmann (1990), 106ff] sieht vier Kernbereiche, die fu¨r ein pra¨zises Benutzerpro-
fil ausdifferenziert werden mu¨ssen:
1. die Kategorie der gesuchten Information,
2. die soziale Rolle des Nutzers,
3. die im Zusammenhang mit dem Nachschlagevorgang stehende Aufgabe sowie
4. die Nachschlagekompetenz.
Zur Illustration hier ein Beispiel: Ein Student der Literaturwissenschaft schla¨gt das
Wort weiland, das er in Werk XY gelesen hat und u¨ber dessen Bedeutung er sich un-
sicher ist, im Deutschen Universalwo¨rterbuch [Duden (2003)] nach. Nehmen wir an,
der Student hat auf Grund verschiedener Einfu¨hrungsseminare bereits Erfahrungen
mit verschiedenen Typen von Nachschlagewerken gesammelt. Die Instanziierung der
vier Kategorien wu¨rde dann etwa ergeben:
ad 1. Bedeutung eines alten, seltenen Worts = Informationskategorie
ad 2. Student der Literaturwissenschaften = soziale Rolle
ad 3. Lesen eines (
”
alten, literarischen“) Werks = Aufgabe
ad 4. fundiert = Nachschlagekompetenz
Diese Art von Benutzerprofilbildung weist zwei Schwachstellen auf (die sich si-
cherlich u. a. aus der offenbar inkonsequenten Handhabung der Funktionslehre
von Wo¨rterbu¨chern ergeben; vgl. die Kritik von [Bergenholtz/Tarp (2002)],
[Kuehn (2001)]): Versteht man unter dem Benutzerprofil hauptsa¨chlich Aspekte, die
dem Benutzer eigen sind und sich damit konstant u¨ber verschiedene Nachschlag-
handlungen desselben Benutzers verhalten, sollte man sowohl die Informationska-
tegorie 1. als auch die mit dem Nachschlagevorgang im Zusammenhang stehende
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Aufgabe 3. nicht der Benutzermodellierung zuordnen. Andererseits fehlen Aspekte,
die fu¨r ein pra¨zises Benutzerprofil relevant sind, wie z. B. das Sprach- und Sach-
wissen oder auch die perso¨nliche Einstellung. Beides spielt bei der Rezeption von
Definitionen eine nicht zu unterscha¨tzende Rolle, wie die in Abschnitt 3.3 und 3.5
im Detail dargestellten Annotationsexperimente zeigen. Natu¨rlich sind diese Aspekte
ausgesprochen schwierig zu ermitteln und noch schwieriger zu modellieren. U¨brigens
spricht Wiegand bereits in den 1970er Jahren (vgl. [Wiegand (1977), 60ff]) das Vor-
wissen des Wo¨rterbuchbenutzers an und stellt fest, dass bis dato kaum entsprechen-
de Informationen zur Beschreibung oder Modellierung dieses Aspekts vorliegen.
Welche sprachlichen Fa¨higkeiten, Kenntnisse u¨ber seine Sprache und
sprachkommunikative Erfahrungen [ein Benutzer, IMC] im Einzelnen
haben muß, um bestimmte Teile von Wo¨rterbucheintra¨gen angemes-
sen verstehen zu ko¨nnen, ist eine a¨ußerst komplexe Frage, mit der sich
allerdings Lexikographen und Lexikologen weder in interessanter noch
in systematischer Weise befaßt haben. [. . . ] Wir verfu¨gen derzeit nicht
u¨ber das m. E. fu¨r die Abfassung von lexikalischen Paraphrasen wichti-
ge Wissen, welcher Typ von Paraphrase zu einem bestimmten Lemma-
typ welches typische Sprach- und Sachwissen dann voraussetzt, wenn
[der Benutzer, IMC] aus der lexikalischen Paraphrase den regelrechten
Gebrauch des Lemmas fu¨r bestimmte Kotexte erschließen ko¨nnen soll.
[Wiegand (1977), 60]
In Bezug auf mo¨gliche Benutzungssituationen trennt [Kuehn (1990), 114ff] – wo-
bei er u. a. [Wiegand (1977)] folgt – rezeptive und produktive Benutzungssitua-
tionen; in Bezug auf mo¨gliche Informationsbedu¨rfnisse trennt er Nachschlagen
und Lesen von einander, sozusagen das Wo¨rterbuch als Nachschlagewerk vom
Wo¨rterbuch als Lesebuch. Dabei zeichnet sich Ersteres in aller Regel durch ei-
ne konkrete Fragestellung aus, Letzteres eher durch ein allgemeines Informations-
bedu¨rfnis/Interesse (also ohne konkrete Suchfrage; vgl. [Kuehn (1990), 115, 119]).
Einige Suchfragen nach [Kuehn (1990), 115f] sind:
1. Schreibt man eigentlich X oder Y? Wu¨rde man eher X oder Y sagen? (sprach-
liche Kompetenzprobleme)
2. Was ist ein X? Was bedeutet X? (sachliche Kompetenzlu¨cken bzw. Verste-
hensschwierigkeiten bei der Textrezeption)
3. Wodurch kann ich X ersetzen, damit ich mich nicht sta¨ndig wiederholen muss?
(Formulierungsprobleme und -unsicherheiten bei der Textproduktion)
4. Woher kommt das Wort X (der Name Y)? Welche Lexeme der deutschen
Gegenwartssprache enthalten das Suffix -haft? (Forschungsinteressen)
Schließlich kann der Benutzer (wie bereits oben angesprochen) im Sinn einer Kom-
petenzkontrolle bei Unsicherheiten nachschlagen, um sein Sprach- und/oder Sach-
wissen zu u¨berpru¨fen, oder im Sinn eines Wissensdefizits etwas ihm ga¨nzlich Unbe-






























































































































Abbildung 2.5: Wo¨rterbuchbenutzungsmo¨glichkeiten nach [Kuehn (1990), 121]
70ff]). Ku¨hn stellt zudem fest, dass fu¨r die deutsche Wo¨rterbuchkultur beson-
ders die Kompetenzkontrolle typisch zu sein scheint (offenbar vor allem in Be-
zug auf Bedeutung und Orthographie; vgl. [Kuehn (1990), 116]). Eine U¨bersicht
von Wo¨rterbuchbenutzungsmo¨glichkeiten nach [Kuehn (1990), 121] zeigt Abbildung
2.5.
Diese unterscheidet sich strukturell kaum von der von Wiegand bereits 1977 (vgl.
[Wiegand (1977), 81]) vorgeschlagenen, ist allerdings an verschiedenen Stellen etwas
umfassender. Noch umfassender und im Hinblick auf einzelne Benutzungsmo¨glich-
keiten, Szenarien und Personengruppen ausgesprochen differenziert ist die Typolo-
gie, die [Wiegand (1998)] vorstellt, deren detaillierte Darstellung hier allerdings den
Rahmen sprengen wu¨rde. Leider fehlt bei diesen – wie u. W. bei allen anderen –
Funktionsbeschreibungen eine direkte Anbindung von bestimmten Definitionstypen
an Wo¨rterbuchbenutzungsmo¨glichkeiten.
Fu¨r eine systematische Funktionsbeschreibung nach den drei genannten Dimensio-
nen (Benutzerprofil, Benutzungssituation und Informationsbedu¨rfnis) wa¨re es auch
hier hilfreich gewesen, die einzelnen Beschreibungsebenen klarer zu trennen. Zwar
bestehen offensichtlich enge Verbindungen zwischen dem Informationsbedu¨rfnis und
der Benutzungssituation, aber aus einer einzelnen Benutzungssituation ko¨nnen sich
unterschiedliche Informationsbedu¨rfnisse ergeben. Ebenso ko¨nnen verschiedene Be-
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nutzergruppen bei a¨hnlichen Aufgaben unterschiedliche Anforderungen an ein Wo¨rter-
buch stellen. Etwa kann ein Journalist beim Verfassen eines popula¨rwissenschaft-
lichen Texts zum Thema Wissen im 21. Jahrhundert zuna¨chst die Bedeutung eines
bestimmten (evtl. fachsprachlichen) Worts (Enzyklopa¨dismus oder Komplexita¨tsre-
duktion) nachschlagen und anschließend ein Synonym fu¨r das Wort (Wissen) su-
chen. Dabei geht es ihm im ersten Fall darum, die inhaltliche Richtigkeit seines Texts
sicher zu stellen36, im zweiten Fall, seinen Text stilistisch aufzubessern. Nimmt
man die verschiedenen, oben skizzierten Aspekte eines bestimmten Benutzerpro-
fils hinzu, so ergibt sich fu¨r jeden einzelnen Nachschlagevorgang eine hochdimen-
sionale Funktionsbeschreibung – ohne dass diese jedoch schon mit verschiedenen
lexikographischen Definitionen in Zusammenhang gebracht worden wa¨re bzw. wer-
den kann. Selbst die Zuordnung zwischen Wo¨rterbuchtyp, Wo¨rterbuchbenutzung
und Benutzer scheint sich schwierig zu gestalten (vgl. u. a. [Kuehn (1990), 114],
[Bergenholtz/Tarp (2002), 255]).
Stellen dann die (Informations-)Bedu¨rfnisse und Anforderungen des Benutzers in be-
stimmten Situationen das Kriterium fu¨r die Funktionsanalyse einer Definition dar, so
vervielfachen sich Beschreibungsebenen, wie die oben skizzierten Beispiele verdeut-
licht haben du¨rften. Verschiedene Lexikographen fordern daher, z. B. fu¨r elektro-
nische Wo¨rterbu¨cher verschiedene Sichten fu¨r verschiedene Benutzergruppen
oder verschiedene Benutzungssituationen vorzusehen, also jeweils verschiedene
Bu¨ndel von Informationseinheiten aus den elektronischen Wo¨rterbu¨chern zugrunde
liegenden Datenbanken zusammenzustellen und jeweils fu¨r jedes Anforderungsprofil
zu pra¨sentieren (siehe u. a. [Hartmann (1990), 109] sowie [Storrer (2001), 98ff]).
Zwar unterstreicht Wiegand bereits 1977, dass in Alltagsdialogen fu¨r verschiede-
ne Lemmatypen auch verschiedene Paraphrasierungsstrategien beobachtet werden
ko¨nnen und sich folglich Wo¨rterbuchdefinition mehr an diesen – offenbar erfolg-
reichen – Strategien orientieren sollten ([Wiegand (1977), 63, 107]), aber ein Zu-
sammenhang zwischen Funktion (in Bezug auf Benutzer, Benutzungssituation oder
Informationsbedu¨rfnis) und Paraphrasierungsstrategie, wie das unter anderem auch
von [Bergenholtz/Tarp (2002), 254f] gefordert wird, wurde bisher kaum hergestellt
oder gar systematisch erarbeitet.
Abschließend soll noch auf einen Funktionsaspekt von Wo¨rterbu¨chern im Allgemei-
nen und Wo¨rterbuchdefinitionen im Speziellen hingewiesen werden, den Lexikogra-
phen heute zwar nicht (mehr) anstreben, der von Nutzern aber nach wie vor als
zentral angesehen wird: die pra¨skriptive Funktion. Amu¨sante Beispiele fu¨r Zu-
schriften an eine Wo¨rterbuchredaktion, die genau diese Auffassung vieler Nutzer
verdeutlichen, bietet der Beitrag von [Drosdowski (1977), 105f]; er fasst seine Be-
obachtungen so zusammen:
Nicht wenige Benutzer [von Wo¨rterbu¨chern, IMC] sind sogar davon
u¨berzeugt, daß Wo¨rter, die im Wo¨rterbuch nicht verzeichnet sind, nicht
36Mo¨glicherweise mu¨sste er also sogar in einer Enzyklopa¨die Sachwissen und nicht so sehr
in einem (Bedeutungs-)Wo¨rterbuch semantisches, also Sprachwissen nachschlagen. Dieser Un-
terschied ist allerdings den meisten Benutzern kaum klar, wie Studien zeigen (vgl. u. a.
[Engelberg/Lemnitzer (2008)]) – und unter Lexikographen zudem umstritten.
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gebraucht werden du¨rfen oder gar nicht existieren. [Drosdowski (1977),
106f]
Gerade die Tatsache, dass auch Wo¨rter in einem Wo¨rterbuch zu finden sind, die den
meisten ganz gela¨ufig sein du¨rften, scheint Nutzer zu der Annahme zu verfu¨hren, die
Wo¨rterbucheintra¨ge ha¨tten die Funktion von Vorschriften. Mo¨glicherweise hat diese
weit verbreitete Annahme auch etwas mit bestimmten wissenschaftlichen Traditio-
nen zu tun, denn viele Menschen lernen Definitionen – besonders in ihrer Ausbildung
– vermutlich in erster Linie als sprachliche Vorschriften kennen.
2.6.4 Die Funktion der Alltagsdefinition
Alltagsdefinitionen sind lexikalisch-semantische Erla¨uterungen bzw. definitorische
Textsegmente oder Diskursbausteine im allta¨glichen Leben. Nach Stanaityte˙ 2007
handelt es sich bei Alltagsdefinitionen um die
Erla¨uterung einer Wortbedeutung oder [. . . ] Erkla¨rung einer Sache [. . . mit
dem Ziel der, IMC] Bedeutungsbeschreibung, die die Identifikation des
bezeichneten Bezugsgegenstandes in einer Rede bzw. einem Text ermo¨glichen.
[Stanaityte (2007), 30]
Zwar ko¨nnen Alltagsdefinitionen einen metasprachlichen Charakter aufweisen, in
aller Regel sind jedoch gleichzeitig Sprach- und Sachbezu¨ge erkennbar
(vgl. [Stanaityte (2007), 31]). Zu unterscheiden sind selbst- und fremdinitiierte
Alltagsdefinitionen:
1. Fremdinitiierte Alltagsdefinitionen werden von Produzenten gewissermaßen
auf Nachfrage erzeugt. Ha¨ufig handelt es sich dabei um
”
Alltagsdialoge u¨ber
Bedeutungen von Wo¨rtern“ (vgl. [Wiegand (1977), 65]). Diese treten auf,
wenn z. B. Gespra¨chspartner Versta¨ndnissto¨rungen beheben mu¨ssen. Ein Bei-
spieldialog37 ko¨nnte so aussehen:
• Person 1: Schau mal, da steht ’Ich bin ein Strolch’ auf dem Auto – was
ist das denn fu¨r ein Quatsch.
• Person 2: Was ist ein Strolch?
• Person 1: In diesem Zusammenhang ist wohl so was wie ein Draufga¨nger
oder Schlitzohr oder so gemeint . . .
Fremdinitiierte Alltagsdefinitionen setzen mindestens zwei Kommunikations-
teilnehmer voraus. Sie sind meist Bestandteil einer Unterhaltung und werden
im Unterschied zur wissenschaftlichen, terminologischen bzw. lexikographi-
schen Definition in aller Regel spontan gebildet.
37Es handelt sich bei diesem Ausschnitt um die geku¨rzte Version eines authentischen Dialogs
zwischen einer Muttersprachlerin und einer Nichtmuttersprachlerin.
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2. Selbstinitiierte Alltagsdefinitionen werden von Produzenten erzeugt, um mo¨g-
licherweise bei der Rezeption auftretende Versta¨ndnissto¨rungen abzufangen.
Sie basieren nicht auf einer tatsa¨chlich eingetretenen Sto¨rung (wie die fremdi-
nitiierten Alltagsdefinitionen), werden also auch nicht auf Grund einer Nach-
frage formuliert. Sie werden
”
erzeugt, um die erwu¨nschte Text- und Rede-
koha¨renz zu gewa¨hrleisten [. . . und, IMC] werden dann eingesetzt, wenn der
Sprecher bzw. Schreiber beim Rezipienten die Gefahr des Nicht- oder Falsch-
verstehens vermutet“ [Stanaityte (2007), 32].
Alltagsdefinitionen, sowohl fremdinitiierte als auch selbstinitiierte, weisen insbe-
sondere in Bezug auf Formulierungsmuster und Informationsstrukturen teils große
A¨hnlichkeiten mit lexikographischen, terminologischen und wissenschaftlichen Defi-
nitionen auf; teils sind aber auch ga¨nzlich andere Muster und Typen zu beobachten.
Unterschiede zu Letzteren lassen sich vor allem im Zusammenhang mit ihrer Funk-
tion und Entstehung sowie an sie gestellte Anspru¨che beobachten. Zwar handelt
es sich bei Alltagsdefinitionen ha¨ufig um sprach- bzw. bedeutungsreflexive Text-
segmente (vgl. u. a. [Stanaityte (2007), 32] oder [Wiegand (1977), 67]), als solche
erheben sie aber anders als lexikographische, terminologische und wissenschaftliche
Definitionen selten einen universellen Anspruch, sondern beziehen sich vielmehr auf
die Bedeutungsaspekte, die fu¨r das lokale Versta¨ndnis – na¨mlich das Versta¨ndnis
des rezipierten Textes oder der gefu¨hrten Unterhaltung – notwendig sind. Alltags-
definitionen sind daher sta¨rker als alle anderen Definitionstypen an den Ko- und
Kontext gebunden38.
A¨hnlich den lexikographischen Definitionen handelt es sich auch bei Alltagsdefi-
nitionen um kontrakonflikta¨re Texte, die sich besonders auf Fremdes, Schwieriges
oder als schwierig Empfundenes beziehen. Einige Lexikographen betrachten daher
Alltagsdefinitionen als interessanten Untersuchungsgegenstand und Ausgangspunkt
fu¨r die metalexikographische Forschung.
Das wissenschaftliche Interesse innerhalb der Linguistik an der sprachli-
chen Erscheinung Alltagsdefinitionen konzentriert sich vor allem in den
Bereichen der Lexikografie und der Lexikologie. Diese wissenschaftli-
chen Bereiche bema¨ngeln das Fehlen aussagekra¨ftiger Informationen
u¨ber Alltagsdefinitionen und weisen gleichzeitig auf die Notwendigkeit
ihrer Analyse sowie deren wichtigen Anteil an der Grundlagenforschung
hin. [. . . ] Weder ihre Definition noch ihre Gegenstandsabgrenzung oder
die daru¨ber hinaus getroffenen Metaaussagen u¨ber ihr Zusammenwir-
ken und ihrer Auswirkungen mit anderen bzw. auf andere sprachliche
Pha¨nomene sind bisher erforscht worden. [Stanaityte (2007), 5f]
Durch die immer sta¨rkere Durchdringung von Alltagssprache mit fachsprachlichen
Komponenten (vgl. u. a. [Drosdowski (1977), 122]) ist der Unterschied zwischen All-
38
”
Alltagsdefinitionen richten sich nur auf bestimmte Elemente [. . . ] von Bedeutungen, sie
sind oft nicht vollsta¨ndig und deshalb das Kriterium der Austauschbarkeit nicht erfu¨llen [sic].“
([Stanaityte (2007), 34]) - ha¨ufig sind sie ohne diesen kaum zu verstehen, mo¨glicherweise ungu¨ltig
und nicht einmal als definitorisch zu identifizieren.
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tagsdefinition und wissenschaftlicher bzw. terminologischer Definition kaum mehr
alleine am Typ des Definiendums festzumachen. Mit Alltagsdefinitionen ko¨nnen
ebenso wie mit terminologischen und wissenschaftlichen Definitionen Fachwo¨rter
expliziert werden; und wie bei Letzteren ko¨nnen auch Alltagsdefinitionen als aristo-
telische Definition ausformuliert sein.
Trotz ihrer A¨hnlichkeit in Bezug auf die erla¨uterten Definienda unterscheiden sich
Alltagsdefinitionen von lexikographischen, terminologischen und wissenschaftlichen
Definitionen nicht nur – wie oben bereits skizziert – in Bezug auf ihre Entstehung
und ihren Gu¨ltigkeitsbereich, sondern auch in Bezug auf ihre Funktion. Neben der
Umschreibung der lexikalischen Bedeutung eines Definiendums, also der Bedeu-
tungserla¨uterung, sind in Korpora außerdem ha¨ufig Alltagsdefinitionen zu finden,
deren Hauptfunktion eher im
”
Umbenennen und Uminterpretieren eben jener Be-
deutung“ [Stanaityte (2007), 32] zu liegen scheint. Stanaityte˙ etwa unterscheidet
daher in ihrer auf Cosmas-I Daten (vgl. [Stanaityte (2007), 13ff]) basierenden Arbeit
zwei Grundfunktionstypen von Alltagsdefinitionen (vgl.[Stanaityte (2007), 43f]):
1. darstellende Funktionen (mit den Untertypen darstellend-informativ und dar-
stellend-evaluativ) sowie
2. appellative Funktionen (mit den Untertypen appellativ-werbend, appellativ-
evaluativ und appellativ-instruierend).
In beiden Fa¨llen dienen Alltagsdefinitionen als Stu¨tze der Textfunktion: Einerseits im
Sinn der darstellenden Funktion, indem sie dem Rezipienten wichtige Informationen
anbieten, die dessen Versta¨ndnis stu¨tzen; andererseits, indem sie durch Bewertung
und Interpretation von inhaltlich wichtigen Wo¨rtern die an den Rezipienten gerich-
teten Appelle entsprechend stu¨tzen (vgl. [Stanaityte (2007), 45ff])39. Bedauerlicher-
weise bietet die Arbeit von Stanaityte˙ keine greifbare Definition der Alltagsdefinition,
auch vergleicht sie ihre Vorstellung von Definitionen nicht mit der von (mehreren)
Versuchspersonen (oder Annotatoren); insofern erscheint es der Autorin, als wu¨rde
hier die Operationalisierung und deren empirische Absicherung fehlen.
In Bezug auf die Aspekte typisches Vorkommen, Hintergrundwissen von Produzen-
ten und Rezipienten, Hauptfunktionen, Gu¨ltigkeitsbereich und Arten von Definienda
lassen sich also zusammenfassend die in Tabelle 2.1 dargestellten U¨bereinstimmungen
bzw. Unterschiede der bisher erla¨uterten Definitionstypen beobachten.
Wie die Gegenu¨berstellung verdeutlicht, unterscheiden sich die verschiedenen Defi-
nitionstypen vor allem hinsichtlich ihrer typischen Vorkommen und Hauptfunktio-
nen. Allerdings sollten die vorangegangenen Abschnitte verdeutlich haben, dass sich
39Wie die Abschnitte 3.3, 3.5 und 3.4.1 zeigen, waren einige der an den im Rahmen der vorliegen-
den Arbeit durchgefu¨hrten Studien und Experimente beteiligten Annotatoren und Versuchsperso-
nen u¨berzeugt davon, dass es sich bei Segmenten, die mehr oder weniger offensichtlich wertend oder
beeinflussend sind, nicht um Definitionen handeln kann. (Kurz: entsprechend dieser Annotatoren
du¨rften die Alltagsdefinitionen mit appellativer Funktion nicht als Definitionen bewertet werden.)
Zwar wu¨rde die Autorin viele der in der Arbeit von [Stanaityte (2007)] angefu¨hrten Textsegmente
ebenfalls als Alltagsdefinitionen bewerten, allerdings zeigen die Inter-Annotator Agreement Tests
der vorliegenden Arbeit und der Literatur (vgl. Abschnitt 2.13 sowie 3.6) nur zu deutlich, dass
diese Beurteilung u. U. nicht interoperabel ist.
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Tabelle 2.1: Gegenu¨berstellung von Alltagsdefinition, lexikographischer, terminolo-
gischer und wissenschaftlicher Definition
typische








Werbe- oder (meist) (meist) sichern, begrenzt schwierig,
Alltags- Informations- Laie Laie (u¨berreden)/ Allgemein-




lexiko- z.B. allgemein- Lexiko- Laie Versta¨ndnis uni- Allgemein-
graphische sprachiges graph (Fach- sichern versell (teilweise
Definition Wo¨rterbuch experte) Fach-
wortschatz)
z.B. technischer
termino- Fachartikel, Fach- Fach- Benennungen Fach-
logische Bedienungs- experte experte strukturieren, begrenzt wortschatz
Definition anleitung, (Laie) festlegen
Fachwo¨rterbuch
z.B. wissen- Begriffe syste-
wissen- schaftlicher Fach- Fach- matisieren, Fach-
schaftliche Fachartikel, experte experte klassifizieren; begrenzt wortschatz
Definition Lehrbuch, (Laie) operationali-
Vorlesung sieren
die bisher besprochen Definitionstypen vor allem in ihren Grenzbereichen teilweise
deutlich u¨berschneiden – und bisweilen sogar eine Unterscheidung schwer mo¨glich
machen. So kann z. B. im Sinn von Sprachlenkungsmaßnahmen (siehe Abschnitt
2.12.4) auch eine lexikographische Definition zur Beeinflussung des Rezipienten die-
nen. Ebenso kann eine Alltagsdefinition inhaltlich und sprachlich mit einer wissen-
schaftlichen Definition u¨bereinstimmen – wa¨re es in einem solchen Fall sinnvoll,
sie abha¨ngig von der jeweiligen Textsorte einmal als das Eine oder das Andere zu
bewerten?
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2.6.5 Zusammenfassung: Funktionen der terminologischen,
wissenschaftlichen und lexikographischen Definition und
der Alltagsdefinition
Wie in den vorangegangenen Abschnitten im U¨berblick dargestellt wurde, umfasst
das Funktionsspektrum von Definitionen die Zuordnung zwischen Begriff und Be-
nennung (auch Begriffsbildung genannt), bei wissenschaftlichen bzw. terminologi-
schen Definitionen – d. h. technischen oder wissenschaftlichen Begriffssystemen
– das ha¨ufig theoriegebundene Aufstellen und die Konsistenzsicherung dieser Be-
griffssysteme sowie die Klassifikation und Einordnung von (u. U. neuen) Wo¨rtern
in dieses System. Daru¨ber hinaus sind typische weitere Funktionen – besonders im
wissenschaftlichen Diskurs – die evtl. theoriefreie Pra¨zisierung oder Operationali-
sierung von Termini, die Auflo¨sung von Vagheit und Ambiguita¨ten (nicht zuletzt
bei auch in der Allgemeinsprache verwendeten fachsprachlichen Wo¨rtern). Zudem
nehmen wissenschaftliche Definitionen Kommunikationsfunktionen ein, besonders
im wissenschaftspragmatischen Sinn einer Zusammenfassung oder Abku¨rzung sowie
Erkenntnisfunktionen. Insbesondere stellen sie die Grundlage bzw. das Ergebnis von
wissenschaftlichen/fachlichen Diskursen dar.
Die Funktionsbeschreibung der lexikographischen Definition bringt den Gedanken
der Nu¨tzlichkeit bzw. des Nutzerbezugs ein. Ihr Funktionsspektrum wird ausdifferen-
ziert in Bezug auf den Nutzer, Benutzungssituationen und Informationsbedu¨rfnisse,
woraus sich eine hochdimensionale Funktionsbeschreibung ergeben kann. Schließ-
lich kann bei den meisten Definitionen auch die Funktion der Manipulation, bei
lexikographischen Definitionen der Sprachlenkung, eine Rolle spielen.
Besonders pointiert fasst Abelson die großen wissenschaftstheoretischen bzw. phi-
losophischen Stro¨mungen und die von ihnen der Definition zugesprochenen Funk-
tionen zusammen:
Essentialists conclude that the knowledge conveyed by definitions is des-
criptive knowledge of essences, linguistic philosophers conclude that it is
descriptive knowledge of language usage, while prescriptiveists maintain
that definitions do not convey knowledge of any kind. [Abelson (1967),
321]
Wie in den Abschnitten 2.6.1 und 2.6.2 bereits skizziert wurde, ko¨nnen manche
Funktionen bestimmten Definitionstypen mehr oder weniger eindeutig zugeordnet
werden. So verbindet sich etwa mit der terminologischen wie auch mit bestimm-
ten Typen der wissenschaftlichen Definition besonders stark der Gedanke der klas-
sifikatorischen Einordnung bzw. theoriebezogenen Systematisierung von Termini.
Entsprechend scheint hier die aristotelische Definition besonders ha¨ufig aufzutre-
ten. Weniger eindeutig ist die Zuordnung, wenn die Definition nicht innerhalb eines
pragmatisch oder wissenschaftlich-theoretisch begru¨ndeten Systems von Wo¨rtern
gebildet bzw. formuliert wird. So findet man vielfach den Typ der aristotelischen
Definition auch in Wo¨rterbu¨chern, allerdings wird dabei die philosophische bzw.
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wissenschaftstheoretische Definitionstradition, wie es scheint, bisweilen unreflektiert
u¨bernommen und fortgefu¨hrt (vgl. u. a. [Kuehn (2001), 550]). Welche Informatio-
nen eine Definition enthalten und wie sie formuliert sein sollte, wenn eine bestimm-
te Benutzergruppe, Benutzungssituation oder ein bestimmtes Informationsbedu¨rfnis
anvisiert wird, wurde bisher lediglich ansatzweise untersucht und systematisiert (vgl.
u. a. [Bergenholtz/Tarp (2002), 254f]).
2.7 Die Pragmatik des Definierens
Erga¨nzend zu den oben diskutierten Herangehensweisen wurden in den letzten Jah-
ren vereinzelt pragmatisch motivierte Ansa¨tze vorgestellt, mit denen Definitions-
typen insbesondere in Fachtexten, wie z. B. Lehrbu¨chern oder wissenschaftlichen
Aufsa¨tzen, beschrieben werden. Zu nennen sind die Arbeiten von [Savigny (1970)],
[Pearson (1998)] sowie [Beisswenger/Lenz/Storrer (2002)].
Nach von Savigny 1970 ko¨nnen
1. Behauptungen in einer Sprache von
2. Behauptungen u¨ber eine Sprache unterschieden werden.
Fu¨r die beiden Typen gibt [Steinhoff (2007), 391] eine recht anschauliche Ge-
genu¨berstellung fu¨r das Wort Thrombose (siehe Beispiel 2.7 und 2.7.2).
Beispiel 2.7.1 Thrombosen entstehen, meist an der Wand von Venen, dadurch, daß
Fibrin aus dem Blutplasma ausfa¨llt und dadurch ein unregelma¨ßiges Maschenwerk
entsteht.
Beispiel 2.7.2 Unter einer Thrombose versteht man eine Blutgerinnselbildung mit
Verstopfung der Blutgefa¨ße.
Zudem lassen sich
3. Feststellungen u¨ber eine Sprache von
4. Festsetzungen in einer Sprache unterscheiden.
Steinhoff nennt in Anlehnung an von [Savigny (1970)] den ersten Fall Begriffswie-
dergabe und den zweiten Begriffspra¨gung (vgl. [Steinhoff (2007), 391f]).
Eine a¨hnliche Unterscheidung wie von Savigny und Steinhoff trifft auch Pearson. Im
Gegensatz zu diesen bindet sie allerdings ihre Ideen konsequenter an die Sprechakt-
theorie an. Sie versteht mit Austin unter Definitionen performative Akte und schla¨gt
eine Einteilung nach (er)kla¨rend (
”
expositive“) und (heraus)bildend (
”
exercitive“)
vor, die der Einteilung Steinhoffs bzw. von Savignys nach Feststellung u¨ber eine
Sprache (Begriffswiedergabe) bzw. Festsetzung in einer Sprache (Begriffspra¨gung)
gleicht.
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We will suggest that definitions, while not always explicitly signalled as
such, function as performatives in the sense defined by Austin. [. . . ]
The performative act of defining can be interpreted either as a defining
exercitive or as defining expositive depending on how the definition is
expressed and on who is expressing it. [Pearson (1998), 105]
Dabei versteht Pearson unter (heraus)bildenden (
”
exercitive“) Definitionen (defini-
torische Neupra¨gung) besonders solche, die im Zusammenhang mit neuen Begrif-
fen eingefu¨hrt werden. In den Abschnitten 2.6.1 und 2.6.2 sind derartige Situationen
bereits skizziert worden. Sie treten vor allem bei wissenschaftlichen bzw. technischen
Entdeckungen/Entwicklungen auf und fu¨hren zur Notwendigkeit, ebenfalls neue Be-
nennungen einzufu¨hren. Des Weiteren ko¨nnen herausbildende Definitionen einge-
setzt werden, wenn evtl. alltagssprachliche Benennungen fu¨r bereits bekannte Begrif-
fe wissenschaftlich umgedeutet oder pra¨zisiert werden sollen. Nach [Pearson (1998),
110] sind daher definitorische Neupra¨gungen kennzeichnend fu¨r Textsorten, in de-
nen Experten fu¨r Experten bzw. Semiexperten schreiben. [Steinhoff (2007), 392]
und [Pearson (1998), 111] weisen zudem darauf hin, dass der Zweck von Begriffs-
bildungen im Zusammenhang mit beispielsweise neuen Entdeckungen ha¨ufig darin
besteht, eine Benennung vorzuschlagen, sie abzustimmen (etwa in Normungsprozes-
sen) und sich gleichzeitig selbst (als einzelner Wissenschaftler oder als Gemeinschaft)
auf diese Benennung festzulegen.
Von den Neupra¨gungen trennt Pearson die (er)kla¨rende (
”
expositive“) Definiti-
on (definitorische Paraphrase), die lediglich Bekanntes wiederholt, paraphrasiert
und erkla¨rt; diese ist typisch fu¨r Lehrbu¨cher, aber auch Wo¨rterbu¨cher bzw. Enzy-
klopa¨dien sowie bestimmte besonders interdisziplina¨re oder popula¨rwissenschaftliche
Aufsa¨tze (vgl. [Pearson (1998), 105f]). [Steinhoff (2007), 398] schreibt u¨ber diesen
Definitionstyp:
”
Mit der Begriffswiedergabe wird, wie erwa¨hnt, eine in der Fachli-
teratur u¨bliche Bedeutung eines Ausdrucks u¨bernommen. Es handelt sich bei Be-
griffswiedergaben also immer auch um intertextutelle Prozeduren.“ [Pearson (1998),
105f, 199] geht weiter davon aus, dass definitorische Paraphrasen kaum explizit
markiert werden und es sich dabei ha¨ufig um partielle Definitionen im Sinn der
Klassifikation von [Trimble (1985)] oder [Flowerdew (1992)] handelt.
Beide Definitionstypen sieht Pearson nach Austin gebunden an eine Menge von Ge-
lingensbedingungen (vgl. [Pearson (1998), 105]), wobei sie besonders bestimmte
(lexikalisierte) syntaktische Muster ins Zentrum ihrer U¨berlegungen stellt. Entgegen
den Annahmen Austins geht sie davon aus, dass performative Formulierungen wie
”
. . . hiermit definiere ich . . .“ oder eindeutig auf Definitionen hinweisendes Voka-
bular weniger in realen Daten anzutreffen sind:
An attempt to use vocabulary as a test of performatives was not ve-
ry successful because performatives can exist without the ’operative
words’. [Pearson (1998), 108f]
Austin has suggested that defining performatives will be signalled by an
utterance such as ’I hereby define’. While we have found no evidence of
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this particular utterance in the corpora and texts which we have exami-
ned, we have identified other methods of signalling defining exercitives.
[Pearson (1998), 113]
Vielmehr sind die meisten Definitionen versteckt bzw. schwach markiert (vgl. u. a.




[. . . ] the true performance utterance which indicates clearly that the author
is taking a stand and prepared to stand by his/her definition“ und
2.
”
[. . . ] the ’hedged’ performance utterance which allows the author to abdi-
cate some of his/her responsibility for the more general applicability of the
definition.“ [Pearson (1998), 113]
Die Gelingensbedingungen, die [Pearson (1998), 106ff] nach Austin fu¨r den ersten
Fall angibt, lauten wie folgt:
(a) Es muss eine Definitionsprozedur existieren. Sie muss in der Sprachgemein-
schaft, z. B. in einer Gruppe von Fachwissenschaftlern, implizit oder explizit
bekannt bzw. beschrieben und als solche akzeptiert sein.
(b) Personen der Sprachgemeinschaft (Produzenten) du¨rfen auf Grund z. B. ihrer
wissenschaftlichen Autorita¨t in bestimmten Situationen diese Definitionspro-
zedur aktivieren.
(c) Diese Personen (Produzenten) mu¨ssen die z. B. lexikalischen, syntaktischen,
semantischen etc. Regeln der Prozedur kennen und einhalten.
(d) Weitere Personen der Sprachgemeinschaft (Rezipienten) mu¨ssen die Prozedur
(an)erkennen.
(e) Die Rezipienten mu¨ssen kognitiv fa¨hig und willens sein, an der Prozedur teil-
zunehmen und
(f) diese gegebenenfalls zu vollenden.
Das heißt konkret, dass es allgemein oder lokal gu¨ltige und anerkannte Definiti-
onsmuster in Bezug auf Formulierung, Informationsstrukturen etc. geben muss,
die Produzenten und Rezipienten grundsa¨tzlich bekannt sind und von ihnen als
solche akzeptiert werden. Zusa¨tzlich zu dem Musterwissen ist davon auszugehen,
dass diese allgemein oder lokal gu¨ltigen und anerkannten Definitionsprozeduren Be-
schra¨nkungen in Bezug auf den Produzenten, seine Autorita¨t, Glaubwu¨rdigkeit etc.
beinhalten. Formuliert ein Produzent explizit und willentlich eine Definition (also im
Sinn Pearsons als
”
true performance utterance“ vgl. oben), werden die Rezipienten
auf Grund ihres Musterwissens und ihrer Annahmen u¨ber den Produzenten pru¨fen,
ob die Definitionsprozedur korrekt durchgefu¨hrt wurde, und somit die Definition
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als solche anerkennen oder ablehnen. Die Annotationsexperimente, die im Rahmen
dieser Arbeit durchgefu¨hrt wurden, weisen darauf hin, dass a¨hnliche Abla¨ufe bei der
Rezeption von Definitionen tatsa¨chlich beobachtet werden ko¨nnen. Die an dieser
Stelle nur grobe Skizze der Definitionsprozedur wird daher im Hinblick auf die Ope-
rationalisierung und Annotation von Definitionen in den Abschnitten 3.3 und 3.5
aufgegriffen und vertieft.
Eine Erweiterung bzw. Systematisierung der Definitionstypologie von Pearson bzw.
von Savigny nach u. a. pragmatischen Gesichtspunkten schlagen Beißwenger et al.
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Fremdzuschreibung




















› dass für dich gelten soll: X → Y‹
TK1: Handlungskontext
Zweckbereich
Handlungskoordination Transfer von Wissen
Abbildung 2.6: Klassifikation definitorischer A¨ußerungen nach
[Beisswenger/Lenz/Storrer (2002), 189]
Wie die oben beschriebenen Ansa¨tze orientiert sich auch diese Typologie an empiri-
schen Daten aus dem Bereich der Fachkommunikation, insbesondere wissenschaft-
lichen Aufsa¨tzen und einfu¨hrenden Texten fu¨r Semiexperten wie etwa Studieren-
de. [Beisswenger/Lenz/Storrer (2002), 189] untergliedern definitorische A¨ußerungen
auf drei Merkmalsebenen. Auf der obersten wird zuna¨chst eine Unterscheidung nach
dem Zweck in Handlungskoordination und Transfer von Wissen vorgenommen.
Ausgehend von diesen beiden Hauptstra¨ngen wird die Typologie auf der zweiten
Ebene im Hinblick auf Handlungsmuster in kommissiv, direktiv und assertiv wei-
ter verfeinert. Auf einer letzten Merkmalsebene werden schließlich diese Typen ent-
sprechend ihrer unterschiedlichen Gu¨ltigkeitsanspru¨che weiter nach universal bzw.
eingeschra¨nkt eingeteilt.
Die Typologie von [Beisswenger/Lenz/Storrer (2002)] schließt sich an die U¨berle-
gungen von Savignys und Pearsons an und systematisiert diese. Im Gegensatz zu
diesen beiden stellt sie allerdings klarer strukturiert die Hauptfunktionen von defi-
nitorischen Textsegmenten in Fachtexten dar. Leider la¨sst sich diese Typologie auf
allgemeinsprachliche Szenarien nicht vollsta¨ndig u¨bertragen, wie unsere Annotati-
onsexperimente zeigen, u. a. da bestimmte der in Abbildung 2.6 dargestellten Typen,
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die in Fachtexten eine wichtige Rolle spielen, teilweise nur selten in allgemeinsprach-
lichen Texten zu finden sind. Umgekehrt spielen dort wieder andere Aspekte eine
wichtige Rolle, die eher durch den Fokus auf mo¨gliche Nutzungssituationen bzw.
Rezipienten abgebildet werden, wie sie fu¨r die lexikographische Definition sowie die
Alltagesdefinition bereits beschrieben wurden.
Allerdings beobachtet Pearson, dass Textsegmente, die sie entsprechend ihrer Vor-
stellung als Definitionen klassifiziert, in realen Daten kaum explizit oder gar eindeutig
markiert werden (vgl. [Pearson (1998), 108f, 118]); dies entspricht dem zweiten Fall
ihrer oben angesprochenen Aufteilung in
”
true performance utterance“ und
”
hedged
performance utterance“. Fu¨r diesen zweiten Fall beschreibt sie mehrere Szenarien,
in denen es fu¨r Produzenten interessant sein kann, eine Definition unmarkiert zu
belassen. Insbesondere in Fachtexten, die sich an Rezipienten a¨hnlicher Fachkom-
petenz richten und neue oder u¨berarbeitete Begriffe vorstellen, ko¨nnen Definitionen
als
(a) erste Anna¨herung oder
(b) Testballon gedacht sein.
Auf diese Weise ko¨nnen Produzenten ihren Vorschlag erproben und gegebenenfalls
u¨berarbeiten, ohne sich so angreifbar zu machen, wie es durch die eindeutige Mar-
kierung der Definition als solche u. U. der Fall wa¨re.
(c) Fu¨r bestimmte Produzenten, z. B. besonders bekannte bzw. fachlich aner-
kannte Wissenschaftler, besteht ha¨ufig keine Notwendigkeit, Definitionen als
solche zu markieren. Den entsprechenden Stellenwert erhalten Textsegmente
dieser Produzenten oft durch ihre Rezeption.
(d) Scheinbar definieren Produzenten ha¨ufig unbewusst, z. B. wenn ihre Absicht
im (Er-)Kla¨ren liegt und sich die Definition eher natu¨rlich aus dem Textzu-
sammenhang ergibt.
Insbesondere fu¨r die Fa¨lle c. und d. nennt [Pearson (1998), 112ff] interessante Bei-
spiele:
One further explanation for failing to use a performance utterance is that
an author may simply not be aware at the time that s/he is in engaging
in an act of defining. This appears to be quite common in fields where
the terminology is very new and still being clarified. The field of corpus
linguistics is perhaps a good example because its terminology is still
evolving. It has drawn on other schools of thought for its terms and in
many cases, redefined the concepts for its own purposes. Descriptions
which appear to be clarifications of existing terms frequently evolve to
become definitions in their own right. [Pearson (1998), 113]
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Diese Beobachtungen von Pearson sind dabei durchaus mit den Grice’schen Konver-
sationsmaximen (vgl. [Grice (1979)]) kompatibel. Grob skizziert besagen diese, dass
eine A¨ußerung in Bezug auf Qualita¨t, Quantita¨t, Relevanz und Modalita¨t so formu-
liert ist bzw. sein muss, dass sie den Bedingungen, dem Zustand und den Zielen des
gefu¨hrten Diskurses entspricht (vgl. [Yule (1996), 37ff]). So ko¨nnen beispielsweise
die beiden ersten oben genannten Szenarien (Definitionen als erste Anna¨herung oder
als Testballon) im Sinn des Qualita¨tsprinzips oder des Modalita¨tsprinzips interpre-
tiert werden. Ha¨tte der Produzent beispielsweise die Befu¨rchtung, eine falsche oder
unvollsta¨ndige Definition formuliert und damit gegen das Qualita¨tsprinzip verstoßen
zu haben, ko¨nnte das einen Grund fu¨r ihn darstellen, diese nicht eindeutig zu mar-
kieren, ja sogar eher zu kaschieren. Andererseits ko¨nnte der Produzent unsicher sein,
ob die Definition klar, eindeutig und geordnet ist und damit dem Modalita¨tsprinzip
entspricht; auch dies ko¨nnte ein Grund fu¨r die Formulierung einer unmarkierten
Definition sein.
Um potenziellen Rezipienten anzuzeigen, dass sie mo¨glicherweise gegen die oben ge-
nannten Prinzipien verstoßen, fu¨gen Produzenten ihren Texten ha¨ufig Formulierun-
gen hinzu, mit denen sie ihre Aussagen abschwa¨chen, einschra¨nken bzw. relativieren,
so genannte Hecken (vgl. [Yule (1996), 37f]). Pearson beobachtet im Zusammen-
hang mit definitorischen Textsegmenten insbesondere Hecken, die die Vorla¨ufigkeit
betonen oder den Gu¨ltigkeitsraum, z. B. in Bezug auf ein Fachgebiet, einschra¨nken.
Zudem sind ihrer Ansicht nach Modalformen charakteristisch fu¨r bestimmte Defini-
tionstypen (vgl. [Pearson (1998), 115]). Beispiele hierfu¨r sind Formulierungen wie:
. . . X im Sinn von Y . . . , . . . in der Mathematik nennt man das X Y . . . , . . . das
kann man auch mit X bezeichnen . . . , . . . in aller Regel versteht man darunter Y
. . . , . . . X wird manchmal als eine Art von Y verstanden . . . (vgl. u. a. [Yule (1996),
37ff]).
Alternativ zu diesen sprachlichen Markierungen ko¨nnen Definitionen dadurch abge-
schwa¨cht werden, dass die Produzenten evtl. nur teilweise bewusst bestimmte An-
gaben auslassen, die besonders formale Definitionstypen enthalten mu¨ssten40. Dazu
werden insbesondere Definitionen des aristotelischen Typs, die klassisch Oberbegriff
und Unterscheidungsmerkmale des definierten Worts benennen, verku¨rzt, indem ent-
weder nur der Oberbegriff oder nur die Unterscheidungsmerkmale benannt werden
(siehe Abschnitt 2.10.3 zu Details). Auch auf diese Weise scheinen Produzenten ih-
re Aussage relativieren zu ko¨nnen. Im Sinn der oben skizzierten Definitionsprozedur
ko¨nnte man daher sagen, dass ebendiese nur teilweise initiieren und damit sozusagen
alles Weitere der Interpretation der Rezipienten u¨berlassen wird. Wie Abschnitt 3.4
sowie 3.5 zeigt, ist dieser Gedanke mit den Ergebnissen der manuellen Annotation
definitorischer Textsegmente und der Auswertung der in dieser Arbeit verwendeten
40Interessanterweise belegen unsere Experimente auch den umgekehrten Fall. So neigen Produ-
zenten (wenn man sie einem bestimmten Leistungsdruck aussetzt) dazu, ihre eigene Unsicherheit
in Bezug auf inhaltliche Vollsta¨ndigkeit und Korrektheit einer Definition dadurch zu verstecken,
dass sie sich besonders stark an den bekannten Definitionsmustern orientieren; scheinbar gehen sie
davon aus – oder es ist tatsa¨chlich auch in der Wahrnehmung der Rezipienten der Fall – dass das




2.8 Was definieren Definitionen?
Wie die vorangegangenen Abschnitte erla¨utern, ko¨nnen je nach funktionalem Zu-
sammenhang verschiedene Zwecke mit einer Definition verbunden sein. Zentral im
Hinblick auf die Frage
”
Was definieren Definitionen?“ ist dabei vor allem die Un-
terscheidung nach Erkenntnisfunktionen und Kommunikationsfunktionen. Einerseits
kann eine Definition na¨mlich ein Wort bzw. eine sprachliche Einheit betreffen,
andererseits einen Begriff – und letztlich sind damit natu¨rlich auch immer Ge-
gensta¨nde/Sachverhalte etc. in der Welt betroffen. Die Frage, ob eine Defi-
nition eher ein Wort oder einen Begriff definiert, ist wahrscheinlich so alt wie die
Definitionslehre selbst und bereits in den Arbeiten von Aristoteles (vgl. Abschnitt
2.2.3) angelegt.
Zur Illustration hier einige Beispiele, in denen allerdings nicht in jedem Fall klar
markiert ist, ob die sprachliche – recht eindeutig in Beispiel 2.8.1, weniger eindeutig
aber mo¨glich in Beispiel 2.8.2 – bzw. die begriﬄiche Ebene angesprochen werden
soll (Beispiel 2.8.3 und Beispiel 2.8.4).
Beispiel 2.8.1 Das Adjektiv
”
forensisch“ umschreibt undifferenziert alles, was ge-
richtlichen Charakter hat.
Beispiel 2.8.2 Popeline bezeichnet ein feinfa¨diges, sehr glatt erscheinendes Gewe-
be.
Beispiel 2.8.3 Ein Fernrohr ist ein optisches Gera¨t, durch das man entfernte Ge-
gensta¨nde vergro¨ßert beobachten kann.
Beispiel 2.8.4 Bei der Photosynthese wird Sonnenlicht von Pflanzen oder Bakte-
rien absorbiert und u¨ber eine komplexe Reaktionskette in chemische Energie umge-
wandelt.
Geht man (im Sinn eines zugegeben ausgesprochen
”
mentalistischen“ Standpunkts
(vgl. [Loebner (2003), 116]) davon aus, dass der Zugang zu Gegensta¨nden/Sachver-
halten etc. in der Welt einzig u¨ber die begriﬄiche Ebene denkbar ist und der Zugriff
auf Begriffe wiederum mit den diesen zugeordneten sprachlichen Etiketten (z. B.
Wo¨rtern) erreicht wird, so liegt die Annahme nahe, dass Definitionen sich zwar je-
weils mehr oder weniger stark auf die sprachliche oder die begriﬄiche Ebene beziehen
ko¨nnen – wie das die Beispiele oben zeigen – in jedem Fall aber beide betroffen sein
du¨rften. Dass die Welt nicht direkt Gegenstand einer Definition sein kann, unter-
streichen die folgenden U¨berlegungen (vgl. u. a. [Lehmann (o.J.), 1ff]), die anhand
des oben aufgefu¨hrten Beispiels 2.8.3 erla¨utert werden sollen. Auf was kann sich
diese Definition beziehen? Sicherlich doch auf:
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1. einen ganz bestimmten Gegenstand, ein ganz bestimmtes Fernrohr;
2. eine konkrete Menge von Gegensta¨nden, na¨mlich alle (vergangenen, gegenwa¨r-
tigen, zuku¨nftigen bzw. mo¨glichen) Fernrohre;
3. den Begriff Fernrohr;
4. das Wort Fernrohr.
Wu¨rde sich die Definition nach 1. lediglich auf einen bestimmten Gegenstand bezie-
hen und damit auch das Wort Fernrohr nur einen bestimmten Gegenstand, na¨mlich
ein spezielles Fernrohr, bezeichnen, so ha¨tte man es im Grunde mit einem Eigenna-
men zu tun; ein Individuum zu definieren ist aber schwer denkbar (Man stelle sich
etwa vor, den Ehemann, die Mutter oder einen Freund definieren zu wollen; sicher-
lich kann man sie beschreiben, charakterisieren – aber definieren?). Wu¨rde sich die
Definition nach 2. auf die Menge aller (vergangenen, gegenwa¨rtigen, zuku¨nftigen
bzw. mo¨glichen) Fernrohre beziehen, ohne dass man jedoch diese zuvor z. B. ent-
sprechend gemeinsamer Merkmale (wie Aussehen oder Funktion) gebu¨ndelt (im
Sinn von begriﬄich abstrahiert) ha¨tte, wu¨rde man einer Menge von Individuen ei-
ne Benennung zuordnen. Um zu entscheiden, welche Individuen zu dieser Fernrohr
genannten Menge geho¨ren sollen, fehlt allerdings die Entscheidungsgrundlage, es
mu¨ssten alle Elemente einzeln aufgelistet werden. Wu¨rde sich die Definition nach
3. auf den Begriff Fernrohr beziehen, wa¨re genau das in 2. noch fehlende, einen-
de Moment, die Entscheidungsgrundlage (in Form der begriﬄichen Abstraktion)
verfu¨gbar, die die Menge der Individuen – zumindest auf der kognitiven Ebene –
zu bu¨ndeln vermag und somit eine Zuordnung zwischen Gegensta¨nden und Benen-
nungen ermo¨glicht (vgl. u. a. [Loebner (2003), 31ff]). Schließlich ko¨nnte sich nach
4. die Definition auch auf das Wort Fernrohr beziehen und damit angeben, wann
bzw. unter welchen Umsta¨nden ein Gegenstand Fernrohr genannt werden darf/wird.
Zwar gibt es definitorische Formulierungsmuster, die wie die Beispiele oben ge-
zeigt haben, deutlich(er) auf die kognitive Ebene hinweisen, dennoch ko¨nnen auch
diese eher begriffsbezogenen Definitionen dazu dienen, eine sprachliche Verwen-
dungsregel abzuleiten. Dass die Trennung von begriﬄicher und sprachlicher Ebene
ha¨ufig verschwimmt, darauf weisen beispielsweise Lexikographen immer wieder hin
(vgl. z. B. [Drosdowski (1977), 126], [Wiegand (1977), 69], [Kuehn (1990), 118],
[Engelberg/Lemnitzer (2008), 11f]).
Versucht man die prominentesten der verschiedenen Funktionsaspekte, die in den
vorangegangen Abschnitten angesprochen wurden, im Hinblick auf die Frage nach
dem jeweiligen Bezugspunkt der Definition zu systematisieren, so ergeben sich die
Fa¨lle, wie sie in Abbildung 2.7 dargestellt sind.
Leider wurde u. W. bisher nicht systematisch untersucht, woran bei einer Definiti-
on konkret erkennbar wird, ob der Produzent eher einen Sprachbezug oder einen
Begriffsbezug herstellen will. Zugegeben wa¨ren Untersuchungen mit einem der-
artigen Ziel – insbesondere wenn sie empirisch ausgelegt sein sollen – nur schwer
zu konzipieren und durchzufu¨hren. U. a. der Frage, wie Rezipienten die Unter-
schiede zwischen der begriﬄichen und der sprachlichen Ebene, z. B. beim Lesen
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Begriff Wort
- als Benennung fu¨r einen eventuell
Begriff einfu¨hren mit Fokus
- pra¨zisieren/scha¨rfen/ auf Wort
- von verwandten Begriffen - von verwandten Wo¨rtern oder Begriff
abgrenzen abgrenzen werden bei
einer Definition
- einem Wort zuordnen - einem Begriff zuordnen in aller Regel
- einem Gegenstand/ beide Ebenen
Sachverhalt gleichzeitig
in der Welt zuordnen angesprochen
(Menge von) Gegenst(a¨)nd(en)/Sachverhalt(en)
etc. in der Welt, der Vorstellung in aller Regel
- zu einem Begriff bu¨ndeln/klassifizieren mitintendiert,
- mittels Begriffen von verwandten Gegensta¨nden/ aber nur
Sachverhalten etc. abgrenzen vermittels
- einem Begriff (und/oder Wort) zuordnen Begriff
angesprochen
Abbildung 2.7: Zusammenhang zwischen Bezugspunkt und Funktion
von Wo¨rterbuchdefinitionen, wahrnehmen, ist etwa [Wiegand (1985)] nachgegan-
gen. Die Ergebnisse dieser Experimente zeigen, dass die Versuchspersonen kaum
zwischen den Ebenen unterscheiden und folglich davon auszugehen ist, dass Defi-
nitionen mit dem Fokus auf die eine oder andere Ebene meist sowohl im Sinn einer
begriﬄichen Abstraktion als auch im Sinn einer sprachlichen Verwendungsregel von
den Rezipienten interpretiert und genutzt werden ko¨nnen.
2.9 Bestandteile
Wie bereits in Abschnitt 2.1 anhand eines Beispiels dargestellt, werden Definitio-
nen typischerweise in drei Bestandteile untergliedert: Definiendum, Definiens und
Definitor. Dabei steht das Definiendum fu¨r den zu definierenden Teil einer Defi-
nition, das Definiens fu¨r den definierenden Teil und der Definitor schließlich fu¨r
das Bindeglied zwischen Definiendum und Definiens.
2.9.1 Der Definitor: grundlegende Annahmen
Sind alle drei Bestandteile vorhanden und u¨bernimmt der Definitor die ihm in diesem
Zusammenhang in aller Regel zugesprochene Funktion eines Gleichheitszeichens
bzw. eines Bindeglieds zwischen Definiendum und Definiens, so bedeutet das:
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1. Eine Definition ist eine Gleichung und die Ausdru¨cke rechts und links vom De-
finitor mu¨ssen im Hinblick auf Intension und Extension a¨quivalent sein (denn
nur so kann die Austauschbarkeit von Definiendum und Definiens in jedem
Kontext gewa¨hrleistet werden (vgl. Abschnitt 2.4 sowie u. a. [Rickert (1929),
62], [Gorski (1967), 369], [Gabriel (1995), 441]). Dieses Versta¨ndnis des De-
finitors als Gleichheitszeichen ist allerdings nicht unproblematisch, vor allem
wenn sich damit der Gedanke an eine mathematische Gleichung verbindet.
(Besonders) in wissenschaftlichen Definitionen ist es sicherlich der Formali-
sierung wegen sinnvoll, die Definition als Gleichung zu betrachten und ent-
sprechend zu verlangen, dass die Ausdru¨cke links bzw. rechts vom Definitor
mo¨glichst dasselbe ausdru¨cken; fraglich ist jedoch, ob diese Forderung auf alle
denkbaren Szenarien und Definitionstypen u¨bertragen werden kann.
(a) Verbinden sich mit einer Definition kommissive oder direktive Hand-
lungsmuster (vgl. [Beisswenger/Lenz/Storrer (2002)]; man ko¨nnte mit
einigen Definitionstheorien auch von Nominaldefinitionen sprechen, vgl.
Abschnitt 2.10), gibt der Produzent gerade vor, dass Definiendum und
Definiens a¨quivalent, bzgl. Intension und Extension gleich und damit in
jedem Kontext austauschbar sind.
i. Streng genommen kann allerdings nur in Disziplinen wie der Ma-
thematik formal bewiesen werden, ob diese vom Produzenten gefor-
derte A¨quivalenz mit seinen eigenen wissenschaftlichen Aussagen,
mit denen seiner Forscherkollegen oder einer bestimmten Theorie
konsistent ist.
ii. In allen anderen Fa¨llen muss – will man sich nicht außerhalb ga¨ngiger
wissenschaftlicher Standards bewegen – mindestens der Grundsatz
der Falsifizierbarkeit angewandt werden (wie es z. B. [Popper (1935)]
fordert).
(b) Verbindet sich im Gegensatz dazu mit einer Definition im Sinn von
[Beisswenger/Lenz/Storrer (2002)] ein assertives Handlungsmuster (man
ko¨nnte mit einigen Definitionstheorien auch von Realdefinitionen spre-
chen; vgl. Abschnitt 2.10), behauptet der Produzent, dass das Defini-
endum und das Definiens in Bezug auf die Welt (vermittels der begriff-
lichen Ebene) und/oder auf die Sprache a¨quivalent seien. Und a¨hnlich
der oben getroffenen Beschra¨nkung gilt hier, dass die Korrektheit dieser
A¨quivalenzaussage41
i. nur innerhalb von Fa¨chern wie der Mathematik bewiesen werden
kann
ii. in allen anderen Fa¨llen gilt wiederum das Prinzip der Falsifizierbar-
keit.
Zumindest im Zusammenhang mit Definitionen folgen diesem Grundsatz der Fal-
sifizierbarkeit offenbar die meisten Menschen intuitiv, allerdings resultiert daraus
41U¨brigens verbindet sich damit auch eine Allaussage, denn eine Definition der Form
”
Ein Gaul
ist ein Pferd, fu¨r das gilt . . .“ heißt ja im Grunde nichts anderes als alle Ga¨ule x sind Pferde, also
∀xPferd(x).
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das oft vorschnell gefa¨llte Urteil, eine Definition sei falsch und daher schlicht un-
brauchbar; bisweilen wird ihr, das belegen etwa unsere Annotationsexperimente (vgl.
Abschnitt 3.5 bzw. 3.5.2), auf dieser Grundlage sogar der Status einer Definition
abgesprochen. Wie u. a. die naturwissenschaftliche Forschung aber immer wieder
zeigt, ko¨nnen sich unvollsta¨ndige bzw. den aktuellen Erkenntnissen nur teilweise
entsprechende Aussagen als ausgesprochen hilfreich und fruchtbar erweisen. Ein
Beispiel: Obwohl mittlerweile von neueren physikalischen Theorien abgelo¨st, dient
die u¨ber Jahrhunderte unangefochtene Newton’sche Mechanik auch heute noch,
etwa in den Ingenieurwissenschaften, als nu¨tzliche und ausreichende Anna¨herung,
sie genu¨gt als Erkla¨rung und fu¨r die Prognose so gut wie aller ga¨ngigen, im Alltag
beobachtbaren Pha¨nomene. Die mit ihr verbundenen Definitionen sind somit zwar
aus streng physikalischer Sicht nicht mehr aktuell, mo¨glicherweise unkorrekt oder
unvollsta¨ndig, aus pragmatischer Sicht und fu¨r den physikalischen Gebrauch unter
bestimmten Umsta¨nden nach wie vor bestens geeignet. Insofern darf die Frage al-
so nicht lauten, ob eine Definition richtig oder falsch ist, sondern vielmehr, ob sie
funktionell ist oder eben nicht.
Stellt sich im Zusammenhang mit der Suche nach wissenschaftlichem Erkenntnis-
gewinn die Frage nach der empirischen Korrektheit der A¨quivalenzaussagen einer
Definition, so geht sicherlich kein Weg an einer wirklichen Suche von Negativ-
beispielen vorbei. Allerdings du¨rften die vorangegangenen Abschnitte verdeutlicht
haben, dass es viele Definitionen gibt, deren Funktion nicht in der wissenschaftlichen
Arbeit begru¨ndet liegt, sondern die – wie z. B. in der Lexikographie oder der All-
tagskommunikation – Texte darstellen, mit deren Hilfe Kommunikationskonflikten
vorgebeugt oder ebensolche behoben werden sollen. Damit Definitionen derartigen
Funktionen gerecht werden ko¨nnen, mu¨ssen Definiendum und Definiens aber nicht
unbedingt a¨quivalent (in Bezug auf ihre Intension und Extension gleich) sein – fu¨r
die meisten Elemente der Nennlexik ko¨nnen sie nicht einmal a¨quivalent sein (vgl.
u. a. [Wiegand (1990), 561]).
Zusammenfassend kann man also sagen, dass sich mit kommissiven, direktiven und
assertiven Definitionen der Anspruch der (vollsta¨ndigen) A¨quivalenz von Definien-
dum und Definiens verbinden kann (vgl. auch Abbildung 2.8).
Im Zusammenhang mit kommissiven und direktiven Handlungsmustern geho¨rt dazu
die Frage, ob (unter der Annahme der vollsta¨ndigen A¨quivalenz von Definiendum
und Definiens) die Definition mit anderen wissenschaftlichen Aussagen konsistent
ist, was nur unter bestimmten Bedingungen formal bewiesen werden kann. Im Zu-
sammenhang mit assertiven Handlungsmustern, insbesondere fu¨r empirische Arbei-
ten, stellt sich hingegen die Frage, ob die behauptete A¨quivalenz von Definiendum
und Definiens in Bezug auf die Welt bzw. die Sprache (hinreichend) korrekt ist,
was nur mit Hilfe des Grundsatzes der Falsifikation u¨berpru¨ft werden kann. Daru¨ber
hinaus sollte in allen Anwendungsbereichen die Funktionalita¨t einer Definition im
Zentrum der U¨berlegungen stehen, bisweilen kann sie sogar als einziges Kriterium
gelten.
















Abbildung 2.8: Gegenu¨berstellung der Definitorrelationen bei unterschiedlichen de-
finitorischen Handlungsmustern
sam, dass das Versta¨ndnis, eine Definition entspra¨che einer Gleichung, die
kontextunabha¨ngige Austauschbarkeit von Definiendum und Definiens bedeu-
tet. Dieser Gedanke hat zwei Teilaspekte:
(a) Das Definiendum ist u¨berall durch das Definiens ersetzbar und um-
gekehrt; beide sind sowohl in Bezug auf Intension als auch Extension
a¨quivalent. In Abschnitt 2.4 war dieses Prinzip als Austauschbarkeit von
Definiendum und Definiens bereits eingefu¨hrt und im vorangegangen Ab-
schnitt diskutiert worden.
(b) Wenn Definiendum und Definiens a¨quivalent sind, ist die Benennung
der Bestandteile rechts und links vom Definitor im Grunde beliebig.
Das impliziert zwangsla¨ufig auch, dass jeder dieser beiden Bestandteile
theoretisch sowohl als Definiendum als auch als Definiens fungieren kann.
Wie die in den Abschnitten 3.3 und 3.5 beschriebenen Annotationsexpe-
rimente zeigen, stellt diese Austauschbarkeit in der empirischen Arbeit
tatsa¨chlich eine betra¨chtliche Schwierigkeit dar. Was das Definierte bzw.
das zu Definierende sein soll, kann im Prinzip nur der Produzent mit Si-
cherheit sagen. Allerdings gibt ha¨ufig entweder die Definition selbst oder
aber ihr Ko- bzw. Kontext mehr oder weniger eindeutige Hinweise auf
die Produzentenintention:
i. In Wo¨rterbu¨chern etwa entspricht typischerweise der links vom Defi-
nitor positionierte Teil dem Definiendum42; trifft eine derartige Kon-
42Als Definitor dient dabei beispielsweise ein Doppelpunkt. Allerdings sind Definiendum und De-
finiens in Wo¨rterbu¨chern bisweilen nur durch bestimmte typographische Markierungen voneinander
zu unterscheiden.
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vention (z. B. in einem Wo¨rterbuch, Glossar etc.) zu, gilt sie in der
Regel fu¨r alle Eintra¨ge.
ii. Ist die Definition z. B. in einen wissenschaftlichen Aufsatz, ein Lehr-
buchkapitel, eine Bedienungsanleitung etc. eingebettet, kann
α) Umfang, Gehalt, Komplexita¨t oder A¨hnliches ihrer Bestandteile
Aufschluss u¨ber die Zuordnung von Definiendum und Definiens
geben; normalerweise entspricht der la¨ngere, sprachlich einfa-
chere Teil dem Definiens.
(β) Zudem ist (vgl. u. a. auch Abschnitt 2.6.4) das Definiendum,
z. B. in wissenschaftlichen Aufsa¨tzen und Lehrbu¨chern wie auch
in anderen Textsorten, eher im thematischen Zentrum des Tex-
tes und wird entsprechend dort ha¨ufig mehrfach wieder aufge-
griffen. (Diese Beobachtung passt natu¨rlich bestens zum Ver-
sta¨ndnis einer Definition im Sinn der Einfu¨hrung einer Abku¨rz-
ung; vgl. Abschnitt 2.3).
3. Bestimmte wissenschaftliche Definitionstypen, beispielsweise die operationa-
len Definitionen, wie sie heute vor allem in den Sozialwissenschaften u¨blich
sind, oder auch die Definitionskurzformen (vgl. auch Abschnitt 2.10.3) ope-
rieren manchmal grundsa¨tzlich mit anderen Annahmen u¨ber die Zuord-
nungsfunktion zwischen Definiendum und Definiens43. Bei der operationalen
Definition etwa wird einer Benennung bzw. einem Begriff (Definiendum) eine
Operation zugeordnet44. Die Idee besteht darin, den Rezipienten in die Lage zu
versetzen, tatsa¨chlich fu¨r reale Gegensta¨nde/Sachverhalte etc. anhand der An-
gaben in der Definition pru¨fen zu ko¨nnen (in diesem Sinn Operation), ob das
Definiendum vorliegt oder nicht. Ebenso entsprechen die in bestimmten all-
tagssprachlichen, aber auch wissenschaftlichen Kontexten durchaus u¨blichen
Definitionskurzformen, die exemplarische und die explikative Definition (sie-
he Abschnitt 2.10.3 zu Details), nicht (unbedingt) dem formalen Prinzip der
A¨quivalenz beider Seiten; meist ist die Extension des Definiendums deutlich
kleiner oder gro¨ßer. Zudem fehlt gerade bei ihnen der Definitor ha¨ufig ganz.
Wu¨rde man an dem – wie oben bereits diskutiert, nur eingeschra¨nkt anwend-
baren – Prinzip der A¨quivalenz von Definiendum und Definiens als zentralem
Grundsatz der Definitionstheorie festhalten, so du¨rfte man diese Typen nicht
als Definitionen betrachten, was sich allerdings, wie die folgenden Abschnitte
zeigen, aus praktischen Gru¨nden als wenig fruchtbar erweist.
Des Weiteren ist auch die Annahme, der Definitor entspra¨che außerhalb von Wo¨rter-
bu¨chern in aller Regel einer Verbalphrase und bestimmte Verben wie definieren, be-
zeichnen oder nennen fungierten dann immer als Definitoren, mit Vorsicht zu genie-
ßen. (Von dieser Annahme gehen u. a. [Pearson (1998)] oder auch [Steinhoff (2007)]
43Bereits Wittgenstein diskutierte ja die Zuordnungsfunktion zwischen den Bestandteilen, ins-
besondere im Zusammenhang mit ostensiven Definitionen; vgl. Abschnitt 2.5.1.
44Natu¨rlich kann ein Begriff nicht mit einer Operation gleichgesetzt werden, es muss sich also
um eine andere Zuordnungsfunktion handeln; die offenbar bisweilen als unklar empfundene bzw.
sich von der klassischen Auffassung unterscheidende Relation zwischen Definiendum und Definiens
stellt einen der Hauptkritikpunkte an der operationalen Definition dar; vgl. [Swartz (1997), 18f].
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aus; vgl. Abschnitt 2.13 fu¨r Details, insbesondere im Zusammenhang mit dem De-
finitor als zentrales Merkmal zur automatischen Extraktion von Definitionen.) Eng
damit verbunden ist ebenfalls der Gedanke, eine Definition stelle in jedem Fall eine
metasprachliche A¨ußerung dar (wie etwa [Roelcke (2005), 53] das fu¨r fachsprachli-
che Kontexte anzunehmen scheint). Bereits in Abschnitt 2.9 in den Beispielen von
Steinhoff wurde gezeigt, dass das nicht unbedingt zutreffen muss; ha¨ufig sind De-
finitionen
”
effortlessly woven into the text“ [Darian (2003), 62]. In diesen Fa¨llen
ist meist weder ein metasprachlicher Charakter zu erkennen, noch sind bestimmte
Verbalphrasen zu finden; siehe Beispiel 2.9.1 bis Beispiel 2.9.4.
Beispiel 2.9.1 Wenn man an einem Wu¨rfel die Ecken abschneidet, dann bekommt
man einen Kuboktaeder.
Beispiel 2.9.2 . . . abnehmen tut man, wenn man mehr Kalorien verbraucht als man
zu sich nimmt und . . .
Beispiel 2.9.3 Beim Baggern wird der Ball mit den parallel gehaltenen, durchge-
streckten Unterarmen von unten gespielt.
Beispiel 2.9.4 Der Hauptzweck eines Repetitoriums ist es, den gesamten Stoff zu
wiederholen, zu festigen und durch sta¨ndige Falllo¨sung die Gutachtentechnik . . .
Pearson etwa beobachtet, dass Definitorverben viel seltener in Korpora vorkommen
als ha¨ufig angenommen (vgl. [Pearson (1998), 103ff]); daru¨ber hinaus unterscheiden
sich die Definitoren in verschiedenen Datensa¨tzen teilweise gravierend voneinander
(vgl. [Steinhoff (2007), 395]). (Trotzdem stellen sie, wie die Abschnitte 3.3, 3.5
und 3.8 zeigen, einen guten Ausgangspunkt fu¨r die analytische Arbeit mit Korpora
und die automatische Extraktion dar.) Eine U¨bersicht einiger besonders ha¨ufig in
der Literatur genannter Definitorverben zeigt Beispiel 2.9.5 (vgl. [Pearson (1998)],
[Steinhoff (2007)] sowie [Darian (2003)], [Barnbrook (2002)] – zu den in englischen
Arbeiten genannten Definitoren wurde hier jeweils eine U¨bersetzung angegeben).
Beispiel 2.9.5 Definitorverben
bedeuten (be)nennen definieren bezeichnen
gebrauchen heißen verstehen als/unter ist/sei/sind/seien
Zusammenfassend: Wie die Analyse empirischer Daten zeigt, folgen sowohl all-
tagssprachliche als auch wissenschaftliche bzw. terminologische Definitionen nicht
zwingend dem Prinzip der A¨quivalenz, handelt es sich nicht immer um metasprach-
liche Aussagen, ist die Zuordnungsfunktion nicht in jedem Fall dieselbe und ist diese
keineswegs unbedingt mit Hilfe eines bestimmten Definitorverbs versprachlicht. Wie
bereits erwa¨hnt, werden diese Annahmen aber in vielen der Autorin bekannten De-
finitionstheorien (scheinbar) ungepru¨ft u¨bernommen. Insbesondere in Arbeiten, die
kaum Beispiele beinhalten und ohne empirisches Material auszukommen meinen,
tritt diese Diskrepanz zwischen Theorie und Praxis besonders stark zu Tage.
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2.9.2 Definiendum und Definiens: grundlegende Annahmen
Leider werden syntaktische und semantische Merkmale - insgesamt linguistische
Aspekte – von Definitionen (insbesondere solchen außerhalb von Wo¨rterbu¨chern)
und ihren Bestandteilen ha¨ufig nur oberfla¨chlich diskutiert. Entsprechende Informa-
tionen sind lediglich den korpuslinguistischen bzw. technisch ausgerichteten Arbeiten
zu entnehmen. An dieser Stelle sollen daher vor allem die syntaktischen und seman-
tischen Aspekte des Definiens dargestellt werden, die in verschiedenen empirischen
Untersuchungen (das sind vor allem korpuslinguistische Arbeiten) zusammengetra-
gen wurden. Insgesamt lassen sich drei Forschungsstra¨nge feststellen, die sich mit
der linguistischen Beschreibung von Definiens und selten Definiendum befassen:
1. In aller Regel korpuslinguistisch bzw. technisch, d. h. auf die automatische Ex-
traktion solcher Textsegmente ausgerichtete Arbeiten im Bereich der Termi-
nologie/Terminographie und Fachsprachenlinguistik (z. B. [Pearson (1998)],
[Oberholzer (2002)], [Storrer/Wellinghoff (2006)], [Walter/Pinkal (2006)]),
wobei unterschiedliche Zielsetzungen angestrebt werden ko¨nnen. Vgl. Ab-
schnitt 2.13 fu¨r Details zu den verschiedenen Anwendungsszenarien der auto-
matischen Extraktion von definitorischen Textsegmenten;
2. Untersuchungen, die auf die (halb-)automatische Analyse von Wo¨rterbuch-
definitionen abheben (z. B. [Buechel/Weber (1995)], [Weber (1999)],
[Barnbrook (2002)]), entweder mit dem Ziel, dadurch mit geringem mensch-
lichem Aufwand/Eingriff lexikalisch-semantische Netzwerke zu konstruieren
oder als Werkzeug bzw. Unterstu¨tzung fu¨r die Arbeit von Lexikographen;
3. schließlich Arbeiten aus dem Bereich der Fremdsprachendidaktik (z. B.
[Trimble (1985)], [Flowerdew (1992)], [Darian (2003)]), die sich insbesondere
die Frage stellen, wie Definitionen in der Literatur einzelner Disziplinen ver-
sprachlicht werden bzw. werden sollten, um entsprechende Muster und Regeln
beispielsweise mit nicht-muttersprachlichen Studierenden gezielt einu¨ben zu
ko¨nnen.
Alle drei Anwendungsbereiche entsprechen in wesentlichen Aspekten nicht den Sze-
narien der vorliegenden Arbeit, entweder weil sie von einer anderen Datengrundlage
ausgehen – wie etwa Wo¨rterbu¨chern – oder sich auf einen anderen Sprachausschnitt
beziehen – wie etwa fachspezifische Terminologien. Damit sind die darin beschriebe-
nen Merkmale von Definitionen leider nur teilweise auf die Definitionen u¨bertragbar,
die hier annotiert, analysiert und automatisch extrahiert werden sollen. Zudem ba-
sieren die meisten Arbeiten bisher auf englischen Korpora, auch dies schra¨nkt die
U¨bertragbarkeit mehr oder weniger stark ein, wenn auch geringfu¨giger als die ver-
schiedenen Anwendungsszenarien. Die Autorin ist jedoch der Auffassung, dass die
syntaktischen und semantischen Merkmale insbesondere der terminologischen Defi-
nitionen, die im Folgenden aus der Literatur zusammenstellt werden, durchaus fu¨r
die hier bearbeiteten Aufgabenstellungen fruchtbar gemacht werden ko¨nnen. Aller-
dings legen unsere eigenen Experimente es nahe (vgl. Abschnitt 3.5, 3.4 und 3.8 fu¨r
64
eine detaillierte Diskussion dieses Aspekts), die in der Literatur diskutierten linguis-
tischen Merkmale und Beschreibungsmuster von Definitionen zu erga¨nzen bzw. zu
u¨berarbeiten.
2.9.2.1 Syntax
Grundlage und Ausgangspunkt der syntaktischen Analyse von Definitionen stellen
meist manuell klassifizierte Korpuseintra¨ge dar: Dazu sortieren in aller Regel die
Autoren selbst eine Auswahl von Datensa¨tzen entsprechend bestimmter Definiti-
onstypen in relevante Eintra¨ge und irrelevante.
Pearson etwa orientiert sich in diesem Klassifikationsschritt an den von
[Trimble (1985)] vorgeschlagenen Typen der
1. einfachen formalen Definition – aristotelische Definition, einen Satz umfassend
2. komplexen formalen Definition – aristotelische Definition, satzu¨bergreifend
3. semiformalen Definition – Definitionskurzform (im Gegensatz zur aristoteli-
schen Definition fehlt im Definiens der Genus-Teil), einen Satz umfassend.
Oberholzer beru¨cksichtigt
1. die Inhaltsdefinition – in ihrem Versta¨ndnis entspricht diese im Wesentlichen
der aristotelischen Definition und
2. die Umfangsdefinition (vgl. Abschnitte 2.1 und 2.10).
Einige meist leider wenig ausfu¨hrliche Hinweise auf mo¨gliche lexikalisch-
syntaktische Strukturen sind auch in den Arbeiten von [Alshawi (1987)],
[Pascual/Pery-Woodley (1995)], [Liu/Chin/Ng (2003)], [Cui et al. (2004)],
[Malaise/Zweigenbaum/Bachimont (2004)], [Hildebrandt/Katz/Lin (2004)],
[Storrer/Wellinghoff (2006)], [Han et al. (2007)], [Przepiorkowski et al. (2007)]
und [Westerhout/Monachesi (2007)] enthalten. Auf sie wird im Zusammenhang
mit der automatischen Extraktion von Definitionen in Abschnitt 2.13 noch einmal
detailliert eingegangen.
[Barnbrook (2002)] wiederum stellt eine eigene Typologie von 17 verschiedenen De-
finitionstypen zu den von ihm verwendeten Wo¨rterbuchdaten auf und fokussiert in
seiner linguistischen Analyse auf die in diesen identifizierten Bestandteile. Insbe-
sondere im Bereich Adjektiv- und Verbdefinienda erga¨nzen seine Analyse teilweise
die auf Termini (und damit vorrangig Substantive) beschra¨nkten Arbeiten von etwa
Pearson oder Oberholzer. Allerdings formuliert Barnbrook seine Grammatik nicht
als direkt einsetzbare Regeln aus – etwa im Sinn einer beispielsweise teillexikali-
sierten Phrasenstrukturgrammatik. Seine Arbeit wird daher hier nicht ausfu¨hrlich
diskutiert.
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In den wenigsten Untersuchungen (Ausnahmen sind [Storrer/Wellinghoff (2006)],
[Westerhout/Monachesi (2007)], [Przepiorkowski et al. (2007)]) wird Rechenschaft
daru¨ber abgelegt, wie intersubjektiv die Auswahl und Klassifikation der Korpus-
daten ist. Insofern stellt sich die Frage, inwieweit die Ergebnisse generalisierbar
bzw. u¨bertragbar sind, was letztlich nicht nur aus wissenschaftlicher Sicht, son-
dern insbesondere auch fu¨r die erfolgreiche automatische Extraktion von Definitio-
nen von großer Bedeutung ist. Einzig fu¨r Ansa¨tze wie die von [Barnbrook (2002)],
[Weber (1999)] (und mit Einschra¨nkungen der auf enzyklopa¨dischen Eintra¨ge ba-
sierende Ansatz von [Fahmi/Bouma (2006)]) eru¨brigt sich diese Frage, denn fu¨r
Wo¨rterbuchdefinitionen kann davon ausgegangen werden, dass es zumindest in der
Absicht der Produzenten lag, eine Definition (Bedeutungsparaphrase) zu formulie-
ren.
Ausgehend von den Beispielen, die gema¨ß der jeweiligen Auswahl von Definitionsty-
pen aus den Daten ermittelt wurden, identifizieren sowohl [Pearson (1998)],
[Oberholzer (2002)] als auch einige der oben angesprochenen Arbeiten aus dem Be-
reich der Frage-Antwort-Systeme Slots, denen sie lexikalisierte syntaktische Mus-
ter zuordnen. Dabei folgen besonders [Hildebrandt/Katz/Lin (2004)]
[Oberholzer (2002)] und [Przepiorkowski et al. (2007)] in wesentlichen Zu¨gen der
auf Phrasenstrukturen basierenden Vorgehensweise, wie sie bereits von
[Bierwisch/Kiefer (1969)] fu¨r Definitionen eingefu¨hrt wurde. Wa¨hrend Letztere al-
lerdings besonders auf den Zusammenhang von Tiefen- und Oberfla¨chenstrukturen
in definitorischen Textsegmenten abheben, beschreiben die neueren Ansa¨tze aus-
schließlich tatsa¨chlich beobachtbare syntaktische Merkmale der Daten. Die um-
fangreichste Merkmalsbeschreibung geben [Pearson (1998)], [Oberholzer (2002)]
und [Przepiorkowski et al. (2007)]. In den Arbeiten von [Alshawi (1987)],
[Pascual/Pery-Woodley (1995)], [Liu/Chin/Ng (2003)], [Cui et al. (2004)],
[Hildebrandt/Katz/Lin (2004)], [Malaise/Zweigenbaum/Bachimont (2004)],
[Storrer/Wellinghoff (2006)], [Westerhout/Monachesi (2007)] und
[Han et al. (2007)] sind leider jeweils nur einige wenige Hinweise auf Merkmale bzw.
lexikalisierte syntaktische Muster zu finden (fu¨r technische Details zu den Arbeiten
zur automatischen Extraktion definitorischer Textsegmente, insbesondere im Zu-
sammenhang mit Frage-Antwort-Systemen etc., siehe Abschnitt 2.13.1).
Pearson bildet Bu¨ndel von Merkmalen, die im Sinn einer syntaktischen Parsingstruk-
tur auf die Textsegmente angewendet werden ko¨nnen. Die von ihr ermittelten Merk-
male lassen sich wie folgt zusammenfassen (vgl. [Pearson (1998), 135ff]):
1. Einfache formale Definitionen mit initialem oder terminalem Definien-
dum enthalten zwei Nominalphrasen, deren Kerne jeweils Termini darstellen.
Beide sind verbunden durch eine Verbalphrase mit be, be called, consist, be
defined as etc. Hinzu treten einige Bedingungen zu relativierenden Formu-
lierungen (in der Regel repra¨sentiert durch bestimmte Adverbien wie z. B.
commonly, usually, mostly, primarily etc.) sowie zur Verwendung von Modal-
verben in der Definitor-Verbalphrase. Des Weiteren schra¨nkt Pearson die For-
mulierung der im Definiens genannten Unterscheidungsmerkmale sowie den
Artikelgebrauch im Definiendum ein.
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Komplexe formale Definitionen zeichnen sich dadurch aus, dass Definiendum und
Definiens durch eine Satzgrenze voneinander getrennt sind; beide sind wie unter 1.
als Nominalphrasen mit Termini-Kern umgesetzt. Anstelle eines Definitorverbs wird
je nach Struktur entweder Definiens oder Definiendum mit der Formulierung . . . this
is called . . . oder . . . this is a . . . eingeleitet, wodurch die Verbindung zwischen
beiden Teilen sprachlich hergestellt wird (siehe Beispiel 2.9.6 bis Beispiel 2.9.8 fu¨r
komplexe formale Definitionen nach [Pearson (1998), 152ff]).
Beispiel 2.9.6 To get pure lines the plants are pollinated with their own pollen.
This is called self-pollination.
Beispiel 2.9.7 The iris: This is a flat ring of muscle which controls the amount of
light that enters the eye.
Beispiel 2.9.8 . . . a mortgage. This is a long-term loan either at a fixed or a chai-
ning rate of interest.
2. Semiformale Definitionen unterscheiden sich von den unter 1. genannten
einfachen formalen Definitionen in zweierlei Hinsicht: Zuna¨chst sind fu¨r sie
mehr Definitorverben zugelassen (beispielsweise contain, have, be used for,
include, involve etc.), zudem gelten weniger Beschra¨nkungen in Bezug auf
den Artikelgebrauch des Definiendums.
Im Gegensatz zu diesen recht allgemeinen Regeln gibt [Oberholzer (2002), 71ff] fu¨r
ihre Korpusbelege von Inhaltsdefinitionen ganz konkrete lexikalisierte syntaktische
Strukturen an, die in Tabelle 2.2 zusammengefasst sind. Fu¨r die von ihr untersuchten
Umfangsdefinitionen nennt Oberholzer lediglich eine Liste von Definitorverben (vgl.
Tabelle 2.2).
Leider geben die Quellen nur vereinzelt Aufschluss u¨ber die Ha¨ufigkeit und da-
mit Relevanz bestimmter lexikalisierter syntaktischer Muster in den Daten. Zudem
stellt die empirisch nicht abgesicherte Auswahl von Definitionen – d. h. das Fehlen
eines Intersubjektivita¨tstests etwa in Form einer Inter-Annotator Agreement Studie
– eine gravierende Schwachstelle der oben diskutierten Arbeiten dar. In den letz-
ten Jahren wurden jedoch in verschiedenen Vero¨ffentlichungen die Intersubjektivita¨t
der Annotation von Definitionen angeschnitten (vgl. u. a. [Walter/Pinkal (2006)],
[Storrer/Wellinghoff (2006)], [Degorski/Marcinczuk/Przepiorkowski (2008)],
[Westerhout/Monachesi (2007)]). Wie die Arbeiten durchga¨ngig belegen, wird da-
bei nur eine geringe bis ma¨ßige U¨bereinstimmung erzielt; siehe Abschnitt 2.13 und
3.6 fu¨r Details. Die empirische Absicherung der Auswahl von definitorischen Text-
segmenten in Korpusdaten mit Hilfe eines Inter-Annotator Agreement Tests bildet
jedoch eine wesentliche Grundlage fu¨r die automatische Extraktion, denn nur so
kann gewa¨hrleistet werden, dass klar definiert bzw. operationalisiert ist, was extra-
hiert werden soll. Insofern sind die verschiedenen Inter-Annotator Agreement Tests,
die im Rahmen dieser Arbeit durchgefu¨hrt wurden (vgl. Abschnitt 3.5 sowie 3.6), ein
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Tabelle 2.2: Lexikalisierte syntaktische Muster und Definitorverben nach
[Oberholzer (2002), 71ff]
Definitionstyp Muster
NPTerm + sein + NPHyperonym + Relativsatz
NPTerm + sein NPHyperonym mit nachgestellter PP
NPTerm + sein + NPHyperonym mit durch voran-
gestellter PP erga¨nztem partizipialem Adjektiv
NPTerm + sein + NPHyperonym mit Genitiv-NP
Inhaltsdefinition, NPTerm + sein + AP + NPHyperonym
aristotelische Definition NPHyperonym + Relativsatz + bezeichnet man als/
nennt man + PPTerm/NPTerm
NPHyperonym + Relativsatz + wird (als)
+ PPTerm/NPTerm + bezeichnet/genannt
NPHyperonym mit PP + wird (als)
+ PPTerm/NPTerm + bezeichnet/genannt
bestehen aus
enthalten
Umfangsdefinition sich zusammensetzen aus
beinhalten
umfassen
zentraler Baustein der Automatisierung. Und schließlich kann erst auf der Grundlage
eines empirisch abgesicherten Datensatzes, wie er z. B. durch die mit Intersubjek-
tivita¨tstests evaluierte, manuelle Annotation gewa¨hrleistet wird, eine Analyse der
Extraktionsmerkmale durchgefu¨hrt werden. (Vgl. die Abschnitt 3.3, 3.5 und 3.8 fu¨r
die hierzu in der vorliegenden Arbeit durchgefu¨hrten Experimente.)
2.9.2.2 Semantik
Meist getrennt von der lexikalisierten syntaktischen Beschreibung definitorischer
Textsegmente werden semantische Aspekte untersucht. Hierbei kann der Fokus ei-
nerseits auf der semantischen Analyse des Definiens liegen, was den gro¨ßeren
Teil der Arbeiten ausmacht. Vereinzelt sind aber auch Untersuchungen zu Merkma-
len des Definiendums zu finden, welche vor allem auf die Frage abzielen, ob bzw.
wie verschiedene Definienda zu Typen zusammengefasst werden ko¨nnen, fu¨r
die sich bestimmte Definitions- und Formulierungsmuster anbieten. Grundsa¨tzlich
sind natu¨rlich mit einigen Definitionstypen bereits semantische Beschreibungskate-
gorien verbunden: So geht etwa die aristotelische Definition mit ihrer Gliederung
des Definiens in Oberbegriff (also Hyperonym) und Unterscheidungsmerkmale(n)
von lexikalisch-semantischen Kategorien aus. A¨hnliches gilt fu¨r die Umfangsdefi-
nition (vgl. Abschnitt 2.10), die je nach Versta¨ndnis entweder zum Definiendum
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hyponyme oder meronyme Wo¨rter auflistet45.
U. a. [Moenke (1978), 59], [Blair-Goldensohn/McKeown/Schlaikjer (2004), 50] und
[Darian (2003), 56f] stellen jeweils ausgehend von bestimmten Definitionstypen In-
formationseinheiten zusammen, die sie als die semantisch zentralen Bestandteile des
Definiens sehen. Eine Auswahl dieser Informationstypen ist in nachfolgender Liste
zusammengetragen:
• Klasse/Kategorie des Definiendums, taxonomische, klassifikatorische oder on-
tologische Einordnung;
• Unterscheidungsmerkmale zu Kohyponymen, allgemeine Merkmale wie Aus-
sehen/Beschaffenheit/materielle Eigenschaften/mathematisch-physikalische
Kenndaten/Ursprung/Entstehung/Funktion/Verhalten/Bestandteile o. A¨. des
Definiendums;
• Beispiele fu¨r Definiendum, hyperonyme, hyponyme oder anderweitig eng ver-
wandte Wo¨rter;
• Synonyme, Antonyme oder anderweitig (lexikalisch-semantisch) verwandte
Wo¨rter; Wortfeld; Vergleich zu a¨hnlichen oder eng verwandten Wo¨rtern;
• Angaben zur Konnotation, Syntax, Morphologie, Phonologie/Phonetik, Kol-
lokation, Etymologie etc.
Diese Liste hat sich fu¨r die Annotationsexperimente als teilweise ausgesprochen
hilfreich erwiesen. Leider beschra¨nken sich die Angaben auf Substantive, da alle Ar-
beiten einen fachsprachlichen bzw. terminologischen/terminographischen Fokus auf-
weisen. Fu¨r Verb- und Adjektivdefinitionen außerhalb von Wo¨rterbu¨chern konnte die
Autorin leider keine Arbeiten ausmachen, die semantische Beschreibungsvorschla¨ge
bieten.
In bestimmten Forschergemeinschaften ist es zudem u¨blich, gro¨ßere Mengen von
terminologischen Definitionen in Untergruppen zu untergliedern, wobei Typen ver-
schiedener Definienda als Ausgangspunkt verwendet werden. Ein Beispiel fu¨r eine
solche Arbeit ist [Sager/Ndi-Kimbi (1995)].
Grundsa¨tzlich stellt sich die Frage, inwieweit eine mehr oder weniger eindeutige Be-
ziehung zwischen z. B. semantischen Typen von Definienda und bestimmten Defini-
tionsmustern hergestellt werden kann. Beispielsweise bietet sich fu¨r ein Definiendum
wie das Wort Fallru¨ckzieher besonders ein Definitionstyp an, in dessen Definiens die
zugeho¨rigen Handlungen (operationale Definition; vgl. Abschnitt 2.10.3) bzw. der
Ursprung (genetische Definition; vgl. Abschnitt 2.10.3) genannt werden. Im Gegen-
satz dazu scheint die aristotelische Definition in Beispiel 2.9.9 umsta¨ndlich, vielleicht
sogar irrefu¨hrend46.
45Gerade diese allein auf lexikalisch-semantischen bzw. merkmalssemantischen Beschreibungs-
kategorien basierende Vorgehensweise wird aber in der neueren Literatur teilweise scharf kritisiert
(vgl. u. a. [Harras (1991), 13ff], [Quasthoff/Hartmann (1983)], [Roelcke (2005), 57ff]).
46Die Idee fu¨r dieses Beispiel wurde aus einer Pra¨sentation von Frau Professor A. Storrer im
Seminar Bedeutung und Bedeutungsexplikation u¨bernommen, das im Wintersemester 2007/2008
an der TU Dortmund stattfand.
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Beispiel 2.9.9 Gegenu¨berstellung von verschiedenen Definitionstypen fu¨r das De-
finiendum Fallru¨ckzieher
• Beim Fallru¨ckzieher steht der Spieler mit dem Ru¨cken zu seinem Ziel, er la¨sst
sich mit leichtem Sprung nach hinten auf den Ru¨cken fallen und spielt dabei
den Ball, wa¨hrend dieser noch in der Luft ist.
• Der Fallru¨ckzieher ist eine im Fußball auftretende besonders spektakula¨re Va-
riante des Ru¨ckziehers und des Scherenschlags.
Will man sich langfristig nicht auf Ausschnitte von Fachwortscha¨tzen und damit sub-
stantivische Termini beschra¨nken, ist allerdings eine systematische Zuordnung zwi-
schen Typen von Definienda und Definientes nicht ganz einfach: Sie wu¨rde na¨mlich
voraussetzen, dass fu¨r jedes denkbare Definiendum eines großen Teils des z. B. deut-
schen Wortschatzes verschiedene Definitionstypen und Formulierungsmuster ausge-
arbeitet und evaluiert werden mu¨ssten, wobei diese Evaluierung jedoch ohne Ziel-
funktion bzw. Optimierungskriterium kaum denkbar ist (siehe Abschnitt 2.11 fu¨r
Details zur Evaluierung von Definitionen).
2.10 Definitionstypen von Isidor de Sevilla bis heute
In den letzten zweieinhalb Jahrtausenden wurden viele verschiedene Definitionstypen
eingefu¨hrt; leider kann von einer systematischen Klassifikation dieser Typen bislang
keine Rede sein.
Das Problem der Klassifikation der Definitionen ist außerordentlich kom-
pliziert. Mo¨glicherweise ist dies der Grund, warum in der logischen Lite-
ratur noch keine Versuche unternommen wurden, einen genu¨gend wei-
ten Kreis von Definitionen zu klassifizieren. Die Beziehungen zwischen
den verschiedenen Klassen von Definitionen sind sehr kompliziert. Die-
se Kompliziertheit ist dadurch bedingt, daß es eine Vielzahl von Kri-
terien gibt, nach denen die Definitionen in Klassen eingeteilt werden
ko¨nnen. Zudem kann, wie wir sahen, ein und dieselbe Definition je
nach ihrer Interpretation zu verschiedenen Klassen gerechnet werden.
[Gorski (1967), 420]
Eine erste bekannte Sammlung verschiedener Bezeichnungen stammt aus dem Fru¨h-
mittelalter: Isidor de Sevilla (560-623 n. Chr.), einer der bedeutendsten Schriftsteller
dieser Zeit, sammelte das antike Wissen und fasste es u. a. in einer 20 Bu¨cher
umfassenden Enzyklopa¨die (unter dem Titel: Etymologiarum sive originum libri XX
oder kurz: Etymologiae; vgl. [Isidor de Sevilla]) zusammen. Darin skizziert er in
Buch II, Kapitel 29 verschiedene Definitionstypen. Als Quellen gibt er die Arbeiten
von Cassiodorus und Marius Victorinus an; leider sind viele der von ihm fu¨r sein
Werk Etymologiae verwendeten Bezugspunkte mittlerweile verloren, sodass einiges
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heute nur noch durch seine Zitate bekannt ist. Aufgrund seiner ausgesprochen vagen
Erkla¨rungen der einzelnen Definitionstypen (vgl. hierzu Tabelle 2.3) wurde seine
Arbeit – etwas unglu¨cklich – fu¨r nachfolgende Generationen zum Steinbruch, der
nach Belieben ausgeschlachtet wurde, wie es scheint.
U. a. daraus erkla¨rt sich auch die bei Gorski (siehe oben) anklingende Problematik
der unterschiedlichen Interpretationen verschiedener Typen.
For many reasons the task of translating from the Etymologies has been
a difficult one. There is no modern critical edition of the work to afford
a reasonable certainty as to the text; the Latin, while far superior to
the degenerate language of Gregory of Tours, is nevertheless corrupt;
the treatment is often brief to the point of obscurity; the terminology
of ancient science employed by Isidore is often used without a due ap-
preciation of its meaning. However, the greatest difficulty in translating
has arisen from the fact that the work is chiefly a long succession of
word derivations which usually defy any attempt to render them into
English. [Brehaut (1912), 3]
2.10.1 Voru¨berlegungen
Kombiniert man die bereits im Fru¨hmittelalter belegten Definitionstypen mit den
bis heute hinzugekommenen, so ergibt sich ein a¨ußerst verwirrendes Bild. Abbil-
dung 2.9 zeigt eine Auswahl dieser Bezeichnungen fu¨r Definitionen, aufgenommen
wurden dabei sogar nur einige der besonders ha¨ufig in der modernen Definitions-
theorie oder in Korpusdaten genannten Typen. (Neben den u. a. in [Gorski (1967)],
[Rickert (1929)], [Abelson (1967)], [Gabriel (1995)] etc. genannten Typen wurden
fu¨r die Auswahl auch Korpusdaten herangezogen. Dazu wurde im DWDS-Kern-
und Zeit-Korpus mit der Suchanfrage *definition nach entsprechenden Komposita
gesucht; die ha¨ufigsten Lemmata wurden der Sammlung hinzugefu¨gt. Die Suche
wurde unter Zugriff auf die Seite www.dwds.de am 2009-01-05 durchgefu¨hrt.)
Bei der Vielzahl an Benennungen, denen, wie gesagt, nur scheinbar jeweils eigene,
eindeutig umrissene Definitionstypen zugeordnet werden ko¨nnen, ist es offenkundig
dringend notwendig, eine Systematik in das Durcheinander zu bringen. Auf der
Grundlage der hier vorgestellten neuen, funktionalen Gliederung der verschiedenen
Aspekte von Definitionen – unter Beru¨cksichtigung genereller Grundsa¨tze bei der
Konstruktion sowie in Analogie zu anderen insbesondere naturwissenschaftlichen
Klassifikationen – soll im Folgenden der Versuch gewagt werden, die Skizze fu¨r eine
mo¨gliche Ordnung zu entwerfen.
Neben anderen wissenschaftlichen Methoden, wie logisch-argumentativer, quanti-
tativer bzw. qualitativer Analyse, Experiment und mathematischer Modellierung,
spielt die Klassifikation als Werkzeug des Zugriffs und der Ordnung von Wissen eine
entscheidende Rolle (vgl. u. a. [Goetschl (2004), 3ff]). Die Konstruktion von Klassi-
fikationen und das entsprechende Klassifizieren von Elementen darf als grundlegende
71
Tabelle 2.3: Definitionstypen nach Isidor de Sevilla
Nr Name der Definition entspricht Definitionstyp . . .
1 substantialis Genus-et-Differentia
2 notio Genus-et-Differentia aber
mit indirektem Oberbegriff oder




3 qualitativa Genus-et-Differentia verku¨rzt –
es fehlt Angabe von Genus
4 descriptio Definitionstyp unklar; vermutlich Definition im
U¨bergangsbereich zur Erla¨uterung oder Erkla¨rung
5 ad verbum Definitionstyp unklar; mo¨glicherweise
ist die Nominaldefinition gemeint, den
angegebenen Beispielen nach ko¨nnte allerdings
auch etwas wie eine U¨bersetzung oder z. B. im




6 per differentiam Relationsdefinition
7 per translationem Definitionstyp unklar; die dargestellten Beispiele
zeigen eine große A¨hnlichkeit mit den Typen (5)
ad verbum und (1) substantialis, die entscheiden-
den Unterscheidungsmerkmale bleiben offen
8 por privantiam contrarii Negativdefinition
eius quod definitur
9 per quandam Definitionstyp unklar; Typ wird umschrieben
imaginationem als Definition eines Individuums
10 per analogiam or Definitionstyp unklar;
iuxta rationem vermutlich Definition u¨ber Beispiele,
die zur Klasse der Definienda za¨hlen
11 per indigentiam pleni Definitionstyp unklar; vermutlich
ex eodem genere bestimmter Typ einer Negativdefinition,
bei der Definiendum in Relation zu
(bei einer kleinen Anzahl vorhandener)
allen Kohyponymen gesetzt wird
12 per laudem Definitionstyp unklar
13 definitio segundum quid Definitionstyp unklar; vermutlich
bestimmter Typ einer Relationsdefinition
14 per totum Definitionstyp unklar;
mo¨glicherweise extensionale Definition,
den Beispielen nach jedoch unwahrscheinlich


























































Abbildung 2.9: U¨bersicht verschiedener Definitionstypen
wissenschaftliche Ta¨tigkeit angesehen werden. Ambrose [Bierce] etwa formuliert das
wie folgt:
”
Wissen nennen wir jenen kleinen Teil unserer Unwissenheit, den wir ge-
ordnet und klassifiziert haben.“
Bestandteil einer fundierten und umfassenden47 Definitionstheorie sollte es daher
sein, die verschiedenen Typen – zumindest die in Abbildung 2.9 dargestellten – in
eine Systematik zu bringen. Eindrucksvolle Beispiele fu¨r derartige wissenschaftliche
bzw. funktionelle Klassifikationen lassen sich etwa in der Biologie (vgl. Abbildung
2.10 Biosystematik48) oder in der Chemie (vgl. Abschnitt 2.6.2) finden.
Fu¨r eine in Analogie zu den oben dargestellten Beispielen entwickelte Klassifikation
47Die meisten modernen Definitionstheorien beschra¨nken sich, wie bereits mehrfach angeklungen
ist, auf wissenschaftliche Zusammenha¨nge; wie die vorangegangenen Abschnitte jedoch gezeigt
haben sollten, weisen Definitionen sehr viele Funktionen und Formulierungsmuster auf, so dass es
notwendig erscheint, allzu traditionalistische Vorstellungen aufzugeben oder zu erga¨nzen (vgl. u. a.
[Kuehn (2001), 550ff], [Wiegand (1985), 52f]).
48Bei der Biosystematik handelt es sich um ein Fachgebiet (und gleichzeitig ein Ordnungsprinzip)
der Biologie, das sich einerseits mit der Einordnung und Benennung aller bekannten Lebewesen und
andererseits mit der Rekonstruktion und Erforschung ihrer Stammesgeschichte befasst. Grundlage
von beidem und damit Erkla¨rungsprinzip ist u¨blicherweise die Evolutionstheorie, d. h. alle Lebewe-
sen werden entsprechend den Annahmen u¨ber ihre Verwandtschaftsbeziehungen geordnet.
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Abbildung 2.10: Klassifikationsbeispiel Biosystematik [TreeOfLife] 1995-2005
links: Gesamtansicht rechts: Ausschnitt: Pilze
von Definitionstypen mu¨sste man u. a. fordern, dass mo¨glichst
1. wenige, einfach bzw. intersubjektiv zu bestimmende Merkmale zur Klassifika-
tion von Beispielen authentischer Definitionen herangezogen werden;
2. die Klassenzugeho¨rigkeit von konkreten Beispielen leicht und eindeutig ent-
schieden werden kann;
3. wenige Beispiele der Restklasse (Residualkategorie) zugeordnet werden mu¨ssen;
4. die verschiedenen Klassen in einem sinnvollen (z. B. theoriegestu¨tzten, funk-
tionellen o. A¨. und mo¨glicherweise hierarchischen) Zusammenhang stehen;
5. die meisten Beispiele nur einer Klasse angeho¨ren (wenig/keine Mehrfachzu-
geho¨rigkeit).
Die genannten fu¨nf Forderungen an eine Klassifikation von Definitionstypen ergeben
sich direkt aus einigen fundamentalen wissenschaftstheoretischen Prinzipien wie et-
wa dem Grundsatz der Interoperabilita¨t (Punkt 1, 2 und 5), der Reproduzierbarkeit
(Punkt 1 und 2) sowie Generalisierbarkeit (Punkt 3) von Ergebnissen. Hinzu tritt der
Gedanke der (wissenschaftlichen) Effizienz (Punkt 3 und 5), weswegen ein mo¨glichst
redundanzarmes System (hier Klassifikation) angestrebt werden sollte. Und schließ-
lich entspricht es der allgemeinen wissenschaftlichen Zielsetzung, Beobachtungen in
einen erkla¨renden Zusammenhang zu bringen (und damit eine Theorie dieser Zu-
sammenha¨nge zu entwickeln), die einer Klassifikation zugrunde liegenden Merkmale
also in einen sinnstiftenden Zusammenhang einzubetten und unter Umsta¨nden sogar
hierarchisch zu organisieren (Punkt 4).
Versucht man die in Abbildung 2.9 zusammengestellten Definitionstypen zu syste-
matisieren, fa¨llt auf:
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1. Die Definitionstypen basieren auf unterschiedlichen Merkmalsbu¨ndeln, wobei
der Wertebereich einiger dieser Merkmale als bina¨r betrachtet werden kann
(z. B. Nominaldefinition vs. Realdefinition), andere hingegen sind nicht einmal
diskret (eine Definition kann sicherlich mehr oder weniger mangelhaft oder
auch persuasiv sein). Die meisten Merkmale weisen allerdings einen bina¨ren
Wertebereich auf.
2. Bei den vorgeschlagenen Typen werden ganz unterschiedliche, meist bzgl. ihrer
Relation untereinander unklare Merkmale verwendet, das sind u. a.:
(a) Beschreibungsaspekte des Definiendums (z. B. Symboldefinition,
Wortdefinition, Begriffsdefinition, Funktionsdefinition,
Gattungsdefinition),
(b) Beschreibungsaspekte des Definierens (z. B. operationale Definition,
prozedurale Definition, genetische Definition, extensionale Definition),
(c) Hinweise auf die Textsorte, in die die Definition eingebettet ist (z. B.
Wo¨rterbuchdefinition, Lexikondefinition, Lehrbuchdefinition),
(d) Hinweise auf den wissenschaftlichen, terminologischen oder sprachlichen
Zusammenhang, in den die Definition eingebettet ist (z. B. Relationsdefi-
nition, Negativdefinition, ontologische Definition, synthetische Definiti-
on),
(e) Hinweise auf Qualita¨t, Nu¨tzlichkeit, Umfang/Abdeckung etc. der Defi-
nition bzw. einzelner Bestandteile dieser (z. B. mangelhafte Definition,
persuasive Definition, leere Definition, Teildefinition).
Eine Reihe von Typen u¨berlappen z. T. sehr unsystematisch, was auf das Fehlen
einer Merkmalshierarchie oder zumindest einer Merkmalssystematik zuru¨ckzufu¨hren
ist. So kann eine Definition beispielsweise jeweils gleichzeitig eine Negativ- und eine
Umfangsdefinition49 (vgl. Beispiel 2.10.1) oder auch Hybrid aus operationaler und
aristotelischer Definition (vgl. Beispiel 2.10.2) sein.
Beispiel 2.10.1 Im Doppelkopf sind außer jeweils Kreuz, Pik und Herz Ass, Zehn,
Ko¨nig und Neun alle Spielkarten Trumpf, d. h. . . .
Beispiel 2.10.2 Als Zahlungsunfa¨higkeit bezeichnet man eine besonders kritische
finanzielle Lage eines Schuldners, sie liegt vor, wenn er nicht in der Lage ist, seine
derzeit fa¨lligen Zahlungsverpflichtungen zu erfu¨llen.
3. Fu¨r einige der oben angesprochenen Definitionstypen lassen sich gleich mehre-
re, unterschiedliche Definitionen in der Literatur finden. So wird beispielsweise
49Im Doppelkopf sind ebenso viele Karten Trumpf wie Fehlfarben (= Karten, die nicht als Trumpf
gewertet werden): In Fa¨llen wie diesem ist daher eine Umfangsdefinition grundsa¨tzlich sinnvoll, da
es sich jeweils um eine kleine Liste von Elementen fu¨r Trumpf und Fehlfarbe handelt. Fraglich ist
natu¨rlich, ob die negative Formulierung no¨tig gewesen wa¨re.
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die Realdefinition zwar in allen der Autorin bekannten Definitionstheorien der
Nominaldefinition gegenu¨bergestellt (diese Dichotomie geht auf Aristoteles
zuru¨ck), was die beiden Typen allerdings bedeuten, wird durchaus unterschied-
lich beschrieben:
(a) Realdefinition vs. Nominaldefinition
i. Definition eines Begriffs, Bedeutungserkla¨rung eines Wortes,
Angabe charakteristischer das fu¨r einen Begriff steht.
Merkmale.
ii. Aussage u¨ber die Welt. Setzung durch einen Autor
(vgl. u. a. [Abelson (1967), 318f],
[Nobis/Gabriel (1971), 31ff]).
(b) Umfangsdefinition
i. Nennt alle Hyponyme des Definiendums.
ii. Nennt (Bestand-)Teile des Definiendums (wahrscheinlich im Zu-
ge einer Verwechselung mit der Bestandsdefinition, vgl. DIN-Norm
2342 in [Baxmann-Krafft/Herzog (1999)]).
Wendet man auf eine Menge konkreter Bespiele von Definitionen die in der Lite-
ratur vorgeschlagenen Typologien an, so sto¨ßt man auf einige praktische Proble-
me: Zuna¨chst sind manche Typen in realen Daten kaum zu identifizieren, weil die
Beschreibung ihrer Erkennungsmerkmale unklar, mehrdeutig oder zu allgemein ist
(siehe oben). Daru¨ber hinaus ist es zwar sinnvoll, mo¨glichst viele der in der Li-
teratur vorgeschlagenen Merkmale (und damit verbundenen Typen) auf die Daten
anzuwenden, weil sich dadurch u. a. eine pra¨zisere Beschreibung der Beispiele ergibt,
verbunden ist damit aber auch eine U¨berlagerung und Zersplitterung der Bereiche in
der Menge aller Definitionen. Abbildung 2.11 illustriert dieses ungu¨nstige Verhalten.
Anders als etwa in dem oben gezeigten Beispiel einer biologischen Klassifikation
sind Ru¨ckschlu¨sse auf Inklusionsbeziehungen somit nicht mo¨glich50. Die deswegen
notwendige Zuordnung mehrerer Typenbezeichnungen pro Definition kann als aus-
gesprochen verwirrend empfunden werden und ist zudem ineffizient.
2.10.2 Klassifikationsvorstufen
Natu¨rlich haben mit a¨hnlichen Problemen auch Wissenschaftler anderer Bereiche zu
ka¨mpfen, so lassen sich u. a. im Zusammenhang mit Wo¨rterbuchtypologien nicht
50Eine derartige Inklusionsbeziehung wa¨re etwa gegeben durch: Tuberkulose sind bestimmte in-
fektio¨se und parasita¨re Krankheiten, d. h. Tuberkulose za¨hlt zu den infektio¨sen und parasita¨ren
Krankheiten. Derartige Beziehungen lassen sich wegen des fehlenden, systematischen Zusammen-
hangs der Merkmale verschiedener Typologien fu¨r Definition unter diesen Bedingungen nicht her-
stellen.
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Tabelle 2.4: Merkmalsmatrix mit Merkmalstypen und zugeho¨rigen Wertebereichen
Merkmalstyp Wertebereich
Definition trifft Aussage u¨ber Wort (u¨ber Sprache; 2 Kategorien:
metasprachlicher Charakter) trifft zu/trifft nicht zu
Definition trifft Aussage u¨ber Begriff dito
(begriﬄiche Ebene)
Setzung (im Sinn von: dito
Autor definiert Begriff neu/um)
Zitat (im Sinn von: Autor u¨bernimmt nur inhaltlich dito
oder inhaltlich und sprachlich Definition)
Neudefinition (im Sinn von: dito
Autor ist Erster, der Begriff definiert)
Umfang (im Sinn von: Liste aller Hyponyme) dito
Inhalt (im Sinn von: nicht Umfang) dito
Definition stellt Gleich(setz)ung dar dito
(Definiendum = Definiens)
Definition gibt Handlungsanweisung dito
(operationale Definition)
Definition nur im Kontext/Kotext gu¨ltig dito
(Bedarfsdefinition/Gebrauchsdefinition)
Definition nur im Kontext/Kotext versta¨ndlich dito
(ostensive Definition/Kurzdefinitionen)
Definition fasst (vorher Gesagtes) zusammen dito
Definition stellt Grundlage (fu¨r Folgendes) dar dito
Definition bu¨ndelt Merkmale (im Sinn von: dito
Begriffsbildung; synthetische Definition)
Definition bestimmt Merkmale (im Sinn von: dito
Pra¨zisierung von Begriff; analytische Definition)
Definition u¨ber Ausschluss (Negativdefinition) dito
Definition ermo¨glicht eindeutige Identifizierung dito
von Definiendum
Definition sinnvoll in Bezug auf Rezipient graduell
Definition sinnvoll in Bezug auf Funktion graduell
Definition sinnvoll in Bezug auf Kontext/Situation graduell
Definition sinnvoll in Bezug auf Kotext graduell
Qualita¨t der Definition graduell
oder in n Kategorien
Definition entspricht formalen Forderungen 2 Kategorien:
(einer Einzelwissenschaft) trifft zu/trifft nicht zu
Definition ist eingebettet in Theorie/
stellt ontologischen Zusammenhang her/ 2 Kategorien:





































xmit D: Menge aller Definitionen;
Mij: Merkmal i, Wertebereich j
Anwendung mehrerer
Typologien gleichzeitig
Abbildung 2.11: U¨berlappung verschiedener Klassifikationsansa¨tze
selten grundsa¨tzliche U¨berlegungen zur Konstruktion und Anwendung von Klas-
sifikationen (Typologien) finden (vgl. u. a. [Hausmann (1990b), 969ff]). Generell
gilt dabei in jedem Anwendungsbereich sicherlich, dass ein sinnstiftendes Element
wie eine wissenschaftliche Theorie (z. B. vgl. oben in der Biologie) oder eine prag-
matisch begru¨ndete Ordnung (wie in der Terminographie/Terminologie) die Arbeit
deutlich erleichtert, bisweilen sogar erst ermo¨glicht. Da im vorliegenden Fall eine
theoretische Fundierung (noch) nicht denkbar erscheint, sind alternative Ansa¨tze zu
untersuchen.
Eine Lo¨sung zu der unsystematischen Einteilung in gro¨ßtenteils bina¨re Kategorien,
wie sie in der Literatur vorgestellt werden, ko¨nnte z. B. darin liegen, die angestrebte
Klassifikation auf ein empirischeres Fundament zu stellen. Ausgehend von den oben
angesprochenen Definitionstypen wu¨rden dazu die bisher in der Literatur verwende-
ten Merkmale in einer Matrix abgetragen (vgl. hierzu Tabelle 2.4); diese Merkmals-
menge mu¨sste anschließend durch Analyse empirischer Daten erga¨nzt werden. Eine
eingehende Pru¨fung (intellektuell und anhand von Korpusdaten) der Wechselwir-
kung aller Merkmale untereinander wu¨rde dann unmo¨gliche Merkmalskombinatio-
nen aufdecken, wodurch eine Reduktion der Dimensionen erreicht werden ko¨nnte.
Abschließend mu¨sste wiederum anhand empirischer Daten untersucht werden, ob
die Merkmalsmatrix weiter – z. B. entsprechend auffa¨lliger Ha¨ufigkeitsverteilungen
– in Untermengen zerfa¨llt und sich damit auf natu¨rliche Weise Klassen51 ergeben.
51Man wu¨rde in diesem Fall vielleicht besser von Clustern sprechen, wenn man der in manchen
Bereichen u¨blichen Unterscheidung zwischen Cluster im Sinn einer natu¨rlichen und Klasse im Sinn
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Alternativ zu diesem Lo¨sungsvorschlag ko¨nnte man in Analogie zu wissenschaftli-
chen oder terminologischen Klassifikationen mit Hilfe eines Erkla¨rungsmusters eine
Systematik in die Merkmale bringen. Im vorliegenden Beispiel der Klassifikation
von definitorischen Textsegmenten mu¨sste man, wie oben vorgeschlagen, die aus
der Literatur u¨bernommenen Merkmale durch empirisch begru¨ndete erweitern. Al-
le Merkmale mu¨ssten dann durch ein erkla¨rendes bzw. Zusammenhang stiftendes
Moment in eine Ordnung gebracht werden. Dafu¨r wu¨rde sich beispielsweise die kom-
munikative Funktion von Definitionen anbieten. Praktisch wu¨rde dadurch die oben
angesprochene Merkmalsmatrix um eine Gewichtung jedes Merkmals erga¨nzt; im
Idealfall wa¨re dabei eine Reduktion der Dimensionen und eine Hierarchisierung der
Merkmale denkbar, wodurch sich u. U. sogar direkt eine Klassifikation ableiten ließe.
2.10.3 Kurz vorgestellt: bekannte Definitionstypen
Abschließend sollen noch einige besonders bekannte Definitionstypen vorgestellt
werden. Die ostensive (vgl. Abschnitt 2.5), aristotelische (Genus-et-Differentia vgl.
Abschnitt 2.1) sowie die operationale (vgl. Abschnitt 2.6.2) Definition wurden be-
reits weiter oben beschrieben. Weitere bekannte und ha¨ufig thematisierte Typen sind
die Real- und Nominaldefinition, die intensionale und extensionale sowie die analy-
tische und synthetische Definition (die beiden letzteren wurden ebenfalls bereits in
Abschnitt 2.6.2 kurz thematisiert). Daru¨ber hinaus sollen an dieser Stelle zusa¨tzlich
die Kontext- oder Bedarfsdefinition angesprochen werden sowie die genetische Defi-
nition, die Negativdefinition und die besonders im Zusammenhang mit empirischen
Arbeiten in den Vordergrund getretenen Definitionskurzformen. Insbesondere im Zu-
sammenhang mit neueren semantischen Theorien und lexikographischen Ansa¨tzen
sind des Weiteren die explikative, die exemplarische sowie die Synonymendefinition
und die wortassoziative Definition von Interesse.
1. Realdefinition vs. Nominaldefinition: Zusa¨tzlich zu den bereits in voran-
gegangenen Abschnitten (vgl. Abschnitt 2.10.1) diskutierten Merkmalen gilt
es, die Rolle dieser beiden Definitionstypen im Zusammenhang mit individuel-
ler und gesellschaftlicher Erkenntnis zu hinterfragen:
”
Das Definitionssystem
einer bestimmten Wissenschaft ist fu¨r den Spezialisten ein System von Real-
definitionen. Fu¨r einen Menschen, der diese Disziplin nicht beherrscht, sind
diese Definitionen jedoch in erster Linie Nominaldefinitionen.“ [Gorski (1967),
371] Kurz: Je nach Wissensstand eines Rezipienten kann eine Definition eher
als Aussage u¨ber Begriffe (und damit verbunden die Welt) in diesem Sinn
als Realdefinition oder als Aussagen u¨ber die Benennungskonventionen (z. B.
einer bestimmten wissenschaftlichen Disziplin) in diesem Sinn als Nominalde-
finition verstanden und genutzt werden.
2. Intensionale vs. extensionale Definition (vgl. u. a. [Bayer (1999), 85ff],
DIN-Norm 2330 in [Baxmann-Krafft/Herzog (1999)]): Diese Gegenu¨berstel-
einer ku¨nstlichen oder erschaffenen Gruppe folgt.
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lung leitet sich von der U¨berlegung ab, dass eine Definition sowohl u¨ber den
Begriffsinhalt (Intension) als auch u¨ber den Begriffsumfang (Extension) kon-
struiert werden kann (vgl. fu¨r das Wort Vokal die intensionale Definition in
Beispiel 2.10.3 und die extensionale Definition in Beispiel 2.10.4).
Beispiel 2.10.3 Ein Vokal ist ein stimmhafter Laut.
Beispiel 2.10.4 Die Vokale im Deutschen sind A E I O U.
In manchen Fa¨llen kann sich hier das Problem der tatsa¨chlichen und/oder
scheinbaren Unvollsta¨ndigkeit ergeben. Ein Beispiel: Zwar bietet sich fu¨r die
recht kleine Liste der Edelgase (bis 2006: sieben chemische Elemente, heute
acht) eine extensionale Definiton geradezu an. Die Entdeckung (bzw. Erzeu-
gung) eines neuen Elements (genannt Ununoctium) dieser Gruppe im Jahr
2006 wirft allerdings die Frage nach der Bewertung a¨lterer Definitionen auf, die
lediglich sieben Elemente nennen. Zwar ist es sicherlich richtig, diese A¨lteren
aus aktueller Sicht als unvollsta¨ndig zu bewerten, aber wu¨rde man ihnen des-
halb auch den Status einer Definition absprechen? Umgekehrt gefragt: Wenn
eine unvollsta¨ndige Extension nicht unbedingt bedeutet, dass das Textseg-
ment keine Definition (mehr) ist, darf die Vollsta¨ndigkeitsforderung – wie von
vielen Wissenschaftstheoretikern und Philosophen behauptet – u¨berhaupt un-
eingeschra¨nkt auf jedes Definitionsszenario angewendet werden?52
3. Analytische vs. synthetische Definition: Auf diese Unterscheidung ist be-
reits in Abschnitt 2.6.2 eingegangen worden; ihr liegt die Frage nach der
Art der Begriffsbildung zugrunde. So kann eine Definition durch Analyse der
Merkmale eines Definiendums entstehen, umgekehrt kann sie aber auch bisher
noch nicht verbundene Merkmale zu einem neuen (neu zu benennenden und
definierenden) Begriff bu¨ndeln. Ob es sich bei einer Definition um eine analy-
tische oder eine synthetische handelt, ha¨ngt also stark von ihrer Entstehung
ab. Diese ist dem Rezipienten allerdings nur selten wirklich zuga¨nglich.
Die Unterscheidung beruht vielmehr nur darauf, daß die Vorarbeit
fu¨r die Begriffsbildung in dem einen Fall das Material von Elemen-
ten durch eine Analysis und die Ausscheidung der unwesentlichen
Merkmale aus
”
allgemeinen Vorstellungen“ gewonnen hat, das an-
dere Mal dagegen Elemente von der Definition zu einem Begriff
zusammengefu¨gt werden, die noch nicht in einer
”
Vorstellung“ zu-
sammen waren, also auch nicht durch Analyse in diesem Sinne
gewonnen zu werden brauchten. [Rickert (1929), 45]
52Natu¨rlich kann nur ein Experte auf dem neuesten Stand in seinem eigenen Fachgebiet bewer-
ten, ob eine Definition vollsta¨ndig und korrekt (z. B. in Bezug auf eine anerkannte Theorie) ist.
Die Beurteilung einer nur sieben Elemente enthaltenden, also unvollsta¨ndigen Definition der che-
mischen Edelgasen durch eine Versuchsperson z. B. in einem Annotationsexperiment zu verlangen,
ist hingegen unsinnig (vgl. Abschnitt 3.5.2.2).
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4. Kontext- bzw. Bedarfsdefinition – bisweilen auch stipulative Definition ge-
nannt (vgl. u. a. [Gorski (1967), 396f], [Dubislav (1931), 39], [Swartz (1997),
18]): Sie ist a¨hnlich wie die ostensive Definition im Hinblick auf ihre Gu¨ltigkeit
an einen bestimmten Kontext gebunden (siehe Beispiel 2.10.5 bis 2.10.7).
Beispiel 2.10.5 . . . im Folgenden sei mit Arbeitsrechner der Rechner ge-
meint, auf dem FTP gestartet wurde, und Zielrechner sei der Rechner . . .
Beispiel 2.10.6 . . . unter geschriebener Sprache soll hier Text verstanden
werden . . .
Beispiel 2.10.7 X ist ein ada¨quates Kalku¨l genau dann, wenn X vollsta¨ndig
und korrekt ist.
Kontext- bzw. Bedarfsdefinition charakterisieren das Definiendum in aller Re-
gel fu¨r einen bestimmten Kontext, mit der Gu¨ltigkeit dieser Definitionen sind
daher immer Randbedingungen verbunden. Meist ergeben sich derartige De-
finitionen aus praktischen Gru¨nden: Der Produzent kann sich einerseits außer
Stande sehen, eine allgemeingu¨ltige Definition fu¨r ein bestimmtes Definien-
dum zu konstruieren (z. B. weil er sich in Bezug auf zentrale Merkmale un-
sicher ist), andererseits kann es auch gerade in seinem Interesse liegen, den
Gu¨ltigkeitsbereich lokal einzuschra¨nken, weil er zu einem spa¨teren Zeitpunkt
bzw. in einem anderen Kontext das Definiendum erneut oder anders definieren
mo¨chte. Insbesondere in der Mathematik wird diese Art der Definition ha¨ufig
verwendet; vgl.Beispiel 2.10.7.
5. Genetische Definition (vgl. u. a. [Gorski (1967), 401]): Je nach Betrachtung
kann die genetische als Untertyp der aristotelischen Definition interpretiert
werden; in diesem Fall entha¨lt sie neben dem Hyperonym als Unterschei-
dungsmerkmal Angaben u¨ber die Entstehung des Definiendums. Allerdings
kann sie auch als Untertyp der operationalen Definition angesehen werden.
Gemeinsames Merkmal aller genetischen Definitionen ist immer der Hinweis
auf Ursprung bzw. Entstehung (siehe Beispiel 2.10.8 und 2.10.9).
Beispiel 2.10.8 Husten ist eine Erkrankung der Lunge, die durch Reizung
der Bronchialschleimhaut entsteht, . . .
Beispiel 2.10.9 Ein Sonnenbrand entsteht, wenn die Zellen der Oberhaut
durch intensive oder lange Strahleneinwirkung gescha¨digt werden.
6. Negativdefinition (vgl. u. a. Abschnitt 2.10.1): Sie benennt lediglich, was
auf das Definiendum nicht zutrifft (vgl. in Beispiel 2.10.10 rechts). Da das
in aller Regel auf mangelndes Wissen zuru¨ckgefu¨hrt wird und mit ihr intuitiv
sofort die Annahme verbunden ist, dass eine Negativdefinition komplizierter
als no¨tig oder gar umsta¨ndlich sei, ist sie bereits seit Platon scha¨rfster Kritik
ausgesetzt. Beispiel 2.10.10 zeigt, dass durchaus Szenarien denkbar sind, in
denen die Negativdefinition sinnvoll eingesetzt werden kann.
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7. Kurzdefinition (vgl. [Darian (2003)], [Flowerdew (1992)], [Pearson (1998)],
[Trimble (1985)]): Insbesondere durch empirische, korpuslinguistische bzw.
didaktisch orientierte Arbeiten, die sich die Frage stellen, wie Definitionen
tatsa¨chlich aussehen, und nicht, wie sie idealerweise aussehen sollten (vgl.
[Pearson (1998), 89]), kamen die verschiedenen Definitionskurzformen ins
Blickfeld. Dabei handelt es sich in aller Regel um verku¨rzte Formen beispiels-
weise der aristotelischen Definition (anstelle von Oberbegriff und Unterschei-
dungsmerkmalen ko¨nnen hier etwa nur die Unterscheidungsmerkmale genannt
werden, beispielsweise weil der Oberbegriff trivial oder im Fall eines Kompo-
situms bereits im Definiendum enthalten ist); auch ein (teil-)synonymes Wort
oder eine, wenn man so will, U¨bersetzung kann als Kurzdefinition gewertet
werden (vgl. auch Synonymendefinition weiter unten sowie Abschnitt 2.12.3).
Beispiele 2.10.11 bis 2.10.14 stellen Kurzdefinitionen dar.
Gemeinsames Merkmal aller Kurzdefinitionen ist, dass sie dem Leser minimale
(evtl. metasprachliche) Hinweise anbieten, um ihn in die Lage zu versetzen,
ein fu¨r das Textversta¨ndnis insgesamt relevantes Wort zu verstehen.




. . . In Abgrenzung zu anderen
Rechtsbereichen geht es bei dem
Vo¨lkerrecht vor allem um das,
was von einem einzelnen Staat
nicht selbsta¨ndig bestimmt
werden kann . . .
*beispielsweise: Strafrecht, Handelsrecht,
Verwaltungsrecht, Zivilrecht, ect.
Beispiel 2.10.11 . . . Teufelsaustreibung, auch bekannt als Exorzismus, . . .
Beispiel 2.10.12 . . .
”
subversiv“ in der Bedeutung von umstu¨rzlerisch, zer-
sto¨rend . . .
Beispiel 2.10.13 . . . Desertifikation bedeutet wo¨rtlich ’Wu¨stenbildung’ . . .
Beispiel 2.10.14 . . . ein Histogramm, also ein Fla¨chendiagramm, ist . . .
Kurzdefinitionen passen insofern ausgezeichnet zu Wiegands Grundgedanken
der Definition als kontrakonflikta¨rer Text (vgl. [Wiegand (1977),
102]). Ebenso ko¨nnen sie im Hinblick auf die Grice’schen Konversationsma-
ximen (vgl. auch Abschnitt 2.7) interpretiert werden, denn die Kurzformen
bilden die Gratwanderung zwischen zu viel und zu wenig Information ab, die
Produzenten mit ihren Definitionen zu bewa¨ltigen haben.
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Allerdings u¨berlappen Kurzdefinitionen, wie beispielsweise [Darian (2003)],
[Pearson (1998)] oder [Flowerdew (1992)] sie zu verstehen scheinen, teilweise
mit der exemplarischen, explikativen und der wortassoziativen Definition. An-
gesichts der empirischen Relevanz dieser drei Typen (vgl. Abschnitt 3.4) ist
die von den drei Autoren diesbezu¨glich vorgenommene Vereinfachung ausge-
sprochen verwunderlich.
Die drei folgenden Definitionstypen sind vor dem Hintergrund neuerer Semantiktheo-
rien zu sehen und basieren entsprechend weniger auf der Annahme, man ko¨nne alle
Wo¨rter im Sinn des Ontologiegedankens in ein Gesamtsystem einordnen bzw. zu
jedem Wort eine Liste diskriminativer Merkmale angeben (vgl. u. a.
[Quasthoff/Hartmann (1983)], [Harras (1991), 13ff], [Roelcke (2005), 57ff]).
8. Exemplarische Definition: Der Grundgedanke dieses Definitionstyps liegt in
der U¨berlegung, dass besonders charakteristische Beispiele fu¨r das Definien-
dum Rezipienten bei der Begriffsbildung u. U. mehr helfen ko¨nnen als die
kognitiv sicherlich schwieriger zu verarbeitende aristotelische Definition. Die
enge Verbindung zwischen Prototypentheorie und exemplarischer Definition
ist offensichtlich (vgl. [Roelcke (2005), 58], [Harras (1991), 51ff]). Beispiele
2.10.15 bis 2.10.17 stellen exemplarische Definitionen dar:
Beispiel 2.10.15 . . . ein Sto¨rsignal, etwa ein Mikrophonrauschen, . . .
Beispiel 2.10.16 . . . ein Handwerker, also beispielsweise ein Dachdecker oder
ein Fliesenleger . . .
Beispiel 2.10.17 . . . ein Symbol, wie z. B. ein mathematisches Zeichen, ein
griechischer Buchstabe oder A¨hnliches, . . .
Exemplarische Definitionen ko¨nnen allerdings nur dann (im Sinn der in Ab-
schnitt 2.7 angesprochenen Gelingensbedingungen einer Definitionsprozedur)
entsprechend interpretiert werden, wenn Produzenten und Rezipienten a¨hnliche
Vorstellungen daru¨ber haben, welche Beispiele fu¨r das Definiendum besonders
charakteristisch sind. Unterscheiden sich die Vorstellungen zu stark, so neh-
men Rezipienten exemplarische Definitionen nicht als Definition wahr; vgl.
Abschnitt 3.4.1.
9. Explikative Definition: Im Gegensatz zur aristotelischen Definition, die de-
finitionsgema¨ß aus Oberbegriff und Unterscheidungsmerkmalen besteht, gibt
die explikative Definition lediglich eine Reihen von Merkmalen an, mit de-
ren Hilfe das Definiendum mehr oder weniger eindeutig charakterisiert wird.
Da es sich hierbei in aller Regel um mit der Bedeutung eines Worts ver-
bundene Assoziationen handelt, fu¨r die angenommen wird, dass sie in be-
stimmten Gemeinschaften verschiedener Sprecher bei diesen a¨hnlich ausge-
pra¨gt sind, besteht hier augenscheinlich eine Parallele zur Stereotypentheorie
(vgl. [Roelcke (2005), 57f], [Harras (1991), 18ff]). Beispiel 2.10.18 und Bei-
spiel 2.10.19 sind explikative Definitionen:
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Beispiel 2.10.18 Die wesentlichen Merkmale eines Passivhauses sind: sehr
kompakte Bauform, Minimierung aller Wa¨rmebru¨cken, Lu¨ftung mit Wa¨rme-
ru¨ckgewinnung, . . .
Beispiel 2.10.19 Mobbing ist gekennzeichnet durch konfliktbelastete bzw.
feindliche Kommunikation am Arbeitsplatz, regelma¨ßige Angriffe auf eine Per-
son u¨ber la¨ngere Zeit und dauernde deutliche Unterlegenheit der betroffenen
Person . . .
Ebenso wie bei der exemplarischen Definition (siehe oben) gilt auch bei der
explikativen Definition, dass die Frage, was von Produzenten und Rezipienten
als charakteristisch wahrgenommen wird und damit im Sinn der Gelingensbe-
dingungen einer Definitionsprozedur als erfolgreich zu bewerten ist, daru¨ber
entscheidet, ob die explikative Definition von Rezipienten als solche akzeptiert
wird.
10. Synonymendefinition und wortassoziative Definition (vgl. u. a.
[Roelcke (2005), 57f]): Schließlich kann ein Definiendum auch mit Hilfe einer
Liste von mehreren bedeutungsgleichen oder bedeutungsverwandten Wo¨rtern
eingekreist, pra¨zisiert und somit definiert werden. Dabei ist allerdings nicht
immer klar, in welcher Relation genau die genannten Wo¨rter zum Definiendum
stehen. Die Beispiele 2.10.20 bis 2.10.22 stellen wortassoziative Definitionen
dar:
Beispiel 2.10.20 . . . mit devot meint man unterwu¨rfig, demu¨tig, ergeben . . .
Beispiel 2.10.21 Unter dem Wort Losung versteht man u. a. soviel wie Pa-
role, Geheimwort, Kennwort, aber auch der Kot von Wildtieren wird u¨brigens
Losung genannt . . .
Beispiel 2.10.22 . . . knorkeln heißt knittern oder auch verknittert . . .
Wie man an den Beispielen 2.10.20 bis 2.10.22 sieht, handelt es sich dabei
um Definitionen, wie sie a¨hnlich in einem Wo¨rterbuch zu finden sind. Auch
in anderen Textsorten – selbst in belletristischen Texten – ist diese Form der
Bedeutungsparaphrase bisweilen zu finden, allerdings geht ihr dort in aller
Regel der definitorische Charakter verloren, weswegen sie, wie Abschnitt 3.6
verdeutlicht, praktisch kaum annotiert werden kann. (Vgl. hierzu den Begriff
der Belegtreue, der in Abschnitt 3.5.1.5 diskutiert wird.)
2.11 Wie misst man die Qualita¨t einer
Definition?
The problems of definition are constantly recurring in philosophic dis-
cussion, although there is a widespread tendency to assume that they
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have been solved. Practically every book on logic has a section on defi-
nition in which rules are set down and exercises prescribed for applying
the rules, as if the problems were all settled. And yet, paradoxically, no
problems of knowledge are less settled than those of definition, and no
subject is more in need of a fresh approach. [Abelson (1967), 314]
Daru¨ber, wie man die Qualita¨t einer Definition misst, wird gerne und viel geschrie-
ben; selbst jeder Laie hat schnell das Urteil diese
”
Definition ist blo¨d“ auf den
Lippen ([Muellich (1990)]). Wiederum auf Aristoteles gehen die dabei in erster Li-
nie diskutierten Aspekte zuru¨ck (vgl. [Aristoteles, Topik, Buch 6]): Eine Definition
sollte
1. das Wesentliche (die zentralen Merkmale) des Definiendums beschreiben;
2. nicht zirkula¨r sein;
3. nicht negativ sein;
4. klar, versta¨ndlich und knapp formuliert sein ([Abelson (1967), 322] spricht
von
”
concise“, am besten wohl u¨bersetzt mit pra¨gnant, kurz und gleichzeitig
pra¨zise).
Hinzu kommt (vgl. u. a. [Essler (1970), 50, 62f] sowie [Flowerdew (1992), 204f]),
dass eine Definition nicht mit Hilfe von
5. Synonymen oder
6. Metaphern formuliert sein sollte,
und dass sie
7. das zum Definiendum direkte Hyperonym sowie die in Bezug auf dessen Ko-
hyponyme unterscheidenden Merkmale (kurz: Genus-et-Differentia) nennen
sollte.
Zu guter Letzt darf eine Definition
8. nicht kreativ sein (vgl. Abschnitt 2.4),
9. das Definiendum muss u¨berall durch das Definiens ersetzbar sein (vgl. Ab-
schnitt 2.4 sowie 2.9)53 und
53Damit verbindet sich u¨brigens auch die Forderung, dass in einer Definition fu¨r jeden Bestandteil
gekla¨rt sein muss, ob er zum Definiendum oder zum Definiens geho¨rt. Bei aus mehreren Wo¨rtern
bestehenden Definienda muss daru¨ber hinaus sichergestellt werden, dass sich das Definiens nicht
nur auf einen Teil des Definiendums bezieht, ansonsten kann die geforderte Austauschbarkeit nicht
gewa¨hrleistet werden.
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10. die Relation zwischen Definiendum und Definiens muss eindeutig sein (vgl.
u. a. [Gorski (1967), 404] und Abschnitt 2.5).
Fast alle diese Aspekte wurden bereits mehr oder weniger ausfu¨hrlich in den vor-
angegangenen Abschnitten diskutiert, kritisch hinterfragt, teilweise eingeschra¨nkt
oder sogar verworfen. Wie dort gezeigt wurde, beziehen sich einige der Forderungen
auf Definitionen innerhalb wissenschaftlicher Systeme – beispielsweise die Nicht-
kreativita¨t sowie die Austauschbarkeit von Definiendum und Definiens. Außerhalb
dieser bzw. abha¨ngig von bestimmten Ko(n)texten, Funktionen und Definienda las-
sen sie sich nicht so ohne Weiteres einhalten (vgl. [Wiegand (1985), 52f] sowie
[Kuehn (2001), 550])54.
Es ist z. B. vo¨llig unklar, wie praktisch sichergestellt werden kann, dass alle zum
Definiendum genannten Merkmale tatsa¨chlich wesentlich fu¨r die Definition sind –
insofern erscheint es ungewiss, wie Regel 1. unter allen Umsta¨nden eingehalten
werden soll. Daru¨ber hinaus lassen sich andere der oben genannten Regeln direkt
auseinander ableiten: So ko¨nnen metaphorische Definitionen u. U. nicht fu¨r sich in
Anspruch nehmen, klar und eindeutig formuliert zu sein. Solche Definitionen wu¨rden
daher schon Regel 4. widersprechen. Regel 6. erho¨ht damit unno¨tig die Redundanz
des Regelsystems. Andererseits ko¨nnen gerade Metaphern ausgesprochen erhellend
und damit der Begriffsbildung besonders dienlich sein.
Prinzipiell stellt sich die Frage, ob eine Liste von Eigenschaften (vgl. Regel 1. bis
10.) geeignet ist, die Qualita¨t einer Definition zu beurteilen. Wie bereits im Zusam-
menhang mit Klassifikationen angemerkt wurde, fehlt auch hier ein u¨bergeordnetes
Prinzip, das als Messgro¨ße und Optimierungskriterium gelten kann. In Analogie zu
der in Abschnitt 2.10 gegebenen Begru¨ndung schla¨gt die Autorin auch hier vor, die
Funktion eines definitorischen Textsegments in den Mittelpunkt der Betrachtung zu
stellen und damit als Optimierungskriterium zu nutzen.
54Wiegand etwa beanstandet die Auffassung, man ko¨nne die zu wissenschaftlichen Definitionen
passenden U¨berlegungen 1:1 auf andere Szenarien u¨bertragen, folgendermaßen:
[. . . ] bin ich allma¨hlich zu der U¨berzeugung gelangt, daß wahrscheinlich nichts
weiterfu¨hrende Erkenntnis in der lexikalischen Semantik mehr behindert als die
[. . . ] Orientierung an denjenigen Definitionskonzepten, die fu¨r die wissenschaftli-
chen Sprachen entwickelt worden waren [. . . ] Denn sowohl das traditionelle aristo-
telische Definitionskonzept, das heute [. . . ] immer noch vielen metalexikographi-
schen U¨berlegungen zur sog. lexikographischen Definition zugrunde liegt [. . . ] als
auch die modernen, stark vom Wiener Kreis und der Metamathematik beeinfluß-
ten Definitionskonzeptionen sind Definitionslehren, die fast ausschließlich anhand
von und fu¨r die verschiedenen Typen von Wissenschaftssprachen entwickelt wurden.
Die U¨bertragung dieser Lehren in den Bereich der sprachwissenschaftlichen Analyse
nichtwissenschaftlicher Sprache und die fraglose U¨bernahme der mit diesen Lehren
verbundenen Termini ist a¨ußerst problematisch. Insbesondere die Verwendung des
Konzepts bzw. der Konzepte der analytischen Definition bei der semantischen Ana-
lyse von nichtwissenschaftlichen Sprachen ist unangebracht [. . . ] [Wiegand (1985),
52f]
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In den Abschnitten 2.2 bis 2.7 sind bereits verschiedene Funktionen55 beschrie-
ben worden, die mit einer Definition verbunden sein ko¨nnen. Und natu¨rlich sind je
nach Funktion unterschiedliche Aspekte relevant: So steht bei einer Lehrbuchdefini-
tion, die den Schu¨lern bzw. Studierenden beim Bilden eines Begriffs helfen soll, der
Aspekt der Versta¨ndlichkeit im Mittelpunkt. Fu¨r eine terminologische Definition in
einer ISO- oder DIN-Norm, die dazu dient, einen einheitlichen Sprachgebrauch zwi-
schen Experten sicherzustellen, ist hingegen die technische Pra¨zision, Vollsta¨ndigkeit
und Korrektheit der zentrale Qualita¨tsaspekt. Bei einer Alltagsdefinition dagegen –
beispielsweise in einem Gespra¨ch – geht es in erster Linie darum, den aufgetrete-
nen oder antizipierten Kommunikationskonflikt mo¨glichst schnell und effizient zu
beheben.
Zwar u¨berlappen die je nach Funktion unterschiedlichen Anforderungen teilweise
mit den oben genannten Qualita¨tsregeln, als eigentliches Optimierungskriterium
dienen allerdings hier nicht die einzelnen Regeln, sondern die mit ihr verbundenen
u¨bergeordneten Ziele, wobei im Wesentlichen Erkenntnisfunktionen und Kommuni-
kationsfunktionen zu unterscheiden sind:
1. Geht es um wissenschaftliche Erkenntnis, so sind die im jeweiligen Fach
ga¨ngigen Kriterien und Verfahren anzuwenden, d. h. beispielsweise in
der Mathematik u. a. Korrektheitspru¨fung (Qualita¨tskriterium) mit Hilfe des
Beweises (Verfahren).
2. Stehen im Gegensatz zu 1. eher kommunikative Funktionen im Zentrum,
la¨sst sich die Qualita¨t evtl. mit Hilfe von (mo¨glicherweise abgewandelten)
Versta¨ndlichkeitsmetriken (beispielsweise [Best (2006)]) u¨berpru¨fen. Alterna-
tiv sind in jedem Fall mindestens die folgenden vier Gesichtspunkte bei Defi-
nitionen mit Kommunikationsfunktion zu beachten:
(a) Zuna¨chst mu¨ssen die mit den kommunikativen Zielen verbundenen
Qualita¨tskriterien ermittelt werden. Einige Definitionstypen, etwa der
Typ der Lehrbuchdefinition, der Alltagsdefinition, der terminologischen
oder auch der wissenschaftlichen Definition, lassen sich generell be-
stimmten Funktionsgruppen und damit Qualita¨tskriterien zuordnen; des-
sen ungeachtet kann in Bezug auf die intendierte Funktion, wie bereits
oben bemerkt, grundsa¨tzlich nur der Produzent eine endgu¨ltige Auskunft
geben. Zwar u¨bernehmen definitorische Textsegmente in den Augen von
Rezipienten bisweilen auch Funktionen erfolgreich, die nicht den Absich-
ten des Produzenten entsprechen, allerdings ist a¨ußerst fraglich, ob diese
bei der Qualita¨tsbewertung tatsa¨chlich beru¨cksichtigt werden du¨rfen.
55In a¨hnliche Richtung – wenn auch nur in Bezug auf einzelne Aspekte und daher etwas unsys-
tematisch – argumentiert Abelson:
The most we can do on a general level is to classify the kinds of rules of use that
definitions provide, the kinds of discursive purposes they serve, and to say generally
that definitions are good if and only if they serve the purpose for which they are
intended. [Abelson (1967), 322]
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(b) Fu¨r jedes der in (2a) genannten Qualita¨tskriterien ist eine Skala zu
bestimmen, wobei evtl. je nach kommunikativem Ziel sowohl diskrete
als auch kontinuierliche Skalen zu beru¨cksichtigen sind. Daru¨ber hinaus
stellt sich grundsa¨tzlich die Frage, ob alle Kriterien jeweils einen Mess-
wert zugeordnet bekommen, um die Qualita¨t einer Definition in Bezug
auf jeden Aspekt einzeln offen zu legen, oder ob die jeweiligen Messwerte
nur in einer Gesamtbewertung enthalten sind (d. h. Qualita¨tsbewertung
pro Definition auf der Grundlage einer einzigen Kennzahl).
(c) Des Weiteren spielt das Verha¨ltnis zwischen Produzent und (Anzahl
der) Rezipienten, in aller Regel 1:n, eine wichtige Rolle. Dabei gilt es zu
beachten: Je gro¨ßer n, desto wahrscheinlicher ist es, dass nicht alle Re-
zipienten mit der Definition zufrieden sind (bzw. etwas mit ihr anfangen
ko¨nnen) – sprich: Die vom Produzenten angestrebten kommunikativen
Ziele werden je nach Rezipient mehr oder weniger gut erreicht.
(d) Will man schließlich die Qualita¨tsbewertung auf empirische Beine stellen,
mu¨ssen (2a) bis (2c) innerhalb einer Messprozedur zusammengebracht
werden. Denkbar wa¨ren hier etwa eine kleine Fragebogenstudie, eine
mu¨ndliche Befragung oder auch das Lo¨sen einer Aufgabenstellung, die
auf den in der Definition enthaltenen Informationen basiert.
Eine Qualita¨tsbewertung der in (2a) bis (2d) beschriebenen Art durchzufu¨hren, ist
ausgesprochen aufwa¨ndig, ermo¨glicht allerdings eine objektive(re) Beurteilung von
Definitionen mit Kommunikationsfunktion. Grundsa¨tzlich kann man wahrscheinlich
sagen: Je redundanter die in einer Definition mitgeteilten Informationen fu¨r die
Rezipienten und in Bezug auf den Ko- und Kontext sind, desto unproblematischer
im Hinblick auf den kommunikativen Erfolg ist ihre Qualita¨t. U¨ber ihren Wert fu¨r
den (fach-)wissenschaftlichen Erkenntnisprozess wird damit jedoch nichts ausgesagt;
hierzu sind die – wie oben bereits angemerkt – im jeweiligen Fach und grundsa¨tzlich
in der Wissenschaft u¨blichen Kriterien und Verfahren zu beru¨cksichtigen. Praktisch
ist zwar sicher selten die formale Evaluation einer Definition (egal ob mit Erkenntnis-
oder Kommunikationsfunktion) notwendig, ohne eine solche sollte allerdings auf ein
allzu pauschales Qualita¨tsurteil – wie die Autorin es bereits zu vielen authentischen
Definitionen geho¨rt und gelesen hat – verzichtet werden.
2.12 Verwandte der Definition
Im Sinn einer Grenzbestimmung ist es beim Definieren ha¨ufig hilfreich auch auf
Begriffe einzugehen, die zwar nicht zum Definiendum geza¨hlt werden, aber mit
diesem eng verwandt sind, leicht mit diesem verwechselt werden ko¨nnen oder mit
ihm eine Reihe von Merkmalen teilen. Im Fall der Definition handelt es sich um
die Erkla¨rung, den enzyklopa¨dischen Eintrag, das lexikographische Beispiel,
die Vollformen zu Abku¨rzung bzw. Akronym sowie die U¨bersetzung. Die hier
angesprochenen Verwandten der Definition wurden vor allem entsprechend unseren
Erkenntnissen im Rahmen der Annotationsexperimente zusammengestellt.
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2.12.1 Erkla¨rung
1. Alltagsprachlich bedeutet eine Erkla¨rung ([Duden (2003)]):
”
Deutung, Be-
gru¨ndung, Darlegung der Zusammenha¨nge“;
2. wissenschaftlich ist eher gemeint (vgl. u. a. [Woodward (2009)]): Nennen der
Ursachen eines Sachverhalts oder Pha¨nomens.
In diesem zweiten Sinn ist auch das aus der Wissenschaftstheorie bekannte Hempel-
Oppenheim-Modell (deduktiv-nomologisches Modell) zu verstehen, wie es von
[Hempel/Oppenheim (1948)] vorgestellt wurde. Analog zu den Bestandteilen von
Definitionen wird die Erkla¨rung in Explanandum (dem zu Erkla¨renden) und Explan-
ans (dem Erkla¨renden) untergliedert, wobei Letzteres einerseits die den Sachverhalt
bzw. das Pha¨nomen betreffenden Gesetze und andererseits die empirischen Rand-
bedingungen nennt.
Explanans:
(G) Wenn eine Person raucht und U¨bergewicht hat,
wird sie einen Herzinfarkt erleiden
(B1) Person X raucht
(B2) Person X hat U¨bergewicht
Explanandum:
Person X wird einen Herzinfarkt erleiden
mit G: Gesetz/Gesetzma¨ßigkeit und B1, B2: Randbedingungen
Abbildung 2.12: Hempel-Oppenheim-Schema (abgeleitet aus einem Beispiel von
[Ludwig-Mayerhofer (2003)])
Aus beidem kann u¨ber einen logisch-deduktiven Schluss das Explanandum gefolgert
werden. Wie das Beispiel in Abbildung 2.12 zeigt, entsprechen wissenschaftliche
Erkla¨rungen somit einem ganz bestimmten Schema. A¨hnlich der Definition neh-
men sie eine bestimmte Rolle innerhalb wissenschaftlicher Erkenntnisprozesse ein.
Im Gegensatz zu diesen sind sie jedoch kreativ, sie erkla¨ren empirische Pha¨nomene
und ermo¨glichen damit neue Erkenntnisse. Die im Beispiel dargestellte Schluss-
folgerung ist jedoch tatsa¨chlich fragwu¨rdig, was daran liegt, dass aus einem –
mo¨glicherweise empirisch gestu¨tzten – statistischen Zusammenhang zwischen Herz-
infarkt, U¨bergewicht und Rauchen unzula¨ssigerweise eine deterministische Regel
abgeleitet wurde. Zudem legt ein Blick auf das Schema (vgl. Abbildung 2.12) nahe,
dass sie in aller Regel deutlich la¨nger als eine Definition sind; das gilt u¨brigens auch
fu¨r alltagsprachliche Erkla¨rungen (vgl. Punkt 1. oben).
2.12.2 Enzyklopa¨discher Eintrag
Der enzyklopa¨dische Eintrag bzw. die enzyklopa¨dische Definition a¨hnelt in einigen
Aspekten der in Abschnitt 2.6.3 bereits diskutierten Wo¨rterbuchdefinition und eine
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Unterscheidung ist praktisch nicht immer mo¨glich (vgl. [Engelberg/Lemnitzer (2008),
11f]). Beide weichen vor allem in Art und Umfang der genannten Informationen
voneinander ab sowie im Hinblick auf die Typen behandelter Definienda. So steht
in der enzyklopa¨dischen Definition das Sachwissen im Vordergrund, wobei neben
den zentralen Merkmalen außerdem je nach Umfang mehr oder weniger wesentli-
che Angaben (ha¨ufig so genannte akzidentielle Merkmale) enthalten sein ko¨nnen,
wohingegen in der Definition nur wesentliche Merkmale erlaubt sind56. Bei den Defi-
nienda handelt es sich ha¨ufig um Individuen (vgl. Abbildung 2.13, rechts), weswegen
vielleicht auch nicht von Definitionen sondern eher von enzyklopa¨dischen Eintra¨gen
o. A¨. gesprochen werden sollte.
Abbildung 2.13: Zwei Beispiele fu¨r enzyklopa¨dische Eintra¨ge
Wie das Beispiel in Abbildung 2.13 (links: Eintrag aus der 17. Auflage des Brockhaus;
rechts: Eintrag aus Wikipedia) verdeutlicht, beinhalten enzyklopa¨dische Eintra¨ge in
der Regel als einen der ersten Sa¨tze eine Definition im eigentlichen Sinn – weswegen
als Hilfsmittel oder U¨bergangslo¨sung fu¨r automatische Ansa¨tze ha¨ufig lediglich der
erste Satz eines jeden Eintrags einer Enzyklopa¨die (z. B. Wikipedia; vgl. Abbildung
2.13, rechts) extrahiert wird (vgl. u. a. [Fahmi/Bouma (2006)]). Auch in Bezug
auf mo¨gliche Funktionen kann sich der enzyklopa¨dische Eintrag von der Definition
unterscheiden: Bei Ersterem steht die mo¨glichst umfassende Information der Nutzer
zum nachgeschlagenen Wort/Terminus im Zentrum, wobei wahrscheinlich weniger
als bei der Definition Begriffsbildungsaufgaben erfu¨llt werden sollen.
56Bisweilen werden nicht-redundante Merkmale als semantisch und redundante als enzy-
klopa¨disch verstanden; allerdings ist ausgesprochen fraglich, ob diese Unterscheidung empirisch
haltbar ist, sie wird daher in der Literatur teilweise scharf kritisiert (vgl. u. a. [Wiegand (1990),
550]).
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2.12.3 Vollformen von Abku¨rzung und Akronym
sowie U¨bersetzung als Definitionsersatz
Auf den ersten Blick mag es merkwu¨rdig erscheinen, dass die U¨bersetzung oder
die Auflo¨sung einer Abku¨rzung in der vorliegenden Arbeit als Verwandte der De-
finition angesehen wird. Der Grund dafu¨r liegt in der ha¨ufig im Zusammenhang
mit der manuellen Annotation aufgetretenen Unsicherheit der Versuchspersonen.
Handelt es sich bei den Definienda um eine Abku¨rzung oder ein Fremdwort (in Ab-
schnitt 2.6.3 war bereits darauf hingewiesen worden, dass Abku¨rzungen wie auch
Fremd(sprachige)wo¨rter in die Kategorie des Fremden und daher Schwierigen fal-
len ko¨nnen), so begnu¨gen sich viele Autoren anstelle einer wirklichen Definition
damit, lediglich die zu definierende Abku¨rzung aufzulo¨sen bzw. fu¨r Fremdwo¨rter
oder fremdsprachige Wo¨rter eine U¨bersetzung anzugeben (siehe Beispiel 2.12.1
bis 2.12.5 fu¨r Abku¨rzung/Akronym und Vollform sowie fremdsprachiges Wort und
U¨bersetzung):
Beispiel 2.12.1 . . . Castor (das Akronym steht fu¨r Cask of storage and transport
of radioactive material) . . .
Beispiel 2.12.2 . . . PS ist die Abku¨rzung fu¨r die (veraltete) Einheit der Pferdesta¨rke
Beispiel 2.12.3 . . . der Begriff Stalking kommt aus dem Englischen und bedeutet
u¨bersetzt so viel wie Heranpirschen oder auch Belauern . . .
Beispiel 2.12.4 . . .
”
Nashi“ stammt aus dem Japanischen und bedeutet u¨bersetzt
”
Birne“ . . .
Beispiel 2.12.5 . . .
”
poro¨s“ u¨bersetzt man mit durchla¨ssig oder lo¨chrig . . .
Formal betrachtet kann es sich weder bei dem einen noch dem anderen um eine
(vollsta¨ndige) Definition handeln, wohl aber um einen mo¨glichen Bestandteil dersel-
ben (vgl. Beispiel 2.12.1 bis 2.12.5) oder um eine der Kurzformen des Definierens,
wie sie in Abschnitt 2.10.3 bereits skizziert wurden. U¨brigens lassen sich durchaus
Arbeiten finden, in denen die
”
Erkla¨rung der Bedeutung eines Wortes durch seine
U¨bersetzung in eine uns gut bekannte Sprache [als, IMC] ein Definitionsprozeß“
angesehen wird [Gorski (1967), 364].
2.12.4 Lexikographisches Beispiel
Das [. . . lexikographische Beispiel, IMC] ist ein authentischer [. . . ] Beleg
oder ein auf die Sprachkompetenz des Lexikographen gestu¨tztes Syn-
tagma, welches ein sprachliches Pha¨nomen oder eine Verwendungswei-
se eines sprachlichen Zeichens illustriert. [Engelberg/Lemnitzer (2008),
230]
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Lexikographische Beispiele sind ha¨ufig zentrale Bestandteile eines Wo¨rterbuchein-
trags; im Gegensatz zur eigentlichen Wo¨rterbuchdefinition (oder Bedeutungspara-
phrase) geben sie keine Verwendungsregel an, sondern stellen ein Verwendungsbei-
spiel dar (vgl. [Harras (1991), 609/611]). Es kann sich dabei um ein vom Lexi-
kographen konstruiertes, mo¨glicherweise normalisiertes Textsegment handeln (vgl.
Beispiel 2.12.6 – kariert unterlegter Bereich) oder um ein authentisches, etwa aus
einem Korpus entnommenes, zitiertes Beispiel, in diesem Fall spricht man von Beleg
(vgl. [Hermanns (1988), 165]).
Beispiel 2.12.6 Wo¨rterbuchartikel zum Wort Definition ([Duden (2003)])
De|fi|ni|ti|on, die; -, -en [lat. definitio = Abgrenzung, 
Bestimmung]: 1. a) genaue Bestimmung eines Begriffs durch 
Auseinanderlegung, Erklärung seines Inhalts: diese D. des 
Staatsbegriffs ist unbefriedigend; eine genaue, klare, exakte, 
falsche D. von etw. geben; sich auf eine D. einigen; b) Selbst-
einschätzung, Selbstverständnis. 2. (kath. Kirche) als unfehl-
bar geltende Entscheidung des Papstes od. eines Konzils 
über ein Dogma.
Ausgangspunkt fu¨r den in Lexikographie und Linguistik in den letzten drei Jahr-
zehnten gefu¨hrten Diskurs ist die Forderung Wiegands nach einer Theorie des le-
xikographischen Beispiels (vgl. [Wiegand (1977), 102]). [Hermanns (1988), 161f]
und [Harras (1991), 607f] leiten dieser Forderung folgend drei Fragestellungen bzw.
Untersuchungsbereiche ab:
1. Um welche Arten von Textsegment handelt es sich bei einem lexikographischen
Beispiel?
2. Welche Funktion nimmt es innerhalb eines Wo¨rterbuchartikels ein bzw. in
welcher Beziehung steht es zur Bedeutungsparaphrase?
3. Was stellt schließlich ein gutes lexikographisches Beispiel dar?
Ad (1): Hermanns sieht in einem lexikographischen Beispiel zuna¨chst einmal
ein Textsegment, ein Zitat, das aus seinem urspru¨nglichen Zusammenhang geris-
sen wurde (vgl. [Hermanns (1988), 166f]), um die in der Bedeutungsparaphrase
beschriebene Verwendungsweise des Stichworts zu zeigen und damit die Regel an-
schaulich57 werden zu lassen (vgl. [Hermanns (1988), 164]). Insbesondere weist er
auf die vom Benutzer mo¨glicherweise als schwierig empfundene Tatsache hin, dass
57Hermanns formuliert den Gedanken der Anschaulichkeit so:
Habe ich als Wo¨rterbuchbenutzer das Beispiel wirklich verstanden – etwa in welcher
Funktion man es gebraucht, wer es gebraucht, wann man es gebraucht, in welcher
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ein lexikographisches Beispiel gleichzeitig metasprachlich und objektsprachlich ver-
standen bzw. verarbeitet werden muss:
Es wurde dann erstens das lexikographische Beispiel in seiner Proble-
matik charakterisiert als ein aus dem Zusammenhang gerissenes Zitat;
und weiter das Problem der Versta¨ndlichkeit des lexikographischen Bei-
spiels als ein Problem der oszillierenden Aufmerksamkeit dargestellt, die
beim Verstehen des Beispiels als Beispiel zwischen metasprachlichem
und sprachlichem Verstehen wechseln und beim sprachlichen Verstehen
die zum Verstehen no¨tigen Kontexte sich rekonstruieren und imaginieren
muß. [Hermanns (1988), 183]
Grundsa¨tzlich unterscheidet man vier verschiedene Quellen fu¨r lexikographische Bei-
spiele, das sind die Introspektion, Informantenbefragungen, Belegsammlungen und
Text- bzw. Sprachkorpora (vgl. [Bergenholtz/Mugdan (1990), 1611]), wobei Kor-
pora bzw. Belegsammlungen bisweilen als Hochwertigste betrachtet werden
(vgl. [Abel (2000), 168]). Interessanterweise handelt es sich bei einem lexikographi-
schen Beispiel unabha¨ngig von Entstehung bzw. Quelle um ein aus dem Zusammen-
hang gerissenes Textsegment: Hat es sich beispielsweise ein Lexikograph ausgedacht,
so geho¨rt es zu einer – wenn auch mo¨glicherweise nur in seinem Kopf existierenden
– Situation, aus der es gelo¨st wurde. Offensichtlicher ist die Dekontextualisierung
eines Belegs, also eines Beispiels, das einem Korpus oder einer Belegsammlung ent-
nommen wurde. In jedem Fall muss der Rezipient die urspru¨ngliche Situation, den
Ko- und Kontext zumindest teilweise rekonstruieren, um es (im Sinn einer Veran-
schaulichung fu¨r die Bedeutungsparaphrase) verstehen zu ko¨nnen.
Ad (2): Wie bereits oben angesprochen werden lexikographische Beispiele in ihrer
Funktion ha¨ufig der Bedeutungsparaphrase gegenu¨bergestellt. Die ga¨ngige Auffas-
sung hierbei ist die von Regel (Wo¨rterbuchdefinition/Bedeutungsparaphrase) und
Anwendung (lexikographisches Beispiel):
Regel und ihre Anwendung sind zwei Seiten einer Medaille. Entspre-
chend tut man auch nichts grundsa¨tzlich Verschiedenes, wenn man die
Bedeutung eines Wortes einmal durch Regelformulierung und zum an-
deren durch Vorfu¨hren von Anwendungsfa¨llen erkla¨rt. [Harras (1991),
611]
Weise man es abwandeln kann; kurz: worauf es dabei ankommt – habe ich also das
Beispiel als Beispiel verstanden, dann habe ich alles verstanden, was u¨berhaupt zu
verstehen ist. Das Beispiel zeigt mir, wie eine Regel gemeint ist, und beweist mir,
daß die Regel stimmt. Aber daru¨ber hinaus gibt mir das Beispiel ein Modell, nach
dem ich mich beim Sprechen und Verstehen richten kann. Es gibt mir ein Muster,
an dem ich mich unmittelbar orientieren kann, ohne den Umweg u¨ber die Reflexion
auf eine Regel zu gehen. Indem es mir zeigt, und mit dieser Wiederholung soll an
dieser Stelle die Beantwortung der Frage abgebrochen werden, wozu ein Beispiel
dient, indem es mir zeigt, wie man das Wort gebraucht. [Hermanns (1988), 176]
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Daru¨ber hinaus scheint die Annahme verbreitet, dass die Bedeutungsparaphrase ei-
nes Eintrags nur einen Teil der Semantisierung bzw. Begriffsbildung u¨bernehmen
kann (vgl. [Harras (1991), 608]); lexikographische Beispiele dienen als Erga¨nzung
im Hinblick auf semantische, syntaktische, pragmatische etc. Aspekte (vgl.
[Abel (2000), 164ff]). Als hilfreich wird zudem die damit erreichte Redundanz des
gesamten Eintrags angesehen (vgl. [Hermanns (1988), 174], [Abel (2000), 164]).
Harras schra¨nkt immerhin ein, dass ein lexikographisches Beispiel das Versta¨ndnis
der Bedeutungsparaphrase teilweise voraussetzt (vgl. [Harras (1991), 609]). Ent-
gegen der etwas a¨lteren Sichtweise, die dem lexikographischen Beispiel vor allem
in Bezug auf die Bedeutungsparaphrase eine untergeordnete Funktion zugesteht,
ko¨nnen beide auch als gleichberechtigt angesehen werden:
Dient das Beispiel – so heißt nun die allgemeine Frage – der Definition,
oder dient die Definition dem Beispiel? Das ist beim heutigen Stand der
lexikographischen Diskussion eine mehr oder minder rhetorische Frage,
auf die man eine Antwort findet, indem man etwa sagt: Sie dienen bei-
de gemeinsam etwas Drittem. Beispiel und Definition stehen in keinem
Konkurrenzverha¨ltnis und keinem Hierarchieverha¨ltnis zueinander, son-
dern sie dienen, gewissermaßen solidarisch, beide demselben Zweck, und
sie erhellen sich wechselseitig. [Hermanns (1988), 172f]
In diesem Sinn wu¨rde man sowohl der Wo¨rterbuchdefinition (Bedeutungsparaphra-
se) als auch dem lexikographischen Beispiel mehr oder weniger gleichberechtigt die
Funktionen zuordnen, die in den Abschnitten 2.2 bis 2.6.5 diskutiert wurden. Je
nach konkreter Formulierung und Relation von beidem liegt der Unterschied vor
allem darin, welches Textsegment eher die Regel bzw. die Anwendung dieser Re-
gel angibt – immer jedoch im Sinn von Harras verstanden als
”
zwei Seiten einer
Medaille“ [Harras (1991), 611].
Ad (3): A¨hnlich wie bereits fu¨r die Definition in Abschnitt 2.11 dargestellt wur-
de, spielt auch beim lexikographischen Beispiel weniger die Frage eine Rolle, ob es
richtig oder falsch, gut oder schlecht ist, sondern ob es seinen Zweck erfu¨llt, ange-
messen und nu¨tzlich ist (vgl. [Harras (1991), 610], [Hermanns (1988), 163]) – ins-
besondere in Bezug auf bestimmte Benutzergruppen und Nutzungssituationen (vgl.
[Abel (2000), 168]). Unter der etwas gestelzten Formulierung
”
Wu¨nschbarkeiten“
werden daher in der Literatur Kriterien fu¨r gute lexikographische Beispiele zusam-
mengestellt; zu diesen za¨hlen u. a.:
(a) Kriterien zur La¨nge: Hierbei wird angenommen, dass la¨ngere Beispiele mo¨gli-
cherweise mehr der Versta¨ndlichkeit dienen, gleichzeitig aber die Geduld der
Rezipienten u¨berfordern ko¨nnen.
(b) Kriterien zur Authentizita¨t: Bevorzugt werden Beispiele, die prototypische
Merkmale benennen, typische Kommunikationssituationen darstellen, charak-
teristische Verwendungsweisen aufzeigen. Einen besonderen Stellenwert neh-
men literarische Zitate ein.
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(c) Kriterien zu Informationstypen: Besonderer Wert wird auf Kollokationen,
Phraseologismen, Beispiele mit historischer, sozialer oder lokaler Fa¨rbung, An-
gaben zum Gebrauch und zur konnotativen Fa¨rbung sowie zum u. a. lexikalisch-
semantischen Umfeld gelegt.
(d) Kriterien zur A¨sthetik, Anschaulichkeit: Hier werden vor allem geistreiche,
witzige, aussagekra¨ftige, außergewo¨hnliche Beispiele gefordert.
Es ist offensichtlich, dass einige der genannten Merkmale sich gegenseitig wider-
sprechen, andere wiederum nicht intersubjektiv zu bewerten sind; wie es scheint,
sind diese Widerspru¨che bzw. Beschra¨nkungen beabsichtigt (vgl. [Hermanns (1988),
177]).
2.13 Zur automatischen Extraktion von Definitio-
nen
Die automatische Extraktion von Definitionen aus Korpora ist ein recht neuer Un-
tersuchungsgegenstand, die meisten Vero¨ffentlichungen zu diesem Themenkomplex,
die die Autorin ausmachen konnte, sind nicht a¨lter als 10-15 Jahre. Die Anwendungs-
felder der Arbeiten sind vor allem:
1. die (halb-)automatische Konstruktion von terminologischen Datenbanken bzw.
Glossaren vorwiegend aus strukturierten, seltener aus unstrukturierten Da-
ten, z. B. als Bestandteil der Terminographie oder im Zusammenhang mit
E-Learning-Szenarien;
2. die (halb-)automatische Extraktion von Definitionen und auf dieser Grundlage
Berechnung von lexikalisch-semantischen Relationen oder die (halb-)automa-
tische Konstruktion von Wortnetzen bzw. Ontologien;
3. die automatische Extraktion von so genannten Antwort-Nuggets zu defini-
torischen Fragen im Zusammenhang mit dem so genannten Open-Domain
Question-Answering, wobei hier in aller Regel eine sehr weite Definition der
Definition Anwendung findet (siehe unten).
Einige der Arbeiten sind bereits in den vorangegangenen Abschnitten zur syntak-
tischen bzw. semantischen Beschreibung von definitorischen Textsegmenten an-
gesprochen worden (etwa [Pearson (1998)] und [Oberholzer (2002)] in Abschnitt
2.9.2.1). Im nun Folgenden soll vor allem diskutiert werden, welche Merkmale und
Methoden zur automatischen Extraktion von Definitionen bereits verwendet bzw.
evaluiert wurden.
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2.13.1 Zur automatischen Extraktion von Definitionen
im Question-Answering
Die automatische Extraktion von Antwort-Nuggets zu definitorischen Fragen wurde
vor allem in Vero¨ffentlichungen thematisiert, die im Zusammenhang mit den soge-
nannten Shared Tasks der Text Retrieval Conference (TREC) 2003 (vgl. http://trec.
nist.gov/ (Stand 2009-12-20)) oder daran anschließend entstanden. Es sind u. a. die
Arbeiten von [Blair-Goldensohn/McKeown/Schlaikjer (2003)], [Saggion (2004)],
[Blair-Goldensohn/McKeown/Schlaikjer (2004)], [Hildebrandt/Katz/Lin (2004)],
[Xu/Weischedel/Licuanan (2004)], [Cui/Kan/Chua (2005)], [Fahmi/Bouma (2006)]
und [Han et al. (2007)].
Open-Domain Question-Answering Systeme sind Systeme, die auf natu¨rlichsprachli-
che Fragen natu¨rlichsprachliche Antworten geben. Die TREC Shared Tasks definie-
ren die Spielregeln eines – wenn man so will – Wettkampfs, bei dem Forscher- bzw.
Entwickler-Teams Question-Answering Systeme implementieren, die mit gemeinsa-
men Aufgaben (d. h. einer vorab unbekannten Sammlung von natu¨rlichsprachlichen
Fragen) und auf der Grundlage von gemeinsamen Testdaten vergleichend evaluiert
werden.
U¨blicherweise wird bei dieser Art des Question-Answering zwischen Faktenfragen
(Wer malte den Blauen Reiter? Wann wurde Alaska an die USA verkauft?) und
Definitionsfragen (Wer ist Albert Einstein? Warum ist der Himmel blau? Was ist
ein Werder?) differenziert. Wie die genannten Beispiele zeigen du¨rften, liegt der
Unterschied vor allem in der La¨nge der Antworten; reicht es bei den Faktenfra-
gen einen Namen oder ein Datum zu liefern, sind bei den Definitionsfragen in aller
Regel la¨ngere Texte gefordert. Diese setzen sich aus den Antwort-Nuggets zusam-
men, also Einzelinformationen, die zusammen die vollsta¨ndige Antwort ergeben. Im
Fall der Frage nach Albert Einstein wa¨ren mo¨gliche Antwort-Nuggets etwa sein Ge-
burtsdatum und -ort, sein(e) Beruf(e), wofu¨r er beru¨hmt war, an welchen Fragen
er forschte, zusa¨tzlich besonders bekannte Vero¨ffentlichungen, wo er lehrte, welche
Preise er erhielt etc. Bei den Textsorten der Antworten auf Definitionsfragen kann
es sich also u. a. um Biographien handeln, um wissenschaftliche Erkla¨rungen oder
eben auch um Definitionen im Sinn der vorangegangenen Kapitel.
Allen Arbeiten zur automatischen Extraktion von Definitionen im Question-Ans-
wering (siehe oben) ist diese deutlich von der Definition der vorliegenden Arbeit
abweichende Definition des definitorischen Textsegments gemeinsam. Das Haupt-
augenmerk liegt dabei vor allem auf Merkmalen zur Extraktion von Antwort-Nuggets
fu¨r Fragen nach beru¨hmten Perso¨nlichkeiten. Daru¨ber hinaus wird kaum hinterfragt,
inwieweit die Annotation der Antwort-Nuggets interoperabel ist. Die Evaluation
der Extraktionsergebnisse wird vorwiegend, teilweise sogar ausschließlich, im Licht
der Ergebnisse der Question-Answering Systeme durchgefu¨hrt. Daher ist der Ver-
gleich der Ergebnisse der automatischen Extraktion von Definitionen im Question-
Answering mit denen anderer Anwendungsbereiche schwer mo¨glich. Dennoch bieten
die Arbeiten eine ganze Reihe ausgesprochen interessanter Ideen fu¨r Merkmale und
Methoden.
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Die vorherrschende Vorgehensweise bei der Extraktion von Antwort-Nuggets ist die
Kombination von mehr oder weniger ausgefeilten lexikalisierten syntaktischen Mus-
tern mit weiteren zum Teil statistischen Merkmalen. Als Ausgangspunkt fu¨r diese
Muster dienen entweder Typen von Antwort-Nuggets (z. B. Bestandteile, Ursache,
Etymologie etc., wie bei [Blair-Goldensohn/McKeown/Schlaikjer (2004)]) oder syn-
taktische Beziehungen zwischen Definiendum und mo¨glichem Antwort-Nugget (z. B.
Nominalphrase mit syntaktischer Relation zum Definiendum, Verbalphrase mit Pos-
sessivpronomen, das das Definiendum modifiziert etc., wie bei [Han et al. (2007)]).
Die Auswahl von zusa¨tzlichen Wort-, Lemma- oder n-Gramm-basierten Merkmalen,
die als Erga¨nzung zu den lexikalisierten syntaktischen Mustern eingesetzt werden,
wird u¨ber statistische Verfahren gesteuert (etwa dem so genannten Informationgain,
wie bei [Fahmi/Bouma (2006)]), wobei die Abscha¨tzung dieser Werte vor allem auf
TREC 2003 Daten basiert, die sich aus einer recht beachtlichen Menge fu¨r den
Shared Task manuell aufbereiteter Korpora zusammensetzt, oder auf teilweise halb-
automatisch aufbereiteten Wikipedia-Seiten. Eine ga¨ngige Praxis ist zusa¨tzlich der
– meist Wortvektor-basierte – Vergleich der automatisch ermittelten Definitions-
kandidaten mit Wo¨rterbuch- oder Enzyklopa¨dieeintra¨gen zum selben Definiendum
(vgl. u. a. [Hildebrandt/Katz/Lin (2004)]). Eine andere interessante Vorgehenswei-
se ist die Berechnung von Redundanz und Termha¨ufigkeit im Zusammenhang mit
Definitionen (vgl. u. a. [Xu/Weischedel/Licuanan (2004)]); dabei wird vor allem be-
wertet, wie zentral das mo¨gliche Definiendum eines Definitionskandidaten fu¨r den
Text ist, in dem er gefunden wurde, und wie gut die darin enthaltenen Informatio-
nen zu den anderen Definitionskandidaten mit demselben Definiendum passen. Des
Weiteren werden auch Formulierungen im Umfeld der Definitionskandidaten mit in
die Bewertung einbezogen (vgl. u. a. [Saggion (2004)]).
Die Extraktionsverfahren fu¨r Definitionen im Question-Answering erreichen fu¨r ei-
nige der lexikalisierten syntaktischen Muster Genauigkeiten von bis zu 96 % (bei
allerdings unklarer Abdeckung). Die statistischen Baseline-Systeme mit einfachen n-
Gramm Ansa¨tzen liegen eher in Bereichen von ca. 10 % bis maximal 25-30 % fu¨r Ge-
nauigkeit und Abdeckung. Generell deuten jedoch die relativ geringen Abdeckungser-
gebnisse der Question-Answering Systeme aller angesprochenen Vero¨ffentlichungen
darauf hin, dass nur ein kleiner Anteil der notwendigen Antwort-Nuggets gefunden
werden konnte und – wohl wissend, dass natu¨rlich nicht alle Antwort-Nuggets (sie-
he oben) definitorischen Textsegmenten entsprechen – damit auch auf die generelle
Schwierigkeit bei der automatischen Extraktion von Definitionen hohe Abdeckungs-
werte sicherzustellen.
2.13.2 Zur automatischen Extraktion von Definitionen als
Grundlage fu¨r die halb-automatische Konstruktion von
Glossaren und Berechnung von lexikalisch-semantischen
Relationen
Den Recherchen der Autorin nach setzen bisher weniger Arbeiten die automatische
Extraktion von Definitionen fu¨r die halb-automatische Konstruktion von Glossaren,
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Wortnetzen und Ontologien ein als fu¨r die Suche nach Antwort-Nuggets (vgl. Ab-
schnitt 2.13.1). In Bezug auf die anvisierten Anwendungsszenarien, die verwendeten
Daten und Methoden handelt es sich dabei zudem um eine kleinere, heterogene
Gruppe. Allerdings entspricht das Versta¨ndnis der Definition dieser Vero¨ffentlich-
ungen deutlich eher dem in Abschnitt 3.5 Dargestellten und damit dem Versta¨ndnis
der vorliegenden Arbeit. (Dabei sind vor allem zu nennen: die relevanten Definiti-
onstypen, wobei hier ha¨ufig eine Beschra¨nkung auf die aristotelische Definition zu
beobachten ist, sowie die La¨nge der beru¨cksichtigen Definitionen, in aller Regel ein
Satz.) Zudem bieten sie deutlich klarere Aussagen u¨ber die manuelle Annotation von
Definitionen und systematische Evaluationsergebnisse zur automatischen Extrakti-
on als die Arbeiten zur Extraktion von Antwort-Nuggets, die in Abschnitt 2.13.1
dargestellt wurden.
Fu¨r die halb-automatische Extraktion von fu¨r Laien versta¨ndlichen Glossareintra¨gen
aus medizinischen Fachtexten entwickeln [Muresan/Klavans (2002)] den DEFIN-
DER. Diese Arbeit kann als die grundlegende im Bereich der automatischen Ex-
traktion von im Text eingebetteten Definitionen aus Korpora angesehen werden;
die meisten spa¨teren Studien beziehen sich mehr oder weniger explizit auf die darin
beschriebenen Beobachtungen und Methoden. Zu den dort beru¨cksichtigten Defi-
nitionstypen geho¨rt neben der aristotelischen Definition auch die Synonymendefi-
nition. Muresan und Klavans evaluieren den DEFINDER gegenu¨ber einem kleinen
Goldstandard, der von drei bzw. vier Annotatoren manuell erstellt wurde und 53
Definitionen entha¨lt. Mit Hilfe eines flachen Parsings erreicht der DEFINDER eine
Genauigkeit von ca. 86 % und eine Abdeckung von ca. 75 %. Leider bleibt die Ar-
beit in Bezug auf die Annotationsrichtlinien, Details zu den Extraktionsmerkmalen
sowie das genaue Vorgehen bei der Evaluation (etwa die Aufteilung in Trainings-
und Testdaten) recht unscharf.
Walter und Pinkal vero¨ffentlichen 2006 eine Arbeit zur halb-automatischen Extrak-
tion von Definitionen und ontologischen Relationen aus juristischen Fachtexten –
genauer einer Sammlung von insgesamt 6.000 Gerichtsurteilen aus dem Bereich des
Umweltrechts (vgl. [Walter/Pinkal (2006)]). Darauf aufbauende Experimente sind
in [Walter (2008)] zu finden. Entsprechend der juristischen Ausrichtung des Anwen-
dungsszenarios handelt es sich in erster Linie um rechtlich verwertbare Definitionen,
die neben den meist metasprachlichen bzw. klassifikatorischen Bestandteilen auch
Hinweise auf die Anwendung des Terms in bestimmten juristischen Fa¨llen spezifi-
ziert. Von zwei Annotatoren wurden zuna¨chst in einer Vorstudie 40 der Gerichtsur-
teile ausgezeichnet, die in diesen Texten enthaltenen ca. 3.700 Sa¨tze umfassen 126
Definitionen; in einem na¨chsten Schritte wurden weitere 60 Urteile mit ca. 7.600
Sa¨tzen als Testdaten annotiert. Walter berichtet von einer U¨bereinstimmung der bei-
den Annotatoren von 0,58 (wobei allerdings die der Angabe zugrunde liegende Me-
trik unklar bleibt). Ausgehend von bestimmten Verben konstruiert [Walter (2008)]
teilweise komplexe lexikalisierte syntaktische Regeln mit denen er ein F-Measure
(vgl. Abschnitt 3.2.1) von 0,45 erreicht.
Mit ihrem DefTagtiv entwickeln Storrer und Wellinghoff 2006 ebenfalls ein Sys-
tem fu¨r die Extraktion von terminologischen Definitionen und evaluieren neben der
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eigentlichen Extraktionsqualita¨t daru¨ber hinaus die Berechnung lexikalisch-seman-
tischer Relationen aus diesen Definitionen (vgl. [Storrer/Wellinghoff (2006)]). Ziel
dieser Arbeit ist es, Lesern kontext-sensitiv Definitionen und die lexikalisch-seman-
tische Einbettung der Definienda in einer doma¨nenspezifischen Fachtextsammlung
anbieten zu ko¨nnen. Die Experimente sind Teil eines Projekts, das sich mit der halb-
automatischen Hypertextualisierung von Fachtexten befasst. Als Datengrundlage
verwenden Storrer und Wellinghoff ein Korpus aus dem Bereich der Sprach- bzw.
Hypertexttechnologie bestehend aus 20 Dokumenten mit zusammen ca. 100.000
laufenden Wo¨rtern, das von zwei Annotatoren ausgezeichnet wurde. Dabei beob-
achten sie, dass das Auffinden und Bewerten von Definitionen bei der Annotation
offenbar eine relativ komplexe Aufgabenstellung ist und sicherer von Fachexperten
durchgefu¨hrt werden kann, die auch in Zweifelsfa¨llen das endgu¨ltige Annotations-
urteil fa¨llen sollten. Wie schon [Pearson (1998)] oder [Muresan/Klavans (2002)]
legen Storrer und Wellinghoff ihr Augenmerk auf aristotelische Definitionen, was
fu¨r die Extraktion von terminologischen Definitionen eine durchaus gerechtfertig-
te Beschra¨nkung darstellt (vgl. Abschnitt 2.6.1). Ausgehend von 19 Definitorver-
ben beschreiben sie grammatische Rahmen mit syntaktischen Slots fu¨r Definien-
dum und Definiens, diese Extraktionsgrammatik wird in Form von so genannten
Skill-CatridgesTM (einer Technologie des Insight DiscorvererTM der TEMIS Group)
ausformuliert. Dieses System bildet auch die Grundlage fu¨r die Extraktionsexperi-
mente, bei denen der DefTagtiv eine durchschnittliche Genauigkeit von 34 % und
eine durchschnittliche Abdeckung von 70 % erreicht.
Weitere Extraktionsverfahren untersuchen [Przepiorkowski et al. (2007)] sowie
[Degorski/Marcinczuk/Przepiorkowski (2008)] im Kontext eines E-Learning Szena-
rios fu¨r drei slawische Sprachen (Bulgarisch, Polnisch und Tschechisch). Den Ex-
perimenten liegen E-Learning Texte mit insgesamt mehr als 300.000 Tokens und
550 manuell annotierten Definition zugrunde, die zu 70 % als Trainings- und zu
30 % als Testdaten eingesetzt werden. Przepiorkowski et al. berichten 2007 von ei-
nem Inter-Annotator Agreement von 0,44 fu¨r die tschechischen Daten und 0,31 fu¨r
die Polnischen (zugrunde liegende Metrik: Cohen’s κ, vgl. Abschnitt 3.2.1). Auch
sie verweisen darauf, dass die Annotation von Definitionen eine komplexe Aufga-
benstellung ist und die Extraktionsergebnisse daher in diesem Licht bewertet wer-
den sollten. Mit Hilfe von lexikalisierten syntaktischen Mustern, die a¨hnlich der be-
reits angesprochenen Arbeiten ebenfalls Definitorverben als Kernelemente enthalten,
erreichen sie F-Measure-Werte von 0,11 bis 0,33. Als Erweiterung vero¨ffentlichen
[Degorski/Marcinczuk/Przepiorkowski (2008)] eine Studie, in der die in
[Przepiorkowski et al. (2007)] entwickelte und verwendete Extraktionsgrammatik um
statistische Merkmale (vor allem n-Gramme) und Methoden des Maschinellen Ler-
nens erga¨nzt werden. (Die hierbei verwendeten Klassifikationsmethoden sind: Naive
Bayes, Entscheidungsbaum, Lazy Classifier IB1, AdaBoost mit Decision Stump so-
wie eine Support Vector Machine. Mit einem Klassifizierer-Ensemble-Ansatz (vgl.
Abschnitt 3.2.1) werden schließlich F-Measure-Werte von je nach Setting 0,2 bis
0,45 erreicht. [Degorski/Marcinczuk/Przepiorkowski (2008), 840] schlussfolgern:
The main result [. . . ] is that, for the task of definition extraction, a
99
sequential combination of a very simple baseline partial grammar with
machine learning algorithms gives results which are as good as – and
sometimes significantly better than – the results of the application of
manually constructed partial grammars, and much higher than the re-
sults of ML classifiers alone. [. . . ] the clear improvement is observed
[. . . ] when such ML algorithms are supported by some – relatively tri-
vial – a priori linguistic knowledge.
Eine weitere Arbeit aus dem Bereich E-Learning fu¨r niederla¨ndische Korpora ver-
o¨ffentlichen Westerhout und Monachesi 2007 mit demselben Ziel wie
[Przepiorkowski et al. (2007)], na¨mlich das Verfassen von Glossareintra¨gen zu un-
terstu¨tzen (vgl. [Westerhout/Monachesi (2007)]). A¨hnlich wie bei Storrer/Welling-
hoff 2006 verbindet sich damit auch die Hoffnung, kontext-sensitiv Definitionen er-
mitteln und Lesern anbieten zu ko¨nnen. Das von ihnen verwendete Korpus setzt sich
aus 77 Fachtexten aus den Doma¨nen Informatik und E-Learning zusammen. Insge-
samt lassen Westerhout und Monachesi 35 Dokumente manuell auszeichnen, wobei
die vier Annotatoren ein Agreement zwischen 0,26 und 0,42 erreichen (zugrunde
liegende Statistik: Cohen’s κ, vgl. Abschnitt 3.2.1) und 462 Definition markieren.
Von den insgesamt 35 annotierten Dokumenten werden 21 den Trainingsdaten zuge-
schlagen und 14 Dokumente den Testdaten. Die in den Trainingsdaten enthaltenen
Definitionen untergliedern Westerhout und Monachesi in fu¨nf Gruppen entsprechend
ihrer Definitorkonstruktion:
1. Definitionen mit dem Definitor sein,
2. Definitionen mit metasprachlichen Definitorien etwa bedeuten, genannt wer-
den etc.,
3. Definitionen mit Satzzeichen als Definitor,
4. Definitionen mit typographischen Merkmalen als Definitormarkierung sowie
5. Definitionen, die Relativ- bzw. Possessivpronomen enthalten, mit denen auf
ein Definiens in einem vorangegangenen Satz verwiesen wird.
A¨hnlich den oben diskutierten Extraktionsverfahren setzen auch
[Westerhout/Monachesi (2007)] auf einfache lexikalisierte syntaktische Muster, wo-
bei sie ausgehend von den fu¨nf verschiedenen Definitorkonstruktionen Regeln im-
plementieren. Die Extraktionsergebnisse fu¨r die verschiedenen Regeltypen liegen bei
F-Measure-Werten zwischen ca. 0,35 und 0,5.
2.13.3 Zusammenfassung
Aufgrund der verschiedenen Anwendungsszenarien, teilweise in den Vero¨ffentlich-
ungen lediglich skizzierten Definitionsrichtlinien und in Bezug auf Gro¨ße sowie Be-
schaffenheit unterschiedlichen Korpora sollten die oben beschriebenen Arbeiten nur
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mit a¨ußerster Vorsicht verglichen werden. Bereits kleine bis mittlere Abweichun-
gen der relativen Ha¨ufigkeiten von Definitionen (und damit unterschiedliche a priori
Wahrscheinlichkeiten) in den verwendeten Korpora ko¨nnen einen beachtlichen Ein-
fluss auf die Ergebnisse der automatischen Extraktion haben. Zudem scheint die
Auszeichnung von Fachtexten durch Fachexperten einfacher und damit vermutlich
auch konsistenter zu sein als die von Fachtexten durch Semi-Experten oder gar Lai-
en (vgl. hierzu auch die Ergebnisse unserer Annotationsexperimente in Abschnitt
3.6). Insgesamt la¨sst sich Folgendes aus den Vero¨ffentlichungen ableiten:
1. Die manuelle Annotation von definitorischen Textsegmenten scheint eine kom-
plexe Aufgabe zu sein, bei der nur mit einem ma¨ßigen Inter-Annotator Agree-
ment zu rechnen ist. (Mo¨gliche Gru¨nde dafu¨r werden in Abschnitt 3.6 disku-
tiert.)
2. Lexikalisierte syntaktische Muster mit einem verbalen Kern (meist dem Defini-
torverb) sind einfachen, rein statistischen Merkmalen u¨berlegen und sollten in
jedes Extraktionsverfahren integriert werden. Umgekehrt lassen sich allerdings
die rein regelbasierten Ansa¨tze durch geschickte Auswahl von z. B. statisti-
schen Merkmalen und den gezielten Einsatz von Methoden des Maschinellen
Lernens teilweise deutlich verbessern.
3. Genauigkeit und Abdeckung der automatischen Extraktion von Definitionen
scheinen sich ungewo¨hnlich stark gegenseitig zu bedingen, so ist es mo¨glich,
mit einigen Formulierungsmustern Genauigkeitswerte im Bereich von 90 %
zu erreichen, bei allerdings a¨ußerst geringer bzw. vollkommen unklarer Abde-
ckung.
4. Insgesamt erreichen alle Verfahren zur automatischen Extraktion Definitionen
aus Korpora nur ma¨ßige Evaluationsergebnisse fu¨r Testdaten, die nicht be-
reits in den Entwicklungsprozess eingebunden sind. Das ist einerseits auf die
offenkundige Komplexita¨t der Aufgabenstellung (vgl. hierzu das ma¨ßige Inter-
Annotator Agreement) zuru¨ckzufu¨hren, andererseits vermutlich auch (insbe-
sondere bei den Sprachen mit reicher Morphologie und freier Satzstellung)
damit verbunden, dass die entsprechenden Extraktionsgrammatiken eine Viel-
zahl relativ seltener Varianten enthalten (mu¨ssen).
Neben den oben dargestellten Vero¨ffentlichungen befassen sich weitere mit der au-
tomatischen Analyse von hauptsa¨chlich strukturierten Daten, etwa Definitionen in
Wo¨rterbu¨chern oder manuell erstellten Glossaren (vgl. beispielsweise [Weber (1999)],
[Barnbrook (2002)]) oder der Verwertung von Definitionen – z. B. die automatische
Extraktion von lexikalisch-semantischen Relationen, ohne auf die eigentliche Ex-
traktion der Definitionen aus Korpora na¨her einzugehen (vgl. etwa die Arbeiten von
[Bowden/Halstead/Rose (1996)], [Malaise/Zweigenbaum/Bachimont (2004)],
[Park/Byrd/Boguraev (2002)] oder [Park/Byrd (2001)]). Diese Arbeiten wurden
nicht weiter in die Betrachtungen einbezogen, da sie fu¨r die Konstruktion der Ex-
perimente zur manuellen Annotation keinen und fu¨r die Entwicklung von Methoden
zur automatischen Extraktion kaum einen Beitrag leisten.
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2.14 Zusammenfassender U¨berblick zur Definition
Wie die vorangegangenen Abschnitte verdeutlichen, werden Definitionen bereits seit
Jahrhunderten mal mehr mal weniger rege diskutiert. Leider lag der Fokus dabei
ha¨ufig auf dem Formulieren von (wie sich zeigte nicht einmal immer haltbaren)
Vorschriften, wie Definitionen konstruiert werden sollen und wozu sie eingesetzt
werden du¨rfen. Wie Definitionen – vor allem im Textzusammenhang – u. a. in
Bezug auf Definitionstypen und Formulierungsmuster tatsa¨chlich aussehen, wird
kaum empirisch untersucht. Ebenso wenig wird systematisch hinterfragt, welche
Ziele Produzenten mit ihren Definitionen verfolgen und wie Rezipienten mit ihnen
umgehen.
Der hier in den vorangegangenen Abschnitten vorgelegte, kritische Literaturu¨berblick
na¨hert sich der Definitionstheorie von einem etwas anderen Standpunkt aus. Um De-
finitionen in Texten auffinden, analysieren, annotieren und automatisch extrahieren
zu ko¨nnen, muss vor allem gekla¨rt werden, wozu Definitionen in Texte eingebaut
werden, wie sie von Rezipienten wahrgenommen werden und welche Defintionstypen
bzw. Formulierungsmuster dabei zentral sind. Vor allem die letzten drei Fragestellun-
gen werden in den folgenden Abschnitten empirisch untersucht. Als Grundlage dazu
wurden die Funktionen der Definition in verschiedenen Kontexten ausgeleuchtet, ei-
ne Ordnung der Definitionstypen vorgeschlagen und die Definition mit verwandten
Textbausteinen kontrastiert. Die zentralen Aspekte der Definitionstheorie, die sich
dabei ergaben, ko¨nnen wie folgt zusammengefasst werden:
1. Funktion: Fu¨r die Funktionsbeschreibung einer Definition mu¨ssen Produz-
enten- und Rezipientensicht getrennt beru¨cksichtigt werden: Die Gru¨nde, war-
um Produzenten Definitionen in ihre Texte einbauen und die damit verbunde-
nen Ziele, ko¨nnen (mu¨ssen aber nicht) sich deutlich von den Gru¨nden unter-
scheiden, derentwegen Rezipienten (mo¨glicherweise sehr gezielt) nach Defini-
tionen zu einem bestimmten Wort in einem Wo¨rterbuch, einer Enzyklopa¨die,
einem einzelnen Text oder einer Sammlung von Texten (z. B. einem Korpus,
dem Internet etc.) suchen. Zwar sind beide Aspekte idealerweise eng miteinan-
der verbunden; Definitionen mit denen ein Produzent eine bestimmte Absicht
verbindet, ko¨nnen aber aus der Sicht eines Rezipienten u. U. eine urspru¨nglich
nicht intendierte Funktion u¨bernehmen.
(a) Mo¨gliche Funktionen aus dem Blickwinkel des Produzenten sind
u. a. (vgl. Abschnitte 2.3 bis 2.7): Transfer von Wissen, Bilden von
Begriffen, Pru¨fen von begriﬄicher U¨bereinstimmung, Abgrenzung von
verwandten Wo¨rtern, Vereinbarung/Abstimmung kommunikativen Ver-
haltens, Grundlage von (wissenschaftlichen/mathematischen) Beweisen,
Zusammenfassung von vorher entwickelter Erkenntnis, klassifikatiorische
Einbettung, Konsistenzpru¨fung, Abku¨rzung, Auflo¨sung von Vagheit/Am-
biguita¨t, U¨berzeugen/U¨berreden.
(b) Mo¨gliche Funktionen aus dem Blickwinkel des Rezipienten sind u. a.
im Zusammenhang mit oder ohne konkreter, produktiver oder rezeptiver
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Aufgabenstellung (vgl. Abschnitte 2.6.3 und 2.12.4): Versta¨ndnishilfe fu¨r
Fremdes/Schwieriges/Fachspezifisches, Absicherung fu¨r Unklares/Ambi-
ges, Forschungsfrage/grundsa¨tzliches Interesse.
2. Definitionstypen: Um einer oder mehreren dieser Funktionen gleichzeitig zu
genu¨gen, ko¨nnen Produzenten auf verschiedene Definitionstypen und damit
verbunden auf bestimmte Formulierungsmuster zuru¨ckgreifen. Zu nennen sind
hier insbesondere (vgl. Abschnitt 2.10): aristotelische Definition, Umfangsde-
finition, genetische Definition, operationale Definition, exemplarische Defini-
tion, explikative Definition, wortassoziative Definition/Synonymendefinition.
Mit den genannten Definitionstypen verbinden sich z. T. unterschiedliche se-
mantische Theorien (vgl. Abschnitt 2.9).
3. Merkmale von Definiendum und Definiens: Definitionen beziehen sich
meist auf Begriff und Wort gleichzeitig, evtl. mit einem Fokus auf die eine
oder andere Ebene (vgl. Abschnitte 2.8 und 2.9.1); eine strikte Trennung
zwischen sprachlicher und enzyklopa¨discher Information im Zusammenhang
mit Definitionen ist nicht sinnvoll (vgl. Abschnitte 2.6.3 und 2.9). Defini-
tionen ko¨nnen im Hinblick auf lexikalisierte syntaktische Muster beschrieben
werden, hierbei liegt der Schwerpunkt u. a. auf bestimmten Verbalphrasen,
Nebensatzkonstruktionen, mo¨glicherweise typographischen Merkmalen oder
der Interpunktion (vgl. Abschnitt 2.9). Daru¨ber hinaus ko¨nnen Definitionen
Heckenausdru¨cke enthalten, mit denen z. B. der Geltungsanspruch, Anwen-
dungsbereich etc. eingeschra¨nkt oder relativiert wird (vgl. Abschnitte 2.7 und
2.9). Des Weiteren enthalten Definitionen in Verbindung mit den genannten
Definitionstypen ha¨ufig bestimmte Informationseinheiten, dazu za¨hlen Anga-
ben zu Ursprung, Funktion, Zweck, Beschaffenheit, Konnotation etc. des De-
finiendums (vgl. Abschnitt 2.9.2).
4. Qualita¨tsbewertung: Die hier erla¨uterte Definition der Definition ist deskrip-
tiver Natur; auf Vorschriften, was gute oder schlechte Definitionen auszeich-
net, wird bewusst verzichtet. Die Autorin geht davon aus, dass grundsa¨tzlich
die Frage nach der Angemessenheit und Funktionalita¨t im Vordergrund stehen
sollte (vgl. Abschnitt 2.11).
Am ausgesprochen breiten Spektrum von Aspekten, die im Zusammenhang mit De-
finitionen diskutiert werden, sowie an den recht unterschiedlichen Schwerpunkten,
die von Definitionsexperten gesetzt werden, zeigt sich deutlich, dass es keine ein-
heitliche Definition geschweige denn eine Operationalisierung der Definition
gibt. Unklar ist zudem, was Definitionslaien – und sie stellen ohne jeden Zweifel die
absolute Mehrheit der Rezipienten und Produzenten von Definitionen – unter einer
Definition verstehen und wie sie mit in Texten eingebundenen Definitionen umge-
hen. Fu¨r den experimentellen Teil der vorliegenden Arbeit (vgl. Kapitel 3) ist dies
eine ungu¨nstige Ausgangslage, denn sowohl fu¨r die Annotation von Definitionen als
auch fu¨r deren Analyse (geschweige denn die automatische Extraktion) geben die
dargestellten Definitionstheorien nur wenig her. Es wird sich daher kaum vermeiden
103
lassen, zuna¨chst empirisch genauer zu durchleuchten, welche Wahrnehmung Defi-
nitionslaien in Bezug auf Definitionen (in Texten) haben, welche Definitionstypen
und Formulierungsmuster ihnen vertraut bzw. angenehm sind und welche Merkmale






Bitten Sie 20 einigermaßen heterogene Personen darum, Ihnen auf ein Blatt Papier
zu schreiben, was sie unter
”
Abenteuer“ verstehen – Sie werden ca. 20
unterschiedliche Definitionen erhalten. [Porst (2009), 20]
3.1 Das Spektrum der Anwendungsszenarien
Die Anwendungsszenarien der vorliegenden Arbeit sehen ein online verfu¨gbares so
genanntes (Wort-)Informationssystem vor, das sich u. a. aus einem digitalen allge-
meinsprachlichen Wo¨rterbuch und einer Belegsammlung in Form eines Textkorpus
zusammensetzt. Diese Ressource bietet fu¨r ein Stichwort jeweils eine Reihe von In-
formationseinheiten an, dazu geho¨rt u. a. der klassische Wo¨rterbuchartikel mit sei-
nen bereits in Abschnitt 2.12.4 skizzierten Bestandteilen wie z. B. grammatischen
Angaben, Phraseologismen, Kollokationen etc. Abbildung 3.1 zeigt ein derartiges
Wortinformationssystem – hier die Internet-Nutzerschnittstelle des DWDS, die un-
ter www.dwds.de (Stand 2009-06-15) online zuga¨nglich ist. Die Schnittstelle setzt
sich aus vier Bereichen zusammen:
• oben links dem eigentlichen Wo¨rterbucheintrag,
• unten links den Korpusbelegen des DWDS-Kernkorpus zum eingegebenen
Suchwort (hier: Entwicklung),




Abbildung 3.1: Internet-Nutzerschnittstelle des DWDS
• unten rechts den ebenfalls automatisch berechneten Kollokationen zum Such-
wort.
Die angezeigten Korpusbelege (vgl. unten links in Abbildung 3.1) sollen den Wo¨rter-
buchartikel (vgl. oben links in Abbildung 3.1) im Sinn von lexikographischen Beispie-
len erga¨nzen (vgl. Abschnitt 2.12.4) – was u. a. mit dem von Wo¨rterbuchnutzern
ha¨ufig gea¨ußerten Wunsch nach mehr illustrativen Beispielen (vgl.
[Engelberg/Lemnitzer (2008), 71]) gerechtfertigt werden kann. Je nach Suchwort
kann die Anzahl der Belegbeispiele zwischen einer Hand voll und mehreren tausend
liegen. Zwar bietet das DWDS verschiedene Mo¨glichkeiten fu¨r die Sortierung der
Korpusbelege, neben einer rein chronologischen Sortierung etwa auch die zufa¨llige
Anordnung. Lexikographische Nutzerstudien haben allerdings immer wieder gezeigt,
dass mehr Beispiele – generell mehr Informationsbausteine – nicht unbedingt zum
besseren Versta¨ndnis beitragen und Nutzer sich dadurch u¨berfordert, abgelenkt oder
gelangweilt fu¨hlen ko¨nnen (vgl. Abschnitt 2.12.4). Daher erscheint es sinnvoll, aus
der bisweilen sehr großen Menge von Korpusbelegen pro Stichwort (vgl. Abbildung
3.1 fu¨r das Suchwort Entwicklung) (halb-)automatisch eine Vorauswahl zu treffen.
Natu¨rlich sind grundsa¨tzlich viele verschiedene Auswahlkriterien denkbar, mit denen
die Menge der vom oben skizzierten Informationssystem gelieferten Korpusbelege
fu¨r ein abgefragtes Suchwort fokussiert werden ko¨nnte. In jedem Fall besteht eine
Mo¨glichkeit darin, in der Belegsammlung gezielt nach definitorischen Textsegmenten
zu suchen. Auf diese Weise wird die Menge der Korpusbelege eingeschra¨nkt und
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somit fu¨r den Benutzer handhabbarer.
Bei der sprachlichen Einheit, die im Sinn der Anwendungsszenarien der vorliegen-
den Arbeit untersucht, annotiert und automatisch aus Korpora extrahiert werden
soll, handelt es sich um Sa¨tze in Korpora, die entsprechend den in Abschnitt 2
bzw. 3.5 beschriebenen Merkmale als Definitionen (besonders, aber nicht nur als
Alltagsdefinitionen im Sinn von Abschnitt 2.6.4) eingestuft werden ko¨nnen. Inner-
halb des skizzierten Wortinformationssystems u¨bernehmen sie entweder die Funk-
tion von lexikographischen Beispielen (vgl. Abschnitt 2.12.4) oder sie stellen eine
Erga¨nzung bzw. einen Ersatz zu den anderen Bestandteilen der Wo¨rterbuchartikel
dar. Anders als in den korpuslinguistischen Arbeiten etwa von [Pearson (1998)] oder
[Oberholzer (2002)], die sich mit fachsprachlichen Korpora und Definitionen von
Termini befassen, liegt der Fokus dieser Arbeit auf allgemeinsprachlicher Nennlexik.
Da fachsprachliche Bedeutungen eines Worts durchaus auch in einem allgemein-
sprachlichen Wo¨rterbuch interessant sein ko¨nnen (vgl. u. a. [Drosdowski (1977),
116]), bezieht sich der Unterschied allerdings weniger auf die definitorischen Text-
segmente selbst, sondern vielmehr auf die im Rahmen dieser Arbeit verwendeten
Korpora (vgl. hier zu auch Abschnitt 3.3.2). Das bedeutet konkret:
1. Die verwendeten Korpora enthalten nicht ausschließlich Fachtexte. Eingesetzt
werden vielmehr in Bezug auf Textsorten diversifizierte bzw. sogar rein oppor-
tunistisch zusammengestellte Korpora (vgl. Abschnitt 3.2.1).
2. Obwohl der Schwerpunkt eher auf Alltagsdefinitionen liegt, werden terminolo-
gische und wissenschaftliche Definitionen bei der manuellen Annotation und
der automatischen Extraktion bewusst nicht aussortiert. Sie stellen aus der
Sicht der Nutzer des oben skizzierten Wortinformationssystems eine durchaus
interessante Quelle dar, durch die das Bedeutungsspektrum eines Suchwortes
pra¨zisiert wird. Die strikte Trennung zwischen diesen verschiedenen Defini-
tionstypen erscheint schwer mo¨glich und wu¨rde die Arbeit der Annotatoren
zudem unno¨tig erschweren.
Um die verschiedenen Anwendungsszenarien zu illustrieren, d. h. die verschiedenen
Rollen, die definitorische Textsegmente beispielsweise praktisch spielen ko¨nnen, wer-
den im Folgenden einige authentische Korpustreffer, die im Rahmen der in Abschnitt
3.8 dargestellten Experimente automatisch extrahiert wurden, den Wortinformatio-
nen des DWDS gegenu¨bergestellt:
• Der automatisch extrahierte, definitorische Korpustreffer (vgl. Beispiel 3.1.1)
erga¨nzt bzw. verfeinert die Bedeutungsparaphrase des DWDS (vgl. Abbildung
3.2).
Beispiel 3.1.1 Unter einer Ader versteht man einen einzelnen Draht eines
U¨bertragungsmediums, der durch seinen Leiterwiderstand das Da¨mpfungsver-
halten des Leiters wesentlich bestimmt.
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Abbildung 3.2: Stichwort Ader
• Der automatisch extrahierte, definitorische Korpustreffer (vgl. Beispiel 3.1.2)
widerspricht der Bedeutungsparaphrase des DWDS (vgl. Abbildung 3.3) oder
er erweitert sie.
Abbildung 3.3: Stichwort Marketing
Beispiel 3.1.2 Marketing ist nicht nur ein Mittel zur Absatzsteigerung von
Konsumartikeln, sondern wird eben auch eingesetzt, um Information, Auf-
kla¨rung, Bewusstseinswandel und gemeinwohlorientiertes Engagement zu fo¨r-
dern.
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• Der automatisch extrahierte, definitorische Korpustreffer (vgl. Beispiel 3.1.3)
erla¨utert eine im DWDS bisher nicht beru¨cksichtigte Bedeutung (vgl. Abbil-
dung 3.4).
Abbildung 3.4: Stichwort Motte
Beispiel 3.1.3 Unter einer Motte versteht man einen aufgeschu¨tteten Erdhu¨gel,
auf dem ein ho¨lzerner Wohn- und Wehrturm stand, der von einer starken Pali-
sade umgeben war.
• Der automatisch extrahierte, definitorische Korpustreffer (vgl. Beispiel 3.1.4)
erla¨utert ein Stichwort, fu¨r das im DWDS bisher keine Bedeutungsparaphrase
enthalten ist (vgl. Abbildung 3.5).
Abbildung 3.5: Stichwort Android
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Beispiel 3.1.4 Ein Android ist ein Roboter, der menschena¨hnlich gestaltet
ist, also einen Kopf mit Augen, Ohren und Mund besitzt und womo¨glich
sogar auf zwei Beinen la¨uft.
• Der automatisch extrahierte, definitorische Korpustreffer (vgl. Beispiel 3.1.5)
bietet eine interessante oder witzige Erga¨nzung zur Bedeutungsparaphrase des
DWDS (vgl. Abbildung 3.6).
Abbildung 3.6: Stichwort Steuerzahler
Beispiel 3.1.5 Ein Steuerzahler ist ein Bu¨rger, der ohne Examen fu¨r die Re-
gierung arbeitet. (Jean Anouilh)
Definitorische Korpustreffer erfu¨llen damit automatisch auch viele der Anforderun-
gen (
”
Wu¨nschbarkeiten“ vgl. Abschnitt 2.12.4), die an gute lexikographische Bei-
spiele typischerweise in der Literatur gestellt werden. Das sind im Einzelnen u. a.
die folgenden Aspekte:
1. Korpuseintra¨ge, die definitorischen Charakter aufweisen (Definitionen also im
oben beschriebenen Sinn), erfu¨llen offensichtlich das Kriterium der Authenti-
zita¨t (vgl. Abschnitt 2.12.4).
2. Sie schaffen, wie Hermanns es fordert (vgl. [Hermanns (1988), 174]), entweder
Redundanz, wenn sie die Angaben der Bedeutungsparaphrase (vgl. oben links
in Abbildung 3.1) besta¨tigen, oder
3. sie stellen im Sinn von Harras
”
exempla in contrario“ [Harras (1990), 613]
dar, wenn sie der Bedeutungsparaphrase widersprechen oder diese erga¨nzen.
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4. Des Weiteren geben sie Auskunft u¨ber den Gebrauch des Stichwortes in be-





und je nach Definitionstyp
(d) das lexikalisch-semantische Umfeld (z. B. im Sinn einer Wortassoziati-
ven/Synonymendefinition oder auch einer aristotelischen Definition; vgl.
Abschnitte 2.10.3 und 3.4),
(e) oder prototypische Merkmale (z. B. im Sinn einer explikativen, opera-
tionalen oder exemplarischen Definition; vgl. Abschnitt 2.10.3) etc. –
gerade so wie u. a. [Bergenholtz (1994)] es fordert.
Allerdings entsprechen automatisch extrahierte, definitorische Korpustreffer notwen-
digerweise unbedingt lexikographischen Beispielen. Wie die Gegenu¨berstellung oben
verdeutlicht, ko¨nnen sie auch als Ersatz einer etwa fehlenden oder unvollsta¨ndigen
Bedeutungsparaphrase fungieren oder als sonstige Erga¨nzung des Worterbuch-
eintrags. Damit sind sie grundsa¨tzlich gleichermaßen ein Hilfsmittel fu¨r die Nut-
zer und die Lexikographen eines Wortinformationssystems: Fu¨r die Nutzer schlie-
ßen sie (vielleicht provisorisch) eine vorhandene Informationslu¨cke. Fu¨r die Lexiko-
graphen bieten sie Anregungen fu¨r die Erga¨nzung der Bedeutungsparaphrasen/der
Wo¨rterbuchartikel bzw. der Stichworte, zu denen ein Wo¨rterbuchartikel erstellt wer-
den sollte.
Wie alle Korpusbelege mu¨ssen auch die definitorischen Korpustreffer im oben be-
schriebenen Szenario als dekontextualisiert angesehen werden; d. h., nach Hermanns
handelt es sich um
”
aus dem Zusammenhang gerissene[. . . ] und dadurch insofern
sinnlos gewordene[. . . ] Textfragment[e], als [sie ihren, IMC] prima¨ren Sinn zuna¨chst
einmal verloren [haben, IMC] zusammen mit dem Zusammenhang, in dem [sie] ur-
spru¨nglich stand[en]“ [Hermanns (1988), 167]. Gerade auch deshalb ist aber auf
der Trennung von Produzenten- und Rezipientensicht speziell im Zusammenhang
mit der Funktion von Definitionen zu insistieren, denn innerhalb seines neuen Kon-
textes – na¨mlich als Bestandteil eines Wo¨rterbuchartikels – nehmen die hier zu
annotierenden bzw. zu extrahierenden Definitionen u. U. eine vom Produzenten
urspru¨nglich nicht intendierte Funktion ein, werden sie aus ihrem textuellen Zusam-




Wie oben dargestellt, nehmen definitorische Korpusbelege ganz bestimmte Rollen
innerhalb aller Korpusbelege ein. Damit sie diese einnehmen ko¨nnen, sollte erkenn-
bar sein (und zwar nicht nur fu¨r die Lexikographen des Wortinformationssystems),
dass und wie sie sich von anderen Korpusbelegen abheben. Daher reicht fu¨r die
Konstruktion von Annotationsrichtlinien nicht nur die Definition der Definition aus,
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wie sie die Lexikographen formulieren (vgl. Abschnitt 2.6.3), vielmehr muss auch
die Frage untersucht werden, welche Textsegmente von naiven, linguistisch und le-
xikographisch ungeschulten Nutzern als mo¨gliche Definition wahrgenommen werden
und durch welche Merkmale sich diese auszeichnen. Wie die Abschnitte 2.2 bis 2.9
verdeutlichen, wurde aber gerade diese Frage in der Literatur bisher stiefmu¨tterlich
behandelt. Um mo¨glichst auch in diesem Sinn tragbare Annotationsrichlinien ent-
wickeln zu ko¨nnen, wurden daher mit Hilfe von Befragungen und Korpusanalysen
Merkmale ermittelt, die naive Nutzer als zentral fu¨r definitorische Textsegmente
anzusehen scheinen (vgl. Abschnitt 3.4).
Da die automatisch extrahierten, definitorischen Korpustreffer wahrscheinlich inner-
halb des Wortinformationssystems als Teil der Korpusbelege (vgl. Abbildung 3.1
unten links) angezeigt werden, ist es nicht no¨tig, die automatische Extraktion im
Hinblick auf Genauigkeit zu optimieren (vgl. Abschnitt 3.2.1 fu¨r den Zusammenhang
zwischen Genauigkeit und Abdeckung bei der automatischen Extraktion). Wenn
viele mo¨glicherweise definitorische Korpustreffer weit oben in der Belegsammlung
stehen, ko¨nnen sowohl die Nutzer als auch die Lexikographen die fu¨r sie besonders
interessanten Textsegmente deutlich leichter herausfiltern, als wenn diese in einer
Liste von vielleicht 1.000 Belegen gleichma¨ßig verteilt wa¨ren (vgl. die Anordnungs-
prinzipien ga¨ngiger Internet-Suchmaschinen). Da allerdings bei der automatischen
Extraktion nicht gleichzeitig eine automatische Bedeutungsdisambiguierung vorge-
nommen wird, mu¨ssen die definitorischen Korpustreffer vom Leser z. B. den im
Wo¨rterbuchartikel genannten Bedeutungen zugeordnet werden (vgl. die Anmerkung
zur Dekontextualisierung der Treffer oben). D. h., die Auflo¨sung von Mehrdeutig-
keiten, die sich aus den definitorischen Textsegmenten ergeben ko¨nnen, bleibt dem
Leser (also dem Nutzer oder auch Lexikographen des Wortinformationssystems)
u¨berlassen.
3.2 Methodenspektrum und experimenteller Aufbau
Wie Kapitel 2 zeigt, ergeben sich aus der Literatur einige u. a. fu¨r die automatische
Extraktion fundamentale Fragestellungen, die bisher noch unzureichend beantwortet
wurden; dazu geho¨ren die folgenden drei Fragen:
1. Ko¨nnen definitorische Textsegmente von Versuchspersonen einheitlich erkannt
und annotiert werden? (Interoperabilita¨t des Begriffs der Definition)
2. Wie sind die in Abschnitt 2.10.3 vorgestellten Definitionstypen in Korpusdaten
verteilt? (Verteilung der Definitionstypen)
3. Wie sind die in Abschnitt 2.9.2.1 skizzierten lexikalisierten syntaktischen Mus-
ter und andere Merkmale definitorischer Textsegmente in Korpusdaten ver-
teilt? (Verteilung der Formulierungsmuster)
Seit ca. zwei Jahrzehnten nimmt die Bedeutung von Korpora bzw. empirischen
Studien einerseits im Bereich der Computerlinguistik/Sprachtechnologie (vgl. u. a.
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Hinrichs zitiert nach [Lemnitzer/Zinsmeister (2006), 183]) und andererseits im Be-
reich der Lexikographie (vgl. [Herbst/Klotz (2003), 273f] oder
[Lemnitzer/Zinsmeister (2006), 143]) deutlich zu. Aus der Sicht beider Bereiche
kann dieser Trend vor allem mit der Umorientierung hin auf die Bedu¨rfnisse und
Wu¨nsche des Benutzers (vgl. Abschnitt 2.12.4) begru¨ndet werden. In diesem Sinn
ist ein qualitativ hochwertiges sprachtechnologisches oder lexikographisches Pro-
dukt vor allem eines, das beru¨cksichtigt, was mo¨glichst viele Benutzer verstehen,
wollen und brauchen. Gerade das la¨sst sich besonders gut durch empirische Studien
ermitteln. Entsprechend basieren fast alle Untersuchungen der vorliegenden Arbeit
auf Korpusdaten oder der Befragung von Versuchspersonen. In den folgenden beiden
Abschnitten werden die verwendeten Methoden dargestellt und die Untersuchungen
in ihren Zusammenhang gebracht.
3.2.1 Methodenspektrum
Aufgrund ihrer speziellen Fragestellung beru¨hrt die vorliegende Arbeit gleicherma-
ßen Bereiche der Linguistik, Lexikographie, Computerlinguistik/Sprachtechnologie
und Informatik. Entsprechend war es notwendig, auf ga¨ngige Methoden aller dieser
Bereiche zuru¨ckzugreifen.
Methoden der Linguistik/empirischen Sprachwissenschaften: Wie die Litera-
turu¨bersicht in Kapitel 2 verdeutlicht, konnte die Autorin nur verha¨ltnisma¨ßig weni-
ge Arbeiten ausmachen, die Definitionen (insbesondere solche in allgemeinsprachli-
chen, aber auch in fachsprachlichen Texten) aus einer (korpus-)linguistischen Per-
spektive analysieren und diskutieren. Daher war es notwendig, mit Hilfe eigener
Korpusanalysen die bisher noch unzureichende empirische Fundierung der Definiti-
onstheorie anzugehen, um so eine fu¨r die manuelle Annotation und automatische
Extraktion ausreichende Operationalisierung zu entwickeln. Gleichzeitig dient die
Korpusanalyse dem so genannten Feature Engineering, also der Suche nach geeig-
neten, d. h. besonders diskriminativen, Merkmalen definitorischer Textsegmente.
Die Auswahl der verwendeten Korpora orientierte sich fu¨r die gegebene Fragestel-
lung daher in erster Linie an (1) dem Sprachbezug, (2) der Verfu¨gbarkeit, (3) der
Gro¨ße und (4) der vorhandenen Annotation (siehe u. a. die Korpustypologie von
[Lemnitzer/Zinsmeister (2006), 103]).
ad (1) Anders als bei den meisten in Abschnitt 2.13 beschriebenen Arbeiten zur au-
tomatischen Extraktion von Definitionen geben die vorliegenden Anwendungs-
szenarien keine fachsprachlichen Beschra¨nkungen vor. Daher mu¨ssen die hier
verwendeten Daten den Charakter eines Referenzkorpus und nicht – wie in
den Arbeiten von u. a. [Pearson (1998)] – den eines Spezialkorpus aufwei-
sen. Wie an jedes lexikographische Produkt werden auch an ein Wortinfor-
mationssystem bestimmte Anforderungen in Bezug auf seine Vollsta¨ndigkeit
und Korrektheit gestellt. Soll die automatische Extraktion von Definitionen
in ein a¨hnlich dem oben skizzierten Wortinformationssystem integrierbar sein,
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so mu¨ssen die fu¨r die Extraktion verwendeten Korpora diesen Anforderun-
gen ebenfalls genu¨gen. In der Terminologie der Korpuslinguistik wa¨ren hier
also die Repra¨sentativita¨t und Ausgewogenheit der verwendeten Korpora
angesprochen.
ad (2) Leider beeinflusst die Verfu¨gbarkeit von Daten die Ausgewogenheit und Re-
pra¨sentativita¨t realer Korpora oft ausgesprochen stark, da viele interessante
Texte bzw. Textsammlungen durch Copyright-Beschra¨nkungen selbst fu¨r For-
schungsarbeiten unzuga¨nglich sind. Insofern werden viele Korpora insbeson-
dere fu¨r computerlinguistische und sprachtechnologische Anwendungen recht
opportunistisch zusammengestellt (vgl. u. a. [Lemnitzer/Zinsmeister (2006),
107]).
ad (3) Die opportunistische Datensammlung ist vor allem dann notwendig und ha¨ufig
nicht zu vermeiden, wenn ein kleines Korpus nicht ausreichen wu¨rde, um die
untersuchten Fragestellungen zufriedenstellend zu beantworten – das gilt ins-
besondere fu¨r korpusbasierte und teilweise auf statistische Merkmale bauende
Methoden der Sprachtechnologie [Leech (1993), 277]. Um eine ausreichende
Gro¨ße – meist mehrere Milliarden Wo¨rter Text – zusammenstellen zu ko¨nnen,
werden daher ha¨ufig mehrere Jahrga¨nge einer Tageszeitung zusammengetra-
gen und evtl. mit Metadaten ausgezeichnet (u. a. die CoNLL 2002 und 2003
Daten fu¨r Named Entity Recognition, in [TjongKimSang/DeMeulder (2003)]).
In den letzten Jahren wurde zudem versta¨rkt auf Webdaten zuru¨ckgegriffen
(Stichwort: Web as Corpus), um insbesondere fu¨r (halb-)u¨berwachte und
unu¨berwachte Verfahren des Maschinellen Lernens genu¨gend Material bereit-
stellen zu ko¨nnen (vgl. u. a. [Mengel (1998)].
ad (4) Die Aufbereitung der reinen Textbasis, z. B. die Erga¨nzung um Metada-
ten wie Angaben u¨ber Erstellungsart, Autor, Datum der Erstellung, Textsorte
etc. oder auch die evtl. bereits vorhandene manuelle Annotation von gram-
matischen, semantischen und pragmatischen Kategorien stellt schließlich ein
weiteres Entscheidungskriterium fu¨r die Auswahl eines Korpus dar. So haben
vorverarbeitete, also um etwa Wortartangaben, Lemmata etc. erga¨nzte Daten
den Vorteil, dass sie die fu¨r die Entwicklung eines Extraktionssystems unter
Umsta¨nden aufwa¨ndige Suche nach entscheidungsstarken Merkmalen deutlich
vereinfachen ko¨nnen; zudem entfallen bestimmte evtl. notwendige Normali-
sierungsprozesse der Daten.
Des Weiteren ist es u¨blich, lexikographische Arbeitsprozesse mehr oder weniger um-
fassend durch mu¨ndliche und schriftliche Befragungen zu untermauern. Diese
Vorgehensweise bringt mehrere Vorteile mit sich: Zuna¨chst wird der Blick auf die
potenziellen Nutzer gelenkt; somit ru¨cken ihre Bedu¨rfnisse und ihr Umgang mit
lexikographischen Produkten bzw. mo¨gliche Schwierigkeiten mit diesen in den Vor-
dergrund. Daru¨ber hinaus ko¨nnen die Angaben von Informanten die Intuition der
Lexikographen unterlegen und als Erga¨nzung und Strukturierungshilfe fu¨r ansonsten
verwendete Daten, etwa eine Sammlung von Exzerpten oder Korpusbelegen, dienen.
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Einige Korpuslinguisten bevorzugen die reinen (d. h. nicht aufbereiteten) Daten fu¨r
ihre Untersuchungen1; u¨blicherweise werden jedoch annotierte Korpora verwendet,
womit in aller Regel gemeint ist, dass die Korpusdaten durch linguistische und/oder
pragmatische Informationen automatisch oder von Hand erga¨nzt wurden:
Corpus annotation is the practice of adding interpretative (especially
linguistic) information to an existing corpus of spoken and/or written
language, by some kind of coding attached to, or interspersed with, the
electronic representation of the language material itself. [Leech (1993),
275]
Meist werden Korpora dazu verwendet, um linguistische Theorien zu entwickeln
oder zu evaluieren. Daru¨ber hinaus werden annotierte Korpora vor allem bei der
Entstehung und dem spa¨teren Training sprachtechnologischer Systeme einge-
setzt (vgl. u. a. [Leech (2005), 19], [Hovy/Lavid (2008), 1]). Dabei ha¨ngt es ha¨ufig
vom Typ der Annotation ab, inwieweit eine rein automatische Annotation in Frage
kommt. [Leech (2005), 17f] etwa unterscheidet sechs Annotationsebenen: die pho-
netische, die lexikalische, die semantische, die pragmatische, die stilistische Annota-
tion und schließlich die Annotation verschiedener Typen von Diskursrelationen. Je
nach Annotationsebene und -schema unterscheidet sich die Qualita¨t der automati-
schen Annotation von Daten teilweise erheblich: So sind, bei der Auszeichnung mit
PoS-Tags (PoS: part of speech), einige wenige Fehlerprozente mo¨glich, andererseits
kann aber ein Korpus bis zur Ha¨lfte und mehr fehlerhafte, automatische Annota-
tionen aufweisen, etwa bei bestimmten Diskursrelationen oder semantischen Tags
(vgl. [Ide/Brew (2000), 2]). Einige Annotationen mu¨ssen daher entweder komplett
manuell erstellt oder unter Umsta¨nden aufwa¨ndig manuell nachbereitet werden,
wenn sie zuna¨chst automatisch erzeugt wurden (vgl. [Ide/Brew (2000), 2] oder
[Leech (2005), 19f]). Linguisten und Sprachtechnologen nehmen bei der manuellen
Annotation oder der manuellen Nachbereitung automatischer Annotationen teilwei-
se viele Stunden Arbeit und mo¨glicherweise hohe Kosten in Kauf, da die Forschung
der letzten Jahre immer wieder gezeigt hat, dass qualitativ hochwertig annotierte
Korpora auch von anderen Wissenschaftlern und fu¨r andere als die urspru¨nglichen
Forschungszwecke gewinnbringend genutzt werden ko¨nnen; dieser Gedanke wird in
der Literatur auch als Multifunktionalita¨t bezeichnet (vgl. [Leech (2005), 20]).
Corpora have a long active life, and as technology moves on, it becomes
possible to exploit them in ways not envisaged by the original designers.
This puts a high premium on flexibility. [Ide/Brew (2000), 1]
1Hierzu [Leech (1993), 275]:
Although the distinction between the raw corpus [. . . ] and the interpretative anno-
tations is somewhat artificial, it is nevertheless a useful distinction, since we should
see annotations as lacking the claim to authenticity which belongs to the corpus
itself. Our acceptance of annotations depends on our evaluation of the ’experts’
who added them to the corpus, and of the usefulness of the annotative scheme they
have adopted.
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Bereits 1993 stellt Leech sieben Regeln fu¨r die Konzeption von (eher linguistisch
als sprachtechnologisch ausgerichteten) Annotationsexperimenten auf, von denen ei-
nige auch heute noch Gu¨ltigkeit haben [Leech (1993), 275]. Zuna¨chst stellte Leech
fest, dass die rohen Korpusdaten so durch Annotationen zu erga¨nzen seien, dass
sowohl die Korpusdaten als auch die Annotation leicht getrennt voneinander ex-
trahiert werden ko¨nnen; diesem Prinzip entsprechend werden Korpora heute ha¨ufig
mit Stand-off Annotationen (z. B. mit der Auszeichnungssprache XML) versehen.
Des Weiteren empfiehlt Leech, dass die Richtlinien, auf denen die Annotation ba-
siert, und eine Beschreibung, wie die Annotation durchgefu¨hrt wurde und von wem,
zusammen mit den annotierten Daten vero¨ffentlicht werden sollten. Schließlich be-
merkt Leech, dass – obwohl Annotationschemata mo¨glichst theorieneutral sein soll-
ten – sowohl Schemata als auch die Annotation selbst nicht der Weisheit letzter
Schluss sind, sondern dass sie u¨berarbeitet und angepasst werden ko¨nnen. Hier-
zu [Leech (1993), 278]:
”
As already noted, annotation schemes make no claims to
’God’s truth’: they are devices of convenience.“
Fu¨r die praktische Annotationsarbeit sind die teilweise gegenla¨ufigen Interessen
der Annotatoren einerseits und der Verwender der annotierten Daten anderer-
seits zu beru¨cksichtigen: Wa¨hrend aus der Sicht der Annotatoren vor allem eine
Rolle spielt, ob die Annotationsrichtlinien einfach und konsistent anzuwenden sind,
ist aus der Sicht der Verwender wichtig, ob die Annotation optimal zum Untersu-
chungsgegenstand passt und schnell in gro¨ßerem Umfang erstellt werden kann (vgl.
u. a. [Leech (1993), 279]). So ist bei komplexen Annotationsrichtlinien insbesonde-
re mit einer entsprechenden Lernkurve zu rechnen und mo¨glicherweise umfassendes
Fachwissen auf Seiten der Annotatoren notwendig.
Aufgrund der verschiedenen Einsatzgebiete und der erneuten Verwendung von an-
notierten Korpora in unterschiedlichen Forschungsprojekten wurden in den letzten
zwei Jahrzehnten verschiedene Annotationsformate, Datenarchitekturen und Anno-
tationswerkzeuge diskutiert und entwickelt. Daraus haben sich zwar fu¨r die linguisti-
sche Arbeit verschiedene quasi-Standards entwickelt, leider trifft das nicht im selben
Maß auf die sprachtechnologische Annotation zu.
Corpus annotation has gained increasing interest in the NLP community
over the past 5 years; there are now annotation projects in several major
research centers. Nonetheless, setting up and performing a large-scale
annotation project remain somewhat of an art. While certain aspects
of it are becoming more systematized, the community has no general
paradigm, no textbook, and no generally accepted standards at present.
This presents something of a problem to people wanting to create their
own training material for their projects. [Hovy/Lavid (2008), 1]
So werden insbesondere im Zusammenhang mit der sprachtechnologischen Annota-
tion einige Fragen zur Planung und Durchfu¨hrung von Annotationsprojekten ganz
unterschiedlich beantwortet. Zu diesen Fragen geho¨ren u. a.:
• Nach welchen Kriterien sollte ein Korpus zusammengestellt werden, das fu¨r
sprachtechnologische Anwendungen verwendet werden kann? Gelten hierbei
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dieselben (a¨hnliche) Kriterien wie etwa fu¨r ga¨ngige linguistische oder lexiko-
graphische Fragestellungen?
• Wie gelingt es, die relevanten Pha¨nomene (der sprachtechnologischen Anwen-
dung) ada¨quat zu fassen und in einfache Annotationsanleitungen zu gießen?
• Wer fu¨hrt die Annotation durch? Welche Voraussetzungen bringen gute Anno-
tatoren mit? Wie mu¨ssen Annotatoren vorbereitet bzw. eingearbeitet werden?
• Wie gelingt es, eine schnelle und einfache Annotationsprozedur zu entwickeln?
Welche Werkzeuge sind notwendig? Wie wird ein mo¨glicherweise negativer
Einfluss der Annotationsprozedur/-werkzeuge auf die Annotation verhindert?
• Mit welchen Methoden wird die Qualita¨t der manuellen Annotation am besten
abgescha¨tzt? Welche U¨bereinstimmung der Annotatoren ist bei verschiede-
nen Annotationsschemata zu erwarten? Ab wann muss ein Annotationsexpe-
riment/mu¨ssen Annotationsrichtlinien u¨berarbeitet oder sogar ersetzt werden?
• Welche Aspekte eines Annotationsexperiments mu¨ssen wie protokolliert, ar-
chiviert bzw. vero¨ffentlicht werden?
Wie etwa die Diskussion der verschiedenen Methoden zur Bestimmung der Qualita¨t
manueller Annotation (u. a. das so genannte Inter-Annotator Agreement) weiter
unten verdeutlicht, scheint die wissenschaftliche Diskussion noch nicht zu einem
endgu¨ltigen Konsens gefu¨hrt zu haben.
Im Gegensatz zur manuellen Annotation, bei der es um die mo¨glichst einheitliche
Auszeichnung von Daten geht, kann mit Befragung und Fragebogenstudie der
Blick auf Versta¨ndnis- bzw. Meinungsunterschiede gelenkt werden, wie sie bei allen
mehr oder weniger heterogenen Gruppen von Versuchspersonen beobachtbar sind.
Entsprechend sollten Fragebogen immer auf theoretischen Annahmen u¨ber diese
Unterschiede basieren und mit den enthaltenen Fragen abgeleitete Hypothesen sys-
tematisch pru¨fen (vgl. [Porst (2009), 14]). Bei der Diskussion von Korpora war
bereits auf die Bedeutung der Repra¨sentativita¨t, Relevanz und U¨bertragbarkeit der
in einer korpusgestu¨tzten Studie verwendeten Daten hingewiesen worden. A¨hnliches
gilt natu¨rlich auch fu¨r Fragebogenstudien: Hier muss insbesondere sichergestellt wer-
den, dass die ermittelten Informationen (in aller Regel Antworten auf die gestellten
Fragen) zuverla¨ssige und gu¨ltige Aussagen u¨ber die Gesamtpopulation zulassen
(vgl. [Porst (2009), 15]).
Wie Annotatoren so haben auch die Versuchspersonen einer Fragebogenstudie oder
mu¨ndlichen Befragung eine komplexe Aufgabe zu lo¨sen (vgl. [Porst (2009), 17ff]):
Zuna¨chst mu¨ssen sie die gestellte Frage bzw. die zu bearbeitende Annotationsauf-
gabe (semantisch und pragmatisch) richtig verstehen. Des Weiteren mu¨ssen sie
sich die zugeho¨rigen bzw. relevanten Informationen ins Geda¨chtnis rufen, das sind
z. B. die Regeln aus den Annotationsrichtlinien, Hinweise zum Fragebogen oder
der Befragung sowie bereits gemachte Erfahrungen, Annahmen, Einstellungen etc.
Auf dieser Grundlage bilden sie sich ein Urteil, das sie anschließend in ein Antwort-
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oder ein Annotationsformat u¨bertragen mu¨ssen. Dabei versuchen Annotatoren wie
Befragungspersonen offenbar entsprechend den Grice’schen Konversationsmaxi-
men (vgl. [Grice (1979)]) mo¨glichst informativ zu sein und keine falschen oder
unsinnigen Antworten zu geben. Andererseits gehen Versuchspersonen aber auch
davon aus, dass
”
der Forscher [. . . ] keine unsinnigen Dinge fragt“. Folglich versucht
die Befragungsperson
”
ihre Antwort auf das von ihr wahrgenommene oder vermu-
tete Informationsbedu¨rfnis des Forschers [. . . ] zuzuschneiden“ [Porst (2009), 23].
Versuchspersonen reagieren – ebenso wie Annotatoren – in aller Regel so, wie sie
meinen, dass es von ihnen erwartet wird; entsprechend sind die Ergebnisse einer Fra-
gebogenstudie oder eines Annotationsexperiments zu bewerten (vgl. [Porst (2009),
28ff]).
Ein Fragebogen setzt sich aus einer Reihe von verschiedenen Bausteinen zusam-
men: Neben dem eigentlichen Fragenteil entha¨lt er auf der ersten (oder den ersten
beiden) Seite(n) Hinweise zum Ausfu¨llen, Angaben zur durchfu¨hrenden Institution
sowie evtl. eine kurze Einfu¨hrung in das Thema, zusa¨tzlich Anmerkungen zum Da-
tenschutz und zum Auswahlverfahren der Stichprobe sowie schließlich den Dank fu¨r
die Teilnahme. Meist weist er im Anschluss an den eigentlichen Fragenteil einen
Feedback-Bereich auf sowie demographische Fragen (d. h. Fragen zur Befragungs-
person wie Alter, Ausbildung, Geschlecht o. A¨.).
Der Fragenteil, als gro¨ßter Bestandteil, wiederum muss, wie bereits oben angespro-
chen, den theoretisch begru¨ndeten Untersuchungsgegenstand in Fragen u¨berfu¨hren.
In der Literatur sind diesbezu¨glich einige Regeln bzw. Hinweise zu finden, die vor
allem die verwendeten Frageformen, mo¨gliche Antwortskalen und schließlich die
Formulierung von Fragebogenfragen diskutieren.
[Porst (2009), 51ff] unterscheidet drei Frageformen: geschlossene, halboffene und
offene Fragen, die weiter nach der Anzahl der zula¨ssigen Antworten (Einfach- bzw.
Mehrfachnennung) gegliedert werden ko¨nnen. Dabei ha¨ngt der Einsatz der verschie-
denen Frageformen maßgeblich davon ab, ob es sich um eine kleine Anzahl von Ant-
wortkategorien handelt, die der Fragebogenentwickler bereits gut abscha¨tzen kann.
In diesem Fall wa¨re eine geschlossene Frage sinnvoll oder eine halboffene Frage,
also eine um eine offene Restkategorie erga¨nzte geschlossene Frage. Ist das Ziel
einer Fragebogenstudie eher die Exploration des Untersuchungsgegenstandes, sind
dem Fragebogenentwickler somit die mo¨glichen Antwortkategorien noch (weitest-
gehend) unklar, bietet sich eine offene Frageform an. Um einen Fragebogen mit
vorwiegend offenen Fragen quantitativ auswerten zu ko¨nnen, mu¨ssen dann aller-
dings nachtra¨glich Antwortkategorien abgeleitet und die konkreten Antworten der
Versuchspersonen diesen zugeordnet werden, was aufwa¨ndig und – da in Bezug
auf die Antwortzuordnung ohne Einflussmo¨glichkeit durch die Versuchspersonen
– zudem methodisch fragwu¨rdig ist. In jedem Fall hat die Entscheidung fu¨r eine
der Frageformen konkrete Auswirkungen auf die Ergebnisse der Studie, das haben
kognitionswissenschaftliche und psycholinguistische Untersuchungen gezeigt (vgl.
[Porst (2009), 58]).
Ebenso hat der Typ und die Gro¨ße der Antwortskalen sowie die Darstellung
und Formulierung der Antwortkategorien direkten Einfluss auf die Ergebnisse
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einer Fragebogenstudie (vgl. [Porst (2009), 93]). Typischerweise unterscheidet man
Nominalskala, Ordinalskala, Intervallskala und Ratioskala2; zusa¨tzlich sind Antwort-
skalen durch den Umfang (verbalisierte Skalen vs. endpunktbenannte Skalen3) und
die Art (eindimensionale vs. zweidimensionale Skalen4) ihrer Beschriftung charak-
terisiert. Bei der Auswahl bzw. Konstruktion der Antwortskala ist zu beachten,
dass Versuchspersonen bei einer ungeraden Anzahl von Antwortkategorien beson-
ders ha¨ufig die mittlere auswa¨hlen, vor allem dann, wenn sie sich nicht eindeu-
tig entscheiden wollen oder ko¨nnen (vgl. [Porst (2009), 81]). Des Weiteren sind
Versuchspersonen ha¨ufig nicht in der Lage, zwischen feinnuancierten Antwortka-
tegorien zu unterscheiden (vgl. [Porst (2009), 85]), weswegen es sich empfiehlt,
Skalen mit vier oder sechs (bei solchen ohne Mittelkategorie), fu¨nf, sieben oder
neun (bei solchen mit Mittelkategorie) Skalenpunkten zu verwenden. Bei der Dar-
stellung der Antwortskalen (u¨brigens auch bei der Benennung der Antwortkatego-
rien) ist zu beru¨cksichtigen, dass Versuchspersonen dazu tendieren, daraus etwas
u¨ber die tatsa¨chliche oder angenommene Verteilung der Antworten abzuleiten; im
schlimmsten Fall kann ein ungu¨nstiges Darstellungsformat der Antwortskala oder
eine suggestive Formulierung der Antwortkategorien die Ergebnisse verzerren (vgl.
[Porst (2009), 62f, 93f]).
Fu¨r die Formulierung von Fragebogenfragen wurden in der Literatur bereits seit
den 1950er Jahren (vgl. [Payne (1951)]) immer wieder a¨hnliche Regeln aufgestellt.
Dazu geho¨ren mindestens die folgenden (vgl. [Porst (2009), 95ff]): Demnach sollen
in Fragebogenfragen nur einfache, eindeutige Wo¨rter verwendet werden. Enthalten
die Fragen Wo¨rter, die den Versuchspersonen mo¨glicherweise unbekannt oder un-
klar sind, mu¨ssen diese erla¨utert werden. Des Weiteren sollten die Fragen einfach
und mo¨glichst kurz sein. Es sollten nicht mehrere Stimuli gleichzeitig enthalten sein,
keine doppelte Verneinung, keine Unterstellungen oder Vermutungen. Daru¨ber hin-
aus sollten sie keine Informationen abfragen, die die Versuchspersonen nicht wissen
(was einerseits durch die durchdachte Auswahl der Versuchspersonen und anderer-
seits durch den Einsatz von so genannten Filterfragen sichergestellt werden kann).
Schließlich sollte in Bezug auf ihre Abfolge beru¨cksichtigt werden, dass einzelne
Fragen einen direkten Einfluss auf das Antwortverhalten der Versuchspersonen zu
Folgefragen haben kann (siehe Fragebogendramaturgie). Bei Fragebogenstudien ist
mit einer typischerweise mageren Ru¨cklaufquote (von ca. 20 % bis 30 %) zu rech-
nen. Deswegen sollten die Fragebogendramaturgie, das Layout und die Fragenfor-
mulierung einfach und motivierend gehalten und genau auf die anvisierte Zielgruppe
2Nominalskala: zwei oder mehr Kategorien (Beispiele: ma¨nnlich – weiblich; gru¨n – rot – blau
– gelb); Ordinalskala: geordnete Kategorien (Beispiel: im Bereich Schulnoten 1 – 2 – 3 – 4 –
5 – 6); Intervallskala: geordnete Kategorien mit definiertem Abstand (Beispiel: Temperatur in
Grad Celsius); Ratioskala: geordnete Kategorien mit definiertem Abstand und Nullpunkt (Beispiel:
Temperatur in Kelvin mit dem dort definierten absoluten Nullpunkt).
3Verbalisierte Skala: alle Kategorien sind versprachlicht (Beispiel: +3 +2 +1 0 -1 -2 -3); end-
punktbenannte Skala: nur die Extremwertkategorien sind versprachlicht (Beispiel: +3 (stimme
absolut zu) +2 +1 0 -1 -2 -3 (stimme u¨berhaupt nicht zu)).
4Eindimensionale Skala: Antworten einer Richtung (Beispiel: Antwort trifft eher zu – Antwort
trifft zu – Antwort trifft voll und ganz zu); zweidimensionale Skala: Antwortkategorien gehen von
positivem Wert u¨ber Mittelpunkt/Nullpunkt in negativen Wert u¨ber oder umgekehrt (Beispiel:
Antwort trifft zu – weder noch – Antwort trifft nicht zu).
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zugeschnitten sein.
Methoden der Computerlinguistik, Sprachtechnologie und Informatik: Die
Extraktion vorab definierter Informationsbausteine aus Texten (d.h. unstrukturierten
Daten) wird u¨blicherweise als Informationsextraktion5 (engl. information extraction)
bezeichnet. Informationsbausteine ko¨nnen dabei kurze, relativ einfache Strukturen
aufweisen, wie es beispielsweise bei der Extraktion der so genannten Named Enti-
ties6 (vgl. [TjongKimSang/DeMeulder (2003)] sowie [Chinchor (1997)]) der Fall ist,
oder auch la¨ngere, komplexere Strukturen wie bei den in den so genannten Messa-
ge Understanding Conferences (kurz MUC; vgl. [Grishman/Sundheim (1996)])
definierten Aufgaben, bei denen verschiedene Bausteine zu ganzen Themengebieten
(z.B. Flottenoperationen, terroristische Aktivita¨ten, Joint Ventures) automatisch
extrahiert werden. Historisch betrachtet entwickelte sich das Bedu¨rfnis nach Me-
thoden fu¨r die automatische Extraktion kurzer, einfacher Strukturen ha¨ufig aus der
Arbeit an der Extraktion la¨ngerer, komplexerer: Letztere werden typischerweise in
Form von (zuna¨chst uninstanziierten) Schablonen (engl. templates) gefasst (vgl.
[DFKI (o.J.)]). Fu¨r das Themengebiet Joint Ventures ko¨nnten Bestandteile einer
solchen Schablone beispielsweise sein:
• die Namen der beiden (oder mehrerer) Gru¨ndungsgesellschaften,
• der Name des Joint Ventures selbst,





• die wettbewerbsbezogenen bzw. strategischen Motive der Gru¨ndungsgesell-
schaften,
• der Zeitpunkt der Gru¨ndung,
• der zuku¨nftige Sitz usw.
5Aufgrund der engen, vor allem methodologischen Verwandtschaft werden heute die Berei-
che der Informationsextraktion und der Frage-Antwort-Systeme versta¨rkt gemeinsam diskutiert
(vgl. [Neumann (2009)]). Den zentralen Unterschied der beiden Bereiche sieht die Autorin in der
A¨nderungsha¨ufigkeit der gesuchten Informationen: Wa¨hrend im Bereich der Informationsextrak-
tion die Suchanfrage u¨ber einen gewissen (la¨ngeren) Zeitraum konstant bleibt, a¨ndert sie sich
bei Frage-Antwort-Systemen sta¨ndig. Da in der vorliegenden Arbeit die Suchanfrage (Definitio-
nen) konstant ist, handelt es sich um eine Aufgabe der Informationsextraktion. Einige Hinweise zu
den grundlegenden Zielsetzungen und Vorgehensweisen bei der Konstruktion von Frage-Antwort-
Systemen wurden zudem bereits in Abschnitt 2.13 diskutiert und werden daher hier nicht noch
einmal aufgegriffen.
6Obwohl nicht ganz zutreffend ko¨nnte man Named Entities wohl am ehesten mit Eigennamen
u¨bersetzen.
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Neben der grundlegenden syntaktischen und semantischen Verarbeitung der Texte
mu¨ssen verschiedene Aufgaben gelo¨st werden, die sich auf die Identifikation von be-
sonderen Informationen beziehen bzw. textlinguistische Aspekte der automatischen
Sprachverarbeitung betreffen: Sollen die in der oben skizzierten Schablone vorge-
gebenen Informationsbausteine z.B. auf der Grundlage von Zeitungsnachrichten zu
Joint Ventures gefu¨llt werden, so mu¨ssen u. a. Firmennamen erfolgreich extrahiert
werden. Da die automatische Erkennung von bestimmten Einheiten wie Namen von
Personen, Organisation und Orten offensichtlich fu¨r die unterschiedlich-sten The-
mengebiete notwendig ist, wurde die bereits angesprochene Named Entity Erken-
nung (engl. named entity recognition) im Verlauf der Message Understanding Con-
ferences als eigene Aufgabe ausgegliedert (vgl. [Grishman/Sundheim (1996), 467])
und seitdem in verschiedenen Forschungsbereichen und mit den unterschiedlichsten
Methoden weiterentwickelt. Weiter mu¨ssen, um u¨ber die Nachrichten verteilte Infor-
mationen etwa zu den Gru¨ndungsgesellschaften zusammenzustellen, Koreferenzen
korrekt aufgelo¨st werden; was als Koreferenz-Auflo¨sung (engl. coreference resoluti-
on) bezeichnet wird. Schließlich setzt die korrekte Instanziierung der oben skizzierten
Schablone auch voraus, dass fu¨r das Themengebiet (hier: Joint Venture) relevante
Wo¨rter (bzw. Termini) korrekt disambiguiert wurden; was als Bedeutungsdisam-
biguierung (engl. word sense disambiguation) bezeichnet wird. Obwohl beide Auf-
gaben in den 1990er Jahren entscheidende Impulse aus der Arbeit im Bereich der
Informationsextraktion bekamen, werden auch sie heute in ganz unterschiedlichen
Forschungsbereichen vorangetrieben.
Fu¨r die grundlegende syntaktische und semantische Verarbeitung der Texte kann
aufbauend auf den Ergebnissen des vollsta¨ndigen syntaktischen Parsings (meist im
Sinn einer Phrasenstrukturgrammatik als Ba¨ume dargestellt) eine semantische Ana-
lyse (meist als Pra¨dikat-Argument-Strukturen dargestellt) vorgenommen werden.
Eines der bekannteren Systeme aus der MUC-Familie, das dieses Vorgehen umsetzt,
ist LaSIE (Large Scale Information Extraction; vgl. [Gaizauskas et al. (1995)]). Al-
ternativ dazu wurde seit den 1990er Jahren zudem erfolgreich mit so genannten
flachen (engl. shallow) Verarbeitungsmethoden experimentiert. Hierbei wird auf die
vollsta¨ndige syntaktische Analyse der Texte verzichtet, stattdessen werden die Tex-
te mit Hilfe nacheinander geschalteter endlicher Automaten teilanalysiert. Im ein-
fachsten Fall folgt auf einen Verarbeitungsschritt, der die Texte in Nominal- und
Verbalgruppen zerlegt (engl. chunking), ein Verarbeitungsschritt, in dem versucht
wird, doma¨nenspezifische Muster in diesen Gruppen zu identifizieren. Eines der be-
kannteren Systeme aus der MUC-Familie, das dieses Vorgehen umsetzt, ist FAS-
TUS (vgl. [Hobbs et al. (1996)]). Der Vergleich der beiden Ansa¨tze zeigt, dass
die unvollsta¨ndige Analyse nicht zwangsla¨ufig zu einer schlechteren Performanz des
Gesamtsystems fu¨hrt. Im Gegenteil hat sich immer wieder gezeigt, dass die fla-
chen Ansa¨tze im Sinn von Abdeckung und Genauigkeit konkurrenzfa¨hig sind und
gleichzeitig meist schneller (vgl. hierzu u. a. auch die Beschreibungen in Abschnitt
2.13 sowie [Hobbs et al. (1996)]): Nicht nur ist ein vollsta¨ndiges Parsing beson-
ders bei syntaktisch komplexen Sa¨tzen nach wie vor fehleranfa¨llig, wodurch nach-
folgende doma¨nenspezifische Regeln evtl. ebenfalls systematisch fehlgeleitet wer-
den. Entscheidender ist die Tatsache, da syntaktische Parser einen nicht zu ver-
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nachla¨ssigenden Bedarf an Arbeitszeit und -speicher haben, dass die genauere Ana-
lyse somit zwar teurer, aber nicht unbedingt erfolgreicher ist. Vor allem, wenn die
gesuchten Informationseinheiten eher selten und stark u¨ber die Texte verstreut sind,
wird daher das syntaktische Parsing gerne durch schlankere und schnellere Metho-
den ersetzt. Zur Illustration fu¨r diese Art der Muster, hier ein Beispiel der Grammatik
von FASTUS fu¨r terroristische Aktivita¨ten:
Beispielsatz: Guerrillas attacked Merino’s home in San Salvador
5 days ago with explosives.
Muster: <Perp> attacked <HumanTarget>’s <PhysicalTarget>
in <Location> <Date> with <Device>
Gefu¨llte Schablone: Incident: ATTACK/BOMBING
Date: 14 Apr 89





In der Folge der Message Understanding Conferences wurden in einer ganzen Reihe
unterschiedlicher Studien Fakten und die zugeho¨rigen Extraktionsmuster (a¨hnlich
der oben dargestellten) (halb-)automatisch aus Korpora bzw. Webdaten extrahiert
(vgl. als besonders bekannte Beispiele u. a. [Riloff/Jones (1999)] und
[Etzioni et al. (2005)]). Typischerweise werden dabei aufbauend auf einer einfa-
chen Vorverarbeitung, meist bestehend aus Satzgrenzenerkennung, Tokenisierung
sowie Wortartenerkennung und evtl. syntaktischem Chunking, doma¨nenspezifische
Regeln in Form von regula¨ren Ausdru¨cken formuliert. Regula¨re Sprachen, also
Sprachen die durch regula¨re Ausdru¨cke beschrieben werden, za¨hlen zu den so ge-
nannten Typ-3-Sprachen (vgl. [Klabunde (2001), 64]) der Chomsky-Hierarchie. Zu
jedem regula¨ren Ausdruck existiert ein deterministischer endlicher Automat, der
Zeichenketten entgegennimmt und fu¨r diese ermittelt, ob sie durch den regula¨ren
Ausdruck beschrieben werden (in diesem Fall akzeptiert er sie) oder nicht (in diesem
Fall weist er sie zuru¨ck). Zwar ko¨nnen natu¨rliche Sprachen bekanntermaßen durch
Typ-3-Sprachen nicht vollsta¨ndig syntaktisch beschrieben werden, dennoch wird fu¨r
viele Anwendungen der Sprachtechnologie aus praktischen Erwa¨gungen auf diese
Vereinfachung zuru¨ckgegriffen (vgl. [Klabunde (2001), 64]; siehe oben). Mit einem
Alphabet von Terminalsymbolen gilt, dass
• die leere Menge ein regula¨rer Ausdruck ist
• sowie jedes Terminalsymbol,
• die Vereinigung und die Verkettung regula¨rer Ausdru¨cke ein regula¨rer Aus-
druck ist und
• schließlich auch die Menge aller vorgenannten regula¨ren Ausdru¨cke wiederum
ein regula¨rer Ausdruck ist.
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Neben den oben angesprochenen, klassischen Methoden der Informationsextraktion
wird seit Ende der 1990er Jahre zusa¨tzlich versta¨rkt der Einsatz von Maschinel-
lem Lernen (ML) erforscht (vgl. [Neumann (2001), 453ff]). Zwar lassen sich hier
vereinzelt Arbeiten ausmachen, die ausschließlich auf statistische Merkmale setzen,
in den meisten werden allerdings hybride Ansa¨tze vorgestellt, bei denen klassische
Methoden (siehe oben) durch ML-Methoden erga¨nzt werden.
Ausgangspunkt fu¨r den Einsatz von Algorithmen des Maschinellen Lernens in Com-
puterlinguistik und Sprachtechnologie ist zuna¨chst der Wunsch, dass Rechner bzw.
die darauf laufenden Programmen sich selbst verbessern und somit Experten sprach-
liches Wissen (z. B. in Form von doma¨nenspezifischen Regeln) nur in begrenztem
Umfang explizit zur Verfu¨gung stellen mu¨ssen. Das Gebiet des Maschinellen Lernens,
ein Teilbereich der Ku¨nstlichen Intelligenz, entwickelt und untersucht Methoden und
Algorithmen, die intelligentes menschliches Verhalten zu imitieren versuchen (vgl.
[Raetsch (2004), 1]). In aller Regel wird dabei eine aus Beispielen gewonnene
Verallgemeinerung auf unbekannte Daten u¨bertragen. Wie bereits oben im Zu-
sammenhang mit den Methoden der Korpuslinguistik bemerkt, la¨sst sich zudem
feststellen, dass die statistische Signifikanz bzw. Unterscheidungskraft der Merkma-
le sprachlicher Pha¨nomene selbst von Experten bisweilen falsch eingescha¨tzt wird.
Ein weiteres zentrales Ziel des Maschinellen Lernens ist es daher, auf der Basis
unvollsta¨ndiger Informationen u¨ber die zugrunde liegenden Prozesse, die die
Daten erzeugen, eine Vorhersage u¨ber die zugeho¨rige Klasse, den Cluster, einen
Wertebereich oder ein Erfolg versprechendes Verhalten treffen zu ko¨nnen. Tom Mit-
chell formuliert die oben skizzierten Gedanken etwas formaler wie folgt:
A computer program is said to learn form experience E with respect
to some class of tasks T and performance measure P , if its perfor-
mance at tasks in T , as measured by P , improves with experience E.
[Mitchell (1997), 2]
Das Maschinelle Lernen leiht sich dazu Methoden aus der Statistik bzw. der theore-
tischen Informatik und ist zudem eng verwandt mit dem so genannten Data Mining.
Neben der Suche und Analyse von relevanten Treffern in großen Datenmengen
kann es außerdem u. U. sinnvoll eingesetzt werden, um in Korpora evtl. bisher un-
bekannte Zusammenha¨nge aufzudecken oder Treffer automatisch zu sortieren
und zu klassifizieren. Allerdings du¨rfen die Methoden des Maschinellen Lernens
nicht als Ersatz fu¨r die menschliche Fa¨higkeit angesehen werden, Daten zu analy-
sieren. Genauso wenig modellieren sie kognitive Prozesse wie etwa die menschliche
Sprachverarbeitung. In aller Regel arbeiten sie mit sehr einfachen Repra¨sentationen
der Daten; abstrakte und komplexe kognitive Beschreibungskonzepte fließen kaum
in die Merkmalsrepra¨sentationen mit ein.
Daten wie z. B. Korpustreffer werden fu¨r die Verarbeitung mit Algorithmen des
Maschinellen Lernens u¨blicherweise in Form von so genannten Merkmalsvektoren
repra¨sentiert. Einen Merkmalsvektor kann man sich als Tabellenspalte veranschau-
lichen, die pro Merkmal eine Zeile entha¨lt. Dabei gibt jede Zelle Auskunft u¨ber eine
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bestimmte Eigenschaft, d. h. die konkrete Merkmalsauspra¨gung des betrachteten




Abbildung 3.7: Vom Korpustreffer zum Merkmalsvektor
Im Maschinellen Lernen werden in der Regel vier Methodenklassen unterschieden:
1. Beim unu¨berwachten Lernen enthalten die Treffer keine Angaben u¨ber eine
Klasse oder einen Wertbereich, lediglich die Merkmale der Treffer sind be-
kannt. Gesucht wird auf dieser Grundlage ein Modell zur Beschreibung der
Treffer, das kann entweder ein Clustering sein, also die Einteilung in Kategori-
en, oder eine Hauptkomponentenanalyse, also die Reduktion auf wesentliche
Beschreibungsaspekte.
2. Beim u¨berwachten Lernen ist zu den Treffern neben der Merkmalsbeschrei-
bung auch ein Label bekannt, das entweder in Form eines diskreten (Klassifi-
kation) oder eines kontinuierlichen Werts (Regression) vorliegt. Gesucht wird
auf dieser Grundlage eine Funktion, die bisher ungesehene Treffer mit einem






Abbildung 3.8: Vom Merkmalsvektor zum Klassifikationsmodell
3. Beim halbu¨berwachten Lernen handelt es sich um einen Hybrid aus unu¨ber-
wachtem und u¨berwachtem Lernen; meist wird dabei auf der Basis sehr ge-
ringer Trainingsdaten eine Verallgemeinerung bzw. Vorhersage angestrebt.
4. Beim Bekra¨ftigungslernen (engl. reinforcement learning) schließlich ist ne-
ben einer Merkmalsrepra¨sentation in Form einer Situationsbeschreibung eine
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Belohnung- bzw. Bestrafungsfunktion gegeben. Gesucht ist eine Taktik fu¨r die
Behandlung von bisher ungesehenen Situationen.
Die Algorithmen, die fu¨r die automatische Extraktion von Definitionen in dieser
Arbeit verwendet wurden (vgl. Abschnitt 3.8), fallen unter das u¨berwachte Lernen.
Sie wurden in der Implementierung des Machine Learning Toolkits Weka verwendet;
vgl. [Witten/Frank (2005)].
• Decision Tree (Entscheidungsbaum): Methode des Maschinellen Lernens
zur automatischen Klassifikation von Datenobjekten. Es handelt sich um ein
Regelwerk, das als Baum formalisiert wird. Ein Entscheidungsbaum besteht
aus einem Wurzelknoten und (meist beliebig vielen) Kinderknoten und Bla¨ttern.
Jedem der Kinderknoten entspricht eine Regel des Regelwerks, jedes Blatt
entha¨lt eine Klassifikationsentscheidung. Ausgehend vom Wurzelknoten wird
somit fu¨r ein gegebenes noch unklassifiziertes Datenobjekt ein Pfad durch
den Baum gesucht. Ziel ist es dabei durch eine Abfolge von Regeln zu einem
Blatt und damit zu einer Klassifikationsentscheidung zu gelangen. (Vgl. Ab-
bildung 3.9.) Die Knoten und Bla¨tter eines Entscheidungsbaums werden im
Maschinellen Lernen auf der Grundlage von Trainingsdaten erstellt.
DEF:  15
nDEF:  150
DEF:   5
nDEF:    50
DEF:   10
nDEF:  30
Merkmal 1 = Wert 1.3Merkmal 1 = Wert 1.1
DEF:   0
nDEF:  75
Merkmal 3 = Wert 3.2








Merkmal 3 = Wert 3.1Merkmal 2 = Wert 2.2Merkmal 2 = Wert 2.1
:   0




:   1
DEF:  5
nDEF:  0
:   
 50
Abbildung 3.9: Beispiel-Entscheidungsbaum
• Decision Table (Entscheidungstabelle): Methode des Maschinellen Ler-
nens zur automatischen Klassifikation von Datenobjekten. Sie a¨hneln den
Entscheidungsba¨umen, formalisieren die Regeln ihres Regelwerks allerdings im
Gegensatz zu diesen in einer Tabellenstruktur. Die Tabelle zergliedert sich in
einen Wenn-Bereich, der die mitunter komplexe Sammlung von Bedingungen
in Zeilen und Spalten ordnet, und einen Dann-Bereich, der einer bestimmten
Kombination von Bedingungen (d. h. einer bestimmten Spalte) eine Klassifi-
kationsentscheidung zuordnet. (Vgl. Tabelle 3.1.) Die beiden Bereiche werden
im Maschinellen Lernen auf der Grundlage von Trainingsdaten erstellt.
126
Tabelle 3.1: Beispiel-Entscheidungtabelle
wenn Regel 1 Regel 2 Regel 3 Regel 4 Regel 5
Merkmal 1.1 X X
Merkmal 1.2 X






DEF X X X
nDEF X X
• Naive Bayes (naiver Bayes-Klassifikator): Er verwendet das Bayes-Theorem,
um einem beobachteten Merkmalsvektor (d. h. der Merkmalsbeschreibung ei-
nes Datenobjekts) die wahrscheinlichste Klasse zuzuordnen. Es gilt:
P (C|W ) = P (W |C)P (C)
P (W )
(3.1)
Mit C: Klasse des Datenobjekts und W : beobachteter Merkmalsvektor.
P (C|W ): Wahrscheinlichkeit dafu¨r, dass Datenobjekt der Klasse C angeho¨rt,
unter der Bedingung, dass Merkmalsvektor W beobachtet wurde. P (W |C):
Wahrscheinlichkeit dafu¨r, dass der Merkmalsvektor W beobachtet wurde, un-
ter der Bedingung, dass das Datenobjekt der Klasse C angeho¨rt. Sie bezeich-
net man auch als Likelihood. P (C): Wahrscheinlichkeit fu¨r die Klasse C. Sie
bezeichnet man auch als Apriori-Wahrscheinlichkeit. P (W ): Wahrscheinlich-
keit fu¨r das Auftreten eines bestimmten Merkmalsvektors.
Es ergibt sich aus der oben genannten Bayes-Formel folgende Entscheidungs-
regel:
P (W |ci)P (ci)→ max (3.2)
D. h., wa¨hle diejenige Klasse, fu¨r die der vorangegangene Term maximal wird.
Im Gegensatz zum allgemeinen Bayes-Klassifizierer wird beim Naive Bayes die
statistische Unabha¨ngigkeit der Merkmale vorausgesetzt; es gilt also:
W = (w1, . . . , wn) (3.3)
P (W |C) = P (w1|C)P (w2|C) · . . . · P (wn|C) (3.4)
Allerdings kann von der statistischen Unabha¨ngigkeit in den meisten Klas-
sifikationsproblemen vor allem in sprachtechnologischen Anwendungen nicht
die Rede sein. Trotzdem erzielt er ha¨ufig dann gute Ergebnisse, wenn die
Merkmale nur schwach korreliert sind.
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• k-Nearest-Neighbor (Na¨chste-Nachbarn-Klassifikation): Methode des Ma-
schinellen Lernens zur automatischen Klassifikation von Datenobjekten. Klas-
sifiziert wird nach dem folgenden Algorithmus: Betrachte die k na¨chsten
Nachbarn eines Datenobjekts und ordne ihm die Klasse der Mehrheit seiner
na¨chsten Nachbarn zu (vgl. Abbildung 3.10). Sind die Merkmale der Merk-
malsbeschreibung des Datenobjekts kontinuierlich, so wird fu¨r die Berechnung
des Abstands in aller Regel das Euklidische Abstandsmaß verwendet; sind die
Merkmale der Merkmalsbeschreibung des Datenobjekts hingegen diskret (z. B.
Kategorien), so wird die so genannte Hamming Distanz (bzw. die Summe
der Merkmalsu¨bereinstimmungen) als Abstandsmaß verwendet. Die Methode
geho¨rt zu den so genannten lazy (d. h. faulen) Klassifizierern, da kein explizi-
ter Trainingsschritt durchgefu¨hrt wird. Vor allem in naiven Implementierungen
ist der k-Nearest-Neighbor daher auch ein besonders langsamer Klassifizierer,
da im schlimmsten Fall die Absta¨nde zwischen allen Datenobjekten berechnet
werden mu¨ssen. Der k-Nearest-Neighbor macht zudem keine Annahmen u¨ber
ein zugrunde liegendes stochastisches Modell (es handelt sich also um eine so
genannte non-parametric Method), was besonders in sprachtechnologischen
Anwendungen interessant ist, da hier meist die zugrunde liegende Verteilung
unbekannt oder nur unvollsta¨ndig bekannt ist.
Abbildung 3.10: Links: vor Klassifikation; rechts: nach Klassifikation
Evaluationsmethoden: Um die Qualita¨t einer manuellen Annotation oder eines
Extraktionssystems bewerten zu ko¨nnen, wurden in Korpuslinguistik, Computerlin-
guistik und Sprachtechnologie verschiedene Evaluationsmethoden7 eingefu¨hrt. In
den meisten Fa¨llen handelt es sich dabei um recht intuitive Statistiken, mit deren
Hilfe nicht nur die Performanz eines sprachtechnologischen Systems oder Beschaf-
fenheit bzw. Verwendbarkeit einer Annotation messbar gemacht, sondern gleichzeitig
der Vergleich unterschiedlicher Systeme und Ansa¨tze ermo¨glicht werden soll.
Die Evaluation der manuellen Annotation basiert auf der Forderung, dass die
Annotationsergebnisse verschiedener Annotatoren einen mo¨glichst hohen Grad der
7Die Evaluationsmethoden fu¨r die manuelle Annotation wurden zu einem gro¨ßeren Teil aus
anderen Sozialwissenschaften u¨bernommen.
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U¨bereinstimmung aufzuweisen haben. Diese Forderung la¨sst sich u. a. mit dem wis-
senschaftlichen Grundsatz der Intersubjektivita¨t begru¨nden. Sie entspricht daru¨ber
hinaus dem Wunsch nach Reproduzierbarkeit von Forschungsergebnissen – mithin
der Reproduzierbarkeit der manuellen Annotation (vgl. u. a. [Eye/Mun (2004)]).
Zwar besteht prinzipiell auch die Mo¨glichkeit, die Annotationsergebnisse mit einer
so genannten Goldstandard Annotation, d. h. also der Annotation eines Experten,
zu vergleichen (vgl. [Allouche/Tsoar/Kadmon (2006)]); dieser Ansatz8 wurde aller-
dings in der vorliegenden Arbeit nicht beru¨cksichtigt, da er kaum mit den Anwen-
dungsszenarien vereinbar ist (vgl. Abschnitt 3.1), das ja auf eine große, heterogene
Nutzergruppe abzielt.






1 n11 n12 n13
Klasse
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Eine weit verbreitete, ausgesprochen ha¨ufig verwendete Statistik, mit deren Hilfe die
U¨bereinstimmung von zwei Annotatoren bestimmt werden kann, ist das so genannte
Cohen’s κ (vgl. [Cohen (1960)]). Ihre ebenfalls sehr popula¨re Verallgemeinerung auf
n Annotatoren wird Fleiss’ κ ([Fleiss (1981)]) genannt. Der Grundgedanke beider
Statistiken besteht darin, die Differenz zwischen der statistisch vermutbaren und
der tatsa¨chlich beobachteten U¨bereinstimmung zu messen. Cohen’s κ berechnet
sich wie folgt (die dargestellte Notation entspricht der von [Eye/Mun (2004), 2ff]):
• Im ersten Schritt wird die Summe der beobachteten Wahrscheinlichkeiten be-
stimmt, dass die beiden Annotatoren dieselbe Kategorie wa¨hlen. In einer Quer-






Mit I: Anzahl der Kategorien und pii: relative Ha¨ufigkeit dafu¨r, dass beide
Annotatoren die Kategorie i gewa¨hlt haben.
• Im na¨chsten Schritt wird die Summe der Wahrscheinlichkeiten bestimmt, dass
die Annotatoren dieselbe Kategorie wa¨hlen unter der Annahme statistischer
8Der Vergleich der Annotation der Annotatoren mit einer Goldstandard Annotation durch
einen Experten ist bei terminologischen und wissenschaftlichen Definitionen durchaus sinnvoll,







pi. ∗ p.i (3.6)
Mit pi.: Wahrscheinlichkeit dafu¨r, dass Annotator 1 sich fu¨r Kategorie i ent-
scheidet; p.i: Wahrscheinlichkeit dafu¨r, dass Annotator 2 sich fu¨r Kategorie i
entscheidet.




D. h., die im Annotationsexperiment beobachtete Differenzen zwischen der
tatsa¨chlichen U¨bereinstimmung (Θ1) und der erwarteten U¨bereinstimmung
bei Unabha¨ngigkeitsannahme (Θ2) wird ins Verha¨ltnis gesetzt zur maximal
mo¨glichen Differenz.
Fu¨r die Verallgemeinerung auf mehrere Annotatoren (Fleiss’ κ) werden die Glie-
der der beiden Formeln um die entsprechende Anzahl erweitert, so wird bei drei
Annotatoren aus pii piii usw.
Obwohl die Herleitung von Cohen’s κ durchaus intuitiv ist, kann gezeigt werden,
dass es einige nicht ganz offensichtliche und weniger wu¨nschenswerte Eigenschaften
aufweist (vgl. [Eye/Mun (2004), 4f]): Enthalten die Daten mehrerer Annotatoren
einen gewissen Anteil unterschiedlich annotierter Eintra¨ge, so sinkt der Wert von κ
mit steigender Abweichung der Verteilung der Kategorien von der Gleichverteilung.
D. h., angenommen, es sind Eintra¨ge zu annotieren, die entweder einer Kategorie
A oder Kategorie B angeho¨ren ko¨nnen und zwei Annotatoren haben bereits Anno-
tationsergebnisse geliefert, die einige wenige Nicht-U¨bereinstimmungen aufweisen.
Sind die Kategorien A und B zu jeweils 50 % in den Daten vertreten, ergibt sich
ein bestimmter κ-Wert. Mit denselben Annotationsergebnissen wie bei der 50-50-
Verteilung der Kategorien ergibt sich ein geringeres κ, wenn die Kategorien nicht
zu jeweils 50 % in den Daten enthalten sind, sondern z. B. mit 60 % zu 40 %, ein
wiederum geringeres bei 70 % zu 30 % usw. Aus diesem Grund sind die Interpre-
tationsvorschla¨ge fu¨r die Werte von Cohen’s κ wie etwa von [Landis/Koch (1977)]
nur beschra¨nkt bei verschiedenen Typen von Annotationsexperimenten einsetzbar.
Daru¨ber hinaus werden bei der Berechnung von Cohen’s bzw. Fleiss’ κ nur die
Eintra¨ge beru¨cksichtigt, bei denen alle Annotatoren u¨bereinstimmen (siehe oben);
Fa¨lle in denen z. B. 80 % der Annotatoren dieselbe Kategorie wa¨hlen, werden nicht
entsprechend in die Statistik einbezogen, was insbesondere in Experimenten mit
vielen Annotatoren einen gravierenden Nachteil darstellen kann. Um daher einen
umfassenderen U¨berblick zur U¨bereinstimmung der Annotatoren bzw. Qualita¨t der
Annotation angeben zu ko¨nnen, schlagen [Eye/Mun (2004), 6] vor, neben den κ-
Werten zusa¨tzlich das so genannte Raw Agreement (also die relative Anzahl der
U¨bereinstimmungen) auszuweisen und die Statistiken daru¨ber hinaus gegebenen-
falls mit Hilfe eines Signifikanztests abzusichern.
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Obwohl viele sprachtechnologische Anwendungen letztlich nur u¨ber die Zufrieden-
heit der Nutzer, fu¨r die sie entwickelt wurden, evaluiert werden ko¨nnen, hat es
sich als hilfreich erwiesen, statistische Abscha¨tzungen u¨ber ihre Performanz der
Gesamtsicht oder zentraler Einzelkomponenten zu berechnen (vgl.
[Manning/Schuetze (2001), 267]). Diese Performanzbewertungen werden zudem
dazu verwendet, a¨hnliche sprachtechnologische Anwendungen, die sich letztlich nur
in den verwendeten Algorithmen unterscheiden, kompetitiv zu evaluieren (solche
Evaluationen sind als Shared Tasks bekannt, vgl. z. B. den in Abschnitt 2.13.1 skiz-
zierten Shared Task im Bereich des Question-Answerings). Insbesondere in Fa¨llen,
in denen sich das der sprachtechnologischen Anwendung zugrunde liegende Problem
im Sinn einer Klassifikationsaufgabe beschreiben la¨sst, werden ha¨ufig Abdeckung
und Genauigkeit als Zielgro¨ßen der Evaluation verwendet.
Fu¨r einen Fall mit zwei Kategorien ergibt sich eine mengentheoretische Darstellung,
wie sie Abbildung 3.11 illustriert. Angenommen, Kategorie A ist die Zielkategorie
und Kategorie B die Restkategorie, so zerfallen alle vom System zu klassifizierenden
Korpuseintra¨ge in die vier folgenden Teilmengen:
1. Die Eintra¨ge wurden korrekterweise der Zielkategorie zugeordnet (Zielkatego-
rie korrekt, kurz: Zk).
2. Die Eintra¨ge wurden korrekterweise der Restkategorie zugeordnet (Restkate-
gorie korrekt, kurz: Rk).
3. Die Eintra¨ge wurden fa¨lschlicherweise der Restkategorie zugeordnet (Restka-
tegorie falsch, kurz: Rf ; nach [Manning/Schuetze (2001), 268] auch Fehler
erster Ordnung genannt).
4. Die Eintra¨ge wurden fa¨lschlicherweise der Zielkategorie zugeordnet (Zielka-
tegorie falsch, kurz: Zf ; nach [Manning/Schuetze (2001), 268] auch Fehler
zweiter Ordnung genannt).
Es gilt: Je mehr die gestrichelt gezeichnete Teilmenge und die durchgezogen ge-
zeichnete Teilmenge in Abbildung 3.11 u¨berlappen, desto besser ist die generelle
Performanz der sprachtechnologischen Anwendung in Bezug auf das Klassifikations-
problem. Mit den vier Teilmengen la¨sst sich dieses intuitive Performanzversta¨ndnis
im Sinn der Abdeckung und Genauigkeit berechnen. Die Genauigkeit (ha¨ufig als
Precision bezeichnet) ergibt sich damit aus dem Verha¨ltnis der Eintra¨ge, die die An-






Die Abdeckung (ha¨ufig als Recall bezeichnet) ergibt sich aus dem Verha¨ltnis der
Eintra¨ge, die die Anwendung richtig klassifiziert, zu allen Eintra¨gen, die die Anwen-
























Abbildung 3.11: Mengentheoretische U¨bersicht der richtig und falsch klassifizierten
Eintra¨ge
Genauigkeit und Abdeckung stehen in einem direkten Zusammenhang zueinander;
so kann die Genauigkeit einfach dadurch verbessert werden, dass eben nur noch
Eintra¨ge der Zielkategorie zugeordnet werden, die ausgesprochen starke Merkmale
aufweisen – was allerdings in der Regel auf Kosten der Abdeckung geht. Umge-
kehrt erzielt man eine gute Abdeckung, indem alle – eben auch die recht schwachen
Merkmale – dazu fu¨hren, dass ein Eintrag der Zielkategorie zugeordnet wird – was
in der Regel nur auf Kosten der Genauigkeit geht. Fu¨r eine konkrete Klassifikati-
onsaufgabe heißt das einerseits, dass Genauigkeit und Abdeckung eng miteinander
verbunden sind und beide gemeinsam in einem Diagramm abgetragen eine bestimm-
te, fu¨r jede Klassifikationsaufgabe und jeden Datensatz spezifische Kurve ergeben
(vgl. Abbildung 3.12 fu¨r eine Beispielkurve). Aufgrund des gegenseitigen Einflusses
ist es ha¨ufig sinnvoll, Genauigkeit und Abdeckung in einem Maß zu kombinieren,
das insgesamt u. U. eine genauere Abscha¨tzung der Performanz bietet. Hierfu¨r




α 1P + (1− α) 1R
(3.10)
Mit α: Gewichtungsfaktor fu¨r Genauigkeit (P ) und Abdeckung (R). Neben den
genannten Maßen fu¨r die Abscha¨tzung der Performanz (von Teilen) einer sprach-
technologischen Anwendung werden alternativ oder erga¨nzend u. a. auch Accuracy
(Anteil der richtig klassifizierten Eintra¨ge), Error (Anteil der falsch klassifizierten






















Abbildung 3.12: Beispielhafte Genauigkeit-Abdeckung-Kurve
3.2.2 Experimenteller Aufbau
Voraussetzung fu¨r die automatische Extraktion ist die Operationalisierung der De-
finition im Hinblick auf die anvisierten Anwendungsszenarien (siehe Abschnitt 3.1)
und die systematische Analyse von Korpusdaten mit dem Ziel, besonders diskrimina-
tive Merkmale zu ermitteln. Hierzu wurde eine Reihe von verschiedenen empirischen
Untersuchungen durchgefu¨hrt. Abbildung 3.13 zeigt eine U¨bersicht dieser Experi-
mente und Studien, ihre zeitliche Abfolge und ihre gegenseitigen Wechselwirkungen
in Bezug auf Versuchsaufbau und Datengrundlage. Es sind im Einzelnen:
• Im Rahmen von vier Annotationsexperimenten (vgl. Abschnitt 3.3 und 3.5)
mit jeweils leicht unterschiedlichen Zielsetzungen, Richtlinien und Korpusda-
ten wurden u. a. die Operationalisierung und ein handannotiertes Trainings-
sowie ein Evaluationskorpus erarbeitet. Daru¨ber hinaus wurde insbesondere in
den Annotationsexperimenten 3 und 4 die U¨bereinstimmung der Annotatoren
und damit die Qualita¨t der annotierten Daten und die Intersubjektivita¨t der
Aufgabenstellung u¨berpru¨ft.
• Flankierend zu den Annotationsexperimenten wurden drei Studien zur Sicht
von Rezipienten und Produzenten (vgl. Abschnitt 3.4) durchgefu¨hrt, die
Aufschluss u¨ber von potenziellen Nutzern des oben dargestellten Wortinfor-
mationssystems als charakteristisch empfundene Definitionstypen und Formu-
lierungsmuster geben sollten. Ein Teil der in den Annotationsexperimenten 1
und 2 gesammelten Daten wurden fu¨r die Rezipientenstudie verwendet. Umge-
kehrt flossen die Erkenntnisse u¨ber typische Muster etc. aus den drei Studien
wiederum in die Richtlinien fu¨r die Annotationsexperimente 3 und 4 ein.
• Die in den Annotationsexperimenten 3 und 4 manuell ausgezeichneten Da-
ten wurden schließlich einer Korpusanalyse (vgl. Abschnitt 3.8) unterzogen.
Dabei wurden einfache Merkmale fu¨r die Extraktionsexperimente zusammen-
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Abbildung 3.13: U¨bersicht aller Experimente und Studien, Wechselwirkungen und
zeitlicher Ablauf
Entwicklung dieses Systems wurde mit verschiedenen Verfahren des Maschi-
nellen Lernens und unterschiedlichen Parametrisierungen experimentiert.
• Schließlich wurden verschiedene lexikalisch-semantische Extraktionsmerk-
male untersucht sowie eine gro¨ßere Anzahl Formulierungsmuster als regula¨re
Ausdru¨cke in Java implementiert. Beide Merkmalstypen wurden jeweils auf
dem gesamten Korpus eingesetzt und die so extrahierten Treffer anhand der
in den Annotationsexperimenten 3 und 4 entwickelten und evaluierten Richt-
linien ausgewertet.
Die vier Annotationsexperimente und die drei Rezipienten- bzw. Produzentenstudi-
en wurden teilweise zeitgleich durchgefu¨hrt, wobei Letztere als Unterstu¨tzung und
Erga¨nzung fu¨r die in den Annotationsexperimenten u. a. angestrebte Operationalisie-
rung konzipiert waren. Die aus den Annotationsexperimenten resultierenden manuell
ausgezeichneten Korpusdaten wurden nach Abschluss aller Annotationsexperimente
bzw. Rezipienten-/Produzentenstudien im Hinblick auf syntaktische und seman-
tische Muster sowie deren Ha¨ufigkeitsverteilung ausgewertet. Diese Analyse stellt
wiederum die Voraussetzung und Grundlage fu¨r die Experimente zur automatischen
Extraktion dar. Die Extraktionsexperimente schließlich wurden daher – bis auf einige
Prototypentests wa¨hrend der ersten Annotationsexperimente – in ihrer endgu¨ltigen
Fassung wiederum erst nach Abschluss der Korpusanalyse durchgefu¨hrt.
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In den folgenden Abschnitten werden die einzelnen Experimente, Studien und Analy-
sen im Detail erla¨utert. Ausgangspunkt bilden die Annotationsexperimente 1 und 2
(vgl. Abschnitt 3.3); hier geht es vor allem um praktische Fragen der Annotation von
definitorischen Textsegmenten, wie Zeit und Aufwand der manuellen Auszeichnung
durch Annotatoren sowie der Auswahl eines geeigneten Korpus bzw. einer geeig-
neten Korpusstichprobe. In Abschnitt 3.4 werden die drei Studien zur Rezipienten-
und Produzenten-Sicht dargestellt, deren Ziel es insbesondere war, weitere Ideen
und Kriterien fu¨r die Operationalisierung zu liefern.
In den Abschnitten 3.5 und 3.6 werden die Annotationsexperimente 3 und 4 vor-
gestellt, dabei liegt der Fokus auf den Annotationsrichtlinien, den Beobachtungen
und Unsicherheiten der Annotatoren sowie dem Inter-Annotator Agreement, also
der U¨bereinstimmung der Annotatoren und damit der Qualita¨t der manuell ausge-
zeichneten Daten. Vor allem lexikalisierte syntaktische, aber auch semantische und
statistische Merkmale der annotierten Textsegmente und die Auswahl besonders
unterscheidungsstarker Merkmale im Umfeld der Definitionen bilden das Zentrum
von Abschnitt 3.8. Schließlich werden dort auch die verschiedenen Bausteine der
eigentlichen Extraktionsexperimente vorgestellt.
3.3 Annotationsexperimente 1 und 2
Im Gegensatz zu gela¨ufigeren Annotationsaufgaben, wie etwa der Annotation von
syntaktischen Strukturen (vgl. u. a. [Marcus/Santorini/Marcinkiewicz (1993)] oder
[Brants/Skut/Uszkoreit (2003)]), von Named Entities (vgl. u. a. [Chinchor (1997)]
oder [TjongKimSang/DeMeulder (2003)]) oder auch von Word Senses (vgl. u. a.
[Kilgarriff/Palmer (2000)]), wurden bisher nur wenige Erfahrungen mit der Annota-
tion von definitorischen Textsegmenten vero¨ffentlicht; wobei die wenigen Arbeiten
sich auf die Annotation von terminologischen Definitionen beschra¨nken. Die ein-
zige ausfu¨hrliche Darstellung von Annotationsrichtlinien fu¨r deutsche Korpora ist
den Projektdokumentationen von [Wellinghoff (2006)] bzw. [Beisswenger (2004)]
zu entnehmen. Diese Annotationsrichtlinien bilden daher den zentralen Ausgangs-
punkt fu¨r die im Folgenden dargestellten Annotationsexperimente 1 und 2. Aller-
dings unterscheidet sich deren Zielsetzung von der der vorliegenden Arbeit: Die
in [Beisswenger (2004)] und [Wellinghoff (2006)] dargestellten Annotationsexperi-
mente wie auch die in Abschnitt 2.13 diskutierte darauf aufbauende Studie zur
automatischen Extraktion von Definitionen von [Storrer/Wellinghoff (2006)] wur-
den im Zusammenhang mit dem Projekt HyTex9 durchgefu¨hrt. Dessen Ziel ist die
automatische Hypertextualisierung nach textgrammatischen Gesichtspunkten zur
Unterstu¨tzung des selektiven Lesens von Fachtexten. Die Untersuchungen zur manu-
ellen Auszeichnung und automatischen Extraktion von Definitionen zielen in HyTex
daher auf terminologische Definitionen in Fachtexten. Im Gegensatz dazu liegt der
Fokus der vorliegenden Arbeit in erster Linie auf Definitionen zu allgemeinsprachli-
cher Nennlexik im Zusammenhang mit den lexikographischen Anwendungsszenarien
9Vgl. die Projektwebseiten unter http://www.hytex.tu-dortmund.de/ (Stand 2009-06-18).
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(vgl. Abschnitt 3.1).
Wie die sprachtechnologische Forschung immer wieder gezeigt hat, ko¨nnen Ergeb-
nisse, die fu¨r ein bestimmtes Korpus bzw. Anwendungsszenario erzielt wurden, nicht
ohne Weiteres auf ein anderes Korpus oder Anwendungsszenario u¨bertragen werden
(vgl. u. a. [Brill (1995)]). Daher war es notwendig, die in HyTex entwickelten Anno-
tationsrichtlinien und Verfahren im Hinblick auf die vorliegenden Anwendungsszena-
rien anzupassen und teilweise zu erweitern. Grundsa¨tzlich mu¨ssen bei der Planung
und Durchfu¨hrung eines Annotationsexperiments mindestens vier Aspekte vorab
oder im Zuge der Experimente ermittelt bzw. beru¨cksichtigt werden:
1. Arbeitsaufwand und Zeitbedarf beinhalten u. a. die Anzahl der Annotato-
ren, die fu¨r die manuelle Auszeichnung der Daten beno¨tigt werden, um einen
Datensatz zu erstellen, der als Trainings- bzw. Testkorpus fu¨r die Entwicklung
eines Extraktionssystems ausreicht. Daneben stellt sich die Frage nach der
Komplexita¨t der Aufgabe, wie schwierig also die Annotation ist, welche Ana-
lyseschritte dabei erledigt werden mu¨ssen etc., wovon u. a. abha¨ngt, welches
Training die Annotatoren durchlaufen mu¨ssen. Eng verzahnt mit den beiden
oben genannten Punkten ist die Abscha¨tzung des Zeitbedarfs, also die Dauer
der manuellen Auszeichnung fu¨r eine bestimmte Anzahl von Eintra¨gen, die
in der Planung des Annotationsexperiments einen nicht zu unterscha¨tzenden
Faktor darstellt.
2. Die Annotationsrichtlinien enthalten in aller Regel Angaben u¨ber seman-
tische, syntaktische und ha¨ufig einige technische Aspekte der eigentlichen
Annotation, d. h., sie beschreiben, was wie annotiert werden soll. Im Idealfall
bilden sie die Aufgabenstellung in Bezug auf ein Anwendungsszenario oder ei-
ne Familien von Anwendungsszenarien ab. Die endgu¨ltigen Richtlinien setzen
in aller Regel Vorstudien voraus, denn nicht selten zeigen erst diese, dass z. B.
die Operationalisierung noch unvollsta¨ndig ist, die Annotatoren die Richtlinien
als schwer versta¨ndlich empfinden oder sie sich bei der konkreten Umsetzung
unsicher sind.
3. Das fu¨r die Annotation verwendete Korpus kann ausgewa¨hlt werden nach
den Bedingungen eines Anwendungsszenarios, theoretischen Annahmen oder
Beobachtungen, z. B. Ha¨ufigkeit und Verteilung bestimmter Pha¨nomene,
Qualita¨t, Ausgewogenheit, Repra¨sentativita¨t der Ressource (vgl. auch Ab-
schnitt 3.2.1 und 3.3.2) etc. Daneben sind aber zudem rein opportunisti-
sche Auswahlkriterien, wie etwa die Verfu¨gbarkeit, Gro¨ße oder Vorverarbeitung
(z. B. Lemmatisierung oder Wortartenauszeichnung) denkbar.
4. Die U¨bereinstimmung der Annotatoren wird schließlich mit einer oder bei ver-
schiedenen Versuchsaufbauten mehreren Inter-Annotator Agreement Mes-
sungen ermittelt. Dazu wird die U¨bereinstimmung fu¨r die Annotationsergeb-
nisse mehrerer Annotatoren meist mit dem κ-Koeffizienten (vgl. Abschnitt
3.2.1 fu¨r Details) berechnet. Inter-Annotator Agreement Experimente stellen
einen wichtigen Mechanismus zur Qualita¨tskontrolle dar.
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Da es schwer mo¨glich schien, alle vier Aspekte mit einem oder zwei Experimenten
zu erfassen, wurden in den vier Annotationsexperimenten der vorliegenden Arbeit
jeweils Antworten auf eine kleine Auswahl der oben skizzierten Aspekte anvisiert.
Eine U¨bersicht dieser Experimente sowie der jeweils verwendeten Daten und Anno-
tationsrichtlinien ist Abbildung 3.14 zu entnehmen. Wie die Abbildung verdeutlicht,
lag der Fokus der ersten beiden Experimente, die sich jeweils im Hinblick auf die
verwendete Datengrundlage unterscheiden, in erster Linie auf praktischen Frage-
stellungen u. a. der Korpusstichprobe, aber auch dem notwendigen Zeitbedarf und
Arbeitsaufwand. Fu¨r diese beiden Experimente wurde eine u¨berarbeitete Version
der Annotationsrichtlinien von [Beisswenger (2004)] bzw. [Wellinghoff (2006)] ein-
gesetzt. Die Annotationsexperimente 3 und 4 wiederum dienten der U¨berarbeitung
der Annotationsrichtlinien, um sie auf die Anforderungen der Anwendungsszenarien
der vorliegenden Arbeit zuzuschneiden, und der U¨berarbeitung des Auswahlkriteri-
ums fu¨r die annotierte Stichprobe, um einen Datenbias zu verhindern. Schließlich
wurde in beiden Experimenten zusa¨tzlich das Inter-Annotator Agreement bestimmt.
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Abbildung 3.14: U¨bersicht der vier Annotationsexperimente mit Angaben zu den
verwendeten Richtlinien und Korpusstichproben
perimenten ableitet, sind in Abbildung 3.15 dargestellt. Sie beziehen sich in Annota-
tionsexperiment 1 vor allem auf die praktischen Rahmenbedingungen der Annotation












höhere Ausbeute bei geringerem Auf-
wand; Erweiterung der Richtlinien bzgl. 
Definitionsmuster/-typen erforderlich
mäßiges Inter-Annotator Agreement;
weitere Präzisierung von Mustern, 
Typen und Szenario erforderlich
verbessertes Inter-Annotator Agreement; 
Gold-Standard-Annotation
Ergebnisse/Schlussfolgerungen
Abbildung 3.15: U¨bersicht der Ergebnisse und Schlussfolgerungen der vier Annota-
tionsexperimente
der Daten (vgl. Abschnitt 3.3.2) und verschiedene Aspekte der Annotationsrichtli-
nien (vgl. Abschnitt 3.5) und in den Annotationsexperimenten 3 und 4 schließlich
auch auf das Inter-Annotator Agreement bzw. die damit verbundene Qualita¨t der
annotierten Daten (vgl. Abschnitt 3.6) sowie den Einsatz dieser als Datengrundlage
in den Extraktionsexperimenten (vgl. Abschnitt 3.8).
3.3.1 Arbeitsaufwand und Zeitbedarf der manuellen
Annotation
Da die Autorin keine praktischen Informationen zum Zeitbedarf und Arbeitsaufwand,
d. h. der Komplexita¨t der Annotation von Definitionen in Texten finden konnte,
wurden zwei Annotationsvorstudien durchgefu¨hrt, die vor allem erste Hinweise zur
Beantwortung der folgenden Fragestellungen liefern sollten:
1. Wie lange dauert die Annotation von Definitionen?
2. Wie aufwa¨ndig, schwierig ist die Annotation von Definitionen?
3. Welche Textsegmente sind fu¨r die Anwendungsszenarien der vorliegenden Ar-
beit besonders relevant?
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Als Ausgangspunkt fu¨r Annotationsexperiment 1 wurden die Richtlinien von
[Beisswenger (2004)] sowie [Wellinghoff (2006)] eingesetzt. Im Gegensatz zu diesen
wurde allerdings in der u¨berarbeiteten Fassung auf die Einfu¨hrung der aus der phi-
losophischen und wissenschaftstheoretischen Literatur bekannten Definitionstypen
verzichtet (vgl. Abschnitte 2.6.1 und 2.6.2). Diesem U¨berarbeitungsschritt lag die
Annahme zugrunde, dass theoretische U¨berlegungen und intensionale Begriffsbe-
stimmungen die Annotatoren eher verwirren und daher die Annotation behindern
ko¨nnen. Die Darstellung der drei grundlegenden Bestandteile einer Definition (De-
finiendum, Definiens, Definitor) in den Richtlinien von [Beisswenger (2004)] bzw.
[Wellinghoff (2006)] wurde in der u¨berarbeiteten Fassung durch praktische Auf-
gaben erga¨nzt (wodurch ein – wenn auch minimales – Training der Annotatoren
sichergestellt werden sollte). Daneben wurden einige technische Hinweise und ein
Pru¨fschema eingefu¨gt, das als Hilfestellung fu¨r die Entscheidung
”
Definition oder
nicht?“ dienen sollte. Die so vera¨nderten und erga¨nzten Richtlinien, inklusive tech-
nischer Hinweise und Pru¨fschema, sind im Anhang abgedruckt.
Die Darstellung der verschiedenen Definitionstypen in den Abschnitten 2.6.1, 2.6.2,
2.6.4 sowie 2.10.3 verdeutlicht, dass terminologische Definitionen, wie sie in HyTex
relevant sind, einige Besonderheiten aufweisen. Vor allem handelt es sich dabei in
der Regel um aristotelische Definitionen. Entsprechend liegt der Schwerpunkt der
Richtlinien von [Beisswenger (2004)] bzw. [Wellinghoff (2006)] auf diesem Definiti-
onstyp. Wie die Abschnitte 2.6.4, 2.10.3 und 2.12.4 ebenfalls unterstreichen, ist die
Verwendung dieses Definitionstyps fu¨r allgemeinsprachliche Nennlexik nicht in je-
dem Fall angemessen. Die Erwartung vor Beginn der Experimente war daher, in den
Daten eine Reihe von bisher in den Richtlinien unberu¨cksichtigten Definitionstypen
und Formulierungsmustern vorzufinden.
Drei Versuchspersonen wurden gebeten, mit den oben angesprochenen Richtlinien
Texte zu annotieren. Sie bekamen die Aufgabe, u¨ber die Dauer der Annotation pro
Textabschnitt und eventuell beobachtete Problemfa¨lle genau Protokoll zu fu¨hren.
Neben den beiden Klassen Definition (DEF) und keine Definition (nDEF) wurde
eine dritte fu¨r Grenzfa¨lle (uDEF) eingefu¨hrt. Dadurch sollten die Versuchsperso-
nen in die Lage versetzt werden, ihrer Meinung nach fu¨r die Anwendungsszenarien
interessante Textsegmente zu beru¨cksichtigen, die im Sinn der oben skizzierten An-
notationsrichtlinien eigentlich nicht der Gruppe der Definitionen ha¨tten zugeordnet
werden du¨rfen. Um den Anwendungsszenarien (vgl. Abschnitt 3.1) der vorliegen-
den Arbeit Rechnung zu tragen, wurden fu¨r dieses erste Annotationsexperiment
Korpusdaten des Digitalen Wo¨rterbuchs der deutschen Sprache des 20. Jh. (kurz:
DWDS)10 der Berlin-Brandenburgischen Akademie der Wissenschaften verwendet
(vgl. [Geyken (2007)]). Wie in Abschnitt 2.13 dargestellt, kann eine Vorauswahl
von Korpuseintra¨gen (hier: Sa¨tze) u¨ber bestimmte Verben hilfreich bei der Analyse
und der automatischen Extraktion von Definitionen sein. Dr. Alexander Geyken von
der Berlin-Brandenburgischen Akademie stellte uns daher freundlicherweise zu den
in Tabelle 3.3 gelisteten Verben die Treffer in den DWDS-Korpora zusammen.
10Dessen Online-Benutzerschnittstelle bereits in Abschnitt 3.1 vorgestellt wurde.
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auffassen && als begreifen && als definieren && als
bestehen && aus bezeichnen && als charakterisieren && als
einfu¨hren && als bezeichnen && als spezifizieren && als
verstehen && als verstehen && unter vorstellen && als
heissen ‖ heißen @ist ‖ @sei ‖ @seien ‖ @sind
Tabelle 3.4: U¨bersicht der Dauer und Ausbeute bei der Annotation von Textseg-
menten in einer Stichprobe der DWDS-Daten
Versuchsperson (VP) Arbeitszeit Anzahl Anzahl Anzahl
+ Definitor nDEF DEF uDEF
VP 1(bedeuten) 2 Stunden 234 7 6
VP 2 (vorstellen) 1,5 Stunden 196 1 2
VP 3 (verstehen) 1 Stunde 69 0 0
Diese Daten umfassen insgesamt 17 Teile mit mehr als 500 MB Text. Fu¨r Anno-
tationsexperiment 1 wurden daraus drei zufa¨llige Stichproben gezogen mit Treffern
zu den Verben bedeuten, vorstellen und verstehen. Tabelle 3.4 zeigt die Ergeb-
nisse dieses Experiments. Die Tabelle veranschaulicht einige fu¨r die Beantwortung
von Fragen 1 (Zeitbedarf) und 2 (Komplexita¨t der Aufgabe) relevante Aspekte:
Zuna¨chst wird klar, dass in den Daten trotz des eingesetzten Filters (d. h. der Vor-
auswahl auf Grund bestimmter Verben) extrem wenige Definitionen im Sinn der
Annotationsrichtlinien enthalten sind. Der relative Anteil der Definitionen (und un-
klaren Fa¨lle, also DEF und uDEF) betra¨gt in keinem Fall mehr als 5 %. Rechnet man
zusa¨tzlich die Zweifelsfa¨lle aus der relativen Ha¨ufigkeit heraus, so entsprechen sogar
weniger als 3 % der (vorgefilterten!) Korpuseintra¨ge definitorischen Textsegmenten.
Obwohl davon auszugehen ist, dass mit zunehmender Erfahrung der Annotatoren
auch die Annotationsarbeit schneller werden du¨rfte, demonstrieren die Ergebnisse
eindru¨cklich die geringe Ausbeute und damit den hohen Zeitbedarf.
Ein Zahlenbeispiel soll das zusa¨tzlich illustrieren: Angenommen eine gut geschulte
Versuchsperson ist in der Lage, 15 Definitionen in zwei Stunden zu identifizieren und
zu annotieren – entsprechend den Angaben in Tabelle 3.4 wa¨re das eine großzu¨gige
Abscha¨tzung nach oben – dann wu¨rde eine einzelne Versuchsperson ca. 70 Stunden
fu¨r ca. 500 Definition beno¨tigen. Da die Anzahl der parallel arbeitenden Annotatoren
wesentlich fu¨r die Qualita¨t der Annotation ist (vgl. [Artstein/Poesio (2005)]), sollte
man von mindestens zwei Annotatoren pro Abschnitt ausgehen. Bei 500 Definitionen
wu¨rde das also bereits ca. 140 Stunden Arbeit (a` 70 Stunden pro Annotator) bedeu-
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ten. Theoretisch wa¨re diese Arbeit in etwas unter zwei Wochen zu erledigen (bei 40
Stunden pro Woche auf zwei Personen verteilt). Allerdings zeigt die Erfahrung11,
dass die Annotation von Daten keine Arbeit ist, die ohne umfangreiche Pausen
u¨ber mehrere Stunden am Stu¨ck konzentriert durchgehalten werden kann. Realis-
tisch wa¨re also die Annahme von ca. 20 Stunden Annotation pro Person/Woche; in
diesem Fall wu¨rde sich die Gesamtdauer auf vier Wochen strecken. Allerdings sind
noch mindestens vier weitere Aspekte dabei zu beru¨cksichtigen:
1. Bei ca. 15 Verben, fu¨r die Teilkorpora aus dem DWDS extrahiert wurden,
bedeuten 500 Definitionen insgesamt, dass nur ca. 33 Treffer pro Verb12 in
derart annotierten Daten enthalten sein wu¨rden. Fu¨r nicht allein auf lexika-
lisierte syntaktische Beschreibung basierende, sondern hybride Verfahren zur
automatischen Extraktion von Definitionen, wie sie hier eingesetzt werden
sollen, ko¨nnten 33 Treffer pro Muster zu wenig sein; zusa¨tzlich ist nicht unbe-
dingt davon auszugehen, dass ein Verb genau einem Formulierungsmustertyp
entspricht; pro Muster wu¨rden die Daten also unter diesen Annotationsbedin-
gungen sogar evtl. noch weniger Treffer enthalten.
2. Daru¨ber hinaus ist es naheliegend, dass es einige fu¨r Definitionen relevante
Merkmale gibt, die im (un-)mittelbaren Kontext zu finden sind. Daher mu¨sste
neben den nach definitorischen Verben vorgefilterten Treffern des DWDS auch
der erweiterte Kontext der Treffer annotiert werden, wodurch sich der Zeit-
aufwand nochmals erho¨hen wu¨rde.
3. Wie die Tabelle weiter zeigt, werden die verschiedenen Verben unterschiedlich
ha¨ufig als Definitoren verwendet (vgl. auch [Steinhoff (2007), 395]). Daru¨ber,
wie die Verteilung genau aussieht, la¨sst die Vorstudie keine Schlu¨sse zu. Es
wa¨re also denkbar, dass der Zeitbedarf geringer ausfa¨llt, falls viele der Verben
ha¨ufiger im Zusammenhang mit Definitionen vorkommen als vorstellen und
verstehen (siehe Tabelle 3.4); andererseits ist auch ein viel ho¨herer Zeitbedarf
mo¨glich, wenn sich die meisten anderen potenziellen Definitorverben in Tabelle
3.3 a¨hnlich wie verstehen verhalten.
4. Bearbeiten zwei oder mehr Annotatoren dieselben Eintra¨ge, so ist davon aus-
zugehen, dass sich die verschiedenen Annotationen unterscheiden. Soll sich
am Ende ein einheitlicher Datensatz ergeben, so muss zusa¨tzlich ein Arbeits-
schritt vorgesehen werden, in dem u¨ber die Unterschiede entschieden wird;
natu¨rlich ist auch dafu¨r Zeit und Arbeitskraft vorzusehen.
Neben einer ersten Abscha¨tzung des Arbeitsaufwands bzw. Zeitbedarfs fu¨r die An-
notation von Definitionen, la¨sst sich fu¨r die Konstruktion der folgenden Experimente
11Diese Erkenntnis unterstreicht beispielsweise E. Hovy in seinem 2006 im Rahmen des LREC
2006 (5th Language Resources and Evaluation Conference, Mai 2006, Genua) Workshops on An-
notation Science gehaltenen Keynote Vortrag zum Project OntoBank.
12Dieses Zahlenbeispiel setzt voraus, dass die Definitionen pro Verb gleichma¨ßig verteilt sind –
davon ist aber, wie schon Tabelle 3.4 zeigt, nicht auszugehen. Daher werden fu¨r einzelne Verben
deutlich mehr Eintra¨ge annotiert werden mu¨ssen, um eine entsprechende Anzahl positiver, also
definitorischer Eintra¨ge, zusammenstellen zu ko¨nnen.
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ein weiterer Schluss aus den Ergebnissen in Tabelle 3.4 ableiten. Dieser bezieht sich
auf die Frage nach den relevanten Textsegmenten und deren Merkmalen (siehe Fra-
ge 3 oben). Zumindest die Versuchspersonen 1 und 2 annotierten neben den klar als
Definition erkannten Textsegmenten ungefa¨hr noch einmal so viele mit der Grenz-
fallklasse uDEF. Die Versuchspersonen hatten also relativ ha¨ufig das Gefu¨hl, dass ein
Textsegment, das im Hinblick auf die Annotationsrichtlinien klar als nDEF annotiert
werden mu¨sste, trotzdem fu¨r die Anwendungsszenarien relevant sein ko¨nnte.
Zusammenfassung: Annotationsexperiment 1 zeigt, dass (1) der Zeit- und Arbeits-
aufwand fu¨r die Annotation in der bisherigen Konstellation recht groß ist und (2)
die Richtlinien zu wenige der fu¨r die Anwendungsszenarien relevanten Textsegmente
abdecken.
3.3.2 Auswahl eines geeigneten Korpus
Zwar wurde fu¨r Annotationsexperiment 1 eine Stichprobe des DWDS-Korpus ver-
wendet, die insbesondere im Hinblick auf die in Abschnitt 3.1 dargestellten Anwen-
dungsszenarien geeignet erscheint. Allerdings stellt vor allem die geringe Ausbeute
wie auch die nur teilweise freie Verfu¨gbarkeit eines gro¨ßeren Kontextes der zu den
Definitorverben ermittelten Treffer den Einsatz dieser Daten in Frage. Aus diesem
Grund wurden fu¨r die Planung und Konstruktion von Annotationsexperiment 2 ei-
nige kleinere Vorstudien mit unterschiedlichen, alternativen Daten durchgefu¨hrt.
Dazu standen der Autorin vier Ressourcen zur Verfu¨gung, die als Alternativen
grundsa¨tzlich denkbar sind und – wenn auch nicht fu¨r die Annotationsexperimente
oder die automatische Extraktion verwendet – doch bei den folgenden U¨berlegungen
zur U¨berarbeitung der Richtlinien alle beru¨cksichtigt wurden. Die entsprechenden
vier Vorstudien wurden von der Autorin selbst durchgefu¨hrt, es sind:
1. Analyse und Kategorisierung einer Auswahl von Textsegmenten in einer Samm-
lung literarischer Definitionen (vgl. [Schmidt (1989)]).
2. Analyse und Kategorisierung einer Sammlung von definitorischen Textsegmen-
ten aus Lehrbu¨chern verschiedener Fa¨cher, zusammengestellt von Dr. Michael
Beißwenger fu¨r das Seminar Bedeutung und Bedeutungsexplikation im Win-
tersemester 2007/2008 an der TU Dortmund unter der Leitung von Prof.
Angelika Storrer.
3. Suche und Annotation von definitorischen Textsegmenten in einer kleinen
Stichprobe der CoNLL-Daten 13 (vgl. [TjongKimSang/DeMeulder (2003)]).
13Bei den CoNLL-Daten handelt es sich um ein Zeitungskorpus, das bereits fu¨r die Entwicklung
und Evaluation von Systemen zur Extraktion von Named Entities zusammengestellt und annotiert
wurde. Die Stichprobe umfasste 200 Sa¨tze dieser CoNLL-Daten, die jeweils einen der in Tabelle
3.4 verwendeten Definitoren enthielten.
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4. Suche und Annotation von definitorischen Textsegmenten in einer kleinen
Stichprobe der Wacky-Daten14 (vgl. [Baroni/Bernardini (2006)]).
Als Datengrundlage fu¨r die Annotation von definitorischen Textsegmenten eignen
sich die beiden Sammlungen (vgl. Punkt 1 und 2 oben) nicht: Die Sammlung li-
terarischer Definitionen liegt nicht in maschinenlesbarer Form vor, es handelt sich
bei den darin enthaltenen Textsegmenten um – wenn man so will – als Definitionen
getarnte Aphorismen o. A¨. Interessant sind sie allerdings deshalb, weil sie zwar in
Bezug auf ihre Funktion (es du¨rfte dabei in aller Regel wohl nicht um die Begriffs-
bildung eines Definiendums gehen) und meist auch inhaltlich kaum als Definitionen
gelten ko¨nnen, allerdings mit bestimmten Definitionstypen und Formulierungsmus-
tern spielen und somit den Blick auf einige fu¨r die Wahrnehmung der Rezipienten
vermutlich zentrale Aspekte von definitorischen Textsegmenten lenken (vgl. Beispiel
3.3.1 und 3.3.2).
Beispiel 3.3.1 Mathematik ist die Grammatik der Zahlen. (Lohberg zitiert nach
[Schmidt (1989), 145])
Beispiel 3.3.2 Kredit ist eine durch reale Leistungen erzeugte Idee der Zuverla¨ssig-
keit. (Goethe zitiert nach [Schmidt (1989), 118])
Die Sammlung von Definitionen aus Fachtexten wiederum passt nicht zu den An-
wendungsszenarien, denn bei ihnen handelt es sich um terminologische bzw. wis-
senschaftliche Definitionen (vgl. Abschnitt 2.6.1 sowie 2.6.2). Zudem ist sie mit
nur wenigen Definitionen zu klein und liegt ebenfalls nur teilweise in elektronischer
Form vor. Fu¨r beide, die Sammlung literarischer Definitionen und die Sammlung von
Definitionen aus Fachtexten, gilt, dass die Definitionen aus dem Kontext gerissen
sind und somit eine Annotation und Merkmalsbeschreibung der umgebenden Sa¨tze
nicht mo¨glich wa¨ren.
Exkurs: Daten, die lediglich positive Beispiele einer gesuchten Kategorie enthalten
(wie etwa die Sammlung literarischer Definitionen oder Definitionen in Fachtexten),
weisen einen starken Datenbias auf. D. h., sie verzerren das Bild der Ha¨ufigkeit die-
ser Kategorie und erschweren damit auch die Suche nach aussagekra¨ftigen Merkma-
len. Ein Beispiel zur Illustration dieser Problematik: Angenommen, zur Erforschung
definitorischer Textsegmente stu¨nde eine Datensammlung zur Verfu¨gung, die aus-
schließlich positive Treffer entha¨lt. Bei einer Untersuchung dieser Datensammlung
wu¨rde nun ermittelt, dass in fast 34 % der Fa¨lle das Verb nennen als Definitor
verwendet wird. Daraus ko¨nnte man den (unzula¨ssigen) Schluss ziehen, das Verb
nennen wa¨re ein besonders starkes Merkmal, um Definitionen in Texten zu finden.
Der oben genannte Wert von 34 % la¨sst aber u¨berhaupt keine Aussage u¨ber die
14Wacky (vgl. [Baroni/Bernardini (2006)]) ist die Initiative einer Gruppe von Korpus- und Com-
puterlinguisten, aus Webdaten ein großes, fu¨r linguistische und sprachtechnologische Forschungsar-
beiten relevantes Korpus zusammenzustellen. Die Stichprobe umfasst 250 Sa¨tze der Wacky-Daten,
die jeweils einen der in Tabelle 3.4 verwendeten Definitoren enthielten.
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Sta¨rke des Verbs nennen als Merkmal zu. Denn angenommen 34 % der definitori-
schen Textsegmente weisen wirklich den Definitor nennen auf, so ko¨nnte gleichzeitig
gelten, dass nur 3 % aller Textsegmente mit nennen Definitionen darstellen. Beide
Angaben stehen dabei fu¨r unterschiedliche Blickrichtungen, die an zwei gedanklichen
Experimenten illustriert werden ko¨nnen:
Experiment 1: Ein Versuchsleiter legt einer Versuchsperson Ka¨rtchen mit Definitio-
nen vor. Die Ka¨rtchen sind verdeckt, d. h., die Versuchsperson kann die Definitionen
darauf zuna¨chst nicht lesen. Nun bittet der Versuchsleiter die Versuchsperson, fu¨r
jede Definition den Definitor zu erraten. Stehen keine weiteren Informationen zur
Verfu¨gung, wa¨re die Versuchsperson gut beraten, immer auf den Definitor nennen
zu tippen – sie wu¨rde statistisch in 34 % der Fa¨lle richtig liegen.
Experiment 2: Ein Versuchsleiter legt einer Versuchsperson Ka¨rtchen mit Text-
segmenten vor, die alle das Verb nennen enthalten. Wie oben sind die Ka¨rtchen
zuna¨chst verdeckt. Der Versuchsleiter bittet nun die Versuchsperson fu¨r jedes Text-
segment zu erraten, ob es sich um eine Definition handelt. Stehen keine weiteren
Informationen zur Verfu¨gung, sollte die Versuchsperson immer auf
”
keine Definition“
tippen – sie wu¨rde dann na¨mlich nur in 3 % der Fa¨lle einen Fehler machen.
Experiment 1 betrachtet also die Frage: Innerhalb der Gruppe von definitorischen
Textsegmenten, welche Merkmale sind besonders ha¨ufig/relevant? Experiment 2
hingegen betrachtet die Frage: Innerhalb der Gruppe aller Textsegmente mit einem
bestimmten Merkmal, wie stark weist das Vorhandensein dieses Merkmals darauf
hin, dass ein Textsegment tatsa¨chlich definitorisch ist? Mit Informationen, wie sie
die Versuchsperson in Experiment 1 bra¨uchte, ko¨nnte man also eine quantitativ un-
terfu¨tterte linguistische Beschreibung von definitorischen Textsegmenten erstellen.
Mit Informationen, wie sie die Versuchsperson in Experiment 2 bra¨uchte, ko¨nnte
man hingegen Merkmale ermitteln, die fu¨r die Entwicklung automatischer Extrak-
tionsverfahren notwendig sind.
Zuru¨ck zu den vier alternativen Ressourcen: Die beiden Sammlungen von Definitio-
nen mu¨ssen also als Datengrundlage fu¨r die Annotationsexperimente ausgeschlossen
werden. Als mo¨gliche Alternativen in Bezug auf Annotationsdaten bleiben damit
noch die Punkte 3 und 4 der Liste (siehe oben): Da in der Stichprobe der CoNLL-
Daten mit 2 % die Ausbeute so gering ist wie in der Stichprobe des DWDS, kommt
auch dieses Korpus fu¨r die vorliegende Fragestellung nicht in Betracht.
Im Gegensatz dazu wurden in der Stichprobe des Wacky-Korpus ca. viermal so viele
definitorische Textsegmente annotiert wie in der entsprechenden DWDS-Stichprobe.
Im Hinblick auf die Vorkommensha¨ufigkeit von Definitionen erscheinen die Wacky-
Daten damit besonders geeignet. Wacky15 umfasst in der deutschen Version (ge-
nannt deWaC), in der Fassung vom August 2007, ca. 1,7 Milliarden Wo¨rter. A¨hnlich
anderen Korpusprojekten wurden die Daten nicht rein opportunistisch zusammenge-
stellt, sondern anhand einer Auswahl von so genannten Seed (Samen) Wo¨rtern/URLs,
15Siehe auch http://wacky.sslmit.unibo.it/doku.php und
http://webascorpus.org/wacwiki/doku.php?id=start (Stand 2008-04-03)
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anschließend von HTML, Duplikaten u. A¨. befreit und durch verschiedene Verar-
beitungsschritte mit Satzgrenzen- und Tokenmarkierungen, Lemmata sowie Wort-
artenangaben (POS-Tags) versehen. Die deutschen Wacky-Daten sind vollsta¨ndig
frei verfu¨gbar, was einen deutlichen Vorteil gegenu¨ber den zum Teil zugangsbe-
schra¨nkten Korpussammlungen wie z. B. DWDS (vgl. [Geyken (2007)]) oder Cosmas-
II (vgl. [IDS (1991-2009)]) darstellt. Zwar stehen bisher kaum Suchwerkzeuge fu¨r
Wacky zur Verfu¨gung, fu¨r technisch versierte Nutzer bedeutet das allerdings indivi-
dualisierte Abfragemo¨glichkeiten sowie vielfa¨ltige Einstellungsoptionen in Bezug auf
die extrahierten Stichproben bei gleichzeitig u¨berschaubarem Mehraufwand.
Die Wacky-Daten (vgl. Abbildung 3.16 fu¨r einen Korpusausschnitt) liegen im sel-
ben Format wie die CoNLL-Daten (siehe oben) vor; einem Format also, das sich
fu¨r die Entwicklung von Verfahren der automatischen Informationsextraktion be-
reits bewa¨hrt hat. Angaben wie Lemma, Wortart etc. ko¨nnen – obwohl automatisch
erzeugt und damit fehlerbehaftet – fu¨r die Extraktion von Definitionen nu¨tzlich sein
und stellen auch fu¨r die Suche nach Merkmalen eine interessante Ressource dar.
Daneben ermo¨glicht das Wacky-Korpus auf Grund seiner Gro¨ße den Einsatz eines in
Abbildung 3.16: Beispiel fu¨r das Format der Wacky-Daten – 1. Spalte Original-
text (Hinter den blitzblanken . . . ), 2. Spalte Wortart (APPR ART ADJA . . . ),
3. Spalte Lemma (hinter d blitzblank . . . ), Tokenisierung markiert durch Zei-
lenumbruch, Satzgrenzenmarkierung <s>. . . </s>
Computerlinguistik und Sprachtechnologie bewa¨hrten Vorgehens, dem so genannten
Bootstrapping. Hierbei wird auf der Grundlage einer kleinen Menge von Informatio-
nen rekursiv mit Hilfe einer Merkmalsanalyse eine gro¨ßere Menge induziert.
Zusammenfassung: Die deutlich ho¨here Ausbeute, die gro¨ßere Variabilita¨t in der
Zusammenstellung von Korpusstichproben, das fu¨r die Informationsextraktion nu¨tz-
liche Format sowie die Mo¨glichkeit fu¨r den Einsatz von Boostrapping-Methoden stel-
len drei fu¨r die weitere Arbeit wichtige, wenn nicht sogar ausschlaggebende Vorteile
des Wacky-Korpus im Hinblick auf die manuelle Annotation und die automatische
Extraktion von definitorischen Textsegmenten dar.
Im Rahmen des Annotationsexperiments 2 bearbeiteten drei Versuchspersonen
eine Stichprobe der Wacky-Daten. Dabei wurden wiederum die oben angesproche-
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Tabelle 3.5: U¨bersicht zu Dauer und Ausbeute der Vorstudie zur Annotation ei-
ner Stichprobe des Wacky-Korpus; zufa¨llige Stichprobe von 6.000 Eintra¨gen (ca.
200.000 Tokens) mit Verben entsprechend Definitorliste
VP Arbeitszeit Anzahl nDEF Anzahl DEF Anzahl uDEF
VP 1 2 Stunden am
Tag, 1 Woche 2498 364 138
VP 2 2-3 Stunden am
Tag, 1 Woche 2373 536 91
Summe 4871 900 229
nen Annotationsrichtlinien verwendet. Wie schon in Annotationsexperiment 1 be-
kamen die Versuchspersonen die Aufgabe, neben klaren Definitionen auch solche
Abschnitte zu beru¨cksichtigen, die ihrer Meinung nach zu den Anwendungsszena-
rien der vorliegenden Arbeit passen ko¨nnten. Da bereits die ersten Arbeiten mit
der Wacky-Stichprobe die hohe Ausbeute besta¨tigten, annotierten zwei der drei
Versuchspersonen jeweils 3.000 Eintra¨ge des Wacky-Korpus16. Diese Vorannotation
wurde anschließend von der dritten Versuchsperson in ein anderes Format u¨bertragen
und dabei noch einmal hinsichtlich Vollsta¨ndigkeit und Korrektheit u¨berarbeitet. Die
U¨bersicht der Annotationsergebnisse in Tabelle 3.5 zeigt, dass ca. 19 % der Ein-
tra¨ge in der Wacky-Stichprobe mit DEF oder uDEF markiert wurden. Im Vergleich
dazu waren es maximal 5 % in der DWDS-Stichprobe. D. h., die Wacky-Stichprobe
entha¨lt fast viermal so viele Definitionen wie die DWDS-Stichprobe17, was auch in
Bezug auf den Zeitbedarf eine deutliche Einsparung bedeutet.
Wie die U¨bersicht in Tabelle 3.5 daru¨ber hinaus verdeutlicht, wurde eine gro¨ßere
Zahl von Textsegmenten annotiert, die zwar nicht durch die verwendeten Annotati-
onsrichtlinien abgedeckt sind, aber den Annotatoren als relevant erschienen. Die 229
unklaren Textsegmente wurden im Anschluss an die eigentliche Annotationsarbeit
im Hinblick auf Definitionstypen und Formulierungsmuster analysiert. Besonders
ha¨ufig in den Daten vertretene Typen bzw. Muster, die aber bisher nicht durch die
Annotationsrichtlinien abgedeckt werden, zeigen die Beispiele 3.3.3 bis 3.3.8 .
Beispiel 3.3.3 Im Englischen nennt man das ’confidential disclosure’: Wenn ich
Ihnen etwas verrate und Sie bitte, mit niemandem daru¨ber zu sprechen, . . .
Anmerkung: Operationale Definition, wegen fu¨r Definitionen eher unu¨blichem um-
gangssprachlichem Duktus, Tendenz zum vorschnellen Ausschluss solcher Textseg-
16Fu¨r die insgesamt 6.000 Eintra¨ge des Wacky-Korpus wurden zuna¨chst aus 5 % des Korpus
Sa¨tze entsprechend der schon fu¨r die DWDS-Stichprobe verwendeten Definitor-Liste extrahiert.
Aus diesen wurden nach dem Zufallsprinzip 6000 Sa¨tze gezogen, die dann von den beiden Ver-
suchspersonen annotiert wurden.
17Zwar wurden im ersten Experiment lediglich Textsegmente mit drei verschiedenen Definitoren
untersucht, in der Wacky-Stichprobe hingegen mehr als 20. Die Erweiterung auf einen gro¨ßeren
Ausschnitt der DWDS-Daten (mit den Verben auffassen, bedeuten, benennen, beschreiben, beste-
hen, bezeichnen, charakterisieren und definieren) besta¨tigte aber die geringe Ausbeute.
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mente.
Beispiel 3.3.4 . . . auch durch bestimmte Schmerzmittel selbst ko¨nnen unter Um-
sta¨nden Schmerzen ausgelo¨st werden (sog. medikamentinduzierter Kopfschmerz). . .
Anmerkung: Definiendum als Anmerkung in Klammer nach Definiens, Ziel des Au-
tors vermutlich nicht, Definition zu medikamentinduzierter Kopfschmerz zu geben;
evtl. aber fu¨r Leser als Definition interessant.
Beispiel 3.3.5 . . . ein Schimmelpilz besteht aus einem Geflecht von Zellfa¨den, den
sogenannten Hyphen . . . die Sporen (Samen) der Pilze dienen zur Fortpflanzung und
. . .
Anmerkung: Hinweis auf materielle Beschaffenheit und Funktionsangabe, je nach
Definiendum sinnvolle Angabe fu¨r Definition.
Beispiel 3.3.6 . . . die Italiener u¨bernahmen aber nicht die Begriffe Football oder
Soccer als Bezeichnung fu¨r ihren Fußball, sondern verwendeten das Wort Calcio . . .
Anmerkung: Angabe von fremdsprachigen A¨quivalenten; auch typisch fu¨r Korpus-
eintra¨gen: Angabe zu (Volks-)Etymologie.
Beispiel 3.3.7 . . . Speicher, der die Daten auch ohne Strom beha¨lt, also eine Fest-
platte, Diskette, CD-ROM, Magnetkarte, aber auch die gute alte Lochkarte . . .
Anmerkung: Angabe von typischen Beispielen fu¨r Definiendum (exemplarische De-
finition); Liste meist nicht vollsta¨ndig, daher keine extensionale Definition im ei-
gentlichen Sinn.
Beispiel 3.3.8 . . . die interessanteste Wirkstoffgruppe des gru¨nen Tees sind die se-
kunda¨ren Pflanzenstoffe, u. a. die Catechine, und in dieser Gruppe besonders das
schon genannte
”
Epigallo-Cathechin-3-O-gallat“, abgeku¨rzt EGCG . . .
Anmerkung: Definiendum, Definiensbestandteile und Zuordnung zwischen beiden
versteckt in Textsegment; fließender U¨bergang zu Erla¨uterung, Erka¨rung.
Diese Textsegmente verdeutlichen, wie vielseitig die Formulierungen von definitori-
schen Sa¨tzen in Texten sein ko¨nnen und dass manche Textsegmente erst auf den
zweiten Blick ihr Potential erkennen lassen. So sieht etwa Beispiel 3.3.8 auf den
ersten Blick kaum nach einer Definition im klassischen Sinn aus, vermutlich weil der
Produzent auch nicht die Absicht hatte etwas zu definieren. Sammelt man aller-
dings alle Definiensbestandteile zusammen, so erfa¨hrt der Rezipient, dass Epigallo-
Cathechin-3-Ogallat (1) mit EGDG abgeku¨rzt wird, (2) zur Gruppe der Catechine
geho¨rt und (3) diese wiederum zur Gruppe der sekunda¨ren Pflanzenstoffe (was dem
Genus der aristotelischen Definition entsprechen du¨rfte). Daru¨ber hinaus erfa¨hrt
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der Rezipient, dass Epigallo-Cathechin-3-Ogallat (4) als Wirkstoff (5) in gru¨nem
Tee vorkommt (was einer Funktionsangabe entspricht). Wollte man zu Epigallo-
Cathechin-3-Ogallat einen Lexikon- oder Wo¨rterbucheintrag schreiben, ha¨tte man
mit diesen zugegeben im Text etwas verstreuten Informationen bereits eine Menge
Material zusammen. Diese und a¨hnliche Beispiele mu¨ssen daher in der U¨berarbeitung
der Annotationsrichtlinien angemessen beru¨cksichtigt werden, um den Anwendungs-
szenarien und auch den verschiedenen Merkmalen und Funktionen von Definitionen
wie sie in den Abschnitten 2.10.3 und 3.1 zusammengestellt sind, in geeigneter Form
Rechnung zu tragen.
Es sei angemerkt, dass die Grenze zwischen allgemeinsprachlicher und fachsprachli-
cher Definition bzw. lexikographischer Definition und enzyklopa¨dischem Eintrag hier
verschwimmt. Wie bereits in Abschnitt 2.12.4 diskutiert, ist eine derartige Trennung
zwar u. U. wu¨nschenswert, aber nicht immer sinnvoll. Da aus lexikographischer Sicht
selbst in einem allgemeinsprachlichen Wo¨rterbuch auch fachsprachliche Aspekte in
den Definitionen bzw. lexikographischen Beispielen interessant sein ko¨nnen (vgl. Ab-
schnitt 2.12.4), wurde, wie oben bereits erwa¨hnt, in der vorliegenden Arbeit darauf
verzichtet, Fachtexte aus den Korpora zu entfernen und terminologische Definitio-
nen (in allgemein- oder fachsprachlichen Texten) auszuschließen.
3.4 Rezipienten- und Produzentenstudien
Experimente mit Versuchspersonen, die speziell fu¨r die Erkennung und Bewertung
von definitorischen Textsegmenten geschult wurden, kurz Annotatoren, werden u. a.
durchgefu¨hrt, um u¨ber die Bedingungen der Annotation Aufschluss zu geben (vgl.
Abschnitt 3.2.1) und um Trainings- und Testdatensa¨tze anzufertigen. Wie untrai-
nierte und ungeschulte Versuchspersonen mit entsprechenden Textsegmenten um-
gehen, kann mit Hilfe eines Annotationsexperiments nicht ermittelt werden. Hierzu
eignen sich andere Methoden der empirischen Sprachwissenschaft, wie etwa die Be-
fragung oder auch die Korpusanalyse (vgl. Abschnitt 3.2.1). Flankierend zu den in
den Abschnitten 3.3 und 3.5 dargestellten Annotationsexperimenten wurden daher
verschiedene Studien durchgefu¨hrt, mit denen ermittelt werden sollte,
• wie ungeschulte Versuchspersonen Textsegmente im Hinblick auf ihre defini-
torische Kraft bewerten und
• wie ungeschulte Versuchspersonen formulieren und Informationen anordnen,
wenn sie Definitionen verfassen.
Beide Sichtweisen sind fu¨r die Operationalisierung der Definition, insbesondere im
Hinblick auf die in Abschnitt 3.1 dargestellten Anwendungsszenarien interessant: So
sollten die fu¨r ein Suchwort vom Wortinformationssystem angebotenen Textsegmen-
te von vielen Nutzern mo¨glichst leicht als definitorisch (oder zumindest definitorisch-
exemplarisch) erkannt werden ko¨nnen. Dazu war es notwendig, das Versta¨ndnis einer
gro¨ßeren und mo¨glichst heterogenen Gruppe von Versuchspersonen zur Bedeutung
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des Worts Definition zu ermitteln, um es in den Annotationsexperimenten 3 und 4
entsprechend beru¨cksichtigen zu ko¨nnen. Daneben kann die Analyse einer Menge
von Alltagsdefinitionen Aufschluss daru¨ber liefern, welche Formulierungsmuster und
Definitionstypen besonders ha¨ufig von linguistisch bzw. lexikographisch ungeschul-
ten Personen produziert werden. Beide Informationsbausteine sind zentral fu¨r die
Entwicklung von fundierten und zu den Anwendungsszenarien passenden Annota-
tionsrichtlinien. Wie bereits oben angesprochen, ist eine Trennung der Sichtweisen
nach Rezipient und Produzent durchaus sinnvoll, da als Definitionen intendierte
Textsegmente bisweilen nicht als solche verstanden werden. Andererseits ko¨nnen
Textsegmente, die nicht als Definitionen produziert wurden, von Rezipienten als
solche genutzt werden. Die in den folgenden Abschnitten dargestellten Studien zur
Rezipienten- und Produzentensicht wurden daher als zusa¨tzliche Fundierung und
Erga¨nzung der in den Abschnitten 3.3 und 3.5 dargestellten Annotationsexperi-
mente sowie der in Abschnitt 3.8 erla¨uterten Korpusanalyse (siehe Abbildung 3.13)
konzipiert.
3.4.1 Rezipientensicht
Bei der Rezipientensicht geht es in erster Linie um die Frage, welche Textsegmente
von Versuchspersonen als Definitionen angesehen werden. Um dieser Frage nach-
zugehen, wurde auf der Grundlage der in Annotationsexperiment 1 und 2 (vgl.
Abschnitt 3.3.1 und 3.3.2) aufbereiteten Daten, eine Sammlung von Textsegmen-
ten zusammengestellt und Versuchspersonen als Fragebogen (in zwei verschiedenen
Versionen) zur Beurteilung vorgelegt18. Ein Ausschnitt des Fragebogens Version A
ist in Abbildung 3.17 dargestellt; die kompletten Fragebo¨gen Version A und Version
B sind im Anhang zu finden.
An der Fragebogenaktion nahmen 98 Versuchspersonen mit und ohne linguistisches
Fachwissen im Alter zwischen 16 und 80 Jahren teil (beide Aspekte wurden auf dem
Fragebogen als Hintergrundinformationen abgefragt). Anders als die Annotatoren
der Annotationsexperimente 1 bis 4 erhielten die Versuchspersonen keine detaillierte
Anleitung. Sie wurden lediglich aufgefordert, entsprechend ihrer eigenen Intuition





evtl. um eine Definition“ oder
”
sicher um keine Definition“ handelt19.
18Der Fragebogen entha¨lt vergleichsweise viele Definitionskandidaten, wa¨hrend die in Abschnitt
3.3 dargestellten Vorstudien zeigen, dass in aller Regel nur wenige Definitonen in Korpora enthalten
sind.
19Zur Reihenfolge der Antwortkategorien:
Dort [in den Arbeiten der kognitionswissenschaftlichen Forschung, IMC] erfahren
wir, dass die Merkmale des ersten Vergleichsobjekts [hier: Definition, IMC] in das
Geda¨chtnis aufgenommen werden und sta¨rker pra¨sent sind als die Merkmale des
zweiten Objekts [hier: mo¨glicherweise eine Definition/keine Definition, IMC]; daru¨ber
hinaus bestimmt das erste Vergleichsobjekt auch, welche Merkmale des zweiten
Objekts u¨berhaupt beim Vergleich beru¨cksichtigt werden. [Porst (2009), 120]
Entsprechend der Reihenfolge der Antwortkategorien sollten die Versuchspersonen also einerseits
nach Definition suchen, andererseits sollte ihnen die Arbeit erleichtet werden, denn die Merkma-
le von Definitionen (erstes Vergleichsobjekt) sind sicherlich klarer als die der Gruppe der nicht-
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Die Studie war auf drei Aspekte ausgerichtet:
Abbildung 3.17: Ausschnitt des Fragebogens Version A
1. Zuna¨chst sollte ermittelt werden, wie gut die Versuchspersonen in ihrer Be-
urteilung u¨bereinstimmen, kurz, wie gut das Inter-Annotator Agreement (vgl.
auch Abschnitt 3.2.1 und 3.6) ist, wenn keinerlei Annotationsrichtlinien gege-
ben werden.
2. Daneben sollte fu¨r die von den Versuchspersonen besonders einheitlich als
Definitionen beurteilten Textsegmente ermittelt werden, von welchen Defini-
tionstypen diese sind bzw. welche (Formulierungs-)Muster sie aufweisen.
3. Schließlich sollte u¨berpru¨ft werden, ob (mo¨glicherweise systematische) Zu-
sammenha¨nge zwischen der Bewertung der Textsegmente, dem linguistischen
Fachwissen bestimmter Versuchspersonen und/oder ihrem Alter bestehen.
Ad (1): Fu¨r die beiden Fragebogen wurde das Inter-Annotator Agreement (im Sinn
des in Abschnitt 3.2.1 vorgestellten Fleiss-κ) getrennt berechnet. Dabei ergab sich
fu¨r Fragebogen Version A eine U¨bereinstimmung von ca. 52 % und ein κ von
0,27; fu¨r Fragebogen Version B eine U¨bereinstimmung von ca. 56 % und ein κ
von 0,34. Beide κ-Werte liegen entsprechend der von [Landis/Koch (1977)] vorge-
schlagenen Interpretation im Bereich des
”
fair agreement“ (u¨bersetzt etwa leidliche
U¨bereinstimmung; vgl. Abschnitt 3.2.1 fu¨r Details zur Berechnung der κ-Werte und
ihrer Interpretation). Das ist – beachtet man die Komplexita¨t der Aufgabenstellung
– ein bemerkenswertes Ergebnis, denn ohne jegliche Richtlinien und mit minima-
len Vorgaben wurde bei den Versuchspersonen, die immerhin sehr unterschiedliche
perso¨nliche Hintergru¨nde aufweisen, u¨berhaupt eine nachweisbare U¨bereinstimmung
erzielt. Interpretiert man Definitionen als eine Art Textsorte, so scheint es also –
Definition (zweites Vergleichsobjekt). Dennoch ist davon auszugehen, dass mit einer anderen Rei-
henfolge der Antwortkategorien die Ergebnisse der Studie (etwas) anders ausgefallen wa¨ren.
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zumindest in der Gruppe der hier betrachteten Versuchspersonen – in der Tat ein
gemeinsames Textsortenwissen zu geben.







sicher keine Definition“) auf die jeweils 20 Text-

































































































































sicher eine Definition evtl. eine Definition sicher keine Definition
Abbildung 3.18: Verteilung der drei Antwortklassen in Fragebogen Version A
(vgl. Wettbewerbsfa¨higkeit, Dienstreise und Bela¨stigung) gibt, die relativ einheit-
lich von den Versuchspersonen den Klassen
”
sicher eine Definition“ bzw.
”
evtl. eine
Definition“ zugeordnet wurden. Bei etwas mehr Textsegmenten (vgl. Leihmutter,
Geschmack, Geburt, Gesellschaft und Herr) sind sich die Versuchspersonen relativ
sicher, dass es sich nicht um Definitionen handeln kann. Bei den meisten Textseg-
menten zeigt sich allerdings ein sehr uneinheitliches Bild, die Versuchspersonen sind
sich kaum einig.
Beispiel 3.4.1 Wettbewerbsfa¨higkeit wird dabei definiert als
”
institutioneller und
politischer Rahmen zur Fo¨rderung eines anhaltend raschen Wirtschaftswachstums,
und zwar vorausblickend u¨ber einen Zeitraum von fu¨nf bis zehn Jahren“, was z. B.
bedeutet, dass ein ausgebauter Sozialstaat als Bremsklotz, tiefe Steuersa¨tze als
eine der wichtigsten Voraussetzungen fu¨r eine wettbewerbsfa¨hige Volkswirtschaft
darstellen.
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Beispiel 3.4.2 Eine Dienstreise ist gegeben, wenn jemand andernorts, also außer-
halb seiner Wohnung oder außerhalb des regelma¨ßigen Arbeitsortes, aus dienstlichen
Gru¨nden voru¨bergehend ta¨tig sein muss.
Beispiel 3.4.3 Also muß er eine sogenannte
”
Leihmutter“ finden. Lucy wa¨re bereit,
in den sauren Apfel zu beißen, aber Tony will nicht so recht.
Beispiel 3.4.4 Sie umfasst zuna¨chst die Geburt eines Knaben, der zum Erlo¨ser der
Menschheit werden wird. Und sodann die Wiederkunft des Christus-Geistes in ein
entstehendes Friedensreich, in dem Schwerter zu Pflugscharen werden, in dem die
Wo¨lfe bei den La¨mmern wohnen und die Panther bei den Bo¨cken lagern werden, in
dem ein kleiner Knabe Ka¨lber und junge Lo¨wen hu¨ten wird, in dem Ku¨he und Ba¨ren
zusammen weiden werden und in dem ein Sa¨ugling am Loch der Otter spielen wird
. . .
Beispiel 3.4.1 bis 3.4.4 enthalten die Textsegmente, die von den Versuchsperso-
nen recht einheitlich den Klassen Definition (Beispiel 3.4.1 und 3.4.2) bzw. keine
Definition (Beispiel 3.4.3 und 3.4.4) zugeordnet wurden. Es fa¨llt auf, dass die als
Definition bewerteten Segmente (man ko¨nnte fast sagen prototypische) Beispiele fu¨r
die operationale bzw. die aristotelische Definition darstellen. Die Klasse der als keine
Definition beurteilten Textsegmente weist ebenfalls ein interessantes Merkmal auf,
in ihnen tritt die teilweise sprachlich, teilweise inhaltlich manifestierte Subjektivita¨t
bzw. Emotionalita¨t der Produzenten klar hervor. Damit lassen sich zwei wichtige
Aspekte ableiten, die sowohl fu¨r die Operationalisierung der Definition relevant sind
als auch fu¨r die Annotationsrichtlinien:
(a) Beim Erkennen von Definitionen scheinen einige wenige Grundtypen eine ent-
scheidende Rolle zu spielen; diese mu¨ssen daher in den Annotationsrichtlinien
entsprechend beru¨cksichtigt werden.
(b) Hinweise auf Subjektivita¨t bzw. Emotionalita¨t sind mit der Intuition der Ver-
suchspersonen zur Bedeutung des Worts Definition offenbar nicht vereinbar.
(Sie stellen somit, wenn man so will, ein inhibitorisches Merkmal dar).
Ad (3): Obwohl ein Zusammenhang zwischen linguistischem Fachwissen und Klas-
sifikationsverhalten naheliegend erscheint, liefert die Auswertung der Fragebo¨gen
keinen Hinweis darauf, dass Versuchspersonen mit linguistischem Fachwissen die
Textsegmente grundlegend anders bewerten als Versuchspersonen ohne solches. In-
teressanterweise scheint es allerdings einen Zusammenhang mit dem Alter der Ver-
suchspersonen zu geben. Tabelle 3.6 zeigt die Verteilung der drei Klassen einmal
fu¨r die Gruppe der Unter-20-Ja¨hrigen und einmal fu¨r alle U¨ber-20-Ja¨hrigen20. Auf
20Obwohl die Gruppe der Unter-20-Ja¨hrigen natu¨rlich deutlich kleiner ist, als die der a¨lteren
Versuchspersonen und die Unterteilung damit etwas willku¨rlich erscheint, wurde sie gewa¨hlt, da
fast keiner der Unter-20-Ja¨hrigen eine Berufsausbildung/Studium begonnen oder gar abgeschlossen
hat. Ihnen fehlen also einerseits die Erfahrung mit fachwissenschaftlichen bzw. terminologischen
Definitionen und andererseits ein ausgepra¨gtes Fachwissen in einem bestimmten Gebiet.
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Tabelle 3.6: Absolute Ha¨ufigkeiten der drei Klassen bei den Unter-20-Ja¨hrigen
(anna¨hernde Gleichverteilung der Klassen) gegenu¨ber der Vergleichsgruppe (deutli-
che Pra¨ferenz fu¨r Klasse
”
sicher keine Definition“)
Altergruppe sicher eine evtl. eine sicher keine
Definition Definition Definition
20 bis > 65 243 235 380
< 20 75 93 88
den ersten Blick fa¨llt auf, dass die ju¨ngeren Versuchspersonen bei deutlich weni-
ger Textsegmenten sicher waren, dass es sich um keine Definition handelt. Mit
Hilfe des χ2-Tests kann nachgewiesen werden, dass dieser Unterschied signifikant
ist (χ2 = 10, 03; df = 2; p < 0, 01). Unter den ju¨ngeren Versuchspersonen be-
fand sich eine Reihe von Schu¨lern eines Deutsch-Leistungskurses, daher kann der
Unterschied der Gruppen kaum allein auf fehlendes Sprachwissen (Sprachgefu¨hl)
zuru¨ckgefu¨hrt werden. Die ju¨ngeren Versuchspersonen unterscheiden sich außerdem
nicht so sehr bei den Klassen
”
sicher eine Definition“ und
”
evtl. eine Definition“
von den Versuchspersonen der anderen Gruppe. Sie sind sich vor allem unsicher,
ob etwas keine Definition ist. Offenbar erkennen die Unter-20-Ja¨hrigen also (die
recht prototypischen) Beispiele fu¨r Definitionen a¨hnlich gut wie die Vergleichsgrup-
pe. Das la¨sst den Schluss zu, dass sie bereits u¨ber die entsprechende Intuition bzw.
das notwendige Textsortenwissen verfu¨gen. Nur die Beurteilung, dass ein Textseg-
ment sicher keine Definition ist, scheint ihnen Schwierigkeiten zu bereiten. Es ist
davon auszugehen, dass sie auf Grund ihres vermutlich (noch) geringeren Fach-
bzw. Weltwissens ha¨ufig nicht beurteilen ko¨nnen, ob die in einem Segment genann-
te Information wesentliche Merkmale eines denkbaren Definiendums darstellen. Wie
auch die Annotationsexperimente immer wieder belegen, werden Textsegmente, die
interessante und neue Informationen nennen, ha¨ufig mit Definitionen verwechselt.
Selbstversta¨ndlich kann bei den Unter-20-Ja¨hrigen auch eine Rolle gespielt haben,
dass sie evtl. auf Grund ihres Alters im Bezug auf die Aufgabenstellung unsicherer
waren als die Versuchspersonen der Vergleichsgruppe und unbewusst mehr nach De-
finitionen gesucht haben als diese. U¨brigens ko¨nnte sich auch ein Effekt eingestellt
haben, der aus der Forschung im Zusammenhang mit fiktiven Fragen (d. h. nur
scheinbar inhaltlich sinnvolle Fragen z. B. mit erfundenen Antwortkategorien) in ei-
nem Fragebogen bekannt ist. Hierbei reagieren Versuchspersonen
”
mit inhaltlichen
Antworten und [. . . ] vorgeta¨uschtem Wissen“ [Porst (2009), 124].
Zusammenfassung: Selbst ohne Richtlinien, also alleine auf der Grundlage ih-
rer Intuition, klassifizieren Versuchspersonen mit einer leidlichen U¨bereinstimmung




evtl. eine Definition“ und
”
sicher keine Definition“. Daher ist anzunehmen, dass (zumindest bei den hier
beru¨cksichtigten Versuchspersonen) eine U¨berlappung der Intuition zur Bedeutung
des Worts Definition (bzw. ein gemeinsames Textsortenwissen) vorhanden sein du¨rfte.
Die Ergebnisse der Fragebogenstudie untermauern außerdem die Annahme, dass
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zum Textsortenwissen bzw. zur Intuition der Versuchspersonen einige wenige De-
finitionsgrundtypen geho¨ren. Daru¨ber hinaus scheint explizite oder angenommene
Subjektivita¨t bzw. Emotionalita¨t mit dem Begriff der Definition unvereinbar zu sein.
Offenbar unterscheiden sich die Versuchspersonen in ihrem Klassifikationsverhalten
abha¨ngig vom Alter. Dabei deutet der nachgewiesene Zusammenhang zwischen Al-
ter und Klassifikationsverhalten allerdings vermutlich nur auf einen verstecken Zu-
sammenhang hin, der zwischen Fach- bzw. Sprachwissen, evtl. der Selbstsicherheit
bzgl. der Beurteilung von Informationen/Texten und dem Klassifikationsverhalten
bestehen ko¨nnte.
3.4.2 Produzentensicht
Wie die Literaturu¨bersicht in den Abschnitten 2.1 bis 2.13 verdeutlicht, konnte die
Autorin nur wenige korpusgestu¨tzte Arbeiten zur Alltagsdefinition speziell in all-
gemeinsprachlichen, deutschen Daten finden. Ungekla¨rt ist daher bislang, welche
Definitionstypen besonders ha¨ufig in derartigen Korpora vorkommen und welche
Merkmale, etwa Formulierungsmuster, fu¨r diese zentral sind. Anders als bei termi-
nologischen oder lexikographischen Definitionen za¨hlt mit Blick auf die oben darge-
stellten Anwendungsszenarien (vgl. Abschnitt 3.1) insbesondere die Sicht und das
(Formulierungs-)Verhalten von Laien. Die verschiedenen Produzenten der definito-
rischen Textsegmente eines Korpus greifen sicher auf unterschiedliche Regeln und
individuelle Erfahrungen bei der Formulierung und inhaltlichen Strukturierung von
Definitionen zuru¨ck: Das ko¨nnen etwa fachwissenschaftliche Vorgaben sein, die im
Laufe einer beruflichen oder wissenschaftlichen Ausbildung erlernt und trainiert wur-
den, oder Beobachtungen, die beim Benutzen von Wo¨rterbu¨chern bzw. dem Lesen
von Wo¨rterbuchdefinitionen gemacht wurden. Anders als der Fokus vieler Defini-
tionstheorien, die im Literaturu¨berblick vorgestellt wurden, spielen in dieser Arbeit





richtige“ Definition strukturiert und formuliert sein soll, geht es
hier viel eher darum, wie Definitionen, insbesondere Alltagsdefinitionen, tatsa¨chlich
aussehen. Aufgrund der wenigen pra¨skriptiven Zwa¨nge, denen ein Produzent von
Alltagsdefinitionen unterliegt, ist es zentral, in den auf die Produzenten ausgerich-
teten Studien mo¨glichst viele Sichtweisen aufzudecken.
Wie bereits mehrfach angesprochen, mu¨ssen Textsegmente, die als Definitionen
verstanden werden, nicht als solche produziert worden sein und umgekehrt. Bei der
Analyse der Produzentenperspektive mu¨ssen daher Textsegmente eingesetzt werden,
die als Definitionen gedacht sind und nicht nur als solche gelesen werden ko¨nnten.
Daten, bei denen es sich zumindest aus Produzentensicht um Definitionen handelt,
sind z. B. Wo¨rterbucheintra¨ge. Allerdings werden diese von Lexikographen und
damit trainierten Definitionsautoren verfasst. Die Sicht von lexikographisch unge-
schulten, evtl. naiven Personen aus der Sicht von Lexikographen ableiten zu wollen,
ist methodisch a¨ußerst fragwu¨rdig. Zwei Ressourcen bilden daher die Grundlage fu¨r
die Untersuchung der Produzentensicht: einerseits eine Sammlung von 90 Frage-
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Antworten-Paaren der Online-Plattform Yahoo! Clever21, andererseits 72 Definitio-
nen, die von Studierenden des oben bereits genannten Seminars Bedeutung und
Bedeutungsexplikation (im Wintersemester 2007/2008 an der TU Dortmund unter
der Leitung von Prof. A. Storrer) zu neun Wo¨rtern verfasst wurden. Zwar weisen,
wie die folgenden Abschnitte zeigen, die hier untersuchten Definitionen deutliche
A¨hnlichkeiten mit Wo¨rterbuchdefinitionen auf und unterscheiden sich daher in Be-
zug auf bestimmte Merkmale von in Texte eingebetteten Definitionen, trotzdem
bilden die Ergebnisse der Untersuchungen – flankierend zu den anderen Experi-
menten – eine wichtige Grundlage fu¨r die Pra¨zisierung der Annotationsrichtlinien.
Nicht zuletzt untermauern sie Hinweise auf die Relevanz bestimmter Definitionsty-
pen, wie sie sich bereits in der oben dargestellten Rezipientenstudie (vgl. Abschnitt
3.4.1) angedeutet hatten.
3.4.2.1 Yahoo! Clever
Yahoo! Clever ist eine Plattform zum Austausch von Informationen. Zu beliebigen
Themen stellen Nutzer Fragen und erhalten von anderen Nutzern Antworten; ein
Beispiel hierfu¨r ist in Abbildung 3.19 dargestellt. Laut der Betreiber werden auf diese
Weise
”
Tatsachen, Meinungen und perso¨nliche Erfahrungen ausgetauscht“22. Um
Fragen stellen bzw. beantworten zu ko¨nnen, ist es notwendig, sich als Nutzer der
Plattform anzumelden. Außer der Anmeldung werden jedoch keine weiteren Vor-
aussetzungen verlangt. Die Qualita¨t der Eintra¨ge wird anhand eines Punktesystems
bewertet. Grundlage fu¨r die Vergabe von Punkten ist die Ha¨ufigkeit der Teilnahme
am Geschehen auf der Plattform und die Bewertung der eigenen Eintra¨ge durch
andere Nutzer. A¨hnlich der Regulierungsmechanismen von bekannten Ressourcen
wie etwa Wikipedia23 arbeitet die Qualita¨tskontrolle also u¨ber die Interaktion der
Nutzer. Aufgrund des im Hinblick auf fachliche Kompetenz unbeschra¨nkten
Zugangs ist davon auszugehen, dass die meisten der Fragen und Antworten von
linguistisch bzw. lexikographisch ungeschulten Personen stammen.
Wie Abschnitt 3.3.1 darlegt, ist es ausgesprochen aufwa¨ndig eine gro¨ßere Anzahl
von Definitionen in Korpora zu annotieren. Zudem gilt fu¨r definitorische Textseg-
mente, insbesondere Alltagsdefinitionen, innerhalb von (allgemeinsprachlichen) Kor-
pora, dass sie inhaltlich und sprachlich meist stark mit ihrem Kotext verwoben sind.
Im Gegensatz dazu ermo¨glichen die Frage-Antworten-Paare von Yahoo! Clever den
direkten Zugriff auf Definitionen und erleichtern damit erheblich die Analyse der
vorhandenen Definitionstypen und Formulierungsmuster sowie der Anordnung der
Informationen. Natu¨rlich ko¨nnen diese Daten nicht die Annotation von authenti-
schen Korpusdaten und die anschließende Analyse dieser Daten ersetzen, sie dienen
also ausschließlich als Erga¨nzung.
Im Ma¨rz 2008 wurde aus den bisher auf der Plattform eingestellten Fragen eine
Stichprobe von ca. 120 Frage-Antworten-Paaren gezogen. Fu¨r die Auswahl der Stich-
21Vgl. http://de.answers.yahoo.com/ (Stand 2009-06-16).
22Zitat entnommen http://de.answers.yahoo.com/info/product tour (Stand 2009-06-16).
23Vgl. http://www.wikipedia.de/ (Stand 2009-06-16).
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probe wurde zuna¨chst eine Liste von Formulierungen fu¨r Fragen nach Definitionen
bzw. Bedeutungserla¨uterungen zusammengestellt; die ergiebigsten Formulierungs-
muster sind:
• Was bedeutet das Wort X? Was bedeutet X?
• Was heißt X? Was heißt X im Zusammenhang mit . . . ?
• Was versteht man unter X?
• Definition X? Definition von X?
Mit Hilfe der plattformeigenen Suchfunktionen wurden anschließend Treffer, d. h.
Frage-Antworten-Paare, fu¨r diese Formulierungen ermittelt. Aus der Menge aller
Treffer (die chronologisch sortiert angezeigt werden, d. h. neueste Eintra¨ge zuerst,
dann a¨ltere) wurden anschließend nach den im Folgenden skizzierten Kriterien 90
Frage-Antworten-Paare ausgewa¨hlt. Dabei wurden
• Fragen beru¨cksichtigt, die der Formulierung nach zu urteilen klar auf die Be-
deutung oder Verwendung eines Worts/Terminus abzielen;
• Fragekurzformen (etwa
”
Definition von XY“) einbezogen, wenn die zugeho¨rigen
Antworten definitorischen Charakter (z. B. im Sinn der in den Abschnitten
2.6.1, 2.6.2 und 2.6.3 dargestellten terminologischen, wissenschaftlichen oder
lexikographischen Definitionen) aufweisen und diese Antworten zusa¨tzlich vom
Fragensteller oder der Community als gut bewertet wurden.
Fragen zu Redewendungen, U¨bersetzungen von Sa¨tzen, gro¨ßeren Syntagmen und
A¨hnliches wurden ausgeschlossen, ebenso einige Fragen zu sehr speziellen Fach-
termini und Eigennamen (z. B. Hohenzollern oder Halloween). Da in den Yahoo!
Clever-Daten a¨ußerst selten Definitionen zu Verben zu finden waren, wurden aus
den 120 Frage-Antworten-Paaren schließlich 90 Paare ausgewa¨hlt mit jeweils 45 %
Fragen, die sich auf Substantive und Adjektive beziehen, und 10 % Fragen zu Ver-
ben. Beispiele sind jeweils in Abbildung 3.19, 3.21 und 3.20 dargestellt. Die Liste
aller 90 Frage-Wo¨rter ist im Anhang zu finden.
Wie die Beispiele zeigen, kann man die Antworten der Frage-Antworten-Paare der
Stichprobe als definitorische Textsegmente interpretieren. Die meisten lassen sich
wohl als Alltagsdefinitionen lesen, wobei einige der Antworten große A¨hnlichkeiten
mit Wo¨rterbuchdefinitionen aufweisen (vgl. Abschnitt 2.6.3 und 2.6.4). Manche der
Antwortstrategien und Formulierungsmuster mu¨ssen zudem als Artefakt des Szena-
rios angesehen werden, das den Daten zugrunde liegt. Hierzu za¨hlen beispielsweise
bestimmte an Chat bzw. Gespra¨ch erinnernde Formulierungen (insbesondere wenn
Definitionen etwa mit Hallo eingeleitet oder mit Tschu¨ss, Ciao etc. abgeschlossen
werden) wie auch die zum Teil unvollsta¨ndige Syntax der Antworten. Dennoch
weisen die dargestellten Beispiele gro¨ßtenteils die Muster auf, die in der Literatur
u¨berwiegen (vgl. Abschnitt 2.10.3), bei den ersten Annotationsexperimenten beob-
achtet wurden (vgl. Abschnitt 3.3) und in der oben dargestellten Rezipientenstudie
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Abbildung 3.19: Beispiel fu¨r ein Frage-Antworten-Paar von Yahoo! Clever
Abbildung 3.20: Beispiel fu¨r eine Yahoo! Clever-Frage zum Verb dissen
zentral waren (vgl. Abschnitt 3.4.1). Die Definitionen zum Adjektiv devot bzw. Verb
dissen etwa arbeiten beide mit dem Muster der Synonymendefinition bzw. wortasso-
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Abbildung 3.21: Beispiel fu¨r eine Yahoo! Clever-Frage zum Adjektiv devot
ziativer Definition (vgl. Abschnitt 2.10.3), d. h. der lexikalisch-semantischen Einbet-
tung der zu definierenden Wo¨rter in ein Feld verwandter und/oder (teil-)synonymer
Wo¨rter. Dieses Vorgehen ist auch von Wo¨rterbuchdefinitionen bekannt (vgl. Ab-
schnitt 2.12.4).
Auf der Grundlage der in Abschnitt 2.10.3 erla¨uterten Definitionstypen und der
Beobachtungen der ersten Annotationsexperimente (vgl. Abschnitt 3.3) sowie der
Rezipientenstudie (vgl. Abschnitt 3.4.1) wurde ein Formular entwickelt, mit dem
die Frage-Antworten-Paare im Detail analysiert wurden. Dieses umfasst drei Aus-
wertungskategorien:
• Allgemeine Informationen zum Frage-Antworten-Paar, wie z. B. die Anzahl
der Antworten;
• Aspekte der Frage, wie z. B. die Formulierung der Frage oder der vom Frage-
steller explizit genannte Informationsbedarf;
• Aspekte der Antworten, jeweils pro Antwort ausgewertet, wie z. B. bestimmte
Definitionsmuster, Quellenangaben, Formulierungsmuster etc.
Jedes Frage-Antworten-Paar wurde mit Hilfe dieses Auswertungsbogens analysiert,
das dafu¨r verwendete Formular ist im Anhang zu finden.
Bei einer durchschnittlichen Anzahl von ca. sieben Antworten pro Frage-Antworten-
Paar, wurden fu¨r die 90 Fragen ca. 630 Antworten im Hinblick auf die oben skiz-
zierten Kriterien ausgewertet. Eine U¨bersicht der am ha¨ufigsten verwendeten Defi-
nitionstypen ist in der Tabelle von Abbildung 3.22 zusammengefasst. Die Tabelle
verdeutlicht, dass ca. 84 % aller Antworten von nur vier Definitionstypen abgedeckt













Typ 1 ca. 19 %
(aristotelische Definition)
Typ 2 ca. 21 %
(wortassoziative Definition)
Typ 3 ca. 23 %
(operationale Definition)
Typ 4 ca. 21 %
(Synonymendefinition)
Summe ca. 84 %
Abbildung 3.22: U¨bersicht der am ha¨ufigsten verwendeten Definitionsmuster in allen
630 Antworten
3.4.5 bis 3.4.8 dargestellt. Anders als die starke Fokussierung der Literatur vermu-
ten la¨sst, nimmt bei dieser Auswertung die aristotelische Definition prozentual keine
herausragende Stellung ein – im Gegenteil stellt sie mit 19 % sogar nur den kleinsten
Anteil der vier großen Definitionstypen.
Beispiel 3.4.5 Ein Avatar ist eine ku¨nstliche Person oder ein grafischer Stellvertre-
ter einer echten Person in der virtuellen Welt, beispielsweise in einem Computerspiel.
Beispiel 3.4.6 . . . anlernen auch anleiten, einweisen, unterweisen, einfu¨hren, kurz-
zeitige Unterweisung. Im Umgang mit einem neuen Gera¨t auf der Arbeit z. B. kannst
du angelernt werden. Oder auch an einer neuen Software etc.
Beispiel 3.4.7 [magensaftresistent bedeutet, IMC] wenn das medikament erst im
darm wirken, also aufgenommen werden soll, weil da die wirkstoffe hingeho¨ren –
oder weil du mo¨glicherweise einen empfindlichen magen hast . . .
Beispiel 3.4.8 [Als Antwort auf die Frage: Was bedeutet das Wort devot?, IMC]
Unterwu¨rfig!
Folgt man der Chronologie der Antworten, beru¨cksichtigt man also zusa¨tzlich die
Reihenfolge, in der die Antworten zu einer Frage gegeben werden, so fa¨llt auf, dass
die zuerst verfassten Antworten so gut wie immer einem dieser vier Definitionstypen
folgen. Beitra¨ge, die spa¨ter hinzugefu¨gt werden, beziehen sich sehr ha¨ufig auf die
bereits vorhandenen Antworten und pra¨zisieren die dort gegebenen Informationen
bzw. Definitionen. Typischerweise werden spa¨ter Beispielsa¨tze (ca. 17 % aller Ant-
worten enthalten Beispielsa¨tze) angebracht oder die bereits vorhandenen Beitra¨ge
kommentiert, was den Großteil der restlichen 16 % ausmacht. Interessanterweise
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zeigt die Auswertung der 630 Yahoo! Clever-Antworten außerdem, dass nur in weni-
gen Fa¨llen Informationstypen angegeben werden, wie sie aus Wo¨rterbucheintra¨gen
bekannt sind. So enthalten lediglich
• ca. 3 % aller Antworten explizit Hinweise auf grammatische bzw. orthogra-
phische Merkmale,
• ca. 14 % der Antworten nennen etymologische Informationen (evtl. Volksety-
mologien),
• ca. 3 % aller Antworten machen Angaben u¨ber Stilmarkierung, Konnotation
bzw. dialektale Fa¨rbung der Wo¨rter,
• ca. 9 % der Antworten enthalten Anmerkungen u¨ber Fachgebiet oder wissen-
schaftlichen Kontext und
• ca. 5 % der Antworten diskutieren mehrere Bedeutungen des zu definierenden
Wortes.
Die meisten Antworten scheinen auf die Erla¨uterung bzw. Definition der Wortbedeu-
tung abzuheben, dies gilt besonders fu¨r Adjektive und Verben. Bei einigen Substanti-
ven hingegen – besonders solchen, zu denen umfangreiches enzyklopa¨disches Wissen
z. B. in Wikipedia zu finden ist – umfasst die Definition eher Weltwissen. Insgesamt
schla¨gt sich der Hang zur Darstellung von enzyklopa¨dischem Wissen besonders im
Bereich der Substantive auch auf den Umfang der Antworten nieder: Enthalten die
Antworten zu Verben und Adjektiven im Mittel ca. 230 bzw. 240 Wo¨rter, so sind
es bei den Antworten zu Substantiven im Mittel mehr als 400 Wo¨rter.
Beru¨cksichtigt man im Gegensatz zur oben dargestellten Vorgehensweise nicht alle
ca. 630 Antworten der Yahoo! Clever-Stichprobe, sondern nur die 90 Antworten, die
vom Fragesteller und/oder der Community als beste Antwort beurteilt wurden, so
stellt sich die Verteilung der Definitionstypen etwas anders dar (vgl. Abbildung 3.23).
Hierbei weist der Definitionstyp der aristotelischen Definition (Typ 1) gegenu¨ber den
anderen drei Grundtypen einen ho¨heren Prozentsatz auf. Um nun zu ermitteln, ob
dieser Unterschied der beiden Verteilungen (vgl. Abbildung 3.22 und 3.23) signi-
fikant ist, muss der Erwartungswert, der sich aus der ersten Verteilung (also fu¨r
alle 630 Antworten) ergibt (er ist 17), mit dem in der zweiten Verteilung beobach-
teten, tatsa¨chlichen Wert (er ist 30) verglichen werden. Da die Wahrscheinlichkeit
dafu¨r, dass sich der Unterschied rein zufa¨llig ergeben hat, unter 0,5 % liegt, kann die
Zufallshypothese angelehnt werden. Mit anderen Worten untermauern die vorliegen-
den Daten empirisch, dass es offenbar eine Pra¨ferenz fu¨r Definitionstyp 1 gibt. Wie
bereits die Literaturu¨bersicht verdeutlicht, wird dieser meist als hochwertigster Defi-
nitionstyp dargestellt. Scheinbar hat sich das in der Tat als Normativ in den Ko¨pfen
festgesetzt. Auffa¨llig ist zudem, dass so gut wie alle Antworten mindestens einen
der vier zentralen Grundtypen des Definierens verwenden; in manchen Fa¨llen werden
sogar mehrere Typen gleichzeitig eingesetzt, wie Beispiel 3.4.9 verdeutlicht. Auch











Typ 1 ca. 33 %
(aristotelische Definition)
Typ 2 ca. 24 %
(wortassoziative Definition)
Typ 3 ca. 27 %
(operationale Definition)
Typ 4 ca. 15 %
(Synonymendefinition)
Summe ca. 99 %
Abbildung 3.23: U¨bersicht der am ha¨ufigsten verwendeten Definitionsmuster in den
als beste gekennzeichneten 90 Antworten
grundlegend ansehen. Fu¨r die Qualita¨tsbewertung einer Antwort beru¨cksichtigen sie
offenbar unter anderem, ob die Definition entsprechend einem dieser Grundtypen
formuliert bzw. strukturiert wurde.
Beispiel 3.4.9 Deshalb bezeichne ich eine Person als eitel, wenn sie ihrer a¨ußeren
Erscheinung und dem Eindruck, den sie auf andere machen will, zu großen Wert
beimißt. Man sagt auch, sie sei selbstgefa¨llig oder eingebildet.
Wie außerdem aus der Lexikographie (vgl. hierzu Abschnitt 2.6.3 und 2.12.4) be-
kannt, werden je nach Wortart verschiedene Definitionsstrategien verfolgt. Neben
dem unterschiedlichen Umfang (siehe oben) der Antworten zu Adjektiv-, Substantiv-
bzw. Verb-Fragen wird dieses Pha¨nomen auch in der Verteilung der Definitionsty-
pen deutlich. So ist bei den Definitionen zu Substantiven eine klare Pra¨ferenz fu¨r
die Typen 1 (aristotelische Definition) und 4 (einfache Synonymendefinition bzw.
exemplarische Definition) zu erkennen (vgl. Abbildung 3.24 links). Wohingegen bei
Adjektiven besonders die Typen 2 (komplexe Synonymendefinition bzw. wortas-
soziative Definition) und 3 (operationale Definition) vorherrschen (vgl. Abbildung
3.24 Mitte). Verben wiederum weisen gleichermaßen die Typen 2 (komplexe Syn-
onymendefinition bzw. wortassoziative Definition), 3 (operationale Definition) und
4 (einfache Synonymendefinition bzw. exemplarische Definition) auf. Sie scheinen
jedoch fast nie mit Hilfe von Typ 1 (aristotelische Definition) definiert zu werden
(vgl. Abbildung 3.24 rechts). Generell gilt natu¨rlich, dass Typ 1 (aristotelische Defi-
nition) auf Grund der Benennung von Oberbegriff und Unterscheidungsmerkmal(en)
eher fu¨r die Definition von Substantiven geeignet erscheint. Sollen Verben oder Ad-
jektive ebenfalls auf diese Weise definiert werden, so ist meist der Umweg u¨ber ein
zugeho¨riges Substantiv notwendig. (Vgl. Beispiel 3.4.10: Das zu definierende Wort



































Abbildung 3.24: Verteilung der Definitionstypen aufgeschlu¨sselt nach Wortarten
Beispiel 3.4.10 Homogenita¨t . . . bezeichnet die Gleichheit einer Eigenschaft u¨ber
die gesamte Ausdehnung eines Systems, bzw. die Gleichartigkeit von Objekten, Er-
scheinungen, Elementen eines Systems.
Durch die Aufschlu¨sselung pro Wortart wird deutlich, dass die scheinbare Gleichver-
teilung der Definitionstypen, wie sie sich in der Tabelle in Abbildung 3.22 darstellt,
ein Artefakt der Gewichtung der Frage-Antworten-Paare pro Wortart der verwende-
ten Stichprobe (45 % Adjektive, 45 % Substantive, 10 % Verben) ist.
Zusammenfassung: Die Frage-Antworten-Paare von Yahoo! Clever vereinfachen
die Analyse der ha¨ufigsten Definitionstypen, da die in diesen Daten enthaltenen
definitorischen Textsegmente u. a. anders als in allgemeinsprachlichen Korpora aus
dem Kontext herausgelo¨st sind. Die Fragen betreffen nur a¨ußerst selten Verben –
meistens geht es um Substantive bzw. Adjektive, ha¨ufig Fachtermini. Daher entha¨lt
die Stichprobe nur eine a¨ußerst geringe Anzahl von Verbdefinitionen, was zu einem
bedauerlichen Datenbias fu¨hrt (diese Ungleichverteilung entspricht allerdings den
Beobachtungen aller Annotationsexperimente). Der starke Fokus der Literatur auf
den Definitionstyp der aristotelischen Definition erscheint – zumindest nach der Aus-
wertung der Yahoo! Clever-Daten – als zu einseitig. Neben diesem in der Literatur
hervorgehobenen Typ sind drei weitere (je nach Blickwinkel gleich) ha¨ufig zu beob-
achten, na¨mlich die komplexe Synonymendefinition bzw. wortassoziative Definition
(Typ 2), die operationale Definition (Typ 3) und die einfache Synonymendefinition
bzw. exemplarische Defintion (Typ 4). Allerdings scheinen die Nutzer der Yahoo!
Clever-Plattform die aristotelische Definition als Definitionsideal anzusehen und ent-
sprechend zu bewerten. Analysiert man die Frage-Antworten-Paare aufgeschlu¨sselt
nach Wortarten, so wird deutlich, dass sich die Antworten zu Adjektiv-, Substantiv-
und Verb-Fragen sowohl im Hinblick auf ihren Umfang gemessen in Wo¨rtern wie
auch die Verteilung der verwendeten Definitionstypen z. T. sehr deutlich unter-
scheiden. Besonders bei der Definition von Substantiven ist eine Pra¨ferenz fu¨r enzy-
klopa¨disches Wissen und ausfu¨hrliche Antworten zu erkennen. Informationen, wie sie
typischerweise in Wo¨rterbucheintra¨gen enthalten sind, etwa grammatische Angaben
oder Bemerkungen zur Konnotation, werden nur selten in den Antworten genannt.
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3.4.2.2 Definitionen Studierender
Einen Einblick in die U¨berlegungen und Vorgehensweisen der Produzenten von De-
finitionen anderer Art bietet die Auswertung von kurzen definitorischen Textseg-
menten, die von den Studierenden des oben genannten Seminars Bedeutung und
Bedeutungsexplikation verfasst wurden. Es wurden acht Studierende gebeten, zu ei-
ner Auswahl von neun Wo¨rtern (arm, glu¨cklich, klug, ku¨ssen, riechen, schmunzeln,
Mobbing, Kartenspiel und Spiel) Definitionen zu formulieren. Die geringe Anzahl
der beteiligten Studierenden und der zu definierenden Wo¨rter stellt natu¨rlich keine
empirisch zuverla¨ssige Basis fu¨r Aussagen dar. Die hier dargestellten Beobachtungen
sind daher eher als Randbemerkung zu betrachten.
Die eine Ha¨lfte der Studierenden durfte ein Wo¨rterbuch als Grundlage fu¨r ihre Arbeit
verwenden. Diese Studierenden wurden gebeten, nach dem Lesen eines entsprechen-
den Wo¨rterbucheintrags zuna¨chst eine andere Arbeit von mindestens 15 Minuten
einzuschieben und erst dann die Definition zu schreiben. Die andere Ha¨lfte der
Studierenden sollte sich allein auf ihre Intuition verlassen, ihnen war untersagt ein
Hilfsmittel fu¨r das Verfassen der Definitionen zu verwenden.
Wie die Auswertung der verwendeten Definitionstypen zeigt, setzten die Studie-
renden, die kein Wo¨rterbuch als Grundlage fu¨r ihre Texte verwenden durften (im
Folgenden Ohne-Wo¨rterbuch-Studierende), sehr ha¨ufig auf die aristotelische De-
finition. Im Gegensatz dazu verwendeten die Studierenden, deren Texte auf den
Wo¨rterbucheintra¨gen basieren (im Folgenden Mit-Wo¨rterbuch-Studierende), we-
sentlich weniger diesen Typ. Wie Abbildung 3.25 außerdem zeigt, wurde von keinem
der Studierenden eine einfache Synonymendefintion bzw. exemplarische (entspricht
Typ 4) produziert.
Die Beispiele 3.4.12 und 3.4.14 zeigen Definitionen der Studierenden, die kein
Wo¨rterbuch als Hilfsmittel verwenden durften; die Beispiele 3.4.11 und 3.4.13
hingegen Definitionen der Studierenden, die ein Wo¨rterbuch als Hilfsmittel ver-
wendeten durften. Auffa¨llig ist dabei, wie gestelzt die Texte der Ohne-Wo¨rterbuch-
Studierenden sind. Vermutlich haben sich die Studierenden um einen ihrer Empfin-
dung nach besonders wissenschaftlichen, gehobenen Stil bemu¨ht24. Im Gegensatz
dazu gingen die Mit-Wo¨rterbuch-Studierenden offenbar viel freier mit der Aufgabe
um. Dabei unterscheiden sich die Definitionen der Mit- bzw. Ohne-Wo¨rterbuch-
Studierenden inhaltlich kaum.
Sowohl die produzierten Definitionen als auch die nach dieser Fallstudie mit den
Studierenden gefu¨hrten Gespra¨che weisen darauf hin, dass bei der Produktion das
Bemu¨hen um Exaktheit, um Wissenschaftlichkeit intuitiv mit dem Definitionstyp
der aristotelischen Definition verbunden ist. Offenbar versuchten die Studierenden
mit dem Einsatz dieses Typs außerdem ihre Unsicherheit bezu¨glich der inhaltlichen
Korrektheit ihrer Definitionen zu verschleiern. Die Studierenden, die durch das Le-
sen der Wo¨rterbucheintra¨ge entweder ihre Intuition zum gesuchten Wort abgekla¨rt

















Abbildung 3.25: Verteilung der Definitionstypen in den Texten der Mit-Wo¨rterbuch-
Studierenden und der Ohne-Wo¨rterbuch-Studierenden
oder pra¨zisiert hatten, griffen einerseits auf die im Wo¨rterbucheintrag vorgefundenen
Muster bzw. Formulierungen zuru¨ck und formulierten deutlich weniger aristotelische
Definitionen. Zusa¨tzlich schienen sie sich auch weniger unsicher bei ihrer Aufgabe
zu fu¨hlen.
Beispiel 3.4.11 riechen: . . . einen Geruch mit der Nase aufnehmen . . . einen (un-
genehmen) Geruch verstro¨men . . .
Beispiel 3.4.12 riechen: . . . Das Wahrnehmen von Geru¨chen mittels den Rezepto-
ren der Nasenschleimhaut . . .
Beispiel 3.4.13 glu¨cklich . . . froh sorgenfrei, begeistert, gu¨nstig, von Erfolg be-
gu¨nstigt . . . schließlich, endlich . . .
Beispiel 3.4.14 glu¨cklich . . . emotionaler Zustand einer Person, die sich fro¨hlich &
wohl fu¨hlt . . .
Zusammenfassung: Obwohl der Sammlung von Definitionen dieser Gruppe von
Studierenden sicherlich nur wenig empirische Aussagekraft zugestanden werden darf,
weist ihre Analyse erneut darauf hin, dass die aristotelische Definition als besonders
hochwertig empfunden wird. Sie scheint aber auch eingesetzt zu werden, wenn
Produzenten Wissenschaftlichkeit anzeigen bzw. vorta¨uschen wollen.
3.5 Annotationsexperimente 3 und 4
Auf der Basis der oben beschriebenen Vorarbeiten, der Literaturu¨bersicht (vgl. Kapi-
tel 2), der ersten beiden Annotationsexperimenten (vgl. Abschnitt 3.3) und schließ-
164
lich der Rezipienten- und Produzentenstudien (vgl. Abschnitt 3.4) kann nun die
Definition der Definition im Sinn der Anwendungsszenarien operationalisiert wer-
den. Diese Operationalisierung wie auch die Erkenntnisse der ersten beiden Annota-
tionexperimente wiederum bilden die Grundlage fu¨r die Annotationsrichtlinien, auf
denen die Annotationsexperimente 3 und 4 basieren (vgl. auch Abbildung 3.13 und
Abbildung 3.15). In den folgenden Abschnitten werden die wesentlichen Merkmale
der Operationalisierung und der Annotationsrichtlinien diskutiert sowie einige fu¨r
die praktische Annotationsarbeit zentrale Aspekte, etwa das Inter-Annotator Agree-
ment, dargelegt.
3.5.1 Annotationsrichtlinien
Wie die Diskussion der Literatur und die Experimente bisher gezeigt haben, gibt
es eine fast unu¨berschaubare Anzahl von Fragestellungen, die mit der Definition
der Definition verbunden sein ko¨nnen. Innerhalb einer bestimmten z. B. wissen-
schaftlichen Disziplin und fu¨r einige Definitionstypen ko¨nnen zwar Formulierungs-
und (Informations-)Strukturierungsvorschriften verfasst werden (ihnen wird biswei-
len auch der Stellenwert einer Definition der Definition zugestanden), bei denen es
sich allerdings, wenn man ehrlich ist, eher um Vorschriften handelt. Die vorangegan-
genen Abschnitte haben verdeutlicht, dass sich auf dieser Grundlage alleine kaum
qualifizierte Aussagen u¨ber definitorische Textsegmente in Korpora ableiten lassen:
Zu vielfa¨ltig ist das Funktionsspektrum, zu fließend sind die U¨berga¨nge zwischen
den Definitionstypen, zu unterschiedlich die Formulierungsmuster und die ko- bzw.
kontextuellen Einbettungsvarianten. So erscheint es kaum mo¨glich, eine Definition
der Definition zu formulieren, die alle oder auch nur fast alle Textsegmente erfasst,
denen man einen definitorischen Stellenwert insbesondere im Zusammenhang mit
den oben skizzierten Anwendungsszenarien zusprechen ko¨nnte, ohne dass diese De-
finition gleichzeitig unscharf oder abstrakt ausfallen wu¨rde. Da zudem eine derartige
Definition kaum direkt in Annotationsrichtlinien gegossen werden kann – ein Ope-
rationalisierungsschritt wa¨re in jedem Fall notwendig – soll hier mit einem Hybrid
aus Definition und Operationalisierung gearbeitet werden: einer umfangreicheren
Version der operationalen Definition, die als Ansatzpunkt fu¨r die Ausarbeitung der
Annotationsrichtlinien dient.
Eine operationale Defintion der Definition: Im Sinn der vorliegenden Arbeit ist
eine Definition ein kurzes Textsegment (nicht la¨nger als ein Satz), das die zentralen
Bedeutungsaspekte eines Worts benennt. Eine Definition setzt sich aus zwei bzw.
drei Bestandteilen zusammen: Definiendum, Definiens und gegebenenfalls Definitor
(vgl. Abschnitt 2.9). Ga¨ngig sind einige wenige Definitionstypen (vgl. die Abschnit-
te 2.10.3 und 3.4), ha¨ufig werden bestimmte Formulierungen (vgl. die Abschnitte
2.9.2.1 und 2.13) eingesetzt. Zwar mu¨ssen die Sichtweisen des Produzenten bzw.
Rezipienten in Bezug auf das Vorliegen einer Definition nicht u¨bereinstimmen, je-
doch stellt dabei die Belegtreue (vgl. Abschnitt 3.5.1.5 fu¨r Details) aus der Sicht
eines Rezipienten und besonders fu¨r die vorliegenden Anwendungsszenarien das ent-
scheidende Beurteilungskriterium dar; d. h., Definitionen mu¨ssen fu¨r Rezipienten als
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solche erkennbar sein.
Ein Annotator hat u¨ber die vom Produzenten intendierte Funktion eines definitori-
schen Textsegments keine Informationen; nicht einmal daru¨ber, ob der Produzent
eigentlich definieren wollte, kann er sich sicher sein. Natu¨rlich weiß der Annotator
genauso wenig, welche Funktion(en) andere Rezipienten dem (definitorischen) Text-
segment zuordnen, geschweige denn, ob sie es u¨berhaupt als Definition bewerten.
Aus diesem Grund ha¨lt die Autorin es fu¨r notwendig, die Annotationsrichtlinien so
weit wie mo¨glich auf das zu gru¨nden, was beobachtet oder gemessen werden kann.











Abbildung 3.26: Operationalisierung und Annotationsrichtlinien
Alle sechs sind in den Annotationsrichtlinien beru¨cksichtigt, die fu¨r die Annotations-
experimente 3 und 4 entwickelt wurden. Ihre zentralen Aspekte werden in den folgen-
den Abschnitten skizziert, die vollsta¨ndigen Richtlinien sind im Anhang abgedruckt.
Welche Definitionstypen, Formulierungen (Lexik, Syntax) und Informationsstruktu-
ren (Semantik) empirisch (und zwar in Bezug auf die verwendeten Korpora) beson-
ders wichtig, d. h. ha¨ufig sind, kann allerdings erst mit Hilfe der Analyse manuell
annotierter Daten beurteilt werden. Dieser Aspekt wird in den folgenden Abschnit-
ten nur skizziert; die Ha¨ufigkeitsverteilung insbesondere der Formulierungsmuster
ist in Abschnitt 3.8 im Zusammenhang mit der Suche nach Extraktionsmerkmalen
detailliert dargestellt.
3.5.1.1 Bestandteile
Wie oben bereits mehrfach erwa¨hnt, setzt sich eine Definition aus Definiendum,
Definiens und Definitor zusammen.
166
Das Definiendum (Plural: Definienda) ist der zu definierende Bestandteil einer De-
finition. Syntaktisch kann es sich dabei grundsa¨tzlich um ein Wort oder eine gro¨ßere
sprachliche Einheit handeln. Im Sinn der Anwendungsszenarien (vgl. Abschnitt 3.1)
werden hier allerdings nur Substantive, Adjektive und Verben beru¨cksichtigt sowie
lexikalisierte Syntagmen. Es werden also nur solche Einheiten (Wo¨rter oder Syn-
tagmen) annotiert, fu¨r die grundsa¨tzlich ein Wo¨rterbucheintrag denkbar wa¨re (vgl.
hierzu auch Abschnitt 3.1 und 2.12.4). Ausgeschlossen sind alle anderen Wortarten,
Eigennamen sowie Ad-hoc-Bildungen.
Das Definiens (Plural: Definientia) ist der definierende Bestandteil einer Definition.
Dabei handelt es sich in der Regel um eine syntaktisch gro¨ßere Einheit. Wesentlicher
als syntaktische Aspekte sind im Zusammenhang mit dem Definiens semantische und
pragmatische Beschreibungskategorien. So muss das Definiens die zentralen Bedeu-
tungsaspekte des Definiendums benennen, wobei verschiedene Informationsstruktu-
ren mo¨glich sind. Aus diesen Strukturen (vgl. Abschnitt 2.9.2.2) und bestimmten
Formulierungen (vgl. die Abschnitte 2.9.2.1 und 2.13) leitet sich mehr oder weniger
eindeutig der Definitionstyp (vgl. die Abschnitte 2.10.3) ab.
Der Definitor stellt das Bindeglied zwischen Definiendum und Definiens dar. Da-
bei kann es sich um eine Verbalphrase handeln, alternativ kann ein Satzzeichen
oder ein typographisches Merkmal die Grenze zwischen Definiendum und Definiens
markieren. Schließlich kann der Definitor auch ganz fehlen. Ha¨ufig – allerdings kei-
neswegs immer – ist das Vorhandensein eines bestimmten Definitors ein Merkmal
(meist unter mehreren) dafu¨r, dass ein Textsegment definitorisch ist; er liefert unter
Umsta¨nden entscheidende Hinweise fu¨r die Belegtreue eines gerade zu annotieren-
den Textsegments.
3.5.1.2 Definitionstypen
Wie die Ergebnisse der in Abschnitt 3.4 beschriebenen Studien zur Rezipienten-
und Produzentensicht verdeutlichen, sind von den in Abschnitt 2.10.3 beschriebe-
nen Definitionstypen vier scheinbar besonders ha¨ufig: die aristotelische Definition,
die operationale Definition, die wortassoziative Definition und die einfache Synony-
mendefinition bzw. exemplarische Definition. Zwar werden diese Typen in verschie-
denen Quellen immer wieder genannt (vgl. auch Abschnitt 2.10.3), dort fehlt jedoch
leider fu¨r die meisten eine genaue Beschreibung ihrer Merkmale bezu¨glich Lexik,
Syntax und Semantik. Die folgende Darstellung der zentralen Erkennungsmerkmale
dieser vier Definitionsgrundtypen orientiert sich daher an den Beobachtungen und
Ergebnissen der ersten beiden Annotationsexperimente sowie an den Studien zur
Rezipienten- und zur Produzentensicht.
Die aristotelische Definition ist der einzige der vier Typen, der in der Literatur
genauer beschrieben wird. Ein Grund dafu¨r ist sicherlich, dass er von Experten wie
auch von Laien, das haben die bisherigen Experimente deutlich gezeigt, als das De-
finitionsideal angesehen wird (vgl. Abschnitt 3.4). Natu¨rlich ist sowohl die Suche
nach dem (direkten) Hyperonym (der Genus-Bestandteil einer aristotelischen Defi-
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nition) als auch die Auswahl geeigneter Unterscheidungsmerkmale (der Differentia-
Bestandteil einer aristotelischen Definition) fu¨r den Produzenten keineswegs trivial.
Innerhalb einer bestimmten Disziplin mag es mo¨glich sein, eine wissenschaftlich
begru¨ndbare Entscheidung u¨ber Genus und Differentia zu treffen. Dies ist im all-
gemeinsprachlichen Kontext, wie bereits ausfu¨hrlich in Abschnitt 2.6.3 diskutiert,
nicht unbedingt der Fall.
Praktisch umgehen die Produzenten ha¨ufig (offenbar der Einfachheit halber) die
Suche nach dem direkten Hyperonym und den zugeho¨rigen Unterscheidungsmerk-
malen. Stattdessen geben sie ein sehr allgemeines Wort25 an und nennen nicht
Unterscheidungsmerkmale, sondern schlicht als zentral empfundene Merkmale des
Definiendums. Manchmal, besonders wenn das Definiendum ein Kompositum ist
und das direkte Hyperonym daher einfach daraus abgeleitet werden kann, wird so-
gar ganz auf den Genus-Bestandteil verzichtet. In diesem Fall werden lediglich einige
wesentliche Merkmale angegeben. In solchen Fa¨llen geht der Definitionstyp der ari-
stotelischen Definition mehr oder weniger fließend in andere Definitionstypen u¨ber.
Die operationale Definition, die – wie in den Abschnitten 2.6.2 und 2.10.3 darge-
stellt – besonders gerne in den Sozial- und Geisteswissenschaften verwendet wird,
stellt im Grunde einen Handlungsauftrag an den Rezipienten dar. Das zentrale Ele-
ment bei der Suche nach bzw. Analyse von operationalen Definitionen ist die ge-
dachte (manchmal sogar explizit genannte) Liegt-vor-wenn-Konstruktion.
Wie insbesondere die Rezipientenstudie gezeigt hat, wird die operationale Definition
als a¨hnlich prototypisch angesehe wie die aristotelische Definition. Bei der Auswahl
der zentralen Merkmale gilt fu¨r die operationale Definition das Gleiche wie fu¨r die
aristotelische: Zentrale Merkmale lassen sich am besten innerhalb eines wissenschaft-
lichen Diskurses bestimmen, d. h. aber auch je funktionsbezogener, desto einfacher
ist die Merkmalsauswahl.
Die komplexe Synonymendefinition bzw. wortassoziative Definition ist beson-
ders ga¨ngig, wenn ein Adjektiv definiert werden soll. Dabei wird in aller Regel eine
Liste von (lexikalisch-)semantisch verwandten Wo¨rtern genannt und das Definien-
dum so in sein semantisches Umfeld eingebettet, wie etwa in Beispiel 3.4.13.
Obwohl die Rezipienten- und Produzentenstudien gezeigt haben, dass dieser Definiti-
onstyp in bestimmten Situationen, etwa Dialogen, und Textsorten, etwa Wo¨rterbuch-
eintra¨gen, z. T. sehr ha¨ufig auftritt, ist er in Korpora oft schwer auszumachen (vgl.
Abschnitt 3.8). Zwar finden sich in den verwendeten Korpora, ha¨ufig etwa im lexika-
lischen Umfeld von Adjektiven, dieselben Wo¨rter, wie sie auch in einer Definition des
Typs der lexikalisch-semantischen Einbettung genannt wu¨rden, allerdings enthalten
solche Textsegmente selten Hinweise darauf, dass u¨berhaupt definiert wird. Insofern
entsprechen sie nicht dem Kriterium der Belegtreue (vgl. Abschnitt 3.5.1.5).
Die einfache Synonymendefinition bzw. exemplarische Definition bildet schließ-
lich einen Typ, der sich aus den drei zuvor genannten ableiten la¨sst. In der Regel
handelt es sich dabei um eine verku¨rzte Version der aristotelischen, operationalen
25Beispiele sind: Gegenstand, Eigenschaft, Element, Tier, Pflanze usw.
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oder wortassiziativen Definition. Dabei kann ein (Teil-)Synonym oder ein Antonym
genannt werden, ein einzelnes, zentrales Merkmal oder auch ein einzelnes Beispiel
fu¨r das betrachtete Definiendum.
Meist wirken diese Textsegmente so, als sollte u¨berhaupt nicht wirklich definiert
werden; vielmehr wird in aller Regel nebenbei die Bedeutung eines gerade verwen-
deten Worts erkla¨rt, meist scheinbar um sicherzustellen, dass der Rezipient dem
Text weiter folgen kann (wie Abschnitt 2.6.4 erla¨utert, ist das besonders typisch
fu¨r Alltagsdefinitionen). Wie bei der wortassoziativen Definition stellt sich auch bei
der einfachen Synonymendefinition bzw. exemplarischen Definition ha¨ufig die Frage
nach der Belegtreue (vgl. Abschnitt 3.5.1.5).
3.5.1.3 Formulierungsmuster
Meist werden die Formulierungsmuster von Definitionen ausgehend von bestimmten
Verbstrukturen, also z. B. den Definitorverben, beschrieben (vgl. Abschnitt 2.9.2.1,
2.13 und 3.8). Dabei sollten die verschiedenen Formulierungen jedoch jeweils in
Verbindung mit Definitionstypen oder Informationsstrukturen betrachtet werden,
da bestimmte Typen und Strukturen natu¨rlich automatisch mit bestimmten For-
mulierungen einhergehen. Zusa¨tzlich sind etliche Heckenausdru¨cke – einerseits in
den Definitionen selbst, aber auch im unmittelbaren Kotext – besonders charakte-
ristisch fu¨r definitorische Textsegmente. Im Folgenden werden einige der ga¨ngigsten
Formulierungsmuster beschrieben, die auch in den Richtlinien der Annotationsex-
perimente 3 und 4 beru¨cksichtigt wurden. Dabei handelt es sich allerdings um eine
erste Iteration auf dem Weg der lexikalischen und syntaktischen Beschreibung von
Definitionen in Korpora. Weitere Aspekte, die sich wiederum auf Grund der Analyse
der annotierten Korpusdaten ergaben, werden in Abschnitt 3.8 diskutiert.
Bei den fu¨r Definitionen typischen Verbstrukturen lassen sich zwei Kategorien un-
terscheiden: (1) Verben mit metasprachlichem Charakter und (2) Verben, die direkt
auf bestimmte Informationseinheiten (vgl. hierzu auch Abschnitt 2.9.2.2) verweisen.
Die beiden Kategorien sind in den Beispielen 3.5.1 bis 3.5.5 und den Beispielen 3.5.6
bis 3.5.8 dargestellt.
Beispiel 3.5.1 . . . wenn ein Arbeitnehmer an seinem Wohnort dezentral fu¨r ein
ra¨umlich entferntes Unternehmen u¨ber elektronische Medien Ta¨tigkeiten in Erfu¨llung
seines Arbeitsvertrages ausu¨bt, spricht man von einem Telearbeitsplatz . . .
Formulierungsmuster: (falls/wenn) . . . definiens (vorliegt,) spricht man von
definiendum . . .
Beispiel 3.5.2 . . . blasig nennt man ein Gestein, wenn es von regelma¨ssig oder
unregelma¨ssig gestalteten, gerundeten Hohlra¨umen durchzogen ist, . . .
Formulierungsmuster: definiendum nennt man definiens, wenn . . .
169
Beispiel 3.5.3 . . . wenn ich sage: etwas wegnehmen, dann heisst das, dass sie etwas
beanspruchen, das ihnen nicht zusteht . . .
Beispiel 3.5.4 . . . Mehrbenutzersystem bedeutet in diesem Zusammenhang, dass
mehrere Anwender einen Computer gleichzeitig benutzen ko¨nnen . . .
Formulierungsmuster: . . .definiendum heißt/bedeutet, dass . . .definiens
Beispiel 3.5.5 . . . Schulverweigerung definiert man als eine vom Kind ausgehende
Weigerung, die Schule zu besuchen oder sein Unvermo¨gen, den Schulalltag durch-
zustehen . . .
Formulierungsmuster: . . .definiendum la¨sst sich definieren als/definiert man als
. . .definiens
Beispiel 3.5.6 . . . ein soziales System besteht definitionsgema¨ß aus einer Mehrheit
von Akteuren, die in einer bestimmten physischen Umwelt miteinander interagieren
und durch . . .
Typ der Informationseinheit = Bestandteile, Formulierungsmuster:
. . .definiendum besteht aus/setzt sich zusammen aus . . .definiens . . .
Beispiel 3.5.7 . . . eine Notstromversorgung dient der U¨berbru¨ckung und der Auf-
rechterhaltung zentraler Arbeitsbereiche, beispielsweise in Krankenha¨usern, Leitwar-
ten und . . .
Typ der Informationseinheit = Funktion, Formulierungsmuster:
. . .definiendum dient/wird eingesetzt/verwendet . . .definiens
Beispiel 3.5.8 . . . ein De´ja`-vu-Erlebnis ist gekennzeichnet durch: Gefu¨hl, etwas schon
einmal gesehen zu haben Ablaufen des eigenen
”
Lebensfilms“ in ganz kurzer Zeit
. . .
Typ der Informationseinheit = Merkmale, Formulierungsmuster:
. . .definiendum ist gekennzeichnet durch/charakterisiert als (durch)
. . .definiens
Intuitiv werden mit Definitionen eher metasprachliche Verben in Verbindung ge-
bracht. Als Ausgangspunkt fu¨r Formulierungsstrategien dienen aber in Daten daru¨ber
hinaus bestimmte Informationseinheiten bzw. Informationsstrukturen, wie die Bei-
spiele 3.5.6 bis 3.5.8 zeigen. Grundsa¨tzlich kann man die meisten dieser Formulie-
rungen in substantivische Pendants umformulieren; die Beispiele 3.5.9 und 3.5.10
verdeutlichen dies.
Beispiel 3.5.9 . . . die Bestandteile eines Prozessors sind das Rechenwerk, auch




. . . bestehen aus . . .“ verwendetes Formulierungsmuster:
. . . (Haupt-)Bestandteile eines definiendum sind . . .definiens
Beispiel 3.5.10 . . . die wesentlichen Merkmale eines Passivhauses sind: sehr kom-
pakte Bauform; Minimierung aller Wa¨rmebru¨cken; u¨ber das Niedrigenergiehaus hin-
ausgehender . . .
Anstelle von
”
. . . ist gekennzeichnet durch . . .“ verwendetes Formulierungs-
muster:
. . . die Merkmale von definiendum sind . . .definiens . . .
Schließlich sind fu¨r die lexikalische Beschreibung von Definitionen außerdem be-
stimmte Heckenausdru¨cke (vgl. hierzu auch Abschnitt 3.8 sowie die Wortlisten
im Anhang) interessant. Diese lassen sich wiederum in mindestens die folgenden
Unterkategorien zerlegen (vgl. Beispiel 3.5.11 bis 3.5.15):
1. Ausdru¨cke, die die Gu¨ltigkeit in Bezug auf bestimmte Kontexte, wissenschaft-
liche Disziplinen, Sprachen, etc. relativieren,
2. Floskeln der Unsicherheit, mit denen u. a. mo¨gliche Ma¨ngel im Hinblick auf
die Qualita¨t/Gu¨ltigkeit der Definition angedeutet werden oder
3. Formulierungen zur Bekra¨ftigung der Aussage.
Beispiel 3.5.11 . . . in Bayern bedeutet Blaukraut, was in anderen Teilen Deutsch-
lands Rotkraut heißt . . .
Beispiel 3.5.12 . . . in der Mathematik wird eine Funktion als Zuordnungsregel de-
finiert . . .
Beschra¨nkung der Gu¨ltigkeit: in [soziolekt/dialekt], im Sinn von [fach]
Beispiel 3.5.13 . . . landla¨ufig ist ein Jahreswagen ein Auto, das ho¨chstens ein Jahr
alt ist und . . .
Beispiel 3.5.14 . . . ein Gezeitenkraftwerk ist eine Art von Wasserkraftwerk, bei dem
. . .
Floskeln der Unsicherheit: . . . in meinem Versta¨ndnis . . . , . . . landla¨ufig . . . , . . . in
der Regel . . . , . . . eine Art von . . . , . . . so was wie . . .
Beispiel 3.5.15 . . . per definitionem ist ein Antibiotikum also eine Substanz, die
Bakterien to¨tet oder zumindest ihr Wachstum nachhaltig hemmt . . .
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Floskeln der Bekra¨ftigung: . . . per Definition . . . , . . . definitionsgema¨ß . . . , . . . der
zentrale Punkt dabei . . .
Zusammenfassend kann also festgehalten werden, dass sich mit bestimmten Defini-
tionstypen einige charakteristische Formulierungsmuster, d. h. lexikalisierte syntak-
tische Muster, verbinden. Diese wurden im Zusammenhang mit den Annotations-
experimenten 1 und 2 zusammengetragen, aus der Analyse der in Abschnitt 3.3.2
angesprochenen Datenquellen abgeleitet und sind in einem eigenen Abschnitt der
Annotationsrichtlinien erla¨utert.
3.5.1.4 Informationsstrukturen
In den meisten Definitionen, besonders bei Substantivdefinienda, sind immer wieder
einige wenige Informationsbausteine zu finden. So werden z. B. in einer artistote-
lischen Definition als Unterscheidungsmerkmale (Differentia) ha¨ufig Angaben u¨ber
die Funktion, den Zweck oder den Ursprung des Definiendums gemacht. Neben
Definitionstypen und Formulierungsmustern ko¨nnen auch diese Annotatoren dabei
helfen, Definitionen zu erkennen (vgl. Beispiel 3.5.16 bis 3.5.18). Weitere Informa-
tionsstrukturen sind bereits in Abschnitt 2.9.2.2 skizziert worden, eine detaillierte
U¨bersicht findet sich außerdem in den Annotationsrichtlinien im Anhang.
Beispiel 3.5.16 . . . Sedimentgesteine . . . bilden sich aus den Ablagerungen von Ver-
witterungsprodukten urspru¨nglicher Gesteine oder von U¨berbleibseln von Pflanzen
und Tieren . . .
Informationstyp = genetisch-kausale Bestimmung
Beispiel 3.5.17 . . . Haut besteht aus mehreren Schichten, die oberste wird Epider-
mis genannt, das darunter liegende Bindegewebe mit Muskeln, Nerven und Gefa¨ßen
heißt Lederhaut oder Korium, und das Unterhautfettgewebe wird Subkutis genannt
. . .
Informationstyp = Beschaffenheit, Kenndaten, Erkennungsmerkmale
Beispiel 3.5.18 Ein Router wird meistens dann eingesetzt, wenn man in einem lo-
kalen Heimnetzwerk mit mehreren PCs einen gemeinsamen Internetzugang benutzen
will.
Informationstyp = Funktion
Fu¨r welche Informationsbausteine der Produzent sich entscheidet, ha¨ngt davon ab,
welche er als zentral fu¨r die Bedeutung eines Definiendums ansieht. In einigen Fa¨llen
kann das zentrale Merkmal die Funktion sein, in anderen bestimmte technische
Kennwerte, Materialbeschaffenheit oder A¨hnliches. Allgemeine Regeln oder gar eine
vollsta¨ndige Liste der mo¨glichen Informationsbausteine fu¨r unterschiedliche seman-
tische und grammatische Klassen lassen sich – zumindest mit dem gegenwa¨rtigen
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Kenntnisstand noch – schwer angeben. Natu¨rlich sind die meisten Informationsbau-
steine eng mit bestimmten Formulierungsmustern verbunden. Dieser Zusammen-
hang kann sowohl bei der Annotation als auch bei der automatischen Extraktion
ausgenutzt werden.
3.5.1.5 Belegtreue
Grundsa¨tzlich ko¨nnten Rezipienten aus den meisten Textsegmenten eine große Men-
ge an Informationen ziehen. So ko¨nnte man z. B. aus dem Satz
”
Wir fahren heute
mit dem Auto zu Oma.“ u¨ber Autos ableiten, (1) dass man sie verwendet, um sich
irgendwo hinzubewegen, und (2) dass sie gefahren werden, (3) evtl. einen Fahrer
haben usw.
Natu¨rlich ist in diesem Fall relativ leicht zu entscheiden, dass es sich nicht um eine
Definition von Auto handeln kann, selbst wenn man davon ausgeht, dass unter-
schiedliche Rezipienten (oder Annotatoren) unterschiedliche Wissenshintergru¨nde,
Informationslu¨cken etc. in Bezug auf den Begriff Auto haben.
Aus dem Bereich der Frage-Antwort-Systeme stammt der Gedanke, dass die von
einem System als Antwort gelieferten Textsegmente selbst ihre Auswahl durch das
System rechtfertigen (im Sinn von to justify oder to support) sollten (vgl.
[Hirschman/Gaizauskas (2001), 278]), im Folgenden als Belegtreue bezeichnet.
Das heißt konkret: Von Frage-Antwort-Systemen, die als Antworten auf Nutzer-
fragen kurze Textausschnitte liefern, wird verlangt, dass die Ausschnitte nicht nur
die richtige Antwort enthalten, sondern dass fu¨r einen Nutzer auch klar erkennbar
sein muss, warum das System einen Textausschnitt als Antwort liefert. Die Textaus-
schnitte in den Beispielen 3.5.19 und 3.5.20 sollen das verdeutlichen: Beide Textaus-
schnitte weisen das Wort auf, das die richtige Antwort auf die Frage
”
Wie heißt die
Hauptstadt von Frankreich“ wa¨re, na¨mlich Paris. Beispiel 3.5.19 erfu¨llt zusa¨tzlich
das Kriterium der Belegtreue, Beispiel 3.5.20 hingegen nicht. Zwar entha¨lt letzteres
ebenfalls den richtigen Sta¨dtenamen, aber der Text gibt keinerlei Hinweise darauf,
ob er die Antwort entha¨lt und warum er als Antwort fu¨r die Frage relevant sein
sollte. Ein Nutzer, der die richtige Antwort nicht ohnehin schon kennt, ko¨nnte nicht
entscheiden, ob Paris nun die Hauptstadt von Frankreich ist oder nicht.
Beispiel 3.5.19 Paris, die franzo¨sische Hauptstadt, ist seit Jahrzehnten eines der
beliebtesten Urlaubsziele Europas.
Beispiel 3.5.20 Hier finden sie praktische Informationen fu¨r ihre Reise nach und
ihren Aufenthalt in Paris.
Das Prinzip der Belegtreue la¨sst sich auf die hier gegebene Annotationsaufgabe
u¨bertragen: Ein Textsegment kann dementsprechend nur dann als Definition be-
wertet werden, wenn es explizite Hinweise darauf entha¨lt, dass es sich (1) um ein
definitorisches Textsegment handelt bzw. (2) wie die Zuordnung zwischen Definiens
und Definiendum aussieht.
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Dabei ha¨ngt die Belegtreue nicht unbedingt davon ab, was der Produzent mit dem
Textsegment beabsichtigt hat – die Annotatoren mu¨ssen also keine Annahmen u¨ber
die Intention des Produzenten treffen. In der Regel helfen die folgenden Merkmale
zu bestimmen, ob ein zu annotierendes Textsegment als belegtreu eingestuft werden
darf: Das sind zuna¨chst die oben skizzierten Formulierungsmuster, daru¨ber hinaus
liefern klar erkennbare Definitionstypen und Informationsbausteine gute Hinweise
und schließlich deutet auch der Ko- und Kontext mo¨glicherweise in die eine oder
andere Richtung.
Natu¨rlich ist das Prinzip der Belegtreue nicht vollkommen unkritisch. So kann man
zwar von Textsegmenten verlangen, dass sie explizit einen Hinweis auf ihren defini-
torischen Charakter enthalten. Das ko¨nnten etwa bestimmte Heckenausdru¨cke sein
(z. B. definitionsgema¨ß oder im Sinn der Mathematik). Was allerdings von Nutzern
des mit den Anwendungsszenarien anvisierten Wortinformationssystems als Hinweis
auf den Definitionscharakter eines Textsegments wahrgenommen wird, kann sinn-
voll nur u¨ber eine umfangreiche und idealerweise auch la¨ngerfristige Nutzerstudie
ermittelt werden. Eine derartige Studie setzt allerdings ihrerseits einen Prototyp der
im Zusammenhang mit den Anwendungsszenarien beschriebenen Definitionskom-
ponente des Wortinformationssystems voraus (vgl. Abschnitt 3.1). Die Ergebnisse
dieser Studie ko¨nnten dann zur Verbesserung der automatischen Extraktion genutzt
werden (vgl. hierzu Abschnitt 3.8).
Zusammenfassend: Um die Annotation definitorischer Textsegmente weitestgehend
von der Interpretation der Produzentenintention zu entkoppeln, wurde das Prinzip
der Belegtreue eingefu¨hrt.
3.5.1.6 Ausgeschlossene Formen: Anaphern (und Koreferenz) sowie Eigen-
namen
Obwohl so einige interessante und im Sinn der Anwendungsszenarien der vorliegen-
den Arbeit mo¨glicherweise relevante Definitionen unberu¨cksichtigt bleiben, wurden
außerdem Textsegmente mit anaphorischen (bzw. koreferierenden) Definienda bei
der Annotation ausgeschlossen (vgl. Beispiel 3.5.21). Ebenso wenig werden Seg-
mente annotiert, die Erla¨uterungen zu Eigennamen enthalten (vgl. Beispiel 3.5.22).
Beispiel 3.5.21 . . . seit Anfang der 80er hat der sog. Fernabsatz stark zugenom-
men. Diese Vertriebsarten sind insbesondere dadurch gekennzeichnet, daß Anbieter
und Verbraucher sich nicht physisch begegnen und der Verbraucher die Ware oder
Dienstleistung in der Regel nicht vor Vertragsschluss in Augenschein nehmen kann
. . .
Beispiel 3.5.22 Brigitte, eine 1954 gegru¨ndete, deutsche Frauenzeitschrift, wird
vom Verlagshaus Gruner + Jahr AG & Co KG herausgebracht.
Beide Entscheidungen haben ausschließlich praktische Gru¨nde:
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1. Sollten Anaphern als Definienda beru¨cksichtigt werden, so mu¨sste zuna¨chst
ein System die automatische Anaphern- und Koreferenz-Auflo¨sung vorneh-
men. Da die computerlinguistische und sprachtechnologische Forschung bzw.
Entwicklung hier aber noch nicht zu wirklich zuverla¨ssigen Werkzeugen gefu¨hrt
hat, wu¨rde sich ein schwer zu kontrollierender Einflussfaktor fu¨r die Extrak-
tion von Definitionen ergeben. Um fu¨r die skizzierten Anwendungsszenarien
(vgl. Abschnitt 3.1) sinnvoll verwendet zu werden, mu¨sste zudem fu¨r ana-
phorische Definitionen der notwendige, mo¨glicherweise gro¨ßere Kotext ange-
zeigt werden. Da Benutzer nicht unbedingt besser und lieber mit la¨ngeren
Belegbeispielen arbeiten (vgl. Abschnitt 2.12.4), ist es durchaus gerechtfer-
tigt, anaphorische Definitionen bei der Annotation und schließlich auch der
automatischen Extraktion auszuschließen.
2. Zwar kann die automatische Eigennamenerkennung eine bessere Performanz
vorweisen, das gilt allerdings nur fu¨r Personen-, Orts- und Organisationsna-
men. Wo¨rterbu¨cher enthalten in der Regel kaum bzw. keine Eintra¨ge zu Ei-
gennamen, daher ist es durchaus konsequent auch diese in der Annotation
von Definitionen im Sinn der Anwendungsszenarien (vgl. Abschnitt 3.1) un-
beru¨cksichtigt zu lassen.
Der gegenu¨ber den Annotationsexperimenten 1 und 2 explizite Ausschluss von ana-
phorischen Definitionsformen und Textsegmenten mit Eigennamen fu¨hrte zuna¨chst
zu einer gewissen Unsicherheit der Annotatoren. Das ist nicht u¨berraschend: Steht
ein bestimmtes Wort im Zentrum eines la¨ngeren Abschnitts, werden dabei u¨ber
mehrere Sa¨tze nach und nach Bedeutungsaspekte aufgeza¨hlt, so ist es natu¨rlich,
dass es in einigen Sa¨tzen z. B. mit einem Pronomen referenziert wird. Fu¨r Annota-
toren sind aber gerade diese Abschnitte verfu¨hrerisch, denn hier sammeln sich viele
neue und/oder relevante Informationen zu einem Wort an.
Auch der Umgang mit Eigennamen ist nicht ganz einfach: Keine Textsegmente
mit Eigennamen als Definienda annotieren zu lassen, setzt na¨mlich voraus, dass
alle Annotatoren sicher erkennen, wann ein Wort oder Syntagma als Eigenname
zu bewerten ist. Die Tatsache, dass fu¨r die Annotation von Eigennamen ebenfalls
recht ausfu¨hrliche Richtlinien (vgl. u. a. [TjongKimSang/DeMeulder (2003)] oder
[Chinchor (1997)]) existieren, du¨rfte verdeutlichen, dass das durchaus keine triviale
Aufgabe sein kann. Um den Annotatoren die Arbeit zu erleichtern, wurde daher
eine Faustregel fu¨r die Entscheidung eingefu¨hrt, wonach Namen von Individuen als
Eigenname gelten, wa¨hrend Namen von Klassen nicht als solche bewertet werden.
Zwar handelt es sich dabei keineswegs um eine wissenschaftlich befriedigende, fu¨r
die Annotation von Definitionen allerdings ausreichende und hilfreiche Festlegung.
3.5.2 Weitere Beobachtungen
Neben den Aspekten der Operationalisierung, wie sie in den vorangegangenen Ab-
schnitten diskutiert wurden, enthalten die Annotationsrichtlinien daru¨ber hinaus
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einige Hinweise zu Beobachtungen der Autorin und der Annotatoren der Annota-
tionsexperimente 1 und 2. Diese wurden als Anmerkungen in die Richtlinien mit
aufgenommen, um den Blick auf relevante Textsegmente zu scha¨rfen und gleichzei-
tig bekannten Unsicherheiten der Annotatoren zu begegnen.
3.5.2.1 Kotext und Kontext, Definitionscluster und Definitionsreihen
Definitionen lassen sich nicht in jedem Fall leicht aus ihrem Ko- bzw. Kontext her-
auslo¨sen. Sta¨rker noch als bei Definitionen in Lehrbu¨chern, E-Learning-Einheiten,
Wo¨rterbu¨chern o. A¨., die ha¨ufig typographisch und manchmal sogar explizit, na¨mlich
u. a. mit einer entsprechenden Beschriftung, markiert werden, sind die definitori-
schen Textsegmente, die hier vor allem annotiert wurden, keineswegs abgesetzt,
sondern im Gegenteil mit anderen Textbausteinen eng verbunden. Diese starke Ver-
webung hat Einfluss auf die Verteilung der Informationen auf die eigentliche Definiti-
on bzw. ihren Kotext (vgl. hierzu auch die Hinweise zu anaphorischen Definitionen in
Abschnitt 3.5.1.6) und auf die verwendeten Formulierungen. Ohne konkrete quan-
titative Aussagen treffen zu wollen, scheint es eine Tendenz zu Definitionsreihen
(vgl. Beispiel 3.5.23) und Definitionscluster26 (vgl. Beispiel 3.5.24) in den Daten
zu geben – insbesondere natu¨rlich in Fach- und Lehrbu¨chern, aber eben auch in
anderen Textsorten.
Beispiel 3.5.23 Als pflegebedu¨rftig gilt, wer mindestens 90 Minuten ta¨glich der Hil-
fe bedarf. Dabei muss die Hilfebedu¨rftigkeit im Bereich der Grundpflege u¨berwiegen.
Grundpflege bedeutet . . .
Beispiel 3.5.24 Eine Singularita¨t nennt man in der Physik einen Punkt in der
Raumzeit, an dem die physikalischen Gesetze divergieren, d. h. die Lo¨sungen streben
gegen Unendlich (siehe Polstelle). Den Begriff Singularita¨t verwendet man meist
im Zusammenhang mit Schwarzen Lo¨chern, aber auch den Big Bang bezeichnet
man als Anfangssingularita¨t unseres Universums. Die physikalischen Theorien sind
in der Umgebung von Singularita¨ten nicht mehr gu¨ltig und ko¨nnen bestenfalls als
Na¨herungen betrachtet werden . . .
Bei einer Definitionsreihe handelt es sich um eine Folge von Sa¨tzen, bei der jeweils
ein Aspekt des Definiens des vorhergehenden Satzes als Definiendum des darauf
folgenden auftritt (vgl. Formel 3.11 bis 3.13).
Definitionscluster hingegen sind eine Sammlung von Definitionen zu einem u¨berge-
ordneten Thema; dabei entspricht das Definiendum entweder in allen definitorischen
Sa¨tzen diesem Thema oder die mo¨glicherweise unterschiedlichen Definienda sind alle
mehr oder weniger direkt – z. B. u¨ber lexikalisch-semantische Relationen – mit dem
u¨bergeordneten Thema verbunden (vgl. Formel 3.14 bis 3.16).
26Da die Autorin fu¨r beide Pha¨nomene keine Quellen oder Hinweise in der Literatur ausmachen
konnte, schla¨gt sie die Bezeichnung Definitionscluster bzw. Definitionsreihe vor.
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DEF (Satz1) = Definiendum1 +Definitor1 +Definens1 (3.11)
DEF (Satz2) = Definiensteil1 +Definitor2 +Definiens2 (3.12)
DEF (Satz3) = Definiensteil2 +Definitor3 +Definiens3 (3.13)
. . . = . . .
DEF (Satz1) = Thema+Definitor1 +Definiens1 (3.14)
DEF (Satz2) = Thema+Definitor2 +Definiens2 (3.15)
. . . = . . .
DEF (Satzn) = Thema+Definitorn +Definiensn (3.16)
Beide, Definitionsreihen und Definitionscluster, ko¨nnte man etwa im Sinn der Thema-
Rhema-Progression analysieren, wie es beispielsweise in der Prager Schule vorge-
schlagen wurde (vgl. [Danes (1970)]). Obwohl eine derartige Analyse leider selbst
nicht vollsta¨ndig zu operationalisieren ist (vgl. [Linke/Nussbaumer/Portmann (1996),
237]), setzt sie zudem die Operationalisierung der Definition und die Annotation von
Definitionsreihen und Definitionsclustern bereits voraus. Die in der vorliegenden Ar-
beit annotierten Daten ko¨nnten hierfu¨r als Grundlage einer Anschlussuntersuchung
dienen.
Kurz gesagt, wo eine Definition ist, sind mo¨glicherweise noch weitere zu finden –
meistens in Form von Definitionsreihen und Definitionsclustern, allerdings la¨sst sich
das nicht statistisch einwandfrei in annotierten Daten belegen (vgl. Abschnitt 3.8).
3.5.2.2 Korrektheit und Vollsta¨ndigkeit
Wie bereits in Abschnitt 2.11 erla¨utert, sind die Begriffe richtig und falsch auf eine
Definition nur mit a¨ußerster Vorsicht anzuwenden. Eine Nominaldefinition, also eine
definitorische Setzung, kann allemal weder richtig noch falsch, weder vollsta¨ndig
noch unvollsta¨ndig sein. Lediglich eine Realdefinition, also die Beschreibung der
Verwendungsweise eines Definiendums kann falsch sein und zwar genau dann, wenn
sie schlicht u¨ber die Verwendung unzutreffende Aussagen macht. Und sie kann
in Bezug auf ein terminologisches System auch unvollsta¨ndig sein, genau dann,
wenn sie nicht alle fu¨r die Unterscheidung der Ko-Hyponyme ihres Definiendums
notwendigen Merkmale nennt. Kritisch betrachtet ist also nur bei Realdefinitionen
u¨berhaupt sinnvoll, von Vollsta¨ndigkeit und Korrektheit zu sprechen.
Diese Unterscheidung ist den meisten Annotatoren (natu¨rlich auch so gut wie al-
len Versuchspersonen) keineswegs klar. Trotzdem geben sie mit ihrer Annotation in
den meisten Fa¨llen offenbar eine Bewertung daru¨ber ab, inwieweit sie die in einem
Textsegment genannten Aspekte als korrekte und vollsta¨ndige Angaben zu einem
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Definiendum ansehen. Zur Illustration: Beispiel 3.5.25 kann etwa aus der Sicht ei-
nes Chemikers (und selbst aus der Sicht eines Annotators mit guter chemischer
Schulbildung) als exemplarische Definition (vgl. Abschnitt 2.10.3) interpretiert wer-
den. (Wasser ist aus naturwissenschaftlicher Sicht ein, wenn nicht das prototypische
Beispiel fu¨r ein Lo¨sungsmittel.) Um Beispiel 3.5.25 als (exemplarische) Definition
erkennen zu ko¨nnen, muss ein Annotator allerdings schon wissen, dass Wasser ein
Lo¨sungsmittel ist und zwar nicht irgendeins, sondern ein besonders typisches. Weiß
er es nicht, ist das Textsegment in Beispiel 3.5.25 nicht nur keine exemplarische
Definition, es ist u¨berhaupt keine Definition fu¨r ihn.
Beispiel 3.5.25 Wenn so ein Moleku¨l in einem Lo¨sungsmittel wie Wasser gelo¨st
wird, spalten sich die beiden Bestandteile des Sa¨uremoleku¨ls, . . .
A¨hnlich dem oben beschrieben Beispiel erweist sich – zumindest im Zusammenhang
mit der manuellen Annotation – jeder in Abschnitt 2.10.3 bzw. 3.4 dargestellte De-
finitionstyp als interpretationsbedu¨rftig, vor allem aber interpretationsfa¨hig. Bei der
extensionalen Definition etwa kann der Annotator seine Annotationsentscheidung
davon abha¨ngig machen, ob der Begriffsumfang seiner Meinung nach in einem Text-
segment vollsta¨ndig enthalten ist. Bei der aristotelischen Definition kann er seine
Entscheidung wiederum damit begru¨nden, ob das Genus seiner Ansicht nach kor-
rekt/nicht korrekt gewa¨hlt und die Differentiae vollsta¨ndig/nicht vollsta¨ndig sind
usw.
Idealerweise benennt eine Definition diejenigen Aspekte, die zur eindeutigen Iden-
tifizierung eines Definiendums notwendig sind und mo¨glichst keine zusa¨tzlichen.
Textsegmente, die diese zentralen Merkmale benennen, werden als Definitionen in-
terpretiert. Ebenso gilt das Umgekehrte: Falls z. B. auf Grund der Textsorte, des Ko-
oder Kontextes sicher ist, dass eine Definition vorliegen muss, werden die genannten
Merkmale als zentral fu¨r das Definiendum interpretiert.
3.6 Inter-Annotator Agreement
Die letzten beiden Bausteine der Operationalisierung bzw. manuellen Annotation
von Definitionen der vorliegenden Arbeit sind die Annotationsexperimente 3 und
4. Sie basieren auf den in Abschnitt 3.5.1 diskutierten Annotationsrichtlinien (vgl.
auch Anhang) und wurden u. a. durchgefu¨hrt, um das Inter-Annotator Agreement
zu bestimmen. Die in ihnen ausgezeichneten Korpusdaten dienen gleichzeitig als
Goldstandard fu¨r die Evaluation der Merkmale fu¨r die automatische Extraktion von
Definitionen (vgl. Abschnitt 3.8).
Der eigentlichen Annotation (d. h. den Annotationsexperimenten 3 und 4) ging eine
zweiwo¨chige Einarbeitungsphase voraus, in der die Annotatoren ca. 600 Sa¨tze
bearbeiteten. Die Ergebnisse dieser Annotation wurden vergleichend ausgewertet
und in einer gemeinsamen Sitzung mit allen sieben Annotatoren besprochen, um
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Tabelle 3.7: Inter-Annotator Agreement der Annotationsexperimente 3 und 4
Raw Fleiss’ κ Brennan/
Agreement Prediger’s κ
Annotationsexperiment 3
7 Annotatoren, 0,90 0,35 0,79
15 Texte, 712 Sa¨tze
Annotationsexperiment 4
7 Annotatoren, 0,96 0,24 0,91
15 Texte, 759 Sa¨tze
Missversta¨ndnisse in Bezug auf die Annotationsrichtlinien bzw. die Aufgabenstellung
aufzudecken und auszura¨umen.
In den Annotationsexperimenten 3 und 4 bearbeiteten die Annotatoren zu et-
wa gleichen Teilen auf die beiden Experimente verteilt 30 Texte mit ca. 1500
Sa¨tzen. Je nach individueller Arbeitsweise beno¨tigten die Annotatoren fu¨r die Da-
ten in Annotationsexperiment 3 und 4 je zwischen 8-14 Stunden. Nach jedem
der beiden Annotationsexperimente wurden (wie nach der Einarbeitungsphase) in
einer gemeinsamen Sitzung mit allen Annotatoren die Auffa¨lligkeiten der bearbei-
teten Daten diskutiert. Das Inter-Annotator Agreement27 (vgl. Abschnitt 3.2.1) fu¨r
die Annotationsexperimente 3 und 4 ist in Tabelle 3.7 dargestellt. Berechnet man
zusa¨tzlich das Inter-Annotator Agreement jeweils noch einmal fu¨r jeden Text einzeln,
so fa¨llt auf, dass die Annotatoren in Texten mit vielen terminologischen oder wis-
senschaftlichen Definitionen besonders gut u¨bereinstimmen; hier erreicht das Raw
Agreement fu¨r einzelne Texte Werte von bis zu 0,98, Fleiss’ κ Werte von bis zu
0,85 und Brennan/Prediger’s κ bis zu 0,96, was den Schluss nahelegt, dass die An-
notation von terminologischen bzw. wissenschaftlichen Definitionen mo¨glicherweise
einfacher ist als die Annotation des Definitionsbegriffs der vorliegenden Arbeit. Trotz
der gro¨ßeren Anzahl an Annotatoren und der im Vergleich zur Annotation von ter-
minologischen bzw. wissenschaftlichen Definitionen scheinbar ho¨heren Komplexita¨t
der Annotationsaufgabe der vorliegenden Arbeit konnte somit ein Inter-Annotator
Agreement erzielt werden, das im Bereich des in der Literatur berichteten liegt (vgl.
Abschnitt 2.13), teilweise sogar sehr deutlich daru¨ber.
Eine graphische Darstellung der Randverteilung der Annotation der sieben Annota-
toren in Annotationsexperiment 3 und 4 in Abbildung 3.27 und 3.28 verdeutlicht
schließlich eine weitere interessante Beobachtung: Die Annotatoren unterscheiden
sich vor allem in ihrer Sensitivita¨t fu¨r mo¨glicherweise definitorische Textsegmente. So
27Da wie in Abschnitt 3.2.1 angesprochen Cohen’s bzw. Fleiss’ κ umso geringer werden, je
weniger die zugrunde liegende Verteilung einer Gleichverteilung entspricht, schlagen Brennan und
Prediger (vgl. [Brennan/Prediger (1981)]) ein entsprechend korrigiertes κ vor. In den insgesamt
mehr als 700 Sa¨tzen wurden nur ca. 80 Definition annotiert, daher liegt hier offensichtlich keine
Gleichverteilung der beiden Klassen DEF bzw. nDEF vor. Deswegen du¨rfte das κ nach Brennan
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Abbildung 3.28: Randverteilung der Annotatoren in Annotationsexperiment 4
scheint sich fu¨r einen Definitionskandidaten vor allem die Frage zu stellen:
”
Ist das
fu¨r mich als Annotator schon eine Definition oder ist das Textsegment nur mehr oder
weniger bedeutungserla¨uternd und damit noch keine Definition?“ Der Vergleich der
Randverteilungen der beiden Annotationsexperimente verdeutlicht daru¨ber hinaus,
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dass die Sensitivita¨t von Annotationsexperiment 3 auf 4 abnimmt, was vermutlich
darauf zuru¨ckzufu¨hren ist, dass in den nach jeder Annotationsphase durchgefu¨hrten
gemeinsamen Sitzungen die Forderung nach Belegtreue (vgl. Abschnitt 3.5.1.5) im-
mer wieder thematisiert wurde.
3.7 Modelle zur Produktion und Annotation von
Definitionen
Die oben dargestellten Experimente weisen darauf hin, dass sich die Annotation von
Definitionen, wie sie fu¨r die vorliegende Arbeit durchgefu¨hrt wurde, von der Annota-
tion anderer linguistischer Pha¨nomene wie Wortarten oder Eigennamen und von der
Annotation definitorischer Textsegmente in Fach- und Lehrbu¨chern unterscheidet.
Im Folgenden soll daher ein Modell dieser Art von Annotation vorgestellt werden,
das auf den bisherigen Beobachtungen und Gespra¨chen mit den Annotatoren und
Versuchspersonen basiert.
Eine Definition ist ein kurzes Textsegment, das die zentralen Aspekte der Bedeutung
(und evtl. Verwendung) eines Worts benennt. Was als zentral empfunden wird,
wie eine Definition davon ausgehend strukturiert und formuliert wird, ha¨ngt dabei
von einer Reihe von Rahmenbedingungen und zu einem besonderen Maß von der
Intuition der Produzenten ab.
Abbildung 3.29: Bedingungen fu¨r die Produktion von Definitionen
Die sechs in diesem Zusammenhang vermutlich wichtigsten Bedingungen sind in
Abbildung 3.29 dargestellt. Zuna¨chst bestimmt die Intuition bzw. das (Sprach-/
Fach-)Wissen des Senders (Produzenten), welche Aspekte er als relevant fu¨r die
Bedeutung ansieht. Neben seinem eigenen Wissen u¨ber das Definiendum, stellt der
181
Sender aber auch mehr oder weniger bewusst Annahmen u¨ber den Empfa¨nger (Re-
zipient) an, dessen Wissen bzw. dessen Wissenslu¨cken. Diese Annahmen steuern
daher zusa¨tzlich die Auswahl der Informationen, die er in der Definition verarbei-
tet. Ausgehend von seinem Musterwissen u¨ber Definitionen (u. a. in Bezug auf
Formulierungen und Definitionstypen), das evtl. durch Erfahrungen innerhalb einer
bestimmten wissenschaftlichen Disziplin gepra¨gt wurde, wa¨hlt der Sender eine Defi-
nitionsstrategie. Diese schafft in Bezug auf Informationsbausteine und Formulierung
einen gewissen Rahmen. Da die Definition in den meisten Fa¨llen in einen Ko- und
Kontext eingebettet ist, mu¨ssen schließlich noch Entscheidungen daru¨ber getroffen
werden, ob z. B. bestimmte fu¨r die Bedeutung zentrale Aspekte aus der Definition
ausgelagert werden ko¨nnen, weil sie bereits genannt wurden oder im folgenden Text
genannt werden sollen.
Die Beobachtungen der Annotationsexperimente 1 bis 4, die Gespra¨che mit den
Annotatoren wie auch die Rezipienten- und Produzentenstudien weisen darauf hin,
dass die genannten Aspekte tatsa¨chlich bewusst oder unbewusst beru¨cksichtigt wer-
den. Und die in Abbildung 3.29 dargestellten Bedingungen fu¨r die Entstehung von
Definitionen wirken wiederum auf die Bedingungen der Annotation von Definitio-
nen: Anders als bei z. B. Wo¨rterbu¨chern und Glossaren oder wissenschaftlichen und
didaktischen Texten, bei denen bereits alleine die Textsorte bzw. der Kotext einen
starken Hinweis darauf bietet, dass eine Definition vorliegt, mu¨ssen die Annotatoren
in den hier durchgefu¨hrten Experimenten fu¨r jeden Satz eine komplexe Annotati-
onsentscheidung treffen, die – wie in den vorangegangenen Abschnitten dargelegt
– ha¨ufig nicht allein auf formale Kriterien gegru¨ndet werden kann. Wie oben disku-
tiert, beeinflussen mehr oder weniger stark perso¨nliche Annahmen, Erfahrungen und
Vorwissen die Entstehung einer Definition. Daher kann zwar der Produzent – gege-
ben sein individuelles Vorwissen bzw. seine Erfahrungen – der Auffassung sein, dass
er ein ada¨quates Hyperonym und die passenden Unterscheidungsmerkmale nennt,
kurz, dass er eine aristotelische Definition formuliert hat. Ein Rezipient bzw. An-
notator kann jedoch – ebenfalls gegeben sein individuelles Vorwissen bzw. seine
Erfahrungen – der Auffassung sein, dass ein anderes Hyperonym oder andere Un-
terscheidungsmerkmale besser den Kern eines Definiendums beschreiben wu¨rden.
Der Annotator wu¨rde daher ein Textsegment mo¨glicherweise, im Gegensatz zur
Einscha¨tzung des Produzenten, selbst nicht als aristotelische Definition beurteilen
– und mo¨glicherweise sogar u¨berhaupt keine Definition darin erkennen. Natu¨rlich
ist auch der umgekehrte Fall denkbar, d. h., der Produzent beabsichtigt nicht zu
definieren, der Annotator hingegen sieht in einem Textsegment eine Definition (evtl.
einen bestimmten Definitionstyp).
Wie die praktische Annotationsarbeit zeigt, trifft jeder Annotator seine Entscheidung
nicht allein auf Grund der beobachteten Formulierung oder der genannten Informa-
tionen. Intuitiv bewertet er zusa¨tzlich eine Reihe weiterer Faktoren, die je nach
Gewichtung des jeweiligen Annotators mehr oder weniger stark in die Annotations-
entscheidung einbezogen werden. Hierzu za¨hlen z. B., ob die seiner Meinung nach
zentralen Merkmale des Definiendums genannt werden und welchen Informations-
bedarf der Produzent bei den anvisierten Rezipienten annimmt; daneben spielt sein
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Textversta¨ndnis, sein Vorwissen im Bezug auf das Textthema und die Einstellung
gegenu¨ber dem Text sowie die dem Produzenten zugestandene Glaubwu¨rdigkeit eine
entscheidende Rolle. Abbildung 3.30 zeigt einen Vorschlag fu¨r die Modellierung der
Vorga¨nge bei der Annotation eines Textsegments. Wie man leicht erkennt, haben
hier die aus der Biologie und Informatik bekannten Schemata fu¨r Neuronen bzw.
































Abbildung 3.30: Modell fu¨r die Vorga¨nge bei der Annotation eines potenziell defi-
nitorischen Textsegments
Zwar ist nur schwer zu belegen, ob und inwieweit die dargestellten Faktoren rele-
vant sind. Allerdings gibt es einige Hinweise aus den Annotationsexperimenten und
besonders den Gespra¨chen mit den Annotatoren, die diese Annahmen und die vorge-
schlagene Modellierung stu¨tzen. So la¨sst sich die wa¨hrend der Experimente beobach-
tete Uneinigkeit der Annotatoren in Bezug auf die richtige Auszeichnung bestimmter
Textsegmente meistens nicht allein mit dem unterschiedlichen Versta¨ndnis bestimm-
ter Formulierungen oder Definitionstypen begru¨nden. Hinweise darauf ergeben sich
z. B. aus den teilweise deutlichen Unterschieden des Inter-Annotator Agreements
fu¨r Fachtexte, im Gegensatz zu anderen Textsorten sowie aus den Unterschieden
bei der Annotation von Texten aus den unmittelbaren fachwissenschaftlichen Kom-
petenzbereichen der verschiedenen Annotatoren. Hierzu za¨hlt auch die perso¨nliche
Einstellung z. B. gegenu¨ber ideologisch oder religio¨s gepra¨gten Texten und die damit
verbundene unterschiedliche Bewertung und Annotation von Textsegmenten.
Bei den Gespra¨chen mit den Annotatoren zwischen den eigentlichen Annotations-
phasen wurden daher die Faktoren gesammelt, die als Erkla¨rung dieser Uneinigkeit
fu¨r jeweils eine Gruppe von Segmenten identifiziert werden konnten. Integriert man
die verschiedenen in diesen Gespra¨chen identifizierten Aspekte in ein Model, so
la¨sst sich u¨ber die Abla¨ufe bei der Annotation von definitorischen Textsegmenten
Folgendes feststellen:
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1. Jeder Annotator beru¨cksichtigt bewusst oder unbewusst (mindestens) die in
Abbildung 3.30 dargestellten Faktoren mehr oder weniger stark, ordnet ihnen
also eine perso¨nliche Gewichtung wij zu.
2. Alle Faktoren inklusive ihrer Gewichtung werden (wohl eher unbewusst) von
den Annotatoren sozusagen verrechnet. Dabei kann es passieren, dass be-
stimmte Faktoren des Segments fu¨r das Vorliegen einer Definition sprechen,
andere dagegen. So kann z. B. eine bestimmte Formulierung klar auf eine
aristotelische Definition hinweisen, das eigene Vorwissen u¨ber das potenzielle
Definiendum und die Annahmen u¨ber die Glaubwu¨rdigkeit des Senders aber
gegen eine Definition.
3. Zu welcher Entscheidung der Annotator schließlich kommt, ha¨ngt von ei-
ner Aktivierungsfunktion mit perso¨nlichem Schwellenwert ab, die auf Grund
der Verrechnung aller Faktoren zu einer bestimmten Annotationsentscheidung
fu¨hrt. Dass ein perso¨nlicher Schwellenwert und eine Aktivierungsfunktion bei
der hier behandelten Art von Annotation relevant sein mu¨ssen, wird klar,
wenn man sich vor Augen ha¨lt, dass jede Klassifikationsentscheidung (und
nichts anderes ist die Annotation von Definitionen) letztlich immer auf einem
(perso¨nlichen) Schwellenwert beruht. (U¨brigens kann der Annotationsschwel-
lenwert mo¨glicherweise je nach Tagesform unterschiedlich ausfallen.)
Geht man also davon aus, dass entsprechend dem in Abbildung 3.30 dargestellten
Modell verschiedene, individuell gewichtete Faktoren sowie ein perso¨nlicher Schwel-
lenwert bei der Annotationsentscheidung beteiligt sind, so wird deutlich, dass die
Annotation kaum vom Vorwissen und der Einstellung der Annotatoren getrennt
werden kann. Zwar zeigen vor allem die Annotationsexperimente 3 und 4, dass der
Einfluss von beidem auf die Annotation durch Training gemindert werden kann, doch
geht die Autorin davon aus, dass sich eine sehr gute U¨bereinstimmung zwischen den
Annotatoren erst dann einstellen wird, wenn sich das gemeinsame Vorwissen gerade
bedingt durch die Annotationsarbeit angeglichen hat. In diesem Fall wa¨ren die Anno-
tatoren allerdings kaum noch mit Nutzern des anvisierten Wortinformationssystems
vergleichbar, sondern wu¨rden sich im Gegenteil eher durch eine
”
de´formation pro-
fessionelle“ ([Hermanns (1988), 167]) auszeichnen, wie sie auch bei Lexikographen
ha¨ufiger bema¨ngelt wird.
3.8 Statistische Korpusanalyse und Extraktionsex-
perimente
In den folgenden Abschnitten wird die statistische Korpusanalyse und automati-
sche Extraktion von definitorischen Textsegmenten diskutiert. Die Grundlage dieser
Experimente bilden:
• die in Abschnitt 3.5.1 dargestellten Annotationsrichtlinien, mit deren Hilfe die
automatisch extrahierten Textsegmente bewertet werden;
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• die wa¨hrend der verschiedenen Annotationsexperimente ausgezeichneten Da-
ten (vgl. Abschnitte 3.3, 3.5 und 3.6), die einerseits fu¨r die Auswahl bzw.
statistische Bewertung der Merkmale verwendet werden und teilweise fu¨r die
Evaluation des Basis-Extraktionssystems;
• die in Abschnitt 3.3.2 angesprochenen literarischen Definitionen sowie die
Ergebnisse der Rezipienten- und Produzentenstudien (vgl. Abschnitt 3.4.2 bis
3.4.1), die als Inspirationsquellen fu¨r interessante Extraktionsmuster sowie
weitere Merkmale dienen.
Fu¨r die Extraktionsexperimente wurden die folgenden Merkmalstypen evaluiert:
1. Position und Kontext von Definitionen;
2. Booster, Downtoner und Pronomen, d. h. bestimmte Wo¨rter bzw. Phrasen in
Definitionen;
3. lexikalisch-semantische Relationen, insbesondere als Merkmale fu¨r bestimmte
Definitionstypen;
4. Formulierungsmuster, d. h. einfache lexikalisierte syntaktische Muster.
Der automatische Vergleich potenzieller Definitionen mit Ressourcen wie Wo¨rter-
buch- oder Lexikoneintra¨gen (vgl. Abschnitt 2.13) wurde in der hier beschriebe-
nen Merkmalsanalyse nicht beru¨cksichtigt. Derartige Merkmale einzubeziehen, er-
scheint angesichts der in Abschnitt 3.1 dargestellten Anwendungsszenarien als we-
nig sinnvoll: Schließlich sollen die automatisch extrahierten, definitorischen Eintra¨ge
mo¨glichst – im Sinn lexikographischer Beispiele (vgl. Abschnitt 2.12.4) – die bereits
bekannten Definitionen erga¨nzen, erweitern oder kontrastieren.
Vergleicht man die vier oben genannten Merkmalstypen miteinander, so la¨sst sich
vermuten, dass sie unterschiedlich (stark) zur Beschreibung und Extraktion definito-
rischer Textsegmente beitragen (vgl. u. a. den in Abschnitt 3.3.2 erla¨uterten Begriff
der bedingten Wahrscheinlichkeit). Zum Zeitpunkt der Konzeption der Extraktions-
experimente ging die Autorin davon aus, dass mit Hilfe der Merkmalstypen 3 und 4
die grundlegende Extraktionsentscheidung mo¨glich ist, wa¨hrend die Merkmalstypen
1 und 2 lediglich als Erga¨nzung dieser Entscheidung eingesetzt werden ko¨nnen (vgl.
Abschnitt 3.2.1 fu¨r Details zu den verschiedenen Verfahren in der Informationsex-
traktion). Die Merkmale der Typen 3 und 4 sollten daher als deterministische Regeln
formuliert werden, die Merkmale der Typen 1 und 2 hingegen in einen statistischen
Klassifizierer einfließen. Durch eine Kombination der regelbasierten und der statis-
tischen Extraktionskomponente sollten die Vorteile beider Verfahren miteinander
kombiniert werden.
Die Merkmale der Typen 3 und 4 wurden daher gezielt so zusammengestellt, dass
sie mo¨glichst viele Definitionskandidaten liefern, also eine hohe Abdeckung erreicht
wird. Daher wurden sie auch nicht auf der Grundlage der vorannotierten Daten eva-
luiert, vielmehr wurden die Merkmale auf das gesamte Wacky-Korpus angewendet.
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Aus der Menge der so extrahierten Definitionskandidaten wurde eine Stichprobe
entsprechend den in Abschnitt 3.5.1 dargestellten Annotationsrichtlinien evaluiert.
Wie die Ergebnisse dieser Experimente verdeutlichen, eignen sich die Merkmale des
Typs 3 allerdings ebenso wie die der Typen 1 und 2 nicht fu¨r einen regelbasierten
Ansatz.
Die Merkmale der Typen 1 und 2 hingegen wurden gezielt so zusammengestellt,
dass sie in einer Liste von Definitionskandidaten die guten Kandidaten entspre-
chend gewichten (also aufwerten), d. h. die Pra¨zision der Extraktion erho¨hen, und
die unsicheren Kandidaten gegebenenfalls aussortieren. Sie wurden daher auf den
vorannotierten Daten (vgl. Abschnitt 3.3 und 3.5) entwickelt und evaluiert.
3.8.1 Position und Kontext
Wie in den Abschnitten 2.6.2 und 2.13 angesprochen, gehen einige Autoren davon
aus, dass Definitionen ha¨ufig als Einleitung oder Zusammenfassung fungieren und
somit am Anfang eines Textes oder am Ende zu finden sind. Entsprechend verwen-
den einige Arbeiten zur automatischen Extraktion von Definitionen (vgl. Abschnitt
2.13) die Position als zentrales Merkmal. Tabelle 3.8 zeigt die Ha¨ufigkeit von defi-
nitorischen Textsegmenten am Anfang bzw. am Ende eines Textes in den manuell
annotierten Daten.
Tabelle 3.8: Definitionen am Textanfang und -ende
Textanfang Textende
erster Satz 4,9 % letzter Satz 1,2 %
zweiter Satz 3,7 % vorletzter Satz 1,2 %
dritter Satz 2,4 % vorvorletzter Satz 1,2 %
Σ 11 % Σ 3,6 %
Offenbar kann in den Doma¨nen- und Textsorten-unabha¨ngigen Daten, die fu¨r die
vorliegende Arbeit manuell ausgezeichnet wurden, keine Rede davon sein, dass
Definitionen geha¨uft am Ende der Dokumente auftreten. Geringfu¨gig gro¨ßer ist
die Ha¨ufigkeit der Definitionen am Anfang der Texte. Die Autorin geht daher
davon aus, dass der in der Literatur beschriebene Nutzen dieses Merkmals, als
Artefakt der jeweiligen Datengrundlage angesehen werden muss. Wenn man be-
trachtet, dass beispielsweise enzyklopa¨dische Definitionen etwa aus Wikipedia (vgl.
[Fahmi/Bouma (2006)]) als Korpus fu¨r die automatische Extrak-
tion von Definitionen eingesetzt wurden, darf das kaum wundern. Allerdings zeigen
auch die Annotationsergebnisse der vorliegenden Arbeit, dass Definitionen in Bezug
auf ihre Position offenbar nicht gleichma¨ßig u¨ber die Texte verteilt sind. Bestimmt
man die Position der Definitionen normiert u¨ber die La¨nge des Textes, in dem sie
jeweils annotiert wurden, so ergibt sich die in Abbildung 3.31 dargestellte Vertei-
lung. Sie zeigt, dass ca. 50 % der hier annotierten Definitionen im ersten Textdrittel
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stehen, die restlichen zweimal 25 % verteilen sich zu gleichen Teilen auf das zweite
und dritte Drittel. Beru¨cksichtigt wurden bei der Auswertung die Definitionen, die



























50 % der Definitionen 
im ersten Drittel der Texte
ca. 25 % der Definitionen 
im zweiten Drittel der Texte
ca. 25 % der Definitionen 
im dritten Drittel der Texte
Abbildung 3.31: Verteilung der Position der Definitionen in den annotierten Texten
Ob die beobachtete Pra¨ferenz fu¨r bestimmte Textbereiche mit den mo¨glichen Funk-
tionen zusammenha¨ngt, die Definitionen in Texten einnehmen (ko¨nnen) (vgl. hier
auch die Abschnitt 2.6.1 bis 2.6.4), oder ob die Beobachtung schlicht das Ergebnis
einer evtl. sinkenden Aufmerksamkeit der Annotatoren jeweils gegen Ende der Tex-
te ist, daru¨ber mo¨chte die Autorin an dieser Stelle nicht spekulieren. Festzuhalten
bleibt, dass sich das Positionsmerkmal offenbar fu¨r einen statistischen Klassifizierer
empfiehlt.
Mindestens ebenso interessant wie ihre Position ist der Kontext einer Definition. Hier
zeigt die Annotation, dass Definitionen zu Clustern bzw. Reihen neigen – oder die
Annotatoren zumindest dazu, Definitionscluster und -reihen zu annotieren. Diese
Cluster- bzw. Reihentendenz la¨sst sich auf zwei Ebenen beobachten: Zum einen
zeigt Tabelle 3.9, dass in der Mehrheit der annotierten Texte entweder u¨berhaupt
keine Definition zu finden ist oder gleich mehrere. (Beru¨cksichtigt wurden hierbei
Textsegmente, die entweder von mindestens der Ha¨lfte (≥ Ha¨lfte) oder mehr als
der Ha¨lfte (> Ha¨lfte) der Annotatoren als Definitionen ausgezeichnet wurden.) Zum
anderen verdeutlichen Tabelle 3.10 und Abbildung 3.32, dass in der Nachbarschaft
von Definitionen ha¨ufig weitere annotiert wurden. (Beru¨cksichtigt wurden hierbei
Textsegmente, die von mindestens der Ha¨lfte der Annotatoren (≥ Ha¨lfte) oder
mindestens einem Annotator als Definitionen ausgezeichnet wurden (≥ 1).)
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Tabelle 3.9: Dichte der ausgezeichneten Definitionen
≥ Ha¨lfte > Ha¨lfte
keine Definitionen 33,3 % 46,7 %
eine Definition 13,3 % 20 %



























































Abbildung 3.32: Verteilung der Entfernung zwischen 2 Definitionen (beru¨cksichtigt
wurden Textsegmente, die von mindestens der Ha¨lfte der Annotatoren als Definition
ausgezeichnet wurden)




Nachbar direkt davor 31,7 %
Nachbar zwei davor 31,7 %
Nachbar direkt danach 37,8 %
Nachbar zwei danach 41,5 %
Offenbar ist die Tatsache, dass in einem Text bereits eine Definition gefunden wurde,
188
ein recht guter Indikator dafu¨r, dass noch weitere vorhanden sein ko¨nnten – wenn
auch die La¨nge des Textes insgesamt mehrere Definitionen plausibel erscheinen
la¨sst. Zwar ist dieses Pha¨nomen sicher nicht unabha¨ngig von der Aufmerksamkeit
der Annotatoren; sind allerdings die Informationen, die u¨ber das Definiendum im
Text stehen – in vielen Fa¨llen auch die Definition selbst (vgl. Abschnitt 2.13 sowie
Abschnitt 3.5.2.1) – auf mehrere Sa¨tze verteilt, so darf es nicht verwundern, dass
die Annotatoren diese Definitionsperipherie in vielen Fa¨llen ebenfalls auszeichnen
(richtigerweise dann, wenn es sich nicht um anaphorische oder koreferente Struktu-
ren handelt). Abschließend sei angemerkt, dass die oben dargestellten Verteilungen
der Ha¨ufigkeit und Position von Definitionen in den annotierten Texten nicht durch
einen bestimmten statistischen Prozess erzeugt worden sein mu¨ssen, so ließen sich
die Beobachtungen auch schlicht durch eine Zufallsverteilung erkla¨ren.
3.8.2 Booster, Downtoner, Pronomen und Satzzeichen
Definitionen zeichnen sich durch ein ganz bestimmtes Vokabular aus. Das zeigen
die bisherigen Experimente und auf dieser Annahme basieren alle Verfahren zur au-
tomatischen Extraktion. Dazu geho¨ren neben einer Anzahl von Verben (vgl. 3.8.4
fu¨r Details) bestimmte Adverben und Adjektive, einige Substantive und Pronomen
sowie verschiedene Syntagmen und Satzzeichen. Eine kleine Auswahl dieser lexika-
lischen Merkmale ist in Tabelle 3.11 zusammengefasst.
Tabelle 3.11: Beispiele fu¨r lexikalische Merkmale und Satzzeichen
Substantive und Adverben und Satz-
Pronomen
Syntagmen Adjektive zeichen
Definition definitionsgema¨ß () ich, du, man
Begriff typischerweise , mein, deine
Bedeutung ga¨ngig – dieser, welcher
in der Mathematik insofern : . . .
aus dem Lateinischen fachsprachlich . . .
in der Regel wo¨rtlich
in diesem Sinn . . .
. . .
Einige der lexikalischen Merkmale lassen sich anhand ihrer Funktion ordnen: So sind
in fast 10 % der Definitionen (vgl. Abschnitt 3.4.2) auf ein bestimmtes Fachgebiet
einschra¨nkende Formulierungen zu finden. Des Weiteren sind in bis zu 17 % der
Definitionen (vgl. Abschnitt 3.4.2) Angaben u¨ber einen fremdsprachigen Ursprung
o. A¨. enthalten. Typisch sind weiter Floskeln der Unsicherheit und relativierende
Formulierungen. Satzzeichen nehmen hingegen ha¨ufig wie Verben die Funktion ei-
nes Definitiors ein, also des Verbindungsglieds zwischen Definiendum und Definiens.
Schließlich empfinden, wie bereits u. a. in Abschnitt 3.4.1 bemerkt, Versuchsper-
sonen und Annotatoren allzu perso¨nliche Texte als schlechte Definitionskandidaten;
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besonders bestimmte Personalpronomen ko¨nnen daher als gewichtende Merkmale
verstanden werden, um schlechte Kandidaten auszusortieren.
Leider sind viele lexikalische Merkmale bzgl. des Merkmalstyps recht ha¨ufig, aber
in ihrer konkreten Merkmalsauspra¨gung selten. D. h., zwar kann in fast 10 % der
Fa¨lle der Merkmalstyp Angabe des Fachgebiets beobachtet werden, dabei handelt es
sich aber immer wieder um unterschiedliche Formulierungen, sprich unterschiedliche
Fa¨cher. Die Abstraktion von diesen Formulierungen auf den Merkmalstyp Angabe
des Fachgebiets ist zwar fu¨r einen menschlichen Leser einfach, um diese Abstraktion
aber auch automatisch durchzufu¨hren, mu¨ssen dem Extraktionssystem alle denkba-
ren Formulierungen fest einprogrammiert werden. Weiter fehlt fu¨r diesen Fall der
notwendige Gewichtungsfaktor, denn die fu¨r die vorliegende Arbeit handannotierten
Daten sind trotz ihres nicht allzu geringen Umfangs viel zu klein, um die statisti-
sche Relevanz bzw. Unterscheidungskraft dieses Merkmalstyps fu¨r die automatische
Extraktion von Definitionen sinnvoll abscha¨tzen zu ko¨nnen. Des Weiteren sind viele
Merkmale nicht eindeutig: Offensichtlich kann vom Vorhandensein einer Formulie-
rung wie . . . in der Mathematik . . . , . . . in diesem Sinn . . . oder auch . . . im Engli-
schen . . . noch nicht auf eine Definition geschlossen werden. Liegen daneben aber
weitere Hinweise vor, so ko¨nnen lexikalische Merkmale fu¨r die Klassifikationsent-
scheidung ausschlaggebend sein. Eine U¨bersicht aller lexikalischen Merkmale, die
wa¨hrend der Experimente und Recherchen der vorliegenden Arbeit im Zusammen-
hang mit Definitionen beobachtet oder in Analogie zu den beobachteten abgeleitet
wurden, ist im Anhang zusammengestellt.
Auf der Grundlage der genannten lexikalischen Merkmale la¨sst sich ein Basis-Extrak-
tionssystem umsetzen. Entsprechend der in Abschnitt 3.2.1 vorgestellten Vorgehens-
weise wurde dazu zuna¨chst fu¨r jeden Satz der annotierten Daten ein Merkmalsvektor
erstellt, der auch die Klasse (DEF, nDEF) des Satzes entha¨lt. Mit Hilfe der Ma-
chine Learning Umgebung Weka (vgl. [Witten/Frank (2005)]) wurden anschließend
fu¨r fu¨nf verschiedene Algorithmen Klassifikationsmodelle berechnet. Um die Qualita¨t
der Vorhersage dieser Modelle fu¨r unklassifizierte Sa¨tze zu bestimmen, wurde das
Verfahren der so genannten n-fachen Quervalidierung (engl. n-fold cross-validation)
eingesetzt. Dabei wird die Datenmenge in n (hier n = 10) gleich große Blo¨cke zer-
teilt. Auf der Grundlage von jeweils n− 1 Blo¨cken wird der Klassifizierer berechnet
und auf dem verbleibenden evaluiert. Jeder der n Blo¨cke wird also einmal als Evalua-
tionsgrundlage verwendet. Abdeckung, Genauigkeit und F-Measure fu¨r die gesamte
Datenmenge ergeben sich aus dem Mittel der n Evaluationsdurchla¨ufe. Die Ergeb-
nisse des Experiments, also Abdeckung und Genauigkeit der Klassifikationsmodelle
verschiedener Verfahren des Maschinellen Lernens, sind in Tabelle 3.12 zusammen-
getragen. Vgl. Abschnitt 3.2.1 fu¨r Details zu den verschiedenen Algorithmen.
Die Ergebnisse zeigen, dass mit einer Stichprobe von 37.500 Sa¨tzen, die nur ca. 200
Definitionen entha¨lt, und einer Auswahl weniger, sehr einfacher Merkmale (vgl. Ta-
belle 3.12 und die U¨bersicht der lexikalischen Merkmale im Anhang) ein F-Measure
von ca. 0,23 (DT) erreicht werden kann. Dieser Wert setzt sich aus einer Genauig-
keit von ca. 37 % und einer Abdeckung von ca. 23 % zusammen – also fast 37 %
der vom Basis-Extraktionssystem als Definitionen bewerteten Sa¨tze sind tatsa¨chlich
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Tabelle 3.12: U¨bersicht der Qualita¨t fu¨r die Klasse DEF der verschiedenen Klassi-
fikationsalgorithmen sowie insgesamt korrekt Klassifizierte; mit DT: Decision Tree,
DTab: Decision Table, NB: Naive Bayes, kNN: k-Nearest-Neighbor
DT (J48) DTab NB kNN
Genauigkeit (prec ) 0,368 0,75 0,176 0,165
Abdeckung (rec) 0,165 0,02 0,162 0,108
F-Measure 0,228 0,039 0,169 0,13
korrekte Klassifikationen 0,993 0,996 0,993 0,994
definitorisch und fast 23 % aller tatsa¨chlich in den Daten enthaltenen Definitionen
werden gefunden28.
Nicht in der Tabelle enthalten sind die Ergebnisse eines Voting und eines Stacking
Algorithmus, beide ordnen bedingt durch die starke Ungleichverteilung der Klas-
sen pauschal alle Sa¨tze der Klasse nDEF zu. Die Tabelle zeigt jeweils die beste
Parametrisierung der Algorithmen.
Die hier dargestellten Ergebnisse liegen damit im selben Bereich wie die der in
Abschnitt 2.13 diskutierten Basis-Extraktionssysteme, die a¨hnliche Verfahren des
Maschinellen Lernens einsetzen. Das ist bemerkenswert, da die hier verwendeten
Korpora verha¨ltnisma¨ßig wenige Definitionen beinhalten und sich daher ebenfalls
eine geringere Apriori-Wahrscheinlichkeit29 ergibt. Aufgrund der a¨ußerst ma¨ßigen
Performanz eignet sich dieses Extraktionssystem alleine natu¨rlich noch nicht fu¨r
den Einsatz in den Anwendungsszenarien der vorliegenden Arbeit. Dazu muss es um
weitere Komponenten erga¨nzt werden.
3.8.3 Lexikalisch-semantische Relationen
Einige der ha¨ufigsten Definitionstypen (vgl. Abschnitt 2.10.3 bzw. 3.4) weisen (zu-
mindest laut Definition des Definitionstyps) enge lexikalisch-semantische Relationen
zwischen dem Definiendum und dem Definiens bzw. Teilen des Definiens auf. Bei-
spiele hierfu¨r sind die aristotelische Definition mit ihrer Hyponymie-Hyperonymie-
Relation zwischen Definiendum und Genus-Bestandteil des Definiens (vgl. Abschnitt
2.1) oder auch – deren Name bereits auf den Relationstyp hinweist – die einfache
Synonymendefinition (vgl. Abschnitt 2.10.3). Daher liegt die Annahme nahe, dass
das Vorhandensein einer engen lexikalisch-semantischen Relation in einem Satz auf
28Die Werte fu¨r F-Measure, Abdeckung und Genauigkeit beziehen sich jeweils nur auf die Klasse
DEF. Eine Evaluation der beiden Klassen zusammen, liefert auf Grund des hohen Anteils der Klasse
nDEF Werte im Bereich von u¨ber 90 % (vgl. die Zeile zu den korrekten Klassifikationen in der
Tabelle). In diesen Bereich gelangt aber bereits ein Klassifizierer, der alle Sa¨tze schlicht der Klasse
nDEF zuordnet.
29Das heißt, die Wahrscheinlichkeit fu¨r den Klassifizierer, durch puren Zufall eine Definition zu
finden, ist a¨ußerst gering. Daher handelt es sich hierbei um ein schwierigeres Klassifikationsproblem.
191
das Vorliegen einer Definition hindeutet. Auf der Grundlage der in GermaNet30 (vgl.
[Lemnitzer/Kunze (2002)]) modellierten Relationen wurden aus dem Wacky-Korpus





• fu¨r Adjektive/Verben jeweils:
– Synonymie,
– Antonymie.
Aus den extrahierten Sa¨tze wurde anschließend jeweils eine Stichprobe gezogen und
entsprechend den in Abschnitt 3.5.1 dargestellten Annotationsrichtlinien ausgezeich-
net. Die Ergebnisse dieser Experimente sind in Tabelle 3.13 zusammengetragen. Sie
zeigen, dass es eine (u¨berraschend) große Menge von Treffern mit den genann-
ten lexikalisch-semantischen Relationen im Korpus gibt. Allerdings ist nur eine ver-
schwindend geringe Anzahl davon tatsa¨chlich definitorisch oder anderweitig fu¨r die
Anwendungsszenarien der vorliegenden Arbeit interessant. Insofern eignet sich die-
ser Merkmalstyp nicht als Extraktionsbasis (siehe oben) – und das auch aus einem
anderen Grund: Zwar ist es sicher richtig, dass bestimmte lexikalisch-semantische
Relationen besonders typisch fu¨r verschiedene der in Abschnitt 2.10.3 beschriebenen
Definitionstypen sind, leider sind diese Relationen aber nicht immer entsprechend in
GermaNet modelliert. So lassen sich – ohne allerdings quantitative Aussagen treffen
zu wollen – viele Definitionen finden, die die Autorin (wie auch die meisten ihrer
Annotatoren) zwar als aristotelische Definition interpretieren wu¨rden, deren Genus-
Bestandteil jedoch nicht als Hyperonym des Definiendums in GermaNet modelliert
ist.
Die Ergebnisse verdeutlichen: Wenige Treffer mit diesen lexikalisch-semantischen
Relationen sind tatsa¨chlich als Definitionen zu bewerten. Umgekehrt sind einige
lexikalisch-semantische Relationen von Treffern, die als Definitionen annotiert wer-
den mu¨ssen, nicht immer ada¨quat in GermaNet modelliert. Die Autorin geht daher
umgekehrt davon aus, dass es mo¨glich sein sollte, automatisch extrahierte Defi-
nitionen zu verwenden, um die bereits modellierten Relationen in GermaNet zu
u¨berarbeiten und zu erga¨nzen – ebenso wie [Storrer/Wellinghoff (2006)] es bereits
fu¨r fachsprachliche Daten vormachen. Durch die Auswertung einer gro¨ßeren Menge
von Definitionen du¨rften sich zudem fu¨r einige oder sogar viele der Synonym-Mengen
(engl. synsets) dichtere Verknu¨pfungen ergeben, wie [Boyd-Graber et al. (2006), 29-
35] fordern.
30GermaNet ist das deutsche Pendant des so genannten Princeton WordNet. Es handelt sich
dabei um eine maschinenlesbare lexikalisch-semantische Ressource, die ihren Wortbestand in
Synonym-Mengen bu¨ndelt und u¨ber lexikalisch-semantische Relationen, etwa Antonymie, Hype-
ronymie, Hyponymie, Meronymie, Holonymie etc. miteinander verknu¨pft.
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Tabelle 3.13: U¨bersicht der Sa¨tze mit lexikalisch-semantischen Relationen und Anteil
der darin enthaltenen Definitionen
Stichprobe:
Sa¨tze 100 Sa¨tze mit Relationstyp,





absolut relativ Definition interessant
Substantiv: Synonymie 1.086.747 1,2 % 89 % 3 % 8 %
Substantiv:
Hyponymie/Hyperonymie 3.020.947 3,3 % 83 % 5 % 12 %
Substantiv:
Meronymie/Holonymie 818.676 0,9 % 75 % 9 % 16 %
Adjektiv: Synonymie 78.353 0,08 % 88 % 7 % 5 %
Adjektiv: Antonymie 446.188 0,5 % 89 % 0 % 11 %
Verb: Synonymie 791.927 0,9 % 95 % 2 % 3 %
Verb: Antonymie 3.953.321 4,3 % 100 % kaum aussagekra¨ftige
Antonyme im Verb -Teilgraph
modelliert
3.8.4 Formulierungsmuster
Die wichtigsten Merkmale zur automatischen Extraktion von Definitionen sind For-
mulierungsmuster, die sich in aller Regel um bestimmte Verben (Definitoren) grup-
pieren. Wie in Abschnitt 2.13 erla¨utert, zeigen die empirischen Ergebnisse neuerer
Arbeiten zur automatischen Extraktion, dass eine komplexe syntaktische Beschrei-
bung allerdings nicht die gewu¨nschten Performanzverbesserungen gegenu¨ber ganz
einfachen Mustern bewirkt. Aus diesem Grund wurden auch in der vorliegenden
Arbeit auf eine derartige Beschreibung verzichtet. Insgesamt wurden 78 Formulie-
rungsmuster fu¨r Definitionen der vier zentralen Definitionstypen (vgl. die Ergeb-
nisse in Abschnitt 3.4) zusammengetragen und ausgewertet. Damit beru¨cksichtigt
die vorliegende Arbeit deutlich mehr Muster als alle der Autorin zum Zeitpunkt
ihrer Extraktionsexperimente bekannten Vero¨ffentlichungen. Alle hier untersuchten
Formulierungsmuster wurden als regula¨re Ausdru¨cke in Java umgesetzt und jeweils
auf das komplette Wacky-Korpus, d.h. 92.395.259 Sa¨tze, angewendet. Die Men-
ge der Sa¨tze, die fu¨r ein bestimmtes Muster dabei extrahiert wurden, wurden bei
geringem Umfang (bis 100 Sa¨tze) vollsta¨ndig oder bei gro¨ßerem Umfang stichpro-
benartig, entsprechend den in Abschnitt 3.5.1 dargestellten Annotationsrichtlinien,
ausgezeichnet.
Wie Tabelle 3.14 zeigt, liefern die 78 Formulierungsmuster insgesamt 153.300 Sa¨tze,
von denen allerdings im Durchschnitt nur 35,6 % Definitionen sind. Die maxima-
len und minimalen Werte verdeutlichen, dass bei der Genauigkeit (wie auch der
Ha¨ufigkeit eines Musters) eine große Spreizung vorliegt: So gibt es einerseits Mus-
ter, die zu 100 % Definitionen liefern, aber eben auch solche mit einer Quote von
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Tabelle 3.14: U¨bersicht der Ha¨ufigkeit und Genauigkeit der 78 Formulierungsmuster
Muster- Anteil
ha¨ufigkeit Definitionen
Mittel ca. 2000 ca. 35 %
Maximum 41.075 100 %
Minimum 4 ca. 2 %
Median 248 ca. 27 %∑
153.300 –
nur ca. 2 %.
Die Ergebnisse der 78 Muster wurden ihrer jeweiligen Genauigkeit nach in fu¨nf
Gruppen unterteilt. Die besten drei sind in den Tabellen 3.15 bis 3.17 dargestellt31.
Die Tabellen zeigen, dass besonders die verschiedenen Formulierungsmuster fu¨r die
aristotelische Definitionen mit Relativsatz oder Pra¨positionalphrase gute bis sehr
gute Ergebnisse liefern (vgl. Tabelle 3.15 sowie Tabelle 3.16). Leider sind die Meisten
davon relativ selten. Das offensichtlich im Hinblick auf Genauigkeit und Ha¨ufigkeit
beste Formulierungsmuster ist mit der klassischen operationalen Definition (ein/-e
definiendum liegt vor, wenn definiens) gegeben; es liefert bei einer Genauigkeit
von immerhin 76 % 5.377 Sa¨tze des Wacky-Korpus.
Weiter sind einige metasprachliche Formulierungen (von definiendum spricht man,
wenn definiens oder etwa Begriff/Wort . . .definiendum kommt aus dem/be-
zeichnet/meint . . .definiens ) unter den besten Mustern. Auf Grund ihrer sehr
guten bis guten Genauigkeit bei gleichzeitig relativ hoher Ha¨ufigkeit ko¨nnen auch
diese zu den besonders ergiebigen Mustern geza¨hlt werden.
Lediglich bei einigen der ma¨ßig genauen Muster handelt es sich weder um klassi-
sche aristotelische noch operationale Definitionen oder Sa¨tzen mit metasprachlichem
Charakter: Hier finden sich eine Formulierung fu¨r genetische (ein/-e definiendum
bildet sich, indem/wenn definiens) und mehrere fu¨r explikative (u. a. ein/-e defi-
niendum ist/wird charakterisiert durch definiens) Definitionen. Unter den ma¨ßig
genauen ist sogar ein Formulierungsmuster mit sein, das mit 12.513 Treffern un-
ter den sehr genauen bis ma¨ßig genauen Mustern die gro¨ßte absolute Ha¨ufigkeit
aufweist und das immerhin noch bei einer Genauigkeit von 48 %. Die in anderen
Arbeiten beobachtete Schwierigkeit mit diesem Definitor kann also zumindest teil-
31Wie die Beispiele in den Tabellen verdeutlichen, gilt fu¨r die hier durchgefu¨hrten Korpusarbeiten
A¨hnliches wie bereits Stanaityte˙ beobachtet:
Aufgrund der ha¨ufigen Belegstellen im zusammengestellten Korpus, die u. a. Fremd-
oder Neulexeme erla¨utern, ko¨nnte leicht der Eindruck entstehen, dass es sich in
der vorliegenden Untersuchung hauptsa¨chlich um die Erla¨uterung von Anglizismen,
Fach- und Fremdwo¨rtern handelt. Tatsa¨chlich nehmen sie den gro¨ßeren Teil des Kor-
pus ein, jedoch ko¨nnen auch die semantischen Umdeutungen oder Interpretationen
. . . zu den allta¨glichen Definitionsverfahren geza¨hlt werden. [Stanaityte (2007), 34]
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Tabelle 3.15: Sehr genaue Formulierungsmuster
absolute
(relative) Anteil typische Beispiele fu¨r Sa¨tze
Muster Ha¨ufigkeit DEF mit dem Muster
genus (im Plural)
relativsatz, bezeichnet 187 100 % Aktien, die gemeinsam emittiert
man als definienda (0,00000202 %) werden, bezeichnet man als Tranche.
Eine gebundene Suppe, die mit ent-
Ein-/e/-en genus, sprechenden Zutaten wie zum Bei-
relativsatz, bezeichnet 28 96,4 % spiel Wurst und Kartoffeln verdickt
man als definienda (0,00000030 %) wird, bezeichnet man als Eintopf.
unter einem/-er
definiendum Unter Federweißer . . . versteht man
versteht/-en man/wir einen Most, dessen Ga¨rung abklingt,
einen/eine genus, 224 92,0 % der tru¨b ist, besonders vitaminreich
relativsatz (0,00000242 %) und kaum noch Hefezellen entha¨lt.
Ein/-e/-en genus, Einen Computer, der Daten von
relativsatz, nennt/-en 70 87,1 % anderen Rechnern abruft, nennt
man/wir definiendum (0,00000076 %) man Client.
Begriff/Wort/Terminus/
Fachwort definiendum Der Begriff Cluster kommt aus dem
kommt aus dem sprache, 700 85,7 % Englischen und bezeichnet eine
definiens (0,00000758 %) Gruppe gleichartiger Dinge.
Von einer Ahnentafel spricht man,
von definiendum wenn alle Vorfahren erfasst werden
spri(e)cht/-en man/wir 1048 82,0 % sollen, d. h. aufsteigend z. B. die
wenn definiens (0,0011 %) beiden Eltern, die 4 Grosseltern . . .
genus (im Plural), Organe, die ihre Funktion verloren
relativsatz, nennt 455 80,0 % haben und nur noch in Resten vor-
man definiendum (0,00000492 %) handen sind, nennt man rudimenta¨r.
Eine Katastrophe . . . liegt vor, wenn
durch ein Naturereignis oder ein
sonstiges Ereignis dem Umfang nach
eine außergewo¨hnliche Scha¨digung
ein/-e definiendum 5377 76,0 % von Menschen oder Sachen einge-
liegt vor, wenn definiens (0,0058 %) treten ist oder bevorsteht.
Die gesamte Computertechnik kann
man auffassen als Vera¨ußerlichung
beschra¨nkter geistiger Funktionen,
definienda kann man die wir in die Maschinen eingespeist
auffassen als genus, 4 75 % haben und die sich nach dem
relativsatz (0,00000004 %) Schema in 1/0 aufschlu¨sseln lassen.
weise durch eine entsprechende Einschra¨nkung des Umfelds (hier der Relativsatz
und die beiden unbestimmten Artikel vor Definiendum und Genus-Bestandteil des
Definiens) so weit vermindert werden, dass sogar fu¨r das hochgradig ambige sein
noch relativ genaue Extraktionsmuster konstruiert werden ko¨nnen.
Die verbleibenden Formulierungsmuster, die Genauigkeiten zwischen 2,2 % und
35,0 % aufweisen, sind im Anhang angedruckt. Sie enthalten vor allem Alterna-
tiven zu Formulierungen in den Tabellen 3.15 bis 3.17, wie auch fu¨r exemplarische
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Tabelle 3.16: Genaue Formulierungsmuster
absolute
(relative) Anteil typische Beispiele fu¨r Sa¨tze
Muster Ha¨ufigkeit DEF mit dem Muster
man/wir spri(e)cht/-en Man spricht von Fieber, wenn Ko¨rper-
von definiendum, 415 70,0 % temperaturen von u¨ber 38˚C im
wenn definiens (0,0004 %) Enddarm (rektal) gemessen werden.
Wenn ohne radikalen sozialen Wandel
nur eine Organisation oder ein eng
wenn man/wir definiens, verknu¨pftes soziales Netzwerk . . .
bezeichnen/-net wir/man die Revolution unternimmt,
das/so was/dies 36 66,7 % bezeichnet man dies als Staatsstreich
als definiendum (0,00000039 %) oder . . . als Putsch.
genus (Plural), Stoffe, die Reaktionen auslo¨sen oder
relativsatz 304 66,7 % beeinflussen, ohne selbst verbraucht
heißen definienda (0,00000329 %) zu werden, heißen Katalysatoren
ein/-e/-en genus Eine Analyse großer Mengen verschie-
mit/ohne/fu¨r/(zur)/(zum)/ dener Moleku¨le zur Findung von guten
bei differentia nennt 302 66,7 % Kandidaten fu¨r einen bestimmen
man definiendum ( 0,00000327 %) Zweck nennt man Screening.
bei einem/einer Bei einem Virus handelt es sich um ein
definiendum Programm, das sich in der Regel selber
handelt es sich um kopiert und sich so entweder auf dem
ein/-e genus, 198 65,0 % Computer des Anwenders oder im
relativsatz (0,00021 %) Netzwerk verbreitet.
wenn man/wir definiens, Wenn der Ton von allen Seiten aus
nennt/-en wir/man das/ 98 62,2 % den Lautsprechern kommt, nennt man
so was/dies definiendum (0,00000106 %) das Dolby Surround
wenn definiens, Dynamik = Lehre der Bewegung –
spri(e)cht/-en man/wir 1123 62,0 % allgemein, wenn ein Vorgang zeitab-
von definiendum (0,0012 %) ha¨ngig ist, spricht man von Dynamik.
Begriff/Wort/Terminus/ Das Wort
”
Satan“ ist dabei schlicht ein
Fachwort definiendum Begriff aus der ju¨dischen Jurisprudenz
bezeichnet/meint/ 10093 56,0 % und bedeutet u¨bersetzt etwa
”
An-
bedeutet definiens (0,0109 %) kla¨ger“ vor dem (go¨ttlichen) Gericht.
Begriff/Wort/Terminus/
Fachwort definiendum Den Begriff
”
Vasektomie“ verwendet
verwendet man fu¨r 15 53,3 % man heute ausschließlich fu¨r die
definiens (0,00000016 %) Durchtrennung des Samenleiters.
ein/-e/-en genus
mit/ohne/fu¨r/(zur)/(zum)/ Ein solcher Paß mit einem erfolg-
bei definiens bezeichnet 70 52,9 % reichen Abschluß (also dem Korb)
man als definiendum (0,00000076 %) bezeichnet man als Assist.
Definitionen und Synonymendefinitionen. Obwohl Letztere in den Produzentenstu-
dien (vgl. Abschnitt 3.4.2) einen relativ großen Anteil besteuern, konnte die Autorin
dazu keine Extraktionsmuster konstruieren, die mit einer hinreichenden Genauig-
keit Definitionen liefern. Zudem stellt sich bei den beiden Typen das Problem der
Belegtreue in besonderem Maß: Um zu erkennen, dass ein Satzteil ein Beispiel
oder Synonym fu¨r ein potenzielles Definiendum darstellt, muss entweder der Le-
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Tabelle 3.17: Ma¨ßig genaue Formulierungsmuster
absolute
(relative) Anteil typische Beispiele fu¨r Sa¨tze
Muster Ha¨ufigkeit DEF mit dem Muster
ein/-e definiendum ist Eine hypochondrische Sto¨rung ist charak-
dadurch? charakterisiert terisiert durch sta¨ndige Krankheitsa¨ngste
dadurch?, dass/daß 38 50,0 % in so belastendem Ausmaß, dass die Le-
definiens (0,00000411 %) bensqualita¨t erheblich beeintra¨chtigt ist.
ein/-e definiendum Ein Maar bildet sich, wenn aufsteigendes
bildet sich, indem/wenn 45 48,9 % Magma auf eine wasserreiche Gesteins-
definiens (0,00000487 %) zone trifft.
Ein Placebo ist eine Therapie ohne spezi-
fischen Wirkungsmechanismus . . . , die
ein/-e definiendum sich bezu¨glich Aussehen, Geschmack und
ist ein/-e genus, 12513 48,0 % Geruch von einer anderen, zu verglei-
relativsatz (0,0135 %) chenden Therapie nicht unterscheidet.
Die Hyperaktivita¨t ist bei Erwachsenen
ein/-e definiendum charakterisiert durch das Gefu¨hl innerer
ist/wird charakterisiert 44 47,7 % Getriebenheit . . . und der Unfa¨higkeit,
durch definiens (0,00000048 %) sich entspannen zu ko¨nnen . . .
definiendum kann man Inzwischen kann man in den meisten
mit u¨bersetzung/ 77 46,8 % Zusammenha¨ngen
”
bahnbrechend“ mit
definiens u¨bersetzen (0,0000083 %)
”
ganz nett“ u¨bersetzen.
definiendum Bei der Arthroskopie ( u¨bersetzt etwa
u¨bersetzt/-en man/wir
”
Gelenkschau“) fu¨hren A¨rzte u¨ber kleine,
mit u¨bersetzung/ 135 45,0 % . . . Schnitte eine Kamera sowie kleine
definiens (0,00000146 %) Instrumente ins Gelenk.
ein/-e definiendum Ein Wohngebiet ist durch Wohnnutzung
ist/wird durch 85 44,7 % und der zum Wohnen beno¨tigten Infra-
definiens charakterisiert (0,00000092 %) struktur, wie . . . charakterisiert.
Eine Zulassungsbeschra¨nkung ist dadurch
gekennzeichnet, dass die Zahl der zur
ein/-e Verfu¨gung stehenden Studienpla¨tze fest-
definiendum ist gelegt wird. (DEF) Ein gesunder Ko¨rper
dadurch gekennzeichnet, 141 44,3 % ist dadurch gekennzeichnet, dass er als
dass/daß definiens (0,00000153 %) Einheit existiert und funktioniert. (?)
Bei einem Unternehmen handelt es sich
bei einer/-em um ein Kleingewerbe, wenn Ihr Jahres-
genus handelt es sich umsatz unter 350.000 Euro liegt, . . .
um eine/-en Sie kein kaufma¨nnisches Personal be-
definiendum, wenn 28 42,9 % scha¨ftigen, Sie nicht bilanzieren und Sie
Fortsetzung definiens (0,00000030 %) nicht u¨berregional ta¨tig sind.
ein/-e definiendum , / – Zumindest die letzte Behauptung ist
also/sprich/d.h./kurz 3827 40,0 % eindeutig eine Falschmeldung,
ein/-e definiens (0,0041 %) also ein
”
Hoax“.
ser/Ho¨rer schon eine genaue Vorstellung von diesem Definiendum haben oder Ko-
und Kontext explizit (z. B. mit einer Formulierung wie definitionsgema¨ß o. A¨., die
allerdings a¨ußerst selten in den Treffern enthalten sind) auf eine Definition hindeu-
ten. Hier ergeben sich also offenbar aus dem Ko- und Kontext der Textsegmente
in einem Korpus und auf einer Frageplattform, wie der von Yahoo! Clever, ganz
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unterschiedliche Formulierungsbedingungen. Zwar sind grundsa¨tzlich als Erga¨nzung
zu den Mustern fu¨r die Extraktion von Synonymendefinitionen bzw. exemplarischen
Definitionen lexikalisch-semantische Merkmale denkbar, um die geringe Genauigkeit
zu erho¨hen. Leider zeigt aber der vorangegangene Abschnitt, dass diese Merkmale
selbst im Hinblick auf ihre Genauigkeit a¨ußerst schwach sind (zumindest mit der
hier verwendeten Ressource GermaNet).
Welche der 78 Formulierungsmuster fu¨r die konkrete Umsetzung eines Extrakti-
onssystems fu¨r ein online verfu¨gbares Wortinformationssystem verwendet werden
sollten und mit welchen weiteren der oben genannten Merkmale die Performanz
dieses Systems verbessert werden kann, ist ein eigenes Optimierungsproblem. Die-
ses kann nur auf der Grundlage einer bekannten Zielfunktion gelo¨st werden: Dazu
mu¨ssten zuna¨chst die fu¨r die hier vorgeschlagenen Merkmalstypen evtl. notwendi-
gen Anpassungen an das im anvisierten Wortinformationssystem verwendete Korpus
durchgefu¨hrt werden. Vor allem aber mu¨sste in Nutzerstudien ermittelt werden, wie
viele definitorische Belegbeispiele von welchem Umfang und Typ die Nutzer als hilf-





Zusammenfassend ergeben die vorangegangenen Kapitel zur theoretischen Fundie-
rung und Definition der Definition (vgl. Abschnitt 2.2 bis 2.12), zur Operationali-
sierung, empirischen Analyse und manuellen Annotation (vgl. Abschnitt 3.3 bis 3.7)
und zur automatischen Extraktion (vgl. Abschnitt 2.13 und 3.8) folgende Antworten
auf die in Abschnitt 1 aufgeworfenen Forschungsfragen der vorliegenenden Arbeit:
Zu Frage 1: Welche Bedingungen mu¨ssen erfu¨llt sein, welche Einschra¨nkungen
beru¨cksichtigt und welche Herausforderungen gelo¨st werden, um
• in Daten Definitionen manuell annotieren zu ko¨nnen?
• Algorithmen zur automatischen Extraktion von Definitionen auswa¨hlen bzw.
anpassen zu ko¨nnen?
• erfolgreich Definitionen aus allgemeinsprachlichen Korpora extrahieren zu
ko¨nnen?
In den Abschnitten 2.2 bis 2.12 wurde die Definition zuna¨chst anhand einer Rei-
he verschiedener Gesichtspunkte diskutiert: Eine besondere Rolle spielte dabei ih-
re Funktion innerhalb unterschiedlicher wissenschaftlicher, technisch-pragmatischer
und allta¨glicher Situationen. Sowohl der historische als auch der aktuelle Stand der
Diskussion verdeutlicht, wie unterschiedlich die Sichten zur Definition ausfallen. Die
weit verbreitete Annahme, das Wort Definition werde einheitlich verwendet und sei
wohldefiniert, konnte dabei nicht besta¨tigt werden. Zu erarbeiten war folglich eine
eigene Definition und Operationalisierung einschließlich entsprechender Annotati-
onsrichtlinien. Dazu wurde die Definition im Hinblick auf mo¨gliche Beschreibungs-
kategorien analysiert, wie etwa den Bestandteilen (vgl. Abschnitt 2.9) oder Definiti-
onstypen (vgl. Abschnitt 2.10). Daraus wurden neue Ansa¨tze fu¨r die Klassifikation
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und Bewertung von Definitionen entwickelt (vgl. Abschnitt 2.10.1 und 2.10.2); zu-
dem wurden Merkmale fu¨r die Unterscheidung verschiedener Typen und Funktionen
erarbeitet (vgl. Abschnitt 3.5.1). Insbesondere die Verteilung der Definitionstypen
wurde außerdem anhand von Rezipienten- und Produzentenstudien analysiert (vgl.
Abschnitt 3.4), in denen auch interessante Anhaltspunkte zur Wahrnehmung von
Definitionen durch Rezipienten zu Tage kamen (vgl. Abschnitt 3.7). Mit Hilfe von
zwei Annotationsstudien (vgl. Abschnitt 3.5) und vor dem Hintergrund der dieser
Arbeit zugrunde liegenden Anwendungsszenarien (vgl. Abschnitt 3.1) wurden eine
Operationalisierung und Annotationsrichtlinien (vgl. Abschnitt 3.5.1) basierend auf
einer kleinen Anzahl von Erkennungsmerkmalen entwickelt.
Zu Frage 2: Wie sollte die Definition der Definition operationalisiert werden, um
die manuelle Auszeichnung von Daten und die automatische Extraktion von Defini-
tionen zu ermo¨glichen?
Da die manuelle Auszeichnung (Annotation) von so komplexen sprachlichen Ein-
heiten wie Definitionen ohne genaue Handlungsanweisungen nicht denkbar ist, be-
schreiben die Annotationsrichtlinien fu¨r die aus der Literatur abgeleiteten zentralen
Merkmale (Bestandteile, Definitionstypen etc.) vorwiegend konkrete Auspra¨gungen:
Das Merkmal Bestandteile einer Definition (vgl. Abschnitt 3.5.1.1) identifiziert daher
mo¨gliche syntaktische (bzw. semantische) Einheiten. Das Merkmal Definitionstypen
(vgl. Abschnitt 3.5.1.2) orientiert sich an den aus der Literatur bekannten (vgl. Ab-
schnitt 2.10.3) und empirisch zentralen Typen (vgl. Abschnitt 3.4). Das Merkmal
Formulierungsmuster (vgl. Abschnitt 3.5.1.3) basiert auf den Beobachtungen der
ersten beiden Annotationsstudien (vgl. Abschnitt 3.3). Einige Formulierungsmus-
ter ebenso wie die mo¨glichen Auspra¨gungen des Merkmals Informationsstrukturen
konnten außerdem aus Besonderheiten bzw. Bedingungen der Definitionstypen ab-
geleitet werden (vgl. Abschnitt 2.10.3, 3.4 sowie 3.5.1.2). Neben diesen positiven
Merkmalen wurden weiter ausgeschlossene Formen sowie Grenz- und Problemfa¨lle
diskutiert (vgl. Abschnitt 3.5.1.6, 3.5.2.2) und in Abschnitt 3.5.1.5 die Belegtreue.
Diese Annotationsrichtlinien wurden in zwei Annotationsstudien (vgl. Abschnitt 3.5)
entsprechend den in Computerlinguistik und Sprachtechnologie u¨blichen Methoden
(vgl. Abschnitt 3.2.1) evaluiert (vgl. Abschnitt 3.6). Die Ergebnisse dieser Anno-
tation wurden zudem verwendet, um eine so genannte Goldstandard Annotation
fu¨r die weiteren Experimente bereitzustellen (vgl. Abschnitt 3.8). Als zusa¨tzliches
Ergebnis der Annotationsstudien wurden zwei Modelle entwickelt (vgl. Abschnitt
3.7), mit denen die Bedingungen einerseits der Produktion von Definitionen und
andererseits ihrer Annotation beschrieben wurden. In den Annotationsstudien (vgl.
Abschnitt 3.5) wurden insgesamt mehr als 1200 Definitionen anhand der hier er-
arbeiteten Richtlinien annotiert und in den unterschiedlichen Vorarbeiten sowie im
Rahmen der Analyse der Extraktionsergebnisse (vgl. Abschnitt 3.8) mehr als 3.000
weitere Definitionen gesichtet.
Zu Frage 3 und 4: Wie sollten die manuell annotierten Textsegmente (im Sinn ei-
ner Merkmalsrepra¨sentation) beschrieben werden, um die Auswahl und Anpassung
geeigneter Extraktionsalgorithmen zu gewa¨hrleisten und die erfolgreiche Extraktion
von Definitionen zu ermo¨glichen? Welche Methoden und Algorithmen der Informa-
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tionsextraktion eignen sich (warum) besonders fu¨r die gegebene Aufgabestellung?
Als Inspirationsquelle fu¨r die Auswahl mo¨glicherweise ergiebiger Extraktionsmerk-
male dienten zum einen die in den Annotationsrichtlinien bereits verwendeten Merk-
malstypen (vgl. Abschnitt 3.5.1; z. B. Definitionstypen und Formulierungsmuster)
und zum anderen die in a¨hnlichen Extraktionsexperimenten erzielten Erkenntnisse
(vgl. Abschnitt 2.13). Zuna¨chst wurde die Goldstandard Annotation in einem Ex-
traktionsexperiment eingesetzt, in dem verschiedene Algorithmen des Maschinellen
Lernens trainiert und getestet wurden (vgl. Abschnitt 3.8.2). Hierbei wurde mit aus-
schließlich einfachen lexikalischen und statistischen Merkmalen ein Basissystem fu¨r
die automatische Extraktion von Definitionen umgesetzt. Die nur magere Perfor-
manz dieses System besta¨tigt die These (vgl. Abschnitt 2.13), dass auf Grund ihrer
syntaktischen, semantischen und pragmatischen Komplexita¨t Definitionen nicht al-
leine mit solchen einfachen Merkmalen extrahiert werden ko¨nnen, selbst wenn ein
leistungsstarker Algorithmus zum Einsatz kommt. In den folgenden Experimenten
wurden verschiedene weitere Merkmalstypen untersucht, mit denen das Basissys-
tem erga¨nzt und verbessert werden kann. Dazu wurden zuna¨chst ausgehend von
bestimmten Defintionstypen lexikalisch-semantische Relationen abgeleitet. Auf der
Grundlage von GermaNet wurden Sa¨tze mit diesen Relationen extrahiert und stich-
probenartig ausgewertet (vgl. Abschnitt 3.8.3). Die Ergebnisse dieses Experiments
zeigen, dass mit GermaNet allein in den seltensten Fa¨llen Definitionen sicher er-
kannt werden ko¨nnen und sich dieser Merkmalstyp zumindest unter den gegebenen
Bedingungen ho¨chstens als schwache Erga¨nzung des Basissystems eignet. Des Wei-
teren wurden die Ha¨ufigkeit, Position und Verteilung von Definitionen in Texten
als Merkmale fu¨r die Extraktion untersucht (vgl. Abschnitt 3.8.1). Diese Merkmale
wurden vor allem in die Betrachtung mit aufgenommen, weil sie immer wieder in
a¨hnlichen Experimenten erwa¨hnt wurden; leider ergaben sich bei der entsprechenden
Auswertung der hier annotierten Daten keine eindeutigen Muster. Schließlich wurde
die Ha¨ufigkeit von 78 Formulierungsmustern im verwendeten Korpus ermittelt und
die Qualita¨t dieser Muster mit Hilfe von, anhand der Annotationsrichlinien analy-
sierten, Stichproben ausgewertet (vgl. Abschnitt 3.8.4). Die meisten wurden bereits
wa¨hrend der Annotationsexperimente zusammengetragen, weitere kamen durch die
systematische Analyse der verschiedenen Definitionstypen zusammen. Hierbei wur-
de deutlich, dass die Formulierungsmuster ein zentrales, teilweise a¨ußerst leistungs-
starkes Merkmal darstellen. Leider zeigte die Suche, Analyse und Annotation von
Definitionen aber auch, dass es eine Reihe lexikalisch schwach markierter Definitio-
nen gibt. Die Entscheidung daru¨ber, ob es sich bei einem solchen Textsegment dann
tatsa¨chlich um eine Definition handelt, ist ha¨ufig mit hochkomplexen Analyseprozes-
sen verbunden. Diese Prozesse setzen neben dem Zugriff auf umfangreiches Welt-
bzw. Fachwissen auch ein vollsta¨ndiges sprachliches und inhaltliches Versta¨ndnis
der Textsegmente voraus; beides ist zum gegenwa¨rtigen Zeitpunkt kaum maschinell
zu leisten. So muss die automatische Extraktion von Definitionen vor allem auf le-
xikalische Merkmale (Formulierungsmuster, Hecken und Booster etc.) setzen. Mit
der hier vorgestellten, recht umfangreichen Sammlung solcher Merkmale bietet die
vorliegende Arbeit – so ist zumindest die Einscha¨tzung der Autorin – die zentra-
len Bausteine, um ein Extraktionssystem fu¨r ein konkretes Wortinformationssystem,
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etwa das DWDS, schnell umzusetzen. Dazu sollten die verschiedenen in dieser Ar-
beit dargestellten Merkmale direkt eingesetzt werden ko¨nnen, lediglich eine Feinjus-
tierung anhand des verwendeten Korpus und entsprechend den Bedu¨rfnissen bzw.
Wu¨nschen der Nutzer sollte noch notwendig sein. Auch sollte es mo¨glich sein, die
hier entwickelte Operationalisierung und die Annotationsrichtlinien ohne gro¨ßeren
Anpassungsaufwand fu¨r Annotationsarbeiten in a¨hnlichen Studien einzusetzen.
Die vorangegangenen Kapitel der vorliegenden Arbeit zeigen, dass sich aus den dar-
gestellten Untersuchungen eine Reihe weiterer spannender Fragestellungen ergibt.
So konnte die Autorin zwar erste Hinweise auf Verteilungsmuster von Definitionen in
Texten beobachten, allerdings konnten die weiter vorne vorgeschlagenen Begriffe der
Definitionscluster und Definitionsreihen bisher noch nicht detailliert untersucht wer-
den. Hier ko¨nnte die Analyse der bereits annotierten und weiterer Daten interessante
Ergebnisse liefern. Leider konnte die Autorin ebenfalls nicht weiter auf die Frage ein-
gehen, ob sich fu¨r z. B. semantisch motivierte Gruppen von Definienda systematisch
bestimmte Definitionstypen und Formulierungsmuster empfehlen. Zwar la¨sst, sich
wie die Ergebnisse der Studie verdeutlichen, ein Zusammenhang zwischen verschie-
denen Wortarten und Definitionstypen beobachten. Allerdings konnten diese Beob-
achtungen bisher noch nicht eingehend anhand annotierter Korpusdaten untersucht
werden, u. a. auch da in den fu¨r diese Arbeit verwendeten Korpora kaum Adjektive
und fast keine Verben als Definienda zu finden waren. Weiter wu¨rde die Autorin sich
wu¨nschen, dass die bisher in der Forschung verschiedener Fa¨cher zum Thema Defi-
nition entwickelten Konzepte und Empfehlungen systematisch in Vorschla¨ge fu¨r eine
– wenn man so will – Definitionsdidaktik einfließen. Wie die Diskussion der Funktion
von Definitionen in den Wissenschaften aber auch im Alltag zeigt, sind die meis-
ten Sprecher/Schreiber immer wieder mit der Aufgabe konfrontiert, fachsprachliche,
neue oder seltene Wo¨rter definieren zu mu¨ssen. Einfache, undogmatische Regeln fu¨r
das Formulieren, pragmatische Hinweise fu¨r die Verwendung von Definitionstypen
und die Anordnung von Informationsbausteinen in Definitionen wa¨ren dabei sicher
ausgesprochen hilfreich. Weiter ergeben sich auch fu¨r die automatische Extraktion
von Definitionen einige ungekla¨rte Fragestellungen. So konnte beispielsweise noch
nicht anhand von Studien ermittelt werden, wie Nutzer eines Wortinformationssys-
tems mit den gelieferten Definitionen umgehen und welche Informationen daraus
fu¨r sie besonders interessant sind. Auch ko¨nnte eine solche Nutzerstudie Aufschluss
u¨ber die richtige Gewichtung von Genauigkeit und Abdeckung der automatisch ex-
trahierten Definitionen liefern. Zwar weisen (wie oben mehrfach angesprochen) lexi-
kographische Forschungsergebnisse daraufhin, dass mehr Material nicht unbedingt
besser ist, was fu¨r eine ho¨here Relevanz der Genauigkeit sprechen wu¨rde. Aller-
dings ist unklar, ob diese Ergebnisse auch auf die Nutzer eines online verfu¨gbaren
Wortinformationssystems u¨bertragbar sind und ebenfalls fu¨r lexikographische Bei-
spiele gelten, die einen definitorischen Charakter aufweisen. Des Weiteren stellt sich
die Frage, inwieweit beispielsweise fu¨r geistesgeschichtliche, politische bzw. heute
gefa¨rbte Wo¨rter mit Hilfe einer Liste automatisch extrahierter, chronologisch sortier-
ter Definitionen die Bedeutungsentwicklung nachgezeichnet werden kann. Ebenso
wu¨rde ein Extraktionssystem, das Definitionen in einem vorwiegend aus belletristi-
schen Texten bestehenden Korpus sucht, ermo¨glichen, eine Sammlung literarischer
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Definitionszitate zusammenzustellen – sicherlich eine Fundgrube fu¨r Lexikographen
und interessierte Laien. Aufgrund der insgesamt allerdings geringen Ha¨ufigkeit von
Definitionen in Texten ist die Autorin der Auffassung, dass eine Sammlung relevanter
und aussagekra¨ftiger Definitionen vermutlich nur zusammengetragen werden kann,
wenn ein entsprechend den Nutzerbedu¨rfnisse parametrisiertes Extraktionssystem
kontinuierlich in mo¨glichst großen, dynamischen Korpora nach Definitionen sucht.
Die derart extrahierten Definitionen sollten dann zudem hinsichtlich ihrer Qualita¨t
entweder vollsta¨ndig durch die Nutzer des Wortinformationssystems1 und/oder in
Stichproben durch Annotatoren bzw. Lexikographen bewertet werden.
1Nutzer des Wortinformationssystems ko¨nnten beispielsweise gebeten werden, a¨hnlich der Pro-
duktbewertung etwa bei einem Online-Versandhandel wie Amazon, anhand eines einfachen Punk-
tesystems anzugeben, wie hilfreich die Definition fu¨r sie war.
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A Anmerkungen zur vorliegenden Fassung der Dis-
sertation
Abgesehen von einigen orthographischen Korrekturen, der Danksagung und diesem
Abschnitt des Anhangs, entspricht der vorliegende Text der Fassung meiner Disser-
tation, wie ich sie im Mai 2010 an der TU Dortmund eingereicht habe und fu¨r die
meine Erstgutachterin, Frau Professor A. Storrer, und mein Zweitgutachter, Herr
Professor L. Hoffmann, ihre Gutachten verfasst haben.
Ich habe mich somit entschieden, die Dissertation in einer kaum vera¨nderten Fas-
sung zu vero¨ffentlichen, denn mit dieser Fassung wurde ich promoviert. Allerdings
mo¨chte ich doch auf einige Fragen, Anmerkungen und Kritikpunkte der Gutachter
und der Pru¨fer in meiner Disputation eingehen. Die (meiner Ansicht nach) inter-
essantesten, kritischsten oder am ha¨ufigsten angesprochenen Kommentare meiner
Gutachter und Pru¨fer diskutierte ich im Folgenden in Form von Frage-Antwort-
Paaren (meine Dissertation zeigt es, ich mag Frage-Antwort-Paare).
Alltagsdefinition – fachsprachliche Definition: Was ist der Unterschied?
Es gibt einen und es gibt keinen: Aufgrund der Arbeit mit vielen, vielen Definitionen
– alltagssprachlichen wie fachsprachlichen – bin ich der Auffassung, dass sie sich,
was ihre Form (also etwa Definitionstypen oder Formulierungsmuster) angeht, nicht
unterscheiden. Auch aus der Perspektive des in Abschnitt 3.1 dargestellten Anwen-
dungsszenarios kann der Unterschied zwischen alltagssprachlich und fachsprachlich
vernachla¨ssigt werden: Denn welcher lexikographisch/linguistisch nicht vorgebildete
Nutzer des DWDS weiß schon, dass Experten zwischen Sprach- und Weltwissen un-
terscheiden und er Fachsprachliches in einem Fachwo¨rterbuch nachzuschlagen hat?
Sehr wohl unterscheiden sich beide allerdings hinsichtlich ihrer Funktion. Vgl. die
Abschnitte 2.6.4 und 2.6.1 bzw. 2.6.2 sowie Tabelle 2.1 fu¨r Details.
Warum wird das Anwendungsszenario erst in Kapitel 3 genauer erla¨utert und
warum ist dieser Abschnitt so kurz?
Das Anwendungsszenario war am Anfang der Arbeit an meiner Dissertation sehr
wichtig – nach und nach ru¨ckte es aber immer weiter in den Hintergrund und das
aus folgenden Gru¨nden:
Grundsa¨tzlich wa¨re denkbar gewesen, die gesamte Arbeit auf das DWDS-Anwen-
dungsszenario zuzuschneiden: Das ha¨tte allerdings bedeutet, dass alle Rezipienten-
studien mit Nutzern des DWDS ha¨tten durchgefu¨hrt werden mu¨ssen, als Korpus
wa¨ren dann nur noch die DWDS-Daten in Fragen gekommen und die automati-
sche Extraktion ha¨tte auf das spezielle technische Setting des DWDS zugeschnitten
werden mu¨ssen. Abgesehen von den in Abschnitt 3.3 beschriebenen Schwierigkeiten
mit dem DWDS-Korpus ha¨tte das Tuning fu¨r das DWDS-Setting vermutlich kaum
bis keinen wissenschaftlichen Mehrwert geliefert. Weiter ist fraglich, ob eine ent-
sprechende Nutzerstudie so einfach ha¨tte implementiert werden ko¨nnen, wie die im
Rahmen dieser Arbeit durchgefu¨hrten Rezipienten- und Produzentenstudien.
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Zudem hatte ich bereits nach einiger Zeit den Eindruck, dass es fu¨r die Beschrei-
bung und Operationalisierung, fu¨r die Annotation und Extraktion von Definitionen
zuna¨chst irrelevant ist, ob sie fu¨r dieses oder ein anderes Szenario gebraucht werden.
Das in Abschnitt 3.1 dargestellte Anwendungsszenario ist ein mo¨gliches, aus mei-
ner heutigen Sicht aber keineswegs das einzig interessante. Vor allem im Bereich
der technischen Kommunikation, in dem ich seit einiger Zeit ta¨tig bin, sehe ich
verschiedene, genauso spannende Szenarien. Im Zentrum der vorliegenden Arbeit
steht allerdings die Definition, denn fu¨r welche Anwendung sie auch immer auto-
matisch extrahiert werden soll, erst einmal muss Klarheit daru¨ber bestehen, wie sie
zu beschreiben, zu operationalisieren und zu annotieren ist.
Schließlich war auch die Ausdifferenzierung der verschiedenen Varianten des Anwen-
dungsszenarios (vgl. Abschnitt 3.1) erst fundiert mo¨glich, nachdem ich durch die
Experimente mein Gespu¨r fu¨r das Zusammenspiel z. B. der DWDS-Eintra¨ge und
der automatisch extrahierten Definitionen gescha¨rft hatte – insofern geho¨rt das An-
wendungsszenario natu¨rlich zum empirischen Teil meiner Arbeit, der in Kapitel 3
beschrieben ist.
Das Anwendungsszenario ist also dem empirischen Teil der Arbeit vorangestellt,
weil es motivieren soll, wofu¨r authentische, automatisch extrahierte Definitionen
verwendet werden ko¨nnten. Da es nicht im Fokus der vorliegenden Arbeit steht,
sondern lediglich als ein Beispielszenario zu betrachten ist, wird es nicht in einem
eigenen Kapitel diskutiert und ist knapp gehalten.
Welche Relationen zwischen Definiendum und Definiens wa¨ren außer der
Gleichheit denkbar?
Wie bereits in Kapitel 2 erla¨utert, ist die Gleichheit – und damit die Austauschbarkeit
– von Definiendum und Definiens eine in fast allen Funktionszusammenha¨ngen kaum
haltbare Forderung2. Es wa¨re daher zu untersuchen, welche Relationen die Definition
und ihre Funktionen angemessener beschreiben. Zwei mo¨gliche Alternativen sind im
Folgenden kurz umrissen:
• B. a. W. gelte x ⇀↽ y Formal betrachtet bedeutet die bereits in den Ab-
schnitten 2.6.1 bis 2.6.4 als ungeeignet diskutierte Gleichheit von Definien-
dum und Definiens, dass beide in Bezug auf alle ihre gemeisamen Merkmale
u¨bereinstimmen, mithin als identisch zu betrachten sind. Im Gegensatz da-
zu bedeutet die in der Formel oben enthaltene A¨quivalenzbeziehung, dass
Definiendum und Definiens lediglich in Bezug auf mindestens ein gemeinsa-
mes Merkmal u¨bereinstimmen. Zumindest fu¨r alltagssprachliche und lexiko-
graphische Definitonen ist das sicher die angemessenere Relation, denn die
Forderung der U¨bereinstimmung aller Merkmale ist hier offensichtlich weder
erfu¨llbar noch sinnvoll.
• B. a. W. gelte x ↔ y Der Vorschlag, eine Defintion als Regel zu inter-
pretieren, stammt von meinem Zweitgutachter Herrn Professor L. Hoffmann.
2Eine Ausnahme bilden etwa die wissenschaftliche und die terminologische Definition.
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Im Sinn einer Ersetzungsregel wa¨re eine Definition dann eine Anweisung an
den Rezipienten, Definiens durch Definiendum (oder umgekehrt) zu ersetzen.
Dabei sind mindestens die folgenden Ersetzungsvarianten denkbar:
– Das ku¨rzere Definiendum ersetzt das la¨ngere Definiens. Diese Er-
setzungsrichtung gilt beispielsweise, wenn die Definition die Funktion
einer Abku¨rzung u¨bernimmt (vgl. Abschnitt 2.6.2).
– Das la¨ngere/ausfu¨hrlichere Definiens ersetzt (meist nur gedank-
lich) das ku¨rzere Definiendum. Diese Ersetzungsrichtung gilt beispiels-
weise, wenn die Funktion der Definition darin besteht, das Versta¨ndnis
zu sichern (vgl. Abschnitt 2.6.3 bzw. 2.6.4).
– Sonderfall operationale Definition: Die im Definiens erla¨uterte
Operation bzw. deren Ergebnis ersetzt das Definiendum. Auch
die in Abschnitt 2.6.2 diskutierte operationale Definition kann als Er-
setzungsregel verstanden werden – es verbinden sich damit allerdings
die bereits erla¨uterten Schwierigkeiten in Bezug auf den Nutzen dieser
Definition in der wissenschaftlichen Arbeit.
Es fehlen wichtige/interessante Quellen und zwar. . .
Besonders in der Philosophie gibt es eine Vielzahl von interessanten Arbeiten zur
Definition (vor allem zur wissenschaftstheoretischen Perspektive). Mein Zweitgut-
achter, Herr Professor L. Hoffmann, ha¨tte z. B. gerne zusa¨tzlich Texte von Imma-
nuel Kant, Gottlob Frege, Rudolf Carnap und Villard Van Orman Quine in meinem
Theorieteil behandelt gesehen, daru¨ber hinaus einige Texte zum Universalienstreit.
Ich selbst hatte zusa¨tzlich beim Schreiben in Betracht gezogen, auf Gedanken von
Gottfried Wilhelm Leibniz, George Berkeley und John Stuart Mill einzugehen. Da
mir der theoretische Teil allerdings zu Wissenschaftstheorie-lastig und insgesamt
im Verha¨ltnis zum empirischen Teil zu lang erschien, habe ich mich dagegen ent-
schieden. Wa¨re die hier enthaltene Abhandlung zur Definition nicht der Theorieteil
einer Arbeit zur automatischen Extraktion von Definitionen, wa¨ren sicherlich alle
genannten Quellen einzubeziehen.
Kommt die Abgrenzung der Definition von der Erkla¨rung nicht etwas zu
kurz?
Im Gegensatz zur Definition, die nach dem Was fragt, stellt die Erkla¨rung – mei-
nem Versta¨ndnis nach sowohl die wissenschaftliche als auch die alltagssprachliche
– das Warum bzw. das Wie in den Vordergrund. Dabei kann die Erkla¨rung ebenso
wie die Definition mehr oder weniger gut auf die Bedu¨rfnisse des/der Adressaten
zugeschnitten sein. (Ich lehne die Behauptung ab, eine Erkla¨rung zeichne sich be-
sonders durch ihren Adressatenbezug aus.) Beide ko¨nnen kurz oder lang ausfallen,
denn zumindest theoretisch ko¨nnen sowohl Definition als auch Erkla¨rung aus einem
Satz bestehen oder ein ganzes Buch fu¨llen. Wa¨hrend wir automatisch fast sta¨ndig
(uns selbst oder jemand anderem etwas) erkla¨ren (Antworten z. B. auf die folgenden
Fragen suchen: Warum behandelt mich mein Kollege X auf diese Weise? Warum hat
mein Bruder und seine Familie Grippe? Wie funktioniert mein neuer PC? Wie kocht
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man das leckere italienische Bratenrezept?), ist das Definieren m. E. selten(er) und
an eine begrenzte Anzahl bestimmter Situationen gebunden. Das allem Anschein
nach gro¨ßere Interesse der Linguistik an der Erkla¨rung du¨rfte von der vermutlich
gro¨ßeren Bandbreite mo¨glicher (Formulierungs-)Muster herru¨hren, die die Definiti-
on so nicht aufzuweisen hat. Da (etwa eine genetische) Definition mo¨glicherweise
auch das Warum beantwortet und eine Erkla¨rung Hinweise auf das Was geben kann,
ko¨nnen beide (auch die alltagssprachlichen Varianten) als Verwandte betrachtet wer-
den – sicher ko¨nnen Rezipienten sogar bestimmte Erkla¨rungen als Definitionen (und
umgekehrt) (miss-)verstehen oder (absichtlich als solche) nutzen.
Auf den kommunikativen Akt des (etwa alltagssprachlichen) Erkla¨rens gehe ich in
meiner Arbeit nicht ein und spare damit (bewusst!) einen Bereich mit vielen, si-
cherlich sehr interessanten Vero¨ffentlichungen aus. Meinem Versta¨ndnis nach un-
terscheiden sich Definition und Erkla¨rung deutlichen in Bezug auf ihr jeweiliges
Funktionsspektrum (vgl. Abschnitt 2.14 fu¨r eine U¨bersicht des Funktionsspektrums
der Definition) und sind daher m. E. nach weniger eng verwandt, als es auf den
ersten Blick scheint.
Wie ko¨nnte man die Definition in Beziehung zu einem Zeichenmodell brin-
gen?
Einige Aspekte einer Antwort auf diese Frage, werden in Abschnitt 2.8 diskutiert.
Generell la¨sst sich feststellen, dass a¨hnlich dem Wo¨rterbucheintrag bei der Definition
der Bezugspunkt der metasprachlichen Aussage nicht so sehr das aktualisierte Zei-
chen ist. Eine Ausnahme bildet die Alltagsdefinition (vgl. 2.6.4), wobei diesbezu¨glich
kein Unterschied zwischen selbst- bzw. fremdinitiierter Alltagsdefinition besteht.


Bezugsobjekt Bezeichnetes:  
Inhalt & Ausdruck 
Bezeichnender 
Abbildung 1: Zusammenhang: Bezeichnender, Bezeichnetes, Bezugsobjekt (abge-
wandeltes semiotisches Dreieck)
Je nach Funktion und Definitionstyp stellt sich der Zusammenhang zwischen Zei-
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chen (Bezeichnetes; Definiendum und Definiens), Bezugsobjekt und Zeichenbenut-
zer (Bezeichnender) unterschiedlich dar. Zur Illustration hier einige Beispiele:
• Eine terminologische Definition etwa kann durch ihren begriffsbildenden
Charakter als Anweisung an einen Zeichenbenutzer (Bezeichnender) interpre-
tiert werden, bestimmte Bezugsobjekte als Inhaltsseite eines Zeichens (Be-
zeichnetes – entspricht Definiendum) zusammenzufassen. Gleichzeitig wird
dieser Inhaltsseite die Ausdrucksseite zugeordnet.
• Eine operationale Definition hingegen beschreibt, mit welchen Operationen
(aus der Sicht eines Bezeichnenden) gepru¨ft werden kann, ob einem (vorlie-
genden) Bezugsobjekt ein Zeichen (Bezeichnetes – entspricht Definiendum)
zugeordnet werden darf.
• Eine Nominaldefinition wiederum macht Aussagen u¨ber Benennungskon-
ventionen und setzt damit das Zeichen (Bezeichnetes) in Bezug zu (etwa in
fachsprachlichen Kontexten einer bestimmten Gruppe von) Zeichenbenutzern
(Bezeichnenden). Sie kann als Angabe daru¨ber interpretiert werden, welche
Zeichenbenutzer bestimmten Bezugsobjekten welche(s) Zeichen (entspricht
Definiendum) zuordnen.
Bemerkung zu Sonderzeichen in den Quellenangaben
LaTex ist etwas eigen, wenn es um Sonderzeichen im Label von Quellenangaben
geht. Deswegen fehlt an manchen Stellen z. B. das sˇ in Danesˇ oder das e˙ in Sta-
naityte˙. In diesen Fa¨llen handelt es sich nicht um Unwissenheit der Autorin und
(hoffentlich) auch nicht um Flu¨chtigkeitsfehler, sondern um ein Problem mit La-
Tex, fu¨r das die Autorin (bisher) keine Lo¨sung finden konnte.
226
B Annotationsexperimente 1 und 2
Dieser Teil des Anhangs entha¨lt
• die Annotationsrichtlinien,
• Angaben zum technischen Vorgehen und
• das Annotationspru¨fschema
der Annotationsexperimente 1 und 2.
1. Grundbegriffe
1.1 Grundlegende Merkmale
Ein Textsegment (Satz, mehrere Sätze, eine oder mehrere Phrasen) nennen wir 
Definition, wenn wir davon ausgehen können, dass der Autor eine oder mehrere der 
folgenden Absichten damit verfolgt:
1. Das einem Term zu Grunde liegende Konzept zu erläutern
2. Eine meta-sprachliche Aussage über die Verwendung dieses Terms zu 
machen
3. Dem Rezipienten bei der Verortung des Terms in seinem Wortschatz helfen 
will
Praktisch kann man eine Definition auch als die Einführung einer Abkürzung 
ansehen. Jede Definition umfasst drei Elemente:
- das Definiendum: zu definierendes Element
- das Definiens: definierendes Element / eigentliche Definition
- der Definitor: Verbindungsglied zwischen Definiendum und Definiens
Das Definiendum kann man also als Abkürzung für das Definiens verstehen. Daraus 
ergibt sich auch, dass das Definiens und das Definiendum häufig ohne 
Bedeutungsverlust austauschbar sind. 
Idealerweise umfasst das Definiens genau so viel Information, wie für die eindeutige 
Identifikation des Definiendums notwendig ist; nicht mehr und nicht weniger. 
Achtung: Ob eine Definition vorliegt oder nicht, kann man leider nur schwer von der 
Frage trennen, ob diese Definition richtig oder falsch bzw. gut oder schlecht ist. 
Die Identifikation und Beurteilung einer Definition ist außerdem häufig nicht ohne 
Fach- und Kontextwissen möglich. 
1.2 Strukturbestandteile
1.2.1 Der Definitor
Der Definitor ordnet Definiens und Definiendum einander zu. Bisher haben wir 
beobachtet, dass der Definitor meistens als Verbkonstruktion, Satzzeichen oder 
Adjunktor realisiert ist. Denkbar wären auch andere Mittel. Wenn ihr auf ein solches 







(im Rahmen von Parenthese + z.B.  
Klammer, Gedankenstriche, 
Kommata)
: (im Glossar) 2
bezeichnen als bedeuten also3
(im Rahmen von Parenthese + z.B.  
Klammern, Gedankenstriche, 
Kommata)
- (im Glossar) 4










1.2.2 Das Definiendum (Pl.: definienda)
In einer Definition gibt es ein oder mehrere (in diesem Fall synonyme) Definienda. 
Im Moment berücksichtigen wir nur nominale oder adjektivische, das heißt, das 
Definiendum ist ein Substantiv, Adjektiv oder eine Nominalphrase. Zwischen 
Definiendum und Definiens kann eine Satzgrenze liegen (diskontinuierliches 
Definiendum). Das Definiendum kann auch durch einen anaphorischen Ausdruck
repräsentiert sein. In diesem Fall müssen aber alle oben angesprochenen Kriterien 
auf den Ausdruck zutreffen, auf den diese Anapher verweist. 
1.2.3 Das Definiens (Pl.: definientes)
Das Definiens ist in der Regel ein komplexer sprachlicher Ausdruck, z.B. eine 
Phrase oder ein Satz. Dieser sprachliche Ausdruck kann zusammenhängend sein 
oder durch eine Satzgrenze, den Definitor oder Konjunktionen unterbrochen sein 
(diskontinuierliches Definiens). Auch das Definiens kann durch einen 
anaphorischen Ausdruck repräsentiert sein. In diesem Fall müssen ebenfalls alle 
oben angesprochenen Kriterien auf den Ausdruck zutreffen, auf den diese Anapher 
verweist. 
Das Definiens untergliedert sich entweder in 
- genus proximum: Kategorie bzw. Oberbegriff des Definiendums
- differentiae specificae: unterscheidende Merkmale
oder umfasst nur 
- differentiae specificae (meistens ein Bündel von Merkmalen).
1 Eine Bank als längliches Sitzmöbel aus Holz mit Rückenlehne …
2 Bank: längliches Sitzmöbel aus Holz mit Rückenlehne
3 Eine Bank, also ein längliches Sitzmöbel aus Holz mit Rückenlehne,…
4 Bank - ein längliches Sitzmöbel aus Holz mit Rückenlehne
5 Eine Bank (also/d.h. ein längliches Sitzmöbel aus Holz mit Rückenlehne)
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2. Beispiele
1. Definition: "Ein Link ist eine computerverwaltete Zuordnung zwischen Ankern."
Definitor: ist
Definiendum: Link
Definiens: à Genus proximum: eine Zuordnung
à Differentiae: computerverwaltete, zwischen Ankern
Merkmale Definiendum: kontinuierlich, nominal
Merkmale Definiens: kontinuierlich, komplexer Ausdruck: nominal und
adjektivisch 
Besonderheiten: klassische Definition mit genus proximum und differentiae 
specificae, bestehend aus einem Satz (nicht 
diskontinuierlich)
2. Definition: "Unter Annotationen werden Anmerkungen und Notizen verstanden, 
















4. Definition: "Mit dem Ausdruck Seite wird in der Werkstattsprache des WWW
einerseits ein am Bildschirm sichtbares Objekt andererseits aber auch die von einem








5. Definition: "Ein konstitutives Element von Hypertexten sind die sog. Hyperlinks. 








6. Definition: "Ein konstitutives Element von Hypertexten sind computerverwaltete















8. Definition: "Eine History-Liste, also eine Liste, die während einer aktuellen 







9. Definition: "Nach Kuhlen (1991) besteht ein Hypertextsystem aus drei 
Komponenten: Produktionskomponente, womit ein Hypertext erstellt werden kann, 
der Hypertextbasis, gemeinhin bezeichnet als Hypertext, und der Nutzerkomponente, 
















Merkmale im Gegensatz dazu ist eine 
Definition …
Erklärung • zielt auf Verstehen
• ist meistens 
ausführlicher als eine 
Definition
• Festsetzung einer 
Wortverwendungsnorm
• Erklärung der Verwendung 
von Ausdrücken 
• semantische Art der 
Erklärung
Beschreibung • Umschreibung des 
Terms 
• nicht erschöpfend
• klare Festsetzung des Terms
• häufig erschöpfend
• präziser und umfassender
• Hilfe: Umkehrprobe
Synonymie6 • nur Feststellung der 
Bedeutungsgleichheit
• Festsetzung der 
Verwendung/"Gebrauchsan-
weisung" für die Deutung
Beispiele, die keine Definition sondern eine der oben beschriebenen Fälle darstellen, 
werden als Grenzfälle markiert. 
Generell gilt: Alle Einträge, die weder eindeutig eine Definition sind noch eindeutig 
keine Definition sind, werden als Grenzfälle markiert. 
6 Beispiel: Link bedeutet Verweis, Verknüpfung, Knoten
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4. Technisches Vorgehen
4.1 Verwaltung der Daten und Annotationen 
Für die Verwaltung der Daten und der Annotation haben wir auf Tremonia ein 
Verzeichnis (Y:\Transfer\_Annotation von Definitionen) eingerichtet (im Folgenden 
zentrale Plattform genannt). 
Im Unterverzeichnis Daten findet Ihr die Dateien, die annotiert werden sollen. Sie 
enthalten jeweils 50 zu annotierende Einträge. 
Im Unterverzeichnis fertige Annotationen legt ihr, sobald ihr mit der Annotation 
einer Datei fertig seid, die annotierten Daten ab. Wie das genau geht, ist unten im 
Detail erklärt. 
Im Unterverzeichnis Verwaltung findet Ihr u.a. eine Excel-Tabelle, in der Ihr notiert, 
welche Dateien Ihr gerade bearbeitet habt. Dabei notiert Ihr jeweils Euren Namen, 
wie lange Ihr für die Annotation gebraucht habt und den Namen der annotierten 
Datei.
Das Unterverzeichnis Notizen der Annotatoren ist vorgesehen, damit Ihr uns 
Anmerkungen zu Eurer Annotationsarbeit hinterlegen könnt.
4.2 Ablauf der Annotationsarbeit
Die zentrale Plattform zur Verwaltung der Daten und Annotationen auf Tremonia wird 
von Alla und Melina verwaltet. 
In festen Zeitabständen (jede Woche) legen die beiden 'frische Daten' in das 
Verzeichnis Daten und entfernen die bereits annotierten daraus. Sobald der 
Datenaustausch stattgefunden hat, schicken sie eine Nachricht an alle Annotatoren, 
dass die neuen Daten zur Annotation freigegeben sind. 
Im Anschluss daran kann mit der Annotation der Daten begonnen werden. Dabei ist 
folgender technischer Ablauf zu beachten:
1. Schritt: In der Excel-Tabelle überprüfen, welche Daten noch annotiert werden 
  müssen.
2. Schritt: Eine der noch offenen Dateien auswählen und annotieren (siehe
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  Hinweise zur Annotation unten!).
3. Schritt: In der Excel-Tabelle alle notwendigen Informationen zu dieser  
  Annotation vermerken.
4. Schritt: Fertige Annotation im Verzeichnis fertige Annotationen und Hinweise 
  im Verzeichnis Notizen der Annotatoren ablegen.
5. Schritt: In der Excel-Tabelle überprüfen, ob es noch offene Dateien gibt, wenn 
  nicht: e-Mail an Alla und Melina.
4.3 Annotationswerkzeug
Für die Annotation haben wir ein sehr einfaches Werkzeug entwickelt, das Euch 












Einträg ohne zu 
annotieren
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Im Menü (oberer Bereich des Fensters) findet Ihr die Funktionen 
• Datei öffnen: hiermit könnt Ihr eine zu annotierende Datei öffnen und damit in 
das Fenster laden.
• Annotation speichern: sobald Ihr alle Einträge annotiert habt, solltet Ihr Eure 
Arbeit abspeichern.
Das Annotationswerkzeug liegt ebenfalls auf der zentralen Plattform (Termonia) und 
kann durch Doppelklick geöffnet werden. 
Neben der Annotationsarbeit solltet Ihr auch möglichst immer eine Textdatei oder 
Word offen haben, damit Ihr Gedanken zur Annotation, zu besonders interesanten 





4.4 Entscheidungsalgorithmus für die Annotation von Definitionen
nominales oder adjektivisches
Definiendum vorhanden?
als vermutliche(s) Motiv(e) des Autors gegeben?
• Vermittlung des zugrunde liegenden Konzepts
• metasprachliche Aussage über Verwendung
































C Annotationsexperimente 3 und 4
Dieser Teil des Anhangs entha¨lt
• die Annotationsrichtlinien,
• Angaben zum technischen Vorgehen und
• das Annotationspru¨fschema
der Annotationsexperimente 3 und 4.
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1 Aufgabenstellung
Die vorliegenden Richtlinien sind eine Zusammenstellung der Merkmale und 
Kriterien, die bei der Annotation definitorischer Textsegmente berücksichtigt werden 
sollen.
Definitorische Textsegmente (DEF) im Sinn dieser Richtlinien sind Sätze, die 
als Ganzes oder in Teilen die Bedeutung von Begriffen erklären. 
Jedes Textsegment, das heißt also jeder Satz, wird entsprechend bei der Annotation 
mit einer der beiden Klassen markiert:
DEF der Satz oder ein Teil des Satzes stellt eine
Definition dar;
O weder der Satz noch einer seiner Teile stellt eine
Definition dar.
Die Zuordnung ist dabei immer eindeutig: Ein Satz kann nur mit DEF oder O markiert 
werden. Ein Beispiel für diese Art der Annotation ist in Abbildung 1 dargestellt.
Abbildung 1: Beispiel für Art und Format der Annotation definitorischer Textsegmente
Außerdem wird hinter die Angabe, ob ein DEF vorliegt oder nicht, notiert, welche 
Wörter bzw. Satzteile in dem Textsegment erläutert werden 
(vgl. Abbildung 1: <s> DEF <CASTOR>). 
1.1 Anwendungsszenario
Die vorliegenden Richtlinien sind im Rahmen der Annotation von Daten im 
Zusammenhang mit einem bestimmten Anwendungsszenario entstanden, das im 
Folgenden näher beschrieben werden soll. 
In den letzten Jahrzehnten haben Computerlinguisten und Sprachwissenschaftler
eine große Menge Sprachdaten als Korpora zusammengestellt. Um Experten, die 
eine bestimmte wissenschaftliche Fragestellung verfolgen, oder Laien, die sich z.B. 
für den Wortgebrauch oder die Bedeutung eines Wortes interessieren, den Umgang 
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mit diesen Daten zu erleichtern (bzw. zu ermöglichen), wurden außerdem in den 
letzten Jahren einige interessante Abfragemöglichkeiten entwickelt. 
Abbildung 2: Screenshot des online-Angebots des DWDS (www.dwds.de) 
zum Suchwort Nachhaltigkeit
Ein Beispiel hierfür sind die Arbeiten, die im Rahmen des Projekts "Digitales 
Wörterbuch" an der Berlin-Brandenburgischen Akademie der Wissenschaften 
durchgeführt werden (vgl. online Ressource DWDS www.dwds.de). Abbildung 2 zeigt 
das Suchergebnis der DWDS Webschnittstelle für das Wort Nachhaltigkeit. Wie die 
Abbildung verdeutlicht, werden zum Suchwort verschiedene Typen von 
Informationen angeboten, das sind
• links oben der Wörterbucheintrag (falls vorhanden)1,
• links unten Korpusbelege (chronologisch oder zufällig sortiert),
• rechts oben semantische Relationen (in diesem Fall keine im Korpus auffindbar)2,
• rechts unten Kollokationen (in diesem Fall die Kombination Prinzip der 
Nachhaltigkeit).
1 In diesem Fall enthält das Wörterbuch keinen Eintrag zum Wort Nachhaltigkeit, wohl aber zu 
nachhaltig: […] /Adj./ lange nachwirkend, andauernd, stark […]. Dieser umfasst allerdings wie man 
sieht nicht die Bedeutung von Nachhaltigkeit/nachhaltig im Sinn des ökologischen Prinzips. Insofern 
liefern die Korpusbelege, die in Abbildung 3 dargestellt sind zusätzliche, bisher im Wörterbuch nicht 
erfasste Aspekte.
2 Semantische Relationen, die hier berücksichtigt werden, sind Hyperonymie und Hyponymie. Für das 
Wort Nachhaltigkeit konnten allerdings offenbar Hyperonyme/Hyponyme berechnet werden, 
weswegen in diesem Beispiel im rechten oberen Feld keine Einträge enthalten sind. 
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Die Abbildung zeigt, dass u. a. auch (halb-)automatisch Informationen aus Korpora 
gewonnen und ergänzend (vgl. rechts oben und unten) zu den manuell erstellten 
(vgl. links oben) dem Nutzer angeboten werden3. Ähnlich der in Abbildung 2
dargestellten Informationen wie z.B. semantische Relationen können natürlich auch 
weitere Aspekte (halb-)automatisch aus den DWDS-Korpora extrahiert werden. Im 
Rahmen unserer Forschungsarbeit untersuchen wir daher Verfahren zur 
automatischen Extraktion definitorischer Textsegmente. 
Dabei geht es wie bei den in Abbildung 2 dargestellten semantischen Relationen und 
Kollokationen auch bei der Extraktion von Definitionen in erster Linie darum, die in 
den Korpora versteckten Informationen dem Nutzer besser zugänglich zu machen.
Dazu sollen automatisch Korpusbelege ermittelt werden, die für den gesuchten 
Begriff (im Hinblick z.B. auf den Wörterbucheintrag) ergänzende oder komplementäre 
Informationen liefern. Ein Beispiel hierfür ist das Suchwort Nachhaltigkeit (vgl. 
Abbildung 3). Bisher werden die Korpusbelege des DWDS entweder chronologisch 
oder nach dem Zufallsprinzip sortiert angezeigt. Es ist offensichtlich, dass das nicht 
die nutzerfreundlichste Anordnung sein kann.  Alternativ also zu einer 
chronologischen bzw. nach Zufallsprinzip sortierten Liste von Korpustreffern könnte 
die Liste etwa umsortiert werden, so dass die definitorischen Treffer auf die ersten 
Positionen rücken. Abbildung 3 zeigt drei solcher Korpusbelege für das Wort 
Nachhaltigkeit, die definitorischen Eigenschaften aufweisen. Die drei Treffer würden 
im Sinn des Anwendungsszenarios daher an die ersten drei Positionen der 
Trefferliste rücken und vom Nutzer somit als Ergänzung (oder hier sogar als Ersatz) 
zum Wörterbucheintrag verwendet werden können. 
Abbildung 3: Definitorische Textsegmente aus den DWDS-Korpora 
zum Suchwort Nachhaltigkeit
Das oben skizzierte Anwendungsszenario bestimmt damit den Rahmen für die 
Annotation definitorischer Textsegmente, wie sie in den vorliegenden 
Annotationsrichtlinien beschrieben werden. Die Bedingungen, die sich daraus 
ergeben, werden in Abschnitt 2 erklärt. 
3 Mit zunehmenden Datenmengen lässt sich zwar einerseits ein genaueres bzw. empirisch fundiertes 
Bild über bestimmte sprachliche Phänomene zeichnen, andererseits bedeutet die Arbeit mit großen 
Datenmengen einen erheblichen Zeit-, Kosten- und Arbeitsaufwand. Daher wurde in den letzten 
Jahren intensiv an Verfahren geforscht, mit deren Hilfe auch große Datenmengen zugänglich gemacht 
und analysiert werden können. 
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1.2 Beschreibungsebenen von definitorischen Textsegmenten
Unsere bisherige Forschung hat gezeigt, dass sich mindestens zwei verschiedene 
Ansatzpunkte bzw. Ebenen zur Beschreibung von Definitionen finden lassen. Beide 
Blickwinkel ergänzen sich und sind daher hilfreich, um ein gutes Verständnis des
Konzepts definitorisches Textsegment zu entwickeln.
Der eine Blickwinkel leuchtet die grundlegenden Bestandteile (Abschnitt 2) 
definitorischer Textsegmente aus. Während der andere den Fokus auf bestimmte 
Muster (Abschnitt 3) legt, die wir in unserer Arbeit mit Korpora bisher besonders 
häufig im Zusammenhang mit der Suche und Analyse definitorischer Textsegmente 
beobachtet haben. 
2 Grundlegende Bestandteile
Definitorische Textsegmente setzen sich aus zwei grundlegenden Bestandteilen 
zusammen: Definiendum und Definiens. 
1. Das Definiendum ist ein Wort oder lexikalisiertes4 Syntagma (~ eine 
Wortgruppe, ein Teilbereich eines Satzes), dessen Bedeutung das betrachtete
Textsegment erläutert. Das Definiendum ist also der zu erläuternde bzw. zu 
definierende Bestandteil.
2. Das Definiens ist ein Syntagma, das die Bedeutung des Definiendums angibt
bzw. erklärt. Damit ist das Definiens also der definierende Bestandteil.
Im Hinblick auf das oben skizzierte Anwendungsszenario ist über Definiendum und 
Definiens außerdem folgendes zu sagen:
1. Das Definiendum entspricht dem vom Nutzer eingegebenen Suchwort. In 
Abbildung 2 also der Begriff Nachhaltigkeit. Daher können natürlich nur 
solche Wörter bzw. Syntagmen als zulässige Definienda im Sinn der 
vorliegenden Annotationsrichtlinien betrachtet werden, die als Stichwort 
in einem Wörterbuch5 denkbar wären. 
2. Das Definiens ist der Bestandteil eines Textsegments, der dem Nutzer 
Informationen über das von ihm eingegebene Suchwort (= Definiendum) 
liefert, wie man sie etwa in einem Wörterbuch finden würde. Das heißt, 
dass das Definiens dem Nutzer beim Verorten des Suchbegriffs in seinem 
Wortschatz helfen können sollte. 
Die Abbildung 4 verdeutlicht die zwei grundlegenden Bestandteile eines 
definitorischen Textsegments. Ein Textsegment kann nur dann als definitorisch
angesehen und entsprechend mit DEF annotiert werden, wenn Definiendum
und Definiens vorhanden,  eindeutig identifizierbar sind und den in diesen 
Annotationsrichtlinien angegebenen Kriterien genügen. 
4 Lexikalisiert: Die Bedeutung lässt sich nicht mehr anhand der Bedeutung der Bestandteile vorher-
sagen und/oder die Sprecher nehmen den lexikalisierten Ausdruck nicht mehr als kompositional 
aufgebaut wahr, sondern als angemessenen Ausdruck für ein Konzept.
5 Wörterbuch (wie Duden, oder Wiktionary) nicht Enzyklopädie (wie Brockhaus oder Wikipedia)!
241
TU Dortmund                             Annotation definitorischer Textsegmente
6
Zu beachten ist, dass ein Textsegment nicht automatisch definitorisch ist, nur 
weil es etwas für den Annotator Neues oder Interessantes benennt!
Abbildung 4: Zweiteilung von definitorischen Textsegmenten mit 
Bestandteilen Definiendum und Definiens
Definiendum: Dienstreise
Definiens:  Erkennungsmerkmal(e) einer Dienstreise 
(Wann ist etwas eine Dienstreise?)
2.1 Das Definiendum (Plural: Definienda)
Syntaktische Kriterien: Die sprachlichen Einheiten, die als Definiendum in Frage 
kommen, sind 
• einzelne Wörter, wobei nur Substantive, Adjektive und Verben
berücksichtigt werden, sowie
• kurze Syntagmen, wenn sie als Einträge in einem Wörterbuch denkbar wären.
Andere Wortarten und größere Wortgruppen sind als Defininedum nicht 
zulässig. In Tabelle 1 sind einige Beispiele für definitorische Textsegmente mit 
verschiedenen Typen von Definienda dargestellt.
Tabelle 1: Übersicht mögl. Definienda
Typ des Definiendums definitorisches Textsegment
Substantiv à Gesellschaft
In der Regel bezeichnet der Begriff "Gesellschaft" die Gesamtheit der 
Menschen eines Landes bzw. einer Nation und ihre Beziehungen 
zueinander …
Adjektiv à weise
Erfahren, besonnen, gescheit, verständig, wissend, 
gedankenversunken - all dies fassen wir unter dem Begriff "weise" 
zusammen.
Verb à putzen
… putzen, auch reinigen, sauber machen, bedeutet in seiner 
allgemeinen Verwendung Schmutz entfernen …
Anmerkung: bei Verben wird häufig der Umweg über die substantivierte Form 
in definitorischen Textsegmenten gewählt, z.B. das Putzen anstelle von 
putzen
Fremdwort, Lehnwort etc. à
confidential disclosure
Im Englischen nennt man das "confidential disclosure": Wenn ich 




… die Entartung der Schleimhautzellen, die das Innere des 
Dickdarms (Kolon) und Enddarms (Rektum) auskleiden, bezeichnet 
man als Kolon- bzw. Rektumkarzinom …
Abkürzung, Akronym etc. à
CASTOR
In Deutschland heißen sie CASTOR (das Akronym steht für "CA sk 
for S torage and T ransport O f R adioactive material", was so viel 
bedeutet wie …
Semantische Kriterien: Wie die Beispiele in Tabelle 1 zeigen, ist zu ganz 
verschiedenen semantischen Konzepten eine Definition sinnvoll. Dazu zählen in
jedem Fall alle konkreten und sehr viele abstrakte Substantive. Zu den meisten 
Eine Dienstreise ist gegeben, wenn jemand andernorts, also außerhalb 
seiner Wohnung oder außerhalb des regelmäßigen Arbeitsortes, aus 
dienstlichen Gründen vorübergehend tätig sein muss. 
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Handlungen, Prozessen und Eigenschaften ist natürlich auch eine Definition
denkbar. Wörter mit wenig semantischem Gehalt, bei denen evtl. die grammatische 
Funktion im Vordergrund steht, werden nicht berücksichtigt.
2.2 Das Definiens (Plural: Definientia)
Syntaktische Kriterien: Die sprachlichen Einheiten, die als Definiens in Frage 
kommen, umfassen meistens größere Syntagmen bzw. Teilsätze. In manchen Fällen 
können auch einzelne Wörter die Funktion eines Definiens übernehmen. Im 
Gegensatz zum Definiendum, das eher über syntaktische Kriterien bestimmt werden 
kann, sind die relevanten Kriterien beim Definiens vorwiegend semantischer 
Natur. 
Semantische Kriterien: Inhaltlich kann das Definiens eine Vielzahl von verschiedenen 
Aspekten aufweisen, denn natürlich können ganz verschiedene Informationen zur 
Definition herangezogen werden. Tabelle 2 zeigt eine Liste verschiedener 
Informationseinheiten, die für Definitionen relevant sein können. Diese Übersicht ist 
in verschiedenen Aspekten angelehnt an Mönke, 1978 und Herbst / Klotz, 2003. Der 
Großteil der aufgeführten Angaben und alle Beispiele wurden allerdings bei unseren
eigenen Arbeiten zu definitorischen Textsegmenten in Korpora zusammengetragen. 
Tabelle 2: Übersicht mögl. Informationseinheiten im Definiens
Informationseinheiten Beispiele




Nennung von Synonymen, 
Antonymen oder Oberbegriff 
1b 
Fachliche oder hierarchische 
Einordnung in ein Begriffs-
system
1c 
Liste verwandter Begriffe (à
Wortfeld)
1d 
Liste von Unterbegriffen oder 
Beispielen
(1a/1b) Tripper ist eine Geschlechtskrankheit, die durch ... 
(1a/1b) Unter Radioaktivität versteht man die Eigenschaft von 
bestimmten Stoffen … 
(1c) … Im Laufe der Zeit änderte sich die Bedeutung von burschikos 
in Richtung "jungenhaft", "knabenhaft", "formlos", "unkompliziert im 
Verhalten" … 
(1d) … Speicher , der die Daten auch ohne Strom behält, also eine 
Festplatte, Diskette, CD-ROM, Magnetkarte, aber auch die gute alte 
Lochkarte … 
6 Taxonomisch (laut: http://services.langenscheidt.de/fremdwb/fremdwb.html): "die ?? ???????ie 
betreffend, auf ihr beruhend, systematisch" und Taxonomie: … "Teilgebiet der Linguistik, das sich mit 
der Segmentierung und Klassifikation sprachlicher Einheiten befasst" …
7 Extensional (laut http://services.langenscheidt.de/fremdwb/fremdwb.html): "die ?? ?????????? ? ??
betreffend, auf ihr beruhend" und Extension: "Umfang eines Begriffs, Gesamtheit der Unterbegriffe"
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Angabe zu typischen Abläufen, 
Prozessen, Handlungen  
(2a) … auch durch bestimmte Schmerzmittel selbst können unter 
Umständen Schmerzen ausgelöst werden (sog. 
medikamentinduzierter Kopfschmerz) …
(2a) …Sedimentgesteine […] bilden sich aus den Ablagerungen von 
Verwitterungsprodukten ursprünglicher Gesteine oder von 
Überbleibseln von …
(2a/2b) … Bulgur entsteht, wenn Weizenkörner gekocht, geschält 
und getrocknet, schließlich zu Granulaten (grob, mittel, fein) 
zerkleinert werden …
(2b/2c) … bei normaler Panade wird erst Mehl, dann gequirlte Eier 
und dann Brösel auf das Fleisch getan …
(2c) … beim Baggern wird der Ball mit den parallel gehaltenen, 
durchgestreckten Unterarmen von unten gespielt… 
3









Aussehen bzw. sonstige 






(3a) … Haut besteht aus mehreren Schichten, die oberste wird 
Epidermis genannt, das darunter liegende Bindegewebe mit 
Muskeln, Nerven und Gefäßen heißt Lederhaut oder Korium, und 
das Unterhautfettgewebe wird Subkutis genannt …
(3b) … als Edelgase bezeichnet man Helium, Neon, Argon, Krypton, 
Xenon, Radon und Ununocticum …
(3c) … einen Weisheitszahn erkennt man daran, dass er bei voll-
ständig bezahntem Gebiss, jeweils der 8. Zahn ist, von der Mitte ab 
gezählt …
(3c) ... ausrasten tut man, wenn man einen völlig unkontrollierten 
Wutanfall hat …
(3d) … der dann zu hörende charakteristische Brummton mit 50 Hz 
(der sog. "Netzbrumm") entspricht genau dem …
8 Genetisch bedeutet (laut http://services.langenscheidt.de/fremdwb/fremdwb.html): "die ?? ????????
betreffend, auf ihr beruhend" und Genese: "Entwicklung, Entstehung"
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(4a) … die Sporen (Samen) der Pilze dienen zur Fortpflanzung und 
…
(4a/4b) … Ein Router wird meistens dann eingesetzt, wenn man in 
einem lokalen Heimnetzwerk mit mehreren PCs einen gemeinsamen 
Internetzugang benutzen will …
(4c) … Bluetooth arbeitet mit kurzwelligen Funksignalen zum 
Übertragen von Daten auf Netzwerkgeräten …
5
Angaben zu Verwendung und 
linguistische Aspekte
5a
Wortgebrauch, Situierung in 
Verwendungskontext auch 








(5a) … in der Semantik spricht man davon, daß bestimmte Unter-
scheidungen lexikalisiert, d.h. durch ein eigenes Lexem (=Wort) 
repräsentiert sind …
(5b) … Das Verb "bewegen" ist transitiv, das heißt, es ist aktiv wie 
passiv zu verwenden: ich bewege jemanden, ich werde von 
jemandem bewegt …
(5c) … die Italiener übernahmen aber nicht die Begriffe Football 
oder Soccer als Bezeichnung für ihren Fußball, sondern 
verwendeten das Wort Calcio…
(5c) … der Begriff Qualität kommt seinem Ursprung nach aus dem 
lateinischen "qualitas", das mit "Beschaffenheit" ...
(5d) … Das Wort Neger empfinde ich als Beleidigung …* 
* Textsegmente, die eine Meinung oder Empfindung beschreiben, dürfen 
nur dann als definitorisch annotiert werden, wenn sie gleichzeitig 
Informationen über Stilmarkierung oder Konnotation eines Wortes 
benennen. In diesem Fall beinhaltet der Satz die Information, dass das Wort 





Angabe der Quelle, Verweis 
auf Autor, Ort der 
Veröffentlichung
(6a) … unter einem Satz verstehe ich mit Zifonun, G. et al. (1997) 
und www.ids.mannheim.de/grammis (2001) eine syntaktische Wort-
gruppe mit einem finiten Verb …
Wie Tabelle 2 verdeutlicht, können die Typen von Informationseinheiten auch 
beliebig kombiniert im Definiens auftreten. Natürlich müssen nicht alle Angaben der 
Tabelle gleichzeitig vorhanden sein, damit es sich um ein definitorisches
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Textsegment handelt. Normalerweise wird eine kleine Auswahl der möglichen 
Informationseinheiten oder auch nur ein einzelner Aspekt zur Definition
herangezogen. Wichtig ist allerdings, dass die Informationseinheit(en), die im 
Definiens genannt werden, relevante bzw. zentrale Aspekte der Bedeutung des 
Definiendums darstellen.
3 Typische Muster von Definitionen
Bei der Suche und Analyse von definitorischen Textsegmenten in Korpora konnten 
wir beobachten, dass es einerseits bestimmte Muster gibt, nach denen die 
Informationseinheiten im Definiens angeordnet sind und dass andererseits bestimmte 
Formulierungen immer wieder auftreten. In diesem Abschnitt stellen wir daher 
besonders typische Muster von Informationsstrukturen und Formulierungen 
definitorischer Textsegmente zusammen. Natürlich darf die Darstellung in diesem 
Abschnitt nicht als umfassend angesehen werden – es können in den zu 
annotierenden Daten durchaus immer wieder ganz andere Formulierungen oder 
Informationsstrukturen auftreten, die trotzdem als Definition einzustufen und 
entsprechend zu annotieren sind.
3.1 Muster typischer Informationsstrukturen
Ein besonders bekanntes Muster stellt die Einordnung über "genus proximum et 
differentia specifica" dar. Dabei wird die Definition mit Hilfe von zwei sich 
ergänzenden Informationseinheiten vorgenommen, nämlich: 
• Der sog. nächst höheren Art (à genus), das heißt einem direkten oder 
indirekten Oberbegriff (Hyperonym) und
• Den sog. spezifischen Unterschieden (à differentiae), das heißt den 
Merkmalen, die das Definiendum von allen seinen Geschwistern 
(Kohyponyme) abgrenzen. (Beispiel: Definiendum = Stuhl, genus = 
Möbelstück, Geschwister/Kohyponyme = Tisch, Schrank etc.)
Abbildung 5: Definition mit genus et differentia
genus à Oberbegriff, hier: Geschlechtskrankheit
                             differentiae à Merkmale, die Gonorrhoe von anderen 
                                                          Geschlechtskrankheiten abgrenzen
Als Gonorrhoe (Tripper) bezeichnet man eine Geschlechtskrankheit, die 
durch bestimmte Bakterien, sog. Gonokokken, verursacht wird.
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Abbildung 6: Definition mit genus et differentia
        genus à Oberbegriff, hier: Flächendiagramm
                             differentiae à Merkmale, die das Histrogramm von anderen
Flächendiagrammen abgrenzen
Ein anderes relevantes und häufig verwendetes Muster stellt die operationale 
Definition dar. Hierbei wird im Definiens beschrieben, woran das Definiendum zu 
erkennen ist. Meist werden dazu konditionale Formulierungsmuster eingesetzt – im 
Sinn von: falls X, Y und Z vorliegt, handelt es sich um Definiendum.
Abbildung 7: Zwei Beispiele für operationale Definition
Definiens: Woran erkennt man, ob ein Telearbeitsplatz vorliegt?
    Idee: Überprüfe im Definiens genannte Erkennungs-
merkmale, um festzustellen, ob etwas ein
Telearbeitsplatz ist.
Definiens: Woran erkennt man, ob Zahlungsunfähigkeit vorliegt? 
Weitere häufig eingesetzte Muster, die leider besonders gerne bei der Annotation 
übersehen werden, stellen die verschiedenen Kurzformen der Definition dar. Im 
Gegensatz zu den beiden oben gezeigten Mustern (also genus et differentia sowie 
der operationalen Definition) zielt der Produzent eines Textes in diesen Fällen häufig 
darauf ab, dem Rezipienten eine (mehr oder weniger umfassende) Verstehenshilfe
(für das Textverständnis des aktuell betrachteten Textes) anzubieten.
Typischerweise wird hierbei ein Synonym oder Hyperonym zum Definiendum
genannt. Alternativ werden häufig auch einige wenige typische Bestandteile oder 
Beispiele für das Definiendum angeben. Beispiele für diese Kurzformen sind in 
Abbildung 8 dargestellt. 
… ein Histogramm ist ein Flächendiagramm, in dem die Flächen den 
(absoluten oder relativen) Häufigkeiten proportional sind …
Ein Telearbeitsplatz liegt vor, falls ein Arbeitnehmer an seinem Wohnort 
dezentral für ein räumlich entferntes Unternehmen über elektronische 
Medien Tätigkeiten in Erfüllung seines Arbeitsvertrages ausübt …
Zahlungsunfähigkeit liegt vor, wenn der Schuldner nicht in der Lage ist, 
seine derzeit fälligen Zahlungsverpflichtungen zu erfüllen …
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Kurzformen der Definition hier mit 2 Lesarten:
Definiendum: Ausweisdokumente
Definiens: Reisepass (betrachtet als ein Beispiel 
       für Ausweisdokumente)
Definiendum: Reisepass
Definiens: Ausweisdokumente (betrachtet als
Oberbegriff zu Reisepass)
3.2 Muster typischer Formulierungen
Häufig, aber natürlich nicht immer, kann man bestimmte Formulierungsmuster bei 
definitorischen Textsegmenten beobachten. In der Regel handelt es sich um auf 
… der Spieler verpflichtet sich des Weiteren, die Privatsphäre Dritter zu 
beachten, keine unaufgeforderten Massensendungen (so genannte "Spam") 
sowie keine ungebetene Werbung zu verbreiten …
… bringen Sie bitte Ausweisdokumente, wie z.B. einen Reisepass, mit und …
… bringen Sie bitte Ausweisdokumente, wie z.B. einen Reisepass, mit und …
… ... ein Webtagebuch, auch Weblog genannt, gehört für Firmen, Vereine, 
Verbände und Privatpersonen mittlerweile zum Pflichtprogramm ...…
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bestimmte Weise lexikalisierte syntaktische Strukturen. Meistens bilden bestimmte 
Verbkomplexe den Kern dieser Formulierungsmuster. Dabei kann man grundsätzlich 
unterscheiden zwischen Formulierungen, die eine metasprachliche9 Aussage
anzeigen (z.B. X nennt man Y), und solchen, die eher auf das Vorliegen 
bestimmter Informationseinheiten im Definiens hindeuten (z.B. Funktionsangabe: X 
dient Y). Häufig werden aber auch bestimmte Satzzeichen und typographische 
Markierungen für die Strukturierung definitorischer Textsegmente verwendet. 
Beispiele für diese Art der Strukturierung und die oben angesprochenen
Formulierungsmuster sind in Tabelle 3 und Tabelle 4 dargestellt. 
Tabelle 3: Auswahl wichtiger Formulierungsmuster (mit eher metasprachlichem Charakter)
Forumlierungsmuster Beispiel
… DEFINIENDUM ist / stellt dar / 
gilt als / kann man sich vorstellen 
als … DEFINIENS …
… Rückbau ist im Fachjargon die etwas vornehmere Formulier-
ungsvariante für Abriss …
… eine Zeitschrift ist eine Sammelpublikation, die regelmässig 
(täglich, wöchentlich, monatlich, zweimonatlich, halbjährlich, 
jährlich) erscheint …
… ein Histogramm ist ein Flächendiagramm, in dem die Flächen 
den (absoluten oder relativen) Häufigkeiten proportional sind …
… Forschungsresultate belegen, dass Vitamin E ein wirksames 
Mittel im Kampf gegen die Arteriosklerose darstellt …
… ein Urlaubssemester gilt als unterrichtsfreie Zeit …
… anschaulich kann man sich die Delta-Distribution als eine 
beliebig hohe und beliebig schmale Funktion vorstellen, deren 
Fläche den Grenzwert 1 besitzt und …
… DEFINIENDUM liegt vor, wenn / 
falls … DEFINIENS …
(falls / wenn) … DEFINIENS
(vorliegt,) spricht man von 
DEFINIENDUM …
… Arbeitslosigkeit liegt vor, wenn ein Teil der arbeitsfähigen und 
arbeitswilligen …
… Zahlungsunfähigkeit liegt vor, wenn der Schuldner nicht in der 
Lage ist, seine derzeit fälligen Zahlungsverpflichtungen zu erfüllen 
…
…  wenn ein Arbeitnehmer an seinem Wohnort dezentral für ein 
räumlich entferntes Unternehmen über elektronische Medien 
Tätigkeiten in Erfüllung seines Arbeitsvertrages ausübt, spricht 
man von einem Telearbeitsplatz ...
… die Hefe wird zuerst, nach getaner Arbeit, abgezogen  und man 
spricht dann vom "Jungbier" …
DEFINIENDUM nennt man 
DEFINIENS …
… als/mit DEFINIENDUM  be-
zeichnet man DEFINIENS…
… blasig nennt man ein Gestein, wenn es von regelmässig oder 
unregelmässig gestalteten, gerundeten Hohlräumen durchzogen 
ist, ...
… als "cache" (gesprochen käsch) bezeichnet man einen 
Speicherbereich (Zwischenspeicher ), der …
9 Metasprachlich bedeutet (laut: http://services.langenscheidt.de/fremdwb/fremdwb.html): die 
Metasprache betreffend und Metasprache bedeutet: Sprache über Sprache.
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DEFINIENDUM benannt nach …
DEFINIENS
… mit Mimik und Gestik bezeichnet man in der Regel das 
nonverbale (nicht-sprachliche) Verhalten …
… März (Lenzing, Lenzmond), benannt nach Mars, dem Gott des 
Krieges und der Vegetation; im alt-römischen Kalender begann 
das Jahr …
… DEFINIENDUM heißt, dass … 
DEFINIENS
… DEFINIENDUM bedeutet wörtlich 
/ übersetzt / soviel wie … 
DEFINIENS …
… DEFINIENDUM bedeutet in 
diesem Zusammenhang / hier / 
hierbei …, dass … DEFINIENS
… wenn ich sage: etwas wegnehmen, dann heisst das, dass sie 
etwas beanspruchen, das ihnen zusteht …
… Desertifikation bedeutet wörtlich 'Wüstenbildung' ...
… Mehrbenutzersystem bedeutet in diesem Zusammenhang, 
dass mehrere Anwender einen Computer gleichzeitig benutzen 
können …
… operativ bedeutet hierbei, dass …
… Ganzheitlich bedeutet hier, daß vorwiegend bildhaft, 
gefühlsorientiert und vernetzend erlebt wird, nicht aber begrifflich, 
logisch und systematisierend …
ACHTUNG: Das hier bzw. hierbei kann auf eingeschränkte Gültigkeit der 
Aussage hinweisen – ist die Gültigkeit auf den Text beschränkt, sollte es 
mit O und nicht mit BETS annotiert werden.
… DEFINIENDUM heißt auf … 
DEFINIENS
… DEFINIENDUM kann man 
übersetzen mit … / kann man so 
übersetzen: … / übersetzt man 
mit … DEFINIENS
… "Màiá" heisst auf deutsch "Kranz" …
… in Deutschland heißen sie CASTOR …
… Shinkendo kann man so übersetzen: Shin = ernsthaft, 
ken = Schwert, do = Weg, somit  also Weg des ernsthaften 
Schwertes …
… DEFINIENDUM lässt sich 
definieren als / definiert man als  
… DEFINIENS
… Wortbildung lässt sich definieren als Prozess, der …
… Schulverweigerung definiert man als eine vom Kind 
ausgehende Weigerung, die Schule zu besuchen oder sein 
Unvermögen, den Schulalltag durchzustehen …
… bei / beim DEFINIENDUM
handelt es sich um … DEFINIENS
… bei / beim DEFINIENDUM geht 
es um / wird … DEFINIENS
… bei einem Axiom handelt es sich um eine Aussage, die keines 
Beweises durch andere Aussagen bedarf und als unbeweisbare 
Aussage die Basis aller Beweise in ...
… bei der traditionellen Semantik geht es um die Bedeutung des 
Einzelwortes …
… beim Baggern wird der Ball mit den parallel gehaltenen, 
durchgestreckten Unterarmen von unten gespielt …
… bei der Photosynthese wird Sonnenlicht von Pflanzen oder 
Bakterien absorbiert und über eine komplexe Reaktionskette in 
chemische Energie umgewandelt …
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… bei / beim DEFINIENDUM
geschieht folgendes: …
DEFINIENS
… DEFINIENDUM tut man, wenn … 
DEFINIENS
… beim Riechen geschieht folgendes: Die Geruchsmoleküle 
werden in die Nasenschleimhaut weitergeleitet und dort aufgelöst, 
wo sie an Rezeptoren andocken und das Riechgehirn 
weitergeleitet werden… 
... abnehmen tut man, wenn man mehr Kalorien verbraucht als 
man zu sich nimmt, ganz einfach …
… unter / unter dem Begriff 
DEFINIENDUM versteht man … 
DEFINIENS
… der Begriff DEFINIENDUM wird 
verstanden als / benutzt für / 
verwendet für … DEFINIENS
… unter dem Begriff / den Begriff 
DEFINIENDUM versteht man / 
gebraucht man für… DEFINIENS
… der Begriff DEFINIENDUM 
umfasst … DEFINIENS
… DEFINIENDUM kann man be-
/umschreiben als … DEFINIENS
… unter Aufklärung versteht man einen sowohl individuellen wie 
gesellschaftlichen, geistigen Emanzipationsprozess …
… wird der Begriff "Aborigines" heute häufig als Sammelbegriff für 
alle schwarz-australischen Völker benutzt …
… den Begriff gebraucht man für eine zeitweilig heftigere 
vulkanische Tätigkeit, wie z.B. einen Vulkanausbruch …
… umfasst der Begriff "besondere Beziehungen" auch 
verwandtschaftliche Beziehungen und ganz allgemein jede 
Interessengemeinschaft , die neben dem Rechtsverhältnis …
… Mobbing kann man umschreiben als systematisch betriebene 
Niederträchtigkeit von Mitarbeitern gegen andere Mitarbeiter, 
Untergebene oder Vorgesetzte …
Neben diesen eher metasprachlichen Mustern kann die Formulierung eines 
definitorischen Textsegments auch durch die Informationseinheit bestimmt sein, die 
im Definiens genannt wird. Beispiele hierfür sind in Tabelle 4 dargestellt. 
Tabelle 4: Auswahl wichtiger (durch im Definiens genannte 
Informationseinheiten bestimmte) Formulierungsmuster
Typ der Informationseinheit  & 
Forumlierungsmuster Beispiel
Typ der Informationseinheit = 
Bestandteile
… DEFINIENDUM besteht aus / 
setzt sich zusammen aus … 
DEFINIENS …
… die Bestandteile von 
DEFINIENDUM sind … DEFINIENS (
… ein soziales System besteht definitionsgemäß aus einer 
Mehrheit von Akteuren, die in einer bestimmten physischen 
Umwelt miteinander interagieren und durch ...
… ein Geräusch setzt sich in der Regel aus Tönen verschiedener 
Frequenzen zusammen …
… die Bestandteile eines Prozessors sind das Rechenwerk, auch 
ALU genannt, das Steuerwerk, Speichermanager und das 
Register …
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Typ der Informationseinheit = 
Funktion / Zweck
… DEFINIENDUM dient / wird 
eingesetzt / verwendet … 
DEFINIENS
Hauptzweck / Funktion von  
DEFINIENDUM ist … DEFINIENS
… eine Notstromversorgung dient der Überbrückung und der 
Aufrechterhaltung zentraler Arbeitsbereiche, beispielsweise in 
Krankenhäusern, Leitwarten und ...
… ein Router wird meistens dann eingesetzt, wenn man in einem 
lokalen Heimnetzwerk mit mehreren PCs einen gemeinsamen 
Internetzugang benutzen will.
… der Hauptzweck eines Repetitoriums ist es, den gesamten Stoff 
zu wiederholen, zu festigen und durch ständige Falllösung die 
Gutachtentechnik ...
… die Hauptfunktion eines Messbechers ist das exakte Ablesen 
des Inhalts …
Typ der Informationseinheit = 
zentrale Merkmale 
…die Merkmale von
DEFINIENDUM sind … DEFINIENS
…
… DEFINIENDUM ist 
gekennzeichnet durch / 
charakterisiert als (durch) … 
DEFINIENS
… die wesentlichen Merkmale eines Passivhauses sind: sehr 
kompakte Bauform; Minimierung aller Wärmebrücken; über das 
Niedrigenergiehaus hinausgehender ...
… ein Déjà-vu-Erlebnis ist gekennzeichnet durch: Gefühl, etwas 
schon einmal gesehen zu haben Ablaufen des eigenen 
"Lebensfilms" in ganz kurzer Zeit ...
… ILM (Information Lifecycle Management) kann man 
charakterisieren als die Zusammenführung verschiedener 
Storage, Archiv, Content und Document-Management-
Technologien …
Typ der Informationseinheit = 
Entstehung / Ursprung
… DEFINIENDUM entsteht durch / 
bei   … DEFINIENS …
… Husten entsteht durch Reizung der Bronchialschleimhaut, 
wenn die sich entzündet, dann nennt man das Bronchitis …
… ein Kuboktaeder entsteht, wenn man die Ecken eines Würfels 
abschneidet …
Typ der Informationseinheit = 
Bespiel(e)
…ein Beispiel für / als Beispiel 
für DEFINIENDUM ist  / kann sein / 
kann gelten … DEFINIENS
… ein Beispiel für ein Lerndefizit ist, wenn ein Schüler besondere 
Schwierigkeiten hat, Lesen und Schreiben zu erlernen, wobei er in 
anderen Bereichen  …
VORSICHT: Besonders im Bereich des politischen Diskurses werden manchmal 
Formulierungen eingesetzt, die strukturell, lexikalisch und besonders im Hinblick auf 
bestimmte Verben einer Definition sehr ähnlich sehen. Solche Textsegmente sind bei 
der Annotation mit äußerster Vorsicht zu bearbeiten. Beispiel: … die Kandidatenwahl 
des Bundestagswahlkreises 195 Anfang Dezember bezeichnete er als "Lehrstück 
innerparteilicher Demokratie" … (http://www.ju-weimarerland.de/bilanz.htm Stand: 2008-02-04)
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Tabelle 5 zeigt eine Auswahl Satzzeichen-basierter Strukturierungsmuster, wie sie in 
definitorischen Textsegmenten auftreten können. Manchmal werden diese allerdings 
mit Formulierungen wie z.B. oder wie kombiniert. 
Tabelle 5:  Auswahl von Satzzeichen zur Strukturierung von Definitionen
Zeichen Beispiel
() 
… sie fahren von Ihrer nächstgelegenen Haltestelle mit Zügen des Nahverkehrs 
(RegionalBahn, StadtExpress, RegionalExpress, S-Bahn) oder mit U-Bahnen, Bussen 
oder Straßenbahnen direkt zu Ihrem Flughafen …
:
Bewusstsein: die Gesamtsumme der kooperierenden Aktivitäten der Gehirnstrukturen, 
die körperliche Prozesse vermitteln …
–
… Feuerwerkskörper der Klasse I (P I) – etwa Knallerbsen, Knallbonbons, Zünd- oder 
Knallplättchen – dürfen dagegen ganzjährig auch von Personen unter 18 Jahren 
benutzt werden …
, … , 
… für bronchienerweiternde Medikamente, die sogenannten Beta-Sympathomimetika, 
reicht diese Art der Inhalation meistens aus …
4 Begrenzung, Kontext und schwer entscheidbare Fälle
In den folgenden Abschnitten werden verschiedene Grenzfälle, schwerentscheidbare 
Fälle und möglicherweise in der praktischen Annotationsarbeit problematische 
Bereiche diskutiert.
4.1 Abgrenzung und Kontext
Meisten ist es nicht ganz einfach, ein definitorisches Textsegment ohne Kontext zu 
verstehen, denn selten kann man es aus seinem Kontext herausreißen, ohne das 
dadurch Information verloren geht. Daher kann eine, dem Gefühl nach ohne Kontext 
schwache Definition mit Kontext stärker wirken. Beispiele hierfür sind in Abbildung 9 
zum Definiendum Unwetter dargestellt. Wie ist nun aber mit dem Einfluss des 
Kontextes auf die Annotationsentscheidung umzugehen? Zunächst einmal gilt, dass 
jeder Satz separat im Hinblick auf die Frage analysiert wird, ob eine Definition 
vorliegt oder nicht. Dann stellt sich die Frage, ob das Textsegment auch ohne 
Kontext zentrale Informationen über ein Definiendum enthält, dass heißt, ob die 
Information zum Definiendum lokal ungebunden ist. Lokal ungebunden 
bedeutet hier, die Information über das Definiendum muss unabhängig von 
dem Text in dem es vorkommt gelten können, also eine vom Text unabhängige 
Information darstellen. Ist das der Fall, muss das Segment als Definition annotiert 
werden.
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Abbildung 9: Bedeutung des Kontextes für das Verständnis von Definitionen
(http://www.unwetter.de/pages/unwetter.php Stand: 2008-02-04)
Wie Abbildung 9 zeigt, kommen definitorische Textsegmente häufig als Ketten oder 
Cluster in Korpora vor. Das heißt, man findet in bestimmten Bereichen gleich 
mehrere Definitionen nacheinander. Dabei muss es sich aber nicht immer um eine
Kette handeln, wie das in Tabelle 6 dargestellt ist. 
Tabelle 6: Beispiel für eine Kette von Definitionen
Als pflegebedürftig gilt, wer mindestens 90 Minuten täglich der Hilfe bedarf. Dabei muss die Hilfe-
bedürftigkeit im Bereich der Grundpflege überwiegen. Grundpflege bedeutet …
Manchmal clustern (~ ballen sich) Definitionen in Texten z.B. um ein bestimmtes 
Thema – das kann (muss aber nicht) z.B. das Textthema (oder das Thema eines 
Textteils) sein. In diesen Fällen ist mit besonderer Vorsicht zu annotieren, weil das 
Textthema (Thema eines Textteils) leicht von Definitionen ablenken kann. Außerdem 
dürfen Textsegmente nicht alleine deswegen als definitorisch annotiert 
werden, weil sie eine relevante Information über das Textthema enthalten.
Solche Textsegmente dürfen nur dann als Definition annotiert werden, wenn sie das 
Definiendum (evtl. = Textthema / Thema des Textteils) explizit nennen, das Definiens
eindeutig zu identifizieren ist und beide außerdem den Bedingungen entsprechen, 
die in den entsprechenden Abschnitt dieser Richtlinien zu Definiens / Definiendum
genannt sind. 
4.2 Anaphorische Strukturen
Manchmal findet man in definitorischen Textsegmenten sog. anaphorische 
Strukturen. Definiens oder Definiendum können dabei z.B. durch ein Pronomen oder 
andere Proformen ersetzt werden. Beispiele dafür sind in Tabelle 7 dargestellt. 
Tabelle 7: Anaphorische Beispiele
Definiensà diese (nämlich: diese 
Behälter zur …)
… für den Transport von den Kernkraftwerken in 
entsprechende Zwischenlager (für die spätere direkte 
Endlagerung) oder zur Wiederaufbereitung benötigt man ganz 
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besondere Behälter. In Deutschland heißen diese CASTOR …
Definiensà diese (nämlich: die 
computerverwalteten Zu-
ordnungen zwischen Ankern)
… Ein konstitutives Element von Hypertexten sind computer-
verwaltete Zuordnungen zwischen Ankern. Diese bezeichne ich 
als Links …
Definiendum à diese Vertriebs-
arten (nämlich: der sog. Fern-
absatz)
… seit Anfang der 80er hat der sog. Fernabsatz stark 
zugenommen. Diese Vertriebsarten sind insbesondere dadurch 
gekennzeichnet, daß Anbieter und Verbraucher sich nicht 
physisch begegnen und der Verbraucher die Ware oder 
Dienstleistung in der Regel nicht vor Vertragsschluss in 
Augenschein nehmen kann ... 
Textsegmente dieser Art können zwar als Definition betrachtet werden und stellen 
sicherlich interessante Fälle dar, sie werden aber der Einfachheit halber im Sinn 
dieser Annotationsrichtlinien nicht als Definition annotiert. 
4.3 Eigennamen
Eigennamen gelten grundsätzlich nicht als zulässige Definienda. Textsegmente mit 
Informationen über Personen, Organisationen etc. werden daher im Sinn der 
vorliegenden Annotationsrichtlinien auf keinen Fall als Definition annotiert. Zu 
beachten ist an dieser Stelle die Unterscheidung von der Bezeichnung eines 
Individuums, zum Beispiel Frankreich (= Ländername und somit Eigenname), die 
nicht annotiert wird und der Bezeichnung einer Klasse, wie „Beagle“, die 
annotiert werden müssen.
4.4 Überlappungen und verschränkte Definitionen
Wie bereits in Abschnitt 4.1 skizziert, tendieren definitorische Textsegmente zur 
Kettenbildung bzw. zum Clustern. In diesen Fällen findet man in kurzer Abfolge bzw. 
in direkt aufeinander folgenden Sätzen Definitionen. Daneben kann es sogar 
passieren, dass ein Textsegment gleich mehrere Definitionen zu verschiedenen 
Definienda enthält. Einige Beispiele hierfür sind in Tabelle 8 dargestellt.
Tabelle 8: Beispiel für verschränkte und überlappende Definitionen
Beispiel definitorisches Textsegment Anmerkung
Weltwirtschaftsgipfel, (G8-Gruppe), jährliche Konferenz 
der sieben größten westlichen Industrienationen (USA, 
Kanada, Japan, Großbritannien, Italien, Frankreich und 
Dtld.) und Russlands. 
Definiendum 1: Weltwirtschaftsgipfel
Definiendum 2: G8-Gruppe
Die beiden Definitionen sind ineinander 
verschränkt.
… chronisch-entzündliche Darmerkrankungen mit 
entzündlichen Veränderungen der Schleimhaut (z.B. 
Colitis ulcerosa oder Morbus Crohn) können …*
Definiendum 1: Colitis ulcerosa
Definiendum 2: Morbus Crohn
Die beiden Definienda sind Kohyponyme zum 
gemeinsamen Hyperonym chronisch-entzündliche 
Darmerkrankungen. Das Definiens bezieht sich 
also auf beide Definienda gleichermaßen.
* Natürlich stellt gerade dieses Beispiel aus der Sicht des Autors keine Definition dar. Für 
einen Leser aber, der mit dem Begriff Colitis ulcerosa nichts anfangen kann, beinhaltet das 
Segment eine – wenn auch knappe – Information zur Einordnung in seinen Wortschatz.
Wie die Beispiele in Tabelle 8 zeigen, lässt sich in den meisten Fällen eine 
bestimmte semantische Beziehung zwischen den Definienda feststellen, die in ein 
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und demselben Textsegment eingeführt werden. In der Regel handelt es sich um 
Kohyponyme oder (Teil-)Synonyme. 
4.5 Vollständigkeit & Korrektheit
Philosophisch betrachtet muss eine Definition genau die (und nur die) 
Unterscheidungsmerkmale beinhalten, die es ermöglichen, das Definiendum 
zweifelsfrei von seinen Geschwistern oder Kohyponymen abzugrenzen – theoretisch.
Praktisch setzt das allerdings eine eindeutige Klassifizierung aller dem aktuellen 
Definiendum benachbarten Konzepte voraus. Nur auf dieser Grundlage kann nämlich 
überhaupt entschieden werden, was die Unterscheidungsmerkmale und der direkte 
Oberbegriff in einem konkreten Fall sein könnten. Innerhalb einer bestimmten 
wissenschaftlichen Disziplin kann die Entscheidung über eine solche Klassifikation 
genau so wie die Beurteilung ihrer Qualität nur ein Experte vornehmen – und 
meistens kann dieser Experte das sogar nur für einen Ausschnitt, nämlich seinen 
speziellen wissenschaftlichen Teilbereich.
Tabelle 9 zeigt ein (allgemeinsprachliches) Beispiel einer aus streng philosophischer 
Sicht "falschen" bzw. "unzulänglichen" Definition. Jedem – Laie oder Experte – fällt 
an diesem Beispiel sofort die fragwürdige Auswahl der Unterscheidungsmerkmale 
auf, die in Kombination mit dem sehr allgemein gewählten Oberbegriff nämlich z.B.
auch auf den Löwen zutreffen würden. Hätte der Autor hingegen anstelle von Tier
den (direkten) Oberbegriff Unpaarhufer gewählt, müsste man das Beispiel völlig 
anders bewerten. In diesem Fall würde das Merkmal lange Mähne das Pferd von 
seinen Geschwistern (Esel, Zebra, Nashorn, Tapir) unterscheiden, da diese nur 
kurze oder keine Mähnen haben.  
Tabelle 9: Beispiel für eine offensichtlich problematische Auswahl von Oberbegriff und
Unterscheidungsmerkmalen in definitorischen Textsegmenten
… ein Pferd ist ein Tier mit vier Beinen, einem Schwanz und einer langen Mähne…
Ein weniger offensichtlicher Fehler ist im Beispiel in Tabelle 10 enthalten. Dem Laien 
würde hier wahrscheinlich nicht auffallen, dass Titan chemisch betrachtet kein 
Edelmetall ist und demzufolge die (zwar für Edelmetalle richtig beschriebenen)
Merkmale der Reaktion und des Vorkommens in der Natur auch für Titan nicht 
zutreffen können. 
Tabelle 10: Beispiel für eine versteckt problematische Zuordnung zwischen 
Oberbegriff und Definiendum in definitorischen Textsegmenten
… Die Edelmetalle, wie z.B. Kupfer, Titan und Silber, zeichnen sich dadurch aus, nicht unter 
Wasserstoffbildung mit Wasser oder wässrigen Säurelösungen zu reagieren, aus diesem Grund 
kommen sie in der Natur oft gediegen vor …  
In der Praxis ist es daher häufig schwer möglich, den Übergang zwischen einer 
"unzureichenden", "unvollständigen" oder gar "falschen" Definition genau zu 
bestimmen. Bei der Annotation definitorischer Textsegmente sollte daher die 
Bewertung nach richtig und falsch keine große Rolle spielen und die 
Annotationsentscheidung nicht zu stark beeinflussen! Trotz der offensichtlich 
(Tabelle 9) und versteckt (Tabelle 10) problematischen Auswahl von Oberbegriff und 
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Merkmalen müssten beide dargestellten Beispiele im Sinn der vorliegenden 
Annotationsrichtlinien als definitorische Textsegmente bewertet werden. 
Darüber hinaus sollte man sich bei der Annotation von Texten die Frage nach der 
Vollständigkeit einer Definition NICHT stellen. Definitionen in Texten 
unterscheiden sich von solchen in Wörterbüchern (bzw. Enzyklopädien) u. a. 
dadurch, dass sie nicht unbedingt alle möglichen Bedeutungen, Lesarten bzw. 
Bedeutungsaspekte eines Definiendums erfassen müssen. Wichtig ist aber, dass 
es sich bei definitorischen Textsegmenten immer um Sätze handelt, die über ein
Definiendum relevante bzw. zentrale Informationen (im Bezug auf die Bedeutung des 
Definiendums) benennen. 
4.6 Unauffällige Formen und Kurzformen der Definition
Bei der bisherigen Annotationsarbeit haben wir immer wieder festgestellt, dass man 
bestimmte Typen von Definitionen leicht übersieht. Das gilt besonders, wenn das 
Definiendum am Ende des Textsegments oder hinter dem Definiens steht, auch 
zwischen den Bestandteilen des Definiens eingeschobene Definienda sind  
problematisch. Daneben werden die meisten Kurzformen der Definition leicht 
übersehen. Außerdem werden solche Textsegmente häufig falsch annotiert, bei 
denen nur ein sehr kleiner Teil des Segments die eigentliche Definition ausmacht –
natürlich besonders, wenn dieser Teil auch noch am Segmentende steht. Für einige 
dieser unauffälligen Typen sind in Tabelle 11 Beispiele dargestellt. 
Tabelle 11: Beispiele für mögliche Formulierungen unauffälliger Definitionen
… Radon und Ununocticum bezeichnet man als Edelgase genauso wie Helium, Neon, Argon, 
Krypton und Xenon …
… die interessanteste Wirkstoffgruppe des grünen Tees sind die sekundären Pflanzenstoffe, u.a. die 
Catechine, und in dieser Gruppe besonders das schon genannte "Epigallo-Cathechin-3-O-gallat ", 
abgekürzt EGCG …
… einige der während des Eingriffs eingesetzten Maßnahmen zur Schmerzunterdrückung (z. B. 
Epiduralanästhesie) können für die Behandlung postoperativer Schmerzen weiter verwendet werden 
…
…  Die Italiener übernahmen aber nicht die Begriffe Football oder Soccer als Bezeichnung für ihren 
Fußball, sondern verwendeten das Wort Calcio …
… Gipfel wird auch synonym für Spitzentreffen verwendet …
… Die edlen Metalle Kupfer, Silber und Gold kommen in der Natur bereits in einem hohen Reinheits-
grad gediegen (elementar) vor, während die unedlen Metalle in Form ihrer Erze auftreten, d.h., sie 
sind als Verbindungen (meistens als Sulfide und Oxide) in Gesteinen der Erdkruste enthalten …
4.7 Grenzfälle und Negativbeispiele
Wie bereits weiter oben angerissen, gibt es einige Textsegmente, die Definitionen auf 
den ersten Blick sehr ähnlich sehen. Das hängt meistens damit zusammen, dass 
einzelne Merkmale oder sogar ganze Merkmalsbündel (z.B. Informationsstrukturen 
oder Formulierungsmuster) darauf hindeuten, dass es sich um eine Definition
handeln könnte. In Tabelle 12 sind einige solcher Beispiele aufgeführt. Dabei sind die 
verführerischen Bereiche blau markiert. Trotz dieser Merkmale handelt sich bei 
keinem der Beispiele in Tabelle 12 um eine Definition. 
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Tabelle 12: Beispiele für Textsegmente mit irreführenden Formulierungsmustern / 
Informationsstrukturen
… den Funktionen des Hubs entsprechend, bestehen die neuen Anlagen aus drei Hauptelementen: 
erstens dem als Hochregallager ausgebildeten Sendungslager für Euro-Paletten, zweitens den 
Umladestationen und drittens dem luftseitig ausgerichteten sogenannten ULD-Stacker, der leere und 
beladene Frachtbehälter für Flugzeuge aufnimmt. Sendungslager und ULD-Stacker sind vollständig 
computerisiert und mechanisiert, während im Umschlagbereich mechanisch unterstützte Handarbeit 
geleistet wird …
… man setzte ihn täglich an das Tor des Tempels, das man die Schöne Pforte nennt; dort sollte er 
bei denen, die in den Tempel gingen, um Almosen betteln…
… die Agiv, ein Konzern, bestehend aus drei in verschiedenen Feldern tätigen Maschinenbau- und 
einem Meßtechnikunternehmen, wird als Ganzes aber nur schwer zu verkaufen sein …
… eine Provinzialregierung wird vor dem 30. Juni gebildet und aus einem Präsidenten und fünf bis 
zehn Mitgliedern bestehen, die vom Provinzialrat bestimmt werden …
… der derzeit heiß diskutierte Sachs-Plan, benannt nach dem US-Wirtschaftsberater, der ihn für 
Polen aufgestellt hat, schlägt die Abschaffung aller Subventionen - mit Ausnahme der für den 
Wohnungsbau - und zugleich die Einführung der Zloty-Konvertibilität vor …
Außerdem ist besondere Vorsicht geboten bei Textsegmenten, die ein Gefühl oder
eine Stimmung ausdrücken. Hier handelt es sich i. d. R. nicht um definitorische 
Textsegmente im Sinn dieser Richtlinien. Zu dieser Regel gibt es nur eine einzige 
Ausnahme: Das Gefühl bzw. die Stimmung bezieht sich auf eine Stilmarkierung bzw. 
Konnotation, die der Sprecher / Schreiber dem Definiendum zuordnet (vgl. das 
Beispiel zum Begriff "Neger" in Tabelle 2). In diesen Fall und nur dann, darf das 
Segment als Definition annotiert werden.
Bei der praktischen Annotation können Textsegmente vorkommen, die einige 
Annotatoren klar als Definition ansehen und andere Annotatoren bewusst mit O 
markieren. Solche Textsegmente sehen wir als Grenzfälle an. Ob ein Textsegment 
als definitorisch angesehen wird oder nicht, hängt nämlich nicht nur vom 
Vorhandensein der oben beschriebenen Merkmale ab, sondern auch davon, ob die 
in dem Textsegment genannten Informationen als relevant für die Bedeutung des 
Definiendums angesehen werden. Und genau hierbei spielt die persönliche
Erfahrung der Annotatoren eine große Rolle. Daher lassen sich Unterschiede bei der 
Annotation derselben Textsegmente durch verschiedene Annotatoren nicht 
ausschließen. Wichtig ist jedoch, dass diese Unterschiede so klein wie möglich 
bleiben und so wenig wie möglich Individualismus in die Annotation einfließt. Daher 
sollte man sich bei der Annotation an die folgenden zwei Grundsätze halten:
1. Lieber ein Textsegment zu viel als eins zu wenig mit BETS annotieren.
2. Muss man das Textsegment 5x drehen und wende, um ihm doch noch ein paar 
definitorische Eigenschaften abzupressen, dann ist es sehr wahrscheinlich keine 
Definition und sollte mit O annotiert werden. 
5 FAQ
Abschließend haben wir noch einige Fragen zusammengetragen, die man sich 
während der Annotation z.B. zu ganz konkreten Beispielen stellen könnte. Natürlich 
haben wir bisher nur die wichtigsten Aspekte aufgenommen. Dieser Bereich soll aber 
kontinuierlich erweitert werden und daher kann es sinnvoll sein, eigene Fragen zu 
notieren und an die Autorin der vorliegenden Richtlinien weiterzugeben. 
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Was war noch mal ein Textsegment?
Ein Textsegment ist in der Regel ein Satz. Es kann aber auch z.B. ein längerer Teilsatz als
Textsegment behandelt werden. Einzelne Wörter gelten allerdings nicht als Textsegmente. 
Die Annotation bezieht sich nämlich immer auf größere Einheiten.
Kann eine Übersetzung als Definition zählen?
Ja, eine Übersetzung gilt als Definition, wenn denkbar ist (und das ist es fast immer), dass es 
irgendjemanden gibt, dem die Übersetzung beim Verständnis eines Begriffs hilft. Wenn man 
ein Textsegment mit Wort (= Definiendum) und Übersetzung findet, sollte man das immer als 
Definition annotieren. Ein Beispiel dazu ist auch in 
Tabelle 11 gezeigt. 
Ich habe ein Textsegment gefunden, das aussieht wie eine Definition aber 
auch wie ein Sprichwort oder eine Metapher. Was mache ich damit?
Kann das Textsegment jemandem beim Erschließen der Bedeutung eines Definiendums 
helfen? Wenn ja, dann ist es auf jeden Fall eine Definition. 
Ich habe ein Textsegment gefunden, das wie ein spezieller Definitionstyp in 
einer bestimmten Wissenschaft aussieht (z.B. eine mathematische 
Definition). Was mache ich damit?
Ja, das kann vorkommen. Es gibt ganz unterschiedliche Traditionen des Definierens und der 
Definition in den verschiedenen wissenschaftlichen Disziplinen. Man sollte solche 
Textsegmente aber – auch wenn sie nicht leicht verständlich sind und syntaktisch / lexikalisch 
evtl. komisch aussehen – als definitorische Textsegmente betrachten und annotieren.
Ich habe ein Textsegment gefunden, das man mit einigen 
Schlussfolgerungen (logischen Folgerungen, Ableitungen, Analogiebildung 
etc.) als möglicherweise definitorisch ansehen könnte. Wie soll ich das 
annotieren?
Wenn man einem Textsegment über Schlussfolgerungen, Analogiebildungen oder
Berechnungen etc. noch ein bisschen Bedeutung abzupressen muss, sollte man es in der 
Annotation nicht als Definition berücksichtigen. 
Ich habe ein evtl. definitorisches Textsegment mit einem Eigennamen 
gefunden. Was mache ich?
Textsegmente mit Eigennamen als potentielle Definienda werden grundsätzlich nicht als 
Definition annotiert.
Ich habe ein Textsegment gefunden, das zu einem Begriff nur Beispiele 
nennt. Ist das eine Definition?
Ja, auf jeden Fall dann, wenn die Beispiele besonders typisch für den Begriff (das 
Definiendum sind). Im Prinzip kann man das als eine verkürzte Form der extensionalen 
Definition (Definition über alle zugehörigen Beispiele, Elemente eines Begriffs) ansehen.
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Ich habe ein Textsegment gefunden, das eine negative Definition gibt. Ist das 
eine Definition?
Nein, das ist keine Definition. Die Aussage, dass für X nicht Y oder Z gilt, oder, dass X nicht 
die Merkmale A und B hat, ist ganz klar keine Definition. Das würde auch wieder 
Schlussfolgerungen erfordern und das hatten wir (vgl. die Frage oben) ja ausgeschlossen. 
Ich habe ein Textsegment gefunden, in dem die Definition eines anderen 
Autors zitiert wird. Zählt das als definitorisches Textsegment?
Ja, auf jeden Fall. 
Ich habe ein Textsegment gefunden, das aussieht wie eine Definition, aber im 
Konjunktiv formuliert ist. Wie gehe ich damit um?
Das ist egal, sind alle Bedingungen für das Vorliegen einer Definition erfüllt, so wir das 
Textsegment als definitorisch annotiert. Selbst wenn der Autor sich nicht sicher ist, ob seine 
Aussage richtig/falsch ist und das mit dem Konjunktiv oder einer Unsicherheitsfloskel markiert, 
spielt das – wie in Abschnitt 4.5 erläutert – für die Annotation keine Rolle. Sogar ein Experte
kann sich schließlich unsicher sein. 
Hier ist ein Textsegment, das aussagt, dass eine Bedeutung nur unter einer
bestimmten Bedingung oder in einem bestimmten Fachgebiet / Kontext 
zutrifft. Gilt das trotzdem als Definition?
Ja, das ist trotzdem ein definitorisches Textsegment.
Mein Textsegment erläutert die Bedeutung von einem Adverb, Pronomen etc. 
Was mache ich denn damit?
Das kann nicht als Definition gewertet werden. In Abschnitt 2.1 wurden ja die Wörter und 
Wortgruppen eingeführt, die in diesen Richtlinien als Definiendum gewertet werden sollen. 
Unsere bisherige Arbeit hat nämlich gezeigt, dass die Definition von anderen Wortarten wenig 
sinnvoll bzw. hilfreich ist, deswegen berücksichtigen wir das auch nicht.
Ich habe ein Textsegment gefunden, das eine Meinung äußert 
(Formulierungen etwa mit: 'ich empfinde … ', 'ich verstehe unter  …', 'ich bin 
der Meinung, dass …'), wie soll ich damit umgehen?
Textsegmente in denen Meinungen geäußert werden, sind i. d. R. keine Definition. Zu dieser 
Regel gibt es nur einen Ausnahmefall, nämlich wenn in dem Textsegment darüber etwas 
ausgesagt wird, ob ein Begriff als Beleidigung etc. empfunden wird - dann wird nämlich etwas 
über die Stilmarkierung bzw. Konnotation eines Begriffs ausgesagt. Nur in einem solchen Fall 
darf das Textsegment als definitorisch annotiert werden. In jedem anderen Fall handelt es sich 
nicht um eine Definition.
Ich habe ein Textsegment gefunden, das die Struktur oder bestimmte 
Formulierungsmuster von Definitionen aufweist. Ich bin mir aber nicht 
sicher über Definiendum / Definiens. Wie gehe ich damit um?
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Es gibt Textsegmente, die einzelne Merkmale oder sogar Bündel von Merkmalen von 
Definitionen aufweisen und trotzdem keine sind (vgl. hierzu Abschnitt 4.7).
6 Quellen
Alle in diesen Richtlinien aufgeführten Beispiele sind, wenn nichts anderes 
angegeben ist, den folgenden Quellen entnommen:
• Im Hinblick auf Explikatorische / definitorische Textsegmente vorannotierte Stichprobe des 
deutschen Wacky-Corpus (vgl. http://wacky.sslmit.unibo.it/doku.php Stand: 2008-02-09);
• Wellinghoff, S. (2006). Dokumentation: Manuelle Annotation Explikatorischer Textsegmente incl. 
Guidelines Phase I und II. Projektdokumentationen Hytex. Institut für deutsche Sprache und 
Literatur, TU Dortmund;
• Mönke, H. (1978): Definitionstypen und Definitionsmatrix. In: Nachrichten für Dokumentation, 29, 
S. 51-60;
• Herbst, T. / Klotz, M. (2003): Lexikografie. Eine Einführung. UTB. 
• sowie den Unterlagen und Referaten des Seminars Bedeutung und Bedeutungsexplikation, 
Leitung Prof. A. Storrer, Wintersemester 2007/2008, TU Dortmund.
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1 Inhalt des zip-Archivs
Das zip-Archiv enthält folgende Dateien:
• 4 Textdateien (Beispiel: IAAT_auffassen_2008-02-18.rtf). Diese 
enthalten Korpusausschnitte im in Abbildung 1 dargestellten Format. 
• Annotationsrichtlinien (Annotation_BLTS_Richtlinien_2008-02-
25.pdf), die beschreiben, welche Textsegmenttypen in den 
Korpusausschnitten gefunden und markiert werden sollen.
• Die vorliegenden technischen Hinweise
(TechnischeHinweise_IAAT_2008-05-13.pdf), in denen erklärt wird, 
wie bei der Annotationsarbeit vorgegangen werden soll.
Abbildung 1: Beispiel für das Format der Korpusausschnitte
2 Ablauf des Annotationsexperiments
Bevor mit der Annotation (also dem Finden und Markieren) von Definitionen
begonnen werden kann, müssen die Annotationsrichtlinien 
(Annotation_BLTS_Richtlinien_2008-02-25.pdf) sorgfältig durchgearbeitet 
werden.
Danach werden als Einarbeitung die Dateien IAAT_auffassen_2008-02-18.rtf, 
IAAT_darstellen_2008-02-18.rtf, IAAT_definieren_2008-02-18.rtf,  
IAAT_gelten_2008-02-18.rtf annotiert. Diese Arbeit darf maximal 90 
Minuten dauern. Nach Abschluss dieser Arbeit und damit der Einarbeitungsphase
werden die Ergebnisse an irene.cramer@uni-dortmund.de geschickt.
Zum Vergleich mit der eigenen Arbeit wird nach der Einarbeitungszeit die Annotation 
von IMC der Korpusausschnitte zur Verfügung gestellt. Jede Versuchsperson kann 
dann die eigene Arbeit mit der anvisierten Annotation (= Zielannotation) vergleichen.
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Bei großen Differenzen zwischen der Zielannotation und der Annotation einzelner 
Versuchspersonen wird im Anschluss an die Einarbeitungsphase ein klärendes 
Gespräch durchgeführt. 
Bei hinreichender Übereinstimmung zwischen Zielannotation und Annotation der 
Versuchspersonen, kann mit dem eigentlichen Annotationsexperiment begonnen 
werden. Darüber ob die Übereinstimmung ausreicht, wird jede Versuchsperson 
spätestens 7 Tage nach Ende der Einarbeitungszeit informiert. Erst nachdem diese 
Information vorliegt, erhält die Versuchsperson ein weiteres Archiv mit zu 
annotierenden Daten. Erst dann darf mit dem eigentlichen Annotationsexperiment 
begonnen werden.
Die Korpuseinträge werden sowohl in der Einarbeitungsphase als auch im 
eigentlichen Annotationsexperiment entsprechend der unten aufgeführten 
technischen Hinweise (vgl. Abschnitt 3) bearbeitet.
Fertig bearbeitete Dateien werden wie folgt benannt und nach Abschluss der 
Annotation aller Dateien an irene.cramer@uni-dortmund.de geschickt:
Beispielbenennung: IAAT_auffassen_IMC_2008-02-18.rtf
Dabei steht IMC als Kürzel für die Versuchsperson (hier Irene M. Cramer) und 2008-
02-18 für das Bearbeitungsdatum.
3 Technische Hinweise zur Annotation
Annotiert wird folgendermaßen:
Zunächst wird jeder Satz (jeweils 1. Wort einer jeden Zeile zwischen den 
Markierungen <s> … </s>) gelesen.
Auf der Grundlage der in den Annotationsrichtlinien beschriebenen Kriterien wird 
dann entschieden, ob es sich um eine Definition handelt.
Falls ja, wird hinter die Startmarkierung des definitorischen Satzes (durch 
Tabulator getrennt!) ein DEF eingetragen (vgl. Abbildung 2).
Abbildung 2: Beispiel für Annotation einer Definition
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Falls nein, wird hinter die Startmarkierung des Satzes (durch Tabulator getrennt!)
ein NDEF eingetragen (vgl. Abbildung 3).
Abbildung 3: Beispiel für Annotation eines normalen Textsegments (nicht definitorisch)
Evtl. unklare Fälle können in einer separaten Datei notiert werden. Dazu wird der 
gesamte Satz kopiert und mit einer Notiz über den Grund der Unsicherheit versehen. 
Dies sollte allerdings nur in Ausnahmefällen notwendig sein. Diese Information wird 
wie die annotierten Daten ebenfalls an irene.cramer@uni-dortmund.de eingeschickt.
4 Zeitbedarf
Das Annotationsexperiment ist so konzipiert, dass es bei einer Arbeitszeit von max.
6-8 Stunden in der Woche max. 5 Wochen in Anspruch nehmen wird. Um Kontinuität 
und Qualität bei der Annotationsarbeit gewährleisten zu können, darf die 
Annotationszeit pro Tag 3 Stunden nicht überschreiten und 1 Stunden nicht 
unterschreiten. Die Gesamtdauer des Experiments darf nicht mehr als 21 Tage 
umfassen. Das heißt auch, dass die Ergebnisse der Einarbeitungszeit spätestens 
am 7. Tage nach Erhalt dieser Unterlagen an IMC geschickt werden müssen. Die 
Ergebnisse des eigentlichen Annotationsexperiments höchstens 28 Tag nach 
Ende der Einarbeitungszeit. 
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Entscheidungsalgorithmus für die Annotation von Definitionen
Enthält das Segment zum aktuell betrachteten
Definiendumkandidaten zentrale Informationen?
Enthält das Segment zu aktuell betrachteten Definiendum-
kandidaten ein Definiens mit einem typischen Muster?
Ist noch ein Definiendum-
kandidat vorhanden?
keine DEF! 
à annotiere mit O
nein
Für jedes zu annotierende
Textsegment (=Satz) in Korpus:
neinja
Für jede(s) Wort / Phrase, der/die 







• Substantiv, Adjektiv, Verb (oder Phrase) und 
• als Stichwort in einem Wörterbuch denkbar
Definiens: 
• typische Informationsstruktur (z.B. genus et 
differentiae) und/oder
• typische Formulierung (z.B. … bezeichnet man als 
…) und/oder
• enthält Informationseinheiten wie Entstehung, 
Funktionsangabe, Oberbegriff, Bestandteile …
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D Produzenten und Rezipientenstudien
Dieser Teil des Anhangs entha¨lt
• die Fragebogenversionen A und B der Rezipientenstudie,
• die U¨bersicht der in der udie (basierend auf den Daten von Yahoo! Clever)
enthaltenen Definienda und
• das Auswertungsschema dieser udie.
Annotationsexperiment – Bedeutungsexplikation (Gruppe a)
Hinweise zum Versuch:
Versuchen Sie in den unten aufgeführten Textausschnitten definitorische (= Bedeutung 
erläuternde) Textsegmente zu lokalisieren. Gehen Sie dabei bitte von Ihrer Intuition zum 
Begriff Definition aus.
Geben Sie bitte zu jedem Eintrag an:
• ob er sicher eine Definition enthält. 
à Sie sind sich aufgrund Ihrer Intuition sicher, dass der Textausschnitt eine Definition
darstellt oder enthält. Das heißt also, der Textausschnitt kann einem Leser beim 
Verständnis eines Wortes/Konzepts helfen.
• ob er möglicherweise eine Definition enthält. 
à Sie können nicht sicher beurteilen, ob der Textausschnitt eine Definition darstellt
oder enthält, weil Ihnen 
(a) der Kontext fehlt oder 
(b) Struktur/Inhalt/Form/Sprache/etc. des Textausschnitts nur teilweise Ihrer Intuition 
einer Definition entspricht.
• ob er sicher keine Definition enthält 
à Sie sind sich aufgrund Ihrer Intuition zum Begriff Definition sicher, dass der Text-
 ausschnitt keine Definition darstellt oder enthält.
Bitte immer nur ein Kreuzchen: Die drei Fälle schließen sich gegenseitig aus, bitte treffen 
Sie also eine eindeutige Entscheidung!
Bitte beachten Sie außerdem:
• Es handelt sich hierbei um ein echtes Experiment. Sie können nichts falsch machen!
Jede Antwort, die Sie uns abgeben, ist eine wichtige Information für unsere 
wissenschaftliche Arbeit. 
• Die Auswertung der Ergebnisse dieses Versuchs ist natürlich anonym.
• Möglicherweise finden Sie grammatische, orthographische oder auch sachliche 
Fehler in den Einträgen; versuchen sie diese zu ignorieren. 
• Die Ergebnisse der Studie und weitere Informationen zur Forschung in diesem 
Bereich finden Sie ab Ende Januar 2008 im Internet unter www.irene-
cramer.de/forschung.html
Angaben zur Ihrer Person:
Ich verfüge über linguistisches Fachwissen           
 ja    nein
Ich bin
 jünger als 20  zwischen 20 und 29
 zwischen 30 und 65  älter als 65
 Ja, ich möchte an der Verlosung der amazon-Gutscheine teilnehmen, meine e-Mail-
Adresse lautet: 
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 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Das Wort 'Beliebigkeit' bezeichnet auch sehr genau, um was es geht: Es ist egal, was Du 
machst, Hauptsache ist, es ist neu und auffällig.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Also muß er eine sogenannte "Leihmutter" finden. Lucy wäre bereit, in den sauren Apfel zu 
beißen, aber Tony will nicht so recht.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Sie umfasst zunächst die Geburt eines Knaben, der zum Erlöser der Menschheit werden 
wird. Und sodann die Wiederkunft des Christus-Geistes in ein entstehendes Friedensreich, in 
dem Schwerter zu Pflugscharen werden, in dem die Wölfe bei den Lämmern wohnen und die 
Panther bei den Böcken lagern werden, in dem ein kleiner Knabe Kälber und junge Löwen 
hüten wird , in dem Kühe und Bären zusammen weiden werden und in dem ein Säugling am 
Loch der Otter spielen wird ...
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Die Italiener übernahmen aber nicht die Begriffe Football oder Soccer als Bezeichnung für 
ihren Fußball , sondern verwendeten das Wort Calcio.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Wettbewerbsfähigkeit wird dabei definiert als "institutioneller und politischer Rahmen zur 
Förderung eines anhaltend raschen Wirtschaftswachstums, und zwar vorausblickend über 
einen Zeitraum von fünf bis zehn Jahren", was z. B. bedeutet, dass ein ausgebauter 
Sozialstaat als Bremsklotz, tiefe Steuersätze als eine der wichtigsten Voraussetzungen für 
eine wettbewerbsfähige Volkswirtschaft darstellen.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Nach dem sogenannten Isodynamiegesetz können sich die drei energieliefernden Nährstoffe 
Kohlenhydrate, Fette und Eiweiße bei der Energiegewinnung theoretisch gegenseitig 
vertreten 
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Die Hefe wird zuerst, nach getaner Arbeit, abgezogen und man spricht dann vom "Jungbier", 
im Lagertank für 8 Tage "gealtert", was man als Nachgären bezeichnet.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Obwohl es als Neuseelands Gründungsdokument gilt, wurden viele der Rechte, die den 
Maori im Vertrag garantiert wurden, ignoriert.
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 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Dennoch gilt es zu bedenken, daß es sich bei der Techno-Szene - wie bei jeder anderen 
Kulturform auch - um eine soziologische Figuration handelt, die trotz ihrer Spezifik im 
interdependenten Verhältnis zur Gesellschaft steht.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Das ist so nicht richtig, demonstrieren heißt man weiß was falsch läuft, und das bedeutet, 
man weiß schon ziemlich viel.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Bildung ist eine Krücke, mit der der Lahme den Gesunden schlägt, um zu zeigen, dass er 
auch bei Kräften sei.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Seit dem 1. Oktober 2004 können die Schulen in Deutschland neue Materialien rund um 
Fragen der Gesundheit benutzen. Schirmherrin der Initiative "Jugend und Gesundheit", die 
Freude an gesunder Ernährung und Spaß am Sport vermitteln soll, ist Bundesministerin Ulla 
Schmidt.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Dreck: Materie am unrichtigen Ort.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Eine Dienstreise ist gegeben, wenn jemand andernorts, also außerhalb seiner Wohnung 
oder außerhalb des regelmäßigen Arbeitsortes, aus dienstlichen Gründen vorübergehend 
tätig sein muss.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Lediglich deinen GESCHMACK zu bewerten finde ich einfach unfair und zeigt mir, dass hier 
ein hobbyfotograf sein privates bilderalbum präsentieren will, aber den eigentlichen sinn nicht
verstanden hat.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Es umfaßt solche Gegenstände wie Philosophie, Geschichte, Religionen, Anthropologie, 
Soziologie, Psychologie und die Naturwissenschaften.
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 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Dies gilt insbesondere für den Bereich politischer Freiheiten, wo eine nur eingeschränkte 
Pluralisierung festzustellen ist.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Als sexuelle Belästigung gilt grundsätzlich, was gegen den Willen eines der Beteiligten 
geschieht.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Die 10 wirkungsvollsten Abkühlungstipps 1. Trage Klamotten, die möglichst weit geschnitten 
sind und aus luftdurchlässigem Material bestehen! Je enger deine Hosen, Röcke und 
Oberteile sind, umso besser kann sich die Hitze darunter stauen und umso mehr musst du 
leiden.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Eine ganze Gesellschaft stellt sich damit in Frage, als human zu gelten.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Herr Ehlers begrüßt den Bericht zur Landesjugendhilfeplanung, der für die 
Landesvereinigung kulturelle Jugendbildung eine Reihe von Perspektiven darstelle und das 
eigene Selbstverständnis widerspiegele, und stellt in seinem Statement (ergänzend zur 
schriftlichen Stellungnahme, Umdruck 14/167) insbesondere auf die Notwendigkeit ab, für 
Verwaltungsaufgaben und Öffentlichkeitsarbeit zwei hauptamtliche Beschäftigte einzustellen, 
um das ehrenamtliche Engagement, von dem die Arbeitsgemeinschaften lebten, zu erhalten 
und zu unterstützen. Nur mit Unterstützung mindestens einer hauptamtlichen Kraft könnten 
Angebote wie der " Kulturplaner " oder der " Kulturbeutel " langfristig gesichert werden.
271
Annotationsexperiment – Bedeutungsexplikation (Gruppe b)
Hinweise zum Versuch:
Versuchen Sie in den unten aufgeführten Textausschnitten definitorische (= Bedeutung 
erläuternde) Textsegmente zu lokalisieren. Gehen Sie dabei bitte von Ihrer Intuition zum 
Begriff Definition aus.
Geben Sie bitte zu jedem Eintrag an:
• ob er sicher eine Definition enthält. 
à Sie sind sich aufgrund Ihrer Intuition sicher, dass der Textausschnitt eine Definition
darstellt oder enthält. Das heißt also, der Textausschnitt kann einem Leser beim 
Verständnis eines Wortes/Konzepts helfen.
• ob er möglicherweise eine Definition enthält. 
à Sie können nicht sicher beurteilen, ob der Textausschnitt eine Definition darstellt
oder enthält, weil Ihnen 
(a) der Kontext fehlt oder 
(b) Struktur/Inhalt/Form/Sprache/etc. des Textausschnitts nur teilweise Ihrer Intuition 
einer Definition entspricht.
• ob er sicher keine Definition enthält 
à Sie sind sich aufgrund Ihrer Intuition zum Begriff Definition sicher, dass der Text-
 ausschnitt keine Definition darstellt oder enthält.
Bitte immer nur ein Kreuzchen: Die drei Fälle schließen sich gegenseitig aus, bitte treffen 
Sie also eine eindeutige Entscheidung!
Bitte beachten Sie außerdem:
• Es handelt sich hierbei um ein echtes Experiment. Sie können nichts falsch machen!
Jede Antwort, die Sie uns abgeben, ist eine wichtige Information für unsere 
wissenschaftliche Arbeit. 
• Die Auswertung der Ergebnisse dieses Versuchs ist natürlich anonym.
• Möglicherweise finden Sie grammatische, orthographische oder auch sachliche 
Fehler in den Einträgen; versuchen sie diese zu ignorieren. 
• Die Ergebnisse der Studie und weitere Informationen zur Forschung in diesem 
Bereich finden Sie ab Ende Januar 2008 im Internet unter www.irene-
cramer.de/forschung.html
Angaben zur Ihrer Person:
Ich verfüge über linguistisches Fachwissen           
 ja    nein
Ich bin 
 jünger als 20  zwischen 20 und 29 
 zwischen 30 und 65  älter als 65
 Ja, ich möchte an der Verlosung der amazon-Gutscheine teilnehmen, meine e-Mail-
Adresse lautet: 
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 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Ein Diplomat ist ein Mann, der die Paukenschläge der Staatsmänner in Harfenklänge 
verwandeln soll.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Die Führung in Hongkong und China setzten für die Gesetzgebung schon lange vorher einen 
Zeitplan fest, aber Peking versteht die in diesem Territorium gebräuchlichen Verfahren nicht 
und ließ deshalb zu früh ein "Staatsgeheimnis" durchsickern.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Wie den neugeborenen Jesusknaben so finde ich auch in alten Bildern von der 
Auferweckung des Lazarus den Freund, den Jesus aus dem Grab herausruft, immer wieder 
wie in einen Kokon eingewickelt dargestellt.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Echte Verantwortung und wirklicher Respekt umfassen alle Tiere. Sie schließen auch die 
Fische ein und all die anderen Lebewesen, die im Wasser ihr Zuhause haben.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Aus Gründen der political correctness wird für die Gesamtheit dieser Personen oft 
zusammenfassend der geschlechtsneutrale Begriff Studierende verwendet.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Für Nitrofen-Rückstände in Lebensmitteln gilt die allgemeine Höchstmenge von 0,01 mg/kg 
(§ 1 Abs. 4 Rückstands-HöchstmengenVerordnung). Für Säuglings- und Kleinkindernahrung 
ist die Höchstmenge für Nitrofen auf 0,005 mg/kg festgelegt (§ 14 Abs. 1 Diät-Verordnung).
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Mineralöl gilt als sogenannter "hochwertiger Energieträger", weil aus Öl auch andere 
Produkte erzeugt werden können, für die es z.T. bislang keine Alternativen gibt (z.B . 
Kunststoffe, Medikamente usw).
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Demnach kann Glutathion, ein Tripeptid, dessen Aufgabe es eigentlich ist, den Organismus 
vor der Schädigung durch toxische Substanzen zu schützen, Methylisocyanat reversibel an 
die Mercaptogruppe addieren und damit im Körper transportieren.
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 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Das Betreten des Spielfeldes ist nur in Sportschuhen mit abriebfester heller Sohle gestattet, 
dies gilt auch für die Trainer und Betreuer der Mannschaften.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Ehrerbietigkeit ist das komplizierteste, indirekteste und eleganteste aller Komplimente.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Dass die Grundwirkung der Geräte oft eine rein spirituelle ist, ist auch an der Tatsache zu 
erkennen, dass auf mehreren der ausgestellten Geräte das Symbol der "Blume des Lebens" 
dargestellt ist.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Neben Praxistipps, dazu werden die ISO 9000-Normen vorgestellt, deren Leitgedanken die 
acht Prinzipien des Qualitätsmanagements bilden, erhält der Leser Auskunft über die 
Zertifizierung, Fragen zum Aufbau eines Qualitätsmanagements sowie Beispiele für mehr 
Qualität im Unternehmen durch Anwendung des Qualitätsmanagements.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Bereits in der Jungsteinzeit wurden Feuersteinmesser zum Scheren des Bartes benutzt und 
die Kelten "rasierten" sich ab dem 5. Jahrhundert vor Christus mit Eisenmessern.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Der Wissenschaftsrat besteht aus zwölf Mitgliedern aus unterschiedlichen Bereichen der 
Gesellschaft, insbesondere der Wissenschaft und der Kunst, die von der Bundesregierung 
auf Vorschlag der Bundesministerin oder des Bundesministers bestellt werden.
Gesellschaft bezeichnet die Ganzheit der zwischenmenschlichen Ordnungen und Gebilde, 
sowie die Tatsache, daß der Mensch generell nur im Zusammenleben und -wirken mit 
seinen Mitmenschen anzutreffen ist, welches die alleinige Ursache für Erhalt und Entstehung
aller Kultur ist.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Ehre ist die Mystik der Rechtlichkeit.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Auch durch bestimmte Schmerzmittel selbst können unter Umständen Schmerzen ausgelöst 
werden (sogenannter medikamentinduzierter Kopfschmerz).
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 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Der Zusammenhang wird im sogenannten Paschen-Gesetz beschrieben, welches besagt, 
daß die Zündspannung U zünd aus dem Produkt von Innendruck p und Elektrodenabstand d 
berechnet werden kann: U zünd = p×d .
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Im Normalfall ist dies bei Substantiven der Nominativ Singular steht, manche Fachlexika 
verwenden auch den Nominativ Plural.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Das bedeutet, daß wir zwischen der Rendite unseres Geldes und unserer Leistung bei der 
Aktienauswahl unterscheiden müssen.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Die Erschaffung dieses sogenannten geistigen Universums im Rahmen eines festgelegten 
Ritus stellt eine Meditation höchster Form dar.
 sicher eine Definition  möglicherweise eine Definition  sicher keine Definition
Merkmal einer Demokratie ist doch, dass die Bevölkerung die Regierung ihres Landes wählt 
- im Falle des Irak wird diese aber durch eine ausländische Macht eingesetzt, wobei die 
paradoxe Situation besteht, dass jene Politiker, die dieser Macht am nächsten stehen, sich 
am weitesten von den Irakern entfernt haben.
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ABC-Alarm eitel ironisch sanforisiert
ähnlich Empathie Kapitalisierung schnackseln
Amuse Geule entfernen kindgemäß schokosüchtig
anlernen
entscheidungsrelevant 
und -nützlilch klassisch schreiben
Avatar erläutern knorkel Situp
Bamboocha Evaluierung kokett soziale Arbeit
bedrängend Franchise komprimiert strapaziert
beglaubigt freilich Kooperation Streit
behindertengerecht gebenedeit launch subtropisch
bergen gefällig lehren Symphonie
beschneiden gehirnalbern Liebe Tradition
Borderline generalüberholt lieben überschaubarer Zeitraum
bras generisch Losung Vendetta
bratfertig Gewinde magensaftresistent verbatim
burschikos Großspurigkeit Mediator verhöhnt
BVB Großspurigkeit Mentee verklungen
C&A Grupi mfg vermeintlich
Computer güldene Geräte Miete kalt vorgesehen
Credo Gutmensch Modalverben widmen
dasselbe Halloween moralisch Wiki
devot hdmdlfiue pfiffig Winkel
diskutieren HD-ready Phonographie wohlfeil
dissen höflich Portfolio Zappzerap
Domina Hohenzollern radioaktiv Zeitgeist
doof homogen Raum Zeitwert
Dotter hysterisch renitent















Merkmale Antwort / Antwort Nr. A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17
genus + differentiae
… ist, wenn man … u.ä. Formulierung
Umweg Substantiv
Umweg Verb
Synonyme / lex. Semantik
Wortfamilie (W-Bildung) / sem. Wortfeld 




Wortart / grammat. Angaben
mehrere Bedeutungen
Beispiele
Fach / Gebiet / Kontextsituierung
vollständige Syntax
unvollständige Syntax
Syntax sowohl als auch 
Zitat / Quelle / Verweis
Kommentar / Witz / Beschimpfung
Anmerkung zu Konnotation
keine Antwort; nur Kommentar
Erläuterung / enzyklopäd. Wissen
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E Formulierungsmuster, Booster, Hecken etc.
Dieser Teil des Anhangs entha¨lt
• die Liste der in Abschnitt 3.8 nicht bereits genannten Formulierungsmuster
incl. Auswertung sowie
• weitere fu¨r die Beschreibung und automatische Extraktion von Definitionen




typische Beispiele für Sätze mit diesem 
Muster 
indem/wenn DEFINIENS, 
bildet sich ein/-e 
DEFINIENDUM 179   (0,0002 %) 35.0%
Wenn starker, konzentrierter Magnetismus die 
sichtbare Sonnenoberfläche durchbricht, bildet 
sich ein Sonnenfleck.
ein/-e? DEFINIENDUM / 
DEFINIENDA fä(a)llt/-en unter 
den/die/das Begriff / 
Kategorie / Bezeichnung / 
Konzept GENUS 495   (0,0005 %) 34.0%
Kettenbriefe, Hoaxe, angebliche 
Virenwarnungen, tatsächliche Viren, Würmer ... 
all dieser Müll fällt unter den Begriff Malware 
(also Informationen, Mails oder Programme, 
die…
ein/-e DEFINIENDUM ist 
durch DEFINIENS 
gekennzeichnet 295   (0,0003 %) 33.3%
Auch wenn ein gewisses Imponiergehabe des 
Heranwachsenden mitgespielt haben mag, so 
ist die oben dargestellte riskante Fahrweise 
durch grobe Leichtfertigkeit gegenüber der 
Verantwortung für fremdes Leben 
gekennzeichnet. (nDEF)
ein/-e DEFINIENDUM ist ein/-
e Art / Typ von DEFINIENS / 
GENUS ODER ein/eine 
DEFINIENS ist ein/-e Art / Typ 
von DEFINIENDUM 451   (0,0005 %) 32.5% Ein Interview ist eine Art von Rollenspiel … (?)
Ein/-e GENUS, 
RELATIVSATZ, heißt 
DEFINIENDUM 248   (0,0014 %) 32.0%
Ein Tropfstein, der von oben nach unten 
wächst, heißt Stalaktit.
ein/-e DEFINIENDUM ist 
gekennzeichnet durch 
DEFINIENS 144   (0,0002 %) 31.4%
 Eine Migräne ist gekennzeichnet durch 
anfallsartig, meist einseitig auftretende, 
stechende, bohrende oder reißende 
Kopfschmerzen.
ein/-e DEFINIENDUM wird 
eingesetzt um DEFINIENS 83 (8,98E-5 %) 31.3%
Das Kortison, ein körpereigenes Hormon der 
Nebennierenrinde, wird eingesetzt, um 
bleibende Schäden als Folge der chronischen, 
allergisch verursachten Entzündung in ihrem 
Ausmaß zurückzuhalten.
wenn DEFINIENS, handelt es 
sich um ein/-e/-en 
DEFINIENDUM 1010   (0,0011 %) 30.0%
Wenn Minister und Staatschefs eindeutige 
Ergebnisse aus dem Öko- und Klimabereich 
mit einem staunenden "Aha" quittieren, dann 
handelt es sich garantiert um eine Erkenntnis, 
die für Ökologen ein alter Hut ist … (nDEF)
ein/-e DEFINIENDUM 
zeichnet sich dadurch? aus, 
dass/daß DEFINIENS 244   (0,0003 %) 28.0%
Ein gutes Logo zeichnet sich dadurch aus, 
dass es in allen möglichen Farbumgebungen 
und Größen einsetzbar ist. (nDEF)
ein/-e DEFINIENDUM setzt 
sich aus DEFINIENS 
zusammen 411   (0,0004 %) 27.5%
Ein Fernrohr setzt sich aus diversen Linsen 
oder Spiegeln zusammen, die ein vergrößertes 
Bild erzeugen und mehr Licht als das bloße 
Auge sammeln können.
Ein/-e / Bei einem/-er 
DEFINIENDUM also ein/-e/-
em/-er  GENUS, 
RELATIVSATZ 675   (0,0007 %) 27.1%
Ein "präemptiver Krieg" - also ein Krieg, der 
das Aufkommen möglicher Gefahren bereits im 
Keim ersticken soll - ist völkerrechtlich 
hingegen gar nicht vorgesehen und somit 
untersagt.
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ein/-e DEFINIENDUM besteht 
aus DEFINIENS 7691   (0,0083 %) 25.7%
Ein Hoden besteht aus Hunderten von kleinen 
Abteilungen, die dichtgedrängte haarfeine 
Kanälchen enthalten.
ein/-e DEFINIENDUM  gleicht 
einem/-er DEFINIENS / 
GENUS ODER ein/-e 
DEFINIENS gleicht einem/-er 
DEFINIENDUM 421   (0,0005 %) 25.0%
 Ein eingebildet hoher Verstand gleicht einer 
Bergspitze, die sehr prunkt in ihrer 
schwindelerregenden Höhe, und je höher sie in 
die eitle Luft hinaufragt, … (nDEF)
ein/-e DEFINIENDUM - /, also 
/ sprich / d.h. / d. h. / kurz 
DEFINIENS 41075   (0,04 %) 25.0%
Eine wichtige Ursache für die Übervermehrung 
ist das falsche Kirren, sprich Füttern des 
Schwarzwildes.
bei GENUS (Plural), 
RELATIVSATZ, handelt es 
sich um DEFINIENDA 538   (0,0006 %) 24.0%
Bei den Masken, die die beiden Räuber trugen, 
handelt es sich um Pudelmützen mit 
eingeschnittenen Sehschlitzen. (nDEF)
ein/eine DEFINIENDUM wird 
zum / zur / für DEFINIENS 
verwendet 557   (0,0006 %) 23.6%
Matz als Schimpfname für ein leichtfertiges 
Mädchen ist in der Mundart bekannt und wird 
auch für Tiere verwendet.
man/wir   bezeichnet/-en das / 
sowas / dies als 
DEFINIENDUM, wenn 
DEFINIENS 94   (0,0001 %) 23.4%
Die brasilianischen Bischöfe bezeichnen es als 
Skandal, wenn es in einem reichen Land wie 
Brasilien Millionen Hungernde gibt. (nDEF)
ein/-e DEFINIENDUM bildet 
sich beim / bei / durch 
DEFINIENS 107   (0,0001 %) 21.5%
Herrscht eine stabile Schönwetterlage im 
Sommer vor, bildet sich durch die 
Sonneneinwirkung aus der mit Abgasen 
verschmutzten Luft in einer photochemischen 
Reaktion das für den Menschen giftige Gas 
Ozon.
ein/-e DEFINIENDUM wird 
eingesetzt für / beim / bei der 
DEFINIENS 52   (5,63E-5 %) 21.2%
Hilft das nicht, kann eine Spritze mit 
Bolulinumtoxin (wird auch zur Unterspritzung 





typische Beispiele für Sätze mit diesem 
Muster
ein/-e DEFINIENDUM ähnelt  
einem/-er DEFINIENS 157   (0,0002 %) 20.0%
Eine Gimbal ist eine gewöhnliche 
mechanische Konstruktion, eine Reihe 
rotierender Gelenke, sie ähnelt einem Kreisel.
ein/-e DEFINIENDUM wird 
verwendet zum / zur / für 
DEFINIENS 145   (0,0002 %) 18.6%
Eine Pfalz ist auch eine Burg, im allgemeinen 
wird der Ausdruck jedoch eher für 
palastähnliche Anlagen verwendet wie z.B. für 
die Hofburg in Wien oder die Hofburg in 
Innsbruck.
bei DEFINIENDA hat/-ben 
man/wir es zu tun mit 
DEFINIENS ODER bei 
DEFINIENS hat/-ben man/wir 
es zu tun mit DEFINIENDA 27   (2.92e-5 %) 18.5%
Ähnlich wie bei der Industrialisierung haben 
wir es hier [Akkulturationsprozess der 
Verbürgerlichun, IMC] vor allem mit einem 
regionalen Phänomen zu tun, das freilich mit 
erheblichen zeitlichen Unterschieden bis 1930 
ganz Deutschland … erfasste (nDEF)
ein/-e DEFINIENDUM 
entspricht einem/-er? 
DEFINIENS 1865   (0,0020 %) 18.0%
Ein Zoll, engl. inch, entspricht 2,54 
Zentimetern.
ein/-e DEFINIENDUM 
entsteht, indem / wenn 
DEFINIENS 1254   (0,0014 %) 18.0%
Wissen ist nicht gleich Information, Wissen 
entsteht dann, wenn ein Mensch Daten in 
einem bestimmten Kontext als Informationen 
auffasst, anhand seiner Erfahrungen bewertet 
und sinngebend verknüpft, so dass er dieses 
Wissen nutzbringend anwenden kann.
beim / bei / durch / aus 
DEFINIENS bildet sich ein/-e 
DEFINIENDUM 523   (0,0006 %) 18.0%
Wenn sich die am Lidrand liegenden 
Mollschen Drüsen entzünden, was durch eine 
Blepharitis begünstigt wird, bildet sich ein 
Gerstenkorn (Hordeolum).
ein/-e DEFINIENDUM wird für 
/ beim / bei der DEFINIENS 
eingesetzt 169   (0,0002 %) 17.5%
Lasalocid, ein Antibiotikum aus der Gruppe 
der Ionophore, wird als Kokzidiostatikum 
(Wirkstoff gegen einzellige Darmparasiten) für 
Geflügel eingesetzt.
ein/-e DEFINIENDUM 
zeichnet sich aus durch 
DEFINIENS 67   (7,25e-5 %) 16.4%
Eine gute Universität zeichnet sich nicht nur 
durch exzellente Forschung aus, sondern 
durch anspruchsvolle Lehrangebote. (nDEF)
ein/-e DEFINIENDUM 
zeichnet sich durch 
DEFINIENS aus 495 (0,0005 %) 16.0%
Ein lebendiges kulturelles Leben zeichnet sich 
durch Tradition und durch Innovation aus. 
(nDEF)
ein/-e DEFINIENDUM erkennt 
man daran, dass/daß 
DEFINIENS 59   (6,39e-5 %) 15.3%
Eine Dame erkennt man daran, daß zwei 
gleiche Steine aufeinander gesetzt werden. (?)
wenn man/wir sagt/-en 
DEFINIENDUM, meint/-en 
man/wir DEFINIENS 92   (9,96e-5 %) 14.1%
Wenn man sagt "es zieht wie Hechtsuppe", 
meint man, dass ein starker Luftzug herrscht. 
(?)
Beim/Bei der DEFINIENDUM 
wird DEFINIENS MIT 
PARTIZIPFORM 16129   (0,0175 %) 12.0%
Bei der Epiduralanalgesie wird ein dünner 
Kunststoffschlauch (Katheter) über eine 
spezielle Nadel in den Epiduralraum gelegt.
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DEFINIENDA setzen sich aus 
DEFINIENS zusammen 1344   (0,0015 %) 12.0%
Teeröle setzen sich aus krebserregenden 
Elementen zusammen und sind in 
Innenräumen generell verboten. (?)
ein/-e DEFINIENDUM setzt 
sich zusammen aus 
DEFININENS 116   (0,0001 %) 11.7%
Protonen und Neutronen setzen sich aus 
jeweils drei Quarks - zwei Quarks und einem 
Antiquark - zusammen.
bei DEFINIENDA hat/-ben 
man/wir es mit DEFINIENS zu 
tun 183   (0,0002 %) 10.0%
Bei den Einwänden gegen den freiwilligen 
Dienst von Frauen in Kampfeinheiten haben 
wir es ganz offensichtlich sowohl bei Teilen 
der Linken als auch bei einigen Feministinnen 
mit Relikten alter Denkmuster zu tun. (nDEF)
ein/-e DEFINIENDUM 
entsteht bei (der?)/ beim / 
durch DEFINIENS 1901   (0,002 %) 10.0%
Ein universell gültiges Recht entsteht nach 
Cicero durch den Schöpfer … (?)
beim / bei (der?) / durch 
DEFINIENS entsteht ein/-e 
DEFINIENDUM 4095   (0,0044 %) 10.0%
Durch die „links“ entsteht ein „hypertext“, also 
eine Verknüpfung von Texten, die nach dem 
Prinzip einer russischen Puppe miteinander 
zusammenhängen.
die/der (Haupt-)Bestand-
teil(e) einer/-es / von 
DEFINIENS sind/ist 
DEFINIENDUM 404   (0,0004 %) 10.0%
Die wesentlichen Bestandteile einer 
thermischen Solaranlage sind der Kollektor, 
die Wärmeabnahmestelle (der Speicher) und 
die Regelung.
beim/bei der DEFINIENDUM 
passiert/geschieht folgendes / 
Folgendes / das Folgende / 
das: 21   (2,27e-5 %) 9.5%
Bei der Filzstiftfarbtrennung mit der 
Papierchromatographie passiert folgendes: 
Das Wasser wird vom Papier aufgesaugt und 
weiter transportiert. Dabei verdünnt es die 
Filzstiftfarbe und … (nDEF)
ein/-e DEFINIENDUM - / , z.B. 
/ z. B. / bespielsweise / etwa / 
zum Beispiel / u.a. / u. a. / 
unter anderem ein/-e 
DEFINIENS 1092   (0,0011 %) 9.1%
Man dachte, ein Flugzeug sei abgestürzt oder 
ein militärisches Geschoss, etwa eine 
Kanonenkugel, habe eingeschlagen. (?)
indem / wenn DEFINIENS, 
entsteht ein/-e 
DEFINIENDUM 1614   (0,0017 %) 8.0%
Wenn sich das Elektron schließlich unterhalb 
des Protons befindet, entsteht eine neue 
Schleife mit Kräften in umgekehrter Richtung. 
(nDEF)
ein/-e DEFINIENDUM dient 
zum / zur / der / dem 
DEFINIENS 5120   (0,0055 %) 8.0%
Eine Marke dient der Orientierung, sie 
informiert den Verbraucher über Produkte und 
Produktversprechen, schafft Identifikation mit 
einer bestimmten Leistung.
ein Beispiel für ein/-e 
DEFINIENDUM ist 
DEFINIENS 762   (0,0008 %) 7.5%
Ein Beispiel für eine Typ III-Allergie ist die als 
landwirtschaftliche Berufskrankheit 
anerkannte Farmerlunge. (?)
es / das / sowas / dieses 
heisst/heißt DEFINIENDUM, 
wenn man DEFINIENS 832   (0,0009 %) 5.0%
Das soziale Umfeld im Verein, das heißt 
Trainer und Sportlerkollegen, ist 
zweckorientiert auf Leistung ausgerichtet, aber 
wenn man sich so oft sieht, gehen die 
Beziehungen doch tiefer … (nDEF)
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ein/eine DEFINIENDUM - / , 
z.B. / z. B. / bespielsweise / 
etwa / zum Beispiel / u.a. / u. 
a. / unter anderem 
DEFINIENS 21744   (0,024 %) 5.0%
Alkoholembryopathie ist eine durch Alkohol 
und Acetaldehyd (Abbauprodukt des Alkohols) 
bedingte Schädigung, etwa als Folge von 
Begleiterscheinungen mütterlichen 
Alkoholismus, wie zum Beispiel 
Vitaminmangel, Leberschäden oder 
Fehlernährung.
ein/-e/-en GENUS mit / ohne / 
für / zur/ zum DIFFERENTIA 
heißt DEFINIENDUM 8402   (0,009 %) 4.4%
Ein wichtiger Schlüssel zum Erfolg heißt 
"Automatische externe Defibrillation" … 
(nDEF)
DEFINIENDA setzen sich 
zusammen aus DEFINIENS 454   (0,0005 %) 2.2%
Die Noten setzen sich zusammen aus der 
Fachnote für die Präsentation, einer Note für 
die Durchführung der Präsentation, sowie den 
Ergebnissen von Klassenarbeiten. (nDEF)
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Verbstrukturen Syntagmen
auffassen als … in LAND / im FACH … (siehe Substantive)
bedeuten … ähnliche … Bedeutung …
benutzen für … allgemeine … Verwendung …
beschreiben als … anders als ...
bestehen aus … annähernd gleich ...
bestimmen … Art und Weise …
bezeichnen als/mit … aus ... bekannt
charakterisieren … benannt … nach ...
darstellen … das heißt … / … das heisst … / d.h.
definieren (als) … das so genannte … / eine so genannte …
dienen (zu/für) … dem Sinn entsprechend …
einordnen als/unter … dem Sinn nach …
einsetzen (für) … ein und dasselbe …
entsprechen … etwa wie ...
entstehen durch … ganz allgemein ...
erkennen an … genauso wie … / … gerade so wie...
fallen unter … im SPRACHE … (siehe Substantive / Adjektive)
gebrauchen für … im Gegensatz zu …
gehen um … im Laufe der Zeit …
gelten als … im Sinn der … / im Sinn einer …
handeln um … im Vergleich zu/mit ...
heißen … in (aller/der) Regel …
herstellen … in der Fachsprache …
kennzeichnen als/durch … in diesem Zusammenhang ...
klassifizieren als/unter … mit/in einem Wort …
kommen von … in etwa ...
nennen … in … gebräuchlich …
paraphrasieren als/mit … eine Art von ...
sagen … seinem/dem Ursprung nach …
sein … per Definition(em) …
sich bilden durch/aus … übereinstimmend mit ...
spezifizieren … verglichen mit …
sprechen von/davon dass … von ähnlicher/gleicher Art ...








































Anthropologie Bereich Dingwort 








Archäologie Betonung Eigenname 
Architektur Betrachtungsweise Eigenschaft 
Argument Betriebssysteme Eigenschaftswort 
Arithmetik Betriebswirtschaftslehre Eigentümlichkeit
Art Bewandtnis Eignung
















































Fachwörterbuch Geodäsie Hilfsverb 












































Islamwissenschaft Kunstgeschichte Modus 
Jägersprache Kunstwissenschaft Mongolistik
Japanologie Kunstwort Moraltheologie
Jargon Kurzform Morphologie 
Judaistik Kurzwort Mundartwörterbuch
Jugendsprach Kybernetik Musik












Kernstück Lexikon Negation 
Kernwort Linguistik Negationswort 
Kindersprache Literatur Nennform 
Kinematik Literaturwissenschaft Nennwort




















































Phrase Rundfunk Stamm 
Physik Sache Standpunkt
Physiologie Sachgebiet Statik











Problem Schreibweise Substantiv 
Problematik Schülersprache Substanz




Synonymwörterbuch Verkehrswissenschaft Wortstamm 
Syntax Verlagswesen Zahlwort 
System Vermessungswesen Zahnmedizin









































































arabisch  georgisch nämlich
























charakteristisch isländisch plattdüütsch  
chinesisch italienisch plautdietsch
damals japanisch poetisch
dänisch javanisch polnisch
definitionsgemäß jiddisch populärwissenschaftlich
deitsch jugendsprachlich portugiesisch
dementsprechend kaschubisch rätoromanisch
deutsch katalanisch räumlich
dialektal keltisch relativ
dichterisch kölsch relevant
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Adjektive / Adverben
romani wallonisch
römisch weißrussisch
rumantsch westflämisch
russisch westfriesisch
russisch westmitteldeutsch
salopp westniedersächsisch
saterfriesisch wörtlich
scherzhaft wortwörtlich
schlonsakisch zentral
schwäbisch
schwedisch
schweizerdeutsch
schweizerisch
seeländisch
semitisch
serbisch
serbokroatisch
sinnentsprechend
sinngemäß
sizilianisch
slowakisch
slowenisch
spanisch
spöttisch
sprichwörtlich
substantivisch
süddeutsch
südwestdeutsch
sundanesisch
synonym
tamilisch
thailändisch
traditionell
tschechisch
türkisch
typisch
übereinstimmend
übertragen
ukrainisch
umgangssprachlich
ungarisch
ungebräuchlich
unpersönlich
veraltend
veraltet
veranschaulicht
vergleichbar
vergleichsweise
verhältnismäßig
verwandt
verwendbar
vietnamesisch
vorarlbergerisch
vulgär
walisisch
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