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Imagine yourself walking in a departing train and opening the door to enter 
another train coach. Because the train is speeding up, you will feel a sense 
of falling backwards due to the inertial forces on your body. The door will 
also swing toward you because of the acceleration of the train. I often 
encountered this situation in my daily travel to work. Reaching out to open 
a door in an accelerating train seems like an easy and straightforward task, 
but at the neural level many parameters need to be tightly controlled to make 
this action succeed. The brain has to estimate the position of the handle 
and the position of your hand, which it needs to determine the movement 
trajectory of the hand. It also needs to control how much force to apply, 
thereby dealing with the inertial forces exerted onto the body. The present 
thesis describes a set of studies examining how actions, i.e. reaching 
movements, are selected when the whole body is in motion, and inertial 
forces arise due to the imposed accelerations. In the following sections, I 
introduce the key concepts in action selection, decision making and reach 
control that form the basis for this thesis.
1.1 The what, how, where and when of 
movement planning
Every reaching movement we make is preceded by several decisions on 
how to perform the movement: What do we want to reach for? How do we 
want to reach it? Where is the goal relative to the body? When do we want to 
reach for it? Even during the movement, we continuously have to update the 
ongoing movement and may revise our earlier decisions because we change 
our mind. Let me first focus on the decisions preceding the movement. 
Consider the scenario described above, opening the door in an accelerating 
train. The first decision is what do we want to do? This is the definition or 
selection of our task goal, ‘opening the door’ (Figure 1.1; what box). This 
decision is driven by motivation, intentions, voluntary needs, what we call 
top-down driven (Padoa-schioppa 2011), and by an automatically driven, 
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bottom-up process, based on sensory information (Scott 2016). Next we 
have to decide how to reach for the door (Figure 1.1; how, when box). This 
seems like a straightforward question – “with my hand” you could think, 
but which hand? When holding a bag in your right hand, it seems obvious 
to open the door with your left hand but what if either hand can be used in 
the task? For movement control, each hand movement requires different 
muscle activation patterns from the brain, and therefore requires a different 
action plan. The how question also involves the definition of the path to 
take. There are infinite ways to move your hand toward the door handle, but 
typically the hand moves along a straight line towards the handle (Morasso 
1981). To compute this path, the brain needs to know where our hand is and 
where the door is. Because of the acceleration of the train, the door may 
swing open, or you may fall backwards. This affects the relative positions 
of the hand and the door. We therefore need to continuously update our 
estimate of where the hand is and where the door is (where, figure 1.1). 
The final decision involves the timing of the reaching movement. As forces 
are exposed on your body and the door, due to the acceleration of the train, 
you might decide to postpone the initiation of the reach to avoid excessive 
forces or complex interactions between the movement of the hand and 
door. This signifies the importance of the decision on when to start moving 
(how, when, figure 1.1). 
Task
selection
Optimal feedback
control policy
Top-down
WHAT
 HOW
WHEN
WHERE
+30 ms
Sensory
feedback
Motor
commands
Efference
copy
Bottom-up
Optimal state
and goal estimation
Figure 1.1. The What, How, Where and When of action planning and execution. Adapted 
from Scott, Trends in Neuroscience, 2016.
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1.2 Movement planning from an optimality 
perspective
There are infinite ways to open the door in an accelerating train, but often 
we show very stereotyped reach behavior: a straight reach path towards 
the door. Already in the fifties of the previous century, the neuroscientist 
Bernstein (Bernstein 1967) noticed that the human motor system is highly 
redundant, but that movement paths are very similar within and across 
participants. He introduced this observation as the redundancy problem, 
referring to the fact that the brain needs to select from numerous hand 
paths and muscle activation patterns that lead to the target. Several 
theories have been proposed how this redundancy problem is solved. Most 
of these theories introduce some cost associated with movement that is 
minimized to come to an action plan. These costs can be defined in terms of 
movement kinematics (select the smoothest or least jerky movement (Flash 
and Hogan 1985), in terms of the smoothness of the forces driving the 
movement (minimum torque change, Uno et al. 1989), energy consumption 
by the muscles (Alexander 1997; Huang et al. 2012), the stability of the 
movement against external perturbations (Balasubramanian et al. 2009), 
or the uncertainty of the movement outcome (Harris and Wolpert 1998). 
 That we minimize some costs to decide on a movement path implies 
that we have knowledge about the movement costs of potential reaching 
actions, before selecting which action to perform. A recent study tested this 
by letting subjects freely choose between two possible reaching movements 
(Cos et al. 2011). The movements were equal in Cartesian movement 
distance, but differed in their biomechanical costs. The researchers found 
that subjects chose significantly more often the biomechanically cheaper 
option. This suggests that the brain can predict the biomechanical costs 
of different movement options and uses this information to decide which 
movement to make. 
 Decisions on what, how, where and when are theoretically captured 
by Optimal Feedback Control theory (OFC; Todorov and Jordan 2002). 
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This contemporary theory of motor control explains reaching movements 
in terms of optimality. According to this theory, the brain allows natural 
variability of the reach as it does not specify the reach trajectory, but sets 
up an online feedback policy that only corrects for deviations that threaten 
a rewarding outcome of the reach. This feedback controller uses predictions 
about sensory states, derived from running an efference copy through an 
internal model, representing our beliefs about the dynamics of our own 
body and the world around us (efference copy; fig 1) and compares the 
predictions to sensory feedback based on visual, vestibular or other sensory 
inputs (sensory feedback; fig 1). Based on this feedback, OFC estimates the 
current state of the body and world and tries to adjust the movement as 
optimal as possible. 
1.3 A biomechanical model of the arm
The arm can be seen as a biomechanical model build of two links (Figure 
1.2). In this thesis, I will use a biomechanical model of the arm to derive 
movement costs and uncertainty about movement outcomes of different 
reach trajectories. Figure 1.2 illustrates a planar description of the human 
arm, in which the elbow and shoulder joint angles are defined as Θ1 and 
Θ2. To move the joints, muscles need to generate forces that result in 
torques around the two joints (T1 and T2). The required torques over the 
course of a movement depend on the desired movement path and the 
physical properties of the segments of the arm (mass, inertia, length). Most 
experiments described in this thesis were performed during sinusoidal body 
translation. To simulate the effects of this body motion on the required joint 
torques, we introduced a sinusoidal acceleration at the shoulder joint. If we 
assume that there is no co-contraction of muscles (i.e. one muscle trying 
to flex the elbow and another trying to extend the elbow), we can use the 
required torques to estimate the amount of energy involved in generating a 
specific movement. Using inverse kinematics, i.e. deriving
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Figure 1.2. The arm described as a biomechanical model existing of two links. To move 
the shoulder joint (Θ1) and elbow joint (Θ2), muscles need to generate forces that result in 
torques (T1 and T2) around the joints. 
joint angles, angular velocities and angular accelerations from positions of 
the arm, and inverse dynamics, i.e. calculating torques from joint angles 
and their velocity, we can estimate the torques of a specific movement, and 
compare torques required for different paths or reaches during different 
parts of the whole body motion. The integral over torques can be taken as a 
proxy for energy expenditure (Uno et al. 1989; Alexander 1997). 
 The same model can also be used to estimate the kinematic 
variance associated with a particular reaching movement. When reaching 
for a goal, it has been argued that humans minimize the variance of their 
movement endpoints (Harris and Wolpert 1998). To calculate how much 
variance accompanies a movement path given the magnitude of the torques, 
we contaminate the torques with signal-dependent-noise, i.e. noise that 
depends on the magnitude of the signal (the higher the signal, the higher 
the noise). Using forward dynamics, we calculate the resulting joint angles 
and joint accelerations that are caused by these contaminated torques. 
From the joint angles we can calculate the positions in x- and y-coordinates 
of the endpoint of the arm, and hence the expected variance of a movement 
over repeated trials.
GENERAL INTRODUCTION
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1.4 Movement decisions
Decisions about what to do and how to do it have traditionally been 
considered as two separate processes that occur in series (Tversky and 
Kahneman 1981). According to this view, we first make a decision about 
what we want to do, followed by the planning of how we want to do it (Figure 
1.3 A). In this view, the brain builds a representation of the world based 
on sensory information that is independent of actions, and later uses this 
representation to make a decision, compute a movement plan and finally 
execute the movement. 
 However, in recent years, the field has moved away from this serial 
processing model, based on findings that decision and planning processes 
share common neuronal structures (Cisek and Kalaska 2005, 2010; Gold 
and Shadlen 2007). According to the recent view, the what decision and 
the how decision are both part of an integrated process (Figure 1.3 B). 
The integration of decision making and movement planning makes that 
competitive processing is seen at the level of action plans, until one plan is 
chosen to be executed. The first neural evidence for this competition was 
found in a study where a monkey had to choose between two reaches to 
different targets (Cisek and Kalaska 2005). The authors found that the 
dorsal premotor cortex, part of the cortical reach network, initially represents 
both reaching options and later, presumably upon selecting, suppresses the 
unchosen option and enhances the representation of the chosen action. 
 In the decision and planning process of movement information 
about the state of the body and world is provided by input from our senses 
(sensory input, figure 1.3), which provide inputs in various spatial reference 
frames (Crawford et al. 2004, 2011). For example, visual information is 
coded in an eye-centered reference frame, vestibular information is coded in 
a head-based reference frame. For movement control, reaching movements 
are supposed to be coded in body-centered coordinates, as muscles need 
to contract and joints need to rotate.
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Figure 1.3 Two theoretical frameworks in decision making. Left. traditional view, 
decision making and action planning are two serial processes. Right. current view, decision 
making and movement planning are part of an integrated process. Picture adapted from 
Andersen & Cui, Neuron, 2009. 
 Reference frames have been implicated in the guidance of reach 
decisions. For example, Scherberger et al.(2003) studied the reference 
frames involved target selection, i.e. the what to do question. Monkeys 
were presented with two stimuli in close succession to the left and right 
of a fixation position. They had to make a reaching movement to one of 
the two targets, while their head, gaze and trunk position was varied. Both 
changes in the position of gaze and head affected the target preferences, 
suggesting that target decisions for reaching movements were made in a 
mixed gaze-head reference frame. In this thesis, I will explore the role of 
different reference frames in the selection of hand choice (Chapter 4). 
1.5 Decisions for hand choice
An important aspect of the how problem in reaching movements is defining 
which hand to use. In three of the chapters of this thesis I will focus on the 
decision process of hand selection, and especially on how hand selection is 
affected by self-motion. To investigate these effects, I used an experimental 
paradigm introduced by Oliveira and colleagues (Oliveira et al. 2010, Figure 
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1.4), and adapted it to use it in combination with a motion platform (BOX 
1). In this paradigm, subjects sit behind a desk and look into a horizontal 
mirror, on which the task is projected via a screen suspended above the 
mirror (Figure 1.4 A). Subjects place their hands below the mirror, such 
that they have no direct vision of their hands. The position of their hands is 
represented by a cursor on the screen. Figure 1.4 B shows the screen, with 
the possible targets in the top semi-circle, and the start position and fi xation 
position in the bottom semi-circle. Subjects have to make uni-manual 
reaching movements to the target and are free to do this with their left or 
right hand. Only one target is presented at a time, and a target is presented 
multiple times over the course of the experiment. Based on the proportions 
of left and right hand choices for the different targets, the authors construct 
a psychometric curve of hand preference (Figure 1.4 C). Each black square 
represents the probability of choosing the right hand at a certain target 
angle. For example, for a target angle at 90° (i.e. a target much to the right 
of the body midline), the probability of right hand use is 1, meaning that for 
this target angle subjects always choose the right hand. Based on these 
probabilities, we can fi t a psychometric function (black line) through the 
data. 
Figure 1.4 Paradigm for studying hand choice. A. Setup, subjects sat behind a mirror on 
which the task is projected, holding their hands below the mirror. B. Possible target range 
(top semi-circle) and start positions and fi xation (below semi-circle)  C. Psychometric results, 
showing the Point of Subjective Equality. Figure adapted from Oliveira et al, PNAS 2010.
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Box 1 : Motion platform 
To test our subjects under whole body motion we used a vestibular sled 
(Box 1 Figure A). Subjects are seated in the chair and wear a seat belt 
and headrest to prevent them from moving on the platform. A table or a 
touchscreen can be attached to the chair, used for the stimulus display 
and to present reach paradigms. The chair moved sideways following a 
sinusoidal motion profile (Box 1 Figure B). At the turning points the chair is 
at peak acceleration (A>> and A<<), and in the center of the sinusoid, the 
chair is at peak velocity (V>> and V<<). At peak acceleration, the inertial 
forces on the body are the highest. Inertial forces result in a ‘lagging’ of the 
arm motion relative to the passive motion, requiring higher internal, muscle 
generated, forces to keep the arm onto its intended trajectory.
Box 1 Figure Motion platform and sinusoidal motion profile.  A Linear vestibular platform 
(sled). Subjects are seated on the chair that move along the horizontal (lateral) body axis. 
A table or screen is attached to the sled for the reaching experiments B. Sinusoidal motion 
provided in the experiments. On the extremes of the sinusoidal motion the sled is at peak 
acceleration (A<< and A>>), in between the extremes the sled moves at peak velocity (V<< 
and V >>).
The steepness of the curve is related to the variability of subjects’ choice 
behavior. The point on the curve at which a subject chooses the left and 
right hand equally often (Probability of Right Hand Use = 0.5) is called the 
Point of Subjective Equality (PSE) or hand choice bias. Usually this bias is a 
bit shifted towards targets left of the body midline for right-handed subjects, 
meaning that overall the right-hand more preferred than the left hand. This 
paradigm allows us to estimate the hand bias of an individual subject. More 
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importantly, using this paradigm we can study how whole body acceleration, 
gaze direction and head orientation affect hand preferences.
 Schweighofer and colleagues (Schweighofer et al. 2015) used 
a similar paradigm to study hand choices, with the difference that they 
presented their targets in a center-out reaching paradigm, i.e. around a full 
circle. These authors also present a model of how hand choices might be 
determined. Hand choice is known to be affected by several factors, such as 
the relative position of each hand to the target (Oliveira et al. 2010; Przybyla 
et al. 2013), handedness (Bryden et al. 2000; Gabbard et al. 2003), recent 
choice success (Stoloff et al. 2011) and biomechanical costs (Schweighofer 
et al. 2015). Schweighofer and colleagues tested three of these factors: effort 
(biomechanical costs), success rate, and handedness. They hypothesized that 
hand preference is determined by assigning an action value to each of these 
factors, and comparing the action values between the two hands. Hence, in 
their approach both hands receive an action value, based on biomechanical 
costs calculations (see A biomechanical model of the arm), previous choice 
success of that arm and a value for their handedness. Using a probabilistic 
decision boundary, they determined the hand with the highest action value, 
i.e. the hand with the highest expected reward, which is then chosen for 
action. In Chapter 3, I will use an adapted version of this model to test the 
decision processes of hand selection when the body is in motion.
1.6 Reaching in motion
In this thesis, I will examine how reaching movements are planned and 
executed in motion. Due to the motion, the spatial relationships between 
the hands and the to-be-reached goal change continuously, together with 
the dynamics, i.e. the required forces to generate the movement. In the 
following paragraphs, I will explain how self-motion is perceived and how we 
make predictions based on this information.
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 When whole body motion is imposed passively, it is largely sensed 
by the vestibular system, located in the labyrinth of the temporal bone of the 
inner ear. The vestibular system consists of two sensors: the semicircular 
canals and the otoliths. Three semicircular canals (Figure 1.5 A) measure 
angular velocity of the head in three dimensions. The canals are filled with a 
fluid called endolymph, that moves in the opposite direction than the actual 
rotation of our head, causing a structure called the cupula to bend (Figure 
1.5 B). This structure contains hair cells that bend along with the direction 
of the fluid. The mechanical motion of the fluid is then transformed into a 
neural signal (the graded potential) at the afferent nerve.  
 Two otolith organs, on each side of the head, detect linear 
acceleration of the head, including the pull of gravity. Because the otoliths 
sense both gravity and linear acceleration, they cannot distinguish between 
head tilt and head acceleration (Angelaki et al. 1999). The otoliths consist 
of the utricle, which detects horizontal accelerations, and the saccule, 
which detects vertical accelerations (Figure 1.5 A). The otoliths contain 
hair cells that carry calcium carbonate crystals, named otoconia. When we 
accelerate in a linear direction, these otoconia fall backwards, because of 
their high inertia, on the hair cells that they are attached to (Figure 1.5 
C). The change of the otoconia triggers neural firing of the neurons in the 
afferent nerve depending if we accelerate backward or forward. The otoliths 
have many hair cells, each having their own preference in head-in-space 
orientation or linear translation at which they produce the highest firing 
rate. Because of this typical feature, the otoliths can sense a whole range of 
linear accelerations and spatial orientations.  
 In addition to vestibular information, there are other sensory systems 
that provide information about self-motion. For example, the visual system 
receives optokinetic information due to self-motion. Optokinetic information 
is generated by optic flow patterns of the visual world on the retina. These 
flow patterns can give information of the direction and velocity of the self-
motion in space. Also, the somatosensory system provides self-motion 
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information based on pressure on the skin or by proprioceptive information 
about the position of the neck relative to the body. For example, when sitting 
in an accelerating car, you feel the pressure of your back to the seat, while 
if the car is decelerating you feel the pressure of the seatbelt to your chest. 
There is even evidence that blood pressure changes and visceral receptors 
in the trunk play a role in self-motion detection 
otholiths
B
C
A
utricle 
saccule
semicircular canals
Figure 1.5 The vestibular system located in the inner ear. A. Vestibular system consisting 
of the semicircular canals and the otoliths (utricle and saccule). B. The semicircular canals 
are filled with a fluid called endolymph. Rotation of the head makes the fluid move and bend 
the hair cells, sending neural signals. C. In the otoliths hair cells detect the forward movement 
when calcium carbonate crystals shift backwards causing release of neurotransmitters. 
Picture adapted from ©2011 Pearson Education Inc.
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(Mittelstaedt 1992). However, it is difficult to disentangle the individual 
contributions of all these cues to self-orientation (Clemens et al. 2011) or 
self-motion (Angelaki and Cullen 2008)  and therefore I will mainly write 
‘vestibular information’ in this thesis, but be aware that other systems 
probably contribute too. 
 Planning a reaching movement while the whole body is in motion, 
requires a prediction of how the body accelerates during the movement. 
Hence, the muscle tourques needed to produce an arm movement depends 
heavily on the external and inertial forces due to (passive) self-motion. In 
Chapter 3 I will examine different hypotheses of how the brain makes 
assumptions about acceleration of the body in relation to choice behavior. 
1.7 Outline of the thesis 
The aim of this thesis is to explore the decision processes involved in action 
selection for reach movements during self-motion. Compared to stationary 
situations, self-motion adds complexity to the decision process because 
the spatio-temporal relationship between the effector and target changes 
in both kinematic and dynamic terms. For the self-motion experiments 
described in this thesis, we passively moved subjects on a motion platform 
(for more details, see Box 1).
 In Chapter 2 we examine the phase relationships that characterize 
the coordination of arm-reaching movements with passive whole body 
motion. Since the task involved continuous movements between two targets, 
we could measure when subjects preferred to reach in the coordination 
of arm and whole body motion. Using computer simulations we compare 
the behavioral findings to two different cost models, based on energy 
expenditure and endpoint variance. 
 In  Chapter 3 we investigate how hand choice is affected by passive 
body motion, which directly affects the biomechanical costs on each hand. 
We predicted hand choice by calculating the expected biomechanical 
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costs under three different hypotheses about how the brain extrapolates 
instantaneous whole-body accelerations for future accelerations.
 In Chapter 4 we investigated the influence of gaze direction and 
head orientation on hand preference for reaching movements when the 
body is kept stationary. We identified the role of gaze-centered and head-
centered references frames in a hand selection task. 
 In Chapter 5 we explore the effect of head orientation on hand 
selection during self-motion. We study if the effect of head orientation 
on hand choice found in Chapter 4 also persists when the body is in 
motion. Furthermore, we investigated if the cost computations for hand 
selection during self-motion are performed in body-centered coordinates as 
suggested in Chapter 3, which requires a correct coordinate transformation 
from vestibular signals to body-centered coordinates.
 In Chapter 6 I will discuss our findings, consider their broader 
implications, and make suggestions for further research. 
CH
AP
TE
R 
1
25

CHAPTER 2
STABILITY OF PHASE RELATIONSHIPS WHILE 
COORDINATING ARM REACHES WITH WHOLE BODY 
MOTION 
Adapted from:
Romy S. Bakker, Luc P.J. Selen, W. Pieter Medendorp (2015). Stability 
of phase relationships while coordinating arm reaches with whole body 
motion. PLoS ONE 10 (12): 1:15
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Abstract
The human movement repertoire is characterized by the smooth coordination 
of several body parts, including arm movements and whole body motion. 
The neural control of this coordination is quite complex because the various 
body parts have their own kinematic and dynamic properties. Behavioral 
inferences about the neural solution to the coordination problem could be 
obtained by examining the emerging phase relationship and its stability. 
Here, we studied the phase relationships that characterize the coordination 
of arm-reaching movements with passively-induced whole-body motion. 
Participants were laterally translated using a vestibular chair that oscillated 
at a fixed frequency of 0.83 Hz. They were instructed to reach between two 
targets that were aligned either parallel or orthogonal to the whole body 
motion. During the first cycles of body motion, a metronome entrained either 
an in-phase or an anti-phase relationship between hand and body motion, 
which was released at later cycles to test phase stability. Results suggest 
that inertial forces play an important role when coordinating reaches with 
cyclic whole-body motion.  For parallel reaches, we found a stable in-phase 
and an unstable anti-phase relationship. When the latter was imposed, it 
readily transitioned or drifted back toward an in-phase relationship at cycles 
without metronomic entrainment. For orthogonal reaches, we did not find a 
clear difference in stability between in-phase and anti-phase relationships. 
Computer simulations further show that cost models that minimize energy 
expenditure (i.e. net torques) or endpoint variance of the reach cannot fully 
explain the observed coordination patterns. We discuss how predictive 
control and impedance control processes could be considered important 
mechanisms underlying the rhythmic coordination of arm reaches and body 
motion.
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2.1 Introduction
Suppose you are standing in a bus that suddenly speeds up. To prevent 
yourself from falling, you quickly reach for the safety rail and stabilize your 
body. The ability to reach in such an accelerating environment is neurally 
quite demanding, requiring an accurate estimate of the position and 
dynamics of the arm and the body, as well as the location of the rail that is 
fixed relative to the bus. The objective of the present study is to understand 
the mechanisms that underlie the estimation and the subsequent action 
decisions when the body accelerates. 
 Previous studies mainly focused on the effect of body motion on 
reaches to world-fixed targets (Pigeon and Feldman 1998; Medendorp 
et al. 1999; Bresciani et al. 2005; Rosenbaum 2008; Moreau-Debord et 
al. 2014). In this case, compensation for body acceleration is thought to 
occur through vestibular-mediated manual reflexes that control the reach 
(Bresciani et al. 2002a, 2005; Moreau-Debord et al. 2014), analogous to 
the vestibular ocular reflexes that maintain gaze stability in space (Cullen 
2012). 
 When targets are fixed to the body the vestibular-mediated reflexes 
should be suppressed. It should be realized, however, that this does not 
simplify the control problem to generating reaches towards world-fixed 
targets while the body is stationary. Even when manual reflexes are switched 
off, inertial forces due to body motion will still perturb the reach (Sarwary et 
al. 2013). To generate the reaching movement, the brain needs to compute 
a control policy (Todorov and Jordan 2002) that takes into account the 
inertial forces induced by the body motion. Temporal coordination is an 
important component of this control policy. While in some situations the 
reach and body movement are simultaneously initiated, in other cases the 
reach is initiated while the body is already in motion (Rosenbaum 2008). 
How does the brain decide when to commence the reach when the body is 
in motion? 
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 Here, we test the brain’s evaluation of limb and body dynamics when 
coordinating body-referenced reaching movements with passively induced 
sinusoidal body-motion. It could be argued that the brain anticipates the 
current and future induced (inertial) forces, based on vestibular inputs 
(Prsa et al. 2015). From these predictions, the brain can build a control 
policy that could be considered as the outcome of a coupled dynamical 
system of three rigid bodies with different biomechanical properties; the 
upper arm and forearm that need to be coordinated with the cyclic motion 
of the trunk (Bernstein 1967). Such systems typically express themselves 
through synergies (Ma and Feldman 1995; Pigeon and Feldman 1998; 
Pigeon et al. 2000), selected based on cost functions (Todorov 2004) and 
neural constraints (Kelso 1994; Roerdink et al. 2013).  
 In the present study, subjects had to continuously reach between 
two body-fixed targets, positioned either orthogonal or parallel to the 
direction of the body motion. We hypothesize that the phase relationship 
that develops in the coordination of arm and body motion is a reflection of 
a particular cost function that is minimized (Huys et al. 2003; Ronsse et al. 
2010). 
 We considered two cost functions: one based on energy expenditure 
(Uno et al. 1989; Alexander 1997) and the other based on endpoint accuracy 
(Harris and Wolpert 1998). Because the inertial forces on the limb differ for 
the two reach directions, the phase related costs would also differ. As a 
result, we predict differences in the stability of the phase relationships for 
the orthogonal and parallel conditions. In the current paper, we express 
stability in terms of the preservation over time of an imposed phase 
relationship between the arm and whole body motion.
 Our experimental results suggest that the brain takes the inertial 
forces into account when coordinating reach and body motion. We further 
find clear differences between in-phase and anti-phase stability in the two 
reach conditions, although we cannot entirely explain these by optimization 
criteria such as energy costs or endpoint accuracy. 
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2.2 Materials and Methods
Participants
Ten right-handed subjects (4 male, 6 female aged 20-26 years) gave their 
written consent prior to participating in the experiment. All subjects had 
normal or corrected-to-normal vision and had no known motor deficits. The 
study was approved by the ethics committee of faculty of social sciences of 
Radboud University. 
Setup
Subjects were translated on linear sled (Figure 2.1A). The sled, powered 
by a linear motor (TB15N, Technotion, Almelo, The Netherlands), was 
controlled by a Kollmorgen S700 drive (Danaher, Washington, DC) with 
accuracy better than 0.034 mm, 2 mm/s, and 150 mm/s2.  During the 
experiment, the sled moved sinusoidally at a fixed frequency of 0.8 Hz over 
30 cm with a maximum acceleration of 4.1 m/s2. Subjects were seated 
with their interaural axis aligned with the direction of the sled motion. They 
were restrained with a five-point seat belt and the head was firmly fixed with 
an ear-fixed mold and a chin rest. Auditory stimuli were presented using 
in-ear headphones. Emergency buttons at either side of the chair could 
immediately stop the sled motion, if needed. Targets were presented by 
green and red LEDs, integrated into a table, mounted on the sled in front of 
the subjects at the level of their abdomen (Figure  2.1 A). The LED in front of 
the center of the body, at a distance of 20 cm, corresponded to the origin of 
our body-fixed coordinate system, in which the x-axis was defined orthogonal 
and the y-axis aligned to the direction of body motion. The parallel targets 
were positioned at a distance of 20 cm from the subjects’ body, both at 
15 cm from the body midline. The targets positioned orthogonal to the 
whole body, were both placed at the body midline, at  +10 cm and +40 cm 
distance from the subject. 
PHASE RELATIONSHIPS IN ARM-TRUNK COORDINATION
32
In-phase
Anti-phase
B
In-phase
Anti-phase
C
A
Figure 2.1 Experimental setup and paradigms. A. Subjects were seated on a linear 
sled and performed right hand reaching movements to visual targets presented on a sled 
mounted table. B. Parallel reaching. (top) in-phase, (bottom) anti-phase. C. Orthogonal 
reaching. (top) in-phase, (bottom) anti-phase.
 The position of the sled and the position of the tip of the right index 
finger were recorded in real-time at 100 Hz using an Optotrak Certus system 
(NDI, Northern Digital Instruments, Waterloo, Canada). The experiment was 
performed in a completely dark room, except for the target LEDs. In addition, 
a small white LED was attached to the right index finger of the subject, 
which allowed subjects to see their hand during the reach. The experiment 
and the setup were controlled using software written in Python. 
Experimental paradigm
Before the body motion started, subjects positioned their fingertip at the 
location of the central LED (the origin). While in motion, subjects were 
instructed to reach between two body-fixed targets, touching each target 
once per cycle of sled motion. The two targets defined parallel reaching 
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movements (Figure 2.1 B) or orthogonal reaching movements (Figure 2.1 
C) relative to sled motion. Each condition was tested in separate blocks, 
consisting of about 40 cycles with two reaches per cycle (one reach to both 
targets).
 During the first 16 cycles, a metronome entrained the phase 
relationship between arm and sled motion. This metronome instructed 
either an in-phase or an anti-phase relationship by both visual and auditory 
guidance of the movements. The auditory guidance consisted of two beeps 
(duration= 0.1 s) that differed in pitch, presented at the turning points of 
the sled motion. The visual assistance entailed that a target turned on at 
the midpoint of the sinusoidal sled motion, lasting for half a cycle, such 
that subjects only saw one target at a time. After 16 cycles, the metronome 
was switched off. During the following motion cycles, white noise was 
presented through the in-ear headphones and both targets were illuminated 
permanently. A reach was considered a hit when the finger reached within a 
radius of 5cm from the target. After 48 hits, the targets were turned off and 
the sled was stopped. Then, the next block started.
 In the parallel condition, the phase relationship between finger and 
body motion is unambiguously defined (Figure 2.1 B). For the orthogonal 
condition we defined arm movement away from the body as in-phase with 
rightward body motion (Figure 2.1 C). Subjects performed alternating series 
of four blocks, in which either the orthogonal or parallel condition was 
tested, counterbalanced across subjects. In total, a minimum of 12 blocks 
per condition was tested. Imposed in-phase and anti-phase relationships 
were randomized across blocks.  Prior to the actual data collection, subjects 
performed a few practice reaches to familiarize with the sled motion and 
reaching to the body-referenced targets.
Data analyses
Data analyses were performed offline with Matlab 2013a (Mathworks). 
Positions of the sled and the tip of the right index finger were recorded at 100 
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Hz. Spline interpolation was used to reconstruct missing data points due to 
obstruction of the Optotrak markers. Velocity time series were calculated 
from the position time series by taking the gradient.  Position and velocity 
time series were used to calculate the phase φ of the finger and the body 
motion for each block according to: 
                              
                 
φsled- φfinger =tan
-1 - tan-1 + C
vsled (t)
xsled (t)
vfinger (t)
xfinger (t)   (2.1)
Here, φsled represents the phase of the sled and φfinger the phase of the finger 
at each sample. Finger position xfinger and sled position xsled, as well as the 
finger velocity vfinger and sled velocity vsled were each normalized to the range 
[-1,1] for each block, by dividing it by its maximum value (Scholz and Kelso 
1989).
Phase was calculated for three different parts of a block: the last 8 motion 
cycles of the metronome-guided part (metronome on), the first half without 
metronome guidance (early off) and the final half without metronome 
guidance (late off). Blocks were accepted for further analyses based on the 
metronome on data: In-phase blocks were accepted if more than 90% of the 
samples had a phase that was between -90° and +90°. Anti-phase blocks 
were accepted if more than 90% of the phase data were between 90° and 
270°. Based on these criteria, three subjects were excluded from the anti-
phase parallel condition, of which two were also excluded from the anti-
phase orthogonal condition. To analyze the number of phase transitions, 
we looked at the changes of relative phase after the metronome had been 
turned off. We counted a phase transition when the relative phase shift 
was larger than 100 degrees from the imposed phase relationship and 
this new phase relationship was maintained for at least four seconds. The 
latter constraint was added to avoid interpreting random phase wandering 
as phase transitions.  We counted the number of blocks that contained a 
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phase transition and used bootstrapping to calculate a mean and standard 
deviation across subjects.
 Statistics were performed over the three different experimental 
parts metronome on, early off and late off and over four different conditions: 
parallel in-phase, parallel anti-phase, orthogonal in-phase, and orthogonal 
anti-phase. Means and standard deviations of the relative phases were 
calculated using circular statistics (Berens 2009). Standard one-sample 
t-tests were performed to test whether phase relationships were at perfect 
in-phase 0° or at perfect anti-phase 180°. Second, regular paired sample 
t-test were performed to test for significant differences in relative phase 
over time and between conditions. 
Model
We investigated whether biomechanical cost factors, either energy 
expenditure or endpoint accuracy, underlie the coordination patterns 
between arm movements and whole body motion. If the coordination 
were driven by energetic costs, we would expect subjects to show a more 
stable phase relationship around the minimum energy solution. If arm-
trunk coordination were driven by the minimization of endpoint variance, 
we would expect subjects to show more stability for the phase relationship 
minimizing endpoint variance. To make predictions about the phase 
relationships, we built a generic planar arm model (Figure 2.2A), by which 
reaching under whole body motion was simulated. The simulation provided 
estimates of the energetic costs and the endpoint variance associated with 
the different phase relationships between arm and whole body motion. 
From the estimates, we derived the ‘optimal’ phase relationship.
 The origin of the generic planar arm model was positioned at the 
shoulder, which accelerated due to the passively imposed whole-body 
motion. Parameters of the model arm were based on previous literature 
(Table 2.1) (Selen et al. 2009). Parameters p⃗  and d⃗ represent the distance 
of the proximal and distal joint from the Center of Mass (CoM) of either 
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of the two links, respectively. The inertia (I1 and I2) are defined relative to 
the CoM. Targets were positioned as in the actual experiment. The model 
was used to simulate reaches parallel and orthogonal to the whole body 
motion. The movement of the hand in body-centered coordinates in either 
the x-direction (parallel reaches) or y-direction (orthogonal reaches) during 
a full body motion cycle was defined by the concatenation of two minimum 
jerk trajectories (Flash and Hogan 1985). Using inverse kinematics, we 
derived the corresponding joint angles, joint angular velocities and joint 
angular accelerations, as well as the Cartesian motion of the centers-of-
mass of the limb segments. For the latter, the kinematics of the shoulder 
motion was also taken into account.
Figure 2.2 The 2-link model and predictions. A. Diagram of the 2-link arm model B. Costs 
based on the minimum energy model. Cost is expressed as the inverse of the summed joint 
torques for the different phase angles between hand and whole body motion (left) ; Costs 
based on the minimum end-point model. Cost is expressed in terms of end-point variance for 
the different phase angles between hand and whole body motion (right).
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Table 2.1 Parameters of the 2-link arm. Note that k and b are rotational stiffness and 
damping. 
Parameter Value
p1 0.12 (m)
p2 0.20 (m)
d1 0.13 (m)
d2 0.15 (m)
m1 1.93 (kg)
m2 1.52 (kg)
I1 0.04 (Nms
2)
I2 0.06 (Nms
2)
b -0.2 (Nms)
k -10 (Nm)
 
 From the time traces of the kinematics we calculated the required 
torques using inverse dynamics. The Newton-Euler equations of motion for 
the two individual links (upper arm and forearm) follow in a straightforward 
manner. The arm moves relative to the body motion. Because we consider 
the arm motion in the horizontal plane, the effects of gravity can be 
neglected. Movement equations are defined relative to the center of mass 
(CoM). The Newton-Euler equations for link 1 (upper arm) are given by:
 (2.2)
     (2.3)
For link 2 (forearm):
   (2.4)
   (2.5)
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The forces generated through the passive motion of the body and arm are 
represented by F⃗1 for the shoulder and F⃗2 for the elbow. τ1 represents the 
active shoulder torques and τ2 the active elbow torques. The terms α1  and
α2  represent the Cartesian accelerations of the center of mass of the upper 
arm and the lower arm relative to the shoulder. These were calculated 
based on joint angles, angular velocities and angular accelerations from 
the minimum jerk trajectories. For the calculation of the torques, a damping 
term was added to the joint velocity (i.e. bω, Table 2.1) to prevent the arm 
from making impossible movements. Sinusoidal whole body acceleration, 
which is represented at the shoulder joint by as, varies only along the 
x-direction:
  (2.6) 
in which T is the period time, A the amplitude and t is the time. Phase 
represents the 26 different phase relationships between the arm and the 
whole body motion, equally distributed between 0 and 2π. The system of 
movement equations was solved simultaneously. 
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Cost in terms of energy
The integral of the squared joint torques over a full movement cycle of 
the individual joints was used as an estimate of the energy consumption. 
Next, we expressed those energy estimates as their inverses to make 
them comparable to the occurrence of certain phase relationships in the 
experimental data. These inverse energy estimates showed a peak around 
170° anti-phase for the parallel reaches (Figure 2.2B). The peak of shoulder 
and elbow was similar in phase but differed in magnitude (higher for 
shoulder than elbow). For the orthogonal reaches, the model did not show a 
clear energetic optimum across the relative phases (Figure 2.2B). 
Cost in terms of endpoint variance 
In order to estimate the accuracy associated with different phase 
relationships between arm and body motion, the joint torques resulting 
from the inverse kinematics and dynamics were contaminated with signal-
dependent noise (Harris and Wolpert 1998) and subsequently used in a 
forward simulation. For simulating the forward dynamics the movement 
equations were re-ordered to make the torques, as derived from the inverse 
dynamics, contaminated with signal-dependent noise. By rewriting the 
movement equations, the joint accelerations could be calculated. A damping 
term and a stiffness term were added to the joint velocities and angles 
(Table 2.1). Using Newton-Euler integration, the joint angular velocities 
and joint angular accelerations were converted into joint positions. The 
simulation was run 2000 times, each with independently drawn noise, for 
the 26 phase relationships. From these 2000 simulations we estimated the 
angular accelerations, velocities and positions of the arm. From the joint 
angles, endpoint distributions in Cartesian coordinates were calculated. 
For the parallel reaches, the minimum variance model showed an optimal 
relative phase around 160°, which is in-phase (Figure 2.2B). For the 
orthogonal reaches, the model did not show a clear optimal relative phase 
(Figure 2.2B). 
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2.3 Results
Subjects made reaching movements parallel and orthogonal to their 
passively-induced sinusoidal body motion. A metronome first entrained the 
reaching movements to be in-phase or anti-phase with the body movement. 
After this guidance was switched off, subjects had to keep making continuous 
reaching movements without any constraint on the phase relationship. 
Movement traces
Figure 2.3 shows the position of the finger and the body as a function of time 
for one representative subject in the parallel condition, for both the in-phase 
and anti-phase entrainment. Note that the finger motion is represented in 
body coordinates. The body moved sinusoidally at a frequency of 0.83 Hz and 
15cm amplitude (as shown in brown in Figure 2.3). Hand motion, shown in 
green, was guided by a metronome for the first 16 cycles, either in-phase or 
anti-phase with the body motion. When the metronome was turned off, the 
entrained hand motion continued during the first cycles in both conditions. 
The in-phase relationship appeared stable throughout the block, while the 
anti-phase relationship drifted and showed several transitions to an in-
phase relation. We analyzed the number of phase transitions per condition. 
In the parallel condition, subjects made phase transitions in 13% (SD = 4%) 
of the in-phase blocks and in 26% (SD =7%) of the anti-phase blocks. In 
the orthogonal condition, phase transitions were visible in 27% (SD =6%) 
of the in-phase blocks and in 32% (SD = 6 %) of the anti-phase blocks. In 
the following paragraphs, we will focus on this entrainment-dependent drift. 
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Figure 2.3. Single trial data one representative subject in the parallel condition. 
Top. Finger kinematics in body-centered coordinates (green). Sled motion in world-centered 
coordinates (brown) for in-phase entrainment (left) and anti-phase entrainment (right). 
Bottom. Relative phase between finger and sled movement for in-phase (left) and anti-
phase (right). The grey area on each plot represents the first 16 cycles, during which timing 
of hand motion was guided by a metronome. 
Reaches parallel to body-motion
Figure 2.4 shows the distribution of the relative phases in the parallel 
condition, across all 10 subjects. The top panel presents the block in which 
initially an in-phase relationship was instructed. Indeed, the average phase 
during metronome on was in-phase (mean=357.5°, SD =15.5°), which was 
not significantly different from a perfect in-phase angle of 0° (t(9) = -0.55, 
p=0.6). Without the entraining metronome, the mean relative phase did not 
change and was not dissociable from 0° (t(9) =0.14 , p=0.89), although it 
tended to become more variable (t(9) = -2.21, p=0.055).
 The second row of Figure 2.4 shows the blocks that started with 
an anti-phase entrainment. Only 7 of 10 subjects were able to control their 
hand motion according to this relationship, albeit not perfectly at 180° 
(mean=192.7°, SD =19.1°)(t(6) = 2.6, p=0.04). Without metronome 
guidance the movement coordination became much less stable. This 
is shown by a significant increase in variance for the early off compared 
to metronome on (t2) (t(6) = -2.93, p=0.026) , as well as for the late off 
compared to the metronome on (t3) (t(6) = -2.67, p=0.037). This increase 
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in variance was accompanied by phase transitions toward an in-phase 
relation. 
 The instability of the anti-phase coordination pattern becomes even 
more pronounced when including the initially excluded 3 subjects (Figure 
2.4 , bottom panel). This clearly indicates that it was harder for subjects 
to coordinate their reaches in anti-phase with the whole body motion, 
compared to the in-phase relationship in the parallel condition.
Figure. 2.4 Distribution of relative phase of all subjects in the Parallel condition. Top. 
In-phase entrainment. Middle. Anti-phase entrainment of selected subjects. Bottom. Anti-
phase entrainment of all subjects.
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Reaches orthogonal to body motion
Figure 2.5 shows the distributions of the relative phases in the orthogonal 
condition. In-phase hand motion, defined as reaches away from a rightward 
moving body, was fairly stable and within the required range (mean=4.1°, 
SD =19.4°) (Figure 2.5, top panel). However, the absence of the metronome 
resulted in a significant increase of the variance in early off (t2) (t(9) = -2.68, 
p=0.025) and late off periods (t3) (t(9) =-3.0, p =0.02). The average phase 
did not drift away from the entrained phase.
 Similar to the parallel condition, the anti-phase was more difficult 
to perform and maintain in the orthogonal condition. Because two subjects 
were unable to do so, their data are not considered in Figure 2.5, second row. 
The remaining eight subjects followed the imposed anti-phase relationship 
during metronome on (mean=185.3°, SD=18.6°). Without this guidance 
(early off), the mean shifted away from the metronome on value (t(7)= 
-3.14, p=0.016) and became significantly different from 180° (t(7)=2.80, 
p=0.024). This was accompanied by a significant increase in variance once 
the metronome was switched off in early off( t(7)= -2.4, p=0.048) and late 
off(t(7) = -2.92, p=0.022). The latter is again more prominently visible when 
including the initially excluded subjects (Figure 2.5, bottom panel). 
Comparison to different minimum cost models 
Minimum energy. We used a minimum energy model (see methods) to 
estimate the most efficient relative phase between arm and whole body 
motion. For the parallel movement condition, this model predicted the 
optimal phase relationship around 170° (Figure 2.2B), which is close to 
anti-phase. Our experimental data, however, show that subjects prefer quite 
the opposite: subjects were most stable in the in-phase relationship. For 
the orthogonal condition, the model did not predict a clear optimal phase 
relationship, as the energy expenditure was relatively constant across the 
different phase angels (Figure 2.2B). Also, the experimental performance of 
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the subjects showed no clear phase-preference, irrespective of whether the 
imposed relationship was in or anti-phase. 
Minimum variance. We also tested a minimum endpoint variance model 
(see methods) to estimate the most efficient relative phase between arm 
and sled movement. For the parallel movement condition the minimum 
variance model predicted the optimal phase relationship to be around 
160 degrees (Figure 2.2B), which is not in agreement with the data. For 
the orthogonal condition, the minimum variance model predicted no clear 
optimal solution. This is in line with the behavioral results, showing no clear 
phase tuning either.
Figure 2.5 Distribution of relative phase of all subjects in the Orthogonal condition. 
Top. In-phase entrainment. Middle. Anti-phase entrainment of selected subjects. Bottom. 
Anti-phase entrainment of all subjects.
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2.4 Discussion
In this study, we examined the emerging coordination between cyclic 
reaching movements and passive whole body motion. Phase relationships 
between arm and body motion were determined and evaluated based on 
two different minimum cost models. Our experimental results show a stable 
in-phase relationship when reaches are made between targets that are 
aligned parallel to the body motion. A striking observation was that, even 
when the phase relationship was initially entrained in anti-phase, subjects 
readily tended to drift back towards an in-phase relationship once the 
entraining metronome disappeared. This is in contrast with the predictions 
of both the energetic cost and the endpoint variance cost model, which 
both showed an optimum close to anti-phase. For the orthogonal reaches, 
subjects did not show a clear difference in stability for in-phase and anti-
phase relationships. After removal of the entraining metronome, only the 
variance of the phase relationship increased but no phase transitions were 
observed. This is in line with both model predictions, which did also not 
show a clear optimal coordination phase.
 Our paradigm differs from previous studies on reaching during 
whole body  motion (Ma and Feldman 1995; Pigeon and Feldman 1998; 
Medendorp et al. 1999; Bresciani et al. 2005) by studying continuous arm-
trunk coordination rather than the isolated control of a single arm and body 
movement. Because the reaches can always achieve the target, irrespective 
of the position of the body, there is a free choice in their initiation while the 
body moves. 
 The inertial forces imposed on the arm by the whole body motion 
were either assistive or resistive to the hand motion for the in-phase and 
anti-phase reaches parallel to the body. Therefore, the consistent phase 
convergence in the parallel condition suggests an inertial influence on the 
emergence of this phase relationship. The lack of a clear phase convergence 
in the orthogonal condition supports this notion, because the inertial forces 
due to body acceleration were of similar magnitude for the in-phase and 
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anti-phase reaches. Remarkably however, the predicted optimal phase 
relationships for the parallel reaches were opposite to those observed 
experimentally, for both cost functions. 
 Why do our models fall short to explain the observed coordination 
pattern in the parallel condition? For the parallel condition, in-phase 
reaching required muscular forces that compensate for the inertial forces 
on top of the forces required to move the arm to the target. In contrast, 
when reaching in anti-phase, subjects could exploit the inertial forces and 
have their arm passively moved between the targets. As predicted by our 
model, the latter is the energetically and kinematic more efficient solution, 
but not what we found. 
 Previous studies using reach adaptation in static environments have 
also shown that energy is not always the most important factor that drives 
the movement (Thoroughman et al. 2007; Balasubramanian et al. 2009; 
Kistemaker et al. 2010, 2014). Kistemaker and co-workers (Kistemaker et 
al. 2010, 2014) showed that subjects, after they successfully learnt to reach 
through a force field along an energetic optimal path, do not choose this 
path in trials where they were free to choose how to move through the force 
field. The authors argue that the brain first solves kinematic redundancy 
and subsequently solves muscle redundancy by minimizing the energetic 
costs for the chosen trajectory.  Applying this notion to the present findings, 
it could still be the case that energy is minimized, but only in a later stage 
and hence not the dominant factor that determines the phase relationship 
in continuous arm –trunk coordination. 
 The endpoint variance model could also not predict our experimental 
results. The model showed similar phase tuning as the energy model did. 
This suggests that there is another, maybe additional, cost that is minimized. 
A possible candidate cost might relate to the stability of the movement. 
Note, we mean the stability of a mechanical system, here the arm, not the 
stability of a phase relationship. It has been shown that subjects increase 
the impedance of the limb in response to instability (Franklin et al. 2004; 
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Balasubramanian et al. 2009; Selen et al. 2009). Impedance control offers 
more stability, but at the cost of higher energy consumption due to muscular 
co-contraction. Changes in impedance have been shown to suppress 
the effects of variability in the muscular forces on the kinematics of the 
movement (Selen et al. 2005, 2009).  The higher muscular forces, and the 
accompanied increase in impedance, needed to move the arm in-phase 
with the whole body motion may therefore be beneficial to the accuracy of 
the movement endpoints. Alternatively, subjects could have chosen to move 
in anti-phase, but in that case they would have needed to co-contract their 
muscles to increase the impedance and reduce their kinematic variability. 
However, this would also have diminished the passive movement of the limb 
due to the inertial forces and additional active torques would be required. 
So, following this reasoning, it might actually be that the anti-phase pattern 
is the energetically more demanding solution. For the orthogonal condition 
this trade-off between energy consumption and control of stability is less 
pronounced, as the magnitude of the inertial forces in both in-phase and 
anti-phase are very similar. For future work on this topic, EMG should be 
measured to monitor impedance control. 
 Furthermore, it has been shown, based on the variability of 
acceleration, that noise levels differ between concentric and eccentric 
contractions of muscle (Christou et al. 2003; Duchateau and Enoka 2008). 
Concentric muscle contractions cost more energy than eccentric contractions, 
but seem to be accompanied by smaller fluctuations of acceleration. Could 
this difference in noise levels explain, perhaps partly, the preference for in-
phase reaching in the parallel condition? In-phase reaches parallel to the 
body motion predominantly involve concentric contractions as the external 
torques are opposite the arm motion. In contrast, anti-phase reaches involve 
eccentric contractions as the external torques are in the same direction as 
the arm motion. Given the difference in variability associated with eccentric 
and concentric contractions, the optimal solution to the minimum variance 
problem may yield the in-phase coordination pattern. 
PHASE RELATIONSHIPS IN ARM-TRUNK COORDINATION
48
 We would like to point out that it is entirely plausible that our 
results are not necessarily best interpreted in terms of a cost function. The 
observed coordination behavior could also be driven by neural constraints. 
For example, gaze has been shown to influence hand movements, as if 
the hand is anchored to gaze (Neggers and Bekkering 1999, 2000). If the 
eyes prefer an in-phase pattern when looking to the targets, for example 
because of vestibular influences on eye movements, the hand might be 
pushed into the same coordination pattern. Because we did not measure 
eye-movements, we could not address this hypothesis. 
 The existence of a preferred phase relationship has been 
described extensively for all kinds of rhythmic behavior, including interlimb 
coordination(Kelso 1984; Swinnen et al. 1995; Ridderikhoff et al. 2005, 
2006),  between locomotion and respiration (Daffertshofer et al. 2004) 
and in juggling tasks (Schaal et al. 1996).  Typically the preferred phase 
relationship, i.e. phase-locking, is thought to reflect the emergence of a 
stable dynamical system,  in which the existing task dynamics (both in terms 
of biomechanical and neuronal constraints and dynamics) are exploited 
rather than cancelled out (Schaal et al. 1996; Sternad et al. 2000) . It 
remains elusive which biomechanical and neuronal constraints lead to the 
emergence of this pattern.  
 In conclusion, our study suggests that the brain compensates for 
the inertial forces when coordinating reach behavior and cyclic body motion. 
While the neural solution  of this coordination is still unclear, predictive and 
impedance control processes could be considered important mechanisms 
to study in future work. 
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CHAPTER 3
DECISIONS IN MOTION: PASSIVE BODY 
ACCELERATION MODULATES HAND CHOICE
Adapted from: 
Romy S. Bakker, Roel H.A. Weijer, Robert J. van Beers, Luc P.J. Selen, 
W. Pieter Medendorp (2017). Decisions in motion: passive body acceleration 
modulates hand choice, Journal of Neurophysiology, 117: 2250-2261
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Abstract
In everyday life, we frequently have to decide which hand to use for a certain 
action. It has been suggested that for this decision the brain calculates 
expected costs based on action values, such as expected biomechanical 
costs, expected success rate, handedness and skillfulness. While these 
conclusions were based on experiments in stationary subjects, we often act 
while the body is in motion. We investigated how hand choice is affected 
by passive body motion, which directly affects the biomechanical costs of 
the arm movement due to its inertia. Using a linear motion platform, twelve 
right-handed subjects were sinusoidally translated (0.625 Hz and 0.5 Hz). 
At eight possible motion phases, they had to reach using either their left 
or right hand to a target presented at one of eleven possible locations. We 
predicted hand choice by calculating the expected biomechanical costs 
under different assumptions about the future acceleration involved in 
these computations, being the forthcoming acceleration during the reach, 
the instantaneous acceleration at target onset or zero acceleration as if 
the body is stationary. While hand choice was generally biased to using the 
dominant hand, it also modulated sinusoidally with the motion, with the 
amplitude of the bias depending on the motion’s peak acceleration. The 
phase of hand choice modulation was consistent with the cost model that 
took the instantaneous acceleration signal at target onset. This suggests 
that the brain relies on the bottom-up acceleration signals, and not on 
predictions about future accelerations, when deciding on hand choice 
during passive whole-body motion. 
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3.1 Introduction 
To reach for an object, the brain needs to decide on a movement plan 
(Shadmehr et al., 2016), part of which may involve which hand to use 
(Beurze et al. 2007; Schweighofer et al. 2015). Hand choice is known to be 
affected by a number of factors, including the relative position of each hand 
to the object (Oliveira et al. 2010; Coelho et al. 2013; Przybyla et al. 2013), 
biomechanical costs (Schweighofer et al. 2015), recent choice success 
(Stoloff et al. 2011), handedness (Bryden et al. 2000; Gabbard et al. 2003; 
Scharoun et al. 2016) and skill demands of a task (Mamolo et al. 2006). 
 In the deliberations preceding hand choice, the brain may assign a 
value (the “action value”), or cost, to each of the above factors and compare 
their summed value between the two hands. Recently, Schweighofer et al. 
(2015) quantified the relative contribution of a number of these factors, 
including expected biomechanical costs, expected task success, and overall 
handedness, on the hand choices for reaches to different targets. Their 
model attributes the behavioral observation that subjects choose their 
hand ipsilateral to a target to the associated biomechanical costs. Their 
model also accounts for the observation that subjects bias their choice to 
the hand that is more successful, typically the dominant hand.
 Can this model, based on effector-specific costs, also explain hand 
selection in more complex real-life conditions, when the body is in motion? 
While some effector-specific action values remain unchanged during body 
motion, such as handedness, the biomechanical costs depend on the 
inertial forces imposed by body motion and will change when the body is 
undergoing acceleration. 
 Several studies have shown that the brain anticipates Coriolis 
torques on the limb that are generated during active torso rotation (Sainburg 
et al. 1999; Pigeon et al. 2013) and adapts reaches while on a rotating or 
translating platform (Lackner and Dizio 1994; Sarwary et al. 2013). However, 
it is unclear if, and how, the brain anticipates biomechanical costs in the 
deciding which hand to use when one is reaching for a target during passive 
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whole body translations. Heuristically, we can derive various hypotheses of 
how acceleration signals, as detected by the vestibular system, could affect 
the decision of hand choice. 
 Ideally, the brain has an internal representation of the forthcoming 
accelerations based on current vestibular inputs and prior exposure to the 
stimulus, in addition to an internal model of the body dynamics (Prsa et 
al. 2015). On the basis of this internal model of task dynamics the brain 
then calculates the future biomechanical costs of the individual hands’ 
movements before deciding between them. We will refer to this as the 
forthcoming acceleration hypothesis. 
 A second possibility is that the brain processes vestibular inputs 
in a bottom-up manner, using the instantaneous acceleration signal at 
the moment of target onset, and assumes the acceleration to remain 
constant. On the basis of this constant acceleration, the brain computes 
the biomechanical cost that underlies the deliberation of hand choice. 
We will refer to this possibility as the constant acceleration hypothesis. 
Motivation for this hypothesis comes from our recent work showing that the 
instantaneous acceleration caused by passive body motion affects target 
selection for saccadic eye movements (Rincon-Gonzalez et al. 2016). More 
specifically, we showed that the selection bias relates to the magnitude 
of the acceleration signal at the onset of the potential target and not the 
acceleration signal at the onset of the saccade. 
 These results on target selection for saccades also prompt the 
formulation of a third hypothesis for hand selection. It may be that the 
cost computations based on presumed, future accelerations are too 
complicated to be carried out on the short time scale required in self- 
motion, and therefore the acceleration is completely ignored and thus will 
not affect hand choice for a given target. We refer to this suggestion as the 
zero acceleration hypothesis. 
 In the present study, we quantified the effect of passive whole-
body sinusoidal translation on the decision of hand choice in a unimanual 
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reaching task. Subjects had to select either their left or right hand to reach 
to a single target, presented at different locations relative to the body 
and at different phases of the body motion. In addition, we modeled the 
hand choice predictions for the three outlined hypotheses and compared 
their predictions to the behavioral observations. The model that involves 
a constant acceleration, i.e. the acceleration at target onset, into the 
biomechanical cost calculation best reflected the behavioral results. 
3.2 Materials & methods
Participants
Twelve subjects (6 female, aged 22-32 yr), with normal or corrected-to-
normal vision and no known motor deficits participated in the experiment. 
The Edinburg Handedness Inventory (Oldfield 1971) showed that all 
subjects were right-handed (mean laterality quotient: 85 , SD: 16). Subjects 
gave their written informed consent prior to the experiment. The study 
was approved by the ethics committee of the faculty of social sciences of 
Radboud University Nijmegen, The Netherlands. 
Setup
Subjects were translated with the use of a linear sled. The sled, powered 
by a linear motor (TB15N, Technotion, Almelo, The Netherlands), was 
controlled by a Kollmorgen S700 drive (Danaher Washington, DC). Subjects 
were seated with their interaural axis aligned with the direction of the sled 
motion. They were restrained by a five-point seat belt and their head was 
fixed with an ear-fixed mold. The subject could immediately stop the sled 
using emergency buttons on either side of the chair. During the experiment, 
the sled moved sinusoidally either with an amplitude of 0.15 m and a period 
of 1.6 s, resulting in a peak velocity of 0.59 m/s and peak acceleration of 
2.3 m/s², or with an amplitude of 0.25 m and a period of 2.0 s, yielding 0.79 
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m/s and 2.5 m/s² peak velocity and acceleration, respectively. We refer to 
these profiles as low acceleration (2.3 m/s²) and high acceleration (2.5 m/
s²) motion profiles. Note that although the difference in peak acceleration is 
small, the average “power” of these motion profiles differed by a factor ~3 
due to the additional difference in amplitude. 
 Stimuli were presented on a 27” touch screen (ProLite Iiyama, Iiyama 
Corporation, Tokyo, Japan) that was mounted on the sled, i.e. body-fixed, in 
front of the subjects at the level of their thoracic diaphragm. The experiment 
was performed in a dimly lit room, induced by the back light of the touch 
screen. The touch screen had full HD 1080p resolution (1920x1080). Two 
start positions and 11 target positions were presented as discs of 3.5 cm 
diameter. Start positions were at a distance of 30 cm from the subject’s 
sternum and 9 cm on either side of the body midline (Figure 3.1A). Targets 
were defined at 30 cm distance from the point midway between two start 
locations, at 11 different directions: -40°, -20°, -15°, -10°, -5° 0°, 5°, 
10°, 15°, 20°, 40°.  A fixation dot with a diameter of 2.5 cm was also 
presented in front of the body midline, 12 cm in front of the two starting 
positions. The position of the sled and the positions of the tips of the left 
and right index finger were recorded at 500 Hz using an Optotrak Certus 
system (NDI, Northern Digital Instruments, Waterloo, Canada). The exact 
phase of the sled motion at the time of target presentation was determined 
using a photo diode in combination with the Optotrak data. The experiment 
and sled were controlled using custom-written software in Python. 
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Figure 3.1 Experimental setup and paradigm. A. Schematic overview of the setup (not to 
scale). Subjects were seated on a linear sled, and made unimanual reaches towards targets 
presented on a sled-mounted touchscreen. B. Targets were prompted at 8 different phases 
of the sinusoidal sled motion, indicated by the black solid circles in the acceleration-velocity 
phase plot. 
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Experimental paradigm
Subjects performed a hand-selection reaching task while their whole body 
was in sinusoidal motion, with either the low or high acceleration profile. 
Before the start of a trial, subjects had to place the tips of the index fingers 
of their left and right hand at the start positions. Once the touch screen 
detected the fingers on the start positions, the color of the start positions 
changed from green to yellow. A trial started with the presentation of 1 of 
the 11 possible targets at 1 of 8 different phases of the motion (from 0 to 
360º in steps of 45º, see Figure 3.1B). Subjects had to reach as fast and 
accurate as possible with either their left or right hand to this target, which 
disappeared when it was touched, and then return to the start position. 
If subjects missed the target they had to make a corrective movement to 
reach the target to continue to the next trial. In 9% of the trials, two targets 
were presented, which required reaches of both hands. These catch trials 
were introduced to prevent that subjects selected a hand prior to target 
onset. 
 Subjects performed four sessions on separate days, the high 
acceleration on 2 days, and the low acceleration on the other 2 days. 
Each session consisted of 4 identical blocks interspersed by small breaks 
every 176 trials (excl. ~16 catch trials), during which the sled stood still. A 
session lasted ~45 minutes with a total of 704 trials (excl. ~63 catch trials) 
per session. In each session, there were 16 repetitions of each target (11 
targets) and phase (4 phases) combination. On one day of each acceleration 
profile, targets were presented at the motion reversals (phases 90º and 
270º), when the sled was at maximum acceleration and had zero velocity, 
and at the center of the motion sinusoid (phases 0º and 180º), when the 
sled was at maximum velocity and had zero acceleration. On the other day 
of each motion profile, these phase angles were shifted by 45º, so that 
targets were prompted at phases 45º, 135º, 225º and 315º. Note, however, 
that because of to the screen latency, targets appeared ~100 ms (derived 
from the photodiode data), after the sled moved through the desired phase 
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angle, yielding an additional phase shift of 22.5º and 18º for the low and 
high acceleration motion, respectively. Subsequent trials were tested 11/4 
motion cycle apart, i.e. probing the phase that was shifted 90º forward 
compared to the previous trial. The order of the sessions, i.e. the phases of 
target onset, and the order of the motion profiles (low acceleration and high 
acceleration) were counterbalanced across subjects.  
Model of hand choice
We simulated the three hypotheses outlined in the Introduction to set up 
predictions that guide the interpretation of hand choice at the various 
phases of passive sinusoidal body translation in our experiment. We 
followed the approach of Schweighofer et al. (2015), who modeled hand 
choice in body-stationary conditions based on a combination of expected 
biomechanical costs, expected task success, handedness and the history 
of hand choice. In our modeling approach, we included only expected 
biomechanical costs because that is the only factor that is directly affected 
by the passive acceleration. To compute the expected biomechanical 
costs the brain not only needs to have an accurate internal model of limb 
biomechanics, but also needs to make assumptions about the upcoming 
whole-body accelerations. According to the forthcoming acceleration 
hypothesis, the brain will accurately anticipate on forthcoming sinusoidal 
acceleration signals and calculates the future biomechanical costs of both 
hand movements, before deciding which hand to use. According to the 
constant acceleration hypothesis, the brain will use the acceleration signal 
at target onset in the cost computation underlying the decision of hand 
choice and assumes acceleration will remain constant during the response. 
According to the zero acceleration hypothesis, the brain will not incorporate 
the body acceleration signals at all in the computation of biomechanical 
cost and the decision of hand choice, but decides as if the body is stationary. 
This hypothesis predicts that hand choice does not depend on the phase of 
the motion. 
VESTIBULAR MODULATION OF HAND CHOICE
60
Biomechanical cost estimation. We computed the biomechanical costs 
for the forthcoming-, constant- and zero-acceleration hypotheses based 
on a planar two-link arm model (for details see Bakker et al., 2015). We 
imposed the assumed acceleration profiles on the shoulders of the arm 
model to compute the required shoulder and elbow torques to follow a 
minimum-jerk trajectory (Flash and Hogan 1985) from the start to the target 
position in body-centered coordinates. The inverse dynamics calculations 
were performed using the method developed by Casius et al. (2004). For 
the forthcoming acceleration hypothesis, the shoulder acceleration profile 
follows the actual acceleration of the sled motion, taking the reaction time 
and movement time of the reaching movement into account, whereas for 
the constant acceleration hypothesis the torques were computed on the 
basis of acceleration of the shoulder at the moment of target onset. Finally, 
for the zero-acceleration hypothesis the torques were computed for a world-
stationary shoulder position. Following Schweighofer et al. (2015), we then 
applied the linear muscle model used by van Beers et al. (2004) to compute 
the motor commands necessary to generate these torques. We did this for 
each hand, for movements to each of the 11 targets for all 8 phase angles 
at which targets were presented. For the above computations, we assumed, 
based on the data, a reaction time (RT, the time between target onset and 
movement onset) of 300 ms, and a movement time (MT) of 400 ms. For our 
final biomechanical cost estimate we squared the motor commands and 
summed them over time and over the two joints. The parameters for the 
two-link arm model are given in Table 3.1. 
 Note that we computed biomechanical cost in exactly the same 
way as Schweighofer et al. (2015), but applied it to self-motion conditions, 
under which the torques and motor commands are different than during the 
stationary situation considered by Schweighofer and colleagues. Since the 
imposed sinusoidal acceleration varies over time, its effects on the torques 
and motor commands vary over time as well. As a result, the expected 
biomechanical cost will depend on the moment of movement initiation and 
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thus on the phase of the sinusoidal motion at which the target appeared for 
both the forthcoming and constant acceleration hypothesis.
Table 3.1 Parameters of two-link model. Damping coefficients were obtained from 
Nakano et al (1999), muscle parameters were taken from van der Helm & Roozendaal 
(2000). All other parameters were taken from Kawato (1995). If necessary, they were 
rescaled according to the arm length used.  
parameter value
length upper link 0.35 m
length lower link 0.45 m
mass of upper link 1.764 kg
mass of lower link 1.818 kg
centre of mass from joint, upper link 0.168 m
centre of mass from joint, lower link 0.193 m
moment of inertia, upper link 0.0394 kg∙m2
moment of inertia, lower link 0.0749 kg∙m2
damping coefficient, upper link 0.8 kg∙m2/s
damping coefficient, lower link 0.8 kg∙m2/s
muscle time constant excitation 0.04 s
muscle time constant activation 0.03 s
Choice model.  The action value in our hand-choice model depends only on 
the expected biomechanical costs. The action value for the right hand, for 
target k and phase φ at which the target appeared, is defined as:
           Vk,φ,right=–Costk,φ,right  (3.1)
 
and a similar definition applies for the left hand. The minus sign reflects the 
fact that higher biomechanical costs should result in lower action values. 
We hypothesized that the arm with the highest action value will be preferred 
to reach for the target. We therefore determined the action value for each 
VESTIBULAR MODULATION OF HAND CHOICE
62
hand, for a given target k and phase φ, and transformed the difference 
between these two into a probability pk,φ,right of choosing the right hand using 
a softmax function (Schweighofer et al. 2015):
   pk,φ,right= 1+e–β(Vk,φ,right–Vk,φ,left)
1   (3.2)
where β is a parameter that determines how sharp the transition between 
favoring the left or the right hand is around the point when their action 
values are equal. We set β to 0.1, but the model predictions hardly change 
if other positive values are used. The probability for using the left hand is 
by definition:
           pk,φ,left=1–pk,φ,right   (3.3)
Figure 3.2 shows the predicted hand choice patterns based on these three 
hypotheses, separately for the two motion profiles (left vs right panel). The 
Balanced Target Angle (BTA), i.e. the target direction for which both hands 
are chosen equally often, is plotted as a function of the phase at which the 
target appeared. The grey curves show the predicted choice pattern when 
the choice is based on the upcoming acceleration, taking reaction time and 
movement duration into account (forthcoming acceleration hypothesis). The 
black curves show the predictions when the body acceleration, as sensed 
at target onset, is assumed to remain constant in the cost calculations 
underlying hand choice (constant acceleration hypothesis). Both models 
predict a sinusoidal modulation of hand choice with sled phase, but they 
are shifted relative to one another in phase by almost 180°. The differences 
between the two motion profiles are relatively small. Finally, the dashed 
lines show the model predictions of hand choice for the zero acceleration 
hypothesis, demonstrating a constant BTA across the different phases of 
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the sled motion. Note that all curves were given a vertical offset of about 
-6 and -7 degrees to reflect that our subjects had such offsets (that is, they 
had a general preference to choose the right hand).
Figure 3.2 Choice model predictions. Balanced Target Angle (BTA) as a function of 
the phase of the sled motion at target onset. Forthcoming acceleration hypothesis (grey), 
constant acceleration (black), zero acceleration (dashed). A. low acceleration motion. B. 
high acceleration motion. All curves were given a vertical offset to reflect the observed offset 
of the subjects.  
To understand why the predictions of the forthcoming- and constant-
acceleration hypotheses differ so much, consider the situation that the 
central target appears when the sled is in its rightmost position (phase of 
90°) of the acceleration motion (Figure 3.3, A and B). At this moment, the sled 
acceleration is leftward and has its peak value. As a result of this acceleration, 
the arms experience an inertial force to the right. According to the constant-
acceleration hypothesis, the sled acceleration is assumed constant in the 
biomechanical cost predictions, so that the arms experience an inertial force 
to the right throughout the entire reaching movement (Figure 3.3C). This 
force supports the initial part of a left-hand reach (because that hand should 
be moved forward and to the right), whereas it opposes the initial part of a 
right-hand reach. However, toward the end of the reaches, the hands must 
decelerate to come to a rest on the target. As a result, the shoulder torques 
for the left hand should be directed counterclockwise and for the right hand 
clockwise (Figure 3.3E). In other words, for the last part of the reaching
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Figure 3.3 Overview of the putative inertial forces on the arms, the body acceleration 
and the torques during the experiment. A. At target onset, constant acceleration. B. At 
target onset, forthcoming acceleration. C. At reach onset, constant acceleration. D.  At 
reach onset, forthcoming acceleration. E. End of reach movement, constant acceleration. 
F. End of reach movement, forthcoming acceleration. Thick black arrows indicate assumed 
direction of body acceleration, thin black arrows indicate assumed inertial forces on the 
arms, grey arrows indicate net torques required to start the reach movement, and end the 
reach movement. In some cases, the inertial forces will reduce the required active torques 
and in other cases they will increase the required active torque.   
movements, the assumed sled acceleration supports the right-hand 
response whereas it opposes that of the left hand. Since the hands move 
also away from the subject, the moment arms of the torques are longer 
at the final than at the initial part of the movement. As a result, the net 
effect of the sled acceleration on the reaching movements is dominated 
by the effect during the deceleration phase of the reaches. The assumed 
inertial force opposes the deceleration torque around the shoulder for the 
left-hand response while it supports the deceleration phase of the right-
hand response. So, in this situation, the right hand has the lowest cost and 
is preferred, as shown in Figure 3.2 (note that a negative BTA indicates 
that the direction at which both hands are chosen equally often is shifted 
towards leftward targets, which corresponds to an increased preference for 
right-hand choices). 
 Now consider the forthcoming acceleration hypothesis, again for 
the central target appearing at a phase of 90° of the acceleration motion 
(Figure 3.3B). This model takes the actual sled acceleration into account, so 
we must take the reaction time (300 ms) and movement time (400 ms) into 
account. The initial part of the reaching movement then takes place when 
the sled is near its central position and its acceleration is small (Figure 3.3D). 
As a result, there is little effect of the sled motion on the initial part of the 
reaching movements. The final phase of the reaches, however, occurs when 
the sled approaches its leftmost position, and acceleration is directed to 
the right (Figure 3.3F). As a result, the arms will experience an inertial force 
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to the left (Figure 3.3F). This supports the deceleration torque around the 
shoulder for the left-hand response while it opposes the deceleration phase 
of the right-hand response. Overall, the left-hand response is supported by 
the inertial forces caused by the sled acceleration in this situation, leading 
to the positive BTA in Figure 3.2. A similar reasoning can be made for other 
phases of target onset. This leads to a phase difference of about 180° 
between the sinusoidal modulation predicted by these two hypotheses 
because the sled has moved almost half a period between target onset 
(considered by the constant acceleration hypothesis) and the final phase 
of the response movement (considered by the forthcoming acceleration 
hypothesis).
Data analysis
Offline data analyses were performed in MATLAB 2015b (Mathworks). 
Choice data was based on the touch screen measurements. We determined 
hand choice as the hand that was the first hand that departed from the 
touchscreen, i.e. left the start position to reach for the target. Hand choice 
preferences were quantified as the proportion of choosing the right hand 
for each target direction. We summarized the psychometric data by fitting 
a cumulative Gaussian distribution using a maximum likelihood approach 
(Wichmann and Hill 2001):
        P(x)=λ+(1-2λ) 1 e–(y–μ)2/2σ2dy   (3.4)
in which x represents the target direction. The mean of the curve, µ, 
represents the BTA, where a negative BTA indicates a shift towards more 
right-hand than left-hand choices. Parameter σ is the standard deviation of 
the Gaussian, and λ represents the lapse rate, accounting for errors caused 
by subject lapses or mistakes and was restricted to small values (λ < 0.1). 
We first determined the psychometric functions for each phase of the motion 
and each motion profile, with each psychometric curve characterized by its 
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own µ, σ, and λ, amounting to 24 parameters to describe the whole dataset 
of one subject. 
 The forthcoming and constant acceleration hypotheses predict 
that the BTA varies approximately sinusoidally, but with different phase 
relationships relative to the whole-body motion (Figure 3.2). To examine 
whether there is a sinusoidal modulation of the BTA, and if so to also 
determine the phase relationship, we fitted per subject a single psychometric 
model to all psychometric data (all 8 phases together) of a single motion 
profile, and assumed for µ:
      BTA(phase)=A sin(phase–phase0)+B  (3.5)
We further assumed a fixed σ (reflecting variability in choice behavior) and 
λ (lapse rate) for the eight phases. In this model, B represents the offset, 
i.e. handedness, and A the amplitude of the sinusoidal BTA modulation. 
Phase0 indicates the phase of the BTA modulation with respect to the 
phase of the sled motion (see Figure 3.1B), i.e. the phase shift, for which the 
two hypotheses make different predictions. Hence, this model had 5 free 
parameters to characterize the psychometric data for one motion profile. 
 The zero acceleration hypothesis predicts a constant, i.e. phase-
independent, choice bias. We operationalized this hypothesis by fitting a 
psychometric model that assumed for µ: 
         BTA(phase)=constant  (3.6)
and a fixed σ and  λ for the eight phases. This model contains only three 
parameters to describe the choice data. 
 We compared these models using the Akaike Information Criterion 
(AIC, Burnham & Anderson, 2002), 
            AIC=–2 logL+2k   (3.7)
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where L represents the total likelihood of the data given the model, and k is 
the number of free parameters. The likelihood was taken as the sum of the 
likelihood values for the eight psychometric curves whose µ’s were derived 
from the sinusoidal or the constant model. AIC provided us an estimate of 
model quality based on both its goodness of fit and complexity. In addition 
to the model comparisons, we performed paired sample t-tests to test if 
the estimated parameters of the sinusoidal fits differed between the two 
motion profiles. 
 To test whether hand choice is the outcome of a competition 
between hands, we examined the reaction times based on the kinematics 
of the index fingers recorded using Optotrak. Missing Optotrak data were 
first reconstructed using spline interpolation using the function interp1 in 
MATLAB. Only data with a maximum up to 10% missing frames in the first 
500 ms of a trial were included for further analyses. In total, 5.4% (SD 5.7%) 
of the trials were excluded for further analyses, due to this restriction. Of 
the remaining trials, the position data were low-pass filtered using a fifth 
order, bi-directional Butterworth filter with a cutoff frequency of 10 Hz. Data 
were converted into a body-centered reference frame by subtracting the 
position of the sled, provided by another Optotrak marker. Reaction times 
were then calculated based on the velocity signals taken from the filtered 
position data, defined as the first point after target onset at which the hand 
speed exceeded 7.5 cm/s. Reaction times below 200 ms and above 500 
ms were excluded from further analyses (4.4% (SD 4.3%) of the trials). 
 We examined how reaction time depended on target direction, 
comparing reaches to targets around the BTA, for which competition of 
hand choice is supposed to be strongest, and reaches to peripheral targets. 
The targets around the BTA were taken as the two targets closest to the 
subject’s mean BTA value, whereas the RT for the single leftmost and 
rightmost peripheral targets were taken as a proxy for the least competitive 
situation. To test for reaction time differences, we performed a 3-factor 
ANOVA, with the factors hand (left or right), direction (BTA or periphery) and 
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condition (low acceleration or high acceleration). Furthermore, we examined 
if reaction times depended on the phase where the target was presented. 
To this end, we performed another 3-factor ANOVA, with the factors hand 
(left or right), phase (8 different phases) and condition (low acceleration or 
high acceleration). 
3.3 Results
We examined the effect of passively-induced sinusoidal body translations 
on hand choice in a unimanual reaching task. At different phases of the 
body motion, participants had to select either their left or right hand to 
reach to a target, presented from a set of 11 possible directions. The BTA 
was defined as the target angle for which the subject selected both hands 
equally often. We measured how the BTA varies as a function of the phase of 
two sinusoidal motion profiles that differed in their frequency and amplitude 
(low versus high acceleration motion). 
Choice bias modulates with body motion
Figure 3.4 shows the hand choice data from a representative subject, 
separately for the eight different phases, for low (left panels) and high 
acceleration motion (right panels). Each panel shows the proportion 
right hand choices (circles), and the separately fitted psychometric curve 
as a function of target angle. For the peripheral targets, the choice was 
consistently to the ipsilateral hand (i.e. the right hand if the target was at 
20º, the left hand if the target was at -20º). This was also true for the -40º 
and the 40º target, but for clarity these were omitted from the psychometric 
plots. 
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Figure 3.4 Psychometric curves representing hand choice of a representative 
subject during 8 possible phases of the motion. Left. low acceleration motion. Right. high 
acceleration motion.  BTA is indicated as a vertical line for each phase. The curves overlaying 
the panels show the best-fit curves for this subject. 
 The psychometric fits provide an estimate of the BTA, the target 
angle for which the subject chose the left and right hand equally often, 
which is indicated by the thin vertical line in each panel. If the BTA is shifted 
to the left, subjects selected the right hand more often; if the BTA is shifted 
to the right, it means choosing the left hand more often. In this subject, 
the BTA was generally negative for the various phases, suggesting that this 
subject chose the right hand more often than the left hand. In addition to 
this negative bias, the BTA changed consistently with phase, for both the 
low and high acceleration motion. For phase angles around 112.5º, when 
the body accelerated to the left, the highly negative BTA suggests a strong 
bias for right hand choices, while for phases around 292.5º, when the body 
accelerated to the right, the positive BTA suggests that choice was biased 
to the left hand. The modulation of the hand choice bias is more prominent 
for the high than low acceleration motion. 
 We examined if the σ’s of the psychometric curves differed over the 
eight phases for all subjects. A repeated measures ANOVA showed that σ 
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did not differ between phases, both in the low acceleration condition (F(3.2, 
35.6) = 0.64, p = 0.60) and in the high acceleration condition (F(3.8, 14.4) 
= 1.4, p = 0.24), suggesting that the variability of choice behavior did not 
depend on the phase of the motion. 
 Figure 3.5, A and B, replots the BTA’s of the same subject, but now 
with phase on the abscissa. Figure 3.5, C and D, shows the mean BTA’s 
(± SE) across all subjects, in the same format. Overall, subjects showed a 
negative bias, which means that the right hand was generally chosen more 
often than the left hand. We also tested the consistency of this effect over 
the course of the experiment, for example, because subjects had to learn 
how to deal with the inertial forces. To this end, we split the hand choices 
into the first and second half of the trials and fitted psychometric functions 
to these sets separately. We did not find significant differences between the 
fit parameters based on the first and second half of the trials (all p>0.13), 
which indicates that there was no observable learning effect in our task.
 As figure 3.5 shows, the choice bias seems to vary consistently 
with phase, following a sinusoidal modulation. We tested whether the 
µ’s, as determined by independent psychometric fits, are indeed more 
parsimoniously described by a sinusoidal relationship with phase (µ = A 
sin(phase-phase0) + B) than by a phase-independent relationship (µ = 
constant). Given the earlier reported lack of systematic modulation of σ with 
phase, we also assumed σ constant across the phases for the sinusoidal fits. 
To account for the difference in degrees of freedom of the two descriptions, 
we used the Akaike Information Criterion (AIC) in the model comparison. 
We found lower AIC values, (indicating a better model) for the psychometric 
model that enforced a sinusoidal relation between µ and phase (mean AIC 
= 1322.2) than for the model that assumes a constant µ across phase 
(mean AIC = 1454.7). This sinusoidal modulation of the BTA suggests 
that of our three hypotheses, i.e. the forthcoming, the constant, and the 
zero acceleration hypothesis, the latter can be rejected since it predicts 
a constant BTA across the different phases of the body motion. The best-
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fit curves (red and green solid lines) of the sinusoidal account overlay the 
panels in Figure 3.4. These best-fit curves are also plotted in Figure 3.5 A 
and B. Across subjects, the mean best-fit curve (the average of the individual 
subjects’ fits) are superimposed on the mean subjects’ data in Figure 3.5 C 
and D, showing that they nicely capture the observed sinusoidal modulation 
of the BTA with phase. Table 3.2 summarizes the best-fit parameter values 
of this sinusoidal account (A, B, phase0, σ, λ), separately for the two motion 
profiles. 
 
Figure 3.5. BTA as a function of phase. A, B.  Representative subject, same as in Figure 
3.4. Green: low acceleration motion, red: high acceleration motion. Model predictions, 
indicated by grey: forthcoming acceleration hypothesis, black: constant acceleration 
hypothesis, dashed line: zero acceleration hypothesis. All curves were given a vertical offset 
to reflect the offset of this subject. C, D. Mean sinusoidal fits of BTA. Data points indicate 
the mean BTA’s of the individual psychometric fits, accompanied by mean standard error 
bars. Green: low acceleration phase, red: high acceleration phase. Shaded area indicates 
the standard error of the mean sinusoidal fits.
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 The amplitude of the sinusoidal modulation is characterized by 
fit parameter A, which is significantly greater for the high than the low 
acceleration motion (t(11) = 3.5, p < 0.01).This suggests that with larger 
accelerations of the body, which are accompanied by a higher power of 
the sinusoid, there are larger shifts in the choice bias across phase. As 
further illustrated by Figure 3.5, the data show a negative offset (meaning 
more right hand choices for left targets). The sinusoidal fits capture this 
by parameter B, which did not differ between the two acceleration profiles 
(t(11) = 0.96, p = 0.36). This corroborates the notion that handedness does 
not change between the two motion profiles. 
 Parameter σ captures the variability in the choice responses, which 
was about 7.5º, i.e. slightly more than the distance between two targets. This 
value did not differ significantly between the two motion profiles (t(11) = 1.05, 
p = 0.32), suggesting that choice variability did not significantly differ between 
the two motion profiles. Parameter λ, which accounts for subjects’ lapses, had 
only a small value in both motion profiles (mean: 0.012 vs 0.015).  
  Finally, given that the data are best described by a sinusoidal 
relationship with phase, the phase offset can be used to distinguish between 
the two remaining hypotheses (forthcoming vs constant acceleration). The 
fitted phase offsets were 196º (SD = 17º) and 218º (SD = 32º) for the low 
and high acceleration motion, respectively. This difference was statistically 
significant (t(11) = 2.6, p < 0.05). 
 The phase offset following from the predictions of the forthcoming 
acceleration hypothesis (36º for low acceleration and 64º for high 
acceleration) deviated substantially from these values. In contrast, the phase 
offsets according to the constant acceleration predictions are much closer to 
the experimentally observed ones, being 183º for both motion profiles. This 
is graphically shown in Figure 3.5A, B, demonstrating that simulations based 
on the constant acceleration hypothesis (black line) were most in line with the 
observed results, even though it did not completely account for the differences 
in the BTA amplitude observed between the low and high acceleration profile. 
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 Figure 3.6 depicts the observed choice bias versus the predicted 
choice bias based on the constant acceleration (black dots) and 
forthcoming acceleration (grey dots) hypotheses. Each dot represents one 
phase in one of the motion profiles. The constant acceleration hypothesis 
shows a positive correlation with the choice bias (r = 0.63, p < 0.01). The 
forthcoming acceleration profile shows a negative correlation with the 
subjects’ data (r = -0.79, p < 0.0005). This correlation shows again that the 
constant acceleration model provides a better description of the behavioral 
data than the forthcoming acceleration model. 
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Figure 3.6. Correlation between BTA behavioral data and BTA model predictions. 
Grey: forthcoming acceleration, black: constant acceleration. Lines indicate regression lines. 
Reaction times reflect competition between hands
Finally, to provide further evidence that the paradigm evokes a competition 
process in which both hands compete for movement execution, we 
performed a reaction time analysis. In this analysis, we compared reaction 
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times of movements to the two targets closest to subjects’ individual BTA, 
with those to the two targets furthest in the periphery. We reasoned that a 
stronger competition between the two hands arises near the BTA, where 
subjects selected both hands equally often, and thus a longer reaction time 
than for the decision of hand choice with peripheral targets, where there is 
a consistent hand choice. 
 Figure 3.7A supports this notion: reaction times were longer for 
targets around the BTA than in the periphery. A repeated measures ANOVA on 
the RTs pooled across the phases, with independent variables hand choice 
(left, right), target direction (BTA, periphery) and acceleration condition 
(low, high) revealed a main effect of target direction (F(1,11) = 35.4, p < 
0.001), confirming a competition process, and a main effect of acceleration 
condition (F(1,11) = 20.9, p < 0.005), indicating that reaction times are 
longer in the high acceleration condition. There was no main effect of hand 
choice or an interaction effect. 
 Furthermore, we examined the effect of phase on reaction time by 
performing a repeated measures ANOVA, with independent variables hand 
choice (left, right), phase (8 phases) and condition (high or low acceleration 
condition), now with the RTs pooled over all targets. This also showed a main 
effect of condition (F(1,11) = 18.9, p < 0.005), with the low acceleration 
condition having shorter RTs. Moreover, the analysis revealed an interaction 
effect between hand and phase (F(1.8, 19.3) = 10.3, p < 0.005). This is 
illustrated for the two conditions in Figure 3.7B and C. The right hand is 
shown in dark colors; the left hand in light colors. At the phase where 
the reaction time for the right hand is about its lowest value, the reaction 
time for the left hand is at about its highest value for both conditions. This 
suggests that the change in choice bias with phase is also mimicked by a 
change in reaction time between the two hands. 
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Figure 3.7 Mean reaction times accompanied by standard error bars. A. Mean reaction 
times for targets at the BTA and targets in periphery. Data for the low acceleration motion are 
shown in green, and data for the high acceleration motion in red. Light colors indicate the left 
hand, dark colors the right hand. B, C. Mean reaction times of the right and left hand for the 
8 probed phases. Light colors indicate the left hand, dark colors the right hand. B: Data from 
the low acceleration motion. C: Data from the high acceleration motion. 
3.4 Discussion
We examined the effect of passive whole-body sinusoidal translation on 
hand preference in a reaching task in which right-handed participants were 
free to use either their right or left hand. At eight possible phases of the 
whole-body motion, we established a psychometric curve describing hand 
choice as a function of target direction. From these curves, we determined 
the target angle for which the subject selected both hands equally often, 
i.e. the balanced target angle (BTA). Subjects prefer to reach with the hand 
ipsilateral to the target, with an overall preference for reaches with their 
dominant, right hand. Relative to this general handedness preference, the 
choice bias modulated sinusoidally with the phase of the body motion and 
the amplitude of this modulation was larger for the higher acceleration 
motion. 
 To interpret our behavioral findings, we tested three models 
that account for the decision process preceding hand choice by making 
different assumptions about the inclusion of whole-body acceleration in the 
computation of biomechanical costs. These models determined hand choice 
based on the lowest biomechanical costs, but differed in their assumptions 
about future body acceleration when performing the cost computations. 
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These models, accounting for hand choice based on biomechanical cost 
functions, cannot be taken to suggest that no other cost functions play a 
role in this form of decision making, such as for example cognitive costs 
(Schütz and Schack 2013).  
 We found that the constant acceleration hypothesis provides the 
best account of our data. This model assumes that the brain takes the 
instantaneous acceleration signal at the moment of target onset and 
assumes it will remain constant over the reach duration to compute expected 
motor costs. This model predicted not only a sinusoidal modulation of hand 
choice, but also had the closest phase relationship with the data. 
The model simulating the forthcoming acceleration hypothesis assumed a 
full and correct prediction of acceleration from the start to the end of the 
upcoming reach, including reaction time. This model showed a sinusoidal 
modulation of hand choice, like the behavioral data, but could not match the 
phase of the experimentally observed modulation, being about 180° out of 
phase. Thus, this model was not able to explain the behavioral data. We 
also tested variations of this model, but none accounted for the behavioral 
choice data (not shown). For example, simulations with different values of 
reaction time and movement time did not provide an adequate account 
of the forthcoming acceleration hypothesis. Adding the return movement 
from the reach endpoint to the start location, and the costs of keeping 
the non-moving hand stable, all based on the forthcoming acceleration 
hypothesis, did not make the model more explanatory. We also calculated 
the biomechanical costs in terms of absolute (Shadmehr et al. 2016) or 
squared torque instead of summed motor command (see Methods), which 
did not make the forthcoming acceleration hypothesis more valid. Also, 
adding an effect of history of hand choice, as proposed in the original model 
of Schweighofer et al. (2015), or taking the slight curvature of the finger 
trajectories into account could not account for the behaviorally observed 
phase dependent hand preferences. Finally, we tested if using minimum 
endpoint variance (Harris and Wolpert 1998) as a cost measure, instead 
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of motor commands, could explain the data. Again, to no avail. Thus, the 
forthcoming acceleration hypothesis, and all variations based on this 
hypothesis, were unable to account for the observed hand choices during 
body accelerations. 
 The third model simulated the zero acceleration hypothesis, 
suggesting no influence of body acceleration and velocity on hand choice. 
This model could not account for the data because it predicts no dependence 
of choice behavior on the phase of the motion, whereas we observed a clear 
sinusoidal modulation.
 Thus, the constant acceleration hypothesis provides the most 
parsimonious account of the data. The idea behind this model is that the 
brain uses the acceleration signal at the onset of target presentation, as if 
it takes a vestibular snapshot, derived from the otolith signal, and assumes 
it to remain constant in the cost computations for hand choice. This notion 
is in line with our previous study (Rincon-Gonzalez et al. 2016), in which we 
found that target choice for saccadic eye movements was affected by the 
magnitude of the acceleration signal at the onset of a potential target, rather 
than at the onset of the saccade. Taking into consideration that the eyes 
are biomechanically hardly affected by accelerations, due to their negligible 
mass, the effect of acceleration may not relate to a motor cost calculation, 
but rather to a reflexive interaction between visual and vestibular signals 
for saccade control. Because motor costs of arm movements are affected 
by body acceleration due to the arm’s inertia, one would expect the brain 
to make predictions about the full acceleration instead of assuming it to be 
constant. Do our results imply that the brain is not able to make predictions 
about future biomechanical costs for arm choice decisions during passive 
translation?
 It has been reported in previous literature that the brain is able to 
take into account biomechanical costs for reach decisions in stationary 
environments (Cos et al. 2011, 2014; Habagishi et al. 2014; Schweighofer 
et al. 2015). In addition, we have shown that subjects are able to learn to 
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compensate for the perturbing forces when reaching while under passive 
whole-body translation (Sarwary et al. 2013). If subjects are able to learn the 
perturbing forces associated with passive translation, why do they not make 
a correct inference about the future motor costs associated with choosing 
the left or right arm to reach for a target, i.e. why do they not follow the 
forthcoming acceleration hypothesis? It is possible that the brain is either 
not able to make correct predictions about upcoming accelerations from a 
repetitive, cyclical, motion or that it is not able to integrate this information 
into its biomechanical cost calculations. The main difference in prediction 
mechanisms between our study and Sarwary et al. (2013) is that in the 
latter subjects intiated the start of the passive motion themselves, while in 
the current experiment the body motion was completely passive. Moreover, 
Sarwary et al. (2013) investigated motor adaptation of one movement 
trajectory for two acceleration profiles that only differed in sign. In the 
current study we examined hand selection for 11 different movement paths, 
each with 8 different acceleration profiles due to the 8 possible phases of 
the passive body motion at target onset. Subjects had no control over which 
target was presented and at what acceleration it was presented when an 
action was required. As a result, it may be that subjects never built a full 
internal representation, i.e. a prior, of the task dynamics and consequently 
behaved biomechanically suboptimal (Beck et al. 2012; Acerbi et al. 2014). 
However, this interpretation does not explain why subjects instead assume 
a constant acceleration to perform a cost calculation that results in a hand 
choice. 
 If the brain has no correct internal model of the task dynamics 
available it will have to rely more on feedback mechanisms than 
feedforward commands to generate successful actions. In the current 
experiment the targets were rather large and time constraints were absent. 
As a consequence, subjects could act appropriately without the need of 
building an accurate internal model of the task dynamics. However, these 
feedback mechanisms do benefit from approximate feedforward control 
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and as an approximation the brain may have decided to base its initial 
action on the instantaneous acceleration and leave the fine tuning to the 
feedback mechanisms. An alternative could be that the brain decides on a 
default strategy when uncertain about future accelerations, i.e. it assumes 
acceleration constant just like the pull of gravity.
 Another option is that the brain cannot incorporate passive whole-
body motion in building an internal model of the correct task dynamics. From 
this perspective, it would be interesting to perform the same experiment in 
the presence of self-generated body motion. For example, when building 
an internal model of self-motion, it has been shown that neurons in the 
vestibular nuclei already distinguish between self-generated and passive 
head motion (Cullen et al. 2011). How this information is further distinguished 
in components of head and body motion is still an open question. It can 
be speculated that in absence of body motion reafference, there is more 
uncertainty about the predicted body motion, making the brain to rely more 
on bottom-up mechanisms in decisions about hand choice.
 Finally, our results demonstrate longer reaction times for reaches 
towards targets around the BTA compared to targets in the periphery, 
suggesting that we have probed a competitive process for hand selection 
(Cisek 2007; Churchland et al. 2008).This difference in reaction time has 
also been found in other hand choice studies (Oliveira et al. 2010; Stoloff et 
al. 2011). Importantly, Oliveira et al (2010) showed that by restricting reaches 
to only one hand, this reaction time difference disappeared, suggesting that 
hand choice is a critical factor for the reaction time differences between the 
target directions. The interaction effect in our data between the changes 
in left and right hand reaction time and phase supports the notion of a 
competitive process, suggesting that the difference in reach reaction 
time between the left and right hand depends on the BTA, i.e. the target 
direction that induces balanced hand choices. We lack an explanation for 
why reaction times were generally longer in the higher acceleration motion 
compared to the lower acceleration condition. It can be speculated that 
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subjects felt less pressed to respond quickly with a longer period time and 
amplitude (2.0 s vs 0.25 m vs 1.6 s and 0.15 m). 
 In conclusion, our study unequivocally shows an influence of passive 
whole-body motion on the decision of hand choice. Our modeling effort 
suggests the involvement of a biomechanical cost calculation underlying 
these choices, based on the acceleration signal at the moment of target 
presentation, presumably transmitted by the vestibular system.
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CHAPTER 4
REFERENCE FRAMES IN THE DECISIONS 
OF HAND CHOICE
Adapted from: 
Romy S. Bakker, Luc P.J. Selen, W. Pieter Medendorp (in press). Reference 
frames in the decisions of hand choice, Journal of Neurophysiology.
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Abstract
For the brain to decide on a reaching movement, it needs to select which 
hand to use. A number of body-centered factors affect this decision, such 
as the anticipated movement costs of each arm, recent choice success, 
handedness, and task demands. While the relative position of each hand 
to the target is also known to be an important spatial factor, it is unclear 
which reference frames coordinate the spatial aspects in the decisions of 
hand choice. Here, we tested the role of gaze- and head-centered reference 
frames in a hand selection task. With their head and gaze oriented in 
different directions, we measured hand choice of nineteen right-handed 
subjects instructed to make uni-manual reaching movements to targets 
at various directions relative to their body. Using an adaptive procedure, 
we determined the target angle that led to equiprobable right/left hand 
choices. When gaze remained fixed relative to the body, this balanced 
target angle shifted systematically with head orientation, and when head 
orientation remained fixed, this choice measure shifted with gaze. These 
results suggest that a mixture of head- and gaze-centered reference frames 
is involved in the spatially-guided decisions of hand choice, perhaps to 
flexibly bind this process to the mechanisms of target selection.
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4.1 Introduction
A long-standing problem in neuroscience is how we select appropriate 
responses in the continuously changing world around us. This problem is 
typically separated in two components: the ‘what-to-do’ and the ‘how-to-act’ 
problem (Goodale and Milner 1992; Wong et al. 2014; Scott 2016). The 
what-to-do problem is associated with evaluating the number of options or 
goals, and the constraints imposed by bottom-up factors, such as sensory 
information and saliency (Bisley and Goldberg 2010), as well as top-down 
influences, such as internal desires or expectations (Haggard 2008; 
Andersen and Cui 2009). The how-to-act problem relates to the specification 
of action parameters, such as the selection of effectors (Beurze et al. 2007; 
Dancause and Schieber 2010; Oliveira et al. 2010; Leoné et al. 2014; 
Schweighofer et al. 2015), the movement trajectory and the muscular 
contractions that generate this trajectory (Todorov 2004; Ting et al. 2012). 
The specification of action parameters is often supposed to be based on the 
costs of the movements (Soechting and Flanders 1992), including the costs 
associated with the contraction of the muscles that actually generate the 
action (Cos et al. 2011; Schweighofer et al. 2015). In this paper, we focus 
on the how-to-act problem in the context of deciding which hand to use to 
reach a goal. 
 In a dynamic environment with varying configurations of the actor 
and targets, the relationship between the choice of action and its outcome 
is not fixed. To describe this relationship, the notion of a spatial reference 
frame is indispensable (Crawford et al. 2004, 2011). For example, a recent 
study tested the reference frames involved in target selection for reaching 
and saccadic eye movements (Scherberger et al. 2003). Monkeys had to 
saccade or reach to one of two stimuli presented in close succession to the 
left and right of a fixation position. The authors probed target preferences 
by manipulating the relative timing of the two stimuli: e.g. rightward 
reaching movements are favored when the rightward stimulus is presented 
earlier. By varying gaze, head, and trunk position, they found that these 
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target preferences are embedded in a mixture of gaze and head-centered 
reference frames, and not a body-centered frame, for both saccade and 
reach targets (see also Horstmann and Hoffmann 2005).  
 If target and hand selection would be part of an integrated 
computation for movement planning (Beurze et al. 2007; Cisek 2007; 
Mcguire and Sabes 2009), one could also predict a role of eye and head-
centered reference frames in hand selection, but this has not been tested. 
Recent work on hand selection has only considered body-fixed, muscle-
based factors, such as handedness (Bryden et al. 2000; Gabbard et al. 
2003) and biomechanical movement costs, which depend on the distance 
of the target relative to the hand (Dancause and Schieber 2010; Oliveira 
et al. 2010; Schweighofer et al. 2015). In the present study, we keep these 
biomechanical factors constant, and test the role of gaze and head-centered 
reference frames in hand selection for reaching movements. 
 We measured hand choices of human subjects instructed to perform 
uni-manual reaching movements toward targets presented at various 
directions relative to their body midline. Using an adaptive procedure, we 
determined the target direction for which subjects selected both hands 
equally often. This balanced target angle (BTA) was taken as a quantitative 
measure of hand preference. By systematically varying gaze direction 
and head orientation, we determined the frame of reference used for this 
decision of hand choice.  
4.2 Materials & Methods
Participants
Nineteen subjects (11 female, aged 19-40 years), with normal or corrected-
to-normal vision and no known motor deficits participated in the experiment. 
All subjects gave their written informed consent prior to the experiment. The 
Edinburg Handedness Inventory (Oldfield 1971) showed that all subjects 
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were right-handed (mean laterality quotient: 89, SD: 15). The study was 
approved by the ethics committee of the faculty of Social Sciences of 
Radboud University Nijmegen, The Netherlands. One subject was excluded 
due to failure to follow task instructions.
Setup
Subjects were seated, viewing a touchscreen, positioned in the horizontal 
plane, at the level of their thoracic diaphragm. Their trunk was restrained by 
a five-point seat belt and their head was kept in a fixed orientation around 
the yaw axis by an ear-fixed mold. A horizontal bar with five lights (red LEDs, 
luminance 1 cd/m2) was positioned 60 cm away from the subject, below 
eye level (Figure 4.1A), and at 13 cm above the far edge of the touchscreen. 
The central LED was aligned to the subject’s mid-sagittal plane. The other 
LEDs had angles of -18°, -9°, +9° and +18° relative to the cyclopean eye 
(Figure 4.1B), and served to direct gaze in the desired direction. In addition, 
these LEDs served as landmarks to orient the head. Subjects wore a head-
mounted laser with which we oriented the head to the desired direction, 
as indicated by the LEDs. The targets for the reaching movement were 
presented in the lower visual field on the touch screen. Subjects’ hands 
never obscured the fixation LEDs. Due to the LEDs and the back light of the 
touch screen, the experimental room was dimly lit.
 The resolution of the 27” touch screen (ProLite Iiyama, Iiyama 
Corporation, Tokyo, Japan) was full HD (1920x1080 pixels). The two starting 
positions (green circles, diameter 3.5 cm) for the left and right index finger 
were presented on the screen at a distance of about 30 cm from the subject’s 
sternum and 9 cm on either side of the body midline. Reach targets were 
presented as yellow circles of 3.5 cm diameter on an imaginary semi-circle 
with a radius of 25 cm and its midpoint between the starting positions. 
Target directions ranged from -60° to 60°, with 0º the forward direction 
from this midpoint (Figure 4.1A). The onset of the target was determined 
using a photo diode and used for offline calculation of reach reaction times. 
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Figure 4.1 Experimental Setup. A. With gaze (dotted line) and head in specific orientations, 
subjects had to make a uni-manual reach from a start position (one for each hand; circles 
indicate where the index fingers are placed) to a target in front of them (potential targets 
appear on an imaginary circle, illustrated by the dashed grey line). B. Gaze directions (top) 
were enforced by a fixation LED and varied from -18° to 18° in steps of 9º. The head was 
restrained using an ear-fixed mold, and adopted an orientation between  -18° and 18° (in 9º 
steps) relative to the body/space.  
 Binocular eye position was recorded at 500 Hz with an eye tracker 
(Eyelink 1000, SR Research). Since the body was stationary during the 
experiment, head-on-body orientation equals head-in-space orientation, and 
is referred to as head orientation for short. The orientation of the eyes within 
the head, as measured by the tracker, in combination with the orientation 
of the head relative to the body, defined the orientation of the eyes on 
body/space (i.e. gaze (G) =eye-in-head (E) + head-on-body (H)). Rightward 
orientations were taken as positive. The experiment was controlled using 
custom-written software in Python. 
Experimental paradigm
The experiment was designed to test the effect of gaze direction and head 
orientation on the decisions of hand choice in reaching to visual targets 
that were presented at various directions (but at the same distance) relative 
to the midpoint of the hands’ starting positions. Prior to a block of trials, 
the subject’s head was oriented in one of the five possible directions (H, 
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Figure 4.1B). At the beginning of a trial, gaze was directed to an LED on the 
horizontal bar above the touchscreen. Subsequently, subjects had to place 
the tips of their index fingers on the respective starting positions, which 
were green circles that turned to yellow once achieved. Next, after a delay of 
1 s, while the subject’s fingers were still on their starting locations, the reach 
target was presented, which subjects had to reach as fast and accurately 
as possible with either their left or right hand. The target disappeared from 
the screen as soon as it was touched, which instructed the subject to bring 
the hand back to the starting position, and the next trial started. If the first 
reach did not end on the target, subjects had to correct their movement 
until the target was touched. 
 Target directions were determined according to an adaptive Psi 
procedure (Kontsevich and Tyler 1999). On the basis of the chosen hand in 
the current trial, the adaptive Psi procedure computes the direction of the 
target to be presented in the next trial, based on maximizing the expected 
information gain, i.e. based on entropy. Although this adaptive procedure 
results in a variable number of trials probed for a particular target direction, 
it quickly converges to the target angle that balances left and right hand 
responses. We refer to the angle for which left and right hand responses 
are equally probable as the balanced target angle (BTA). The procedure 
also provides a good estimate of the transition range from left to right hand 
responses (i.e. the slope of the psychometric curve).
 In 10% of the trials, two targets were presented simultaneously, 
forcing subjects to reach with both hands. These catch trials were introduced 
to deter subjects of making the hand choice prior to target onset and were 
not part of the adaptive psychometric procedure. In another 10% of the 
trials, targets were presented at the peripheral end of the target range (> 
40° relative to the head) to ensure that subjects kept paying attention to 
the task. The hand choices in these trials were included in the computation 
of the next target direction.
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 Due to the constraints of the oculomotor range, we did not test 
trials in which eye-in head-orientation (E=G-H) was beyond ±18º, which led 
to a balanced, but incomplete, 5x5 block design with a total of 19 unique 
combinations of gaze direction and head orientation (see Figure 4.1B). 
The five different head orientations were tested in separate blocks, with 
two orientations tested on the one day and three on the other day. Blocks 
were counterbalanced across subjects, with the exception that the 0° head 
orientation was always tested on the first day (either as the first or second 
block of trials). Furthermore, the -18° and +18° head orientations were 
always examined on the second day, which involved fewer trials than the 
other conditions because of the constraint on the eye-in-head orientation. 
For a particular head orientation, there were 3 to 5 possible gaze directions 
(Figure 4.1B). Gaze directions were selected pseudo-randomly. Each 
condition involved a separate Psi procedure for updating target directions 
based on the associated hand choices. 
Data analysis
Offline data analyses were performed in MATLAB 2015b (Mathworks). To 
check if subjects maintained gaze fixation we analyzed the eye position 
signal derived from the Eyelink data. The downward gaze that subjects 
had to adopt during the experiment severely complicated the eye tracking. 
To this end, we required that eye position was recorded in at least 2/3 of 
the fixation epochs, i.e. the interval between target onset and movement 
onset. In only 5% of those epochs, the eye position differences were > 2.5° 
(fixation constraint), suggesting that overall subjects kept fixation.   
 Choice data was based on the touch screen measurements. 
Reaction time was defined as the time between target onset and movement 
onset. Movement time was defined as the time between movement onset 
and the time the target was reached. Trials with movement times >600 
ms were excluded since these often involved corrective movements. Due to 
coding problems, movement time data (not reaction time data) and data of 
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one test condition in 2 subjects were lost. We used a linear mixed model to 
test if reaction time and movement time depended on head orientation and 
gaze direction. 
 We determined hand choice as the hand that departed first from 
the touchscreen, i.e. lost contact with its starting position after the target 
was presented. Hand choice preferences were quantified as the proportion 
of choosing the right hand for each target direction. We summarized the 
psychometric data from a single combination of gaze direction and head 
orientation by fitting a cumulative Gaussian distribution using a maximum 
likelihood approach (Wichmann and Hill 2001): 
        P(x)=λ+(1-2λ) 1 e–(y–μ)2/2σ2dy   (4.1)
in which x represents the target direction from the midway point between 
the start positions (see above). The mean of the curve, µ, represents the 
Balanced Target Angle (BTA), i.e. the angle at which the right and left hand 
were chosen equally often. A negative BTA indicates a shift towards selecting 
the right-hand more often than the left-hand. Parameter σ is the standard 
deviation of the Gaussian, and reflects the variation in choice behavior. 
Parameter λ represents the lapse rate, accounting for errors caused by 
subject lapses or mistakes; it was restricted to small values. 
We determined independent psychometric functions for each of the 19 
combinations of head orientation and gaze direction, with each psychometric 
curve characterized by its own µ, σ, and λ, amounting to 19*3 parameters 
to describe the whole dataset of one subject. 
Because we independently varied gaze direction and head orientation, and 
hence also eye-in-head direction, we can determine how the BTA depends on 
these reference frames. We used a linear mixed model to test the effects of 
gaze and head on the BTA. Figure 4.2 illustrates idealized two-dimensional 
response matrices, showing exemplar BTAs for the various combinations 
of gaze direction and head orientation. The figure serves to illustrate 
REFERENCE FRAMES IN THE DECISIONS OF HAND CHOICE
94
various hypotheses about spatial reference frames involved in guiding hand 
choices, as derived from a psychometric model of the BTA with different 
constraints on gaze direction and head orientation. For example, in figure 
4.2A, there is no influence of gaze or head, consistent with a body-based 
reference frame (BTA=ɑ0). This model predicts a constant value for the 
BTA, irrespective of gaze direction and head orientation, as demonstrated 
by the constant color coding. In the subsequent panels (Figure 4.2B-
D), we illustrate the dependence of the BTA on either gaze direction only 
(BTA=ɑ0+ɑGG), head orientation only (BTA=ɑ0+ɑHH) and eye-in-
head orientation only (BTA=ɑ0+ɑE(G–H)), respectively. Figure 4.2E 
illustrates the expected BTA pattern under the hypothesis of a mixed 
reference frame, with an independent influence of gaze direction 
and head orientation (BTA=ɑ0+ɑGG+ɑHH). Finally, figure 4.2F depicts 
the interacting reference frames hypothesis, with the assumption 
that gaze and head interact in the modulation of the choice bias 
(BTA=ɑ0+ ɑGG+ ɑHH+ ɑGH(G*H)). 
 We fit all six models to the response data from the individual 
subjects. In all of these models, we assumed that the steepness of the 
psychometric curves (1/σ2) is constant across the different conditions, 
which was statistically validated using a linear mixed model (see Results). 
For model comparison, it should be realized that the body-frame model has 
three free parameters: a0, sigma and lapse rate; the gaze, head and eye-in 
head frame models have four free parameters (a0, aG /aH /aE, sigma and 
lapse rate); the mixed gaze and head frame model has five free parameters 
(a0, aG, aH, sigma and lapse rate), and the gaze and head interaction frame 
model has six free parameters (a0, aG, aH, aGH, sigma and lapse rate). In order 
to account for the different numbers of free parameters, we compared these 
models using the Akaike Information Criterion (AIC, Burnham and Anderson 
2002), AIC=–2 logL+2k,  in which L represents the total likelihood of the 
data given the model, and k is the number of free parameters. 
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Figure 4.2. Hypotheses for spatial reference frames. BTA values per combination of 
gaze direction and head orientation. Spatial references frames for : A. body, B. gaze, C. 
head, D. eye-in-head , E. mixed head and gaze ,F. mixed head and gaze interaction. 
4.3 Results
We studied the effect of gaze direction and head orientation on hand choice 
in a uni-manual reaching task. Subjects were free to use either hand to 
reach for a target while gaze and head orientation were systematically 
manipulated relative to the body. Hand choices were psychometrically 
evaluated based on different hypotheses about the underlying reference 
frame(s) in which hand selection could take place. 
Hand choices are modulated by gaze direction and 
head orientation
Figure 4.3 shows the choice data in each of the 19 unique conditions of 
one representative subject, in distinct panels for the five different gaze 
directions. Each panel shows the proportion right hand choices (circles), 
separately for the different head orientations, and the fitted psychometric 
curves as a function of target direction. The size of the circles indicates the 
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number of trials in a given bin of target directions. As shown, the ipsilateral 
hand was typically selected to reach for peripheral targets, i.e. the left hand 
reached to targets at directions <-50°, the right hand was chosen for targets 
at directions > +50º. 
 We fitted a cumulative Gaussian function to the choice data of each 
condition. These fits provide an estimate of the condition-specific BTA. A 
negative BTA indicates that the right hand is selected more often than the 
left hand, whereas a positive BTA indicates the reverse. While the subject 
in Figure 4.3 shows a general preference for selecting the right hand, this 
preference depends on both gaze direction and head orientation. For 
example, in the top panel, when gaze is at +18º, the BTA tends to become 
more positive when the head is oriented more to the right (from 0º, to 9º 
to 18º). A similar modulation can be seen in the other four panels, showing 
the choice for the other gaze directions (Figure 4.3B-E). The BTA becomes 
more positive, which means that the left hand is used increasingly more, 
when head orientation is varied from leftward to rightward directions. Next 
to a head orientation effect, the panels of Figure 4.3 also show that the 
BTA increases with gaze direction. For example, across the five panels, the 
yellow curve, which is associated with a head orientation of 18°, suggests 
a BTA of ~18° when gaze is at 18° (Figure 4.3A),  ~10° when gaze is  at 
9° (Figure 4.3B),  ~5° when gaze is at 0° (Figure 4.3C). The BTA is more 
positive when gaze is directed to more rightward directions, which means 
that the left hand is used increasingly more when gaze is directed from 
leftward to rightward directions.
AIC=–2 logL+2k
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Figure 4.3. Psychometric choice data and fitted curves of a representative subject. 
Panels are organized by gaze direction; colors refer to different head orientations. 
Hand choice is embedded in a mixed reference frame
Figure 4.4A illustrates the gaze direction and head orientation dependent 
BTA averaged across subjects, in the same format as Figure 4.2. Data mimic 
the single subject observations in Figure 4.3. The overall negative BTA 
indicates a preference for selecting the right hand, but the color gradient 
shows that this selection preference diminishes, and sometimes even 
reverses to the left hand with increasing gaze direction and head orientation 
(i.e. more rightward gaze or head results in more left hand use). In support, 
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for each gaze direction, the BTA shows a significant increase with head 
orientation (F(4,321)=9.90, p<0.001), and for each head orientation, the 
BTA increases significantly with gaze direction (F(4,321)=6.16, p<0.001). 
Note, these systematic dependencies were not found in relation to the 
slope (1/σ2) of the psychometric curves (head orientation: F(4,321)=0.95, 
p=0.44), gaze direction (F(4,321)=0.40, p=0.81) or interaction gaze*head 
(F(10,321)=0.85, p=0.58), which is a prerequisite for distinguishing 
between the candidate models. 
 In terms of the proposed hypotheses, the pattern in Figure 4.4A 
seems to match most closely with panel E of Figure 4.2, which illustrates the 
hypothesis that hand choice is performed in a mixed spatial reference frame. 
The response patterns shift with the changes in both head orientation and 
gaze direction, indicating that both reference frames are involved in guiding 
hand choice. To verify this observation, we used the AIC to select the best 
model out of the six fitted candidate models. A lower AIC value indicates 
a better fitting model, including the penalty for increasing the number of 
parameters in the model (see Methods). 
 As shown by Figure 4.4B, the mixed reference frame model 
outperforms the other models (model E, BTA=ɑ0+ɑG G+ɑH H). The model 
describing an interaction effect of gaze and head (model F) was the second-
best model, but the addition of an interaction term (which is an additional 
degree of freedom) did statistically not make this model better than the 
mixed reference model. The AIC values for the other, simpler, models 
were orders of magnitude higher, indicating they fall short in providing an 
adequate account of the data. 
Figure 4.4C and D illustrate the quality of the mixed reference frame 
model as a description of the data. As shown, the model is qualitatively 
in good agreement with the measured BTAs. The within-subject correlation 
coefficient between the BTA’s derived from the mixed reference frame model 
and the BTA’s from the individual psychometric fits varied between 0.18 and 
0.81 and was significant in 15 out of 18 participants.
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Figure 4.4 Effects of gaze direction and head orientation on the BTA. A. Data, averaged 
across subjects, mimics the mixed reference frame mode in illustrated in Figure 4.2E. Colors, 
yellow, left hand preference; blue, right hand preference. B. Model comparison by means of 
AIC.  C, D. Fit of mixed reference model to the BTA data as function of head orientation (C) 
and gaze direction (D). 
Figure 4.5 illustrates the parameter values of the mixed reference frame 
model, fit to single subject data (gray bars) and the data averaged across 
subjects (black bars). Parameter a0, describing the general choice bias, was 
on average -8.1° (SD=0.9°), indicating an overall preference to using the 
right hand, consistent with the right 
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Figure 4.5 Best fit parameters of mixed reference model ( BTA=ɑ0+ ɑGG+ ɑHH ). 
handedness of our subjects. Parameter aG and aH had similar magnitudes 
(mean aG 0.19 (SD=0.04), mean aH 0.19 (SD 0.04)), suggesting that 
both gaze and head reference frames have comparable effects on hand 
selection. Sigma was on average 21° (SD= 3.5) and lapse rate around 
0.07=(SD 0.04).  
Reach reaction time and duration do not depend on 
gaze and head orientation
It is possible that the manipulations of head orientation and gaze direction 
affect the time by which the competition between the hands is resolved, 
which would behaviorally be reflected in changes of reaction time. A linear 
mixed model analysis, however, revealed no significant difference among 
reaction times for reaches made with different orientations of the head 
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and/or directions of gaze (all p> 0.2, average reaction time: 405 ms (SD=85 
ms). The same analysis neither revealed an effect on movement time 
(p>0.6, mean movement duration 309 ms (SD= 72ms). This suggests that 
gaze direction and head orientation do not influence the complexity of the 
decision process of hand choice per se. Their choice biasing effects rather 
reflect the spatial reference frames that are involved in these computations. 
4.4 Discussion  
Recent studies have considered hand selection as a competitive process 
(Oliveira et al. 2010; Stoloff et al. 2011; Schweighofer et al. 2015; Bakker et 
al. 2017), in which relative costs, rewards, task demands and handedness 
are modulating factors (Schweighofer et al. 2015). Here, we systematically 
tested the spatial reference frames that are involved in these computations 
by manipulating gaze direction, head orientation and target direction. We 
used a psychometric approach, adopted from Oliveira et al. (2010), asking 
participants to reach with a freely chosen hand to a visual target that 
appeared at a variable direction relative to the body. 
 Our results show that subjects generally chose the hand ipsilateral 
to the target, with a general preference to selecting the dominant right 
hand. We determined the target angle that led to equiprobable right/left 
hand choices, referred to as the balanced target angle (BTA). While Oliveira 
and colleagues (2010) did not manipulate gaze and head orientation, we 
examined how the BTA varied with gaze and head orientation. Findings 
show that both gaze direction and head orientation had a significant effect 
on the BTA. The BTA shifts with both gaze and head, as if subjects are more 
likely to use the contralateral hand when gaze and head are oriented to 
more eccentric directions. A single model, constraining the BTA by a linear 
dependence on both gaze and head orientation, provided a good fit (i.e. 
mean R=0.61) to all psychometric data simultaneously. Interestingly, this 
linear combination does not bear out as an eye-in-head (gaze minus head) 
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effect: both gaze and head direction affect the hand choice bias in the 
same way. Also, the addition of an interaction term between gaze and head 
did not allow for a statistically better account of the data. We conclude that 
a mixed gaze and head-centered reference frame is involved in guiding the 
decisions of hand choice. 
 It is important to emphasize that effects unrelated to gaze and 
head centered reference frames, such as handedness and biomechanical 
costs (Soechting and Flanders 1992; Schweighofer et al. 2015; Bakker 
et al. 2017), known to affect hand choice, are associated to a body-
centered reference frame. If hand selection involves a purely body-centered 
computation, e.g. of biomechanical movement cost, then we must conclude 
based on our data that head and gaze reference frames affect these cost 
computations, although physically movement costs are invariant to changes 
in head orientation and gaze direction. 
 One could consider multiple ways in which gaze and head centered 
reference frames affect body-centered cost calculations. For example, it 
could be argued that the transformation of the target location from retinal 
into body-centered coordinates, which involves gaze and head reference 
frames (Crawford et al. 2011), is erroneous, and has resulted in the choice 
biases that we have observed. The alternative is that peripheral targets are 
misperceived and that this misperception depends on gaze (Lewald and 
Ehrenstein 2000), but that the reference frame transformation is correct. 
While this could also affect the choice bias, we consider this explanation 
less likely because our results show that hand selection is also biased by 
changes in head orientation, even when gaze is kept constant. Finally, it has 
been argued that the perception of the body midline shifts with changes in 
the direction of gaze and head (Werner et al. 1953; Jeannerod and Biguer 
1987). If hand selection is performed in body coordinates, then it is not 
unreasonable to expect changes in the choice bias when this body midline 
percept is manipulated. 
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 We are not aware of other behavioral studies that investigated 
the effects of gaze and head orientation on the decision of hand choice 
in humans. A recent study in monkeys (Dancause and Schieber 2010) 
examined hand choices made by monkeys under different head orientations. 
Hand preference produced the strongest bias on hand choice, but the 
authors also reported a modulation by head orientation; monkeys were 
more likely to choose the hand ipsilateral to the head direction. The latter 
appears inconsistent with the present results, but it can be argued that 
the difference in gaze has contributed to their observed bias. The present 
data set, which is richer in terms of gaze and head manipulations, allows to 
exactly point that out. As shown in Figure 4.4, gaze and head effects sum up 
in the bias of hand choice, so any contralateral or ipsilateral bias on hand 
choice follows from the combination of the two reference frames. 
 In the present study, we constrained the processes related to target 
selection (i.e., the what-to-do process) by presenting subjects with single 
targets and examining their hand choice. In natural conditions, however, 
reaching movements do not only require a solution to the how-to-act 
process, also the what-to-act process needs to be resolved. Along these 
lines, earlier studies have demonstrated a target preference in relation to 
the hand that is used (Fisk and Goodale 1985; Scherberger et al. 2003; 
Horstmann and Hoffmann 2005). Scherberger et al. (2003) studied the 
reference frames of target selection of reaching movements. They varied 
gaze direction, head orientation as well as trunk orientation and found 
that target selection of reaching movements depended on a mixed head 
and gaze-centered reference frame. They also reported similar findings 
for saccadic eye movements, which were later replicated by Horstmann 
and Hoffman (2005), who also found them to hold for coordinated, i.e. 
simultaneous, movements of eyes and hand (see also Wardak et al. 2002; 
Rincon-Gonzalez et al. 2016 for other studies on sacadic target selection). 
 Thus, the what-to-do and the how-to-act decision processes 
demonstrate similar choice characteristics in that both share a mixed head 
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and gaze-centered reference frame in their computations. This can be 
taken to suggest that both processes are part of an integrated computation, 
consistent with current models of action selection (Gold and Shadlen 2007; 
Cisek and Kalaska 2010). Signatures of these reference frames can even 
be detected at the level of movement execution, in movement errors and 
other kinematic variables (Henriques and Crawford 2002; Sainburg et al. 
2003; Beurze et al. 2006; Mcguire and Sabes 2009; Crawford et al. 2011). 
 From a neural perspective, movement selection is known to involve 
the selective (dis)inhibition of cortical sensorimotor populations governed 
by rhythmic neural activity in the delta (2-4Hz), alpha (8–12Hz) and beta 
(15–25Hz) frequency bands (van der Werf et al. 2010; Tzagarakis et al. 
2015; Hamel-Thibault et al. 2016). Our results predict that crucial rhythms 
for hand selection show selectivity in both gaze and head-centered 
reference frames, which would be a test for future work. Using the same 
hand selection paradigm in EEG, but with central head and gaze, Hamel-
Thibault (2017) tested the hypothesis that hand selection is related to 
the pre-target excitability of neuronal ensembles in which movements are 
encoded. Results revealed that hand selection strongly depended upon the 
instantaneous phase of delta band oscillation at target onset, as if selection 
occurs through interactions between these competing neuronal ensembles. 
This effect was maximal over parietofrontal motor regions, suggesting that 
the competition of hand selection is resolved directly within the sensorimotor 
system, including regions such as parietal reach areas, area 5 and the 
dorsal premotor cortex. In support, using transcranial magnetic stimulation, 
Oliveira et al. (2010) reported causal evidence that the posterior parietal 
cortex is involved in decisions of hand choice. Our results are consistent with 
the variety of reference frames that have been reported for these cortical 
regions (Pesaran et al. 2006; Beurze et al. 2010; Bremner and Andersen 
2014), as well as their contralateral hand bias (Beurze et al. 2007; Haar et 
al. 2017). 
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 Interestingly, in area 5, neurons become only activated after the 
hand of the reach is specified (Cui and Andersen 2011), thereby showing a 
flexible, task-dependent reference in the representation of target information 
(Bremner and Andersen 2014). Similar results have also been found in 
humans (Bernier et al. 2012) as if effector selection is a prerequisite for a 
movement plan, or multiple movement plans, to be specified. While these 
results suggest that the process of effector selection occurs in a more 
serial manner than target selection, our findings suggest that a mixture of 
reference frames is involved in both mechanisms, perhaps to dynamically 
facilitate the integration of the outcome of both processes.  
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CHAPTER 5
TRANSFORMATION OF VESTIBULAR SIGNALS 
FOR THE DECISIONS OF HAND CHOICE DURING 
WHOLE-BODY MOTION
Adapted from: 
Romy S. Bakker, Luc P.J. Selen, W. Pieter Medendorp (in preparation). 
Transformation of vestibular signals for the decisions of hand choice 
during whole-body motion.
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TransformaTion of vesTibular signals for hand choice
Abstract
In daily life, we frequently reach to objects while our body is in motion. In 
recent work, we have shown that body accelerations influence the decision 
which hand to use for the reach, possibly by modulating the body-centered 
computations of the expected reach costs. However, head orientation 
relative to the body was not manipulated, hence it remains unclear whether 
vestibular signals contribute in their head-based sensory frame or in a 
transformed body-centered reference frame to these cost calculations. 
To test this, subjects performed a preferential reaching task to targets at 
various directions while they were sinusoidally translated, with their head 
either aligned with the body (straight-ahead) or 18° rotated to the left. As 
a measure of hand preference, we determined the target direction that 
resulted in equiprobable right/left hand choices. Results show that head 
orientation affects this balanced target angle when the body is stationary, 
but does not further modulate hand preference when the body is in motion. 
Furthermore, reaction and movement times were larger for reaches to the 
balanced target angle, resembling a competitive selection process, and 
were modulated by head orientation when the body is stationary. During 
body translation, reaction and movement times depended on the phase of 
the motion, but this phase-dependent modulation had no interaction with 
head orientation. We conclude that the brain transforms vestibular signals 
to body-centered coordinates at the early stage of reach planning, when the 
decision of hand choice is computed.
CH
AP
TE
R 
5
109
5.1 Introduction
How do we decide which hand to use when we make a reaching movement? 
Even though there is a general preference to use one hand over the other 
(Bryden et al. 2000; Gabbard et al. 2003), there are other factors than 
handedness that influence the decision of hand choice, such as the 
current (biomechanical) context (Schweighofer et al. 2015), task demands 
(Mamolo et al. 2006)  and past experience (Stoloff et al. 2011). Also the 
relative position of the hands, eyes, head and reach goal are a factor in the 
decision of hand choice (Oliveira et al. 2010; Przybyla et al. 2013; Bakker 
et al. 2018) .  
 While these spatial and non-spatial factors were inferred based on 
experiments in stationary subjects, we recently studied hand choice while 
subjects were sinusoidally translated with a vestibular sled (Bakker et al. 
2017). Our results showed that the instantaneous acceleration imposed 
on the body, which differentially modulates the expected costs of potential 
left and right hand movements, is another factor that is taken into account 
when deciding on hand choice. More specifically, while hand choice was 
generally biased to using the dominant hand, this preference modulated 
sinusoidally with the motion (see Figure 5.1, red trace), with the amplitude 
of the bias modulation depending on the motion’s peak acceleration.
 We modeled this decision process in body-centered coordinates, 
implicitly assuming that the brain has knowledge about body acceleration 
and target location in a body-centered reference frame to compute expected 
reach costs in this body-centered reference frame. This assumption was 
warranted because eye, head and body orientation were all aligned in our 
study. However, this is typically not the case. For example, accelerations 
signals, as detected by the otoliths, are coded relative to the head, 
which can be in any orientation relative to the body (Hess and Angelaki 
1997; Angelaki and Cullen 2008). Are the instantaneous head-centered 
acceleration signals, as detected by the otoliths, transformed into a body-
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centered reference frame in the expected cost computations underlying 
hand choice?
 In computational terms, this transformation involves a dynamic 
estimate of the angle between head and body, which can be derived from 
neck proprioception (Mergner et al. 1991; Brooks and Cullen 2009; Clemens 
et al. 2011). Several studies have shown that vestibular signals are correctly 
transformed from head to body-centered coordinates when reaching during 
self-motion (Bresciani et al. 2002c; Mars et al. 2003; Moreau-Debord et al. 
2014; Blouin et al. 2015). For example, Moreau-Debord et al. (2014) used 
galvanic vestibular stimulation to show that vestibular signals contribute 
to online reach control in a head-orientation-dependent way, reflecting a 
spatial transformation of vestibular signals to a body-centered reference 
frame.
 In which reference frame – native versus transformed –do 
vestibular motion signals contribute to the early stages of reach planning, 
i.e. when computing the costs that eventually result in a hand choice? Here, 
we extend our previous paradigm (Bakker et al. 2017) by measuring hand 
choice in motion, while the head adopted two different orientations relative 
to the body: center (straight-ahead) or 18º to the left. 
 If the otolith signals contribute to hand choice computations in their 
native sensory- based frame, we expect the sinusoidal choice modulations 
to differ in phase by 18º (compare green and red traces in Figure 5.1), 
corresponding to the angular difference between the two head orientations. 
To understand this phase difference: suppose that the head was rotated 
180º relative to the body, then the acceleration signal in head-coordinates 
(i.e., relative to the otoliths) would be opposite to the acceleration signal in 
body-coordinates, which would lead to a reverse of the choice bias (compare 
purple and red traces in Figure 5.1). However, if otolith acceleration signals 
are correctly transformed into body-coordinates, we expect the same choice 
bias modulations, irrespective of head orientation.
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Figure 5.1 Modulation of the hand choice bias during sinusoidal body translations. Red 
trace: example data of Bakker et al. (2017) for a central head orientation. If otolith signals are 
correctly transformed in the expected cost computations underlying hand choice, the curve 
should be invariant to changes in head orientation. If the otolith signals contribute to the 
choice computations in their native, head-centered reference frame, the choice modulation 
should shift phase with the same magnitude as the head orientation (green traces for head 
orientation 18º to the left, purple trace for a putative head orientation of 180º). 
5.2 Materials & Methods
Participants
Twelve subjects (4 female, aged 20-32 year) participated in this study. They 
had no known motor deficits and normal or corrected-to-normal vision. All 
subjects were right-handed (mean laterality quotient: 86, SD=17) according 
to the Edinburg Handedness Inventory (Oldfield 1971). Subjects gave their 
written informed consent prior to the experiment. The study was approved by 
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the ethics committee of the faculty of social sciences of Radboud University 
Nijmegen, The Netherlands. 
Setup
Subjects were seated on a linear sled. The sled, powered by a linear 
motor (TB15N, Technotion, Almelo, The Netherlands), was controlled by a 
Kollmorgen S700 drive (Danaher Washington, DC).  Subjects’ body was 
restrained using a five-point seatbelt. The horizontal (lateral) body axis was 
aligned with the direction of the sled motion. The head was fixed using an 
ear-fixed mold, allowing for horizontal head orientations relative to the body. 
During the experiment, the sled moved sinusoidally with an amplitude of 
0.15 m and a period of 1.6 s, resulting in a peak velocity of 0.59 m/s and 
peak acceleration of 2.3 m/s². Subjects could stop the sled at any time 
using emergency buttons on either side of the chair.
 Targets were presented on a 27” touch screen (ProLite Iiyama, 
Iiyama Corporation, Tokyo, Japan) that was attached to the sled, in front 
of the subject, at the level of the thoracic diaphragm. Due to the back light 
of the touchscreen, the room was dimly lit. The touch screen had full HD 
resolution (1920x1080 pixels). Two starting positions (red discs, 3.5 cm 
diameter), for the left and right index finger respectively, were presented 
at a distance of 30 cm from the subject’s sternum and 9 cm on either side 
of the body midline (Figure 5.2A). Targets (yellow discs, 3.5 cm diameter) 
were presented on an imaginary semi-circle with a radius at 25cm from 
the midpoint between the two starting positions. Targets were presented 
in a range of -60° to +60° relative to the forward direction (0º) from this 
midpoint. 
 A central gaze fixation light (a red LED, luminance 1cd/m2) was 
mounted to the sled, below eye level, 60 cm away from the subject and 
13 cm above the far end of the touchscreen (Figure 5.2A). Before the 
experiment started, the head was oriented in one of two directions: central 
(0º) or horizontally rotated  to the left (18º). We used a head-mounted laser 
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Figure 5.2. Set-up and paradigm. A. Subjects sat on a linear sled that translated 
sinusoidally along the lateral body axis. They made unimanual reaching movements to 
targets presented on touchscreen, while keeping gaze at a central, body-fixed target and 
their head oriented either straight ahead or oriented 18º to the left of straight ahead. B. 
Targets were prompted at eight different phases of the sinusoidal sled motion, indicated in 
the acceleration-velocity phase plot. 
pointer to guide the head to the desired direction (see Bakker et al. 2018 
for more details). Because fixation was at a location 13 cm above the touch 
screen, gaze was never obscured by the hands of the subject. Binocular 
eye position was recorded at 500Hz with a sled-mounted eye tracker 
(Eyelink 1000, SR Research). The orientation of the eyes within the head, 
as measured by the eye tracker, in combination with the orientation of the 
head in space defined the orientation of the eyes in space (gaze (G) =eye-
in-head (E) + head-in-space (H)). The experiment and sled were controlled 
using custom written software in Python. 
Experimental paradigm
The experimental paradigm was designed to examine the effect of static 
head orientation on hand choice in motion. Subjects were measured in two 
separate sessions, on two separate days. In one session, their head was 
kept at straight-ahead (0° head orientation), in the other session their head 
was horizontally rotated to the left (by 18°) relative to the body. The order 
of the sessions was counterbalanced across subjects. The session started 
with a block of trials in which targets were presented while the body was kept 
stationary (referred to as the stationary condition), followed 8 consecutive 
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blocks of trials in which targets were presented at the different phases of 
the whole-body motion (referred to as the motion condition). 
 At the start of a trial (in both stationary and motion conditions), 
subjects placed their index fingers at the start positions. The start positions 
switched from red to green color, once the touch screen detected the 
finger tips. If both index fingers were at the start positions, a trial started 
by presenting a target in a particular direction. Subjects were instructed to 
reach as fast and accurate as possible with either their left or right hand to 
the target. The target disappeared once it was touched. If subjects missed 
the target they had to correct their movement in order to reach the target. 
 On the basis of the selected hand, an adaptive Psi procedure 
computed the direction of the target to be presented in the next trial (for 
the stationary condition) or at the next trial with the same phase (for the 
motion condition) based on maximizing the expected information gain 
(Kontsevich and Tyler 1999). Although this adaptive procedure results in a 
variable number of trials probed for a particular target direction per phase, 
it quickly converges to the target direction that balances left and right hand 
responses. We refer to this direction as the balanced target angle (BTA), and 
its precision. 
 In 10% of the trials, two targets were presented which had to be 
reached with both hands. These catch trials were introduced to prevent 
subjects from choosing the hand prior to target onset. In another 10% of 
the trials, targets were presented at the peripheral end of the target range 
(>40° relative to the head) to keep subjects paying attention to the task. 
Each block of trials contained 100 trials, resulting in 900 trials for each 
head orientation (incl. catch and peripheral trials), and 1800 trials for the 
entire experiment.  
 
Data analysis
Data were analyzed offline in MATLAB 2015b (Mathworks). To check if 
subjects maintained instructed gaze fixation we examined the eye position 
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signal derived from the Eyelink. The quality of this signal, and thus eye 
tracking, was severely affected by the motion of the sled and the downward 
gaze direction. We collected acceptable eye tracking data in 70% of the 
trials. In 88% of these trials, subjects were able to maintain gaze within 
5º during the fixation epochs, i.e. in the interval between target onset and 
movement onset. 
 Hand choice was determined as the hand that first departed the 
touch screen to reach for the target. Hand preferences were quantified as 
the proportion of choosing the right hand. We summarized the psychometric 
data by fitting a cumulative Gaussian distribution using a maximum 
likelihood approach (Wichmann and Hill 2001). 
           P(x)=λ+(1-2λ) 1 e–
(y–μ)2
2σ2 dy    (5.1)
in which x represents the target direction. The mean of the curve, µ, 
represents the Balanced Target Angle (BTA), i.e. the direction of the target 
for which the right and left hand were chosen equally often. A negative 
BTA indicates a shift towards selecting the right-hand more often than the 
left-hand. Parameter σ represents the standard deviation of the underlying 
Gaussian, and reflects the variation in choice behavior. The lapse rate, 
indicated by λ, accounts for errors caused by subject lapses or mistakes and 
was restricted to small values (λ < 0.1). So the Gaussian fit is characterized 
by three parameters: µ, σ, and λ.
We fitted separate psychometric curves to summarize the two stationary 
conditions (one for each head orientation). We also fitted separate curves 
to the psychometric responses obtained at each of the eight phases in the 
two motion conditions (again separately for each head orientation). This 
resulted in 54 parameters (2 stationary conditions x 3 parameters + 2 
motion conditions x 8 phases x 3 parameters) to describe the whole dataset 
for a single subject. 
116
TransformaTion of vesTibular signals for hand choice
 Based on previous work, we assumed the BTA to differ between the 
two stationary conditions, and expected it to vary sinusoidally with phase 
in the motion conditions (Bakker et al. 2017). This leads to the following 
specification of the four conditions:
 
            
Stationary condition,head 0º:    BTA=Bstat0
Stationary condition,head 18º:    BTA=Bstat18
Motion condition,head 0º:   BTA(phase)=A sin(phase-phase00 )+Bstat0 
Motion condition,head 18º:   BTA(phase)=A sin(phase-phase018 )+Bstat18
Both conditions,head 0º,σ=σ0
Both conditions,head 18º,σ=σ18 
          (5.2)
in which Bstat0 and Bstat18 specify the BTA in the body stationary conditions, 
i.e. reflect the choice biases when the head is either central or 18º to left. 
Parameter A depicts the amplitude of the sinusoidal modulation of the 
choice bias in the motion conditions. Phase00 and phase018 indicate the 
phase of the BTA modulation with respect to the phase of the sled-motion, 
separately for each head orientation. We further assumed a fixed σ (reflecting 
variability in choice behavior) for the stationary condition and all phases of 
the motion condition, but allowed this parameter to vary in relation to the 
two head orientations. The lapse rate was assumed a subject-dependent 
but constant parameter across all conditions. 
 Data from the 4 conditions were fit simultaneously according 
to Equation 5.2, but under different constraints to explore our research 
question. Our main interest concerns phase0, which addresses the 
hypotheses described in Figure 5.1. A correct transformation of the otolith 
signal into a body-centered reference frames entails phase00=phase018, 
but we also allowed them to be different, suggestive to a head-centric 
otolith contribution. Furthermore, based on our previous work (Bakker et 
al. 2018) , we expect different BTAs in the two stationary conditions, but 
we also tested a model version in which Bstat0=Bstat18.  Finally, we allowed 
parameter σ to vary for the two head orientations, but also tested a model 
version in which they were identical, σ0=σ18  
P(x)=λ+(1-2λ)  1/(σ√2π) ∫_(-∞)^x▒〖e^(-(y-μ)^2/(2σ^2 )) dy〖
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 Hence, we used 5 parameters to fit the model of Equation 5.2, of 
which 3 parameters could be either fixed or free between head orientations, 
resulting to 8 different model versions (see figure 5.5A).  As figure 5.5A 
shows, model 1 has the lowest number of free parameters (A, Bstat, 
phase0, sigma, lapse), and model 8 the highest number of parameters 
(A,Bstat0, Bstat18, phase00, phase018, sigma0, sigma18, lapse).  We compared 
the models using the Bayesian Information Criterion (BIC, Burnham and 
Anderson 2002), BIC=  ln(n)k–2 ln(L), in which n represents the number 
of data points to be explained. Parameter k represents the number of free 
parameter and parameter L indicates the total likelihood of the data given 
the model. BIC bases model quality on its goodness of fit and corrects for 
the number of parameters. 
Reaction and movement times 
Reaction times and movement times were derived from the touchscreen 
data. Reaction time (RT) was defined as the time between target onset and 
movement onset. Movement time (MT) was defined as the time between 
movement onset and the time the target was touched. Trials with MT > 800 
ms were excluded since these typically required corrective movements to 
touch the target. We compared RT and MT of reaches toward targets around 
the BTA (-30° to 30°) versus those in the periphery (-60° to -30° and 30° 
to 60°). We expect longer reaction and movement times for reaches to 
targets around the BTA, since it has been suggested that the competition 
for hand selection is the strongest for these target directions (Stoloff et al. 
2011). We used a linear mixed model to examine if this competition (as 
characterized by RT and MT) depends on head orientation. 
5.3 Results 
We examined whether vestibular signals contribute to hand choice in native 
head-centered or transformed body-centered coordinates. At different 
phases of the sinusoidal body motion, subjects had to select either their 
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left or right hand to reach to a target, while the head was either aligned with 
the body or 18º rotated to the left. We determined how the target direction 
that led to equiprobable right/left hand choices (BTA) changes with phase 
of the motion. If the acceleration signals, as sensed by the otolith in head-
centered coordinates, are correctly transformed into body-coordinates, 
we expect the choice modulations to be independent of head orientation. 
However, if these signals are involved enter the choice computation in their 
native form, we expect a phase shift of 18º between the sinusoids that 
specify the choice modulation for the two head orientations. 
BTA modulates with phase
Figure 5.3 shows the choice data of a typical subject (left column: head 
orientation 0°; right column: head 18º Left). Each subplot represents the 
proportion of right hand choices as a function of the target angle (indicated by 
circles) for the stationary condition (top panels) and for the motion condition 
(subpanels per particular phase of the sinusoidal motion). The diameter of 
the circle reflects the number of trials used to compute the proportion of 
right hand choices. For targets in the periphery, hand choices were always 
ipsilateral for targets beyond eccentricities of 40º (i.e. left hand choices for 
target directions < -40°, right hand choices for target directions > 40°). 
 We fitted a psychometric curve to the data of the stationary condition 
and to the data of the motion condition (for each phase separately) as a 
function of target angle (the solid lines in the panels). These fits provided 
an estimate of BTA as indicated by the thin vertical lines. A negative BTA 
indicates more right-hand choices than left-hand choices, and a positive 
BTA indicates more left-hand choices than right hand-choices. This typical 
subject had an overall right-hand bias. Moreover, this bias modulated 
sinusoidally with phase. For the central head orientation, the BTA had its 
lowest value at about 90º phase, when the sled maximally accelerated 
to the left. The low BTA value indicates a strong right-hand bias. The BTA 
was largest at about 270° phase, i.e. when the sled was at peak rightward
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Figure 5.3 Psychometric data and fitted curves of a representative subject for head 
orientation 0° (left; green) and 18° leftward (right; red) for each of the 8 phases. Circles 
indicate proportion choosing the right hand. Thin vertical line indicates the BTA for each 
single phase. The curves overlaying the phase panels indicate the best fitting sinusoidal 
curves for this subject. 
acceleration. Note, however, that the BTA is still negative, indicating that 
the subject still shows a right-hand bias, but less pronounced compared 
to the bias in the other phases. Interestingly, a similar pattern of choice 
modulations can be seen when the subject has adopted the eccentric head 
orientation (right column), suggesting that head orientation does not, or only 
slightly, further modulate the choice bias during sled motion. The dashed 
sinusoidal curves overlaying the panels characterize the best fitting model, 
and will be discussed below.
 Figure 5.4 illustrates the average BTA (±SE) across subjects for the 
stationary condition (horizontal lines) and for the different phases in the 
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motion condition, separately for the two head orientations (upper panel: 0º, 
lower: 18º). The plots mimic the observations seen in Fig 5.3 for the single 
subject. The stationary BTA is slightly more negative for the eccentric than 
the central head orientation, suggesting a stronger right-hand bias for the 
eccentric head orientation. The choice bias varies consistently with phase, 
following a sinusoidal modulation. In both motion conditions, at about 90° 
phase angles, the sinusoidal BTA modulation is at the trough, meaning 
that at peak leftward acceleration there is the strongest bias to use the 
right hand. When the body is at maximum rightward acceleration, the BTA 
modulation reaches its peak, which is still negative, meaning a reduced 
right-hand bias at 270°. Both motion conditions demonstrate a similar 
phase relationship, independent of head orientation. 
 To further examine the observed choice biases and their 
modulations with phase, we fitted Equation 5.1 to the data of all four 
conditions simultaneously, under various constraints of particular model 
parameters (see Methods). While a correct transformation  of the otolith 
signal into a body-centered reference frames entails phase00=phase018, 
this identity does not hold if a head-centric otolith contribution is involved. A 
further constraints on the model was imposed by assuming Bstat0=Bstat18. 
Finally, we restricted the model by assuming parameter σ to be identical 
for the two head orientations, σ0=σ18. This led to eight different model 
version (Figure 5.5A), which were compared using a BIC analysis, including 
a penalty for increasing the number of free parameters in the model.
 Figure 5.5B present the results of the model comparison. The best 
fitting model, shown by the lowest BIC value, is the model in which Bstat 
differed across the four conditions, but in which phase0 was the same for 
the two motion conditions (model 5). This model describes the BTA as a 
sinusoidal modulation with 6 parameters (A, Bstat0, Bstat18, phase0, σ & 
lapse) and suggests, in correspondence with the patterns in Figure 5.3 and 
5.4, that acceleration signals are correctly transformed into a body-centered 
reference frame for the computation of hand choice.
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Figure 5.4 Modulation of hand choices based on sinusoidal whole body motion, for 
two head orientations. Solid dots depict the BTA±SE averaged across subjects as a function 
of phase angle of the whole body motion. Solid line represents best fitting sinusoidal 
modulation model of hand preference, with the shaded areas representing the SE across 
subjects.  Dashed line represents the BTA that was derived in the stationary condition.
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 The BIC values of the other models are plotted relative to model 
5. The quality of the fit of models 1, 3, and 7 was close to the best fit 
model (Kass and Raftery 1995), with only minor BIC increases, i.e. < 2. 
Importantly, these models shared with model 5 that phase was constant 
in the two motion conditions, which supports the hypothesis that  otolith 
signals are transformed for the body-centered cost computations in hand 
choice. Conversely, the other four models, which assumed unequal phase 
for the two motion conditions, were significantly poorer models, with BIC 
enhancements > 6 from the best model. 
Figure 5.5 BIC model comparison. A. Grid showing the free parameters that are used 
in the models. Light grey indicates that the parameter is a free variable for the two head 
orientations; dark gray means that the parameter must confine to a single value for the two 
head orientations.  B. BIC differences relative to the best fitting model (model 5).
 The predicted choice modulations, based on model 5, are plotted for 
the typical subject in Figure 5.3 (sinusoidal curves overlaying the subpanels), 
and the average curves in Figure 5.4. Both the single subject data and the 
average data show that the model provides a good account of the data. 
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 Figure 5.6 illustrates the best-fit parameters of model 5, separately 
for each subject and as the mean across subjects. Parameter A, which 
describes the amplitude of the sinusoidal motion, i.e. the modulation of the 
BTA with phase, ranged from 0.6° to 4.7°, consistent with previous work 
(Bakker et al. 2017). Parameter Phase0 was in the range of 124° to 201° 
and σ  ranged from 4.7° to 25°. Parameter Bstat, describing the general 
choice bias, was in a similar range, -30º to 0º, for the two head orientations, 
although at the individual level, the model preferred them to be different for 
the two head orientations. 
Figure 5.6 Parameter values of the best fitting model 5 with parameters: A, phase0, 
Bstat0, Bstat18, σ, lapse rate. 
Reaction and movement times reflect vestibular 
head-to-body transformations
Except for the difference in the stationary biases for the two head orientations, 
our results suggest that the choice modulations during the sled motion are 
not affected by head orientation. This can be taken as evidence that the 
acceleration of the body is correctly derived from the head-centered otolith 
signal. While the eccentric head orientation does not affect the choice bias 
124
TransformaTion of vesTibular signals for hand choice
in the motion conditions, it is possible that the head-to-body transformation 
takes time, and delays this processing. 
ecc 
head 0°
ecc 
head 18°
BTA 
head 0°
BTA 
head 18° 
0
0.35
0.4
0.45
0.5
R
T 
(s
)
ecc 
head 0°
ecc 
head 18°
BTA 
head 0°
BTA 
head 18°
0
0.25
0.3
0.35
0.4
M
T 
(s
)
Figure 5.7 Mean reaction and movement times, organized in relation to target 
direction (BTA vs peripheral eccentricity) and head orientation (central (0º) vs 18º). 
 We therefore used a linear mixed model to test the effect of target 
direction (BTA vs periphery), head orientation, and phase on both the reaction 
time and movement time. This revealed a main effect of target direction 
(RT: F(1,15272)=155.3, p<0.001; MT: F(1,15272)=838.3, p<0.001), head 
orientation (RT: F(1,15272)=270.6, p<0.001; MT: F(1,15272)=82.7, p<0.001) 
and phase (RT: F(7,15272)=15.4, p<0.001; MT: F(7,15727)=4.1, p<0.001). 
This analysis also revealed an interaction effect of head orientation and 
target direction on both reaction time and movement time (RT: target 
direction * head F(1, 15272)= 7.2, p<0.01, MT: F(1,15272)=7.1, p<0.01) 
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(Figure 5.7), suggesting head orientation has an effect on the coordinate 
transformation of the target from visual to body coordinates, as also 
resembled by Bstat. There was no interaction effect with phase, consistent 
with the observation that head orientation did not affect the choice bias in 
the motion condition.
5.4 Discussion
The starting point of the present paper was the finding of our recent study 
that body acceleration is taken into account while choosing between hands 
when reaching in motion (Bakker et al. 2017). We modeled these hand 
choice results based on an evaluation of the expected biomechanical costs 
of potential reaching actions, assuming that the brain has the availability 
of the acceleration signal in body-coordinates. However, because passive 
motion is detected in head coordinates at the sensory level, and head 
orientation relative to the body was not manipulated, we could not validate 
this assumption. This was the goal of the present study: subjects performed 
the same preferential reaching task under sinusoidal body motion, but now 
with their head either aligned with the body (i.e., straight-ahead) of 18° 
rotated to the left. We examined if acceleration signals, as detected by the 
otoliths in head-centered coordinates, are correctly transformed to body-
coordinates in the evaluation of expected cost of potential hand actions 
underlying  hand choice. 
 Results show that head orientation affects hand choice when the 
body is stationary, but does not further modulate hand preference when the 
body is in motion. This suggests that the brain transforms vestibular signals 
to body-centered coordinates at an early stage of reach planning, when the 
decision of hand choice is computed. Furthermore, we found an effect of 
head orientation on hand choice bias when the body is stationary, which 
could reflect a spatial transformation of the visual target to a body-based 
reference frame for cost computations. Reaction times and movement 
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times of reaches to targets around the BTA were larger than those to targets 
in the periphery, suggesting that we have examined a competitive selection 
process for the two hands (Cisek 2007; Oliveira et al. 2010; Stoloff et al. 
2011). More interestingly, these temporal variables were not affected by 
head orientation during the motion, which is further support for an adequate 
transformation of vestibular signals. 
 That the brain is able to make these vestibular transformations is 
not surprising or new. There is ample evidence that vestibular signals can 
be transformed to task-relevant reference frames such as body- and space-
centered reference frames, as for example seen in postural control (Forbes 
et al. 2016), navigation (Angelaki and Cullen 2008), spatial orientation 
(Clemens et al. 2011), self-motion perception (Brooks and Cullen 2009), 
just to name a few domains. Subjects also incorporate vestibular signals 
quite accurately in the online control of reaching movements (see Blouin 
et al. 2015, for review). This suggests that the sensorimotor loop also 
adequately integrates vestibular feedback in the transformation for reaching 
movements, which has also been demonstrated for simulated self-motion, 
induced by galvanic vestibular stimulation (Bresciani et al. 2002b, 2002c; 
Mars et al. 2003; Moreau-Debord et al. 2014). The novelty of the present 
study is that vestibular signals impinge in a transformed form on even the 
earliest stages of reaching, before they become part of the sensorimotor 
loop. 
 Admittedly, caution is needed with such interpretation. It should 
be realized that the motion imposed on our subjects was sinusoidal. 
Because sinusoidal motion is predictable, one could argue that the brain 
has built internal model of the body motion based on vestibular inputs 
in head coordinates (Prsa et al. 2015) and incorporate the output of the 
internal model in the expected cost calculations underlying hand choice. 
For future work, it would therefore be interesting to address hand choice 
during more complicated motion profiles, possibly including abrupt onsets 
of acceleration. 
CH
AP
TE
R 
5
127
 To interpret our findings, we considered the data from the perspective 
of 8 different versions of the model, which differed by how the internal 
parameters were constrained. The best fitting model provided an account 
for differences in the stationary bias between head orientations. This 
finding is in line with our previous work (Bakker et al. 2018) studying hand 
choice when the body was kept stationary, while head orientation and gaze 
direction were manipulated. The BTAs in the two studies differ by less than 
1 degree for comparable conditions, indicating that Bstat indeed reflects 
a motion-unrelated biasing effect. As to the phase offset, the observed 
range, from 124° to 201°, is also comparable to our previous observations 
(Bakker et al. 2017), reporting a range from 171 to 225º. Amplitude was 
also similar between these two studies: 2.5° versus 2.7°, which suggests 
that anticipated biomechanical costs influence the outcome of hand choice 
decisions during body accelerations.
 Recently, Cos et al. (2011, 2014) tested humans making free choices 
between two potential reaching movements where the options varied in in 
biomechanical factors related to movement energy and stability. They found 
that biomechanical properties of potential actions strongly influence the 
selection between them. Such biomechanical costs are further modulated 
by acceleration, as we have shown here, and modeled before (Bakker et al. 
2017), which is consistent with studies showing that the brain anticipates 
and learns to account for Coriolis torques on the reaching arm during torso 
rotation (e.g. Lackner and Dizio 1994; Sainburg et al. 1999; Pigeon et al. 
2013).
 To our knowledge there are no studies that addressed the neural 
correlates of hand choice mechanisms during body accelerations. One 
candidate area is the parietal cortex known to be involved in the integration 
of visual, proprioceptive, and vestibular signals (Mcguire and Sabes 2009; 
Gutteling et al. 2015; Gale et al. 2016). Oliveira et al. ( 2010) showed, 
using the same preferential reaching task in combination with transcranial 
magnetic stimulation, that the posterior parietal cortex is involved in the 
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decision of hand choice when the body is stationary. Other research has 
shown that, within area 5, neurons become only activated after the hand 
of the reach is specified (Cui and Andersen 2011; Bernier et al. 2012), 
which suggests that the integration of vestibular signals in hand choice 
computation takes place upstream from this region. Future work has to test 
this proposal in more detail.
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6.1 Summary 
Decision processes for reaching movements have mainly been studied 
under stationary conditions. This thesis provides the first window on how 
these decision processes are affected in dynamic environments. I focused 
on how and when reaching movements are planned and executed under 
whole-body acceleration. This thesis describes behavioral experiments on 
a motion platform that assess reach preferences using a psychophysical 
approach. Using this approach, I could measure the influence of inertial 
forces due to self-motion on hand preferences and spatiotemporal 
relationships between cyclic self-motion and cyclic reaching behavior. 
Behavioral observations were interpreted using biomechanical models of 
arm movement under whole-body acceleration. Based on these models, we 
evaluated different cost functions that could explain hand selection and 
reach trajectories. 
 In Chapter 2 we show that inertial forces play a role when 
coordinating reaches with whole body motion. We found that subjects 
preferred to reach in-phase with their body motion when making reaches 
in parallel with the body motion. When anti-phase reaches were imposed 
through a metronome, subjects readily transitioned back to an in-phase 
relationship as soon as the metronome stopped. For reaches orthogonal to 
the body motion, subjects had no specific preference between in and anti-
phase reaches. Using computer simulations of a biomechanical model of 
the arm, we found that both the minimization of energy expenditure or the 
minimization of endpoint variance of the reach could not fully explain the 
observed coordination patterns of the reaches parallel to the body motion. 
We speculate that the in-phase coordination pattern is driven by neural 
constraints, perhaps involving predictive mechanisms.
 In Chapter 3 we demonstrate that accelerations of the body, which 
differentially modulate the biomechanical costs of left and right hand 
movements for the different phases of the whole-body motion, are taken 
into account when deciding on which hand to use for a reach. We showed 
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that hand choice is generally biased to the dominant hand, but that this 
bias is modulated by sinusoidal whole-body motion. The amplitude of this 
modulation depends on the motion’s peak acceleration. We evaluated a 
biomechanical model of reaching under whole-body acceleration based 
on different assumptions about how future accelerations are taken into 
account in the cost calculations guiding the selection of one of the two 
arms. Results showed that the predictions from the cost model that took 
the instantaneous acceleration signal at target onset were in line with our 
behavioral results. This suggests that the brain relies on the bottom-up 
acceleration signals, and not on predictions about future accelerations, 
when deciding on hand choice during passive whole body motion. 
 In Chapter 4 we present data showing that the direction of gaze 
and the orientation of the head both affect the decisions of hand choice 
in stationary situations. When gaze remained fixed relative to the body, the 
choice bias shifted systematically with head orientation, and when the head 
orientation remained fixed, the choice bias shifted with gaze. This suggests 
that a mixture of head- and gaze- centered reference frames is involved in 
the spatially-guided decisions of hand choice. 
 In Chapter 5 we extend the research of Chapter 3 by showing that the 
cost computations that are responsible for hand choice during self-motion 
are the same when the inter-aural axis (head orientation) is not aligned 
to the axis of whole-body motion. This suggests that vestibular signals are 
correctly transformed to a body-centered coordinate frame before they are 
used in the calculation and comparison of costs that guides the choice of 
reaching with the left or right hand. Chapter 5 also confirms the findings of 
Chapter 4 by showing that head orientation affects hand choices while the 
body is stationary. 
 In sum, the research in this thesis shows that the brain takes future 
inertial forces into account when deciding on reaching movements during 
passive whole-body motion. That is not to say that the future inertial forces 
are always correctly computed. Both in selecting the phase-relationship 
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between reaches and whole-body motion (Chapter 2) and in selecting 
the preferred hand to reach for a target (Chapter 3), the brain seems to 
make wrong assumptions about future accelerations and thus the ensuing 
inertial forces. Nevertheless, Chapters 2, 3 and 5 show that vestibular 
signals are used for decision processes for action selection and Chapter 
5 shows that they are correctly transformed to body-centered coordinates 
for cost computations. In the following section, I will further discuss these 
experimental findings and consider the possible implications of passive 
motion on decisions in action selection. 
6.2 Decisions based on cost calculations that 
require predictions of body acceleration 
The paradigm used in Chapter 2 enabled us to study the phase relationships 
that characterize the coordination of arm movement with whole-body 
motion. More specifically, it allowed us to study voluntary decisions about 
when to initiate a reaching movement during whole body motion. It has been 
proposed that the timing of voluntary actions depends on a combination of 
the environmental action opportunities and internal motivations (Haggard 
2008). We found stable in-phase relationships when reaches were performed 
between targets that were placed on a frontoparallel axis, i.e. aligned 
with the body motion. This in-phase relationship could not be explained 
by models that minimize energy expenditure or end point variance in the 
reaches. Both models predicted a stable anti-phase relationship. It is well 
possible that other factors played a roll, as we explained in Chapter 2. For 
example, the coordination might be driven by neural constraints or predictive 
mechanisms, relying on vestibular signals and gaze. In close connection, in 
Chapter 3 we designed a new model that calculates the biomechanical 
costs under three different assumptions about the future acceleration. The 
first assumption held that the brain takes into account the forthcoming 
acceleration during the reach, meaning that the brain can fully predict how 
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the dynamical costs will change over the course of the movement. For the 
second model, the brain takes into account the instantaneous acceleration 
at the target onset and assumes it to stay constant over the course of the 
movement. The third possibility was that the brain operates as if the body 
is stationary in effector selection, not a too likely scenario. We found that 
the model that computes expected reach cost based on the instantaneous 
acceleration, performed best at predicting hand preferences across all 
the phases of the self-motion. This suggests that the brain does not fully 
predict future acceleration signals over the course of the motion in the cost 
computation underlying the selection of hand choice. When comparing the 
results of Chapter 2 and 3, it can hence be argued that the brain processes 
vestibular information flexibly, depending to the constraints of the task. The 
constant acceleration hypothesis cannot explain the result from Chapter 2, 
since this would have resulted in no clear phase relationship given that all 
relative phases would have been equally costly. In Chapter 2, the brain has 
probably explored energetically more efficient phase-relationships, that are 
not well captured by our simple approximation of biomechanical cost.
 The results of Chapter 2, Chapter 3 and Chapter 5 show clear 
phase relationships between the whole-body motion and the selected 
actions. We tried to interpret these phase relationships in terms of the 
involved biomechanical costs and assumed that the brain takes these costs 
into account when it comes to deciding on reaching movements. Our results 
suggest that the brain applies different strategies in these cost calculations 
compared to the biomechanical cost computations in stationary situations. 
In Chapter 2  we discussed the possibility of an increase of impedance of 
the limb to ensure more stability (Franklin et al. 2004; Balasubramanian et 
al. 2009; Selen et al. 2009), or that costs could differ for concentric and 
eccentric contractions of the muscle (Christou et al. 2003; Duchateau and 
Enoka 2008). In Chapter 3 and 5, we discuss that predictions about future 
whole-body acceleration may be impossible for the brain and therefore it 
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uses instantaneous information from the vestibular system at target onset 
to make an estimate about the future costs. 
 Another idea, argued in Chapter 3, is that subjects never build an 
internal representation, i.e. prior about the task strategies, and therefore 
behaved sub-optimal (Beck et al. 2012; Acerbi et al. 2014). In all our studies, 
we considered that subjects would readily develop an internal representation 
of the forces associated with the whole-body acceleration. However, we 
know from adaptation studies that it takes multiple movements under the 
same dynamics to build a motor memory (Lackner and Dizio 1994; Pigeon 
et al. 2013; Sarwary et al. 2013). In our experiments, the learning of a new 
motor memory and its application for trajectory (Chapter 2) or effector 
(Chapter 3 and 5) selection were inter-mixed. Moreover, we tested open-
loop decision processes rather than online movement corrections, which 
makes it possible that an internal model was never formed in our studies. 
6.3 Passive versus active motion 
While this thesis is focused on decision processes of reaching movements 
during passive motion, it would be interesting to know how these results 
translate to active motion. Think about playing soccer, mostly a situation 
of active motion, although sometimes you are being pushed, and thus 
passively moved. Soccer requires ongoing decisions on what, how, where 
and when (see Figure 1.1). For example, you want to score a goal (‘what’) 
by kicking the ball with the left foot (‘how’), just now (‘when’). Active and 
passive motion are different how they are generated (self versus other/
external). A number of studies has examined how vestibular signals are 
neurally processed during these two types of motion (Roy and Cullen 2002; 
Cullen 2004; Cullen et al. 2011; Laurens and Angelaki 2017). While at the 
level of the vestibular afferents there is no difference between active and 
passive head motion, neurons at the first central stage of sensory processing 
selectively encode the passive component (Roy and Cullen 2002; Brooks 
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and Cullen 2009, 2013; Cullen et al. 2011). Recent work from Laurens and 
Angelaki (2017) suggest passive and active motion are both part of one 
internal model that integrates motion signals from the motor, vestibular and 
proprioceptive signals. It would be interesting for future work to test our 
paradigms with active movement instead of passive motion, for example 
by self-generated motion, or by self-induced passive motion, e.g. by using a 
joystick to control the sled’s motion. 
6.4 Neural correlates of decisions in hand 
choice  
In this thesis I used behavioral approaches and computational models to 
understand the brain’s mechanisms for decisions in motion. For future 
work, it would be interesting to examine the neural correlates of these 
mechanisms. One candidate region is the primary motor cortex (M1), which 
has been implicated in response selection. 
 One way to probe corticospinal excitability during hand selection 
is by applying Transcranial magnetic stimulation over the M1 (Bestmann 
and Krakauer 2015). Cos et al. (2014) reported an increase of the motor 
evoked potential (MEP) for the selected hand prior to movement execution 
(Leocani et al. 2000; Cos et al. 2014), suggesting it reflects a biomechanical 
cost evaluation. Members of our research lab are currently investigating 
the corticospinal excitability in relation to hand choice during self-motion. 
Preliminary results show that MEP amplitudes depend on the phase of the 
motion, and show a modulation that mimics the reported hand-preferences 
in Chapter 3 and 5. For the future, it would be interesting to see if this 
modulatory effect of self-motion on choice behavior can also be probed in 
more upstream regions, including parietal and premotor areas (Oliveira et al. 
2010; Hamel-Thibault et al. 2016). We are currently exploring the feasibility 
of using Electroencephalography to unravel the contribution of these areas 
in the process of hand choice computations. 
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 Finally, the results of this thesis may have relevance for research on 
stroke rehabilitation, in particular to regaining arm use and arm function. 
Schweighofer and colleagues (Schweighofer et al. 2015) suggested that 
patients’ non-use can be explained by their proposed choice model, that 
we extended in Chapter 3. They proposed that the choice bias shifts to the 
less-affected hand, because it has lower effort costs and higher success 
values. Our current results extend this work, by giving more insight in the 
hand selection during self-motion, and the implications of head and gaze 
directions on hand selection. Maybe gaze manipulations can improve the 
use of the arm affected by the stroke.
 To conclude, the results presented in this thesis shed more light 
on how the human brain makes decisions about hand choice and reach 
trajectories when the body is in motion. We derived cost models to 
understand the decision computations and unraveled some of the reference 
frames that are involved in these calculations. A further characterization 
of the sequence of neural activations is needed to establish the neural 
correlates of these computations. Also clinical studies will help to obtain 
further insights in action plans for reaching under whole body translation. 
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Het neurale beslissingsproces voor het plannen en uitvoeren van 
reikbewegingen is voornamelijk onderzocht in stationaire situaties; 
dat wil zeggen, proefpersonen maken reikbewegingen terwijl de rest 
van het lichaam stil staat. Dit proefschrift beschrijft voor het eerst hoe 
het beslissingsproces wordt beïnvloed in een dynamische situatie: 
het beslissen en maken van een reikbeweging terwijl het lichaam in 
beweging is. Ik heb onderzocht hoe reikbewegingen worden gepland en 
op welk moment geïnitieerd worden wanneer het lichaam in beweging 
is. Daarvoor heb ik experimenten uitgevoerd op een bewegingsplatform, 
waarmee proefpersonen passief werden bewogen terwijl ze moesten 
kiezen met welke hand ze reikten naar doelen die op verschillende 
locaties en fases van de lichaamsbeweging werden aangeboden. Ik heb 
de reikvoorkeuren bepaald met behulp van een psychofysische methode. 
Op deze manier kon ik de invloed van inertiaalkrachten, die ontstaan 
tijdens de lichaamsbeweging, op handvoorkeur bestuderen en ook de 
spatio-temporele relaties tussen de lichaamsbeweging en het reikgedrag 
vaststellen. Met behulp van biomechanische modellen, waarmee de 
armbeweging tijdens de lichaamsbeweging gesimuleerd werd, heb ik de 
gedragsdata geïnterpreteerd. Met deze modellen kon ik bepalen welke 
bewegingskosten het brein probeert te minimaliseren in handkeuzegedrag 
en bijhorende reiktrajecten. 
 In Hoofdstuk 2 laat ik zien dat inertiaalkrachten een rol 
spelen tijdens de coördinatie van een cyclische reikbeweging  met een 
lichaamsverplaatsing. De resultaten laten zien dat proefpersonen de voorkeur 
gaven om in-fase met hun eigen lichaamsverplaatsing te reiken, mits deze 
reikbeweging parallel was aan de lichaamsverplaatsing. Wanneer anti-fase 
parallelle reikbewegingen werden opgelegd door een metronoom, vielen 
de proefpersonen snel terug naar het in-fase patroon zodra de metronoom 
stopte. Voor reikbewegingen loodrecht op de lichaamsverplaatsing hadden 
proefpersonen geen specifieke voorkeur voor in- of anti-fase. Simulaties 
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van een biomechanisch armmodel lieten zien dat het minimaliseren van 
energieverbruik of variantie van de eindpunten van de reikbewegingen, 
de waargenomen coördinatiepatronen van de parallelle reikbewegingen 
niet reproduceerden. We speculeren dat het in-fase coördinatiepatroon 
wordt gedreven door neurale begrenzingen, en dat mogelijkerwijs een 
voorspellend mechanisme een rol speelt bij de coördinatie. 
 In Hoofdstuk 3 laten we zien dat sinusoïdale versnellingen van 
het lichaam van invloed zijn op de gekozen hand voor een reikbeweging. 
Lichaamsversnellingen zorgen voor verschillen in de biomechanische kosten 
tussen een reikbeweging van de linker en rechter arm naar hetzelfde doel. 
De resultaten van dit hoofdstuk laten zien dat proefpersonen een voorkeur 
hadden om te reiken met hun dominante hand, maar dat deze voorkeur 
verschuift met de fase van de lichaamsbeweging. We simuleerden een 
biomechanisch model van reikbewegingen tijdens lichaamsversnellingen dat 
verschillende aannames maakt over hoe de versnelling wordt meegenomen 
in de berekening van bewegingskosten die de armkeuze bepalen. De 
resultaten laten zien dat de voorspellingen  van het kosten model dat het 
versnellingssignaal op het moment van het presenteren van het reikdoel 
gebruikt, het best overeenstemt met de gevonden handvoorkeuren. Dit 
duidt erop dat het brein rekent met bottom-up versnellingssignalen en niet 
met voorspellingen over toekomstige versnellingen van het lichaam bij het 
beslissen over handkeuze tijdens passieve lichaamsbewegingen. 
 In Hoofdstuk 4 presenteren we resultaten die laten zien dat zowel 
de richting kijkrichting als ook de stand van het hoofd van invloed zijn op 
handkeuzes voor een reikbeweging.  Als de kijkrichting constant blijft ten 
opzichte van het lichaam, schuift de handkeuze systematisch mee met 
hoofdoriëntatie, en wanneer hoofdoriëntatie gelijk blijft, schuift de keuze 
systematisch mee met de kijkrichting van de ogen. Dit geeft aan dat een mix 
van hoofdstand- en kijkrichting gecentreerde referentiekaders betrokken is 
bij beslissingen over handkeuze.
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 In Hoofdstuk 5 breiden we het onderzoek van Hoofdstuk 3 en 
4 uit, door te laten zien dat de kosten berekeningen die de handkeuze 
tijdens lichaamsbeweging kunnen verklaren niet beïnvloed worden door 
de oriëntatie van het hoofd ten opzichte van het lichaam. Dit duidt erop 
dat vestibulaire signalen op een correcte manier getransformeerd worden 
naar lichaams-centrische coördinaten voordat ze worden gebruikt in de 
vergelijking van de kosten die de handkeuze van reikbewegingen verklaart. 
Hoofdstuk 5 repliceert bovendien de resultaten van Hoofdstuk 4, door te 
laten zien dat de stand van het hoofd de handkeuzes beïnvloedt. 
 Samengevat, het onderzoek in dit proefschrift laat zien dat het brein 
rekening houdt met passieve lichaamsverplaatsing wanneer het beslist 
over welke hand te gebruiken voor een reikbeweging. Dit wil niet zeggen 
dat het brein altijd rekening houdt met de versnelling op het moment 
van de reikbeweging zelf. Bij het selecteren van een faserelatie tussen 
reikbewegingen en lichaamsverplaatsing (Hoofdstuk 2) en bij het selecteren 
van één van de handen voor het reiken naar een doel (Hoofdstuk 3), lijkt 
het brein verkeerde aannames te maken over toekomstige versnelling 
van het lichaam, en dus de verwachte inertiaalkrachten. Niettemin, 
Hoofdstuk 2, 3 en 5 laten zien dat vestibulaire signalen worden gebruikt 
in het beslissingsproces van actieselectie en Hoofdstuk 5 laat zien dat 
deze signalen correct getransformeerd worden naar lichaams-centrische 
coördinaten voor kostcalculaties. 
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Wauw het is klaar! De jaren van mijn promotieonderzoek zijn daarmee ook 
ten einde. Ik kijk terug op een ontzettend leuke en vooral leerzame periode 
in mijn leven, waarin ik gegroeid ben als onderzoeker maar ook als persoon. 
Het was nooit zo’n succes geworden zonder de hulp en steun van meerdere 
mensen om mij heen. 
 Allereerst wil ik mijn promotor Pieter en copromotor Luc bedanken. 
Zonder jullie begeleiding was het mij nooit gelukt om dit boekje af te krijgen. 
Pieter, ik heb heel veel van je geleerd, over schrijven, kritisch na te denken, 
data te presenteren, maar ook om mezelf te presenteren. Ik waardeer dat 
je mij de ruimte gaf om mezelf ook op andere vlakken te ontwikkelen, in de 
vorm van cursussen, bloggen en wetenschapsfestivals. Luc, ik weet niet 
wat ik zonder je had gemoeten. Je hebt mij van alles uitgelegd over fase 
relaties tot aan biomechanica en nog veel meer. Ik heb veel van je geleerd 
en ik heb het altijd leuk gevonden om samen achter de computer aan een 
code te puzzelen. Dankjewel.
 Daarnaast wil ik Rob bedanken voor de samenwerking. Jouw 
rustige, gestructureerde en eerlijke manier van werken was me heel goed 
bevallen. Roel, bedankt dat je bij ons stage kwam lopen. Je was de beste 
student die ik me kon wensen voor mijn project. Ik vond het heel erg leuk 
om met je samen te werken. Ik wens je het allerbeste met je PhD aan de VU!
 Dan mijn allereerste kamergenoot in het Sensorimotorlab Ivar, jij 
was helemaal aan het einde van je promotieonderzoek en ik begon net fris 
aan mijn PhD. Bedankt voor alle python tips, slee lab hulp en andere nuttige 
tips die je mij hebt gegeven. Then my second and last roomie, James, I will 
miss your infinite interest in completely random things, from killer wales to 
shitty British tv shows (that I should REALLY give a try) to Bayesian models, 
there was always something to talk about with you. It was great sharing an 
office with you, and I am grateful that I could always count on your help. 
Thank you!  I wish you all the best James, and please learn some Dutch at 
some point ;). 
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 Julian, ik beschouw je een beetje als mijn PhD Goeroe. Naast dat ik 
het geweldig vond om samen met je te bloggen, animatiefilmpjes te maken, 
eindeloos over google maps te scrollen, vakantie foto’s te bekijken en te 
kletsen over wat dan ook, heb ik ook op wetenschappelijk niveau veel aan 
je gehad. Je hebt me geleerd pragmatisch te zijn en niet bij de pakken neer 
te zitten als het even tegenzit. Dankjewel. 
 Anouk, mijn eerste labmaatje en treinbuddy! Ik heb genoten van 
onze ervaringen op Cosmo, de bijkom-vakantie in Minnesota en Chicago, 
de vele treinreizen op de tweezitter-met-handige-tafel-voor-laptop en vele 
congressen. Ik vond het altijd fijn om met je te praten en te sparren. Zelfs 
nu je in Canada zit weet je me via Skype te supporten bij de laatste loodjes 
voor mijn proefschrift. Dankjewel! 
 Leonie, wat was ik blij dat je bij ons lab kwam. Ik ‘kende’ je van 
NCM en ik dacht dit gaat leuk worden en dat werd het inderdaad. Jouw 
enthousiasme en gezelligheid zal ik missen. Bedankt dat je altijd een 
luisterend oor had en vooral de goede raad die je wist te geven. I also 
enjoyed our Friday afternoon drinks in the train together with Florian. Train 
rides were much less boring with the two of you. I will never forget the night 
that we took some BVO-tjes from the Christmas party and a very interesting 
tool of Luc with us. 
 Antonella, Antonelllaaaaaaaaaaa! My paranimf ! I will miss our 
coffee moments complaining about our ‘tough’ PhD life, and being each 
other’s subject for debugging our code in the sledlab. I will never forget our 
memorable Four Days March moments. You have been a great support for 
me and I enjoyed our time together. I wish you all the best. 
 I would like to thank the whole Sensorimotorlab, or as I like to call 
it the Sensorimotor Family ;). I always felt at home in the lab. Everyone was 
approachable for a chat or willing to help out. I will miss the lab meetings, 
hallway chats, 2-weeks challenges, sled lab meetings, being a guinea pig, 
lunch times, trampoline times, escape rooms, wine tastings, conferences 
and dinners. Thank you so much for the great time! Thank you: Johannes, 
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Sonal, Suhas, Lonneke, Nynke, Kathrin, Janny, Liliana, Sara, Arjan, Tjerk, 
Bart, Jeroen, Mathieu,  Adjmal and Femke.  
 Besides the lab, I would like to thank my other DCC buddies Eefje 
and Alessia.  I enjoyed our chats, Fourth Day Marches festivities and the 
Groningen conference. 
 Ook wil ik graag Jolanda en Vanessa bedanken waar ik met al mijn 
PhD-gerelateerde en administratieve vragen terecht kon. Bedankt dat ik 
altijd even binnen kon lopen, al was het volgens mij de bedoeling om dat 
tijdens ADMIN tijden te doen ;).  Daarnaast wil ik mijn grote dank betuigen 
aan de Technical Support Group voor alle hulp binnen het slee lab: Twan, 
Wilbert, Pascal, Gerard, Hubert, Norbert & Mark. 
 Tijdens mijn PhD heb ik mij bezig gehouden met het vertalen van de 
wetenschap naar de buitenwereld. Een groot deel daarvan was het opzetten 
van het Donders Wonders blog. Dit heb ik gedaan samen met een groep van 
enthousiaste en inspirerende mensen. Ik wil het Donders Wonders team 
bedanken voor de goede en vooral leuke samenwerking: Lieneke, Julian, 
Susanne, Jeanette, Alina, Janita, Winke, Piet, Richard, Jeroen, Nietzsche, 
Mahur en Annelies.  
 Iedere dag heb ik ongeveer 4 uur met het openbaar vervoer gereisd 
om van thuis, in Amsterdam Noord, op het Donders Instituut in Nijmegen 
te komen en s’avonds weer terug. Om tijdens deze lange reistijden niet de 
moed te verliezen heb ik heel veel gehad aan de Forenzen-app. Bedankt 
Zsa Zsa, Lisa, Anne, Dayinta, Jorien & Barbara. Ook al reisden we allemaal 
naar andere delen binnen Nederland (en later zelfs buiten Nederland), we 
konden goed onze daily struggles in het forenzen leven delen. Was heel erg 
fijn,  dankjulliewel! 
 Naast het vele treinreizen en hard werken was het elke dinsdag en 
vrijdag weer tijd om lekker een potje te gaan voetballen! Grote dank aan 
mijn team de Meer Vr3 voor de gezellige, sportieve en leuke momenten van 
de aflopen jaren. 
 Dan wil ik graag de HotGirlZsz bedanken (Inderdaad ik schrijf het 
gewoon in mijn proefschrift), Barbara, Jorien, Sieske en Dayinta. Jullie zijn 
DANKWOORD
162
een enorm grote steun voor mij, ik kan altijd bij jullie terecht om te praten, 
om te klagen, voor liedjes-van-de-dag, voor kleine paniek momenten, maar 
ook etentjes, weekendjes weg, vasteloavends en feestjes. Ik hoop dat we dit 
nog heel lang blijven doen. Sies en Day,  naast hotgirls, ook PhD partners 
in crime en nu mijn paranimfen. Alle drie werkten we aan een andere 
universiteit in Nederland en aan een ander onderwerp, maar toch hadden 
we gemeen dat we een PhD leven hadden. We begrepen elkaars moeilijk 
momenten maar ook onze prestaties als geen ander. Ik vond het super fijn 
dat we dit konden delen.
 Mijn andere PhD partner in crime Berno, ik vind het altijd fijn om 
met je te chillen. Met je goeie raad, maar ook al je gekkigheid. Hoop dat we 
dit nog lang blijven doen. Ook Kat, bedankt! Ook al zien we je minder vaak, 
het is altijd fijn als je er bent J 
 Olga, Olly, bedankt voor alle schouderklopjes, power talks en 
gezelligheid. Ik weet dat je er altijd voor me zal zijn en dat waardeer ik 
enorm. Met appjes, telefoontjes, etentjes, wellness momenten en andere 
leuke uitstapjes samen met jou ben ik goed mijn PhD jaren doorgekomen. 
Dankje! 
 Myrthe, bedankt voor alles en vooral je hulp aan de layout van mijn 
proefschirft! Kim, eindelijk woon je weer wat meer in de buurt. Hoop dat 
ik je vaker zie in de toekomst, met je gekkigheid en je recht voor z’n raap 
attitude. Samira, Fenna, Suzanne & Renee, bedankt! Kyra, bedankt, laten 
we snel weer wat leuks doen!
 Krista, ook al zien we elkaar niet meer zo vaak, ik vind het altijd 
fijn als we samen wat leuks doen en ik hoop dat we dit veel blijven doen. 
Bedankt voor alles en vooral voor het ontwerpen van de cover van mijn 
proefschrift!! 
 Helwich & familie bedankt voor alle liefde en steun en interesse 
in mijn PhD. Kees en Menno, bedankt voor alle leuke momenten op de 
ski’s en ook zonder de ski’s. Bedankt voor jullie support tijdens mijn 
promotieonderzoek. Coen, snowboard mattie, bedankt voor alles.  
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Dan wil ik graag mijn schoonfamilie bedanken de Ploegmakertjes: Harrie, 
Thea, Jeroen en Beata. Ik vond het heel fijn dat meerdere van jullie een 
promotieonderzoek hebben gedaan, waardoor we onze ervaringen konden 
delen. Bedankt voor alle steun en vooral alle gezelligheid ! Ook Ria, Leo, 
Angèle, Warner, Iris, Herco & kids, bedankt.
 Dan wil ik graag mijn Zwitserse familie bedanken: Gotti en Jelle, 
ik vind het super fijn om bij jullie te zijn in Spreitenbach, samen naar 
Grindelwald te gaan en ook als jullie hier in Nederland zijn. Bedankt voor 
alle fijne momenten, en vooral voor alle liefde en steun die jullie mij geven. 
Götti ich danke Dir für Dein stetes Interesse in meinen Werdegang. Die 
gemeinsamen Skiferien, Wanderungen und Essen bei Emilio oder Wetterhorn 
bleiben in bester Erinnerung. Oma und Opa, in memoriam, Vielen Dank.
 Mijn Friese familie: Pake & Beppe in gedachte, bedankt. Gretha 
& meiden, bedankt! Ik vond het heel leuk om elkaar vaker te zien door de 
voorbereidingen van de bruiloft. Janet & familie, bedankt. Ook Joukje, bedankt.
 De Saakies Sanne, Floyd, Emily en Ravello, dankjulliewel voor alle 
steun, liefde en blijheid. Ik heb Emily en Ravello op zien groeien tijdens mij 
PhD, wat ik heel bijzonder en leuk vond en wat mij inspiratie gaf om goed mijn 
best te doen. Sanne,  mijn grote zus, bedankt dat je altijd voor mij klaar staat, 
met je liefdevolle, beschermende en behulpzame aanpak. Bedankt voor je 
onvoorwaardelijke support en geloof in me, ik zou niet weten wat ik zonder je 
zou moeten. Ik hou van je en ik ben ontzettend blij dat je mijn zus bent.
 Mark, ook al ben je al sinds mijn 11e niet meer bij me, je zal voor 
altijd mijn grote broer blijven. Het verlies van jou is de reden waarom ik de 
gezondheid van mensen wil proberen te verbeteren en waarom ik iets wil 
toevoegen aan de wereld. Je bent de inspiratie geweest voor mijn PhD en 
waarom nu dit proefschrift af is. Ik mis je Mark.
 Papa en Mama, bedankt voor jullie onvoorwaardelijke geloof en 
liefde in mij. Bedankt voor jullie oprechte interesse in alles wat ik doe en zo 
ook in dit proefschrift. Jullie willen echt begrijpen wat ik doe. Wat ik intens 
lief vind. Daarnaast geven jullie mij de beste steun als het even tegen zit, en 
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zijn jullie altijd oneindig trots op alles wat ik doe. Met deze vaste ondergrond 
weet ik dat ik alles aan moet kunnen. Bedankt voor alles papa en mama, ik 
hou van jullie. 
 Als allerlaatste, Dennis, mijn grote steun en toeverlaat in dit hele 
proces. Je nuchtere en pragmatische aanpak heeft me goed geholpen als ik 
het allemaal even niet zag zitten. Vooral een fijne knuffel na een lange dag 
werken en treinreizen was alles wat ik nodig had. Ik weet niet wat ik zonder 
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