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Le reseau neuronal a fonctions radiales de base est un type de reseau recent
dont Ie domaine d'application est vaste. Nous avons etudie les performances de
ce reseau lors d'une utilisation pour la reconnaissance de caracteres manuscrits.
Nous avons obtenu un taux de reconnaissance de 89% des caracteres presentes
avec une forme du reseau simple et a architecture fixee a prior!.
Nous avons ensuite enonce les variantes possibles sur ce reseau neuronal et mis
en lumiere celles qui sont les plus utiles, particulierement pour la reconnais-
sance de caracteres manuscrits.
A partir de ces modifications et des resultats obtenus, nous avons developpe
un algorithme a architecture non-fixee a prior! et optimise pour la tache de la
reconnaissance de caracteres manuscrits.
Les reponses de cet algorithme sont superieures a celles de 1 algorithme ori-
ginal en echange de plus de temps d'apprentissage. II fait une recherche de
solution d'une fa9on aussi bonne ou meilleure que certains algorithmes plus
traditionnels mais a Pavantage d'offrir une solution localement optimale et de
diminuer les t aches de Parchitecte du reseau.
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Introduction
Les reseaux neuronaux et la reconnaissance de
caracteres
Le reseau neuronal noinrae RBF1, mis en evidence par Broomhead et Lowe [10]
en 1988, est rapidement devenu un des plus populaires grace a sa siraplicite
et a ses performances. L'operation d'un reseau RBF est tres simple car ses
structures sont efficaces et faciles a comprendre. Ce reseau requiert tres peu
de ressources materielles et est tres rapide.
Le reseau RBF ofFre beaucoup d'avantages comparativement a d'autres reseaux
plus traditionnels. Par exemple, il est plus petit et plus performant que Ie per-
ceptron multicouche a retropropagation du gradient. Une autre comparaison
est que Ie reseau necessite moins de memoire que des raodeles probabilistes
multimodaux et ses capacites de generalisation sont aussi bonnes. II est uti-
1. Radial Basis Functions: Fonctions radiales de base
Use pour des applications aux problemes d'apprentissage supervise tels que la
regression, la classification et la prediction. Ses performances lui donnent un
role important dans des applications en temps reel [5].
Le RBF est un modele de reseau a trois couches (Entree, Cachee, Sortie) a
propagation avant avecfonctions d'activation de la couche cacheelocalisees. La
methode d'apprentissage du reseau RBF est de forme hybride semi-supervisee.
La couche de sortie doit etre entrainee de fa^on supervisee (1'utilisateur signifie
quel resultat est attendu), mais la couche cachee est auto-organisee.
Le reseau RBF utilise des donnees locales pour faire Papprentissage et Ie rap-
pel. On utilise Ie terme donnees locales car, pour chaque valeur en entree,
seulemeut une petite region de 1'espace du domaine du probleme, plutot que
tout Pespace, entre dans Ie calcul. Dans Ie cas de RBF, plus une donnee entree
est eloignee des donnees deja connues et bien classees, moins cette entree a
de Pinfluence sur Ie resultat du reseau. Ainsi on ne s'interesse qu'aux donnees
proches du vecteur d'entree, les donnees locales.
Le systeme nerveux possede plusieurs types de neurones qui illustrent Ie prin-
cipe du stimuli local. On peut penser aux stereocils de la cochlee, par exemple
[9]. Chaque groupe de cils a sa frequence precise et reagit peu aux autres fre-
quences sonores. II s'agit d'une propriete vitale pour les systemes vivants car
cela leur permet de decomposer les bruits selon leur frequence. Les implants
cochleaires artificiels ont d ailleurs plusieurs canaux, chacun representant une
frequence specifique. Le defi de ces implants est de relier chaque canal au bon
recepteur du patient. Plus 11 y a de canaux bien connectes, plus la percep-
tion resultante est bonne. II y a aussi les cellules du cortex somatosenseur qui
repondent selectivement a des regions localisees de la surface du corps. Les
cellules d'orientation dans Ie cortex visuel repondent selectivement a une sti-
mulation qui est a la fois locale dans sa position retinale et locale dans 1'angle
d'orientation de Pobjet, tandis que les cellules du noyau laminaire des hiboux
sont ajustees a des delais inter auraux specifiques. Les populations de cellules
ajustees localement sont typiquement arrangees en cartes corticales ou les va-
leurs auxquelles les cellules repondent varient selon leur position dans la carte
(voir figure 0.1). I/ajustement local des stereocils est une consequence de leurs
proprietes biophysiques. Par contre, dans les cortex la localite de la reponse est
une consequence de I5 architecture du reseau. Cette localite est une propriete
calculee par Ie systeme et ne devrait pas etre confondue avec les proprietes de


























FIG. 0.1 - Couche de neurones a stimuli local.
Dans Ie cortex cerebral, des colonnes de cellules reagissent uniquement a une
droite placee dans Ie champ visuel selon une orientation precise.
Pour obtenir un bon apprentissage dans les reseaux neuronaux multicouches,
11 faut que Ie reseau fasse une optimisation non-lineaire. Ce qui rend Ie reseau
RBF si performant est que Pan preserve Ie caractere lineaire des calculs afin de
garder Paspect mathematique simple et de Eainimiser la complexite des calculs
[19]. C'est la combinaison de la representation locale et de 1'apprentissage
lineaire qui permet au reseau RBF d'offrir de si grands avantages de vitesse
comparativement a d autres reseaux tels Ie perception multicouche.
Le reseau RBF est aussi multiraodal, ce qui signifie que 1 on peut avoir deux
entrees tres differentes qui peuvent representer la meme valeur de sortie. C est
un atout pour 1'utilisation dans un probleme de reconnaissance de caracteres
manuscrits ou chaque syrabole peut etre dessine de plusieurs famous difFerentes.
Par exemple, on peut tracer Ie chifFre zero avec ou sans diagonale (0 ou 0).
II a ete prouve [11] [12] qu'un reseau RBF peut faire une bonne approximation
de toute fonction a plusieurs variables continue sur un domaine compact si un
nombre suffisant d'unites est utilise [8]. Ce nombre est facile a identifier dans la
plupart des cas. Malgre cela, il y a quand meme certaines limites sur Ie domaine
du probleme; certains cas speciaux de donnees non lineairement separables
donneront de mauvais resultats. Deux groupes de donnees sont lineairement
separables si on peut tracer un hyperplan entre les deux groupes. II peut arriver
entre autres qu'un groupe soit Indus entierement a 1 interieur de 1'espace d'un
autre groupe; les deux groupes sont done lineairement inseparables.
II existe des methodes de calcul pour la classification et Pinterpolation qui ont
les memes avantages interessants de parallelisme et de vitesse mais aucune
autre ne peut etre aussi facilement iraplantee dans une architecture de reseau
fixe (par exemple, dans des puces electroniques). La simpliclte du reseau RBF
fait qu'une implantation sous forme de puce electronique serait peu couteuse.
Nos objectifs sont de presenter Ie reseau RBF et d etudier ses performances et
capacites. A partir de ces connaissances nous voulons proposer une variante
efficace du reseau pour qu'il puisse etre implante dans toute application de
fa^on efficace et economique.
La suite de cet expose est structuree comme suit. Dans un premier volet nous
presenterons les problemes poses par la tache de la reconnaissance des carac-
teres manuscrits. Par la suite nous exarainerons en detail Ie reseau RBF et
nous examinerons la capacite de ce reseau a faire la classification de carac-
teres manuscrits en fonction des pararaetres et ressources qu'il utilise. Dans
un deuxieme volet nous evaluerons plusieurs techniques d optimisation et des
algorithmes varies qui sont utilises dans les reseaux RBF afin de faire la re-
connaissance de caracteres. Cette etude nous araenera a creer une variante du
reseau RBF plus simple a utiliser que Ie reseau de base et plus resistante au
bruit.
Afin d aider a la comprehension et a la comparaison du reseau RBF avec les
methodes statistiques, void un glossaire des equivalences entre les termes des



















TAB. 0.1 - Equivalences entre les termes provenant des statistiques et des
reseaux neuronaux
La reconnaissance de caracteres manuscrits
La reconnaissance des caracteres imprimes ou manuscrits par ordinateur est
1'objet de recherches continues depuis les vlngt-cinq dernieres annees. L'utilisa-
tion de techniques de reconnaissance automatique est en croissance continue;
saisie de donnees par ordinateur portatif sans clavier, tri postal et traitement
de formulaires ne sont que quelques-unes des applications de la reconnaissance
de caracteres.
La saisie de documents dactylographies presente au depart un defi pour 1'in-
formatique. Les resultats dans ce domaine sont interessants mais jamais par-
faits. ]V[algre cela les entreprises en font grand usage, soit pour faire passer
un texte entre des types d'equipement informatique incompatibles ou lorsque
Ie travail doit etre effectue sur des documents provenant de Pexterieur de la
compagnie, par exemple.
La reconnaissance de caracteres manuscrits represente un defi d'une magnitude
superieure a la saisie de documents dactylographies; les caracteres traces par
un individu peuvent varier selon son etat d'esprit, sa fatigue et plusieurs autres
facteurs. Entre deux individus, les caracteres peu vent varier enormement ou
etre completement difFerents. La difficulte de reconnaitre un caractere manus-
crit est telle que merne 1'etre humain fait des erreurs, a un taux significatif de
pres de 4% [13]. Puisque une erreur dans la saisie de donnees peut avoir des
consequences catastrophiques, il faut s'assurer d'avoir Ie meilleur taux possible
de classement valide des caracteres.
Un logiciel de reconnaissance de caracteres suit plusieurs etapes lors du traite-
ment. Chacune de ces etapes est necessaire pour obtenir un resultat et chacune
presente des difl&cultes particulieres. Ces etapes visent a transformer 1'objet
original (un caractere trace sur une feuille de papier, par exemple) en infor-
mations utiles pour 1'etape finale de classement du caractere. Les etapes prin-
cipales pour la reconnaissance de caracteres sont generalement les suivantes
[22]:
[Acquisition |—^| Pretraitement des donnees \~~^\ Analyse [—"pecision |—>-| Apprentissage
FIG. 0.2 - Etapes principales pour la reconnaissance de caracteres
L5acquisition
La premiere etape consiste a obtenir des donnees numeriques a partir de 1'objet
a trailer. Pour la reconnaissance de caracteres, ceci consiste generalement a
echantillonner Pimage de I'objet en utilisant une camera video ou un echantil-
lonneur sur feuille de papier. L image per^ue sera transformee en une matrice
contenant des valeurs de niveau de couleur (Rouge, Vert et Bleu) ou de niveau
de gris.
L'acquisition peut aussi se faire a partir d'une tablette graphique. Dans ce
cas 1'utilisateur ecrit directement sur la tablette. L ordinateur saisit une image
en deux tons du caractere a reconnaitre ainsi que de 1'inform.ation temporelle
sur Ie trace, ce qui peut aider la reconnaissance de caracteres. Un exemple
fonctionnel de cette utilisation se retrouve dans Ie Newton II de la compagnie
Apple.
Le pretraitement des donnees
On reconnait generalement deux sous-etapes au pretraiteraent: la localisation
et la segmentation. La localisation consiste a rechercher dans Pimage saisie
1 endroit ou se trouve 1'mformation. Elle contribue ainsi a 1'elimination des
espaces blancs ou du bruit. C'est une etape generalement assez simple pour
la reconnaissance de caracteres. La segment ation, elle, consiste a separer les
blocs de caracteres en lignes, mots et caracteres individuels. La plupart des
algorithmes de classement de caracteres ne classent qu'un caractere a la fois.
II est done important de bien pouvolr les separer.
A ce stade on applique certaines transformations a 1 image comme Ie seuillage,
Ie lissage, la squelettisation, Pelimmation du bruit ou la normalisation de la
taille de Pimage afin de pouvoir passer ces donnees a 1'etape d'analyse.
Le bruit est une complication qui doit toujours etre prise en compte lorsque
Ron veut faire de la reconnaissance d'images. Un faible niveau de bruit peut
facilement induire Ie logiciel en erreur. Le bruit a deux sources principales: Ie
materiel utilise (camera mediocre, ombres sur 1'objet, phenomenes d'etirement
de Pimage, etc.) et 1'objet observe lui-meme (nature du support, poussiere,
transparence, etc.). II est done important de construire un systeme de recon-
naissance de caracteres resistant au bruit. Pour ce faire, on tente d'elirainer Ie
plus de bruit possible a Pinterieur de la phase de pretraitement ainsi qu'a la
phase d'analyse ou de classement.
La methode principale d elimination du bruit lors du pretraitement est Ie lis-
sage. Ceci consiste a appliquer un filtre passe-bas a 1'image. Ainsi les elements
de Pimage inconsistants avec I'information qui nous interesse sont reduits en
importance.
Le seuillage est un autre traitement applique a 1 image. II consiste generale-
ment a transformer une image en tons de gris a une image en deux tons (noir
et blanc). La procedure est souvent slmplement d'examiner si 1'histogram.nie
de 1 image peut etre separe en deux parties. Tous les tons en de^a du seuil sont
transformes en un ton et ceux au-dela, dans 1 autre ton.
La squelettisation consiste a tenter de remplacer Ie trait du caractere par un
squelette qui supporte ce trait. Cela reduit la quantite d information necessaire
pour representer Ie caractere mais cela a aussi des inconvenients. Entre autres,
il peut y avoir plus d'un squelette valide pour chaque caractere.
L'analyse
Gette etape cherche a fournir a Petape suivante, la classification, les donnees
susceptibles d'aider a faire Ie classement. Le choix de ces donnees et des me-
thodes utilisees depend done de I'algorithme de classification utilise a la pro-
chaine et ape.
On peut cependant distinguer deux grandes categories de donnees creees lors
de cette etape:
- L extraction de primitives geometriques: Petape d'analyse cherchera des
formes (segments, splines, etc.) dans Pimage. Cettefa9on defaire s'oriente
vers les methodes de reconnaissance structurelle.
- L'extraction de proprietes topologiques et georaetriques: ce sont des me-
sures de surfaces, de distances, du centre de gravite, de concavites, etc.
Cette fa^on de faire s'applique plus facilement aux algorithmes de clas-
sement connexionistes ou statistiques.
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La decision
L'etape la plus importante de la reconnaissance de caracteres, raais qui serait
impossible sans les etapes precedentes, est 1'etape de la decision. Les methodes
de prise de decision les plus utilisees sont:
- La methode du plus proche voisin
- La discrimination fonctionnelle
- Les methodes structurelles
- Les methodes statistiques
- Les methodes connexionnistes
La methode du plus proche voisin esi Papproche la plus simple a comprendre.
II s'agit de representer chaque caractere par un vecteur de caracteristiques
extraites par les etapes precedentes. On definit des vecteurs prototypes pour
chaque caractere a reconnaitre. Pour faire la classification, on calcule la dis-
tance entre Ie vecteur du caractere et les vecteurs prototypes; on classe Ie
caractere selon Ie prototype Ie plus proche. La notion de distance utilisee varie
selon les methodes.
La discrimination fonctionnelle emploie aussi des vecteurs prototypes. Par
centre il s'agit ici de decouvrir une fonction permettant de separer les pro-
totypes d'une classe de ceux des autres classes. Les fonctions utilisees sont
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lineaires, lineaires par raorceaux ou non-lineaires. Le probleme avec cette rae-
thode est que les classes ne sont pas toujours lineairement separables. Dans ce
cas, il faut utiliser des fonctions de discriminations non-lineaires, qui sont plus
complexes et qui demandent plus de ressources a 1 ordinateur.
L'approche structurelle consiste a considerer les objets en fonction de leurs
composantes, de leurs proprietes et des relations entre ces composantes. Dans
Ie domaine qui nous interesse, les objets sont en general des primitives ele-
mentaires. Elles sont assemblees differeniment suivant que 1'on utilise la theorie
des graphes ou la theorie des langages formels.
Dans les representations issues de la theorie des graphes, les composantes ele-
mentaires sont liees pour une comparaison entre Ie graphe de la forme et celui
du modele. Dans les representations en langages formels, la chaine de primi-
tives est consideree cornrne un mot d'une grammaire. L'analyse syntaxique
determine si ce mot est correct et correspond a une classe predefinie.
De tres nombreux systeraes ont ete developpes avec ces methodes, surtout en
ce qui concerne la reconnaissance des lettres. Les performances de tels systemes
sont interessantes car elles depassent les 99% en reconnaissance des caracteres
latins imprimes et 80% pour les caracteres manuscrits.
L approche statistique la plus couramment utilisee est Papproche bayesienne.
Elle a ete formalisee par Chow en 1965 [26] et consiste a representer Ie probleme
sous la forme d un modele probabiliste. Elle estime la classe d'appartenance
d un prototype avec un minimum d'incertitude et estime Ie risque de cette
12
decision.
Dans certaines approches probabilistes, on definit un modele comrae etant un
processus aleatoire pouvant changer d et at a tout instant avec une certaine
probabilite pour chaque transition. En reconnaissance de caracteres, la com-
posante du temps est remplacee par 1'ordre d'apparition des lettres ou des
chifFres. Le modele Ie plus employe dans les approches stochastiques est Ie mo-
dele de Markov. Des systemes pour la reconnaissance de Pecriture raanuscrite
a 1'aide de modeles de Markov ont ete developpes mais des problemes de temps
de calcul et de forraalisation theorique limitent pour Pinstant les performances
de ces applications [24].
L approche connexionniste est 1 approche la plus recente. Elle utilise des re-
seaux de neurones artificiels corame classificateurs etablissant des frontieres
dans des espaces de dimensions finies. Les reseaux neuronaux perraettent de
faire un apprentissage avec tres peu de specifications et ils sont relativeraent
simples a mettre en oeuvre.
Nous utilisons cette approche pour faire la reconnaissance de caracteres. Basee
sur Ie reseau RBF, cette approche a la particularite de combiner 1'approche
de la classification automatique et 1 approche connexionniste. On obtient ainsi
une methode beaucoup plus puissante et performante.
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L'apprentissage
L'objectif de cette etape essentielle d'un systeme de reconnaissance de carac-
teres est d'acquerir et d'organiser les connaissances sur les classes et les echan-
tillons a trailer. Pour cela 11 faut former un ensemble representatif d'echan-
tillons, appele base d'apprentissage, a partir duquel Ie systeme va s organiser
afin de pouvoir faire la classification. On place cette etape a la fin car certains
systemes ameliorent leur performance de fagon dynarnique, c est-a-dire que
Papprentissage se fait au fur et a mesure que Ie systeme fait la classification
des donnees en entree.
II existe deux types d'apprentissage: supervise et non-supervise. L apprentis-
sage est supervise quand un systeme externe (une personne) presente les echan-
tillons en precisant a quelle classe ils appartiennent. L apprentissage est dit
non-supervise quand Ie systeme recherche de lui-meme Ie nombre de classes
presentes et fait la classification parmi ces classes a partir de la base d'appren-
tissage.
Chaque methode de decision a sa methode d apprentissage associee. Pour
la methode du plus proche voisin, on utilise souvent un apprentissage non-
supervise qui exploite un principe de proximite. La discrimination fonction-
nelle emploie un algorithme d'apprentissage supervise qui permet de calculer
les coefficients des difFerentes fonctions de discriraination [25].
Pour les methodes structurelles, 1 apprentissage implique la construction d'une
grammaire a partir de mots ou de phrases convenablement choisis. Le probleme
14
pose par ce type d'apprentissage est que Ie nombre de grammaires possibles
est infini. Cependant, certains algorithraes permettent d'emonder Parbre de
recherche en posant des contraintes sur la grammaire.
L'apprentissage bayesien est un apprentissage supervise particulier. II consiste
a estimer la probabilite et la distribution de chaque classe. La probabilite
peut etre soit connue a prior! ou estimee facilement a partir de la base d ap-
prentissage. Pour estimer la distribution, il existe plusieurs methodes, la plus
employee etant celle de 1 estimateur de vraisemblance. Pour les systemes em-
ployant des modeles markoviens, 1'apprentissage consiste sim.plement a calculer
les probabilites de changement d et at sur un ensemble de prototypes connus.
Finalement, pour les methodes connexionnistes, 1'apprentissage consiste a mo-
difier Ie poids des connexions entre les neurones en fonction de 1 erreur de
classification commise par Ie reseau neuronal. Plusieurs approches connexion-
nistes ont ete utilisees pour la reconnaissance de caracteres, entre autres Ie
perception multicouche a retropropagation du gradient d'erreur (feed-forward
backpropagation), la machine de Boltzman, les cartes de Kohonen, etc.
15
Description detaillee de deux methodes de clas-
sification
La classification bayesienne
Cette approche est basee sur Ie theorerae de Bayes applique aux distributions
de probabilite. Supposons que les caracteristiques X d'un probleme soient
connues et que 1 on veut calculer les probabilites des H sorties possibles mu-
tuellement exclusives qui peuvent etre une solution s/i du problerae pose:
P(^|X) = P̂(sh)P(X\Sk)
z^^ P(s,)P(X\s,)
ou P(sh) est la probabilite a priori de 5/1, P(X\Sh) est la probabilite condition-
nelle de X sachant que s^, est present et P(sh\X) est la probabilite condition-
nelle de S}i sachant que X est present.
On veut done calculer la probabilite a posteriori, soit avec quelle frequence
5,;, apparaitra si les caracteristiques du probleme sont X. Pour cela 11 faut
connaitre les probabilites P{sh) et P(X\Sh). II est generalement impraticable
dans un domaine reel de calculer les probabilites P(X\Sh,) pour toutes les
combinaisons possibles d'un probleme. On doit faire Phypothese que les N
caracteristiques de X sont conditionellement independantes. Cela nous permet
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de calculer P(X\Sh,) avec un plus petit nombre de probabilites:
N
PWsh) = n P(Xn\Sh).
n==l
Ces methodes ne sont en general pas satisfaisantes car:
1. certaines caracteristiques peuvent appartenir a deux classes difFerentes,
done la solution finale a toujours une erreur,
2. les hypotheses faites dans ces methodes (ex.: que les caracteristiques
soient independantes) ne sont pas raisonnables en general,
3. ces methodes utilisent souvent les probabilites conditionnelles P(sh\X)
pour representer Paspect probabiliste d'une relation de cause a efFet entre
la classe s/i et la caracteristique Xn. Ces probabilites conditionnelles, qui
ne sont pas des mesures de la force du lien causal, sont imprecises et
difficiles a obtenir.
On peut alleger ces problemes en utilisant une raethode qui specifie la force
d'une association entre une caracteristique et une classe ainsi que les probabi-
lites a priori. Pour cela on peut utiliser la fonction de densite si elle est connue.
Quand aucune evidence ne supporte une forme de la fonction de densite plutot
qu'une autre, une bonne solution est souvent de construire une collection de
prototypes bien classes appelee base d'apprentissage, et de classer les nouveaux
exemplaires en se servant de 1 evidence des prototypes les plus pres de ceux-ci.
Une de ces procedures non-parametriques est connue sous Ie nom de k plus
proches voisins votants (k nearest neighbors ou fc-NN). Selon cette regle un
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exemplaire est classe avec la classe de la majorite de ses k plus proches voisins
dans la base d'apprentissage. Le theoreme de Cover 23] nous donne une jus-
tification statistique de cette procedure en demontrant que lorsque Ie nombre
d'exemplaires N et Ie nombre de voisins k tendent vers 1'infini tel que k/N —^ 0,
Ie taux d'erreur de la regle fc—NN s'approche du taux d'erreur de la bayesienne
optimale. Par centre dans un probleme avec un norabre d exemplaires fini, la
regle fc—NN n'est pas garantie d'etre la fagon optiraale d'utiliser 1'information
contenue dans Ie voisinage. Si on suppose qu'il y a un nombre infini d exem-
plaires, 1'erreur de classification CNN du classificateur par k plus proches voisins
et 1 erreur de B ayes eg sui vent la relation:
N
£B ^ £NN ^ 2£B - ^ _ ^ SB
ou N est Ie nombre de classes [30]. En fait Ie classificateur fc—NN peut etre
utilise pour estimer Perreur de Bayes dans certaines applications. Le temps
d'apprentissage de cette methode est utilise pour calculer toutes les probabili-
tes P(sh\X). Elle necessite beaucoup d'espace-raeraoire pour emraagasmer les
exemplaires et un long temps de calcul pour la classification.
Dans les problemes de classification, une connaissance complete des statis-
tiques concernant les fonctions de densite conditionnelles de chaque classe est
rarement disponible, ce qui nous empeche d'utiliser la procedure de classifi-
cation optimale bayesienne. Si on se sert de fc-NN, on peut utiliser la regle
de rejet par distance pour decider qu'un exemplaire ne fait temporairement
partie d aucune classe et qu'on devrait creer une autre classe car cet exem-
plaire se trouve loin de tout autre groupe. Cette methode est multimodale et
dynamique, limitee seulement par la raemoire de 1'ordinateur.
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En resume, 11 y a certaines barrieres qui nous empechent d'utiliser la classifi-
cation bayesienne efl&cacement. II faut que la base de connaissances contienne
une grande quantite de probabilites. Nous devons aussi supposer des indepen-
dances de fa^on irrealiste entre les classes. Une autre barriere est 1'explosion
du nombre de solutions possibles lorsque les caracteres a classer possedent
plusieurs caracteristiques similaires, entre autres.
Nous ne discutons id que de la classification bayesienne de base. II existe plu-
sieurs modeles recents bases sur la classification bayesienne, tels que 1 utilisa-
tion de la theorie de Dempster-Shafer sur la regle fc-NN, qui tentent de reduire
les problemes associes a ce raodele et s'appliquent entre autres a creer une
couverture parcimonieuse du domaine du problerae afin d en simplifier la re-
solution.
Le reseau perceptron multicouche
Le perception multicouche est un reseau neuronal souvent utilise pour faire
de la reconnaissance de caracteres. Malgre qu'il ait ete tres etudie, ce reseau
conserve certaines limites intrinseques. A cause de son aspect global, il ne-
cessite mains de ressources que la classification bayesienne mais par contre il
ofFre des resultats moindres que la classification bayesienne ou que des reseaux
neuronaux plus recents tels que Ie reseau RBF [31].
Des algorithmes bien etablis tels que la retropropagation du gradient d'erreur
existent pour entrainer Ie reseau. C'est un algorithme supervise qui fonctionne
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ainsi: les neurones de la couche de sortie calculent la difference entre la valeur
obtenue et la reponse attendue. On ajuste les poids synaptiques en utilisant la
regle d'apprentissage de Widrow-HofF pour les neurones non-lineaires. L erreur
est propagee a reculons a travers les memes connexions synaptiques vers la
couche cachee. Le meme genre de calcul est effectue sur la couche cachee et
Perreur est propagee vers 1'entree. Ainsi 1'erreur sera plus petite a I'avenir
lorsque cet exemplaire sera presente en entree.
Afin de pouvoir enseigner au reseau une classification non-lineaire avec la retro-
propagation du gradient d'erreur, Ie reseau doit utiliser des neurones non-
lineaires. La fonction d'activation non-lineaire la plus populaire est
1w= l-\-e-x
La fonction de reponse de chaque couche est
r-k = fiWn-i)
ou Tk-i est la reponse de la couche precedente et W est la matrice des poids
de connexions.
La regle d'apprentissage pour chaque couche au temps t est
W(t+i} = W(t) + r]8kr^
L algorithme de retropropagation converge vers un minimum local de Perreur
moyenne au carre pour la couche de sortie si la constante 77 est bien choisie.
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La valeur de 8 est differente selon la couche ou se fait 1 apprentissage. Pour la
couche de sortie c'est
Sk = rk(l -rk)(ok -rk)
ou Tk est la reponse obtenue et o^ la reponse attendue. Pour la couche cachee on
ne connait pas la reponse attendue. On se sert plutot de 1'erreur retropropagee
a partir de la couche de sortie pour estimer Perreur a cette couche-ci:
Sk = rk(l - r-k)(W TSk+i)
ou Sk+i est Ie vecteur obtenu a la sortie et retropropage.
Un des desavantages de ce reseau est qu'en general 11 necessite un grand nombre
d'iterations pour converge! vers une solution. En effet, il faut que 1'apprentis-
sage se fasse sur tous les parametres en meme temps et cela requiert beaucoup
d'iterations pour que chaque parametre soit bien ajuste. Chaque iteration de-
mande un grand nombre de calculs, plus que Ie reseau RBF.
De plus, il est tres difficile d'estimer la quantite de neurones necessaires pour
avoir une architecture optimale. Tres sou vent les utilisateurs tentent de devi-
ner la quantite necessaire, examinent Ie resultat de Papprentissage avec cette
quantite et recommencent tant qu'ils ne sont pas satisfaits du resultat.
Ce n'est done pas un reseau aussi simple a utiliser qu'il y parait. Neanmoins,
11 demeure fiable et un utilisateur avert! peut obtenir de tres bans resultats.
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Chapitre 1
Presentation du Reseau RBF
1.1 Description detaillee du reseau
Ce reseau est utilise pour trouver une approximation d'une fonction non-
lineaire ainsi que pour faire 1 interpolation d une fonction deflnie sur un en-
semble fini de points. L'idee prlnclpale est de construire une transformation
non-lineaire entre 1'espace d'entree et 1'espace de sortie par un processus a deux
etapes. La premiere etape est une simple projection non-lineaire de la couche
d entree a la couche cachee. La deuxierne etape etablit une transformation
lineaire de la couche cachee vers la couche de sortie.
Dans sa forme la plus simple 1'architecture du reseau est predeterminee. En
theorie Ie vecteur en entree est passe a la couche cachee grace a des poids de
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FIG. 1.1 - Architecture du reseau.
La couche de gauche est la couche d'entree. Le vecteur entre passe d la couche
cachee par des connections de poids unitaires. Le resultat des fonctions gaus-
siennes de la couche cachee est passe a la couche de sortie avec les poids de
connection de la matrice W'.
valeur unite. En pratique on ignore simplement cette couche. Chaque neurone
cache du reseau represente un groupe grace a une fonction radiale centree
sur ce groupe. On se sert de Palgorithme des fc-Moyennes pour determiner
les groupes; c'est pourquoi on dit que Ie reseau RBF est de type assiste par
regroupement (clustering-aided type). La valeur du rayon de chaque fonction
radiale est determinee par difFerentes methodes, entre autres en utilisant la
moyenne des distances des k plus proches voisins . Toutes les fonctions radiales
de base dans la couche cachee sont du meme type.
Le reseau RBF peut utiliser un ou plusieurs neurones de sortie. Nous avons
utilise 10 neurones de sortie, un pour chaque chifFre de 0 a 9, encode dans
Ie style un-de-x. Cela signifie qu'on donne une valeur numerique aux sorties
dans la base d'apprentissage selon que I'exeraplaire a une probabilite 1 d'ap-
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partenir a la classe s et 0 d appartenir a toute autre. Ainsi les vecteurs sortie
dans I'apprentissage sont des vecteurs de grandeur egale au nombre de classes
et qui contiennent un seul 1 a la position 5 et des 0 partout ailleurs. Apres
Papprentissage, Ie reseau repond a un nouvel exemplaire avec des valeurs conti-
nues dans Ie vecteur sortie qui sont interpretees comme proportionnelles a la
probabilite d appartenance a chaque classe. Un neurone de la couche de sortie
s'activera plus fortement pour signaler 1'appartenance du vecteur d'entree a la
classe que ce neurone represente.
Le cas general est que les entrees et les sorties sont des vecteurs. Ceci rend la
notation plus complexe sans aider a la comprehension. Aussi dans la litterature
sur ce reseau, la notation generalement utilisee ne represente qu'un seul neu-
rone de sortie afin de simplifier la notation. Nous adoptons aussi ce principe
mais avec une notation plus detaillee lorsque que 1 explication la requiert.
Soit X = {rci, a;2; • • • ? -^Tv} Pensemble des exernplaires pour 1'apprentissage.
E = {ei, 62,..., ep} 1'ensemble des neurones d'entree.
C = {ci,C2,... ,CA"} est Pensemble des neurones caches qui ont chacun un
rayon a^ associe. Pour siraplifier, les Ck representent egalement Ie centre du
neurone Ck.
S = {Sl,52,•..5 <sj?} est 1'ensemble des neurones de sortie.
Plus specifiquement, Ie probleme general est d'approximer une fonction g de
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RF vers RH definie sur N observations par une fonction / telle que
g(x) w f(x) pour x C X. (1.1)
Li dee generate est de representer la fonction / par une somme de fonctions
(habituellement non-lineaires) cfck telle que 1'equation 1.1 est approximee par
K
g(x) w ^Wk(j)k(x,\k) (1.2)
k=l
ou Wk sont des vecteurs de poids synaptiques et \k est un ensemble de para-
metres a preciser selon Ie contexte. Dans ce travail, \k est la paire (0^,0-^), soit
Ie centre et Ie rayon du neurone Ck.
On pourrait en theorie se servir de toutes les entrees x\ pour simuler la fonction
/, mais en pratique ce n est pas desirable, car il faudrait poser un centre (f>
pour chaque x. On cherche plutot a faire 1 approximation de la fonction g par
Ie plus petit nombre possible de fonctions (j) ou chaque (f) peut representer un
groupe d'exemplaires de X. Cette technique porte Ie nom d'approximation par
fonctions radiales de base lorsque 1'on utilise plusieurs groupes plutot que X
directement et que la distance entre Ie vecteur x\ et un centre est utilise plutot
que la position d'un centre (qui remplace xi) directement, dans 1'equation 1.2.
On les nomme fonctions de base par analogie avec Ie concept d'un vecteur
obtenu comme combinaison lineaire de vecteurs de base.
Les choix typiques de ces fonctions radiales de base cf) sont:
spline de plaque mince: <f)(v) = v2 * log(v)
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Gaussienne: (f>(v) = e-(v /CT )
multiquadrique: (f)(v) = {v2 + cr2)1/2
multiquadrique inverse: cf)(v) = ^j^'
Cauchy: (f>(v) = (1 + v)~1
ou v esi la valeur non-negative de la distance entre Ie vecteur entre x et Ie
centre c et a est Ie rayon des fonctions radiale de base. Les gaussiennes sont
les plus utilisees pour leur aspect local, alors que les fonctions multiquadriques
Ie sont peu car elles ont une reponse globale.
La methode utilisee par Ie reseau RBF pour representer les entrees de fa^on
locale est de les grouper dans un espace a I dimensions, ou I = nombre de
caracteristiques en entree. Chaque groupe possede un centre et un rayon qui
sont determines lors de Papprentissage. Un vecteur en entree x sera compare a
tous les centres et sera classe avec celui qui minimise la distance d = \\x — Ck\
|| est la distance euclidienne (ou distance de Mahalanobis [17]). La coucheou
de sortie s occupe d associer chaque groupe avec la classe appropriee.
L'apprentissage du reseau est un probleme d'estimation et id la solution peut
etre obtenue avec la resolution d'un ensemble d'equations lineaires. La com-
plexite augmente avec la quantite d'exemplaires ce qui rend la resolution de ces
equations irrealisable. Pour des applications pratiques 11 est necessaire d'uti-
User un reseau avec un nombre limite de fonctlons de base. C'est pour cette
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raison que Ron doit faire appel a des methodes d'apprentissages plus complexes
comme Ie regroupement auto-organises par 1 algorithme des fc-moyennes.
L'algorithme fc-Moyennes
Dans les problemes de classification, on possede rarement des statistiques corn-
pletes sur la fonction de densite de chaque classe, ce qui nous empeche d'uti-
User une procedure de classification Bayes-optimale. Quand aucune evidence
ne suggere une forme de fonction de densite plus qu'une autre, une bonne
solution est sou vent de construire une collection d'exemplaires classes correc-
tement, nominee la base d apprentissage, et de classer chaque nouvelle entree
en utilisant Pevidence fournie par les exemplaires les plus proches. II est tres
important de trouver un ensemble de vecteurs represent atifs pour les applica-
tions de classification.
On dit que les groupes sont represent atifs lorsque 1 on peut partitionner les Xi
exemplaires en K ensembles [Gfi, ..., GK\ ou chaque ensemble Gk correspond
aux points de X a 1 interieur du polytope de Voronoi de centre Ck'.
Gl = {Xi : \\Xi - Ck\\ < \\Xi - Cj\\J -^ k}
ou 11-11 est la norme euclidienne. L'ensemble des groupes est optimal s'ils
minimisent la mesure d'erreur
N K
e = V2]L Z. 11^' - CA||2lG-,(^z)
i=l k=l
ou IG'(') est 1'indicateur d'appartenance a I'ensemble G [16].
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Une technique utilisee couramment pour trouver un ensemble localement op-
timal de centres est la suivante. On commence par choisir une configuration
de centres aleatoire m(r=o). II faut s'assurer qu'il n'y ait pas deux centres a la
meme position au depart, mais Palgorithme de base ne prescrit pas une dis-
tance minimale entre chaque centre, car on ne peut connaitre cette distance a
prior!. Ensuite pour chaque Xi choisi aleatoirement au temps r on calcule:
.(T+l) _ ^(T) I ^ (^ JT)\ „; ^.. ^ ^(T)4'' 'Ti' = 4''; + r]r(xi - CD si ^ € ^'
^) .„c^ /,smon.
ou {rjr} est une sequence de scalaires non-croissante et Ck est Ie plus proche
voisin de xi.
L'approche classique de Palgorithme fc—NN definit une distance appropriee
entre les exemplaires X et les centres C et trouve parmi ces centres celui qui
est Ie plus proches que 1 exemplaire examine. On pourrait aussi faire entrer un
plus grand nombre de voisins dans Ie calcul en faisant diminuer leur apport
proportionellement a leur distance de Fexemplaire. On peut ainsi decider a
quelle classe se rattache 1 exemplaire. Cette fa^on de faire se nomrae methode
des k plus proches voisins. Dans notre algorithme, on simplifie les choses en
utilisant seulement Ie plus proche voisin. Lorsque k = 1, on associe Ie groupe
a 1 exemplaire Ie plus pres. On peut generaliser pour k > 1 en utilisant par
exemple un vote sur la classe majoritaire parmi les classes des k plus proches
voisins.
La position des centres a la fin de Pexecution n'est pas la rneme que celle
des exemplaires de X. Get algorithme est connu sous Ie nom d'algorithme
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des k-moyennes local (Local K-means Algorithm, LKIVEA). II a Pavantage de
pouvoir fonctionner dynamiquement et les groupes sont auto-organises. Par
centre si la distribution spatiale des donnees n'est pas uniforme 11 peut etre
peu performant.
Une generalisation simple de cette technique est utilisee en classification: pour
chaque Xi on a une classe ^, associee. On peut trouver les centres optimaux
pour chaque classe Sk avec:
c£ = 4^ + ^(a;^ - c(sk )^si a;^' ^G<^ et 5'(;KO = sk
= c^,sinon. (1-3)
Cette procedure est similaire a la methode LVQ1 de Kohonen sauf que LVQ1
utilise aussi un terme de repulsion pour les points elements de GS^ dont la
classe n'est pas Sk pour eloigner les centres des bordures de decision. Malgre
que LVQ1 fonctionne en general, elle est relativement inefficace car la plupart
des groupes sont inutiles pour la classification; seuls ceux qui sont pres de la
bordure jouent un role important.
L'apprentissage pour la couche de sortie
L'etape suivante se fait aussi hors-ligne, raais pourrait etre dynamique, car
on utilise une simple couche de perceptrons avec regle d'apprentissage Delta
(aussi nommee Widrow-Hoff). Pour faire 1'apprentissage dans la couche de
sortie, nous utilisons les resultats des fonctions radiales de base. On utilise en
general la fonction d activation sigmo'i'de sur la somme des valeurs d'activation
ou directement cette somme pour calculer la valeur de sortie.
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Dans la regle Delta, on calcule la difference entre la reponse et Ie resultat
attendu et on modifle les poids en consequence:
TWU^' =w^h+a[rh-0h)x1
ou W^ est la matrice des poids au temps t, a est une constante positive petite
et i est choisi aleatoirement. r/,, est Ie vecteur de resultat attendu et o/i est Ie
vecteur resultat obtenu. Get algorithme converga si a est bien choisi.
On doit utiliser la version norraalisee de la reponse du reseau pour siraplifier
Papprentissage de la couche sortie. La forme normalisee que nous avons utilise
est
12;—EtWkexp[-u^
{x) = ^ .^r'lk-cdf
2^expt-^r
Cela simplifie Ie calcul des poids pour la couche de sortie car les reponses sont
toutes proportionnelles done on n a pas a ajuster les amplitudes en consequen-
ce.
II n y a pas de critere precis pour arreter 1 apprentissage. On peut simpleraent
Parreter lorsque Perreur MSE se stabilise a un m.inimum local.
L'algorithme d'apprentissage de RBF est une minim.isation de 1'erreur moyenne
au carre, comme dans bon nombre de reseaux neuronaux. Si nous avons as-
sez d exemplaires et que nous connaissons toujours la sortie attendue, nous
pouvons calculer Perreur moyenne au carre coinrae:
MSE = ((si - n)2)
ou Pesperance (• • •} est calculee sur I'ensemble d'apprentissage, si est Ie resultat
attendu et r; Ie resultat obtenu. L erreur moyenne au carre MSE a miniraiser
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entre les N exemplaires Xn et Ie centre Ie plus pres c^ est done:
N K
MSE = ^(g(x,) - f>A(lb - c,||))2. (1.4)
;=1 k=l
ou g(xi) est la sortie attendue pour Pexemplaire xi.
La minimisation de 1'erreur MSE par tous les parametres (a-k, CA;, Wk) siraultane-
ment est un probleme difficile parce que c est un probleme d'optimisation
non-lineaire. Lorsque 1 on fait 1 apprentissage dans un perception multicouche
a retropropagation du gradient, on tente d optimiser les valeurs pour les conne-
xions et les seuils des deux couches en meme teraps. Cette optimisation est
complexe et non-lineaire. Dans Ie modele RBF, on cherche a optimiser les
centres et les rayons dans la couche d'entree de fa^on lineaire auto-organisee
et ensuite on se sert de Ferreur MSE pour calculer les poids dans la couche
de sortie. Ainsi les valeurs de a-k sont predeterminees et les valeurs c^ sont
basees directement sur 1'ensemble des exemplaires, done la minimisation peut
etre simplifiee considerablement parce qu elle se fait seulement sur les poids
Wk. Meme si ces neurones utilisent des fonctions quadratiques, la recherche
des poids optimaux se fait de fagon lineaire. Les calculs lors de 1'apprentissage
sont done beaucoup plus rapides que pour la retropropagation du gradient
non-lineaire.
Lorsque cette partie de 1 algorithme est terminee, on ne peut plus modifier la
position des centres car, si on veut ajouter un exemplaire, 11 faut recommencer
les calculs. C est pourquoi on dit que cette partie de Palgorithme n'est pas
dynamique et se fait hors-ligne.
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Selection des rayons a-
Le choix des rayons a influence fortement la qualite de la generalisation. Dans
la section 1.1 on indique qu'il faut choisir les valeurs a- separement du reste
de Palgorithme. On peut comparer les estimateurs de noyaux de regression
(Kernel regression estimators, KRE) a des reseaux RBF et les resultats theo-
riques sur KRE peuvent etre appliques a RBF [7]. Une analyse mathematique
de KRE montre que Ie choix des valeurs a est rendu difiicile par Ie fait que la
densite de la fonction de distribution n'est pas connue a prior! et done 11 faut
s'en tenir a des methodes heuristiques ou a des tests concrets pour determiner
les valeurs appropriees des a. Par centre, les developpements mathematiques
nous montrent que deux valeurs importantes influencent Ie choix de la taille
des fonctions radiales de base: plus Ie nombre de fonctions de base est grand,
plus on peut reduire la taille du champ receptif de chacune. Aussi, plus la
fonction a approcher est lisse, plus Ie champ receptifpeut (et doit) etre grand.
On peut considerer la valeur a comm.e la variation sur chaque groupe. L'heuri-
stique du choix de a Ie fait de fa^on a obtenir un certain degre de couverture
entre les champs receptifs de chaque unite afin d obtenir une interpolation
douce et continue sur les regions du domaine qu'elles representent. Une m.e-
thode heuristique simple est de prendre 3/5 de la distance du plus proche
voisin comme champ receptif.
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1.2 Analyse du reseau
Problemes
Get algorithme est essentiellement une rnethode de descente, au sens ou on
positionne les unites cachees de fa^on a diminuer 1'erreur a chaque etape. Ce
processus de reduction d'erreur est local et Ie reseau final peut etre piege
dans un minimum local. De plus, Ie reseau tend facilement vers Ie surappren-
tissage (overfitting) des donnees d'entrainement. S'il y a des unites cachees
sous-utilisees, celles-ci formeront des groupes avec des exemplaires aberrants.
Le surapprentissage est un phenomene qui diminue la qualite de la classifica-
tion parce que Ie reseau devient trop bien adapte au elements de la fonction
a apprendre qui sont dans la base d'apprentissage. Lorsque Ie reseau est trop
bien optimise pour ces donnees il perd de sa capacite a generaliser sur les
donnees qui ne sont pas dans la base d'apprentissage.
Un autre desavantage est qu il faut mettre toutes les donnees en entree a la
meme echelle, sinon Ie calcul du rayon ne fonctionnera pas. D autres versions
plus complexes de Palgorithme utilisent un rayon par dimension par centre.
Ce modele n est pas un bon choix pour apprendre des projections logiques
telles la parite, parce que de telles projections ne sont pas continues raais la
sortie du reseau 1'est.
Un des desavantages principaux de I'algorithme fc-moyennes est qu'on assume
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implicitement que Ie voisinage d'un exemplaire x esi contenu dans une region
de volume relativement faible. II faudralt utiliser un autre algorithme si ce
n'est pas Ie cas. Une autre limite est que fc-moyennes n'offre aucune fa^on de
trailer Pincertitude ou Pimprecision des classes de la base d apprentissage.
Le reseau RBF est multimodal. Cela signifie que pour tous les centres difFe-
rents mais de la meme classe, il faut que la couche de sortie fournisse la meme
reponse. Par contre 1'hetero-associateur lineaire de la couche sortie limite Ie
nombre centres qui peuvent etre utilises dans la couche cachee. D'un point de
vue matriciel, il y a une limite au nombre de vecteurs difFerents qu un nombre
de neurones fixe peut apprendre sans erreur. II nous faut environs \/NH neu-
rones pour stocker N vecteurs d'entree et H vecteurs de sorties orthogonaux.
Pour contrer ce probleme, on peut faire appel a plusieurs techniques coinme
par exemple raj outer une couche de neurone intermediaire ou bien tenter Ie
plus possible que les vecteurs d'appartenance soient orthogonaux.
A vantages
Comparativement a des reseaux multicouche a retropropagation du gradient,
11 y a 1 avantage de la vitesse. Le reseau RBF utilise deux couches avec des
fonctions de calcul lineaires. Dans des reseaux a retropropagation du gradient,
il y a 2 couches ou plus qui utilisent des fonctions de calcul logistiques. Le calcul
de ces fonctions mathematiques est relativement long done Ie reseau RBF est
avantage. De plus, contrairement au perception multicouche, Papprentissage
de RBF ne fait pas varier tous les parametres en meme temps, ce qui facilite
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1'apprentissage des pararnetres non fixes d'avance et diminue la complexite des
calculs.
L'algorithme RBF de base est tres simple et facilement modifiable. II possede
de bonnes capacites de generalisation; il garantit la convergence, mais pas ne-
cessairement vers la solution optimale. Des resultats experiment aux montrent
que cet algorithme est robuste contre Ie bruit [5]. Contrairement au reseau pro-
babiliste, on n'a pas a garder tous les exemplaires en memoire raais seulement
la position et Ie rayon de chaque groupe.
L'algorithme RBF est capable de faire la separation lineaire dans la plupart
des cas, sauf lorsque les donnees d'un groupe x\ sont partiellement iraraergees
dans Ie groupe x^. (voir la figure 1.2). Le reseau ne peut former un groupe
a Pinterieur de Pautre groupe de fa^on efficace car 1'heuristique du calcul de
rayon fait que si on utilise deux groupes, les rayons de chaque groupe seront
diminues dramatiquement et done que plusieurs exemplaires seront a Pexte-
rieur de leur groupe. Si on utilise un seul groupe, evidemment on ignore Pautre
groupe completement. Nous verrons plus tard que 1 on peut ameliorer cet as-
pect de Palgorithme, par exemple en augmentant Ie nombre de centres.
La localite des fonctions radiales est importante pour optimiser les calculs.
Pour toute entree, seulement une petite fraction des processeurs de fonctions
radiales pres des entrees aura une reponse qui difFere de zero de fa^on significa-
tive. Ainsi, seuls les processeurs avec des centres assez pres de 1'entree doivent


























Toutes nos experiences sont basees sur une des bases de donnees du National
Institute for Standards and Technology (NIST). La base que nous utilisons est
distribuee sous Ie nom deflS. Elle est un sous-ensemble, distribue gratuitement,
de la base de donnees principale du NIST (NIST Special Database 1). Ce sous-
ensemble ne porte que sur les chiffres manuscrits 0 a 9 ecrits par 49 personnes
differentes, plusieurs fois. La base fl3 contient 3471 exemplaires au total et
chaque chifFre s'y retrouve avec environ la meme probabilite de 10%. La base
de donnees complete origmale comprend en plus des chifFres, 1'alphabet de
a a z pour un total de plus de un million de caracteres. Le fait que cette
base soit distribuee gratuitement et que Ie pretraitement soit deja fait 1'a
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rendue assez populaire parmi les chercheurs en reconnaissance de caracteres
et plusieurs articles s'y referent [31] [30 [15]. Ceci permet de faire rapidement
une comparaison directe entre les performances de plusieurs methodes.
Tous les caracteres sont deja de taille normalisee dans la base NIST et sont
representes dans une matrice de 32 par 32 pixels de valeur 0 ou 255. Les
images sont centrees, decoupees et tout Ie pretraitement a deja ete fait par
Ie NIST. Pour obtenir ses donnees Ie NIST a predefini des formulaires avec
des cadres ou un certain nombre de caracteres choisis d avance devaient etre
inscrits. L'aquisition s'est faite en noir et blanc a 300 pixels par pouce, ce qui
donne des images de pages de caracteres de 2560 par 3296 pixels. Pour faire
la localisation il a suffit de retrouver la position moyenne de ces cadres sur
Pimage acquise. Le processus de segmentation a ete ameliore en comparant
Ie nombre de caracteres attendus avec Ie nombre obtenu par la segment ation.
Ensuite la taille de tous les caracteres a ete normalisee en se basant sur la
taille standard des cadres. Les caracteres saisis ont de plus subis une legere
rotation pour corriger la rotation induite lors de la reproduction et la saisie
du formulalre, encore une fois en se basant sur 1 image d un cadre standard.
Nous avons utilise la forme de base de validation croisee, soit la division de
1'ensemble des exemplaires en base d'apprentissage et en base de test, soit
1157 exemplaires dans la base d'apprentissage et 2314 exemplaires dans la
base de tests. Une meilleure methode, qui tente d'eviter tout biais introduit
par 1 utilisation d une division quelconque de Fensemble des exemplaires, est
de partitioner 1 ensemble de plusieurs fagons difFerentes et de calculer une
valeur moyenne de 1 erreur sur toutes les partitions. Cependant, cette methode
38
FIG. 2.1 - Exemples de caracteres de la base fl3 choisis au hasard.
demande beaucoup plus de manipulations et de temps de calcul et il est assez
rare qu on y fasse appel en pratique. Pour Ie logiciel de reconnaissance de
caracteres, les donnees sont representees coinme suit:
Vecteur d'entree: vecteur de 256 nombres de [0,1] en double precision
representant Ie sous-echantillonnage 16x16 d un chifFre manuscrit. Le
nombre de pixels de chaque image est done divise par 4.
Les neurones caches prennent ces vecteurs en entree et retournent des
vecteurs d'appartenance: vecteurs de 256 elements de valeur [0,1] en
double precision. II y a creation d'un vecteur d'appartenance pour chaque
groupe.
Ce vecteur d appartenance est passe a la couche de sortie. Celle-ci creee
Ie vecteur de sortie: vecteur avec H elements de [0, 1] en double precision.
L'element Sfi du vecteur de sortie 5 prends sa valeur maximuin lorsque
Ie vecteur entre appartient avec certitude a la classe h. Gomme nous
voulons classer les chifFres 0 a 9, on pose Ie nombre de classes H = 10.
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On peut definir un critere d'ambiguite, par exemple \/Sh < 0.2, si Ie
reseau ne peut classer correctement. Si toutes les sorties s^ sont de valeur
negligeable, alors Ie reseau n'a pas re^u un entrainement valide et ne
peut generaliser correcteraent ou Ie vecteur entre ne ressemble a aucun
prototype.
2.2 Implantation
Le reseau utilise est Ie modele de base sans modification. On se servira de la
fonction d'activation gaussienne avec un seul rayon par centre pour toutes les
dimensions du domaine du probleme. L'utilisation d'un seul rayon par centre
simplifie Palgorithme. On peut utiliser un rayon par dimension du doraaine
du probleme mais il n est pas demontre que cela ameliore les performances du
reseau.
Nous voulons separer les donnees en 10 classes independantes. Nous avons
done besoin de 10 neurones de sortie. Par centre on ne peut pas savoir a
prior! combien de groupes seront necessaires. L experience nous a montre que
Putilisation de 120 centres donne un bon resultat avec notre base d'apprentis-
sage (voir 2.4). Le nombre de poids synaptiques qui doivent etre ajustes est
done environs 31920.
Le materiel utilise est un ordinateur avec processeur Pentium, a 100 MHz avec
16 megaoctets de memoire, sous Ie systeme d'exploitation Linux. Le logiciel a
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ete redige en C et compile avec Gnu C++ 2.7.2. Les bases de donnees sont des
fichiers de nombres representes par des caracteres ASCII.
2.3 Presentation des experimentations
Nous cherchons a estimer les performances generales du reseau ainsi qu'a deter-
miner quelles sont ses faiblesses au niveau pratique. Les tests suivants couvrent
la plupart des informations que 1 on peut retirer directement du reseau:
1. Experimentation pour determiner les valeurs de o, a, 77, Ie nombre de
centres et Ie nombre d iterations optimales.
2. Taux d erreur de la classifi.cation en fonction du nombre d iterations.
3. Taux d'erreur de la classification en fonction du nombre de groupes.
4. Taux d'erreur de la classification de la base d'apprentissage.
5. Taux d erreur lors de la generalisation.
6. Taux d erreur de la classification de la base d'apprentissage bruitee.
7. Taux d erreur lors de la generalisation de la base de tests bruitee.
Les tests 1 a 3 servent a determiner 1'architecture optimale du reseau. Les
valeurs de ces parametres dependent souvent des donnees du probleme et sont
difficiles a estimer a priori. On ne fait varier qu'une des const antes du reseau
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a la fois, par exemple Ie nombre de centres ou Ie nombre d iterations pour
1'apprentissage et on note Ie taux de classifications correctes obtenu. Ensuite
on recommence Papprentissage du debut avec une nouvelle valeur pour la
constante. Ainsi on obtient assez de statistiques pour estimer quelles sont les
valeurs optimales des constantes d'apprentissage. Ces tests utilisent les deux
bases de donnees.
Les valeurs que 1'on cherche ainsi sont cr, qui est Ie rayon de chaque groupe, 77
qui est Ie taux d'apprentissage des vecteurs et a qui est Ie taux d'apprentissage
des poids du reseau.
II faut utiliser un facteur, mo-, pour diviser Ie rayon calcule comme la distance
entre un centre et son plus proche voisin. Le facteur my peut prendre une
valeur entre [0.5,1[. Un m^ = 0.5 est la valeur rninirnale car 11 s'agit de la
moitie de la distance entre un centre et son plus proche voisin, si on utilise
un rriy plus petit alors les exemplaires entre les deux centres risque de ne pas
tomber facilement ni dans Pun ni dans Pautre. On peut utiliser une valeur
de m<7 plus grande que 0.5 pour ameliorer la couverture de 1'espace par les
centres. Les constantes rj et a peuvent prendre n'importe quelle valeur dans
[0,1].
Les tests sur la base d'apprentissage 4 et 6 servent a, verifier si Ie reseau fait
efFectivement un bon apprentissage. Si apres avoir montre la base d'apprentis-
sage au reseau, 11 peut bien la classer, c'est que I'apprentissage a bien fonc-
tionne.
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Les tests 5 et 7 nous permettent de voir la performance du reseau pour la
generalisation. Si Ie resultat est bon, c'est que Ie reseau a appris une bonne
transformation generate du domaine du problerae vers son image.
Les tests 6 et 7 nous montrent comment Ie reseau reagit au bruit. Le bruit etant
une composante importante des probleraes de reconnaissance de caracteres, 11
est important de fournir des tests appropries. Nous avons done a j out e un bruit
dont la frequence et 1 amplitude suivent la distribution de la Normale. Cette
fa^on de faire ne simule pas de maniere realiste tous les types de bruits que
1 on peut rencontrer lors de la reconaissance de caracteres raais nous permet
tout de meme de voir si Ie reseau resiste au bruit.
2.4 Resultats obtenus
Test 1. Determiner les valeurs des constantes d'apprentissage
Nous avons com.rn.ence par tenter de decouvrir les meilleures valeurs de pa-
rametres a utiliser. Pour cela nous utilisons un simple precede par essais et
erreurs. Nous avons genere une solution avec un ensemble de donnees en ne
changeant que la valeur d'un parametre a la fois. Nous gardens les valeurs qui
ont donnees les meilleures solutions comme etant les meilleures valeurs pour
ces parametres.
Nous avons ainsi trouve que la meilleure valeur pour m^ est 0.8. Dans la
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litterature sur ce modele on nous propose generalement de choisir une valeur
de 3/5 pour ofFrir un certain recouvrement entre les groupes. Malgre que cette
valeur soit raisonnable, elle depend beaucoup des donnees du probleme. Dans
nos donnees nous avons des groupes assez distants les uns des autres et done
la valeur de (T peut etre plus elevee. En effet nous obtenons un classement de
83.7% plutot que 89.36% si on utilise m<, = 0.6 plutot que 0.8.
Les meilleures valeurs obtenues pour r] et a sont 0,3 et 0,8 respectivement.
Nous n'avons pas utilise de momentum dans Palgorithme de base. II faut s'as-
surer d'arreter Pexecution du programme avant de faire du surapprentissage.
Apres avoir ajustes nos parametres correctement on obtient un taux de clas-
sement correct de 89.36% sur la base d'apprentissage et de 81.57% sur la base
de tests. Ces resultats sont obtenus sur un reseau avec 120 neurones caches
et 15500 iterations pour Papprentissage avec les valeurs a = 0.8, r] = 0.3 et
a = 0.8. Get apprentissage requiert 327 secondes et Ie rappel, 13 secondes, soit
0.005 seconde par exemplaire lors du rappel.
Test 2. Taux d'erreurs en fonction du nombre d'iterations
A la figure 2.2 on voit que la qualite de la classification atteint un soramet
a 15500 iterations puis redescend. Passe 16000 iterations, Ie resultat devient
mains bon du au surapprentissage. La qualite de la classification continue de
s'ameliorer legerement car les resultats ambigus sont flnalement resolus, mais





FIG. 2.2 - Test 2. Taux de classification en fonction des iterations sur la base
d app re ntiss age .
Test 3. Taux de classification en fonction du nombre de groupes
On voit a la figure 2.3 que la qualite de la classification augmente en fonction
du nombre de centres, corame la theorie Ie pr edit. En efFet on salt que 1'on
tends vers une classification parfaite si on utilise un nombre de centres infinis.
Mais la figure 2.4 nous montre que Ie temps d'apprentissage croit lineairement
avec Ie nombre de centres, done 11 faut trouver un juste milieu. Nous avons




FIG. 2.3 - Test 3. Taux de classification en fonction du nombre de centres sur
la base d apprentissage.
100 150
nombre de centres
FIG. 2.4- Test 3. Temps d'apprentissage en fonction du nombre de centres.
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FIG. 2.5 - Test 4- Exemples des centres finaux pris au hasard parmi tous les
groupes. Chaque caractere represente I'image apprise par Ie neurone cache.
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Test 4. Taux de classification de la base cPapprentissage
Comme nous Pavons indique plus tot, Ie taux maximum de classement cor-
rect sur la base d'apprentissage avec Palgorithme de base est de 89.36%. Cela
representejusqu'a quel point Ie reseau a appris les exemplaires de la base d'ap-
prentissage. La figure 2.5 montre de fa^on visuelle ce que quelques centres pris
aux hasard ont appris. On voit que Ie reseau est efFectivement rnultimodal car
quelques-uns des centres montres sont des caracteres de la meme classe mais
ecrits dlfferemment.
Test 5. Taux de classification de la base de tests
Comme indique precedemment, Ie taux maximal de reussite sur la base de test
est de 81.57%. C'est environs 8% de moins que sur la base d'apprentissage. Cela
signifie que lorsque Ie reseau examine des chifFres ecrits d'une maniere difFerente
de ce qu'il a appris, environ 4 caracteres sur 5 sont reconnus correctement.
Tous les chifFres ne sont pas aussi faciles a traiter par Ie reseau RBF. Certains
sont reconnus a pres de 100% dans Ie meilleur cas, d'autres out un taux aussi
bas que 16% meme lorsque Ie taux moyen est de 58%. Le tableau 2.1 montre
les taux moyens de reconnaissance pour chaque chifFre sur la base de test.
Ces resultats sont similaires a Panalyse faite dans [27] et en particulier dans

























TAB. 2.1 - Taux de reconnaissance de chaque classe.
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Test 6: Apprentissage d'une base de donnees bruitee
Nous voulons verifier la capacite du reseau a generaliser. Pour ce faire nous
avons soumis la base d'apprentissage a un bruit normal et ensuite fait ap-
prendre cette base au reseau. Celui-ci obtient un taux de classification correct
de 87.12%, soit 2.24 % de moins que pour une classification normale, toute
autre condition etant inchangee. (voir figure 2.6.) On voit que la qualite de
la base d'apprentissage s'est degradee mais que Ie reseau resiste assez bien au
bruit.
FIG. 2.6 - Test 7. Taux de classification de la base d'apprentissage bruitee.
Test 7. Classification de donnees bruitees.
Nous avons soumis la base de tests au meme type de bruit que dans la section
precedente. Le taux de classification correcte diminue ici aussi d'environs 2%
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avec une base d apprentissage bruitee ou non. Gela montre que Ie reseau se
sert de sa capacite de generalisation pour filtrer Ie bruit.
milllers d'lt0rations
10 12 14 16
FIG. 2.7 - Test 8. Taux de classification de la base de test bruitee.
2.4.1 Performances
Pour un taux de reconnaissance raisonnable (89.36%), on a besoin de 323 se-
condes d'apprentissage au rninirnum soit environs 16000 iterations. La vitesse
de rappel est lineairement proportionelle au nombre de neurones dans la couche
cachee. Pour 120 neurones, Ie temps de rappel est de 13 secondes soit 0.005
secondes (mains d'un centieme de seconde) par exemplaire.
Considerant que la base d'apprentissage contient assez peu de donnees et que
celles-ci sont simplement un sous-echantillon du dessin original, la qualite du
resultat est tres bonne.
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2.5 Comparaison au perceptron multicouche
On a dit dans Pintroduction que Ie reseau RBF se compare avantageuseraent au
perception multicouche. En effet, un perception a une couche cachee applique a
nos donnees requiert que 1'on ajuste 6685 poids et biais lors de 1 apprentissage.
Chaque ajustement des operations complexes et est non-lineaire.
De son cote Ie reseau RBF requiert 31920 poids mais qui sont ajustes de fa9on
lineaire. La vitesse du reseau RBF est superieure lors de 1'apprentissage mais
legerement inferieure a celle du perception lors du rappel car 11 faut efFectuer
un grand nombre de calcul de distances plutot que de simples multiplications
matricielles.
A titre de comparaison nous avons utilise Ie simulateur de reseau SNNS dont
Ie perception multicouche est considere comme etant rapide [29]. Pour obtenir
Ie meme taux de classement sur la base d apprentissage que Ie reseau RBF
(soit 89.36 %) SNNS requiert 10 heures de travail. II y a necessairement du
temps gaspille par Ie simulateur car 11 s agit d'un logiciel tres coraplexe et aussi
nous n'avons pas tente d'obtenir une architecture optimale du perceptron done
Ie temps de travail peut diminuer considerablement, mais sera toujours d'un
ordre de grandeur plus lent que Ie reseau RBF.
De plus la capacite de generalisation et de resistance au bruit du perceptron
multicouche est moindre que celle du reseau RBF. En utilisant Ie simulateur
SNNS sur nos donnees bruitees on obtient une perte du taux de classification
correcte de Pordre de 8%.
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2.6 Comparaison a la classification bayesienne
Le reseau RBF et la classification bayesienne ne se comparent pas facileraent
directement dans la plupart des cas. II aurait ete interessant d'utiliser un lo-
giciel bien connu du milieu et bien distribue afin d'obtenir une comparaison
concrete entre la methode bayesienne et Ie reseau RBF. Cependant on a trouve
peu de logiciels de classification bayesienne dans Ie domaine public et de ceux-
ci, aucun qui aurait ete modifiable pour accepter nos donnees. Les raisons
sont en partie Ie manque d expertise avec la methode bayesienne, ainsi que
Ie temps qui nous a fait defaut pour s assurer d'avoir un logiciel sans erreurs.
Nous n avons done pas fait d experiences pour comparer Ie reseau RBF et la
classification bayesienne et done nous n avons pas de chiffres pour appuyer
cette comparaison directement.
On peut cependant comparer nos resultats avec ceux de methodes de classi-
fication bayesiennes utilisant la regle du plus proche voisin. Un exemple inte-
ressant de cet algorithme est base sur la theorie de Dempster-Shafer [18]. Get
algorithme imite Ie fonctionnement de 1'algorithme des k plus proches voisins
votants pour decider de la classe d'un exemplaire. En efFet Ie classificateur D-S
se sert des plus proches voisins com.rne elements de preuve que 1'exemplaire
examine fait partie d une classe.
Supposons que Ron utilise ce modele pour faire notre classification, avec notre
base d apprentissage de 1237 exemplaires de 256 caracteristiques.
Pour classer un exemplaire parmi 10 hypotheses possibles, cette methode doit
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proceder comme suit: Pour chaque hypothese, on combine tous les elements
de preuve pour Pappartenance de Pexemplaire a cette classe. Cela signifie que
pour chaque element de cette classe dans la base d apprentissage on ajoute une
quantite de probabilite que notre exemplaire appartienne a cette classe selon. la
distance entre notre exeraplaire et 1'eleraent de la base d apprentissage. Apres
normalisation, on obtiens les valeurs de croyance et de plausabilite pour chaque
hypothese.
Grace a ces valeurs on peut faire la decision pour la classification en se basant
soit sur la croyance ou sur la plausabilite et en utilisant les estimations de cout
pour aider ce choix.
Tous ces calculs sont complexes. Avec notre base d'apprentissage 11 faudrait
au moins 1237 calculs de distances, 1237 operations de combinaison complexes
et cela sans meme prendre en compte la normalisation. Par coraparaison 1 al-
gorithme RBF ne fait que 120 calculs de distance et 120 calculs de fonctions
de reponse. C'est beaucoup moins que ce que requiert la rnethode D-S. En
realite la quantite de calculs a faire dans D-S augmente de fa^on exponentielle
en fonction du nombre d'elements de la base d'apprentissage.
Evidemment on peut facilement reduire Ie temps de calcul en diminuant Ie
nombre d'exemplaires dans la base d'apprentissage mais il faut pour cela Pepu-
rer, ce qui peut diminuer la qualite du resultat. II ne faut pas oublier que la
methode D-S doit conserver sa base d'apprentissage en memoire en tout temps.
La methode D-S a cependant certains avantages. Par exemple elle reagit bien
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aux donnees mal etiquetees dans la base d'apprentissage. Elle semble aussi etre
plus precise que d'autres methodes de classification par k-plus proches voisins
tel que Ie k-plus proche voisins votants.
L'algorithme RBF est done nettement plus econorae en espace et en temps
que la methode D-S. Les etudes [31] et [30] montrent que pour les donnees
du NIST, Ie result at de RBF est legerement mains precis que Ie result at de
variantes de la methode bayesienne. Les deux methodes offrent sensiblement
la meme resistance au bruit, mais en general RBF requiert moins de temps
de calcul. Chaque raethode ofFre done des avantages differents, mais Ie fait





3.1 Les variantes du reseau RBF
II y a plusieurs modifications possibles sur Ie reseau RBF de base. Par exemple,
les modifications peu vent se situer au niveau de la couche cachee, la couche
de sortie, ou dans la fonction de cout. L'utilisation d'une ou plusieurs de ces
modifications pourrait ameliorer les performances du reseau et Ie rendre plus
general. Void une liste incomplete des types de modifications possibles sur Ie
reseau RBF:
- modifications sur Ie codage des entrees
- modifications sur Ie nombre de groupes
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- modifications sur les fonctions de base
- modifications sur Ie choix du rayon
- modifications sur la couche de sortie
- modifications sur Ie codage des sorties
- modifications sur la fonction de cout
- modifications sur 1 algorithme d apprentissage
- modifications sur Palgorithme de regroupement
- modifications sur les connexions entre les couches
etc.
Par exemple la fonction de cout peut etre rnodifiee en ajoutant un facteur de
lissage global ou local [14]. L'utilisation d'un facteur de lissage perrnet d'at-
tenuer les efFets du surapprentissage et de fonctions apprises trop raboteuses.
La section 3.3.1 analyse si Ie lissage est utile pour notre application.
Nous nous interessons surtout aux modifications sur la couche cachee car les
modifications sur la couche de sortie out relativement peu d'impact sur Ie
resultat. Par centre, il est possible d'utiliser tout autre architecture pour la
couche de sortie. Nous verrons a la section 3.1.2 ce qui nous motiverait a faire
de la sorte. Pour 1'instant, examinons certaines des rnodifications de la couche
cachee plus en detail.
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3.1.1 Les modifications sur la couche cachee
Une modification tres repandue utilise des fonctions de base fixes, c est a dire
que la position des centres est egale a un des exemplaires de la base d appren-
tissage et on n'ajuste pas cette position. Lorsque 1 apprentissage Ie requiert, on
utilise un exemplaire different comme position du centre plutot que de deplacer
Ie centre dans Pespace. Autrement dit 1'apprentissage ne fait que rechercher
les prototypes les plus representatifs pour fixer les centres. Les calculs sont
considerablement simplifies. En analysant la base d'apprentissage de carac-
teres manuscrits nous avons observe que les classes sont facilement separables,
ainsi il peut etre interessant d'utiliser cette methode. Malheureusement cette
methode ne peut pas etre utilisee de fa^on dynamique satisfaisante et elle re-
quiert beaucoup de memoire puisqu'il faut conserver tous les exemplaires en
memoire.
Une methode plus puissante, la selection avant, demarre avec un ensemble vide
et ajoute une fonction de base a la fois - celle qui reduit Ie plus la somme de
1 erreur carree - tant qu un certain critere sur 1 erreur cesse de decroitre. La
methode de selection avant n est evidemment pas un algorithme lineaire raais
elle offre les avantages suivants:
11 n'est pas necessaire de fixer Ie nombre d'unites cachees a 1'avance.
- Ie critere de selection des groupes est explicite.
- les ressources de calcul necessaires sont relativement faibles.
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Cette methode est tres attrayante et nous avons retenu son principe pour
ameliorer Ie reseau. (voir section 3.1.1.)
Une autre rnethode est 1'eliraination arriere qui fait Ie cheminement inverse,
soit d'eliminer des groupes en minimisant 1'erreur [19].
Une categorie de modifications qui a une grande influence sur la performance
du reseau est celle des modifications sur 1 algorithme de regroup ement. On peut
par exemple choisir un nombre different de voisins dans 1 algorithme fc-NN. La
methode de base utilise Ie plus proche voisin, c'est done un algorithme 1-NN,
mais on peut utiliser plus d un voisin. En fait, la qualite de la classification
augmente avec k jusqu'a une certaine limite assez basse. II n'est done pas
necessaire d'examiner de grands voisinages. Par centre, il faut trouver une
methode algorithmique pour trouver les plus proches voisins rapidement et
une methode pour decider quelle classe represente Ie mieux les k plus proches
voisins [15].
Les modifications existent aussi directement sur I'algorithme fc-moyennes et
pas seulement sur ses parametres. II existe plusieurs de ces modifications, mais
void une variante de 1 algorithme fc-moyennes nommee fc-moyennes par lots
(Batch K-]V[eans). Le fc-moyennes par lots converge plus rapidement que Ie
fc-moyennes sequentiel et il nous donne une methode pour determiner quand
arreter Ie calcul [6]. Get algorithme fonctionne comme suit:
Soit Ck Ie centre Ie plus pres d'un exemplaire x^. Pour chaque centre cj, on
calcule la moyenne des x^ C X qui tombent dans ce centre pour tous les x^.
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On ajuste ensuite la position de Ck avec la moyenne calculee. Autrement dit:
^ 1
Acfc = ^ ^(a^n - Ck)lck(Xn)
^ll}lk
ou
1 si Ck = plus proche centre de Xn
^-Ck(xn,
0 sinon.
N est Ie nombre total d'exemplaires et Nk = ^,n=i^ck(xn) est Ie nombre
d'exemplaires qui sont torabes dans Ie centre Ck.
L'algorithme fc-moyennes par lots requiert environs la moitie du temps de
calcul de Palgorithme sequentiel pour arriver au meme resultat. En pratique k-
moyenne sequentiel est plus rapide lors de la premiere epoque mais fc-moyennes
par lot est beaucoup plus perforraant pour les epoques suivantes.
L 'experimentation montre que Palgorithme atteint une solution satisfaisante
apres seulement 10 iterations.
L algorithme k-moyennes locales avec etat
Une fagon simple d'araeliorer la performance de Falgorithme de regroup ernent
pour RBF est de dormer a chaque groupe une variable d'etat [16]. Cette va-
riable d'etat contient des statistiques sur Ie comportement du centre a laquelle
elle est attachee. Plus precisement, nous pouvons suivre Ie nombre de fois (qk)
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ou Ie centre cj, de la classe h a gagne un exemplaire sur les groupes concurrents.
Cette information d'etat est tres utile. Elle peut nous servir pour adapter
Ie nombre de groupes a la densite locale des donnees. Ceci est accompli en
mettant a jour la configuration des groupes apres chaque epoque (ou lorsqu'un
grand nombre de donnees sont entrees), en eliminant les groupes qui gagnent
tres peu et divisant ceux qui ont gagnes trop souvent:
Pour chaque groupe Ck apres chaque epoque:
si qk < N6- , eliminer Ie groupe. (3.1)
si qk > N0+ , generer un nouveau group e (3.2)
ou N est Ie nombre d'exemplaires de la base d'apprentissage et ^-,0+ G [0,1]
sont deux barrieres choisies de sorte que (0+ — 0-)N > 1. Les limites Q- et 0^.
sont choisies comme seuils qui indiquent si on doit respect! vement eliminer ou
aj outer un centre.
Si, apres une epoque I'algorithme indique qu'il faut changer Ie nombre de
groupe, on remet toutes les valeurs q^ a zero avant de commencer 1 epoque
suivante. On continue cet algorithrae jusqu'a, ce que Ie nombre de centres soit
stable sur plusieurs epoques. II faut evidemraent n elirainer qu un centre a la
fois sinon Ie modele oscille et ne trouve jamais la bonne solution.
Un bon choix du nouveau centre est necessaire pour assurer la convergence
[16]. En pratique on peut simplement choisir un xi G Gc^ corame position du
nouveau centre. Une technique qui peut aider a generer les nouveaux centres
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est d'utiliser une variante de Palgorithme de minimisation non-deterministe
propose par Girosi [20]. Get algorithme permet de quitter un minirnura local
de 1'erreur MSE en 'creusant un tunnel5 sous les collines du gradient. Ainsi
on peut facilement trouver une autre solution valide qui peut etre raeilleure
sans avoir a tester plusieurs solutions intermediaires. L'algorithme se deroule
comme suit: Lorsque Ron cherche a poser un nouveau centre, on recherche
parmi les exemplaires celui qui se trouve Ie plus pres du cercle defini par Ie
centre Ck et son rayon o-k et non pas Ie plus pres possible du centre Ck. Si
1 erreur MSE diminue en p os ant un nouveau centre a, cet endroit alors on
garde ce centre. Sinon on recommence la recherche en doublant Ie rayon du
cercle. La raison pour laquelle on cherche parmi les exemplaires est qu ainsi
on ne risque pas de poser Ie nouveau centre a un endroit ou 11 n y a pas de
donnees.
Les valeurs 0 nous donnent un controle sur Ie surapprentissage et 1'uniforrnite
de la, distribution des centres en decidant quand 11 faut generer de nouveaux
centres ou en eliminer. Les avantages d'utiliser cet algorithrae se situent sur-
tout au niveau de la selection du nombre de centres de faQon dynamique.
Contrairement a une methode par algorithme genetique, il n est pas necessaire
de generer plusieurs solutions ou de garder les donnees en memoire [8]. De
plus, cet algorithme a une version par lots qui est tres performante. C'est ce
genre d algorithme qui a ete retenu pour cette etude car 11 depasse de loin en
performance un algorithme de style sequentiel.
II est clair que cet algorithme converge lorsque 0- == 0; dans ce cas Palgorithme
ajoute des groupes jusqu'a ce que chacun contienne moins que NO+ points. Le
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nombre de groupes augmente de fa^on monotone limitee par Ie nombre de
points de donnees. En pratique il faut donner une petite valeur positive a 0-
pour eviter que les groupes soient attires par des points aberrants.
Get algorithme nous fournit plusieurs criteres d'arret pour Papprentissage. II
faut que Ie nombre de groupes soit stabilise. Lorsque cet etat est atteint, 11
faut que Perreur de classification atteigne un minima local, ce qui devrait etre
assez rapide lorsque les groupes sont stables. Si les groupes sont instables, c est
que la solution n est pas un rainirnum local.
Le probleme de la distance
Les algorithmes de regroupement, tels que k plus proches voisins et LVQ out
tous en commun un probleme qui peut etre tres serieux. Supposons que les
vecteurs d'entrees X = {.z-i, x^^ 3:3, x^ 3:5, .z-g} C -R contiennent les classes
A = {a;i, a;2, ^3} ei B = {x^ XQ, xe} tel que raontre dans la fig 3.1. La position
initiale des centroides vi et v^ est aussi montree. Puisque Ie centre est plus pres
des quatre points restant que Vi, ces quatre points modifient tous v^ seuleraent,
i»i ne changera pas lors de la premiere passe. De plus puisque les methodes de
mise a jour font glisser Ie centre v-z d'une certaine distance vers la combinaison
convexe des points, la chance que v\ soit mis a jour est tres faible. IVEeme si
cet algorithme donne une solution optimale locale, ce n'est pas une solution
desirable.
Pour eviter ce probleme on peut decider de modifier a la fois les groupes
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FIG. 3.1 - Le probleme de la distance, ou vi est rarement mis a jour.
gagnants et les groupes perdants en fonction de la distance entre x et les
centres [21]. Les formules de mise a jour deviennent:
Ck,t = Ck,t-i + r]t(x — Ck,t-i)
D2 - D + \\x - Ck,t-i\\2
D2
pour Ie centre gagnant k ou D = Z^Li ||aj — Cr||2 et
CJ.< = CJ,*-1 + ^(rc - CJ,*-l)'
|^-C,,t-l|
D2
pour tous les autres centres. Evidemment on evite de faire tout Ie calcul si
) ^2 est negligeable. Ces modifications aux forraules de base proviennent de
1'etude d'une fonction d'erreur par mauvaise classification locale. La premiere
formule diminue 1 erreur lorsque Pexemplaire est bien classe en approchant Ie
centre de cet exemplaire. La seconde cherche a minimiser Perreur en eloignant
les centres qui ne sont pas gagnant de cet exemplaire en se servant de la
fonction de cout pour ponderer ce deplacement.
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Ainsi, meme les centres perdants out une chance de s'approcher des exem-
plaires, ce qui accelere la recherche d une solution.
Calcul des distances
On a indique dans la section 2.4.1 que Ie calcul de la distance est une des
operations les plus couteuses lors de 1 apprentissage et du rappel. Une legere
amelioration a ce niveau aura des repercutions importantes sur la performance
du reseau.
Le calcul de la distance est une operation simple et on ne peut pas la rendre
plus performante. On peut par centre utiliser une somme partielle pour certains
calculs. Lorsque Ron veut trouver Ie centre c Ie plus pres d'un x, s'l les n premiers
termes de la somme
(rci - ci)2 + (a;2 - C2)2 +••• + (^n - C^)2
sont plus grands que la distance au carre x — c minimale trouvee jusqu'a
present, alors Ie prototype cj ne peut etre plus pres de Xi que ne Pest Ck et
done on arrete plutot que de calculer les termes restant.
Nous avons toujours besoin de 1'operateur de calcul de distance complet, mais
lorsque 1 on recherche Ie centre Ck Ie plus pres on diminue Ie nombre de calculs
necessaires.
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3.1.2 Modifications sur la couche sortie
II existe quelques variantes possibles pour la couche de sortie. Premierement,
il faut savoir qu il n'est pas obligatoire d utiliser un hetero-associateur lineaire
pour la couche de sortie. On peut se servir d un autre algorithme de regrou-
pement, ou d'un algorithme different pour Ie perception, par exemple. II n est
cependant pas certain que d'autres methodes soient plus efficaces ou utiles que
Ie perception.
On peut aussi faire des modifications au niveau de 1'encodage du vecteur
reponse. Par exemple, on peut utiliser une fa^on diflferente pour codifier Ie
vecteur de sortie ou utiliser un seul neurone a sortie continue, entre autres.
Cependant, pour Ie petit nombre de classes (10) necessites pour ce raodele, la
simple methode un-de-x (un neurone est a 1 et les autres a 0) est la plus utile.
3.1.3 Autres variant es du modele
Une methode proposee par Billings et Zheng [8] pour trouver Porganisation op-
timale d'un reseau fait appel aux algorithraes genetiques. Us se servent de 1'en-
semble des donnees d'apprentissage comme prototypes et Palgorithme cherche
de fa9on parallele quel sous-ensemble de ces exemplaires possede 1'erreur ]MSE
la plus petite. L'erreur d'apprentissage est plus petite mais Perreur de gene-
ralisation plus grande que pour d autres raethodes. IVtalgre Ie fait que cette
methode a 1 avantage d'avoir un risque faible d'etre coincee dans un minimum
local de 1 erreur, il faut cependant generer et tester une quantite de 1'ordre
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de C^ = 1237!/(210!l037!) reseaux. C'est une methode qui demanderait un
temps de calcul irrealiste et n'est pas dynamique.
La derniere variante possible sur la couche cachee est celle des reseaux RBF
multicouches fonctionnelles. Ces reseaux utilisent plus d une couche de neu-
rones cachees. L'idee est de regrouper des centres en meta-groupes. Peu de
litterature existe a ce sujet. Les avantages et inconvenients de cette variante
sont done inconnus.
3.2 Presentation du modele ameliore
Pour Ie reseau ameliore, nous avons utilise Ie k plus proches voisins par lots
qui est la variante la plus utile. A partir de cet algorithme de base, nous avons
ajoute une methode de selection avant, 1'algorithme des k raoyennes avec etats,
modifie pour fonctionner par lot. Nous avons imalement inclu la modification
aux formules de deplacement des centres afin de regler certains probleraes
causes par la distance. Nous sommes ainsi arrives a un nouveau modele qui
possede beaucoup d'avantages provenant des modifications connues de RBF
et peu de ses inconvenients. On nommera cet algorithme reseau a fonctions
radiales de base munies d'etats (FRBE).
II y a eu peu d'etudes sur Ie comportement d'un tel algorithrae en fonctionne-
ment par lot. On salt que 1'algorithme k plus proches voisins par lot fonctionne
tres bien mais aucune etude n'a prouve mathematiquementjusqu'a present que
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ITant que la solution n'est pas stable
2 Pour tous Xi C X
3 Ck = plus proche voisin de Xi
4 Si = classe de X{
= \^K . 11^. _ ^||2
— Z^r=l \\^ ~ ^r
6 Ac, = „(. - c^-D^-^
7 Pour tous ci^k € C
|a;—c;||28 Ac; = r]t(x - c;)m^
9 qk,s, = qk,s, + 1
10 Pour tous les Ck € C
11 Sk = classe majoritaire de Ck
12 5; = classe secondaire de Ck
13 Si qk^ > ^k+ divise Ck
14 Si q^ > 0k- alors Ok+ = Ok+ - 1
15 Si qk^ < Ok- tue Ck
16 ck = ck + (^-)
TAB. 3.1 - Algorithme d'agregation de type epuration par lots.
Ron puisse appliquer un algorithme de regroupement par lot qui garantit une
reponse valable. Cependant les resultats que 1 on a obtenus nous montrent
qu'en pratique cela fonctionne tres bien.
Notre algorithme est afl&che dans Ie tableau 3.1 et est detaille dans les sections
suivantes.
3.2.1 Heuristiques pour Ie choix des 0
Si la methode pour gerer Ie norabre d'elements de chaque groupe est raal
choisie, on risque d'avoir un algorithme ou tous les groupes changent a chaque
iteration ou qui ne trouve pas Ie nombre optimal de centres a utiliser. II y
a plusieurs fa9ons d'utiliser les liraites 6. On peut construire un algorithme
utilisant une meme paire ^_, 0+ pour tous les groupes, une paire pour chaque
groupe, ou une paire pour chaque classe dans un groupe. La methode choisie
varie selon Ie probleme a resoudre, la fa^on dont on veut controler Ie champ
receptif des neurones caches et Ie nombre de groupes que 1'on veut utiliser.
Void quelques possibilites plus detaillees:
Probabilites connues: Lorsque Pon salt d'avance quelle proportion de la base
d apprentissage appartient a chaque classe, on peut choisir les limites 0 dans
Pintention d'approcher Ie nombre d'exemplaires utilises correctement du nom-
bre d exemplaires contenus dans cette classe. Par exemple si on a une classe s^
qui a une probabilite de 0.1, on peut choisir 0+ equivalent a 10% du nombre
d exemplaires. Avec cette solution il n'y aurait qu'un groupe contenant tous les
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exemplaires d'une classe, ce qui ne fonctionne pas en pratique. Une meilleure
solution est d utiliser un 0+ different pour chaque groupe, tous plus petit que
Pesperance de leur classe associee. On definit dans ce cas Pesperance ainsi:
E= M-(0^0-)
ou M = nombre d exemplaires dont la classe est 5/1 et 0 = nombre de centres
dont la classe est Sh. On fait la somme des exemplaires bien classes pour tous
les groupes d'une classe et on compare cette valeur avec 1'esperance. S'il nous
manque des exemplaires, on cree un nouveau centre avec une valeur 0+ qui
couvre la difference. On se sert de 0- pour definir Ie moment ou la solution
est assez pres de 1'esperance pour que Ron arrete Ie calcul. L'argument (0 *
0-) permet de minimiser les oscillations et d'eliminer des points excentriques.
L dlgorithme genere en moyenne 2 centres pour chaque groupe, ce qui ameliore
la capacite du reseau a faire de la separation non-lineaire. Cependant cette
methode est assez complexe et requiert que Pon conserve de 1'information a
1 exterieur des neurones caches. Elle demande aussi plus de calculs que les
methodes suivantes.
Minimisation des mauvais groupements: Cette methode permet de purifier
Ie plus possible les groupes pour que les elements soient d'une seule classe.
Le groupe appartient a la classe la plus representative de ses elements. Si
une des autres classes est presente en nombre plus grand que 0- on divise Ie
groupe. On epure ainsi Ie contenu d'un groupe jusqu'a ce que les elements des
autres classes soient negligeables. Cette methode est tres simple et ne requiert
pas de limite 0+. Cependant on doit conserver un compteur pour toutes les
classes dans chaque centre. De plus cette methode ne maximise pas Ie champ
receptif et n elimine pas les groupes qui sont trap petits, ce qui constituent
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des inconvenients majeurs.
Total simple: La methode la plus simple est de compter Ie nombre de fois
que ce groupe a ete choisi. Si ce nombre est plus grand que 0^. alors il faut
Ie diviser. Si ce groupe a gagne moins que 0- fois alors 11 est a eliminer.
Le probleme principal de cette technique est qu elle ne fonctionne que si la
fonction a apprendre est tres lisse. En efFet, cette methode amene les centres
la ou il y a une grande densite d'exemplaires, raais sans s'occuper de leur
classe. Done, si les exemplaires sont facilement separable cela fonctionne tres
bien, sinon chaque groupe possedera une grande quantite d'exemplaires de
classes variees.
/
Epuration: Cette methode maximise la taille du champ receptif de chaque
neurone tout en conservant 1 aspect local. Elle minimise aussi Ie nombre de
groupes et les ajuste a la densite locale des donnees. On utilise une paire 0_,
0+ par groupe. Lorsqu'un exemplaire fait partie du groupe, on augmente Ie
compteur de classe du groupe pour cette classe.
On donne une petite valeur a 0- et une grande valeur a 0+. Le principe est
qu'on part avec un grand champ receptifpour un neurone cache et on Ie reduit
progress! vement jusqu a ce que Ie groupe ne contienne que les exemplaires
d une classe. Cette manipulation ressemble un peu a celle de la 'mimmisation
des mauvais groupements' mais offre 1'avantage d'ajuster Ie champ receptif
a son maximum possible. La manipulation se resume a ceci: Si la classe du
groupe gagne plus que 0+ on divise ce groupe. Si une classes qui n'est pas
la classe principale du groupe est trop presente (> 0_) on reduit 0+. Si la
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classe du groupe gagne moins que 6- alors on elimine ce groupe. On obtient
ainsi de tres gros groupes lorsqu ils sont eloignes des autres classes et de petits
groupes lorsque les donnees sont plus denses. On peut imaginer une methode
plus subtile lors de 1 elimination que dans les autres methodes. En effet, on
peut par exemple examiner les exemplaires qui se sont liberes pour voir tout
de suite s ils vont faire depasser la limiter 0^. d'un autre groupe. Dans ce cas
on peut decider d'augmenter Ie 0+ de ce centre afm de diminuer Ie probleme
de Poscillation decrit a la section 4.3.
Cette methode est la plus puissante et ne requiert aucune valeur externe au
neurone.
3.2.2 Calcul des a
Nous avons vu dans la section 1.1 que les rayons de chaque centre sont calcules
selon une heuristique au choix de 1 utilisateur. On peut par exemple decider de
prendre une fraction de la distance entre deux centres, choisir un rayon pour
tous les centres ou un rayon par dimension par centre. Le choix final se retrouve
souvent etre simpleraent celui de I'utilisateur ou suggere par experiment ation.
Le nouvel algorithme nous perraet de faire un choix beaucoup plus eclaire de
nos rayons. En effet, on peut choisir les rayons en fonction de la raethode
retenue pour faire Ie regroupement. On peut predire grace aux valeurs 0 quel
sera Ie comportement du reseau pour certaines distributions de donnees et
poser a en consequence.
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En effet, a- depend maintenant de I'algorithrae qui a ete selectionne pour creer
les group es; par exemple si on a des group es qui n ont pas que des membres
d'une seule classe (certains exeraplaires sont dans des classes opposees) on peut
decider de choisir un rayon plus petit, et done Ie facteur de a sera plus petit
que 1.
On peut appliquer Palgorithme 3.2 pour fixer les rayons lorsque Ie regroupe-
ment ne cree que des groupes purs de points etrangers.
Pour chaque c\;
trouver Ie centre Ie plus pres Cs.
trouver l^exemplaire de ci Ie plus pros de 02
trouver l^exemplaire de 03 Ie plus pres de c\.
calculer Ie point moyen entre ces 2 exemplaires
rayon de ci =distance au point moyen.
TAB. 3.2 - Algorithme de choix du rayon lorsque les groupes possedent tres
peu de points qui ne leur appartiennent pas.
Puisque Palgorithme precis du choix de a- depend de la methode d'agregation
utilisee on ne peut pas tous les mentionner ici. On doit cependant reraarquer
que pour certaines methodes telle que celle nommee epuration, que la methode
d'agregation trouve cPelle-meme Ie rayon optimal, car elle cherche a maximiser
Ie champ receptif jusqu'a ce qu'il rencontre une classe opposee. Dans ce cas,
on peut done utiliser un facteur <J tres pres de 1.
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3.3 Avantages
Le FRBE a des avantages interessants. Premierement 11 converge vers une
solution beaucoup plus rapidement que RBF avec la methode de descente avec
k plus proches voisins sequentiel. De plus on a un critere d arret de Palgorithme
lorsque Perreur moyenne est minimale, contrairement au k plus proches voisins
sequentiel ou on utilise un nombre d'iterations fixe.
L'utilisation d'etats nous fournit aussi deux nouveau parametres pour controler
la vitesse de convergence de cet algorithme. On peut utiliser ces parametres
pour revenir sur Ie calcul et voir si un autre taux peut trouver une meilleure
solution.
Un avantage interessant est que ce reseau est dynamisable, mais pas avec
Palgorithme FRBE tel que presente id. En effet, si de nouveaux exeraplaires
necessitent Pajout d'un nouveau centre, il faut refaire 1'apprentissage au niveau
de la couche sortie. Mais on peut trouver des solutions intermediaires tres
interessantes du point de vue de la performance. Par exemple on peut utiliser
1 algorithme FRBE pour faire 1 apprentissage original et ensuite, puisque ce
reseau contient les memes donnees qu'un reseau RBF, choisir un algorithme
dynamique pour faire Papprentissage en ligne.
Finalement, 11 est possible d'implanter cet algorithme sous forme de puce elec-
tronique. De ce point de vue, il serait moins pratique que la forme du RBF de
base car il necessite une raemoire pour faire 1'apprentissage par lot, raais une
fois que cette etape est terrainee la seule limite devient Ie norabre de centres
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possibles.
3.3.1 Propriete de lissage
Une des proprietes de cet algorithme est de pouvoir simuler Ie lissage. En
efFet, en utilisant la forme de 1'algorithme de regroupement appropriee, on
peut eliminer certains groupes et les regrouper en groupes plus importants.
Cela a pour effet de diminuer la reponse du reseau a de petites modifications
mains desirables. Par exeraple, les points vraiment aberrants seront isoles dans
1 espace et seront ignores.
Cette forme de simulation du lissage est plus difficile a controler qu'une me-
thode plus traditionelle, mais elle a 1 avantage de simplifier Ie reseau, ce qui
offre un gain de performance. La methode normale de faire du lissage est
d'ajouter un terme d'attenuation a la fonction reponse du reseau. Gela ne
simplifie pas Ie reseau et augmente la complexite des calculs.
II faut noter que cette methode n est pas tout-a-fait equivalente au lissage
traditionnel. En efFet on peut utiliser les limites 0 de fa^on a ignorer certaines
parties de la fonction a apprendre en n'y posant pas de centres, tandis que dans
Ie lissage traditionnel cette partie ne serait pas ignoree mais plutot attenuee.
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Chapitre 4




Nous avons fait Ie tests du chapitre 2 sur Ie reseau FREE. Void les resultats.
Experimentations pour determiner les valeurs des constantes
Comme pour Ie reseau de base, il y'a des parametres a ajuster pour obtenir
V architecture optimale. Cependant ceux-ci ne sont pas tous les memes que
dans Ie reseau de base.
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Notons tout de suite les parametres a et 77 qui out les memes fonctions que dans
PalgorithmeRBF. L'experience nous montre qu'ils prennent aussi sensiblement
les memes valeurs que pour 1 algorithme de base.
Nous avons ensuite experimente sur la valeur du facteur de cr, m^. Dans Ie
chapitre precedent nous avons indique que 1'algorithrae trouve lui-meme la
valeur a donner a rria. Nous avons prouve ce fait en raultipliant a- par diverses
valeurs my dans Pintervalle [0, 1] et en observant la qualite de la classification.
La figure 4.1 nous montre ces resultats. Plus Ie m^ s'approche de 1, meilleure
est la classification. Cela indique done que chaque groupe couvre tout 1 esp ace
disponible dans la plupart des cas. Ceci est une consequence de la capacite
qu'a Ie reseau d'adapter la densite des centres de diverses fa^on dans 1'espace.
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Valeur du facteur sigma
FIG. 4.1 - Variation du taux de classification correcte en fonction de a.
Les autres parametres sont les valeurs 0- et 0+. La valeur 0+ ne sert que
lors de la creation de chaque nouveau centre. Tel qu'explique dans Ie chapitre
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precedent, 1'algorithme cherche a augmenter la taille de chaque groupe tant
qu'il ne s'approprie pas des exeraplaires d'autres classes. Done la valeur de
0+ n'as pas vraiment d'importance pour cette version de Palgorithme pourvu
qu'il soit plus grand que 6-. Nous avons utilise N0^. = 14 pour nos tests.
La valeur de ^L, par centre, doit etre fixee au depart. Les figures 4.2 et 4.3
nous montrent comment la qualite du result at et Ie nombre de centres varient
en fonction de 0-. Ces resultats prouvent Ie fait que 1 on peut ajuster la taille
du reseau grace au pararaetre 0 tel qu'enonce dans la section 3.2.2. On peut
done ainsi obtenir un reseau plus petit et plus rapide en sacrifiant la qualite du
resultat. Par exemple avec N0- = 9 Ie taux de classement correct est 81.46%
et la phase d'entrainement requiert 434 secondes tandis qu'avec NO- = 15 Ie
taux est de 72.557% pour un entrainement de 160 secondes (au raeme norabre
d'iterations). Nous avons choisi de poser N6- = 2 atm d'obtenir Ie meilleur
resultat possible. Cette valeur nous permet de maximiser Ie nombre de centres
tout en eliminant les points completement isoles (voir la figure 4.2). Utiliser
NO- = 0 signifierait que Ron conserve tous les centres meme lorsqu'on salt
qu'ils ne representent aucun exeraplaire en entree.
Test 2. Taux cTerreur de la classification sur la base d'apprentissage
en fonction du nombre cPiterations
Comme pour Ie reseau RBF original, ce reseau obtient la raeilleure classifi-
cation a environs 15500 iterations avant de commencer a faire du surappren-




FIG. 4.2 - Variation du nombre de centres en fonction de 0.
FIG. 4.3 - Variation du taux de classification correcte en fonction de 0-
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sortie et elle n'as pas changee comparativeraent au reseau RBF.
Test 3. Taux d'erreur de la classification sur la base d'apprentissage
en fonction du nombre de groupes
Puisque Ron ne peut choisir d avance Parchitecture du reseau FREE, nous
avons plutot laisse Ie reseau detecter automatiquernent Ie nombre adequat de
neurones caches.
Le reseau avec etats obtient un nombre de centres similaire a ce que nous
avions obtenus par experimentation de style essai-erreur pour Ie reseau ori-
ginal optimal, soit 115 en moyenne. Cela prouve que Palgorithme fonctionne
correctement et est efFectivement capable de trouver tout seul la meilleure ar-
chitecture sans que 1 usager alt a deviner Ie nombre de groupes a utiliser a
pnon.
Si on reexamine les figures 4.2 et 4.3, on voit que la qualite de la classification
diminue en fonction du nombre de neurones caches et que I'equilibre se trouve
autour de 100 neurones caches. La difference entre Ie nombre utilise (120)
et Ie nombre optimal (100) est faite de centres instables ou avec tres peu
de membres. On peut done se limiter a 100 neurones sans perdre beaucoup
d'exemplaires.
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Test 4. Taux d'erreur sur la classification de la base d'apprentissage
On obtient un taux de reconnaissance de 96.36% compare a 89.36% avec Ie
reseau RBF pour Ie meme nombre d'iterations (15500). C'est une difference de
7%, ce qui justifie amplement 1'utilisation d'un apprentissage quatre fois plus
lent.
II faut signaler cependant qu'une dizaine des centres de FRBE, en moyenne,
n'ont qu'un seul element. Ceci est du a la methode utilisee pour detecter la
stabilite de la solution, a Putilisation de 0- = 2 et aussi au fait que certains
de ces exemplaires sont effectivement excentriques et done il est normal qu ils
soient sep ares des autres dans 1'espace.
Test 5. Taux d'erreur sur la classification de la base de tests
Pour la classification de la base de tests, Ie resultat est de 89.78%, ce qui est
superieur de 8.41% a ce que Pon a obtenu pour Ie reseau RBF original. Le
nouveau reseau a en effet une raeilleure capacite a generaliser parce que ces
centres sont mieux ajustes.
Test 6 et 7. Classification de donnees bruitees
Lors des tests d'apprentissage des donnees bruitees nous avons obtenus des re-
sultats qui demontrent la valeur du nouvel algorithme. En efFet, avec toutes les
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conditions d'apprentissage egales Ie nouveau reseau obtient 95.88% de classifi-
cation correcte sur la base d'apprentissage et 89.33% de classification correcte
sur la base de test. Ces resultats sont 8.76% et 9.76% superieurs aux resultats
obtenu par Ie reseau RBF. C'est une amelioration tres importante car par la
pratique on a vu que Ron ne peut obtenir ce genre de resultat avec Ie reseau
original.
Le reseau FRBE offre done une meilleure capacite de resistance au bruit. La
raison est que les centres ont un champ receptif maximum tout en restant
locaux et out une meilleure position que dans 1 algorithme de base. Le rayon
de chaque centre etant Ie plus grand possible sans diminuer la qualite du
resultat, une donnee bruitee a plus de chance de tomber a 1 interieur du rayon
d un centre et done plus de chance de tomber a 1 interieur du bon groupe, done
Ie reseau permet a plus de donnees bruitees d etres classees correctement.
La solution fournie par Ie reseau avec la base d apprentissage bruitee n'utilise
que 96 groupes et 1362 secondes de calcul.
4.1.1 Performances
Le temps de calcul requis pour faire Papprentissage est un desavantage compa-
rativement au reseau de base. En efFet Ie reseau RBF avec etats requiert 1290
secondes de calcul pour faire Papprentissage comparativeraent a 325 seconds
pour Ie reseau original. C est done environs 4 fois plus. De plus 11 peut arriver
que Ie nouveau reseau ne trouve pas de solution stable et done qu'il ne termine
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jamais. Geci depends des donnees du probleme et se produisit environs 1 fois
sur 10 avec nos donnees. Cela est une consequence de la raethode pour detector
la stabilite ainsi que de la precision des calculs, entre autres, qui peuvent faire
osciller Ie reseau entre deux ou plusieurs solutions valables.
Afin de justifier Ie temps de calcul plus long de 1 algorithme FRBE, nous avons
fait executer Papprentissage du reseau de base quatre fois plus longtemps pour
voir si les resultats s'amelioreraient avec plus de travail. Au contraire, Ie reseau
original montre rapidement des signes de surrapprentissage (overtraining) qui
diminue la qualite du resultat au dela de 16000 iterations, sans jamais obtenir
de resultats aussi bon que ceux du nouvel algorithme.
4.2 Validite
Une des observations que 1 on retire de ces experimentations est qu'avec la
base de donnees utilisee, les formules de calcul de distances de la section 3.1.1
s'averent presque inutiles. En effet, celles-ci sont plus utiles quand deux centres
sont tres pres afin d'ameliorer la convergence vers une solution. Puisque ces
formules ajoutent de la complexite au calcul, il est preferable de ne les utiliser
que lorsque necessaire, si la fonction a approximer n'est pas tres continue ou
si il y'a peu d'exemplaires pour chaque centres.
Toutefois on voit que Ie reseau FREE offre de tres bonnes performances et un
resultat tres interessant. L'augmentation de pres de 10% de la classification
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sur la base de tests bruitees justifie pleinement son utilisation et la capacite de
pouvoir ajuster 1 architecture du reseau selon Ie besoin est une caracteristique
interessante.
4.3 Problemes
Malgre toutes les qualites du reseau FREE il y a quand raeme plusieurs pro-
bleraes importants qui ne peuvent etre ou ne sont pas resolus. Par exemple
il est possible que Palgorithme, plutot que d'ameliorer la qualite du reseau a
chaque epoque, oscille entre deux ou trois etats ou meme plus. Cela vient du
fait qu'il n'est pas garanti que I'algorithme simplifie la solution (reduit 1'erreur
ou 1'energie) a chaque etape. II cherche plutot un etat ou un sous-ensemble
des exemplaires est couverts par des centres. Pour eliminer ce problerae 11
nous faut un algorithme de regroupement qui evalue non seulement si tous les
exemplaires sont bien couverts selon les criteres fournis mais aussi que 1'erreur
]V[SE soit reduite a chaque fois que 1'on fait un tel choix. II nous faut done
evaluer si 1 algorithme fait ce choix et sinon, en trouver un satisfaisant.
De plus 11 reste dif&cile de detecter Ie moment ou Ie reseau a appris de fa^on sa-
tisfaisante, puisque les centres se deplacent et cela peut causer un ajout/retrait.
Par exemple, on peut decider que Ie reseau est stable, ajuster la position des
centres selon Ie k plus proches voisins par lots et se rendre compte que la so-
lution n est plus stable. Cela peut etre du a 1'imprecision matheraatique ou a
un nombre d exemplaires trap bas.
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L'apprentissage de la couche de sortie se fait selon les exemplaires et non
selon les centres. Cette couche simule un mode de fonctionnement un-de-x. Par
centre chaque classe n'a pas la meme probabilite et done chaque neurone de
sortie n'aura pas la meme chance d'apprendre. II est possible que cela dirninue
la precision de 1 algorithme.
Pour obtenir de bans resultats avec RBF 11 faut s'assurer que les pararaetres
de Palgorithme soient choisis en fonction de des donnees. Ce probleme est en-
core present dans FRBE mais a un degre moindre. II reste des constantes dont
revaluation ne se fait pas automatiquement et on ne salt pas exactement quo!
choisir. Par exemple, 0, r ei Ie nombre d'iterations requis pour un apprentis-
sage satisfaisant. Les limites 0 nous permettent d'eviter en grande partie les
problemes de surapprentissage: on n'a qu'a ignorer tout groupe trop petit. Par
centre un mauvais choix de 0 peut causer un surapprentissage beaucoup plus




On a examine Ie comportement de Palgorithme RBF lors de son utilisation
pour la reconnaissance de caracteres manuscrits. A partir de ces resultats on
en a deduit un nouvel algorithme a 1'aide de la litterature existante et de nos
propres observations.
L'algorithme FREE est plus rapide et demande moins de ressources que les
autres methodes avec une perte de precision minime. II est rnultimodal et
conserve son avantage sur les modeles probabilistes puisqu'il n'a pas besoin
de conserve! la base d'apprentissage en memoire. II est dynamisable. On peut
done effectivement envisager son utilisation a 1 interieur d autres applications.
L etude de son comportement nous montre d ailleurs qu on peut faire un com-
promis entre la qualite du reseau et sa taille, et nos facteurs 9 nous permettent
justement de faire ce compromis selon les besoins.
L'algorithme d'agregation permet de contourner en grande partie les problemes
de non-separabilite. Lorsque les donnees sont distribuees de fa9on tres dense
dans 1'espace, Ie bruit a plus de probabilite de causer des erreurs. L'algorithme
de regroup ement permet de diminuer ce taux moyen d'erreur en ajustant Ie
nombre de groupes a la densite locale des donnees. La methode empirique
du choix des rayons est raaintenant plus clairement liee a la distribution des
donnees et on peut fair e un choix mieux informe.
Objectifs futurs
Afin de regler ces problemes et faire une etude plus approfondie du reseau
FRBE, nous pouvons identifier les objectifs suivants:
Nous aliens implanter ce reseau dans une application reelle pour examiner ses
reactions. II faudrait entre autres inclure les lettres de 1 alphabet dans la base
d'apprentissage et examiner comment Ie systeme reagit a un grand nombre de
classes. On peut aussi s'interesser a la reconnaissance de caracteres accentues.
II faudrait de plus avoir un plus grand nombre d utilisateurs afin d'avoir des
donnees plus variees.
Nous pourrons examiner les autres variantes possibles pour voir lesquelles peu-
vent s appliquer au nouveau reseau avec profit, en particulier des modifications
sur la couche de sortie. On voudra aussi tester les algorithmes de regroup ement.
Entre autres, il faut tester Palgorithme sur un probleme ou les classes ne sont
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pas connues d'avance mais ou on peut faire de 1'apprentissage supervise (ex.:
estimation d'une fonction). On se servira de 1'algorithme d'agregation ou de
1'algorithme de regroupement.
Nous avons developpe un algorithme auto-organise qui arrive a une bonne so-
lution et qui allege la plupart des problemes des algorithmes de sa categorie. Le
comportement d'algorithmes par lots pour les reseaux de neurones artificiels
tels que defmis dans ce travail n as pas encore ete Ie sujet d'etudes mathema-
tiques completes. Bien que Palgorithme fonctionne en pratique, nous n'avons
pas les preuves mathematiques qu 11 converge vers une bonne solution. II est
done important de demontrer la validite de ces algorithmes mathematique-
ment.
Finalement, un objectif mains mathematique serait de comparer cet algorithme
a des neurones biologiques naturels pour voir s 11 y a quelques-uns de ces meca-
nismes qui se retrouvent dans la nature. On salt deja que certains neurones out
un comportement radial similaire a ceux du reseau RBF, mais peut-etre que la
nature a trouve un moyen de recreer Ie comportement par lots de Palgorithme
FREE. II serait instructif de Ie decouvrir.
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