Identification of quadratic system by local gradient search, in by Wael Suleiman & André Monin
Identification of Quadratic System by local gradient search
Wael SULEIMAN and André MONIN
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Abstract— In this paper, identifying Quadratic System (QS)
is considered. In fact, it appears that many important nonlinear
multivariable processes in engineering can be modeled by this
structure. To solve this identification problem, we propose a
method based on a local parameterization and a gradient
search. The local parameterization is orthonormal to the
tangent space of the manifold representing equivalent models,
therefore the directions that do not change the output error cost
function are projected out of the search direction in the update
rule. Consequently, the amount of the gradient calculations
is reduced to the minimal value. Furthermore, we present
a numerically efficient implementation of the identification
method.
I. INTRODUCTION
Identification is concerned with determinating a model of
an unknown system subject to measured input-output signals.
In the past decade, the developments of linear subspace iden-
tification methods have offered a significantly reliable tool to
deal with the identification of linear or pseudo linear systems
[1],[2],[3] and [4]. In practice, identification of nonlinear
systems is of primary importance since many systems in
nature are nonlinear. The representation of nonlinear system
by Volterra series can be considered as a general method
[5] and [6], which has been a subject of active research in
the Filtering and Identification theory during the last years
[7] and [8]. For the zero-state output of a general nonlinear
multivariable system the Volterra series expansion of length
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where u(") $ Rm is the input signals, y(t) $ Rp is the
output signals, the functions wn(t,"1,"2, . . . ,"n) $ Rp"m
n
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where u("i)k is the kth element of u("i). In this paper,
we develop a method for the identification of Quadratic
multivariable System (the systems corresponding to N = 2
in formula (1)).
II. QUADRATIC SYSTEM
In this section, we define a realization of the QS in the
state space representation. This realization leads to a partic-
ular case of Volterra series since its kernels are separable








yt = C1Z1t +C
2Z2t + vt
(2)
where ut $ Rm is the input signal and yt $ Rp is the output
signal. The measurement noise vt is assumed to be a white-
noise that is independent of the input signal and with zero
mean. Zit : i = 1,2 are the states and the dimension of
each state space ni. Note that, the numbers (ni) fix the
kernels separability orders. The direct relation between yt
and ut , can be obtained by using the property FG#HJ =












#2(t, i, j)(ui #u j)+ vt
where
#1(t, i) = C1(A1)t!iB1







Note that, the realization (2) is not unique. Assume that
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and T 1m is defined as follows
T 1m = Im #T
1 (5)
III. OUTPUT ERROR IDENTIFICATION
Our goal is to determine the coefficient matrices of the
Structure (2). Assume that all matrices are fully parameter-


























where vec(.) denotes the vectorization operator defined as
follows
vec : M $ Rm"n % Rm·n
vec(M) = vec
'










Given the input ut and the output yt of the real system, our
goal is achieved if the output of the following model
Ẑ1t ($ ) = A1($ )Ẑ1t!1($ )+ B1($ )ut
Ẑ2t ($ ) = A2($ )Ẑ2t!1($ )+ B2($ )(ut # Ẑ1t ($ ))
ŷt($ ) = C1($ )Ẑ1t ($ )+C2($ )Ẑ2t ($ )
(7)
approximates the output yt of the real system accurately
enough. This criterion can be transformed into the minimiza-
tion of the output error with respect to the parameters $ .
Considering a data length equal to N, the output-error cost







&yk ! ŷk($ )&22 =
1
N
EN($ )T EN($ ) (8)
where EN($ ) =
'
e(1)T e(2)T · · ·e(N)T
*T is the error vector
in which e(k) = yk ! ŷk($ ). The minimization of (8) is a
nonlinear, nonconvex optimization problem. The numerical
solution of this problem can be calculated by different
algorithms, being gradient search method is a popular one.
This iterative method is based on the updating of the system
parameters $ as follows
$ i = $ i!1 ! (%TN ($ i!1)%N($ i!1)+& iI)!1%TN ($ i!1)EN($ i!1)
(9)




is the Jacobian of the error vector EN($ ). As we mentioned
in the section (II), the Structure (2) is not unique, as con-
sequence the minimization of JN($ ) does not have a unique
solution. Indeed, the optimal solution can be made unique
by choosing a suitable parameterization. For Linear Time
Invariant (LTI) systems, many parameterization structures
have been proposed. However, they are not numerically
robust [9]. McKelvey et al [9] have proposed a method
for the LTI systems, in which the directions that do not
change the cost function JN($ ) are identified and projected
out at each iteration, for that only the active parameters are
updated. The aim of the following section is to define a local
parameterization of the QS structure.
IV. LOCAL PARAMETERIZATION
Two realizations of QS in the state space representation
are similar if their coefficient matrices are related by the
equation (4), where the transformation matrices T 1 and T 2
parameterize the subset of equivalent models. Note that this
subset defines a manifold. In order to identify the tangent
plane of the manifold, we linearize the relation (4) around
the identity matrices T 1 = In1 and T
2 = In2 . Considering a
small perturbation T i = Ini +(T i, by using the approximation
(
Ini + (T i
)!1




































































































obtain the relation between $ and $̄ as follows
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!A1T # In1 + In1 #A
1 0
!B1T # In1 0
In1 #C
1 0
























Lemma 1: The left null space of M ($ ) (14) contains the
directions in which the parameters should be modified to
lead a change in the value of cost function JN($ ) (8).
Proof:
The equation (13) shows that the tangent space of the
manifold of all systems similar to (Ai,Bi,Ci : i = 1,2) at
(Ai,Bi,Ci : i = 1,2) equals to the column space of the matrix
M ($ ) (14). Since the left null space of the matrix M ($ ) is
orthogonal complement to the column space, the directions
in which the value of the cost function (8) changed are those
related to left null space of M ($ ).
Note that, the left null space of M ($ ) can be efficiently
obtained by singular Value Decomposition (SVD). Let the
SVD of M ($ ) be given by














then the null space of M ($ ) is U2. In order to exploit this
observation, the update rule should be modified such that we
project out the directions in which the cost function does not
change. The new update rule becomes
$ i= $ i!1 !U2
(
UT2 %TN %NU2 + & iI
)!1
UT2 %TN EN (16)
where U2 and %N depend on $ i!1. Note that since U2
depends on the past parameter $ i!1 the SVD (15) must be
computed at each iteration.
A. computing the iterative parameter update
In order to compute the update rule (16), the following
quantities EN($ ) and %N($ ) must be computed. Computing
the vector EN($ ) can be done by simulating the system (7)
that corresponds to $ i!1. Note that this simulation brings out
the states Ẑ1t , Ẑ
2
t and ŷt . In order to simulate %N($ i!1), we






then the computation of ' ŷt'$ =
-
' ŷt





is the number of parameters in $ , can be made as follows













(ut # Ẑ1t )+ B
2(ut # + 1t,i)
' ŷt
'$i








V. NUMERICALLY EFFICIENT IMPLEMENTATION
It is clear that the computation complexity of the proposed
gradient search algorithm relies upon the calculations of the
update rule, more precisely computing the matrix inverse in
this formula. Bergboer et al [10] have proposed a numerical
efficient implementation in the case of LTI system. This im-














As the following of the algorithm uses only the R factor,
the calculation of the Q factor is not necessary. This reduces
significantly the number of calculations [10]. Consider the
SVD of the matrix R11
R11 = U*V T (20)
with * = diag(, j), where diag(- j) denotes a diagonal matrix
of which the jth diagonal element equals - j.
Then the update rule of the gradient search algorithm
becomes
$i = $i!1 !U2V diag
/
, j
,2j + & i
0
UT R12 (21)
Moreover, the number of columns of %NU2 is much smaller
than the number of columns of %N . Since we can calculate
%NU2 directly, we do not need to calculate %N first. Let
.N ! %NU2 =
'EN
'$ T U2 (22)
If we consider the kp elements of the jth column of .N





'$ U2(i, j) (23)
In order to calculate this sum, we replace the matrix deriva-
tives in (18) by similar weighted sums over i, which can be
obtained from
/M1F


























































































ei = [0 . . . 0 1
)
i
0 . . . 0]T
VI. COMPUTING AN INITIAL ESTIMATION
For the iterative algorithm of gradient search, an initial
estimation of the coefficient matrices is necessary. In this
section, we propose a method based on subspace algorithm
to find an initial estimation. The basic idea is to use the
sequential property of QS realization to define a projection
procedure, which extracts the subsystems sequentially.
A. Identification of Linear Subsystem
First, we estimate the best causal LTI model. In other
words, we will estimate the triple (A1,B1,C1) by using linear




yt = C1Z1t + vt
(25)
Consider the PO (Past Output) MOESP (Multivariable
Output-Error State-sPace) method for identification [11]. The







u1 u2 · · · uN!/+1











where the subscripts refer to the index of the first data sample
and the number of rows in the matrix respectively, and N
refers to the index of the final data sample in the matrix.
The number of rows should be chosen to be greater than
the system order n1 [3]. The output Hankel matrix Y N1,/ and
the noise Hankel matrix V N1,/ are defined analogously. The
following input-output equation is then easily derived from
the system description (25)
Y N1,/ = 01/ Z11,N!/+1 + #1/UN1,/ +V N1,/ (26)
Where 01/ is the extended observability matrix of the system,
























0 0 0 · · · 0
C1B1 0 0 · · · 0
























PO-MOESP method uses the past input and output data as
an Instrumental Variable to remove the effects of the noise


















R̃11 0 0 0
R̃21 R̃22 0 0
R̃31 R̃32 R̃33 0






where the R̃ii are lower-triangular matrices and the column-
unitary matrix Q̃ (Q̃T Q̃ = I) is partitioned according to the
dimension of lower-triangular matrices R̃ii as
Q̃ =
'
Q̃1 Q̃2 Q̃3 Q̃4
*










































where the matrix Sn1 contains the principals singular values
(further than threshold), the dimension of this matrix yields





and so we estimate the matrices C1 et A1 directly from 01/
C1 =01/(1 : p, :)
01/(1 : (/ !1)p, :)A1 =01/(p + 1 : p/, :)
(30)
In order to find B1, we consider the least-squares solution to
the overdetermined system of equations
/M1G
















which provides a consistent estimate of #1/ , from which B1 is
easily calculated. Among all possible solutions we choose the
stable one verifying: 2(A1) < 1 . L.Lacy et al [12] proposed
a constrained optimization method to ensure the asymptotical
stability of the identified model in the context of subspace
identification methods. The condition 2(A1) < 1 is replaced
by equivalent Lyapunov inequalities




where 3 > 0.
Once we obtain an estimate of the extended observability
matrix 0N1,/ (29), the optimization problem is to minimize
J0(A1) ! &(011,/ !010,/!1A1)R0&22 (32)
subject to
+




















and X ! A1P . We compute Â1 from X̂ and P̂ as Â1 = X̂ P̂!1.
If we let R0 ! P the problem is converted to an optimiza-
tion problem that involves minimizing a linear function over
symmetric cones and can be solved by using SeDuMi Matlab
package [13] (see [12] for more details) .
B. Identification of Second Order Subsystem
After using the procedure described above, an estimation
of (A1,B1,C1) is available, so we can calculate the state Z1t
and the output y1t for t = 1, ..,N of the linear subsystem by






The next task is to estimate the coefficient matrices of the
second order subsystem. In other words, we will estimate
(A2,B2,C2). This task can be done by using the same
algorithm previously explained for the case of the linear
subsystem, where we replace the input signal ut by ut #Z1t
and the output signal yt by y2t = yt ! y
1






Note that, the dimensions of the input and output signals of
the second order subsystem are m" n1 and p respectively,
instead of m inputs and p outputs for the linear subsystem,
for that just only the number of rows of input Hankel matrix
is multiplied by n1. However, it is clear that this sequential





In this section, first we corroborate that the method is
able to identify the QS. Second we point out that a QS
can approximate an example of nonlinear system which is
introduced in [14]. In each case, the length of the input and
output signals is N = 800 samples, we have used Tid = N2
samples for the identification purpose, and the rest of them
Tval = T ! Tid = N2 samples for the validation purpose. We





!Nt=1 (yt ! ŷt)
T (yt ! ŷt)
!Nt=1 yt T yt
0
"100
where ŷt denotes the estimated output signal.
A. Identifying Quadratic System
We consider a QS represented as in the Structure (2). The
model has two inputs ( ut $ R2 ) which have been chosen
to be Uniform white noise, and two outputs ( yt $ R2 ).
The matrices A1 and A2 have the same dimension (A1,A2 $
R5"5), and they are randomly generated such that 2(A1) < 1
and 2(A2) < 1. The other matrices (Bi $ R5"2,Ci $ R2"5 :
i = 1,2) are randomly generated. We consider that the
measurement noise vt is a Gaussian white noise scaled such
that the signal to noise ratio SNR = 10 dB.
TABLE I
ACCURACY OF THE IDENTIFIED QS
Identification task Accuracy (VAF)
Initial estimated Optimized
model model
first output 82.3 89.1
second output 81.5 91.8
Validation task
first output 88.5 99.7
second output 87.6 99.1
Note that, the dimensions of states Zit of the identified QS
are the same of the real one. The Initial estimated model
is the QS obtained by the sequential projection explained in
section (VI), and the optimized model is the QS obtained
by local gradient search. It is clear that the bias of Initial
model is small, for that the gradient search algorithm has a
good chance of converging to the global optimum. In order
to verify that the algorithm is capable to extract the real
output signal from the measured noised one, we consider
the output signal without the measurement noise when we
calculate the accuracy of the identified model in validation
task. The accuracies reported in table (I) show that, the
proposed method has efficiently identified the QS Structure.
/M1I
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Fig. 1. the real output without noise (solid line) with the outputs of the Linear system (dashed line) and Quadratic System (dash-dotted line) are
superimposed.
B. Example of nonlinear system




















+ x2t + vt
(34)
the input signal ut $ R is chosen to be Uniform white noise
with variance equal 0.5 and zero mean. The measurement
noise vt is a Gaussian white noise scaled such that the signal
to noise ratio SNR = 10 dB. The Dimension reported in
TABLE II
ACCURACY OF THE IDENTIFIED LINEAR AND QUADRATIC SYSTEMS
Identification task Linear Quadratic
system system
Dimension 2 2+3
Accuracy (%VAF) 15.8 87.5
Validation task
Accuracy (%VAF) 24.3 98.4
Table (II) denotes the dimension of the state (Zit : i = 1,2)
of the Quadratic System. It is clear from the accuracies
reported in Table (II) that a Quadratic System can efficiently
approximate the nonlinear system (34). To deal with a
clear graphical representation, we represent the data in the
validation interval over a window of 170 samples in Fig. 1.
VIII. CONCLUSION
In this paper, we have presented a novel method to identify
Quadratic System (QS). The method based on a Local Pa-
rameterization of the state-space representation of the QS and
subsequent gradient search in the resulting local parameter
space. Furthermore, we have proposed a numerically efficient
implementation of the identification method. The algorithm
has successfully applied to identify the QS, and we have
showed that a QS can efficiently approximate an example of
nonlinear system. Extending the method to identify the High
Order Volterra Kernels is the aim of our future work.
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