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Abstract

The Optimal Release of Sterile Males
in Pest Management

by

Sergio Ramirez, Master of Science
Utah State University, 2014

Major Professor: Dr. Luis Gordillo
Department: Mathematics and Statistics

With an application of the sterile insect technique, it is our goal to know the
optimal rate of production of sterile males in order to control an insect pest invasion
and protect crops. Starting with a fundametal relationship between costs of production
and feeding rates, we construct an objective functional. We then use the relationships
between the different stages of female reproduction to build the state equations. Once,
we have defined the optimal control problem, we use the simulated annealing algorithm
to determine the amount of sterile males to be released at each discrete time event.
Multiple calculations are made with different release schedules.
(50 pages)
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Chapter 1
Introduction

1.1

History of SIT
The idea of sterilizing males and releasing them into the environment as a primary

effort to control a pest invasion was introduced independently by three researchers. First,
A.S. Serebrovskii at Moscow State University attempted chromosomal translocations
in order to suppress a pest population. Unfortunately, Serebrovskii’s work could not
succeed in the dire conditions in the USSR during World War II.Later, F. L. Vanderplank
used hybrid sterility to suppress a tsetse population in a large field experiment at a
research station in Tanganyika (modern day Tanzania). Unfortunately, he lacked the
resources to develop this method further. Finally, E. F. Knipling of the United States
Department of Agriculture was much more successful. Knipling’s team exploited H.J.’s
Muller discovery of using ionizing radiation to induce sterilitiy in males in order to
eradicate numerous species of insects [1].
Inducing sterility was first explored when Runner (1916) first discovered that large
doses of X-rays would render the cigarette beetle incapable of reproduction. It was
H.J. Muller (1927) that soon afterward used ionizing radiation to produce mutations
that caused sexualy sterility in males and could also reduce the number of eggs laid by
females. In fact, it was Muller that worked in collaboration with Serebrovskii on his
genetic studies. By 1940 Serebrovskii established the extent to which sterility continued
to appear in the generations after a single release. He also worked out the effects of
releasing males to interrupt breeding in the population and ways to enhance sterility.
His work was interrupted by the catastrophic conditions in the USSR during World War
II. His ideas were not published until after the fall of Kruschev[13].
At around the same time frame, Vanderplank developed an entirely different method
of insect pest control. Vanderplank discovered certain differences between two species of
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tsetse flies and noted that laboratory crosses between these two species produced sterile
males and partially sterile males. These sterile hybrids could then be used to control the
tsetse population. This method of pest control enjoyed success in erradicating the tsetse
population. For whatever reason, these outstanding results were not followed upon.
The success of Knipling was much more widespread and reknowned. During the
1930s, Knipling made careful observations on the New World screwworm, which included
sexual agression in males and monogamy in females. Under these realizations, Knipling
hypothesized that if large quantities of sterilized males are released into the environment,
the population could be supressed. However, mass-rearing of sterile insects was not
developed until after World War II.
After the war, Knipling wrote to Muller asking if sexual sterility can be induced
in the screwworm. After Muller confirmed, the first screwworm irradiations were conducted. It was discovered that whenever irradiated males mated with wild females,
none of the eggs laid would hatch. Furthermore, if females were irradiated, they would
produce fewer eggs, of which none would hatch. With these discoveries in mind, an
experiment was conducted on an island off the coast of Florida. The goal was to eradicate the P-labeled flies. This experiment would have successful had it not been for wild
fertile flies frequently flying to the island from the mainland. The population of flies did
experience a sharp reduction.
A very important trial for SIT occurred on the island of Curacao off the coast of
Venezuela. In 1954 the dairy industry was suffering from severe damage caused by the
screwworms. Sterile pupae were produced in Orlando, Florida and then released in Curacao two times every week. At first, the number of steriles released was equivalent to
that of the first trial. This was discovered to be too little to suppress this particular population, so the release rate was increased. Upon doing so, eradication was accomplished
after fourteen weeks.
A great undertaking occurred in Florida after the success on Curacao. After a
meeting of the Florida Livestock Association, it was suggested that the eradication of the
screwworm on Florida might be possible. After some reluctance on behalf of Knipling,
a rearing facility was constructed on an Air Force Base and produced a capacity of 60
million sterile flies per week. Along with quarantine programs and localized treatment
of infested herd animals, the screwworm was eradicated and the sterile fly releases were
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terminated in November of 1959. After the success in Florida, cattle ranchers in the
southwest USA and Mexico took interest in the sterile insect technique to eradicate the
New World screwworm.
The extermination project began in 1962 with a mass rearing facility was built
in Mission, TX. The screwworm was in 1964 exterminated and what followed was an
extension of the program in to the Pacific and by 1966, USDA declared the entire USA
free of screwworms. A barrier zone was established on the USA-Mexico border in order
to contain an influx of screwworms from Mexico.
Complications arose however, when it was discovered that the natural fly movement was significantly larger than previously estimated. This problem coupled with the
unusually favorable weather conditions for the screwworm among other environmental
factors led to the pests being rediscovered north of the US-Mexico border. Field operations in Mexico to eradicate the screwworm began in 1974. A mass-rearing facility
was built in Tuxtla Gutierrez to supplement the factory in Mission, TX. By 1982, the
screwworm was eliminated from the USA and by 1984, the screwworm was eradicated
as far as the Isthmus of Tehuantepec. No later than 2001, the screwworm was declared
eradicated from Mexico and Central America as well, where a sterile fly barrier along
the border with Colombia was established and maintained.
Screwworms were also found in North Africa in 1988. After the government of
Libya requested for assistance from the Food and Agriculture Organization of the United
Nations (FAO), sterile insects were supplied from Mexico to eradicate the pest. The SIT
was successful and by June of 1992, the screwworm was declared eradicated from North
Africa.
The SIT was also applied to other insects as well. The Mexican fruit fly was
eradicated from southern California as from the Rio Grande Valley of Texas. The
Queensland fruit fly was also suppressed in New South Wales, Australia. Recurrent
outbreaks of the Mediterranean fruit fly are controlled with the SIT in Carnarvon in
Western Australia and South Australia. The Mediterranean fruit fly also made its
appearance in Costa Rica, Nicaragua, Guatemala and Mexico. A large-scale fruit fly
rearing facility was built to produce sterile flies in order to eliminate the infestation
area in Mexico by 1982. Crises were began by the invasion of Mediterranean fruit fly in
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Florida as well as California. These infestations were brought under control by 1996, in
which sterile insects were released to permanently suppress future invasions.
Among other insects that were suppressed by the SIT are, Melon flies which were
targeted for eradication in the South-Western islands of Japan. eradication of the melon
fly was achieved in 1993 after applying SIT to each island successively. Onion maggots
were also brought under control by a private firm in the Netherlands since 1981. Different species of Tetse flies were successfully suppressed in northwest Tanzania (1947),
Lake Kariba in Zimbabwe (1970), Lafia(1986) and Burkina Faso (1984) in Nigeria, and
Ungujua, Zanzibar, Tanzania (2000) [1]. Several species of mosquitoes were also targeted
for elimination in India and in El Salvador during the mid 1970s. Plans and even trials
were made with some success but, unfortunately, they were interrupted by biological
warfare suspicions in India and a Civil war in El Salvador.
Several species of beetles were also on the list of pests that were to be suppressed by
the SIT. Beetles scheduled for termination included the Cockchafer. Wild populations
of this beetle were significantly reduced in two separate trials in Switzerland 1959 and in
1962. The sweet potato weevil also saw a decline in its numbers on Okinawa Prefecture,
Japan and by 2002, no wild weevils were found.
There are also integrated pest management programs that include SIT to suppress
a few species of moths. Codling moths are a problem in British Columbia, Canada
that are being suppressed. Releases of irradiated moths began in 1994 and area-wide
suppression is the ultimate goal. Sterile moths of the pink bollworm have been released
since 1968 in the San Joaquin Valley of California with the intention of preventing the
infestation of cotton plants.
Overall Area Wide Integrated Pest Management Programs that include the Sterile
Insect Technique have been very successful. The population decline of insect pests such
as tsetse flies, Mediterranean fruit flies, moths, demonstrate an association with the
application of SIT. Area Wide pest management programs have proven to been more
successful than conventional pest management programs by not focusing on too small a
scale, optimizing efficiency, and avoiding the use of pesticides.

5
1.2

Previous Work
There exists a wide body of literature in regards to mathematical modeling of insect

populations and control methods. It is customary to start with simple population models
which include geometric and exponential growth and density-dependent growth. Geometric and exponential growth models are usually trivial to analyze. Density-dependent
models are designed to place mathematical limits on the size of the population and
are often non-linear and require the work of computers to analyze carefully. There
are also models that attempt to capture the interactions with different species, such as
the Nicholson-Bailey model, which is used to model host and parasitoid relationships.
There are also predator-prey models, or the Lotka-Volterra model along with general
competitive species models.
For example the discrete simple growth model in given by Nt+1 = λNt , where Nt
is the total number of live population at time t. Normally t is in generations in order to
easily characterize how the population is reproducing and growing. In particular, this
characterization is given by the parameter λ, which determines how large the population
is in comparison to the previous generation. This model has the solution Nt = N0 λt .
The continuous version of this model is given by dN/dt = λN , whose solution is given
by N = N0 exp (rt).
To add a dimension of realism to these models, density dependence can be added.
As mentioned previously, mathematical limits are placed on the size of the population.
This mathematical limit is often referred to as the carrying capacity. With the inclusion
of this carrying capacity, the continuous model becomes
dN
N
= rN (1 − ),
dt
K
where r is the intrinsic growth rate and K is the carrying capacity. A discrete analog of
this is simply Nt+1 = λNt exp (−gNt ). The exponential term is just a clever mechanism
to delimit population numbers in an effort to mimic carrying capacity.
It is also worth considering predator-prey and host-parasitoid models if one plans
to release an insects natural enemy in to the field. The host-parasatoid model, or the
Nicholson-Bailey model, is given by
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Nt+1 = λNt exp (−aPt )
Pt+1 = λNt [1 − exp (−aPt )].

Here Nt represents the host population and Pt represents the parasite population
at time t. There are also density dependent models in which the host population can be
found in clusters. The model is given by

(1−b)

exp(−aPt )

(1−b)

[1 − exp(−aPt ).

Nt+1 = λNt
Pt+1 = λNt

The additional parameter b is intended to impose the density dependence. The
exponential term represents the probability of the host not being found as a Poisson
process.
The predator prey model, or Lotka-Volterra Model, is a model that describes the
interactions between one prey and it’s predator. For a model that does not contain
density-dependence we have

dN
= rN − bN P
dt
dP
= cN P dP.
dt

The parameter r is the intrinsic growth rate of the prey population, b is the predation rate. The second equation contains the rate of increase of predators per prey c,
and the death rate of the predator in d. Density dependence could also be added to this
model as well, which ends up looking like this:
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dN
= rN (1 − aN ) − bN P
dt
dP
= cN P − dP
dt

In this case, a is the parameter that determines the density -dependent death rate.
What concerns us most of course is the modeling of sterile insect releases. Knipling
(1955) introduced a model that was a simple modification of the geometric model (1.1).
The key difference being the ratio of fertile males to all males in the entire population.
Modifications of Knipling’s model include cases in which the treated insects are not
fully sterile, but rather assume residual fertility (Klassen and Creech, 1971) (1.4).There
has also been studies in which the competitiveness of the sterile males is reduced due
to sterilization methods (1.3) (Berryman,1967), (Ito, 1977), Barclay (1982)/citeBarclay
05.
Ft+1 = λFt (

Mt
)
S + Mt

(1.1)

In this model, Ft and Mt are the female and male population sizes and S is the
release rate of steriles in each generation. This model expects the population of
females to increase with every male encounter. The denominator is the mating
interruption due to sterile male encounters.

Ft+1 = λFt

Ft
Ft + cS

(1.2)

In this case, c is the coefficient of competitive ability. If c = 1, the the sterile
males are fully competitive.
M
dF
= λF
− µN
dt
M + cS

(1.3)

This is a continuous analog to (1.1). Natural mortality is included with µ .
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Ft+1 = λ

(Ft + qf Sf )(Mt + qm Sm )
Mt + S m

(1.4)

If one were t consider residual fertility in both male and females. The parameters
qm and qf are proportions of treated males and females. Also, Sm and Sf are the
number of sterile males and females. So, qf Sf and qm Sm are the number of sterile
females and males added to wild fertile females and males each generation.
Stochastic, or probabilistic models have also been developed. However, stochastic
models are often much more difficult to analyze than either a discrete or continuous
deterministic model. Nevertheless, stochastic models were developed by Kojima (1971),
Bogyo (1975), Costello and Taylor (1975), Taylor (1976) and Kimnani and Odhiambo
(1993) which agreed with many of the same results as Knipling (1955). Thresholds for
release rates where determined that would lead to extinction.
The problem of insects not being evenly distributed over a location was also considered. Most populations appear to follow some sort of aggregated dispersion pattern.
Modeling of spatial aggregation was done with Monte-Carlo simulations to conclude introduce random variation of migration rates among patches (Wehrman, 1973). Another
approach was the use of probability distributions, such as the Negative Binomial and
Poisson Distributions in order to characterize the aggregation (Barclay, 1992 and Horng,
Plant 1992).
The effects that a predator, parasite or a competing species could have on the
pest have also been studied to a great degree. Knipling predicted that predation would
actually assist in eliminating the pest in cooperation with the SIT (1979). Barclay and
Mackauer (1980) confirmed this prediction when they showed that the critical release
rate of steriles is lower than without a predator. In fact, it was Barclay (1982) that
examined four separate systems for different types of stability. The systems involved the
pest alone with only the adult stage considered, the single pest population again but with
an additional larval state, the pest population competing against some other population,
and a predator preying upon the pest. Stability was characterized by extinction and the
time to reach it, fluctuations of the population and return some kind of equilibrium.
It is possible to combine the SIT with other methods of insect pest suppression.
Knipling (1964) provided numerical examples that these two methods could work well
together, especially if the insects were resistant to pesticide. However, Barclay (1980)
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maintained that that this coupling would only be feasible when the pest population
was isolated. If other processes, such as multiple life stages, competitive species, and
predation were introduced, the results are unclear and in some cases the combination of
pesticide and sterile insects might be detrimental. Pheromone traps in conjunction with
the SIT were also studied. Hamada and Miyai modeled this situation and recommended
that it is best to annihilate as many males as possible with pheromone traps first,
and then release sterile males for optimal control of the pest. Barclay and Driessche
(1989) studied this combination further and confirmed that it worked especially well
when fecundity and insect survivorship were high. A synergism was also demonstrated
between the SIT and parasitoid release. Barclay (1987b) investigated a model concerning
the interactions between the release of parasatoids and sterile insects. This combination
was demonstrated to be more efficient than either method alone. It seemed that many of
the combinations resulted in a strategy in which the SIT was used at low pest densities
after some alternate strategy was used in high pest densities.
The economics of SIT programs have been studied by several people. The optimization of costs and control strategies were examined. Geier (1969) analyzed the
efficiency of sterile release programs and derived optimal methods for control. Barclay
and Li (1991) determined optimal proportions of several control methods for general
treatment. Anaman (1994) performed a cost-benefit analysis in which beef losses were
considered in the equations. Atzeni also examined buffer widths that would best control
the Old World screwworm.
A lot of benefit/cost analysis (BCA) has been done in the format of a spreadsheet
and time profile. Components of the BCA model are inputted in to the model for
each year and tallied up. Cost and benefit values are calculated for each year and are
discounted back to their present values. The net present value should be positive if
the program is to be put into motion. Internal rates of returns can also be used. There
currently does not seem to be a cost benefit analysis that utilizes any heavy mathematical
techniques, such as optimization.
1.3

Summary
For this paper, I contribute the body of literature concerning quantitative pest

control. For this project, I want to know the optimal rate of production of sterile males
in order to control an insect pest invasion and protect our crops.
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In order to do so, I apply a model for the sterile insect technique. This technique
involves sterilizing males via ionizing radiation, chemical exposure or genetic modification, and then releasing them into the wild. When the females mate with the sterile
males, their eggs will be infertile. The effects of irradiation have been studied on hundreds of arthropods to identify cases where the technique can be applied [3]. We focus
on insects with a relatively long adult lifespan, short reproductive stages and multiple
matings, such as beetles (cockshafer, sweet potato weevil). This method of pest control
is ideal because of its harmless impact on both the environment and human health[13].
Naturally, releasing an abundance of sterile males will contain the invasion, but
we also do not want to spend too much money and effort into the production of sterile
males. Especially since the sterilization process is expensive. We need to know the
minimum amount of sterile males it would take to suppress the invasion.
Starting from a few basic principals, I assumed that the change in cost is directly
proportional to the rate at which sterile males are being produced and how fast the pest
is consuming the crops. Then I constructed the cost functional from this relationship
which we seek to minimize. I also derive the state equations from the interactions
between different stages of the reproductive cycles of females. Once the cost functional
and the state equations define our optimal control problem, I use the simulated annealing
algorithm to minimize the cost functional. Simulated annealing is a stochastic search
method that finds the absolute minimum of a function[18].
Our results typically indicated that producing sterile males at maximum capacity
right at the beginning of the invasion is the best strategy to suppress the invasion. Once
the population of the species dips below a certain level, we can allow the Alee effect to
essentially let the population to taper off without any interference.
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Chapter 2
Model Formulation

2.1

State Equations
We denote N1 (t) as the number of females that have recently mated with a wild

male and are not sexually active, N2 (t) as the number females that are sexually active,
and N3 (t) as the number of females that have recently mated with a sterile male and
are not sexually active. The flow of individual females between these three described
classes can be described by the following system of equations ( see Figure 2.1):

N10 (t) = (β − µ)N1 (t) − σN1 (t) + ξM N2 (t),

(2.1)

N20 (t) = −(µ + λ)N2 (t) + σ(N1 (t) + N3 (t)) − ξ(M + S)N2 (t),

(2.2)

N30 (t) = −µN3 (t) − σN3 (t) + ξM SN2 (t).

(2.3)

The reasoning goes that females in class N2 , which are ready are to mate, will
encounter a wild male and move to the category of N1 at the rate of ξ. The females may
also find sterile males at the same rate. Females in class N2 will die at a certain rate
within the class and maintain incoming females that were previously in classes N1 and
N3 at rate σ. Females in class N1 are females that have mated with a wild male and
can now either return to N2 at rate σ or die. Females can move into the class N1 by
wild births or after a class N2 female mated with a wild male. Finally there is females
that fall into the compartment N3 . Females move into this category after mating with a
sterile male. Females exit this class either through death or after pregnancy, which was
incurred through a sterile male, ends.
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µ+λ

N2
ξM

ξS
σ

β

σ

N1

N3

µ

µ

Figure 2.1: Interactions between different stages of female reproduction. We can see
the rates of transfer between stages.

We wish to clarify that the parameters β represents the rate at which young females
become sexually mature and µ represents the death rate. We also have σ1 representing the
average time that a female spends in the reproductive stage, λ representing additional
mortality and ξ representing the average per capita mating encounters (please see Figure
2.2).

Name

Description

Value

β

Birth rate ( insects
day )

0.3

µ

Death rate ( insects
day )

.025

Time spent pregnant

0.5

ξ

Per capita mating encounters

.0001

λ

Additional mortality term

0.0

1/σ

Figure 2.2: Table of parameters and their meaning

With these relationships established, one can construct a law of motion for the
total number of females. To see this, add (2.1), (2.2), and (2.2) to get
N 0 = (β − µ)N − (β + λ)N2 − βN3 .

(2.4)

We note that N = N1 + N2 + N3 , the total number of females. We then rescale
time by setting s = µt and using dots (Ṅ ) to denote derivatives with respect to s, the
equations in (2.2) and (2.3) become
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λ
σ
ξ
)N2 + (N − N2 ) − (N + S)N2 ,
µ
µ
µ
σ
ξ
= −N3 − N3 + SN2 .
µ
µ

Ṅ2 = −(1 +

(2.5)

Ṅ3

(2.6)

Now, letting  = σµ , we get

ξ
λ
)N2 + N − N2 − (N + S)N2 ,
σ
µ
ξ
= −N3 − N3 + SN2 .
σ

Ṅ2 = −( +

(2.7)

Ṅ3

(2.8)

If we assume that the death rate is small and the time spent pregnant is reasonably
large in comparison to the death rate, then  is tiny and we can approximate these
equations by

N2 =
N3 =

N
1+

+ σξ (N + S)

λ
σ

ξ
S
σ

,

N
1+

λ
σ

(2.9)
!

+ σξ (N + S)

.

(2.10)

Now we plug these into (2.4) to arrive at


η(1 + θS)
N (t) = φN (t) 1 −
1 + γ(N + S)
0


,

(2.11)

where
φ = β − µ,
γ=

ξ
,
σ+λ

σ(β + λ)
φ(σ + λ)
βξ
θ=
σ(β + λ)

η=

This will be the model of motion that we shall use for the optimal control problem. A
this derivation can also be found in [2].
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2.2

Objective Functional
Now that we have a complete state equation that governs the population of fe-

male insects, we must construct an objective functional that will determine the minimal
amount of sterile males required to be released. We begin by assuming that the rate at
which the cost increases is proportianal the rate at which we are producing sterile males
plus how fast the insects are feeding on our crops. Let C(t) denote the cost, P the price
per sterile male produced, X(t) the rate at which sterile males are being produced and
F representing a feeding rate. Thus, we have

C 0 (t) = P X(t) + F N (t).

(2.12)

We are assuming that the number of females equals the number of males, and thus
the feeding parameter F absorbs the cost of both male and female feeding. Equation
(2.12) governs the rate at which cost is changing. Since both X(t) and N (t) are positive,
C(t) is always positive and C(t) is non-increasing. Similar to how integrating a velocity
function in physics returns the total displacement, integrating the function that determines the rate at which cost is changing will provide us with the accumulated costs.
Thus, we seek to minimize

Z

T

P X(t) + F N (t) dt

C=

(2.13)

0

over all possible rates of release schedules X(t). We keep in mind that C is the
accumulated costs over the time span T .
One thing to consider is that sterile males will not be released as a continuous
stream into the environment. Instead, they will be released in pulses. For instance, we
can release a batch of sterile males once every five days or so. Thus, we discretized the
control X(t) into X = {Xn }kn=0 , where each Xn is the index of each successive release
and transform this part of the integral in (2.13) into a summation.Finally, we assume
that sterile males follow the same death rate as wild males. We can now state our
optimal control problem as finding

min

k
X
n=0

Z
P Xn +

!

T

F N (t) dt
0

(2.14)

15
subject to the differential equations

η(1 + θS(t))
N (t) = φN (t) 1 −
1 + γ(N + S(t))
0
S (t) = −µS(t) with S(nd) = S(nd) + Xn ,
0



(2.15)
(2.16)

and a maximum capacity of production restriction

Xn ≤ R, for all n.

(2.17)

Here we note that d is the number of days in between releases. That is, if d = 10,
for instance, then sterile insects will be released every ten days.
2.3

Optimization With Simulated Annealing
The approach I take to this optimization problem is to apply the simulated an-

nealing (SA) algorithm. Pontryagin’s minimum principle, in this case, leads to some
analytical expressions that are very difficult to handle. The SA algorithm is normally
used to find the absolute minimum of a function f (x) over feasible states (or controls)
x. In this case, we use the SA algorithm to find the minimum in (2.14) by modifying the
control X. To start, we begin with an initial guess X0 . We then use this guess to solve
the differential equations in (2.15) and (2.16). Solving these state equations will give us
N (t), which we can then use to calculate the cost, denoted C0 , in (2.14) in complicit
with the control X0 . At this point, we introduce a different control, X, and perform
the same operations as we did with X0 , obtaining a new value for cost C in the process.
Now we can compare the two costs. If C < C0 , we replace C0 with C and proceed
with the same calculations as before. If that is not the case, we do not necessarily keep
the original C0 and discard C. Instead, we generate a uniformly distributed random
number, u, within the unit interval [0, 1] and compute

ρ = exp (−

C − C0
).
τ

(2.18)

The symbol τ , is what we shall refer to as the temperature parameter. If it is the case
that ρ < u, then we replace C0 with C. Otherwise, we proceed with using the original
C0 and repeat the steps in the algorithm.
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We assumed a price per sterile by setting P = 0.05 and a feeding rate by setting
F = 1. We begin the simulation by setting a = 200 and b = 0.995. The starting
temperature is given by τ = abp . The parameter p will count how many times we have
lowered the temperature. The temperature will lower ever T iterations. The parameter
T is is chosen in accordance to the problem. Typically, the more frequent the release of
each steriles, the more iterations are required to search at a specific temperature for a
more thorough search. Step size is initilized as 0 = 750 and is lowered in accordance
q

to n+1 = n b( M ) . The parameter M is selected so that the step size can be lowered
either slowly or quickly. Situations with a high frequency of releases might call for a
slowly declining step size. The letter q will keep track of how many times we lowered
the step size. The step size will lower ever S iterations. We display a summary of the
SA algorithm in a handy flowchart( 2.3)
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Introdouce an
initial guess X0
Solve the state
differential equation for N (t)
Evaluate the cost
C0 with the obtained N (t) and X0

Modify X0 to obtain
a new control X
Perform the same
operations with

Set X0 = X

X as with X0 to
obtain new cost C
yes
0)
Is exp( (−(C−C
) > u?
τ

no

Is C0 > C?

yes

Set X0 = X

no
Is

mod (k, T ) = 0?

yes

Lower the Temperature

no
Is

mod (k, S) = 0?

yes

Lower the step size

no

no

Is τ < Thresh?

yes

Stop

Figure 2.3: A concise way to present the steps involved in the simulated algorithm.

18

Chapter 3
Results and Conclusions

3.1

General Conclusion
Our computations typically indicated that producing sterile males at maximum

capacity right at the beginning of the infestation is the superb strategy to suppress the
invasion. Once the population of the species decreases below a critical threshold, we
can allow the Allee effect to let the population taper off without any interference. This
phenomena can be observed in the following plots. It seems also that when the times
of release are clustered together, the cost is slightly less. Perhaps because when the
releases are closer together, the population of sterile males will be high, and thus, it will
be more likely for a female to mate with a sterile male, thereby reducing costs related
to damages incurred upon the crops. Furthermore, early and drastic efforts to contain
the problem prevent it from getting any worse in the future or from carrying on for too
long. It is best to solve the problem of invasion immediately rather than later, while
there are still insects devouring our crops. Perhaps it might even be ideal to introduce
an enormous quantity of sterile males right at the beginning. However, we consider only
the case in which we are able to produce only a maximum amount.
3.2

Plots and Figures of Results
We also ran a few more simulations with different pulse schedules. In every case, the

principle remained the same: control the pest invasion early and quickly with maximum
production. The higher the frequency of release, the lower the total cost. Ideally, one
would want the maximum amount of release sterile males possible all concentrated early
in the release schedule. We conducted simulations with four different release schedules.
For each release schedule we obtained different magnitudes for each release of sterile
males, or pulse. We first planned on administering a pulse every twenty days.
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(a) Proposed release schedule of sterile males

(b) Population of sterile males

(c) Population of females

Figure 3.1: These are the population dynamics resulting from identifying the optimal
magnitudes of each pulse being delivered every twenty days.

Here we can observe the tremendous amount required at the beginning. No more
releases were needed towards the end. The population of females shows an increase only
at the very beginning. Sterile males are released in vast quantities to control female
population immediately. The female population then declines and very, if any, few
sterile males need to be released in order for the population to cease. Thus, we bear
witness to the Allee effect.
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(a) Proposed release schedule of sterile males

(b) Population of sterile males

(c) Population of females

Figure 3.2: These are the population dynamics resulting from identifying the optimal
magnitudes of each pulse being delivered every twenty days.

We delimited the capacity of sterile males that can be produced to a maximum of
ten thousand. The first few pulses in for each schedule were very close to or at maximum
capacity. The next couple pulses steadily declined until no more was required. We can
notice the large spikes in the sterile male population every time a pulse is implemented.
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(a) Proposed release schedule of sterile males

(b) Population of sterile males

(c) Population of females

Figure 3.3: These are the population dynamics resulting from identifying the optimal
magnitudes of each pulse being delivered every twenty days.

We can also see how the female population changes, in particular how it is affected
at the beginning of the control schedule. There is a sharp increase, followed by a dramatic
plunge into extermination. Sterile males released every five days was the optimal release
schedule, especially when those releases are clustered together at the beginning of the
schedule.
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(a) Proposed release schedule of sterile males

(b) Population of sterile males

(c) Population of females

Figure 3.4: These are the population dynamics resulting from identifying the optimal
magnitudes of each pulse being delivered every twenty days.

3.3

Comparisons
We can now compare which of the three schedules produced the most cost effective

method of pest control. We observe the the most cost effective method of pest control
was to administer a pulse every five days in accordance to the corresponding magnitudes
for each day.
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Pulse Schedule

Days Until Control

Total Cost

Maximum Capacity

Every 5 days

25

8.6152 × 105

10000

Every 10 Days

70

9.5450 × 105

10000

Every 15 Days

75

1.0785 × 106

10000

Every 20 Days

100

1.2706 × 106

10000

Figure 3.5: The result to end all results
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APPENDIX
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The following is the MATLAB code we used for this problem. First we have the
main function wich utilizes the simulated annealing algorithm.

function

pestanneal

%% initialize an R(t)
clear all;

maxtime = 360;

d = 10;

tR = 0:d:(maxtime-d); LR = length(tR);
%% initial guess
R0 = ones(1,LR);
%initial cost for guess
Co = pestcost(R0,LR,d);

%% these will be used in the algorithm
eps = 750;

tol = 5; k = 1; p =1; q = 1;

a=200;
b=.995;

Temp = a*b^p;

%% new R will be modified
Rn =R0;
while k < 2%Temp>tol

%% random neighbor
int = randi(LR,1,1);

%% random sign
plusneg = rand(1,1);
if plusneg <.5
plusneg = -1;
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else
plusneg = 1;
end
%% generate new R
if (exp(-norm(Rn-R0)) < rand)
Rn(int) = R0(int)+plusneg*10*eps; %Probability of using larger step size
else
Rn(int) = R0(int)+plusneg*eps;
end

%% Avoid negative entries
if Rn(int) < 0
Rn(int) = -Rn(int);
end
%% ceiling of 100000
if Rn(int) > 100000;
Rn(int) = 100000;
end

%% calculate cost
[Cn,N,T] = pestcost(Rn,LR,d);

%% replace old R with new R if new cost is lower than old cost
if Cn<Co
R0=Rn;

elseif exp(-(Cn-Co)/Temp) > rand

%%%If new cost is not lower than old cost,

R0=Rn;
%%This is the probability of accepting the new cost anyway
end

%% Lowerr the temperature
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%for d = 10 use 15000
%for d = 15 use 12500
%for d = 20 use 10000
if mod(k,15520)== 0
p = p+1;
Temp = a*b^p;
save(’pest.mat’)
end

%% Lower the step size
%for d = 10 use 11500
%for d = 15 use 9000
%for d = 20 use 7500
if mod (k,11600) ==0
q = q+1;
eps = eps*b^(q/230);

end
%%
k = k+1;
Co = Cn;

end
end

The following MATLAB funciton solves the state differnetial equation for N (t) and
for S(t).

function [time,Nf] = peststate(R,d,LR)
%%the time steps
%Nf = zeros(1000,1); time = zeros(1000,1);

%%Initial data
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N0 = [10000,zeros(1,LR)];
Nf = []; time=[];
%%Solve the state differential equation using initial data to find the next
%%entry in N sequentially.
s0 = R(1); %L1= 1;
R = [R,0];

for k = 0:LR-1

[T,N]=ode45(@peste,[0, d],[N0(k+1),s0]);
%L = length(T);
s0 = R(k+2)+N(end,2);
N0(k+2) = N(end,1);

Nf = [Nf;N]; time = [time;d*k+T];

end

end

function [dN] = peste(t,N)
dN= zeros(2,1);

%%adjust parameters here
beta = .3; mu = 1/40; sigma = 2; xi = .0001;
lambda = 0;

%%more paramters here.
phi = beta - mu; gamma = xi/(sigma+lambda);
eta = sigma*(beta+lambda)/((beta - mu)*(sigma+lambda));
%nu = xi/(sigma+lambda);
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theta = beta*xi/(sigma*(beta+lambda));

dN(1) = phi*N(1)*(

1-

(eta*(1+ theta*N(2)))/(1+ gamma*(N(1)+N(2))));

dN(2) = -mu*N(2);
end

This last bit of MATLAB code evaluates the cost funcitonal.

function [C,N,T]= pestcost(R,LR,d)
%%%Generate the number of pests as a funciton of time.
[T,N] = peststate(R,d,LR);

%The total cost.
C = costfunction(R,N(1:end,1),T);

end

%%%%approximate the cost
function C = costfunction(R,N,t)
%%price and feeding rae
P =.5; F = 1;
%%this inner loop evaluates the cost AT a particular time.
%tau = [t(1):h:t(i)];
C = P*sum(R);
attime = length(t);
for i = 2:attime
C = C+(F*N(i))*(t(i)-t(i-1));
end

end

