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ABSTRACT 
Bryce R. M. Van Dam: Fickle fluxes: Carbon biogeochemistry across spatio-temporal scales 
(Under the direction of Hans Paerl) 
 
In lakes and estuaries, a multitude of physical, chemical and biological factors interact to 
drive large spatial and temporal variability in carbon distributions. These factors also preserve 
large concentration gradients between the water and the atmosphere, supporting globally-
significant carbon exchange between these systems and the atmospheric carbon dioxide 
reservoir. However, these systems are functionally diverse, and this between-system variability 
causes considerable uncertainty when estimating their impact on the global carbon cycle. The 
goal of this dissertation research was to better constrain the factors leading to this variability in a 
set of tractable and representative systems.  
First, a well-resolved two-year dataset is used investigate the watershed-scale drivers of 
air-water carbon dioxide exchange in adjacent North Carolina estuaries. Variable inputs of fresh 
water are linked with annual-scale variability, and we demonstrate that freshwater residence time 
exerts a strong control on carbon biogeochemistry that is generalizable across estuarine 
morphologies.  Next, we compare the response of the same two estuaries to historic flooding in 
2016, and show that massive freshwater inputs drive large carbon dioxide emissions, despite 
elevated primary production. The annual carbon budget of both estuaries was significantly 
impacted by flooding, and we argue that these events should be accounted for in regionally and 
globally-scaled carbon cycles. The physics driving gas exchange in estuaries is complex, and 
	 iv	
introduces a large uncertainty into modeled carbon dioxide emissions from these systems. We 
combine a direct, eddy covariance determination of carbon dioxide efflux with in-situ 
measurements of gas concentration in an effort to better refine gas transfer parameterizations in 
estuaries. Due in part to large background variability in these systems, our parameterization does 
not differ significantly from literature ones when assessed over annual scales. Over shorter time 
scales, though, we demonstrate large differences in gas transfer between day and night, 
presumably due to water-side thermal convection. This is a previously unreported finding for 
estuaries, and one that will greatly improve global assessments of estuarine carbon dioxide 
emissions. Finally, an empirical stable carbon isotope approach is combined with a modeling 
exercise to show that conditions of carbon dioxide limitation may promote the dominance of 
potentially-toxic cyanobacteria. Over all, this dissertation research made progress towards the 
stated goal by showing that the delivery of fresh water, both during normal conditions and during 
storm-driven flooding events, significantly affects estuarine carbon budgets. Furthermore, it 
appears that previously unaccounted for physical factors may drive variations in gas transfer 
rates between day and night.   
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Chapter 1 
Introduction and Motivation  
 
Across the freshwater to marine continuum, from headwater streams to estuaries, the 
biogeochemical fate of material is governed by the relative time scales of reaction and transport. 
The concentration of material within these systems is determined by the net effect of biological 
and geochemical consumption and production, relative to physical removal and supply. Hence, 
one may make qualitative inferences about the biology and ecology of a system based on the 
changes in chemical constituents over time. This endeavor defines chemical oceanography.  
In the mid 20th century, small freshwater systems served as ideal outdoor laboratories 
because of the relative ease with which time scales of reaction and transport could be assessed. 
The classic work of H.T. Odum used fluctuations in dissolved oxygen over the course of a day to 
assess net ecosystem metabolism (i.e. net production / respiration) in a freshwater spring (Odum 
1956, 1957). Similar ‘open-system’ techniques have been used elsewhere, allowing many lentic, 
lotic, and marine ecosystems to be classified according to their trophic state (Nixon an Oviatt 
1972; Owens and Edwards, 1962). Such progress in estuaries has been challenged by the high 
spatial and temporal heterogeneity that defines these systems. In one case, Kemp and Boynton 
(1980) found that exchanges laterally and with the atmosphere constituted approximately 50% of 
the diel oxygen budget for a small sub-estuary of the Chesapeake, and hampered their ability to 
draw inferences from their oxygen mass-balance. Later, Nixon et al (1995) used a mass-balance 
approach to show that a well-mixed New England estuary was autotrophic, and that only 10-20% 
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of the organic matter produced within the estuary was exported off shore. Clearly, if we are to 
apply these ‘open-system’ approaches to environments as dynamic as estuaries, we must better 
constrain the physical processes that obscure the biological and chemical signals of interest.  
For estuaries, the processes altering C distributions through space and time can be broken 
down into a few main categories: 1) surface or subsurface inputs, 2) mixing with the coastal 
ocean, 3) vertical exchange with sediments, and 4) exchange with the atmosphere. Water budgets 
can be balanced rather simply, and sediment burial can be integrated over time using 
geochronological tools. The final point, however, is perhaps the most challenging. This is 
because CO2 flux is driven by the interaction of three factors: air-water concentration gradient of 
CO2 (ΔpCO2), gas solubility (Ko), and physical forcing which can be summarized in a ‘gas 
transfer velocity’ (k) (McGillis et al., 2004; Wanninkhof and McGillis, 1999). When using a 
‘bulk transfer approach’ such as this, CO2 flux may be expressed as (1.1): 
CO2 flux = k * Ko * ΔpCO2 
While Ko is well constrained by thermodynamics, the other two variables in equation 1.1 have 
potentially large uncertainties, which may combine to affect significant error in calculated CO2 
fluxes. In estuaries, ΔpCO2 and Ko are reasonably easy to quantify, meaning that uncertainty in k 
is most often the largest source of error in final CO2 flux calculations (Raymond and Cole, 2001; 
Upstill-Goddard 2006; Wanninkhof et al., 2009). In shallow estuaries, turbulence at the air-water 
interface (driving k) may be caused by friction between the air and water (Jiang et al, 2008; Mørk 
et al., 2014), bottom-generated turbulence (Borges et al., 2004; Zappa et al., 2007; Ho et al., 
2014), or a variety of other factors including: precipitation (adding turbulence to the diffusive 
boundary layer), surfactants (Upstill-Goddard 2006), turbidity, which may increase the kinematic 
viscosity of water at the air-sea intreface (Abril et al., 2009), and water-side convection 
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(Podgrajsek et al., 2014a, Podgrajsek et al., 2014b). Each of these factors may at times challenge 
our ability to estimate k with acceptable precision (Raymond and Cole, 2001; Wanninkhof et al., 
2009). While air-water CO2 exchange is often a small component of estuarine C budgets 
(Crosswell et al., 2017; Maher and Eyre 2012), this biogeochemical flux is subject to great 
uncertainty, making its interpretation problematic. This problem is compounded in estuaries 
surrounded by wetlands (Cai and Wang, 1998; Cai et al., 1999; Cai 2011; Jeffrey et al, 2016; 
Laruelle et al., 2017) or experiencing large groundwater inputs (Macklin et al., 2014; Ruiz-
Halpern et al., 2015; Sadat-Noori et al., 2016), both of which have been shown to significantly 
increase ΔpCO2. Therefore, our ability to draw quantitative inferences about the metabolic state 
of estuaries using a carbon budget approach is in part limited by our ability to accurately quantify 
air-water CO2 exchange.  
Not only are estuarine CO2 emissions informative of ecosystem metabolism, they also 
represent a significant component of the global C cycle. Still, estimates of air-water CO2 
exchange from estuaries, integrated over larger regional and global scales, have been hampered 
due to the high spatial and temporal variability characteristic of these systems. The first 
regionally-resolved estimate of estuarine CO2 flux suggested that pCO2 supersaturation was 
widespread, driving emissions greater than 100 mmol m-2 d-1 (Frankignoulle et al., 1998). Later 
efforts revised global estimates downward by an order of magnitude, to below 50 mmol C m2 d-1 
(Maher and Eyre 2012; Laruelle et al. 2013; Regnier et al. 2013). Much of this decrease can be 
attributed to the addition of data from productive microtidal and marine-dominated systems, 
which are much smaller sources of CO2 to the atmosphere than well-mixed, macrotidal estuaries 
(Jiang et al. 2008). Still, global estuarine CO2 emissions are within an order of magnitude, but of 
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opposite sign, of average air-water CO2 exchange over the continental shelf (Chen et al., 2013; 
Laruelle et al., 2013) 
Global estuarine CO2 emissions are often constrained by scaling the results of individual 
studies that have quantified CO2 flux over a sufficiently long time period. Clearly, this approach 
is problematic in that it generates estimates that are biased towards frequently-studied systems. 
To address this problem, some have assumed that CO2 flux is a function of net ecosystem 
metabolism, allowing estimates of air-water CO2 exchange to be extended to estuaries where 
direct pCO2 measurements do not exist (Borges and Abril 2012; Laruelle et al., 2013). While 
precedent exists for general agreement between CO2 flux and net metabolism exists in the 
literature (Raymond et al., 2000; Gazeau et al., 2012; Borges and Abril 2012; Regnier et al., 
2013), there is reason to expect that these factors may become uncoupled or obscured. For 
example, nitrifying chemoautotrophs will consume oxygen and alkalinity while oxidizing 
ammonium to nitrate, while also reducing pH, the net effect of which increases pCO2 (Borges 
and Abril 2012). In some polluted estuaries, rates of nitrification may be sufficient to consume 
upwards of 20-50% of DO, generating CO2 emissions (resulting from net alkalinity 
consumption) far beyond what would be expected for aerobic respiration of the same oxygen 
demand (Berounsky and Nixon 1993; Vanderborght et al., 2002).  
Riverine loading of organic carbon, and subsequent respiration of this material, despite its 
recalcitrance (Borges 2005), is a chief driver of CO2 supersaturation in estuaries (Cai and Wang, 
1998; Frankignoulle et al., 1998). At the same time, CO2 generated within the watershed, in 
terrestrial, wetland, and riverine systems, is transported downstream to estuaries, especially 
during pulsed events (Raymond et al., 2016). This allochthonous CO2 is not related to net 
metabolism, yet still contributes to estuarine CO2 emissions (Cai and Wang 1998; Jiang et al., 
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2008; Joesoef et al., 2015); hence, metabolism-derived CO2 fluxes will always constitute 
underestimates in river-dominated estuaries. 
To summarize, the quantification of carbon fluxes through estuaries, including 
transformations between inorganic and organic, particulate and dissolved pools, can inform our 
understanding of: 1) how these systems are linked with their watersheds, 2) relative rates of net 
ecosystem metabolism, and 3) the role of these systems in the larger global C cycle. The least 
constrained term in many estuarine C budgets is air-water CO2 exchange, and the magnitude of 
this flux has relevance to the global carbon cycle. Hence, it is critical that we better characterize 
the spatial and temporal variability in estuarine CO2 emissions, and better understand the factors 
that drive this variability. Addressing this research gap is the focus of the next two chapters of 
this dissertation.  
In chapter 2, an unprecedented dataset consisting of two consecutive years of high-
resolution pCO2 surveys are used to investigate watershed-scale drivers of air-water CO2 
exchange in a set of North Carolina estuaries. An argument is presented that freshwater residence 
time, which modulates supplies of nutrients and organic carbons, as well as phytoplankton 
flushing, is a universal driver of pCO2 dynamics across estuarine morphologies. Chapter 3 
focuses on a subset of these data, in the weeks surrounding a large flooding event associated with 
the impact of hurricane Joaquin, 2015. Previous work has established the importance of wind-
driven events on CO2 emissions; less is known about the response of estuaries to flooding events, 
which are predicted to increase in frequency with climate change. This chapter argues that the 
delivery of CO2 and organic carbon during high river discharge events can sustain elevated CO2 
efflux, despite nutrient-enhanced productivity acting to draw down pCO2, and that these events 
should be incorporated into global and regional C budgets. In chapter 4, an empirical approach 
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grounded in stable isotope geochemistry is combined with a simple model to ask whether the 
intense CO2 limitation associated with dense harmful algal blooms (HABs) promotes the 
dominance of cyanobacteria. Finally, in chapter 5, we combine surface-water pCO2 
measurements with eddy covariance measurements of CO2 flux in an effort to refine our 
understanding of the various physical drivers on air-water gas transfer in estuaries.  
The title “Fickle Fluxes: Carbon biogeochemistry across temporal scales” contends that 
these seemingly disparate investigations do share a common thread. At one extreme, I explore 
the drivers of air-water CO2 exchange in estuaries over inter-annual time scales. At the other end, 
I assess variations in stable carbon isotopes over hours to days in a large lake, and probe the 
physics of gas transfer in estuaries over even shorter time scales. Between these two extremes lie 
episodic events; I also investigate the factors contributing to large CO2 emissions in adjacent 
estuaries during a large flooding event. 
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Chapter 2 
Watershed-scale drivers of air-water CO2 exchanges in two lagoonal, North Carolina (USA) 
estuaries1 
 
2.1. Introduction 
Estuaries are important biogeochemical and trophic links between terrestrial and marine 
systems, and provide critical ecosystem services to coastal populations (Hobbie, 2000; 
Pendleton, 2008; Wetz and Yoskowitz, 2013). Estuaries often receive large allochthonous 
organic matter loads, which support high remineralization rates and drive them towards net 
ecosystem heterotrophy and CO2 degassing (Frankignoulle et al. 1998; Cai 2011; Borges and 
Abril 2011; Bauer et al. 2013). At the same time, nutrients (nitrogen and phosphorus) supplied 
externally or recycled internally drive high rates of autochthonous organic matter production in 
these ecosystems, causing some estuaries to act as CO2 sinks (Crosswell et al, 2012; Crosswell et 
al, 2017; Drupp et al, 2011; Hunt et al, 2011; Maher and Eyre, 2012). The balance between these 
factors varies over space and time, making it difficult to globally integrate CO2 fluxes across 
these diverse ecosystems. Early attempts at scaling estuarine CO2 fluxes globally or regionally 
resulted in relatively high estimates, on the order of 100-500 mmol C m2 d-1 (Frankignoulle et al. 
1998; Borges et al. 2004a, 2005), which have since been revised downward by an order of 																																																								
1 This Chapter previously appeared as an article in the Journal of Geophysical Research: 
Biogeosciences. The original citation is as follows:  
Van Dam, B., Crosswell, J. R., Anderson, I. C., and H.W. Paerl. (2018), Watershed-scale drivers 
of air-water CO2 exchanges in two lagoonal, North Carolina (USA) estuaries. Journal of 
Geophysical Research: Biogeosciences. doi:10.1002/2017JG004243  
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magnitude (Chen and Borges 2009; Laruelle et al. 2010, 2013; Cai 2011; Maher and Eyre 2012; 
Regnier et al. 2013). This decrease was largely due to the inclusion of microtidal and marine-
dominated systems, which are relatively small sources of CO2 to the atmosphere (Jiang et al. 
2008), and as a result, the most recent globally scaled estimates of estuarine CO2 degassing have 
again decreased, to ~20-40 mmol C m2 d-1 (Maher and Eyre 2012; Laruelle et al. 2013; Regnier 
et al. 2013). Because microtidal, lagoonal estuaries make up ~50% of the global estuarine surface 
area (Kennish and Paerl 2010; Crosswell et al. 2012; Chen et al. 2013; Laruelle et al. 2013), 
information on the drivers of air-water CO2 exchange across the diverse range of such systems is 
needed if we are to accurately scale this biogeochemical flux globally.  
In microtidal, lagoonal estuaries, variations in the timing and magnitude of river 
discharge regulate nutrient supply as well as the quality and quantity of organic matter (Mallin et 
al. 1993; Koné et al. 2009; Crosswell et al. 2012; Paerl et al. 2014). Hence, the metabolic balance 
of a given estuary is closely linked to the hydrology of its watershed. This idea is supported by 
previous findings linking seasonal to annual variation in CO2 flux with changes in freshwater 
delivery, both through surface (Zhai et al. 2005; Yao et al. 2007; Guo et al. 2009; Drupp et al. 
2011; Flecha et al. 2015; Akhand et al. 2016) and groundwater channels (Santos et al. 2010; 
Macklin et al. 2014; Call et al. 2015; Jeffrey et al. 2016). Watershed-scale hydrology may also 
drive complex changes in the buffering capacity of estuarine waters, impacting calcifying 
organisms (Hofmann et al. 2010, Barton et al. 2012), pH-sensitive processes like nitrification 
(Beman et al. 2010; Huesemann et al. 2002), and even animal behavior (Leung et al. 2015; Dodd 
et al. 2015). While ocean acidification has caused a variable but generally negative impact on 
calcifying phytoplankton and benthic invertebrates (Doney et al. 2009; Hoffman et al. 2010), 
elevated atmospheric CO2 may actually enhance the productivity of C3-dominated salt marshes 
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(Langley and Megonigal 2010; Mozdzer and Megonigal 2012), and the invasion of this 
anthropogenic CO2 into the coastal ocean may increase seagrass production (Zimmerman et al. 
2015). Hu and Cai (2013) demonstrated that acidification (due to anthropogenic CO2 emissions 
and eutrophication) was greater for estuaries receiving lower loads of HCO3- and other 
weathering products from their respective rivers. A subsequent analysis reinforced this concept 
by showing that a majority of Texas estuaries are experiencing long-term acidification, driven 
largely by reduced alkalinity loads stemming from drought and human water use (Hu et al. 
2015). The potential for acidification in estuaries not experiencing drought has received less 
attention, despite the fact that acidification may have particularly severe impacts on the 
economies of communities surrounding these estuaries (Ekstrom et al. 2015). Recent studies 
have indicated that estuaries receiving moderate or low alkalinity loads from their tributary rivers 
(like those of eastern North Carolina) may be particularly vulnerable to acidification due to 
mixing with ocean waters high in dissolved CO2, as well as those receiving inputs of acidity 
through aerobic (Hu and Cai 2013) and anaerobic pathways (Cai et al., 2017). Therefore, 
knowledge of how carbonate buffering varies between estuaries experiencing the same climatic 
conditions but different riverine end-member chemistries is critical if we are to predict how 
coastal systems will respond to future acidification. 
Climate change is expected to alter current hydrologic patterns, and these changes will 
affect estuarine carbon (C) cycling on seasonal to decadal scales (Najjar et al. 2010; Dhillon and 
Inamdar 2013). In addition to these longer-term effects, episodic events like storms and droughts 
are also expected to increase with climate change, and will contribute significantly to estuarine 
CO2 fluxes on an annual scale, although the nature of that change will depend on a variety of 
system-specific features (Crosswell et al. 2012; Evans et al. 2013; Hunt et al. 2013; Ruiz-
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Halpern et al. 2015). Both episodic and seasonal variations in river discharge, strongly affect air-
water CO2 exchange in estuaries (Cai 2011; Borges and Abril 2012; Bauer et al. 2013; Chen et 
al. 2013); however, quantitative relationships between estuarine C cycling and catchment 
hydrology remain relatively poorly defined. 
2.2. Materials and Methods 
2.2.1 Study Site  
The Neuse River flows from the urbanized North Carolina Piedmont in the Raleigh-
Durham-Chapel Hill Triangle area through the coastal plain, towards its terminus in Pamlico 
Sound; the third largest estuarine system in North America (~7,770 km2; Figure 2.1). The 
NeuseRE begins near New Bern, NC, where the funnel-shaped estuary widens considerably and 
oligohaline conditions prevail. Due to restricted exchange across the narrow inlets of Pamlico 
Sound, astronomical tides are minimal (<10 cm); lateral and longitudinal water movements are 
mostly driven by meteorological factors like wind and fresh water discharge (Luettich et al. 
2000), hence, we consider this estuary to be ‘river-dominated’. Submarine groundwater 
discharge to the estuary is small relative to inputs of water and nutrients from the Neuse and 
Trent rivers (Fear et al. 2007; Null et al. 2011). This system has been well studied for decades 
via long term monitoring projects like the Neuse River Estuary Modeling and Monitoring 
program (ModMon; http://www.unc.edu/ims/neuse/modmon/). Beginning in the 1970s, a history 
of anthropogenic nutrient loading, largely related to agricultural and urban development, has 
driven this system towards eutrophy, with primary productivity estimated at between 200-500 gC 
m-2 yr-1 (Boyer et al. 1993; Mallin et al. 1993). A combination of these factors leads to frequent 
phytoplankton blooms and bottom water hypoxia (Paerl et al. 1998, 2007).  
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Figure 2.1. (a) General site map showing the locations of the NewRE and NeuseRE, their 
respective watersheds (dark grey), and USGS stream flow gauges (black triangles) for which 
river discharge measurements were obtained. Detailed maps of the NewRE (b) and NeuseRE (c) 
showing the location of meteorological stations (black squares), autonomous vertical profilers 
(AVPs, hollow squares), discrete sampling stations (black circles), and dataflow cruise track 
(dashed line).  
 
The New River is a small coastal plain river, located entirely in Onslow County, NC, 
USA. Agricultural land use dominates its watershed, which is approximately one-tenth the size 
of the Neuse River watershed. The upper estuary is surrounded by the city of Jacksonville, NC, 
with a 2010 census population of over 70,000 (Figure 2.1). Impervious surfaces, along with the 
small size of the watershed, cause river inputs to the NewRE to be relatively “flashy”, with 
discharge quickly peaking and receding after storms (Peierls et al. 2012). Because of relatively 
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low river discharge, and long residence time, we consider this estuary to exemplify ‘marine-
dominated’ traits. Before transitioning into the oligohaline NewRE near Jacksonville, NC, the 
New River enters a relatively short (~12 km) tidal freshwater reach, where N loads are attenuated 
by denitrification in the surrounding forested wetlands (Ensign et al. 2013; Von Korff et al. 
2014). The body of the NewRE consists of 5 interconnected lagoons of differing sizes. The 
seaward lagoon is connected to the Atlantic Ocean by a narrow inlet that limits oceanic 
exchange. The tidal amplitude is correspondingly low, ranging from approximately 0.25 m in 
middle and upper segments to nearly 1 m at the New River Inlet. This low tidal amplitude, along 
with freshwater discharge, drives vertical stratification and frequent bottom water hypoxia, as 
often occurs in the NeuseRE. Following upgrades to a sewage treatment plant in 1998, primary 
production in the NewRE decreased, causing a transition from eutrophic (250-500 gC m-2y-1) to 
mesotrophic status (<250 gC m-2y-1) (Anderson, personal comm.; Mallin et al. 2005). Fringing 
marshes are present in both estuaries, but constitute a relatively small fraction of the intertidal 
area; salt marshes and swamps represent approximately 21 and 6% of the shoreline in the 
NewRE (Currin et al. 2015).  
Table 2.1. Site description, average physical and chemical properties. Standard deviations are 
shown in parentheses.  
Estuary Type 
Surface 
Area 
(km2) 
Water 
Depth 
(m) 
Watershed 
Area 
(km2) 
FW Age 
(days) 
Total Alkalinity 
(µmol kg-1) DIC (µmol kg
-1) 
New 
Marine-
dominated, 
Lagoonal 
78.7 1.8 1,024 46 (±26.9) 
River: 945 (±275) 
Estuary: 1302 
(±444) 
River: 1034 (±237) 
Estuary: 1298 (±366) 
Neuse 
River-
dominated, 
Lagoonal 
352.1 2.7 15,700 58 (±33.6) River: 349 (±172) Estuary: 860 (±442) 
River: 456 (±177) 
Estuary: 817 (±371) 
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2.2.2 Synoptic Surveys  
From October 2014 to October 2016, 74 high-resolution surveys of surface water partial 
pressure CO2 (pCO2) were conducted at bi-weekly to monthly intervals, 36 in the NeuseRE and 
38 in the NewRE. 21 of the NewRE surveys were conducted as a part of a study investigating 
diel pCO2 variability, during which 3 consecutive surveys were completed in a contiguous 25-
hour period, at dawn of the first day, dusk of the first day, and dawn of the following day. For the 
purposes of general comparisons in this study, these dawn-dusk-dawn surveys were combined 
into 7 representative daily averages. All other surveys began in the mid-morning (08:30-10:00 
AM). The choice of a mid-morning sampling time may lead to a small over-estimation of pCO2 
due to diurnal variations, but has been used extensively because it is close to the idealized 
midpoint between dawn pCO2 maxima and dusk pCO2 minima (Crosswell et al. 2012; Maher 
and Eyre 2012). For the purpose of this inter-estuary comparison, CO2 fluxes were estimated 
from longitudinal transects alone, which covered slightly different regions of each estuary. 
Because of the small size of the NewRE, a wide salinity range (~5 - 35) was surveyed during 
each transect. The surface area of the NeuseRE is ~4 times greater than the NewRE; thus, fixed 
stations covered a smaller section of the salinity range in this system (0 - ~20). The NeuseRE 
becomes strongly influenced by other watersheds (i.e. Tar-Pamlico) beyond the downstream 
extent of the lowest estuarine segment (Figure 2.1).  
 
2.2.3 CO2 Flux Determinations 
Both estuaries were divided into three morphologically distinct sections along their 
respective longitudinal axes (Figure 2.1), such that each estuary’s mouth is the point at which 
other watersheds become influential. These divisions are consistent with previous studies in the 
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NeuseRE (Crosswell et al. 2012) and NewRE (Crosswell et al, 2017). In situ pCO2 was measured 
using a combined laminar flow shower-head equilibrator and infrared detector (LI-COR, Li-
840A). Analyzers of this type have been deployed extensively in previous studies (Frankignoulle 
and Borges 2002; Wang and Cai 2004; Zhai et al. 2005; Crosswell et al. 2012, 2014, 2017; 
Santos et al. 2012). Water was continuously pumped from a depth of approximately 0.5 m 
(variable with boat speed) into a shower-head equilibrator, and air was circulated between this 
equilibrator and the infrared analyzer. Water was also sent through a flow-thru cell (Dataflow) 
for measurements of chlorophyll-a fluorescence (chl-a), dissolved oxygen (DO), pH, salinity, 
temperature, and turbidity (YSI 6600 multiparameter sonde, Yellow Springs Inc, Yellow 
Springs, OH). Measurements were recorded at 0.5 hz, corresponding to a spatial resolution of ~6 
m at a boat speed of ~40 km h-1. The raw CO2 mixing ratio in the equilibrator (xCO2) was 
calibrated against 2-3 standards, ranging from 100-5000 ppm (certified to ± 2%), before and after 
each cruise, when measurements of atmospheric pCO2 (pCO2(air)) were also made. This 
calibration curve was extrapolated linearly for xCO2 beyond 5000 µatm. pCO2(water) was 
calculated from calibrated xCO2 in the equilibrator according to equation (2.1), where Tw and 
TSHE are measured temperatures in the water and equilibrator respectively (Takahashi et al., 
1993).  𝑝𝐶𝑂$(&'()*) = 𝑥𝐶𝑂$ ∗ 𝑒(0.02$3	×	[7897:;<])  (2.1) 
Average pCO2 was calculated for each segment, weighting each measurement by the distance 
between sampling points (ship-board GPS) and the surface area of each segment. Daily average 
pCO2 was then estimated by applying a linear interpolation to segment-average pCO2 from 
individual cruise dates. These interpolated segment-average pCO2 estimates were then used to 
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calculate CO2 flux (mmol C cm2 hr-1) using the stagnant-layer model (Smethie et al. 1985) 
according to equation (2.2): 𝑓𝑙𝑢𝑥 = 𝑘 ∗ 𝐾C ∗ ∆𝑝𝐶𝑂$  (2.2) 
where ∆pCO2 is the air-water pCO2 gradient. By convention, a positive ∆pCO2 indicates 
pCO2(water) greater than pCO2(air). Ko is the CO2 solubility coefficient (Weiss 1974). The gas 
transfer velocity, k (cm h-1) was calculated using the following equation from Jiang et al. (2008): 𝑘 = EF0.314 ∗ 𝑈L0$ − 0.436 ∗ 𝑈L0 + 3.99Q ∗ (𝑆𝑐TT7/600)V90.W  (2.3) 
where U10 (m s-1) is the daily averaged wind speed normalized to a height of 10m. A brief 
discussion of the limitations of this method, including a sensitivity analysis of CO2 flux using 
different k parameterizations, is included in the supporting information (Figure A1). Briefly, the 
use of different k parameterizations may over- or underestimate CO2 flux by a factor of ~1.6-2 
(Table A1). However, we chose the parameterization of Jiang et al. (2008) because it constitutes 
an intermediate estimate of k, considers both marine- and river-dominated estuaries, and is 
consistent with previous studies in both the NeuseRE (Crosswell et al., 2012) and NewRE 
(Crosswell et al., 2017).  Hourly average wind speed was obtained from two autonomous vertical 
profilers deployed in the NewRE (Reynolds-Fleming et al. 2002), and from two meteorological 
stations (KEWN and KNKT) near the NeuseRE (Figure 2.1). For each estuarine segment, wind 
speed from the closest meteorological station was averaged for each day, and applied to daily-
average ∆pCO2 with equations 2.2 and 2.3. ScSST is the Schmidt number for CO2 at ambient sea-
surface temperature (SST) and sea-surface salinity (SSS). Because sampling began near the 
middle of 2014, study-years rather than calendar years were used to calculate annual fluxes 
(Year 1: Oct 27, 2014 to Oct 26, 2015. Year 2: Oct 27, 2015 to Oct 16, 2016).  
 At each station, discrete samples for dissolved inorganic carbon (DIC) measurements were 
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collected with a diaphragm pump at the surface and ~0.5 m from the bottom, stored in a 
refrigerator unpreserved with no headspace in 20 mL scintillation vials, and analyzed on a 
Shimadzu TOC-5000A within 24 hours. Previous studies have shown a difference between DIC 
in preserved and unpreserved samples (Crosswell et al. 2012); however, this difference is small 
relative to observed spatial and temporal variability in DIC. Hence, no correction was applied to 
DIC values here. CO2sys (Lewis and Wallace, 1998) was used to calculate all additional 
carbonate system parameters, including Total Alkalinity (TA) and Revelle Factor (R). Carbonic 
acid dissociation constants (K1 and K2) of Dickson and Millero, (1987) were assumed, and the 
NBS scale was used for pH. Measured pCO2, DIC, SST, and SSS were used as CO2sys inputs. 
pCO2 measurements were only used when the boat was stationary for a sufficient time (at least 
10 minutes) to ensure system equilibration with the parcel of water being sampled for DIC, 
temperature, and salinity.  
 Non-linear changes in pCO2 occur when mixing or net biological processes alter the 
concentration of DIC, and these changes are buffered to an extent that is determined by the 
relative concentrations of TA and DIC. Because both TA and DIC vary across the estuary, this 
carbonate buffering also exhibits spatial and temporal variability. Previous studies have shown 
the presence of a minimum buffering zone (MBZ) in mesohaline portions of some tropical and 
subtropical estuaries (Hu and Cai, 2013; Ruiz-Halpern et al. 2015, Jeffrey et al. 2016). At this 
MBZ, when temperature and salinity are held constant, pCO2 is most sensitive to additional 
inputs of DIC. Here, pH is approximately half way between the pK1 and pK2 of H2CO3 (Cai et al. 
2011), the ratio of DIC : TA approaches unity, and the Revelle Factor is maximized. The Revelle 
Factor (R) is a commonly used buffer factor of the carbonate system, defined as: 
𝑅 = ∂𝑝CO$∂DIC × DIC𝑝CO$ 
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and is implicitly related to the ratio of DIC : TA (Egleston et al. 2010). In this study, we calculate 
R in CO2sys (Lewis and Wallace, 1998) using paired measurements of DIC, pCO2, SST, and 
SSS. While the carbonate system can be quantitatively assessed using other sets of paired 
observations (DIC and TA, pCO2 and pH, etc.), the combination of DIC and pCO2 is preferred, 
given the current uncertainty in carbonate system measurements (Millero 2013). We assess 
spatial and temporal variations in R, and discuss them in the context of riverine TA and DIC 
inputs and ocean acidification.  
 
2.2.4 Freshwater Age 
 A variety of metrics are used to assess the flow of C (and other properties) through 
ecological systems and the time scales involved, known as ‘system diagnostic times’ (Sierra et 
al. 2017). In estuaries, terms like residence time, transit time, and age are often used, but their 
calculation often requires assumptions of steady state or homogeneous mixing, which are often 
not met (Alber and Sheldon 1999). A lag-time exists for water flowing between the head and 
mouth of all estuaries, meaning that the time for a given particle to exit the system varies along 
its length. Additionally, river flow can change rapidly, and if water residence time is to be 
calculated as the ratio of estuarine volume to river discharge, then the averaging time interval for 
discharge must be appropriate.  
 In this study, freshwater age (FW age) was calculated for each sampling date and for each 
segment using calculated freshwater volume and river discharge, obtained for the New River 
near Gum Branch (USGS gage #02093000), and for the Neuse River near Ft Barnwell (USGS 
#02091814). Given the location of these gauges far upstream of the estuary, and the presence of 
tributaries between the gauge and the estuary, it was necessary to scale discharge by dividing it 
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by the ratio of total to gauged watershed (0.22 and 0.69 for the NewRE and NeuseRE 
respectively) (Ensign et al. 2004; Peierls et al. 2012). The time period over which river discharge 
was averaged was then calculated using the ‘date-specific’ method of Alber and Sheldon, 1999 
(Peierls et al. 2012). This method provides a robust estimate of the amount of time needed for 
river discharge to replace the volume of fresh water in the estuary. FW age for each estuarine 
segment was calculated as a cumulative sum, including all upstream segments.  
 
2.2.5 Estuarine vs Riverine contributions to CO2 
 Allochthonous, river-borne CO2 is released to the atmosphere in estuaries, but it is also 
replenished when riverine OC is respired to CO2 in estuaries. The balance between these 
autochthonous and allochthonous contributions to CO2 degassing is difficult to discern, and 
likely varies in estuaries ranging from river-dominated, like the NeuseRE, to marine-dominated 
systems like the NewRE. We estimated the relative contributions of river-borne and estuarine 
CO2 sources ([CO2]river and [CO2]estuary) for both the river-dominated NeuseRE and the marine-
dominated NewRE using methods adapted from Jiang et al (2008) and Joesoef et al (2015). In 
essence, CO2 delivered by the river was balanced against losses due to air-water exchange 
(integrated over the cumulative FW age), with the remainder attributed to net estuarine 
production.  
First, for each segment and sampling date, the contribution of DIC due to mixing with 
ocean water (DICmixing w/O) was calculated using equation (2.4):  
DICmixing w/O =DICocean* Si/Socean,  (2.4) 
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where Si and Socean are the average salinities for each estuarine segment, and the ocean (35) 
respectively, while DICocean is the DIC concentration of the oceanic end-member (2000 umol kg-
1). The remaining DIC was attributed to mixing with river water (DICmixing w/R): 
DICmixing w/R = DICmixing w/O + DICriver * (1- Si/Socean),  (2.5) 
where DICriver is the measured or modeled DIC concentration of river water for that date. DICriver 
in the NewRE was estimated as the 0 salinity end-member for each date using a linear regression 
of measured estuarine DIC and salinity. An implied assumption of linear mixing may add a small 
uncertainty to subsequent calculations. DICriver in the Neuse was measured, so it was not 
necessary to model this value. Both of these calculations were repeated for TA (oceanic end-
member was assumed to be 2200 umol kg-1), allowing both CO2 contributions from mixing with 
river water and the ocean ([CO2]mixing w/R, and [CO2]mixing w/O respectively) to be calculated with 
DIC, TA, and a T and S dependent equation of solubility (Weiss 1974). The direct CO2 
contribution from riverine DIC and TA loading ([CO2]river) was then calculated as: 
[CO2]river = [CO2]mixing w/R - [CO2]mixing w/O.  (2.6) 
The concentration of CO2 produced within the estuary ([CO2]estuary) was then assumed to be 
equivalent to the difference between the measured [CO2] and [CO2]mixing w/R, accounting for 
losses due to air-water CO2 exchange, according to equation (2.7):  
[CO2]estuary = [CO2]i -[CO2]mixing w/R + (τi * Fi / 1000*zave) (2.7) 
Here, (τi * Fi) is the temporally integrated CO2 flux for each segment, where τi is the freshwater 
age (days), as calculated using the methods presented in Alber and Sheldon (1999), Fi is the 
segment average CO2 flux (mmol C m-2 d-1), zave is the segment-average water depth (m), and 
1000 is a conversion factor from L to m-3. [CO2]i is the segment-wide average of measured CO2 
concentration, adjusted for solubility at measured temperature and salinity (Weiss 1974). An 
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implicit assumption with the approach described in equation 2.7 is that shoals constitute most of 
the surface area of each estuarine segment, and are vertically well-mixed. 
2.3. Results 
2.3.1 Physicochemical and Biological Setting 
Segment-average salinity ranged from <5 to 34 in the NewRE, but never exceeded 17 in 
the NeuseRE (Figure 2.2a, 2.2b). Seasonal trends, however, were very similar. High salinity in 
summer gave way to fresher conditions during the winter and spring, when precipitation in the 
watershed exceeded evapotranspiration (Litaker et al. 2002; Paerl et al. 2014). In the winter of 
2015, maximum salinity in the NeuseRE was below the minimum salinity in the NewRE. 
Chlorophyll-a (in-situ fluorescence) was generally low (< 10 µg L-1), but episodic phytoplankton 
blooms were associated with elevated chlorophyll-a (up to 150 µg L-1) in the late fall/early 
winter of both 2014 and 2015. Blooms were often restricted to the upper or middle regions of the 
estuary where they contributed to elevated DO, and pH as high as 9.4 and 10.7 (mid-day 
sampling) in the NewRE and NeuseRE respectively. 
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Figure 2.2. Contour plots showing longitudinal transects (vertical axis) through time (horizontal 
axis) for both the (a) NeuseRE and (b) NewRE constructed using a linear interpolation method. 
The approximate timing of pCO2 surveys are indicated as the black triangles along the horizontal 
axis. Because the longitudinal axis of the NewRE is oriented in the north-south direction, 
Latitude (decimal degrees) is used to represent distance down this estuary. Distance along the 
east-west oriented NeuseRE is represented with Longitude (decimal degrees). Temperature (oC), 
salinity, pH, chlorophyll-a (µg L-1), dissolved oxygen (mg L-1), and ∆pCO2 (µatm) are shown as 
the respective color axes. 
 
 2.3.2 Spatial pCO2 Trends 
In general, pCO2 decreased from the river towards the ocean, a trend that was most 
pronounced in the NeuseRE, where air water pCO2 gradients (∆pCO2) often transitioned from 
positive to negative along the estuarine salinity gradient (Figure 2.2). Rapid increases in ∆pCO2 
below a salinity of 5 occurred irrespective of season or discharge condition in the NeuseRE 
(Figure 2.3). This trend is less evident in the NewRE, occurring nearly exclusively in the fall 
during high discharge conditions. The highest measured ∆pCO2 values occurred in the upper 
estuary, with segment-average ∆pCO2 reaching 4654 (range = 3310 – 5806 µatm) and 3480 
µatm (range = 3303 – 5112 µatm) in the upper NeuseRE (Sept. 2016) and NewRE (Oct. 2015) 
respectively. These large pCO2 super-saturation events corresponded with the lowest segment-
average DO in both the NewRE (5.56 mg L-1) and the NeuseRE (5.56 mg L-1). Extreme CO2 
under-saturation was observed during the phytoplankton bloom in the Winter/Spring of 2015, 
with lowest segment-average pCO2 of 99 in the middle NewRE, corresponding with relatively 
high DO (10.63 mg L-1). The lowest pCO2 was in the spring of 2016, at 72 µatm in the middle 
NeuseRE, also corresponding with elevated DO (11.69 mg L-1). 
While Figure 2.3 shows that ∆pCO2 and salinity were generally negatively related, there 
was a high degree of variability in the relationship. Instances of positive and negative ∆pCO2 can 
be found during all seasons and all discharge regimes, across the estuarine salinity range. 
However, a general trend of high pCO2 across the salinity gradient during the fall, transitioning 
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to low pCO2 conditions during the winter and spring can be observed. The highly variable 
relationship between ∆pCO2 and salinity (Figure 2.3), as well as the ‘patchy’ nature of pCO2 
distributions on any given date (Figure 2.2) suggests that biological production and consumption 
are important drivers of pCO2 in these shallow estuaries. The observed co-variation in CO2 and 
DO, occurring across all estuarine segments (Figure 2.2), supports the idea that regional 
variations in biological activity (photosynthesis and respiration) drive CO2 distributions, 
irrespective of location along the salinity gradient.  
 
Figure 2.3. Seasonal relationship between salinity and ∆pCO2 (µatm), shown for low, medium, 
and high discharge conditions in the NewRE (red) and NeuseRE (blue). Discharge regimes were 
determined as the first quartile, median, and second quartile of daily average discharge statistics 
from 2007 to 2017. The black line at ∆pCO2 = 0 indicates air-water pCO2 equilibrium, while the 
blue and red lines show smoothing spline fits for the NeuseRE and NewRE respectively. 
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2.3.3 Air-Water CO2 Flux 
System averaged ∆pCO2 in both the NewRE and NeuseRE was generally positive (Figure 
2.2); thus, both estuaries were most often sources of CO2 to the atmosphere. Two major 
degassing events were seen in the fall of 2015 and 2016, both associated with the impact of large 
tropical weather systems, Hurricanes Joaquin and Matthew respectively. Despite most of the 
estuarine surface area being at or near saturation with respect to the atmosphere (Figure 2.2), 
high pCO2 in the upper segments generally maintained a positive air-water CO2 exchange, 
particularly when river discharge was high, during the fall months (Figures 2.3 and S4). Between 
years 1 and 2, annual average CO2 flux increased from 15.7 to 16.9 mmol C m2 d-1 in the NewRE 
(an 8% increase), and from 7.7 to 17.5 mmol C m2 d-1 (127% increase) in the NeuseRE. These 
enhanced CO2 fluxes coincided with 27 and 32% increases in river discharge from year 1 to 2 for 
the Neuse and New Rivers respectively (Table 2.2). Over the two-year study period, discharge 
was 180% of the antecedent 10-year average for the NewRE, 153% for the NeuseRE.  
Table 2.2. Air-water CO2 flux as seasonal and annual averages (mmol C m2 d-1). Values in 
parenthesis are previous estimates from the NeuseRE (Crosswell et al. 2012) or standard 
deviations of segment-average salinity.  
                    New River Estuary Neuse River Estuary
 
 Upper Middle Lower Total Upper Middle Lower Total 
Surface Area (km2) 28 38 12 79 22 100 230 352 
Average Salinity 
(± Std. Dev.) 
10.6 
(4.5)  
15.6 
(4.2) 
26.7 
(3.7) 15.5 1.2 (1.6) 4.2 (3.1) 8.2 (4.1) 6.6 
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Winter 4.4 -6.6 -4.6 -2.37 82.6 (100) 20.1 (37.9) 3.7 (-22.0) 13.3 (2.6) 
Spring 9.9 16.2 7.7 12.6 90.2 (29.1) -2.7 (-2.4) 2.3 (2.8) 6.35 (2.96) 
Summer 9.8 3.9 6.2 6.5 59.6 (22.3) 10.2 (-3.8) 0.9 (-0.5) 7.2 (-0.02) 
Fall 98.4 34.1 6.2 52.7 98.4 (115) 35.5 (55.3) 12.7 (13.9) 
24.5 
(31.96) 
Year 1 25.2 12.1 5.5 15.7 77.9 8.2 0.7 7.7 
Year 2 32.2 10.4 2.4 16.9 86.7 22.6 8.8 17.5 
Total 28.6 11.3 4.0 16.3 82.2 (66.6) 15.3 (21.8) 4.7 (-1.4) 12.5 (9.38) 
 
 
2.3.4 Freshwater Age 
During the two-year study period, FW age ranged from 6.9 to 136 days in the NeuseRE 
(x̄=58), and from 9.1 to 91 days in the NewRE (x̄=46) (Figure A2). Generally, FW age was low 
in the winter (x̄=29 and 27 days in the NewRE and NeuseRE respectively), and increased 
through the spring to a summer maximum of ~3 months (x̄=71 and 84 days in the NewRE and 
NeuseRE respectively). Storm events in the mid to late fall resulted in the lowest calculated FW 
ages. Minimum FW ages were observed at the end of the study, when 15-46 cm of rain fell on 
eastern NC during Hurricane Matthew, causing FW age to drop as low as 7 to 9 days. Between 
years 1 and 2, annual average FW age decreased from 66 to 54 days in the NeuseRE and from 47 
to 45 days in the NewRE, consistent with increases in freshwater discharge.  
 
2.3.5 Riverine vs Autochthonous CO2  
Riverine CO2 inputs ([CO2]river) were greater in the river-dominated NeuseRE than in the 
marine-dominated NewRE, by a factor of 2.6, 3.4, and 5.2 for the upper, middle and lower 
segments respectively (Figure 2.4). Seasonally, [CO2]river was low in the summer, and greatest 
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during the spring and fall, when river discharge and ∆pCO2 were high (Figure 2.3). For systems 
with similar watershed characteristics and climatology, [CO2]river should scale with the ratio of 
watershed : estuary surface area. This ratio is 4x greater for the NeuseRE than for the NewRE 
(Table 2.1), offering a partial explanation for the consistently larger [CO2]river in the NeuseRE. 
[CO2]river was above zero along the length of both estuaries, and decreased towards the ocean.  
 
Figure 2.4. Estuarine (red bar) and river-borne (blue) CO2 sources (mM), as well as CO2 flux 
(black diamond) by season and section for the NeuseRE (top) and NewRE (bottom). 
 
As with [CO2]river, [CO2]estuary was greatest in the upper segments, and quickly decreased 
towards the ocean, analogous to the negative relationship between pCO2 and FW age (Figure 
2.7). [CO2]estuary was larger in the NewRE than in the NeuseRE by a factor of 3, 18, and 7 for the 
upper, middle, and lower segments respectively (Figure 2.4). This suggests that internal sources 
of CO2 (i.e. respiration) to surface waters were more important in the NewRE, despite both 
estuaries releasing a similar amount of CO2 to the atmosphere (Table 2.2). That pCO2 appears to 
increase more at lower salinity in the NeuseRE (Figure 2.3), supports the notion that riverine 
sources of CO2 play a larger role in the river-dominated NeuseRE than in the marine-dominated 
		 32	
NewRE. Seasonally, [CO2]estuary was greatest in the fall, most notably in the upper regions of 
both estuaries, and was lowest during the winter and spring, coinciding with elevated chl-a and 
DO, and relatively low temperature (Figure 2.2).  To further investigate the relative importance 
of riverine and estuarine processes on CO2 dynamics in these systems, segment average CO2 flux 
was regressed on both [CO2]river and [CO2]estuary (Figure 6). 
 
2.3.6 Buffering effects 
As in previous studies (Hu and Cai 2013; Ruiz-Halpern et al. 2015), R was very low in 
the oligohaline portion of the NewRE and NeuseRE, and increased rapidly with salinity to a mid-
estuary maximum (Figure 2.5). At this point, R decreased as low alkalinity river water mixed 
with seawater with a DIC : TA ratio less than 1. The MBZ, where R is maximized and water is 
poorly buffered, occurred at a lower salinity in NeuseRE (2-5) than in NewRE (5-10), coinciding 
with the upper NewRE and upper/middle segments of the NeuseRE, both of which constitute 
~35% of the surface area of each estuary (Table 2.2).  
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Figure 2.5. Scatterplot of Revelle Factor against salinity for the NeuseRE (grey line) and 
NewRE (black line). Approximate locations of the minimum buffer zones (MBZs) are bounded 
near the bottom of the figure. Line is a smoothing spline fit (λ=0.2). An inset of pCO2 and 
salinity is included, showing that the region of greatest CO2 oversaturation occurs at a lower 
salinity in the NeuseRE than in the NewRE. 
 
2.4. Discussion 
2.4.1 Air-water CO2 Flux 
Globally, estuaries release approximately 20-40 mmol C m2 d-1 to the atmosphere  
(Maher and Eyre 2012; Laruelle et al. 2013; Regnier et al. 2013). We estimate CO2 effluxes in 
the NewRE and NeuseRE to be well below this average, between 15.7-16.9 mmol C m2 d-1 and 
7.7-17.5 mmol C m2 d-1 respectively. Despite differences in morphology and surrounding land 
use between these estuaries (Table 2.1), annual CO2 fluxes were quite similar (Table 2.2). 
However, CO2 fluxes in the NeuseRE were ~30% greater than previously reported, 
demonstrating the effect of interannual-scale hydrologic variability on pCO2 and associated 
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fluxes. This large interannual variability in CO2 flux, relative to between-estuary variability, 
indicates that data collected over a single year may not represent the long-term average. Hence, 
the nature of this hydrologic forcing must be better understood before CO2 fluxes from these 
microtidal, lagoonal estuaries can be scaled globally and over longer time periods.  
 
Figure 2.6. Linear regressions between river-borne ([CO2]river), estuarine CO2 ([CO2]estuary), and 
air-water CO2 flux (mmol C m-2 d-1). CO2 Flux was most strongly correlated with [CO2]river in 
upper estuarine segments (R2=0.58 to 0.79) , but with [CO2]estuary in middle and lower segments 
(R2=0.21 to 0.52). 
 
To further investigate the relative importance of riverine and estuarine processes on CO2 
dynamics in these systems, segment average CO2 flux was regressed on both [CO2]river and 
[CO2]estuary (Figure 2.6). In all cases, the correlation coefficient (R2) between [CO2]river and CO2 
flux decreases from the upper to lower segment, highlighting the importance of river-borne CO2 
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on outgassing in the upper segments of both estuaries. [CO2]estuary was also correlated with CO2 
flux, with highest R2 values in the middle and lower segments. Taken together, these results 
suggest that in river-dominated microtidal estuaries like the NeuseRE, biological processing 
drives the trend of decreasing pCO2 from the head of the estuary to the mouth, while riverine 
CO2 inputs have a larger impact on the magnitude of total estuarine CO2 flux. In marine-
dominated estuaries like the NewRE, however, internal production of CO2, rather than riverine 
inputs appear to drive CO2 over-saturation. While submarine groundwater discharge may be a 
significant DIC source in some estuaries (Call et al., 2015; Macklin et al., 2014; Santos et al., 
2010), this source has been determined to be small in both the NeuseRE (Fear et al. 2007; Null et 
al. 2011) and NewRE (Crosswell et al., 2017). Previous studies have identified river-dominated 
estuaries as large CO2 sources, relative to marine-dominated ones (Jiang et al. 2008; Akhand et 
al. 2016). Our findings support this understanding; we show that river-borne CO2 ([CO2]river) was 
indeed larger in the river-dominated NeuseRE than in the marine-dominated NewRE, by a factor 
of 2.6-5.2. However, CO2 generated within the estuary ([CO2]estuary) was greater in the NewRE 
by a factor of 3-18, causing annual CO2 fluxes to be similar between estuaries. 
 
2.4.2 Freshwater Age 
As shown in Figure 2.7, pCO2 is maximized when FW age is short, consistent with trends 
observed for small lakes (Vachon and del Giorgio 2014), global inland waters (Hotchkiss et al. 
2015; Catalán et al. 2016), as well as modeled estuaries along the US East Coast (Laruelle et al. 
2017). Coincidentally, highest CO2 fluxes were observed in response to Hurricanes Joaquin (late 
September, 2015) and Matthew (early October, 2016), when both estuaries were rapidly flushed. 
That [CO2]estuary was greatest during the fall in both estuaries (Figure 2.4) indicates that net 
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ecosystem respiration of riverine OM, rather than riverine CO2 inputs, is responsible for much of 
the CO2 released during this period. While bioassays in the NewRE indicate that only ~20% of 
riverine DOC is labile (I. Anderson, personal communication), the respiration of this DOC alone 
is sufficient to sustain the increased pCO2 we observe (Figure 2.3). For example, respiration of 
20% of the average riverine DOC (600 µM) would generate 120 µM DIC, causing pCO2 to 
increase by nearly 80%, from 4437 µatm to 7961 µatm (depending on TA). CO2 inputs of this 
magnitude are sufficient to account for the large and non-linear increases in pCO2 observed at 
low salinity (Figure 2.3). Additionally, the respiratory DIC inputs assumed here (120 µM) are of 
similar order to [CO2]estuary in the upper regions of both estuaries (Figure 2.4), further supporting 
the autochthonous nature of this CO2 source. 
 
Figure 2.7. FW age (days) vs pCO2 (µatm), with exponential fits of the form: f(x) = a*e(b*x) + 
c*e(d*x). R2=0.857 for the NeuseRE, and R2=0.861 for the NewRE. The horizontal line represents 
pCO2 equilibrium with the atmosphere (~400 µatm). 
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As FW age increases, reductions in [CO2]estuary cause pCO2 to approach equilibrium with 
the atmosphere, reaching a minimum at around 14-30 days (Figure 2.7). Here, the supply of 
nutrients is likely sufficient to support elevated primary productivity, while minimizing the loss 
of phytoplankton to the ocean. Net CO2 uptake is most often observed at these moderate FW 
ages during the spring and summer, as are elevated DO concentrations (Figure 2.2). Furthermore, 
despite relatively high CO2 inputs from the estuary ([CO2]estuary), riverine CO2 inputs ([CO2]river) 
were lowest during the summer (Figure 2.4), resulting in the moderate observed CO2 fluxes 
(Table 2.2). Previous studies have demonstrated this effect in the NewRE and NeuseRE where 
phytoplankton biomass was low at short FW age, increasing to a maximum at a FW age of ~10 
days (Hall et al. 2013; Paerl et al. 2013). At FW ages above ~10 days, biomass decreased and 
became dominated by picoplanktonic cyanobacteria. Freshwater discharge and tidal exchange act 
together to govern the balance between nutrient/OC delivery and the flushing of phytoplankton 
from the estuary. At a moderate FW age of 2-3 weeks, phytoplankton growth exceeds the rate at 
which cells are flushed from the estuary, causing a negative air-water CO2 flux, and possible net 
ecosystem autotrophy. To our knowledge, this is the first study to quantitatively link flushing 
time with estuarine pCO2 dynamics, a relationship that demonstrates the strong connection 
between hydrologic forcing and estuarine biogeochemistry, and supports the modeling results of 
Laruelle et al (2017), as well as Maher and Eyre (2012). 
While [CO2]river drives air-water CO2 exchange in the upper regions of both estuaries, it 
becomes less significant than [CO2]estuary further downstream (Figure 2.6). However, [CO2]river is 
only slightly attenuated downstream (Figure 2.4), likely due to the large amount of time needed 
for gas exchange to bring a given parcel of water to equilibrium with atmospheric CO2. When 
the following average conditions are assumed (typical for the NeuseRE): water depth (H) = 500 
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cm, k = 8 cm hr-1, Revelle factor (R) = 5, [DIC] = 1.2 mM, and [CO2(aq)] = 0.02 mM, the time 
scale for CO2 exchange (τCO2) can be estimated by the following equation (Ito et al. 2004; Jones 
et al. 2014):  
τCO2= (H/k)*(1/R)*([DIC]/[CO2(aq)]).  (2.8) 
Using the values listed previously, equation (8) yields an exchange time of 31 days, which is of 
similar order as average FW age in the NeuseRE (58 days). If τCO2 were much less than the 
average FW age, more rapid decreases in [CO2]river would be expected. During storm events, FW 
age is often less than 3 days (Figure A2), but during these periods, wind-driven increases in k 
will drive concurrent declines in τCO2. This tradeoff between decreasing FW age and τCO2 may 
affect the fate of inorganic C during storm events. If τCO2 decreases more than FW age, then air-
water CO2 exchange will become increasingly important relative to other loss terms like 
exchange with the ocean or net ecosystem production. However, if τCO2 decreases less than FW 
age, the export of inorganic C to the coastal ocean may be enhanced. A comprehensive C budget 
recently compiled for the NewRE supports this argument, finding that DIC export to the ocean 
was approximately 2.5 times greater for a wet year than for a dry year, despite comparatively 
steady DOC export (Crosswell et al. 2017).   
 
4.3 Buffering effects 
 As suggested by Hu and Cai (2013), even estuaries with relatively large riverine TA 
loads may still exhibit a high-salinity MBZ, provided that the DIC of incoming river water is 
sufficiently high. This appears to be the case in the NewRE, where TA is elevated in the river 
(Table 1), but high respiration drives DIC : TA towards unity, decreasing the buffering capacity 
and increasing R. This MBZ is accompanied by a region of relatively high pCO2 in both 
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estuaries, but occurs at a higher salinity in the NewRE (Figure 2.5 inset). That this region of 
elevated pCO2 is co-located with the MBZ in both estuaries is consistent with the concept of 
buffering; here, respiratory inputs of CO2 drive acidification that cannot be buffered by TA. 
Despite significant differences in watershed characteristics, poorly buffered MBZs in the upper 
NewRE and NeuseRE account for a large fraction (~35%) of the surface area of each estuary. 
These MBZs may influence the fate of DIC in both estuaries, increasing the fraction of DIC that 
can be exchanged with the atmosphere or assimilated by photoautotrophs in the upper region, 
before it can be transported downstream as HCO3- or CO32-. In support of this concept, a recent C 
budget compiled for the NewRE found that, for the time period between July 2014 and July 
2015, approximately 24% of the total DIC inputs to the upper estuary were lost to the 
atmosphere as CO2 (Crosswell et al., 2017). A similar C budget has not been constructed for the 
NeuseRE, but we expect that the inorganic C system of this estuary would be similarly sensitive 
to inputs of DIC.  
The variation in location of the MBZ between the NewRE and NeuseRE can be attributed 
to differences in river endmember TA concentration (Table 2.1), which is low in the Neuse River 
(TA = 349 µmol kg-1), relative to the New River (945 µmol kg-1). This difference may stem from 
the fact that the geology of the Neuse River watershed is dominated by floodplain alluvium, 
while that of the New River contains large carbonate mineral deposits (USGS 1993). The 
dissolution of these carbonate minerals by groundwater contributes to the relatively high DIC in 
the New River. Additionally, expansive riparian wetlands exist along the tidal-freshwater reach 
immediately upstream of the NewRE, but are less common along this portion of the Neuse River 
(wetlands are sparse along the main body of both estuaries). In effect, respiration of terrestrial 
OM within the watershed acts in concert with carbonate mineral dissolution to increase DIC : TA 
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in the New River relative to the Neuse River, which in turn causes the MBZ in the NewRE to 
occur at a higher salinity than in the NeuseRE. 
The existence of MBZs in both estuaries suggests that these systems may be sensitive to 
future acidification stress due to increased atmospheric CO2 or internal, eutrophication-driven 
CO2 inputs, as has been found for other North American estuaries (Feely et al. 2010; Wallace et 
al. 2014; Hu et al. 2015; Cai et al. 2017). In the US Pacific Northwest estuary, Puget Sound, 
respiratory CO2 inputs acted in concert with relatively acidic upwelled ocean water to decrease 
estuarine pH by ~0.1 units below estimated pre-industrial levels (Feely et al. 2010). Hydrogen 
sulfide oxidation, aerobic respiration, and the open-ocean acidification signal were recently 
shown to collectively induce significant acidification of the Chesapeake Bay (Cai et al. 2017). 
Elsewhere, declining alkalinity loads have driven long-term acidification in a set of Texas 
estuaries (Hu et al. 2015). 
In the present study, the magnitude of anthropogenic CO2-induced acidification on the 
NewRE and NeuseRE may be estimated by adopting the calculations of Hu and Cai (2013). If 
we allow a current oceanic TA and DIC end-member to mix conservatively with fresh water (TA 
and DIC from Table 2.1), we can then calculate the change in estuarine pH resulting from 
anthropogenic CO2 additions to the ocean end-member alone. If atmospheric pCO2 increases to 
800 µatm, an upper limit for the year 2100, pH will decrease by a maximum of 0.30 and 0.37 in 
the NewRE and NeuseRE respectively (Figure A3). This acidification is significant, even relative 
to typical spatial variations in pH on any given sampling date (Figure 2.2). Interestingly, we 
calculate that this maximum pH decrease will occur not at the current MBZs (salinity 2-10, 
Figure 2.5), but at a higher salinity of 14 and 18 in the NeuseRE and NewRE respectively. This 
down-estuary shift in the MBZ with anthropogenic CO2 additions is already detailed in the 
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literature (Hu and Cai 2013), and will continue with further increases in atmospheric CO2. 
Similar pH decreases could be calculated from expected changes in aerobic (Sunda and Cai 
2012, Hu and Cai 2013) or anaerobic (Cai et al., 2017) metabolism. Accordingly, factors like 
eutrophication, ocean acidification and altered alkalinity loads will likely interact to drive 
unpredictable pH changes in both the NewRE and NeuseRE. Long-term trends in TA will be 
particularly important in determining the response of these estuaries to CO2-induced 
acidification, as has been demonstrated in the Baltic Sea (Müller et al., 2016). Because these 
higher salinity regions of the NeuseRE and particularly NewRE are important for shellfish 
production, assessments of the vulnerability of these estuaries to future acidification are needed, 
given that local economies are among the 20% most socially vulnerable to further acidification 
(Ekstrom et al. 2015).  
 
2.5. Conclusions 
This study contributes to the current understanding that microtidal estuaries are small 
sources of CO2 to the atmosphere. We build on previous work by showing that, on an annual 
scale, CO2 fluxes in the marine-dominated NewRE (15.7-16.9 mmol C m2 d-1) are similar to 
those in the river-dominated NeuseRE (7.7-17.5 mmol C m2 d-1), both of which are categorized 
as lagoonal and microtidal. However, these moderate CO2 fluxes observed in this study are 
greater than previously reported in the NeuseRE, due to relatively wet and stormy conditions 
during the study period. We identify a novel relationship between residence time and pCO2, 
where pCO2 is high at low FW age, and decreases to a minimum at a FW age of between 2-3 
weeks. Here, nutrient delivery and phytoplankton flushing rates are presumably balanced, likely 
enhancing net ecosystem productivity. That this pCO2 minimum occurred at the same FW age in 
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both estuaries indicates that biological drivers are comparable in these hydrodynamically distinct 
systems. Whether this relationship is universal to all estuaries, or is unique to the NewRE and 
NeuseRE, remains an open question. Modeling results suggest that riverine inputs of CO2 
([CO2]river) drove CO2 fluxes in the river-dominated NeuseRE, while estuarine-generated CO2 
([CO2]estuary) supported CO2 fluxes in the marine-dominated NewRE. Finally, a minimum 
buffering zone (MBZ) occurs in both estuaries, where pCO2 is particularly sensitive to additional 
inputs of DIC, and pH is expected to decrease by 0.3 and 0.37 units in the NewRE and NeuseRE 
respectively by the year 2100. Differences in the geology and ecology of the respective 
catchments cause this MBZ to occur in slightly different portions of the NewRE than in the 
NeuseRE, but anticipated anthropogenic CO2 additions will cause this pH and pCO2-sensitive 
region to move seaward in the coming decades.  
Previous work has shown high spatial and temporal variability in air-water CO2 
exchanges in estuaries. The findings presented in this study emphasize the role that watershed-
scale hydrologic factors plays in controlling this variability, and thus, the direction and 
magnitude of CO2 exchange in microtidal estuaries. Factors associated with a changing climate, 
like anthropogenic CO2 emissions, cultural eutrophication, and ocean acidification, which can act 
in concert with respiratory CO2 inputs to decrease estuarine pH, may have unpredictable effects 
on the observed relationships, and should be the focus of future investigations.  
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Chapter 3 
Storm-driven estuarine CO2 flux: Floods alter time scales of reaction and transport2 
3.1. Introduction 
Estuaries play a disproportionately large role in the global C cycle. While comprising 
only ~0.2% of the area of the ocean, they release between 0.2-0.5 Pg of C to the atmosphere 
every year, approaching the rate of CO2 uptake over continental shelves (Cole et al., 2007; Bauer 
et al., 2013; Cai 2011; Chen and Borges, 2009). These estimates are largely built on estuarine 
CO2 fluxes determined at infrequent intervals, scaled to a full year, and inevitably miss short-
term variability driven by episodic events like storms and droughts. While over long time scales, 
most estuaries are CO2 sources to the atmosphere, some estuaries can be CO2 sinks when 
assessed on annual (Maher and Eyre, 2012) to diel (Crosswell et al., 2017) time scales. This 
uncertainty in the short-term spatial and temporal variability in estuarine CO2 emissions remains 
a key data gap (Zscheischler et al., 2017). Extreme events like tropical cyclones and nor’easters 
generally have a small to moderate impact on air-water CO2 exchange in coastal waters (Ye et 
al., 2017) and open ocean (Lévy et al., 2012), but these events (and associated flooding) may 
significantly affect estuarine pCO2 through their effects on estuarine biogeochemical and 
physical processes (Crosswell et al., 2014; Evans et al., 2012; Jeffrey et al., 2016; Mørk et al., 
2016). First, floods can deliver large pulses of labile terrestrial organic carbon (OC) to estuaries 
																																																								
2 This chapter has been submitted to the journal of Marine Chemistry as: 
Van Dam, B., Crosswell, J. R., and H.W. Paerl (2018), Storm-driven estuarine CO2 flux: Floods 
alter time scales of reaction and transport. Marine Chemistry. In review.  
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(Bianchi et al., 2013; Dahal et al., 2014), which can be respired within the estuary, contributing 
to pCO2 (Osburn et al., 2012; Yao and Hu 2017). If these flood waters are high in nutrients but 
low in OC, primary production may be stimulated during and after the storm, resulting in a 
drawdown in pCO2 (Fagan and Mackenzie 2007; Drupp et al., 2011). However, if floodwaters 
are high in both DOC and inorganic nutrients, microbial heterotrophic production as well as 
autotrophic primary production could be enhanced (Sarma et al., 2011). In this case, storms may 
affect the net metabolic state of the estuary in a manner consistent with variations in the ratio of 
OC to inorganic nutrient loading (Hopkinson and Vallino 1995; Kemp et al., 1997; Herrmann et 
al., 2015). In turn, these shifts in net metabolism would affect pCO2 distributions. Alternatively, 
increased precipitation can reduce dissolved inorganic carbon (DIC) faster than total alkalinity 
(TA), decreasing the air-water pCO2 gradient and associated CO2 fluxes. Storm-associated wind, 
storm surge, and intense rainfall will enhance the rate of air-water CO2 exchange, while elevated 
river discharge may decrease the fresh water residence time, potentially affecting post-storm 
carbon exchanges (Paerl et al., 2006b; Wetz and Yoskowitz 2013).  
Estimates of storm-related CO2 fluxes from estuaries are few and highly variable, ranging 
from CO2 uptake (Evans et al., 2012) to significant CO2 degassing (Sarma et al., 2011; Crosswell 
et al., 2014; Hunt et al., 2014; Mørk et al., 2016), depending on storm characteristics and 
estuarine morphology. Hurricane Irene drove large CO2 fluxes, which exceeded the annual 
riverine input of C by a factor of 4 (Crosswell et al., 2014), while a large storm caused the 
Columbia River estuary to rapid transition from CO2 source to sink behavior (Evans et al., 2012). 
In this study, we bracket a large flooding event with direct pCO2 measurements in the adjacent 
New River Estuary and Neuse River Estuary, NC. Specifically, we employ a set of 
biogeochemical proxies to 1) quantify thermal effects on CO2 solubility (due to cooler 
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floodwaters), 2) explore trends in DIC and TA in the context of chemical buffering, and 3) better 
understand the biological factors driving O2 and CO2. In concept, storms may alter both time-
scales of C transport (water residence time) and biogeochemical reaction (i.e. gas transfer), both 
of which may act in opposite directions. We attempt to quantify such time-scales in two adjacent, 
but markedly different, estuaries impacted by the same flooding event, and assess the impact of 
our biogeochemical proxies on air-water CO2 exchange.  
 
3.2. Methods 
3.2.1 Site Description 
The Neuse River Estuary (NeuseRE) and New River Estuary (NewRE) are shallow, 
microtidal systems located in the eastern North Carolina coastal plain. The NeuseRE begins at 
the confluence of the Neuse and Trent Rivers near New Bern, NC, and flows into the Albemarle-
Pamlico Sound, the second largest estuarine system in the US (Figure 3.1). A string of barrier 
islands surrounds the estuary with only narrow inlets, and significantly dampens the tidal 
exchange of water with the ocean; water movement and circulation are primarily affected by 
freshwater discharge, wind, and seiching (Luettich et al., 2000). The average freshwater 
residence time in the NeuseRE is 58 days, but varies significantly between 7-136 days with 
changes in river discharge (Van Dam et al., 2018). The NeuseRE is eutrophic, with average 
primary production of 200-500 gC m-2 yr-1 (Boyer et al., 1993; Mallin et al., 1993), and frequent 
phytoplankton blooms and hypoxia (Paerl et al., 1998; Paerl et al., 2006a). The NeuseRE has 
been subject to decades of extensive study associated with long term monitoring projects like the 
Neuse River Estuary Modeling and Monitoring program (ModMon; 
http://www.unc.edu/ims/neuse/modmon/). A similar water-quality monitoring program 
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associated with the Defense Coastal Estuarine Research Program (DCERP; https://dcerp.rti.org/), 
provided field data for the NewRE. As with the NeuseRE, the NewRE has a history of cultural 
eutrophication with average primary productivity of <250 gC m-2yr-1, that places it the 
mesotrophic category (Anderson, personal communication; Mallin et al., 2005). Despite 
relatively limited flushing through the New River Inlet, which directly connects the NewRE to 
the ocean, the average residence time of the NewRE is slightly lower than the NeuseRE at 46 
days (range 9-91 days) (Van Dam et al., 2018). Both the NeuseRE and NewRE inhabit 
watersheds that are largely agricultural, but the NewRE itself is immediately surrounded by the 
rapidly expanding city of Jacksonville, Marine Corps Base at Camp Lejeune, and New River Air 
station (Fig. 3.1). The relatively small size of the NewRE watershed, along with extensive paved 
surfaces surrounding its tributaries, result in a very ‘flashy’ rainfall-runoff response in the New 
River (Hall et al., 2012; Peierls et al., 2012). This is in stark contrast with the Neuse River and its 
lagged response to precipitation events, due principally to the relatively large Neuse River 
watershed, but also to increased surface area of permeable soils. Both the NewRE and NeuseRE 
often experience vertical stratification and seasonal bottom water hypoxia.  
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Figure 3.1. Site map showing three-day rainfall totals (mm; October 1-3) and Hurricane Joaquin 
storm track (inset map), as well as the locations of the NewRE and NeuseRE within their 
respective watersheds. Rainfall averages were obtained from the PRISM database 
(http://www.prism.oregonstate.edu/), and the storm track was acquired from the National 
Hurricane Center (http://www.nhc.noaa.gov/gis/).  
 
3.2.2 Spatial Surveys 
Two surveys were conducted in the NewRE and NeuseRE before Hurricane Joaquin 
passed the study area, and two were conducted roughly 1 and 3 weeks after the storm passed. 
These surveys took place in conjunction with well-established water-quality monitoring 
programs that were previously expanded to include high-resolution pCO2 spatial surveys. Each 
survey consisted of a transect along the longitudinal axis of the estuary (Figure 3.1), where a 
flow-through system was used to collect underway pCO2 and auxiliary parameters at 0.5 hz, 
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corresponding to an approximate spatial resolution of 10-20 m. Detailed descriptions of the 
methods, including equipment calibration procedures are available (Crosswell et al., 2012; Van 
Dam et al. 2018).  
 
3.2.3 Discrete Samples 
Surface (0.1m) and bottom (~0.5 m above sediment) water samples were collected in 
conjunction with water-quality monitoring programs associated with ModMon (link) and 
DCERP (link) in the NeuseRE and NewRE respectively, at each of the estuarine stations (Figure 
3.1). Water samples for analysis of dissolved organic carbon (DOC), total dissolved nitrogen 
(TDN), and Chlorophyll-a (Chl-a) were collected using a diaphragm pump, stored in a cooler, 
and processed within 24 hours following methods described previously reported (Peierls et al., 
2012). Subsamples for dissolved inorganic carbon (DIC) were taken as soon as the water was 
returned to the lab, and were stored in unpreserved 20 mL scintillation vials with no headspace. 
DIC was then determined within 24 hours using a Shimadzu TOC-5000A in inorganic carbon 
mode. A small difference between DIC in preserved and unpreserved samples taken in this 
manner exists (Crosswell et al. 2012), but is small relative to observed spatial and temporal 
variability in DIC. Therefore, we do not apply a correction to the DIC values in this study. At 
each station, a vertical profile of salinity, temperature, pH, DO, and Chl-a was conducted at a 
resolution of ~0.5 m using a YSI 6600 datasonde. Additional carbonate system parameters like 
Total Alkalinity (TA) and Revelle Factor (R) were calculated using CO2SYS (Lewis and 
Wallace, 1998), according to the carbonic acid dissociation constants of Millero (2010), and the 
NBS buffer scale. The use of carbonic acid dissociation constants from Millero (2010) may 
cause pCO2 to be significantly overestimated, especially at low salinity (Dinauer and Mucci 
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2017). However, in this study, estimates of TA and R were relatively robust to different 
dissociation constants. Directly measured pCO2, DIC, T, and S were used as inputs in all cases. 
 
3.2.4 CO2 Flux 
Air-water CO2 fluxes were determined by first assembling distance-weighted averages of 
pCO2, temperature, and salinity for upper, middle, and lower estuarine segments. These regional 
averages were assumed to be representative of conditions for that survey date, and were 
interpolated linearly during the study period to facilitate the calculation of daily CO2 fluxes. Air-
water CO2 exchange was calculated from daily average pCO2, salinity, and temperature by 
applying equation (3.1) 𝑓𝑙𝑢𝑥 = 𝑘 ∗ 𝐾C ∗ ∆𝑝𝐶𝑂$  (3.1) 
where ∆pCO2 is the air-water pCO2 gradient (µatm), and by convention, a positive ∆pCO2 
indicates CO2 release to the atmosphere. Ko is the temperature- and salinity-dependent solubility 
coefficient for CO2 (Weiss, 1974), and k is the gas transfer velocity (cm h-1, Jiang et al., 2008). In 
all cases, daily average wind speeds were obtained from two autonomous vertical profilers 
deployed in the NewRE (Reynolds-Fleming et al., 2002), and from two meteorological stations 
(KEWN and KNKT) near the NeuseRE (Figure 3.1). 
Due to obvious safety concerns, no pCO2 measurements were made as the storm passed 
closest to the study area. In lieu of observational data, we assume that all measured values 
including pCO2 changed linearly over the course of the storm. Such a linear interpolation of 
pCO2 may contribute to either an overestimation or an underestimation of actual surface water 
pCO2. For example, a significant wind event impacted the weakly buffered Columbia River 
estuary in 2007, causing the water column to rapidly release its CO2 inventory more quickly than 
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a simple linear interpolation would have suggested (Evans et al., 2012). However, a linear 
interpolation would have underestimated actual pCO2 when Hurricane Irene impacted the 
NeuseRE in 2011 (Crosswell et al., 2014). Here, extreme winds thoroughly mixed the water 
column, introducing high pCO2 pore-water to poorly buffered surface waters, enhancing CO2 
flux. 
 
3.2.5 Thermal effects 
The solubility of CO2 varies inversely with SST, causing pCO2 to decrease by ~50% for 
every 16 oC decrease in SST (Takahashi et al., 1993). This solubility effect acts in concert with 
mixing, atmospheric exchange, and biological consumption/production to alter pCO2. We 
applied the formulas of Takahashi et al. (2002), which were used to assess the temperature effect 
on pCO2, using a standard temperature effect (∂ln pCO2/∂SST) of 0.0423 oC-1. First, thermal 
effects on pCO2 were estimated as: pCO2(T) = pCO2(avg) * exp [0.0423 * (SSTObs – SSTAvg)], 
where pCO2(avg) is the average measured pCO2 over the study period, and SSTObs and SSTAvg are 
measured and average sea surface temperatures, respectively. Next, measured pCO2 (pCO2(obs)) 
was normalized to average SST, representing the non-thermal (mixing and biology) effects on 
pCO2: pCO2(N-T) = pCO2(obs) * exp[0.0423*(SSTObs − SSTAvg)]. We calculated SSTAvg to be 
23.5 and 22.8 oC in the NewRE and NeuseRE respectively as an areal average, while pCO2(avg) 
was 1217 and 755 µatm. The average thermal and non-thermal effects on pCO2 over the entire 
study period were then determined as the range (maximum – minimum) in pCO2(T) and 
pCO2(N-T) respectively. Finally, the relative importance of thermal and non-thermal effects on 
pCO2 was then calculated as: T/NT = pCO2(T) / pCO2(N-T), where a positive value of T/NT 
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indicates that the thermal effects on pCO2 were large, relative to non-thermal effects like mixing 
and biology. 
 
3.2.6 Timescales of transport and reaction 
The processes affecting pCO2 in estuaries are complex, but can be distilled into two 
major categories, transport (exchange with the atmosphere or with adjacent water bodies), and 
reaction (biological consumption/production or chemical buffering). While it is impossible to 
qualitatively assess all possible drivers, it is fairly simple to isolate a few important factors and 
estimate their relative importance over time. Previous studies have shown that freshwater age 
(τFW), or flushing time, along with OM and nutrient supply, drive inter-annual variability in CO2 
fluxes (Laruelle et al., 2017), especially in poorly flushed lagoonal estuaries like the NewRE 
(Crosswell et al., 2017) and NeuseRE (Van Dam et al., 2018). Here, we calculate τFW using the 
date-specific fresh water replacement method of Alber and Sheldon (1999). Details of the 
adaptation of this method to the NewRE and NeuseRE can be found in Crosswell et al (2017) 
and Van Dam et al (2018). Similar to the concept of τFW is that of gas transfer residence time 
(τGTV), which is the amount of time required for dissolved gasses in a given parcel of water to 
come to equilibrium with the atmosphere, holding all other exchanges constant. For an ideal gas, 
τGTV is proportional to the depth of the surface mixed layer (h) divided by the molecular 
diffusivity (D/z) (Broecker and Peng 1974). Because CO2 exchanges not only with the 
atmosphere, but also with the carbonate buffer system, τGTV for CO2 increases with the size of 
the DIC pool and 1/pH, and can be approximated by the following equation (Ito et al., 2004; 
Jones et al., 2014):  τ_`a = bc∗d ∗ efghifgh∗jk              (3.2) 
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where k is the gas transfer velocity, R is the Revelle factor (calculated in CO2sys from pCO2, 
DIC, SST, and Sal), and Ko is the CO2 solubility. For surveys where vertical stratification was 
evident in a given segment (mean Ssurf - Sbottom > 3; N= 3 and 5 in the NewRE and NeuseRE 
respectively), h was approximated as half of the total water depth; h was set to the total water 
depth when waters were vertically mixed.  
3.3. Results 
3.3.1 Pre-flood Surveys (Sept 8-Sept 30) 
Prior to the arrival of hurricane Joaquin, discharge from the New and Neuse River 
fluctuated around median values for the season (Figure 3.2), and both estuaries were weakly 
stratified with hypoxic to anoxic bottom waters (Figure A4). Consistent with typical Fall 
conditions and relatively high sea surface temperatures (SST, 26-29 oC), primary productivity 
and Chl-a were elevated in the upper regions of both estuaries. As reported previously for the 
NeuseRE under moderate-flow conditions, pCO2 was spatially variable in the lower estuary, with 
some regions above and some below equilibrium with the atmosphere (Figure 3.2) (Crosswell et 
al., 2012; Van Dam et al., 2018). Due to the high spatial variability in pCO2 in the NeuseRE, and 
high salinity in the NewRE, CO2 fluxes averaged across all sections for the pre-storm period 
were above annual averages reported in Van Dam et al., 2018, but were relatively low, compared 
with the storm period, at 52.1 and 9.0 mmol C m-2 d-1 in the NewRE and NeuseRE respectively 
(Table 3.1).   
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Figure 3.2. Time series of CO2 Flux (mmol m-2 d-1), river discharge (m3 s-1), and wind speed (m 
s-1) for the NeuseRE (a) and NewRE (b). Scatter plots of salinity vs pCO2 (µatm) in the NeuseRE 
(c) and NewRE (d), for pre-flood, flood, and post-flood surveys.  
 
3.3.2 Event Characterization 
Hurricane Joaquin reached tropical storm designation on Sept 29, 2015, and peaked at 
category 4 status just north of the Bahamas on October 3 (Berg 2016). While the hurricane 
passed well east (~900 km) of the study area, moisture associated with the storm interacted with 
a stalled low-pressure system that lingered over the southeastern US, contributing to significant 
rainfall and historic flooding in South and North Carolina. Total rainfall during this event was 
greater than 38 cm over much of the study area, including most of the New and Neuse River 
watersheds (Figure 3.1). This precipitation drove peak river discharges of 53 and 278 m3 s-1 in 
the New (Oct 4, 2015) and Neuse (Oct 7, 2015) respectively. Wind speeds over eastern NC were 
only moderately impacted by hurricane Joaquin; daily averages were always less than 10 m s-1, 
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and gusts rarely exceeded 20 m s-1. This is in contrast with previous hurricanes to directly impact 
the study, like Irene, when sustained winds were 30-40 m s-1. 
3.3.3 Flood Surveys (Sept 30-Oct 13) 
Strong NE winds have been shown to disrupt vertical stratification in the NeuseRE 
(Luettich et al., 2000), and winds above 7 m s-1 can drive sediment re-suspension in the NewRE 
(Brown et al., 2014; A. Whipple, personal communication) Conditions such as these persisted 
from Oct 3 to 7, which thoroughly mixed the lower NewRE, although stratification persisted 
throughout the storm in the upper estuary (Figure 3.3). Continuous vertical profile data were not 
collected in the NeuseRE, but wind speeds of up to 10 m s-1 during the storm (Figure 3.2) likely 
drove some degree of vertical mixing. Nevertheless, the Oct 12 survey in the NeuseRE showed 
strong stratification, suggesting that wind-driven vertical mixing was not sufficient to completely 
aerate bottom waters. This is in stark contrast to the impact of Hurricane Irene on the NeuseRE, 
where inferred sediment re-suspension and water column de-stratification supported 
approximately 40% of during-storm CO2 fluxes (Crosswell et al., 2014).  
 
Figure 3.3. Time-series contour plots showing vertical salinity distributions in the upper NewRE 
(Morgans Bay, (a)), and lower NewRE (Stones Bay (b)). Data collected by an Autonomous 
Vertical Profiler (AVP).  
		 65	
 
High river discharge was associated with increased DOC and decreased DIC 
concentration in both rivers, consistent with a logarithmic relationship between DOC (positive 
slope) or DIC (negative slope) with discharge (Figure 3.4). No clear relationship between TDN 
and discharge was observed. The concentration of DOC during the storm exceeded the value 
predicted by the relationship between discharge and concentration in both estuaries (Table A2), 
suggesting the input of additional terrestrial organic matter. DIC during the storm was greater 
than a log-linear relationship between discharge and concentration would predict (Figure 3.4), by 
a factor of ~30% in the New River. However, DIC did not depart significantly from the long-
term relationship between discharge and concentration in the Neuse River. Consistent with 
elevated DOC loading, and reduced primary productivity (PPR) (Table 3.2), pCO2 in both 
estuaries rose rapidly to a maximum of 4828 and 3810 µatm in the NeuseRE and NewRE 
respectively. Increases in pCO2 were strongly associated with decreased SST, DO, salinity, and 
pH, which fell steadily in both estuaries until reaching a minimum on the Oct 12 (NeuseRE) and 
Oct 7 (NewRE) (Table 3.2). DO fell to 65 and 57 % in the upper NewRE and NeuseRE 
respectively, suggesting that much of the pCO2 increase was generated during the respiration of 
terrestrial DOM and POM. Average CO2 fluxes for the during-storm period were approximately 
3.5-7 times greater than during the pre-storm period, 177.8 and 62.4 mmol C m-2 d-1 in the 
NewRE and NeuseRE respectively (Table 3.1). 
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Figure 3.4. Scatter plots of river discharge (Q, m3 s-1) against DIC (µM) and DOC (µM) in the 
Neuse RE and NewRE, where the sampling point closest in time to peak storm flow is shown in 
th large grey/black circles. Linear regression and correlation coefficients (R2) are shown for the 
relationship between log Q and solute concentration. 
 
 
3.3.4 Post-flood Surveys (Oct 13-Nov 4)  
River discharge began to decrease within one week following the storm (Figure 3.2), but 
historic rainfall in the upper reaches of the watershed (Figure 3.1) maintained levels well above 
base-flow. DOC inputs from the New River remained high after the storm, compared with values 
predicted by the log-linear relationship with discharge (Figure 3.4), while DOC in the Neuse 
River returned to predicted concentrations by the 29 Oct survey (Table A2). Both estuaries were 
moderately or strongly stratified during the post-flood survey, and bottom waters were hypoxic 
or sub-oxic (Figure A4). Despite moderate decreases in pCO2 accompanied by elevated DO and 
Chl-a in the upper NewRE, low PPR in segments of the this estuary maintained ∆pCO2 above 0, 
between 123 and 1485 µatm in the lower and upper segments, respectively (Figure 3.2). In the 
NeuseRE, however, ∆pCO2 fell to -11 and -82 in lower and middle segments by the time of the 
post-storm survey on October 29. This pCO2 decrease was accompanied by elevated Chl-a, DO, 
and PPR (Table 3.2). Despite net CO2 uptake in the large lower segments, high ∆pCO2 in the 
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upper estuary (551 µatm) maintained small but positive CO2 fluxes in the NeuseRE as a whole 
during the post-flood period (Figure 3.2). Average CO2 fluxes during this period reflect 
combined increases in DOC and DIC loads, along with elevated phytoplankton biomass. Hence, 
post-storm CO2 fluxes were midway between pre- and during-flood values, at 85.0 and 24.8 
mmol C m-2 d-1 in the NewRE and NeuseRE respectively (Table 3.1).  
  Upper Middle Lower Total 
  ∆pCO2 
CO2 
Flux ∆pCO2 
CO2 
Flux ∆pCO2 
CO2 
Flux ∆pCO2 
CO2 
Flux 
NeuseRE 
Pre-flood 1905 122 29 3.1 -0.2 0.9 126 9.0 
Flood 3639 272 955 89 343 31 722 62 
Post-flood 2062 99 600 36 219 13 442 25 
NewRE 
Pre-flood 1004 88 434 37 219 16 603 52 
Flood 2943 301 1346 134 355 33 1760 178 
Post-flood 2335 153 899 58 242 15 1308 85 
Table 3.1. Average pCO2 (µatm) and CO2 flux (mmol C m-2 d-1) for each period before, during, 
and after flooding. Both pCO2 and CO2 flux values are reported as averages across the respective 
time period, and the Total column represents the sum of sectional averages, weighted by the 
respective surface area of each segment.
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Table 3.2. Segment- and volume-weighted averages for select parameters before, during, and after storm
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3.3.5 Timescales of transport and reaction 
Before the storm, average τFW was 109 and 79 days in the NeuseRE and NewRE 
respectively, above the annual average (58 and 46 days), while τGTV was 6.6 and 3.5 days. 
Significant increases in pCO2 during the flood surveys caused τGTV to fall by >300% to 1.6 and 
1.1 days in the NeuseRE and NewRE respectively. At the same time, elevated river discharge 
during the flood caused average τFW in the NewRE to rapidly fall to 9 days. The average τFW for 
NeuseRE was only reduced to 86 days, due to the slow response time of the large lower segment 
of this estuary. τFW in the relatively small upper and middle segments of the NeuseRE were 1.7 
and 8.4 days, respectively, during the storm survey. After the study period, a series of winter 
storms inundated the watershed in the months following Joaquin, decreasing τFW in the lower 
NeuseRE to a minimum of 19.8 days on 20 January 2016 (Van Dam et al., 2018).  
 
Figure 3.5. Scatter plots of τGTV and τFW for the NewRE (a) and NeuseRE (b). Correlation 
coefficients (R2) are shown in the respective tables.  
 
In both estuaries, τFW and τGTV decreased during Joaquin, indicating that water spent less 
time in the estuary, while at the same time, CO2 was vented more rapidly to the atmosphere. This 
was most prominent in the NewRE, where τFW and τGTV showed a strong linear correlation (R2 = 
0.58-0.91), such that τFW was approximately 20 times greater than τGTV (Figure 3.5). In the 
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NeuseRE, however, τFW and τGTV were only significantly positively correlated in the middle 
segment. Both τFW and τGTV were very low in the upper NeuseRE, and as discussed above, τFW in 
the lower segment did not change significantly during the storm, due to a large lag-time between 
water leaving the head of the estuary and reaching this segment. We can summarize by inferring 
that both τFW and τGTV responded similarly to the elevated discharge during Joaquin across the 
entire NewRE. In the NeuseRE, however, there was a longitudinal gradient, where the upper 
estuary was sensitive to changes in both τFW and τGTV, while the lower segment only responded 
to changes in τFW.  
3.4. Discussion 
3.4.1 Drivers of pCO2: Thermal effects 
Before the storm, pCO2(T) was well above pCO2(N-T) in the NewRE and all but the 
upper NeuseRE, indicating that relatively warm waters were responsible for much of the 
observed pCO2. pCO2(T) decreased slightly as cooler floodwaters entered the estuaries, but 
pCO2(N-T) increased by a factor of 2-8x (Figure 3.6). Hence, the rapid increase in pCO2 
observed during the storm was driven by inputs of CO2 from mixing and net respiration, which 
far outweighed the thermal effect, acting to decrease pCO2. Following the storm, pCO2(N-T) 
began to fall as PPR increased (Table 3.2) and DOC loads decreased (Table A2), while pCO2(T) 
remained relatively low. Over the entire study period, however, pCO2 closely tracked pCO2(N-
T), suggesting that non-thermal effects drove temporal variations in pCO2. The ratio of thermal 
to non-thermal effects (T/N-T) was below 0.3 in all estuarine segments except the lower NewRE 
(T/N-T = 0.76), which is strongly influenced by tidal exchange with the ocean (Figure 3.6).  
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Figure 3.6. Bar graph of sectional mean T/N-T for each estuary (a). Time series plots of 
pCO2(observed), pCO2(T), and pCO2(N-T) for the NeuseRE (b) and NewRE (c). 
 
While it is expected that non-thermal drivers of pCO2 would dominate during a flooding 
event, we stress that the solubility-related thermal effects should not be neglected. By applying 
the same equations used to derive pCO2(T) and pCO2(N-T), we estimate that if SST had 
remained at pre-flood values throughout the storm, average pCO2 for the flood survey would 
have increased from 2431 and 1563 µatm to 3341 and 1964 µatm in the NewRE and NeuseRE 
respectively (holding the biological effect of decreased SST constant). Hence, cooler estuarine 
waters during the flood reduced pCO2 by approximately 38 and 27 % in the NewRE and 
NeuseRE respectively. This effect of cooling floodwaters on decreased pCO2 has been noted 
before for a subtropical estuary (Ruiz-Halpern et al. 2015), where decreases in SST 
approximately 3 months after the start of flooding caused similar reductions in pCO2. In the 
present study, these effects occurred over a much shorter time period, just one week post-flood. 
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3.4.2 Drivers of pCO2: Non-Thermal effects 
Respiratory CO2 inputs may govern pCO2 distributions during storms, and this CO2 may 
be produced either within the estuary (Crosswell et al., 2014 Ruiz-Halpern et al., 2015) or in the 
watershed, and subsequently flushed in from the river (Hunt et al. 2011; 2014; Van Dam et al., 
2018). DOC loads from both the New and Neuse Rivers increased during the storm, beyond 
levels that would be expected for the respective discharge conditions (Table A2), providing 
ample organic material to support heterotrophic processes in the estuary. However, inputs of DIC 
and TA from rivers may also vary with discharge, and the ratio of DIC:TA significantly impacts 
carbonate system buffering (Joesoef et al., 2017). Hence, these altered DIC and TA loads may 
also affect the fate of CO2 in the estuary. Trends in TA across both the NewRE and NeuseRE 
were dominated by mixing between marine water high in TA, and river water relatively depleted 
in TA (Figure 3.7). Before the storm, mixing plots show river water (Sal=0, TA~900 µM) 
mixing conservatively with the saltwater end-members in Pamlico Sound (Sal~20, TA~1500 
µM) and Onslow Bay (Sal~35, TA~2100 µM). During the storm surveys, the saltwater end 
members remained constant, while both riverine end-member TA values fell dramatically, to 
approximately 270 µM. Following the storm, riverine TA recovered to nearly pre-storm values, 
while rainwater diluted both the Pamlico Sound (Sal=20, TA~1000 µM) and Onslow Bay 
(Sal=30, TA~1500 µM) end-members. Accounting for these shifting end members, conservative 
mixing appeared to govern TA distributions in both the NewRE and NeuseRE throughout the 
study. A variety of redox and geochemical reactions can contribute to non-conservative behavior 
in the TA vs salinity relationship (Cai et al., 2017), but these TA sinks/sources must have been in 
balance, or small relative to mixing.  
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While trends in TA through Joaquin were similar between estuaries, a combination of 
factors caused the ratio of TA:DIC to vary with discharge, with important implications for acid-
base buffering. Previous studies have identified variations in TA:DIC as an important driver of 
estuarine DIC dynamics (Joesoef et al. 2017; Li et al., 2017). As discussed in Hu and Cai (2013), 
estuaries where TA:DIC ratio falls below 1 may exhibit larger pCO2 variations than those where 
TA:DIC remains above 1 across the system (Yao and Hu 2017). In both the Neuse and New 
rivers, this TA:DIC ratio is most often below 1, as reflected in the low-salinity values in Figure 
3.7. TA:DIC fell significantly during the storm in the upper NeuseRE, but by a lesser amount in 
the NewRE. The effect of changing TA:DIC on buffering can be represented with a commonly-
used buffer factor, the Revelle factor (R), which is defined as ∂ln(pCO2)/∂ln(DIC). R varied 
around 16 as an estuary-wide average, but a slight increasing trend (insignificant, p-value > 0.05) 
in both estuaries can be seen (Figure 3.7). Spatial trends, however, were more complex. Before 
the storm, R was ~15 in the upper regions of both estuaries, but low TA flood waters caused R to 
fall to 5.2 and 2.5 in the upper NewRE and NeuseRE respectively (Figure 3.7b). It is likely that 
precipitation served to dilute TA of incoming river water, while DIC remained relatively high 
(perhaps due to respiratory inputs), effectively decreasing the TA:DIC ratio and thus R. Because 
R quantifies the sensitivity of pCO2 to changes in DIC, we can estimate that, for a given 
respiratory addition of DIC, the subsequent increase in pCO2 would have been ~5x larger in the 
lower estuary than in upper reaches.  
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Figure 3.7. Time series of sectional-mean Revelle factor for both estuaries (a).  Mixing plots 
showing TA, TA:DIC, and R against salinity for pre-flood, flood, and post-flood samples (b) 
 
Many estuaries exhibit a minimum buffer zone (MBZ), where R is locally maximized, 
and pCO2 is most sensitive to DIC inputs. The location of this MBZ relative to salinity may help 
to explain the controls on air-water CO2 exchange. Van Dam et al., 2018 showed that under non-
flood conditions the MBZ in the NewRE and NeuseRE occurred at salinity ranges of 10-15 and 
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4-8, respectively. Here, we show that the MBZ occurred in the same respective salinity ranges 
during floods, even though the entire gradient was shifted towards the ocean. Drawdowns in 
pCO2 associated with the MBZ occurred in the lower regions of both estuaries; however, this 
region constitutes a large fraction (65%) of the total surface area of the NeuseRE, but a relatively 
small fraction of the NewRE (16%). Therefore, these pCO2 reductions had a large influence in 
the NeuseRE, driving low CO2 fluxes as a system-wide average, as opposed to the NewRE, 
where CO2 drawdown in the lower estuary could not counteract high CO2 flux in the upper 
estuary to the same extent as in the NeuseRE (Table 3.1). A similar mechanism was invoked to 
explain large storm-driven pCO2 variations in the Columbia River estuary. There, extremely high 
values of R (~30) interacted with high wind speed to drive rapid air-water equilibration of CO2 
(Evans et al., 2012).   
 
3.5. Conclusions 
3.5.1 Key drivers of pCO2 and CO2 fluxes during flooding 
• Increases in R in the lower portions of both estuaries encouraged pCO2 reductions, but 
the relatively large size of the lower NeuseRE meant that these buffering-related pCO2 
reductions had a larger impact on total CO2 fluxes in the NeuseRE than in the NewRE. Similarly, 
high R in the upper NewRE reduced τGTV, further enhancing CO2 fluxes in the NewRE, relative 
to the NeuseRE. Future changes in riverine inputs may affect the response of estuarine pCO2 to 
future storms to an extent that is highly dependent on the ratio of TA:DIC.  
• Elevated river discharge during the storm caused τFW to drop dramatically, while high 
wind speeds combined with relatively poor buffering caused coincident decreases in τGTV. In all 
sections of the small and shallow NewRE, both of these metrics fell by similar amounts, but in 
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the larger NeuseRE, τGTV and τFW became spatially decoupled.  
• In contrast with most oligotrophic offshore and shelf waters, where thermal effects often 
exceed non-thermal effects (Takahashi et al., 2002; Chen et al., 2013), pCO2(N-T) was generally 
larger than pCO2(T) in this study. However, a 5 oC drop in SST during the storm was responsible 
for pCO2 reductions of ~30%. While we found this thermal effect on pCO2 to be non-negligible, 
it was deemed insignificant when Hurricane Irene, a large wind event, impacted the NeuseRE 
(Crosswell et al., 2014). This highlights an important distinction between wind- and flood-
dominated events; while relatively stable SSTs typical of a wind-dominated event may allow 
biological and physical factors to drive pCO2, changes in SST associated with floods may 
conceal or amplify these deviations (Figure 3.9).  
 
3.5.2 Role of flooding in the context of annual CO2 fluxes 
Annual CO2 emissions for the 2015 water-year (27 Oct 2014 – 26 Oct 2015) were 15.7 
and 7.7 mmol C m-2 d-1 (Van Dam et al, 2018), corresponding to a total annual flux of 4.5x108 
and 9.9x108 mol C in the NewRE and NeuseRE, respectively. Average CO2 fluxes during the 14 
day ‘storm’ period were 178 and 62 mmol m-2 d-1 in the NewRE and NeuseRE (Table 3.1), 
corresponding to an integrated flux of 2.0x108 and 3.1x108 mol C. Hence, CO2 fluxes during 
Joaquin were responsible for approximately 44% of the total annual flux in the NewRE, 31% in 
the NeuseRE. Crosswell et al. (2014) determined that the combined effects of high winds and 
storm surge during Hurricane Irene drove CO2 fluxes of 4080 mmol C m-2 d-1, approximately 6 
times higher than the maximum observed value of ~700 mmol C m-2 d-1 during this study (Figure 
3.2). Wind-dominated events in other estuaries were associated with CO2 fluxes well below 
those during Irene (Figure 3.9). Flooding events had variable impacts on air-water CO2 
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exchange, from a minimum of 51.5 mmol C m-2 d-1 in a small New England estuary, to a 
maximum of 669 mmol C m-2 d-1 for the Mississippi River plume, with CO2 fluxes determined in 
the present study lying between these extremes. Both the NewRE and NeuseRE have the 
potential to be net sinks for atmospheric CO2 during relatively dry years, and are otherwise small 
CO2 sources (Crosswell et al., 2012; 2014; 2017; Van Dam et al., 2018). Therefore, it is clear 
that storm events such as Joaquin must be accounted for when estuarine CO2 fluxes are 
incorporated into annual ecosystem C budgets, or broader, regionally or globally scaled budgets.  
 
Figure 3.8.  Horizontal bar chart of storm-driven CO2 fluxes (mmol m-2 d-1) derived from the 
literature, separated by whether the dominant driver was flooding (blue) or wind-induced mixing 
(red). References are as follows: a) Crosswell et al., 2014; b) Bianchi et al., 2013; c) Jeffrey et 
al., 2016; d) Ruiz-Halpern et al., 2015; e) Sarma et al., 2011; f) Mørk et al., 2016; g) Hunt et al., 
2011; h) Evans et al., 2012. 
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Chapter 4 
CO2 limited conditions favor cyanobacteria in a hypereutrophic lake: An empirical and 
theoretical stable isotope study3 
 
4.1. Introduction 
Harmful algal blooms (HABs) have become increasingly frequent worldwide, 
particularly in regions experiencing rapid population growth and subsequent cultural 
eutrophication (Anderson et al., 2002; Paerl and Huisman 2008; Paerl and Huisman 2009; Xu et 
al., 2010; Lu et al., 2010). In eutrophic lakes, HABs are often dominated by cyanobacteria 
(CyanoHABs), some producing toxic metabolites, inducing hypoxia, causing fish kills, and 
leading to unsightly, odoriferous surface scums (Wu et al. 2006; Qin et al., 2010; Otten et al., 
2012). CyanoHABs have been recognized as a serious environmental issue in Europe for 
centuries, and in North America since World War II. Blooms in rapidly developing countries, 
especially China, are increasingly problematic and pervasive (Liu et al., 1011; Shi et al., 2015; 
Paerl et al., 2014; Paerl et al., 2015). While the negative water quality impacts of CyanoHABs 
have been the subject of concern, the effect of HABs on the biogeochemical cycling of carbon 
(C) has received less attention. Cyanobacteria have a relative advantage in their ability to use 
bicarbonate (HCO3-) and carbonate (CO32-) in addition to CO2, allowing them to access 
additional inorganic carbon pools when CO2 becomes depleted during blooms (Miller et al. 																																																								3	This Chapter previously appeared as an article in the Limnology and Oceanography as: 
Van Dam, B., Tobias, C., Holbach, A, Paerl, H.W., G. Zhu (2018), CO2 limited conditions favor 
cyanobacteria in a hypereutrophic lake: An empirical and theoretical stable isotope study. 
Limnology and Oceanography.	doi.org/10.1002/lno.10798.	
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1990; Price et al. 2008). As cyanobacteria often constitute a disproportionately large fraction of 
total biomass in eutrophic lakes, their activity may be a significant force in shaping lake C 
cycles. Future increases in temperature and cultural eutrophication are expected to increase the 
frequency and magnitude of CyanoHABs (McQueen and Lean 1987, Paerl and Huisman 2008), 
and these same factors may alter the global emission of greenhouse gasses from lakes (Pacheco 
et al., 2014; Tranvik et al., 2009).  
 As photoautotrophs draw down the partial pressure of CO2 (pCO2) during blooms, pH 
increases, which causes the carbonate equilibrium to shift from a speciation dominated by CO2 
towards one dominated by bicarbonate (HCO3-) or carbonate (CO32-). Because CO2 is the favored 
substrate for C3 photosynthesis, this elevated pH may be associated with inorganic carbon 
limitation (Verspagen et al., 2014). Physiological adaptations to this CO2 limitation are not 
uniform across phytoplankton taxa (Elzenga et al., 2000), and it has been suggested that 
cyanobacteria are best suited for these conditions (Matsuda and Colman 1995; Shapiro 1997). 
There is ample evidence cyanobacteria and other phytoplankton groups  (Tortell 2000; 
Reinfelder 2011) use carbon-concentrating mechanisms (CCMs) to alleviate CO2 limitation 
(Aizawa and Miyachi 1986; Price 2011; Mangan et al., 2016; Sandrini et al., 2016), allowing 
them to thrive across a wide range of CO2 concentrations (Paerl 1983; Morales-Williams et al., 
2017). The CCMs of cyanobacteria are different from other taxa in that they function at very 
high carbon concentrating factors (external C : internal C), and at very low specificity factors of 
RuBisCo (Tortell 2000). These specific CCMs contribute to the relatively high efficiency of 
nitrogen use in cyanobacteria during photosynthesis (Price et al., 2008). Furthermore, bioassays 
indicate that picocyanobacteria outcompete eukaryotic phytoplankton in low CO2 treatments (Li 
et al., 2016), and that microcystin concentrations increase in elevated CO2 treatments (Yu et al., 
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2014). The effect of increasing atmospheric CO2 levels on HABs in eutrophic lakes remains 
uncertain, particularly when assessed over diel or shorter time scales, which may be significant 
in highly productive lakes. It is still unclear how CO2 limitation may affect phytoplankton 
taxonomic composition and C biogeochemistry when assessed over daily to weekly time scales, 
in the absence of experimental pCO2 manipulations. 
 Lake C cycling is complex, involving exchanges with the atmosphere, sediments, and 
tributaries, as well as biotic and abiotic transformations of organic and inorganic forms of C. 
These biogeochemical transformations and exchanges, among others, cause the concentration 
and stable isotopic signature of particulate organic C (δ13CPOC) to vary over time. Changes in 
concentrations and isotopic compositon of POC have been used as a diagnostic tool to better 
understand: food web structures (Smyntek et al., 2012; de Kluijver et al., 2012), interactions 
between lakes and their watersheds (Maberly et al., 2013; Toming et al., 2013), and the effects of 
a changing climate (Marotta et al., 2014; Verspagen et al., 2014). Despite the complexity of C 
cycling, a few factors are primarily responsible for the majority of the δ13CPOC variability in 
eutrophic, subtropical lakes.  Thus, the interactions between phytoplankton and the inorganic C 
used for photosynthesis can be modeled with relatively few measured pools and assumptions 
(Rau et al., 1996; 1997). Specifically, positive relationships between bloom-driven pH changes 
and δ13CPOC have been observed in lakes over time scales ranging from weekly (Gu et al., 2006), 
to annual (Gu et al., 2011), to decadal (Smyntek et al., 2012). The use of stable isotopes for 
investigating C cycling in lakes is made challenging by the fact that the isotopic signature of 
primary producers is influenced by multiple factors: 1) their growth rate, 2) concentrations and 
distributions of inorganic C species, 3) variable isotopic signatures of those species, 4) the 
kinetic isotope fractionations of relevent reactions; and 5) diffusional constraints on those 
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enzymatic fractionations. Nevertheless, isotope based models provide some mechanistic 
foundation to complement interpretations of observed changes or correlations measured in situ.   
 In this study, we measure stable isotopes of DIC and POC, along with proxies of algal 
taxonomy over diel to weekly time scales in the hypereutrophic Lake Taihu, China. This lake 
serves as an example of possible future conditions for other eutrophying lakes, globally. 
Specifically, we use these tools to investigate whether cyanobacteria, dominant taxa during 
summer blooms in Lake Taihu, gain an advantage under conditions of C limitation. This C 
limitation should be manifested isotopically as an enrichment in 13C of their biomass, relative to 
the 13C of their inorganic C source (i.e. decreased fractionation factor of RuBisCO under C-
limiting conditions). We hypothesize that C limitation promotes the dominance of HAB-forming 
cyanobacteria in the water column below the surface scum, and test this hypothesis by 
comparing measured changes in phytoplankton community composition and pCO2 with an 
isotope model simulation.  
 
4.2. Methods 
4.2.1 Study Site 
 Lake Taihu, China’s third largest freshwater lake (area of 2338 km2), is situated along the 
lower reaches of the Yangtze River floodplain in the country’s eastern Jiangsu province, 
approximately 100 km west of Shanghai (Figure 4.1). This shallow (~2 m) hypereutrophic lake is 
polymictic, but regularly experiences temporary thermal stratification during warm periods. At 
least 40 million people inhabit its heavily urbanized 36,500 km2 watershed, and ~10 million 
people use the lake as a drinking water source (Qin et al., 2010). At the same time, Taihu 
experiences the demands of agricultural and industrial development in China’s rapidly growing 
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economy. Accelerating development has driven cultural eutrophication in the lake, symptomized 
by toxic CyanoHABs (Qin et al., Paerl et al., 2011).  
 
Figure 4.1.  Site map showing the location of Lake Taihu and the Taihu Laboratory for Lake 
Ecosystem Research (TLLER) in Jiangsu Province, China. Map produced using the Globcover 
database published by the European Space Agency [http://due.esrin.esa.int/page_globcover.php] 
 
4.2.2 Field Measurements 
Grab samples for all analyses were collected three times a day on a Dawn-Noon-Dusk 
schedule for a total of 26 days between 20 June and 18 July, 2016. Samples were collected from 
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the end of a ~100m long pier at the Taihu Laboratory for Lake Ecosystem Research (TLLER, 
Figure 4.1). A plastic bucket, triple rinsed with site water, was used to collect site water from 
~10cm below the surface, which was then homogenized and subsampled twice as 
pseudoreplicates. When floating scum was present on the water surface, it was also collected. A 
multiparameter sonde (Yellow Springs Inc., Yellow Springs, OH) and meteorological station 
deployed at the end of the pier provided background environmental and physicochemical data. 
Major soluble nutrients (total dissolved nitrogen (TDN), total dissolved phosphorus (TDP), 
phosphate (PO4), ammonium (NH4)) were measured in surface water samples collected near the 
beginning, middle, and end of the study using analytical methods described in Paerl et al (2015). 
4.2.3 Dissolved Gasses 
Before additional samples were taken from the bucket, two 60 mL syringes were filled to 
30 mL with site water, to which 30 mL of CO2-free air (ambient air passed through a soda lime 
scrubber) was immediately added. These syringes were vigorously shaken in the shade for 60 
seconds, after which the headspace was injected into pre-evacuated 10 mL Exetainers (Labco 
Limited, UK) with double wadded septa caps. A combination of these vials and septa can limit 
sample loss to insignificant amounts for at least 3 months (Eby et al., 2015). Headspace and 
ambient samples were analyzed for CO2 and CH4 by GC at the Nanjing Institute of Geography 
and Limnology (NIGLAS), Chinese Academy of Sciences. In-situ partial pressures were 
calculated from headspace concentrations using Henry’s Law, along with a temperature 
dependent solubility according to Wanninkhof (1992). Ambient air passed through the soda lime 
scrubber was found to contain a small amount of CO2. This small residual amount of CO2 was 
accounted for in the previous calculations. DIC samples were filtered in the field through pre-
combusted 25mm GF/F filters into containers with no headspace. These samples were stored in a 
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refrigerator (~4 C) until DIC could be measured, typically less than 3 days, with a Shimadzu 
TOC analyzer in inorganic carbon mode (TOC-5000A). An in-situ membrane based CO2 
detector (Turner Designs C-sense) deployed ~0.5 m below the surface and serviced every 3-5 
days, provided data to fill in when headspace equilibration CO2 determinations did not repeat or 
were missing. Membrane-based sensors such as the C-sense operate reasonably well for long 
term deployments when they are serviced regularly (Abril et al., 2015; Yoon et al., 2016). 
4.2.4 Phytoplankton Photopigments 
Water samples were vacuum-filtered on 25mm GF/F filters, blotted dry, folded, frozen, 
and transported (frozen) to The University of North Carolina at Chapel Hill, Institute of Marine 
Sciences for analysis. Filters were extracted in 100% acetone, sonicated, and stored at 0 oC for 
approximately 24 h. Extracts (200 mL) were then injected by an autosampler into a Shimadzu 
SIL-20AC HT high-performance liquid chromatograph (HPLC) equipped with a SPD M10Avp 
photodiode array detector, following procedures described by Van Heukelem et al. (1994) and 
Pinckney et al. (2001). In addition to Chl a, phytoplankton class-specific diagnostic 
photopigments were quantified using HPLC, including: fucoxanthin (diatoms), 
myxoxanthophyll, zeaxanthin and echinenone (cyanobacteria), alloxanthin (cryptophytes), 
chlorophyll b and lutein (chlorophytes). Pigments were identified according to their absorption 
spectra, using commercial pigment standards (DHI, Denmark). Contributions of the dominant 
four algal classes (chlorophytes, cryptophytes, cyanobacteria, and diatoms) to total 
phytoplankton community in response to nutrient manipulations were calculated using Chemtax 
(Mackey et al. 1996). The input pigment ratio matrix for the four classes was adapted from a 
study of lacustrine phytoplankton species (Schluter et al. 2006, Paerl et al. 2014). Input pigment 
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matricies of Mackey et al (1996) and Lewitus et al (2005) were used to test the sensitivity of 
Chemtax output to different algal class-specific pigment ratios.  
4.2.5 Stable Isotope Analysis 
POC and DIC were analyzed for 13C composition. Water samples were vacuum-filtered 
on pre-combusted 25mm GF/F filters, oven dried (60 C), frozen, and transported to the stable 
isotope facility at the University of Connecticut (UConn) Department of Marine Sciences for 
analysis of δ13CPOC on a Thermo Delta V isotope ratio mass spectrometer coupled to an 
elemental analyzer (EA-IRMS). Surface scum samples were also analyzed for δ13C as above, and 
all samples were acid-fumed prior to EA-IRMS analysis to remove any carbonates trapped on the 
filters or in the scum matrix. Duplicate filters were also treated identically and analyzed for 
particulate organic carbon (POC) and total nitrogen (TN), using a Costech ECS 4010 combustion 
analyzer. Water samples for δ13CDIC analysis were collected and filtered in the field with pre-
combusted 25mm GF/F filters into containers with no headspace, and kept in the shade until they 
could be processed in the lab (within an hour). Briefly, 30 mL of site water was filtered to 
remove any potential inorganic C precipitate (combusted 25mm GF/F). Filtered water was then 
introduced to a pre-acidified (conc. HCl) 60 mL syringe, to which 30 mL of He was added. 
Syringes were vigorously shaken for at least 60 seconds, after which, the headspace was injected 
into evacuated 12 mL Exetainers. These samples, as well as field blanks, were stored in a 
refrigerator before being shipped to the stable isotope lab at UConn. The interpretation of 
δ13CPOC trends is complicated by the fact that the δ13CPOC at any given time is not simply 
representative of the source δ13CDIC and fractionation factor, but also represents the residual 
13CPOC that was fixed previously. To correct δ13CPOC for any such residual pool effects, the δ13C 
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of biomass fixed (δ13Cfixed) was calculated for each time-step (tn-1 to tn) using δ13CPOC and POC 
concentrations, such that δ13Cfixed represents the average δ13CPOC fixed during each time-step 
δL3𝐶mno)p = qrδL3𝐶stuvw ∗ 𝑃𝑂𝐶(wy + rδL3𝐶stuvw ∗ 𝑃𝑂𝐶(z{wy| ∗ F𝑃𝑂𝐶(w − 𝑃𝑂𝐶(z{wQ𝑃𝑂𝐶(w  
Two independent methods were then employed to estimate effective in situ isotope 
fractionation factors (εp) from direct measurements of δ13CPOC and δ13CDIC. First, the 
fractionation factor between inorganic C and recently fixed phytoplankton biomass (εp-POC) was 
calculated as δ13Cfixed - δ13CDIC. Second, a Rayleigh distillation approach was used to quantify 
the photosynthetic fractionation factor (εp-DIC) using changes in the DIC pool, where εp-DIC was 
calculated as the increase in δ13CDIC for a given change in the fraction of DIC consumed (Figure 
A5). This Rayleigh distillation approach was only used for days when a complete record existed 
(morning, noon, and dusk measurements) where δ13CDIC increased with the fraction of DIC 
consumed (n=9 days). εp-DIC values computed for overnight time periods are not presented, but 
were generally ~0‰, in line with expected values for periods of no photosynthesis.  
4.2.6 Modeling 
Multiple factors affect the δ13C of phytoplankton biomass (δ13Cphyto), including δ13CDIC, 
CO2 availability, intrinsic growth rates, and the biochemical pathway of C acquisition, which has 
some imperfect efficiency due to CO2 leakage (Figure 4.2). Because of the difficulty in isolating 
phytoplankton biomass from suspended organic matter, trends in δ13CPOC are often assumed to be 
representative of δ13Cphyto, an appropriate assumption in Taihu, where nearly all of the POC pool 
is composed of phytoplankton and bacterial biomass. For DIC uptake by phytoplankton, the δ13C 
and pool size of inorganic carbon being assimilated is not always the same as the bulk DIC pool. 
Photosynthetic fixation of intracellular CO2 (ci), leads to a reduction of ci relative to extracellular 
CO2 (ce). This gradient between ce:ci drives diffusion of CO2 across cell membranes; therefore, if 
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the influence of CO2 availability on phytoplankton is to be assessed, then ci (which cannot be 
directly measured) is the variable of interest, rather than ce. In this study, a model was used to 
directly calculate both εp and  δ13Cphyto, both of which represent phytoplankton physiology more 
closely than does measured δ13CPOC, and by extension yield estimates of ci. Collectively, these 
model outputs permit the assessment of the carbon limitation status of phytoplankton, and when 
combined with taxonomy and biomass, help to address the primary research question of the role 
of carbon limitation in maintaining cyanobacterial dominance during large blooms. A summary 
of model terms and their respective abbreviations are shown in Table 4.1. 
 
Table 4.1. Definitions of commonly used terms derived from measurements and modeling 
Term  Description 
δ13CDIC Measured Stable isotopic composition of DIC 
δ13CPOC Measured “ ” of Particulate Organic Carbon 
δ13Cfixed Calculated “ ” of C fixed since last time point 
εp-POC Calculated Fractionation factor calculated from δ13Cfixed and δ13CDIC 
εp-DIC Calculated Fractionation factor calculated by Rayeigh Distillation  
δ13Cphyto Modeled Stable isotopic composition of phytoplankton biomass 
ce, δ13Cce Modeled DIC used by phytoplankton, and its δ13C (set by FHCO3; eq. 2) 
cr, δ13Ccr Modeled DIC at the cell surface, and its δ13C 
ci, δ13Cci Modeled DIC inside the cell, and its δ13C 
εp-model Modeled Total photosynthetic fractionation factor 
 
The concentrations and δ13C of organic and inorganic C pools were modeled using a 
system of linear and non-linear equations. The model consisted of 1 POC pool (Cphyto), 3 DIC 
pools (ce, cr, and ci) and 3 reactions that include both equilibrium and kinetic fractionation effects 
(ce ⇌ cr, cr ⇌ ci, ci ⇌ Cphyto). The model was initialized with directly measured DIC and δ13CDIC 
(ce pool), and the following unmeasured parameters that were derived from the literature: cell 
radius (r), enzymatic fractionation factor (εf),  diffusion fractionation factor (εd),  cell wall 
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permeability (P), fraction of DIC assimilated as HCO3- (FHCO3), ratio of light to dark hours (L:D), 
and growth rate (µ). Details of the model that was adapted for this study can be found in Rau et 
al (1996; 1997), and are depicted in Figure 4.2. More sophisticated models have been developed 
for idealized diatoms (Hopkinson 2014; 2016) and cyanobacteria (Eichner et al., 2015; Hinners 
et al., 2015), which allow for multiple ci compartments. A model with such detail may be 
informative when paired with empirical data from a manipulative chemostat or mesocosm 
experiment, but would be challenging to assess against bulk environmental data as were 
collected in this study. Parameters informing the model, along with values used as base 
conditions, are shown in Table 4.2.  
 
Figure 4.2. Conceptual figure describing how 13C was partitioned between cellular and 
environmental pools. Grey, italicized terms were modeled.  
 
The model was parameterized in a stepwise manner, starting with the aqueous δ13CCO2 
boundary condition, which diffuses towards the internal CO2 pool (δ13Cci), allowing the ratio of 
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internal to external CO2 (ci/ce) to be used as a scaling factor for the calculation of δ13Cphyto 
values. First, the ambient aqueous CO2 concentration (ce) was calculated using the carbonic acid 
dissociation constants of Cai and Wang (1998), and an assumed pCO2 (range listed in Table 4.2) 
and pH. Next, a temperature-dependent fractionation factor equilibrium was used to determine 
the isotopic signature of CO2 (δ13CCO2) from measured δ13CDIC (Mook et al., 1974): δL3Cfg$ = δL3C}~f + 23.6 − r0L.W` y (4.3) 
Because measured δ13CDIC was found to correlate with pH in Taihu, we treated it as a boundary 
condition and set δ13CDIC as a function of pH such that δ13CDIC = (0.73*pH) -13.8 (r2=0.16, 
p<0.005). Similarly, modeled pH was set to vary with pCO2 (µatm) according to the empirically 
determined log-linear relationship: pH=-0.52*log (pCO2)+11.6 (r2=0.81, p<0.0001). As some 
phytoplankton in Taihu are capable of assimilating HCO3-, and these two inorganic carbon pools 
have different δ13C values (~ -7.5 and -16‰ for HCO3- and CO2 respectively), the net inorganic 
C used for photosynthesis (δ13Cce) was allowed to vary with the fraction of DIC assimilated as 
HCO3- (FHCO3):  δL3C = (Ffg3 × δL3C}~f) + [(1 − Ffg3) × δL3Cfg$]            (4.4) 
Given the high pH observed in Taihu during the study period, virtually all DIC was present as 
HCO3-, allowing δ13CDIC to be used in place of δ13CHCO3 in equation 4.2. Next, with the 
distribution of inorganic carbon outside the cell parameterized, CO2 diffusion towards and into 
the cell was parameterized according to the following Arrhenius-style equation: 
D` = 5.019 × 109 	× 	𝑒9r d×` y (4.3) 
where Ed, the activation energy, is 19510 J mol-1, R is the ideal gas constant (8.3143 J K-1 mol-1, 
and TK is temperature (K). DT, is then used to calculate the CO2 concentration at the cell surface 
(cr), assuming the dimensions of a single, idealized, spherical cell. The concentration of CO2 
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inside the cell (ci) was then set by the diffusive flux of CO2 across the cell membrane (Qs), 
relative to the membrane permeability (P), for an assumed spherical cell:  c = c −     (4.4) 
Finally, the isotopic composition of phytoplankton biomass (δ13Cphyto) was calculated, using the 
CO2 concentration gradient (ci/ce) as a scaling factor: δL3Ci = δL3C − ε − (ε − ε)  (4.5) 
Variations in δ13Cphyto were assessed in the context of ce, as an indicator of carbon limitation. The 
model was initialized with isotope fractionation factors for diffusion (εd) and enzyme (RuBisCO) 
kinetics (εf), set at 0.7 ‰ (O’Leary 1984) and 18‰ (Popp et al. 1998), respectively. The total 
fractionation factor for net inorganic carbon fixation, εp-model, was calculated with the following 
equation, assuming a cell radius (r) of a single, spherical cell: 
εi9 = ε + 9(9)××  ¡¢£¤w¥¦§  (4.6) 
Equations 3-6 are derived from Rau et al. (1996).  
Finally, the sensitivity of modeled δ13Cphyto to each parameter listed in Table 4.2 was 
tested by holding all values constant except the parameter of interest, which was allowed to vary 
over the indicated range. For example, to assess the sensitivity of modeled δ13Cphyto to changes in 
temperature, all other variables were held constant, and the model was run for temperatures 
ranging from 22-32 oC. The absolute value (in ‰) of the range in δ13Cphyto obtained when each 
parameter was allowed to vary over the indicated range was considered to be the model 
sensitivity to that parameter.  
Table 4.2. Model Parameters, base values, and ranges over which values were adjusted to 
optimize model fit 
Description Model Term Units 
Base 
Value Min Max 
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Intracellular Enzymatic Fractionation 
Factor εf ‰ 18 10 20 
Diffusive Fractionation Factor εd ‰ 0.7 Constant 
Intracellular [CO2]aq ci mM 3.9 Varies with T, r, and µ 
Ambient [CO2]aq ce mM 6.4 1.6 95.0 
Cell Radius r µm 100 2.5 200 
Partial Pressure CO2 pCO2 µatm 400 100 2000 
Temperature T oC 27 22 32 
Cell Wall Permeability to CO2 P m s-1 5x10-5 1x10-5 50x10-5 
Fraction of DIC Assimilated as HCO3- FHCO3 Ratio 0.5 0 1 
Ratio of Light to Dark Hours L:D Ratio 0.6 0.2 0.6 
Instantaneous Growth Rate µ day-1 3 0.4 4 
 
4.3. Results 
4.3.1 Physicochemical Setting 
This time-series study began with ~4 days of fairly calm conditions, followed by ~2 
weeks of monsoon-like rains (24 June to 4 July), which eventually gave way to 12 days of hot 
and relatively dry weather (5 July to 18 July). During a very active monsoon period, cumulative 
precipitation reached nearly 500 mm (Figure 4.3), causing the level of the lake to increase by at 
least 50% (~1 m). This rainfall caused conductivity during this period to decrease from 450 to 
<400 µS cm-1. A combination of external CO2 inputs and net ecosystem heterotrophy drove 
pCO2 to exceed 1000-2000 µatm during this period. This somewhat atypical weather pattern was 
also accompanied by high winds and river runoff, severely impacting water clarity.  
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Figure 4.3. Time-series plot of physical and chemical properties. Plus symbols correspond with 
the right axis, while filled black points correspond to the left axis. The grey area indicates the 
approximate duration of the monsoon period.  
 
Following the monsoon, water temperature increased by ~5 oC, and pCO2 fell below 
equilibrium with the atmosphere, in association with a large phytoplankton bloom. Much of the 
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bloom biomass was concentrated at the air-water interface as a surface scum. Despite being a 
fairly well buffered system (DIC consistently 1-1.5 mM), high growth rates drove pH to increase 
from <8 during the monsoon to >9.5 afterwards. POC was highly variable, ranging from a low of 
542 mg/L during the monsoon to 21,964 mg/L during peak bloom biomass, and was well 
correlated with chlorophyll-a (R2= 0.97), suggesting that the majority of OC present in the lake 
at any given time was algal in origin. It is important to note that these are POC concentrations for 
seston sampled ~0.1 m below the surface, thus excluding any surface scum. When scum was 
present, vertically integrated POC was likely much greater than what is reported here. Average 
C:N ratio of POC was 6.1, and was fairly stable over the study period, ranging between 5.0 and 
7.2. These low C:N ratios further suggest that the vast majority of material contributing to POC 
was of phytoplankton origin, and not terrestrial or macrophyte-derived. Dissolved nutrients 
(TDN, TDP, PO4, NH4) were high, and decreased steadily over the study period (TDN = 0.5-1.5 
mg L-1, TDP = 0.025-0.05 mg L-1). The average molar ratio of TN:TP, including dissolved and 
particulate fractions, was 38, decreasing only slightly over the study period, suggesting that P 
may have been limiting. Average TDN:TDP was 59.4, but was more variable through time.  
4.3.2 Algal Taxonomy 
According to Chemtax modeling of diagnostic photopigments, cyanobacteria and 
chlorophytes together were responsible for 73% (36 and 37% respectively) of total chlorophyll-a, 
when averaged across the study period, similar to other recent studies (Paerl et al., 2014; 2015). 
During the monsoon, diatoms and chlorophytes roughly doubled in relative abundance, from 3.8 
to 8.6% and ~30.3 to 51.3% respectively, while cyanobacteria reached a minimum of 20.0% 
(Figure 5). Following the monsoon, the community became dominated by cyanobacteria, with 
this class reaching a high of 51.7% of total chl-a. The relative abundance of cyanobacteria was 
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likely underestimated during these peak bloom periods because buoyant cell aggregations 
(common of Microcystis spp.) rose to the surface, and were thus not included in bulk water 
collection. Nevertheless, as previous studies in Taihu have shown, calm and hot conditions are 
commonly associated with cyanobacterial dominance (Li et al., 2016; Paerl and Huisman 2008; 
Qin et al., 2010).   
 
Figure 4.4. Time series of εDIC and εPOC (‰) and relationship between the two methods for 
calculating phytoplankton fractionation factors, falling approximately on the 1:1 line (inset). The 
shaded area indicates the approximate duration of the monsoon period.  
 
4.3.3 Stable Isotopes 
Stable isotopes of POC and DIC were variable; initial δ13CPOC values were approximately 
-25 ‰, fluctuated between -29.6 and -22.0 ‰ during the monsoon, then rose to a maximum of -
19.6 ‰ upon the initiation of the bloom (Figure 4.3). As has been documented previously, 
δ13CPOC was negatively exponentially correlated with [CO2](aq) (Gu et al., 2006; Smyntek et al., 
2012; Morales-Williams et al., 2017). In the present study, δ13CPOC varied inversely with the 
logarithm of [CO2]aq, such that  δ13CPOC = -1.1*ln([CO2](aq)) - 22.3 (R² = 0.42). δ13CDIC varied 
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over a smaller range, between -9.6 and -5.4 ‰, with no clear trends over the entire study period. 
δ13CFixed was significantly related to both temperature and pH (P<0.0001), but no clear 
relationship between δ13CDIC and δ13CPOC was found (R2 < 0.001, p-value > 0.93). The difference 
between δ13CPOC and calculated δ13Cfixed (derived from δ13CPOC and POC) was generally small 
(average=0.3‰), suggesting that the bulk POC was turning over rapidly enough such that 
δ13CPOC was not significantly impacted by the antecedent δ13CPOC. εp-POC is the in-situ enrichment 
factor relating changes in either POC or DIC to changes in δ13C, and represents the net result of 
all processes affecting that pool. εp-POC was variable but generally decreased over the study 
period, and was significantly positively correlated with pCO2 (Figure 4.4). With the exception of 
two outlier values, εp-DIC and εp-POC values were linearly related and followed the same trend over 
time, with εp-DIC always less than εp-POC (Figure 4.4 inset).  
 
Figure 4.5. Proportion of Chlorophyll-a represented by major phytoplankton taxa, as a fraction 
of total Chlorophyll-a, and POC (µg L-1). The shaded area indicates the approximate duration of 
the monsoon period. 
 
This study used a model to estimate εp and  δ13Cphyto, both of which represent 
phytoplankton physiology more precisely than bulk δ13CPOC. For example, measured δ13CFixed 
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was strongly correlated with DIC and pCO2, but many other variables auto-correlate with DIC 
and pCO2, including temperature and phytoplankton growth rate, both of which are likely to 
affect δ13Cphyto. Disentangling the relative importance of these various factors was a key goal of 
this modeling exercise. Figure 4.9a shows that the modeled δ13Cphyto values were in general 
agreement with δ13CFixed, indicating that the model captured natural variations in δ13C reasonably 
well. Both δ13Cphyto and δ13CFixed exhibited the same inverse and logarithmic relationship with 
pCO2, which is consistent with previous observations of a strong dependence of δ13Cphyto on 
ambient [CO2]aq concentration (Rau et al., 1997; Gu et al., 2006, Lammers et al., 2017). 
However, the observed relationship between δ13CFixed (and δ13Cphyto) and ce cannot be directly 
attributed to changes in phytoplankton fractionation, because the pool of DIC utilized by 
phytoplankton is not isotopically constant, but instead varies with a variety of factors, including 
air-water exchange, pH, and lateral DIC inputs (Figure 4.2). Furthermore, it is well-documented 
that CO2 leakage from the CCM will result in isotopic enrichment of the ci pool, proportional to 
the ci:ce gradient (Burkhardt et al., 1999; Eichner et al., 2015). The phytoplankton fractionation 
factor, εp, accounts for changes in the δ13C of both the reactant (DIC) and product (POC), and is 
therefore a more appropriate term for gauging the magnitude of carbon limitation. εp-POC was 17-
22‰ before the monsoon, became more variable during the storms (15-23‰), then fell as low as 
9‰ after the initiation of the bloom, when DIC/CO2 were rapidly consumed (Fig 4.4). These 
relatively low fractionation factors are consistent with previously measured values for 
cyanobacteria of 2.7-13.6‰ (Popp et al., 1999; Lammers et al., 2017), and are far below the 
maximum photosynthetic fractionation factor typical of carbon-replete conditions (~30‰, Keller 
and Morel 1999). That both εp-DIC and εp-POC decreased during the bloom period (Figure 4.4) 
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suggests that the phytoplankton community in Taihu experienced carbon limited conditions 
during these high-growth, low pCO2 periods, as discussed in the following section.  
4.4. Discussion 
4.4.1 Drivers of cyanobacterial abundance 
The relative contribution of cyanobacteria to total chlorophyll-a was variable over the 
study period, ranging from 20.0 to 51.7% (Figure 4.5), associated with changes in temperature, 
light, CO2 and nutrient availability. The consistently high N:P ratios suggest that phytoplankton 
were nutrient-limited with respect to P, although previous bioassays in lake Taihu have shown 
that intense recycling of N (as NH4+), along with the taxonomic dominance of non-N2 fixing 
cyanobacteria, may promote N and P co-limitation (Paerl et al. 2014). Despite this P- or co-
limitation, TDP was always relatively high, never falling below 0.02 mg L-1. Figure 6 shows that 
the cyanobacterial contribution to Chl-a was significantly negatively correlated with pCO2 
(R2=0.63, p<0.001), suggesting that CO2 concentration, rather than N and P availability, was 
associated with the dominance of cyanobacteria. Low pCO2 conditions were also accompanied 
by high temperature, a factor that may favor cyanobacteria through its effect on growth rate and 
thermal stratification (McQueen and Lean 1987; Paerl and Huisman 2008). Temperature and 
cyanobacterial chl-a were also positively correlated, but the relationship was weaker than that 
with pCO2 (R2=0.32). Hence, the relationship between cyanobacterial abundance and pCO2 can 
be largely attributed to the role that C limitation played.  
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Figure 4.6. Relationship between pCO2 and the fraction of total chlorophyll-a represented by 
cyanobacteria. Individual data points and error bars represent the average and standard deviation 
of chemtax output using a range of previously published group-specific pigment ratios (Mackey 
et al., 1996; Lewitus et al., 2005, Schluter et al. 2006, Paerl et al. 2014).  
 
4.4.2 δ13CPOC 
The observed post-monsoon decrease in εp-POC coincided with a decrease in pCO2 (and 
enrichment in δ13CPOC), and an increase in the abundance of cyanobacteria, relative to 
chlorophytes and cryptophytes (Figure 4.4 and 4.5). The cyanobacteria present in Taihu were 
buoyant, likely shading competing species (Paerl et al., 1983). Additionally, cyanobacteria are 
effective at utilizing HCO3- when CO2 availability is limited (Kaplan and Reinhold 1999; Badger 
and Spalding 2000; Sandrini et al., 2016). Furthermore, when these surface scums were present 
(n=13), their δ13C (δ13Cscum) was most often lighter than epilimnic δ13CPOC (n=10, 77%). This 
phenomenon was reported in Gu and Alexander (1997) and Xu et al. (2007), where the 
difference between δ13Cscum and δ13CPOC was significantly positively correlated with pH. We 
found no such relationship. We instead suggest that surface scums, rather than functioning as a 
separate biogeochemical pool, simply represent an aggregation of buoyant cyanobacteria which 
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are enriched in 13C due to HCO3- assimilation. The lack of a relationship between pH and 
δ13Cscum - δ13CPOC may instead indicate some use of atmospheric CO2 (Paerl and Ustach 1982), 
which does not vary with pH, unlike the use of HCO3-, which increases with pH. Relationships 
between pCO2 and δ13CPOC, such as those presented here, have been used to infer 
paleoatmospheric CO2 levels from the sedimentary organic δ13C record (e.g. Hollander and 
McKenzie, 1991; Freeman and Hayes, 1992; Meyers 2003). Our results would complicate such 
an interpretation. If HCO3- is being actively assimilated, fractionation by RuBisCo, which is 
proportional to the size of the [CO2]aq pool, would not be the primary control on the δ13Cphyto. We 
discuss the implications of our results on the use of δ13C as a geologic proxy in a later section.  
 
 Figure 4.7. Relationship between pCO2 and εp-POC.  
 Both	εp-POC	and	εp-model	were	positively	correlated	with	pCO2,	suggesting	that	phytoplankton	discriminated	against	13C	more	when	pCO2	was	high,	and	assimilated	more	13C	when	pCO2	was	low	(Figures	4.7	and	4.9b).	Previous	studies	have	suggested	a	threshold	concentration	of	CO2;	below	which	CCMs	are	activated,	active	uptake	of	HCO3-	is	enhanced,	and	εp	begins	to	decrease.	This	threshold	has	been	suggested	to	exist	at	approximately	10-25	µM		
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 Figure 4.8. Linear regression of the change in ∂13CDIC (Δ13CDIC; ‰) and changes in DIC (ΔDIC; 
µM). Changes occurring overnight are shown in red, while day-time values are shown in blue. 
The black line shows a linear regression with a correlation coefficient (R2) of 0.64. 
 
for [CO2](aq) (Hinga et al., 1994; Smyntek et al., 2012), and 393 ppm for pCO2 (Morales-
Williams et al,. 2017). We identify a similar threshold, where δ13C increases and εp rapidly 
decreases as pCO2 falls below equilibrium with the atmosphere (~400 µatm, Figure 4.9a, 4.9b). 
This breakpoint is consistent with CCM initiation, which likely played some role in determining 
fractionation factors during the bloom. However, such a mechanistic link cannot be directly 
established from the relationship between pCO2 and εp, as in Morales-Williams et al, (2017). 
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Figure 4.9. Calculated δ13Cfixed and modeled δ13Cphyto (‰) as a function of pCO2 (µatm)(a). 
Measured and modeled fractionation factors (εp-POC and εp-model, respectively (‰)) vs pCO2 
(µatm) (b). In both figures, the vertical black line represents approximate equilibrium between 
pCO2 and atmospheric CO2 (~400 µatm). 
 
Since typical values of εp are ~30‰ (Keller and Morel 1999), it is intriguing that 
measured εp-POC never exceeded 23.2‰ (Figure 4.4). Despite conditions replete in DIC (865-
1618 µM), rapid C uptake promoted δ13CPOC enrichments, producing the positive relationship 
between [CO2]aq and εp. A variety of factors must have contributed to this phenomenon, 
		 107	
including: 1) growth rate (Rau et al., 1996; Keller and Morel 1999), 2) cell size and membrane 
permeability, 3) increased active relative to passive CO2 uptake (Farquhar et al. 1989), 4) the 
fraction of C assimilated as the relatively heavy HCO3-, and 5) the leakage of 12CO2 from CCMs 
(Kaplan and Reinhold 1999; Price et al., 2008; Hopkinson et al., 2011).  
While the final factor cannot be assessed with our model, the relative importance of the 
remaining factors was assessed using a sensitivity test, where each parameter was allowed to 
vary while all others were held constant. The absolute value (in ‰) of the range in δ13Cphyto 
obtained when each parameter was allowed to vary over the indicated range (Table 4.2) was 
considered to be the model sensitivity to that parameter. Rau et al. (1996, 1997) used a similar 
approach, and found that δ13Cphyto was most sensitive to phytoplankton growth rate and 
temperature. Instead, we found that the variables εf and FHCO3 exhibited the strongest leverage on 
modeled δ13Cphyto (Figure 4.10). This is likely because the range in [CO2]aq was large (~3 to 90 
µM), including both CO2-limiting and CO2-replete conditions.  
 
Figure 4.10. Sensitivity analysis of model variables, shown as the range in ∂13Cphyto (‰) 
between maximum and minimum parameter values.   
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Physiological adaptations to CO2 limitation are not uniform across phytoplankton taxa 
(Elzenga et al., 2000), and many cyanobacteria are well suited for these conditions (Paerl and 
Ustach 1982; Miller et al., 1990; Matsuda and Colman 1995; Shapiro 1997). Cyanobacteria and 
other eukaryotic algae (Tortell 2000; Reinfelder 2011) use CCMs to alleviate CO2 limitation, 
allowing them to grow across a wide range of CO2 concentrations (Badger and Spalding 2000). 
Many cyanobacteria can continue to grow when provided with HCO3- as a sole inorganic C 
source, although their growth rates may be decreased by 20-65% (Verspagen et al., 2014), and 
much of the CO2 stored in CCMs may be lost through leakage (Kaplan and Reinhold 1999; Price 
et al., 2008; Hopkinson et al., 2011; Eichner et al., 2015). A variety of strategies constitute these 
CCMs, including active CO2 and HCO3- transporters, carboxysomes in which low O2:CO2 ratios 
may be maintained, and the production of extracellular carbonic anhydrase (Kaplan and 
Reinhold 1999; Price et al. 2008). In particular, Microcystis aeruginosa copes with variable 
pCO2 by up-regulating CCM genes over hourly (Jensen et al., 2011; Sandrini et al., 2016), and 
longer time scales (Sandrini et al., 2016). Microcystis expresses the greatest affinity for DIC at 
relatively high temperatures (20-35 C; Wu et al. (2011)), indicating that the prevalence of 
Microcystis during the summer (Takahashi 1990; Qin et al., 2010; Wu et al., 2006; Paerl and 
Huisman 2008) may be due to their unique ability to utilize inorganic C. 
In the present study, taxonomic dominance by cyanobacteria was significantly negatively 
correlated with pCO2 (Figure 4.6), and accompanied by decreased εp, as well as an isotopic 
enrichment in δ13CFixed. We suggest that when N and P are replete, as they were during this 
study, cyanobacteria dominate due to their physiological adaptations to CO2-limited conditions.  
		 109	
4.4.3 Drivers of δ13CDIC 
Biological consumption and production of DIC over consecutive diel cycles, caused a 
DIC drawdown of ~300 µM over the study period (Figure 4.3). Diel DIC excursions were further 
quantified as the change in DIC between dawn and dusk samples (ΔDIC), where by convention, 
positive values indicate net production of DIC. Diel δ13CDIC excursions were similarly quantified 
as Δ13CDIC, where positive values indicate an isotopic enrichment of 13C in DIC. As seen in 
Figure 8, Δ13CDIC was variable, ranging from -3.4 to 2.9‰, with an average excursion of 
approximately 0.9‰. Both Δ13CDIC and ΔDIC were strongly negatively correlated with each 
other (R2=0.64), suggesting that day-time productivity drove isotopic enrichment of δ13CDIC, 
while night-time respiration returned 12DIC to the water column, decreasing δ13CDIC. It is likely 
that patterns of hystereresis would obscure these linear trends between Δ13CDIC and ΔDIC if data 
were collected over shorter time intervals (Tobias and Böhlke 2011). 
The assimilation of CO2(aq) shifts the carbonate equilibrium towards CO32-, and increases 
the saturation state for carbonate minerals, including calcite (CaCO3). Calcite saturation state 
(ΩCalcite) is defined as ΩCalcite =(αCa* αCO3)/Ksp, where α is the activity of Ca2+ or CO32-, and Ksp is 
the temperature dependent solubility product for calcite. Calcite precipitation is favorable when 
ΩCalcite  is greater than 1. Lake “Whiting events” occur when biologically-driven increases in Ω 
cause rapid calcite precipitation, giving water a cloudy appearance, and are frequent in eutrophic 
lakes (Hodell et al., 1998). In this study, high pH caused high ΩCalcite, exceeding10 for long 
periods of time (Figure A6). If calcite is assumed to rapidly precipitate when ΩCalcite > 10, then 
this process should have been a factor for ~ 50% of the study period. However, calcite particles 
were never observed in lake water or filtered solids, and could not be identified by x-ray 
diffraction (Holbach, personal comm). Furthermore, acid fumingation had no effect on δ13CPOC, 
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and [Ca2+] was stable and not significantly correlated with δ13CDIC (R2=0.003), suggesting that 
rates of carbonate precipitation were small, relative to other biological processes.  
The process of methanogenesis exerts a large fractionation factor, producing isotopically 
light CH4, and heavy DIC (Botz et al., 1996). Because CH4 is sparingly soluble, most of this light 
CH4 can be released to the atmosphere through ebbulition or diffusive exchange before it can be 
oxidized to CO2 (Bastviken et al., 2008). Large enrichments in δ13CDIC were attributed to this 
process in Lake Apopka, a shallow, hypereutrophic system similar to Taihu (Gu et al., 2004). 
While dissolved CH4 was always above equilibrium with the atmosphere in Taihu (Figure 4.3), 
no significant relationship was observed between CH4 and δ13CDIC (p=0.81, r2 <0.001). Hence, it 
is unlikely that methanogenesis was an important factor in any observed δ13CDIC enrichments.  
To summarize, any change in δ13CDIC present on the weekly time scale, due to the DIC 
consumption and dilution, was swamped by variability over the diel time scale (Figure 4.8). 
While factors like methanogenesis and air-water CO2 exchange may have been important at 
times (Figure 4.2), δ13CDIC was most sensitive to processes acting on the diel time scale that 
consume and produce DIC, namely photoautotrophic production and respiration.  
 
4.4.4 δ13C as a paleoclimate indicator 
δ13CPOC has long been used as an indicator of paleo-atmospheric pCO2 (Hollander and 
Mckenzie 1991; Meyers 2003).	Hollander and McKenzie (1991) show a log-linear relationship 
between epilimnic [CO2]aq and Δ13C, and suggest that it was driven primarily by the co-variation 
of εp with [CO2]aq, and by the ecological shift towards HCO3- utilizing cyanobacteria at low 
[CO2]aq. This relationship was then applied to sediment core derived estimates of εp in order to 
model [CO2]aq and atmospheric pCO2 in the geologic past. These studies have relied on samples 
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collected at weekly or monthly intervals. An implicit assumption is that epilimnic [CO2]aq and 
δ13CPOC at the time of measurement are representative of that recorded in the geologic record, 
which may not always be the case (Xu et al., 2008; Ziegler and Fogel 2003). Xu et al (2008) 
attributed an increased δ13CPOC during the day to substrate limitation, while Ziegler and Fogel 
(2003) suggested shifts between phytoplankton and bacterial production drove diel fluctuations 
in δ13CPOC. In this study, we show large fluctuations in epilimnic δ13CPOC over consecutive diel 
cycles for a full month. If relationships between δ13CPOC and [CO2]aq are to be established in 
surface waters, then extended to the sediments as a paleo-atmospheric tool, variations on the diel 
scale should be acknowledged and accounted for if possible. Furthermore, it may be that C 
acquisition by cyanobacteria may be more sensitive to pH, rather than CO2 availability (Mangan 
et al., 2016; Wang et al., 2016), an argument that is supported by the fact that modeled εp was 
most sensitive to FHCO3, which is a function of pH. Care should thus be taken when interpreting 
sedimentary δ13CPOC in the context of atmospheric CO2. 
 
4.5. Conclusions 
In this study, we investigated the variability and environmental controls on stable C 
isotopes and algal taxonomy over diel to weekly time scales in the hypereutrophic Lake Taihu, 
China. We hypothesized that CO2 limitation would be associated with the taxonomic dominance 
of HAB-forming cyanobacteria, and used both modeled data and direct measurements to probe 
this hypothesis. The strong negative correlation between cyanobacterial relative abundance and 
pCO2, as well as the positive relationship between pCO2 and isotope fractionation factors (εp) 
supports our hypothesis. Furthermore, that modeled δ13Cphyto was most sensitive to changes in 
carbon acquisition (FHCO3, εf), as opposed to factors like growth rate and temperature, supporting 
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the role of CO2 limitation in bloom dynamics. Specific factors related to carbon acquisition, 
namely CO2 leakage from CCMs, were not assessed during this study, but are clearly important 
factors in cellular isotope budgets. Future studies investigating rates and consequences of CO2 
leakage are warranted. Despite high pH and dissolved CH4, authigenic calcite precipitation and 
methanogenesis were not significant parts of the isotope budget. Instead, net ecosystem 
production and respiration caused δ13CDIC to vary over consecutive diel cycles. We suggest that 
the ability of cyanobacteria to cope with CO2 limitation is an important factor promoting their 
dominance during bloom events. As HABs are expected to increase in frequency and severity 
with rising CO2 levels, our understanding of C cycling during these events will help us predict 
how HABs will respond to a changing climate.  
  
		 113	
REFERENCES 
Abril, G., S. Bouillon, F. Darchambeau, et al. 2015. Technical note: large overestimation of 
pCO2 calculated from pH and alkalinity in acidic, organic-rich freshwaters. Biogeosciences 
12: 67–78. doi:10.5194/bg-12-67-2015 
Aizawa, K., S. Miyachi. 1986. Carbonic anhydrase and CO2-concentrating mechanism in 
microalgae and cyanobacteria. Fed Eur Microbiol Soc Microbiol Rev 39: 215–233. 
Anderson, D. M., P.M. Glibert, J.M. Burkholder. 2002. Harmful algal blooms and 
eutrophication: Nutrient sources, composition, and consequences. Estuaries, 25: 704–726. 
http://doi.org/10.1007/BF02804901 
Bade, D. L., S. R. Carpenter, J. J. Cole, and others. 2015. Controls of d13C-DIC in lakes: 
Geochemistry, lake metabolism, and morphometry. Limnol. Oceanogr. 49: 1160–1172. 
Badger, M., and M. Spalding. 2000. CO2 acquisition, concentration and fixation in cyanobacteria 
and algae, p. 274–311. In Photosynthesis: Physiology and Metabolism. Kluwer Academic 
Publishers. 
Bastviken, D., J. J. Cole, M. L. Pace, and M. C. Van de-Bogert. 2008. Fates of methane from 
different lake habitats: Connecting whole-lake budgets and CH4 emissions. J. Geophys. Res. 
Biogeosciences 113: 1–13. doi:10.1029/2007JG000608 
Bastviken, D., L. J. Tranvik, J. Downing, J. a Crill, P. M, and A. Enrich-prast. 2011. Freshwater 
methane emissions offset the continental carbon sink. Science. 331: 50. 
doi:10.1126/science.1196808 
Battin, T. J., S. Luyssaert, L. a. Kaplan, A. K. Aufdenkampe, A. Richter, and L. J. Tranvik. 2009. 
The boundless carbon cycle. Nat. Geosci. 2: 598–600. doi:10.1038/ngeo618 
Burkhardt, S., Riebesell, U., and I. Zondervan. 1999. Effects of growth rate, CO2 concentration, 
and cell size on the stable carbon isotope fractionation in marine phytoplankton. 
Geochimica Et Cosmochimica Acta. 63(22): 3729–3741. https://doi.org/10.1016/S0016-
7037(99)00217-3  
Botz, R., H. D. Pokojski, M. Schmitt, and M. Thomm. 1996. Carbon isotope fractionation during 
bacterial methanogenesis by CO2 reduction. Org. Geochem. 25: 255–262. 
doi:10.1016/S0146-6380(96)00129-5 
Cai, W.-J., and Y. Wang. 1998. The chemistry, fluxes, and sources of carbon dioxide in the 
estuarine waters of the Satilla and Altamaha Rivers, Georgia. Limnol. Oceanogr. 43: 657–
668. 
de Kluijver, A., J. Yu, M. Houtekamer, J. J. Middelburg, and Z. Liu. 2012. Cyanobacteria as a 
carbon source for zooplankton in eutrophic Lake Taihu, China, measured by 13C labeling 
		 114	
and fatty acid biomarkers. Limnol. Oceanogr. 57: 1245–1254. 
doi:10.4319/lo.2012.57.4.1245 
Eby, P., J. J. Gibson, and Y. Yi. 2015. Suitability of selected free-gas and dissolved-gas sampling 
containers for carbon isotopic analysis. Rapid Commun. Mass Spectrom. 29: 1215–1226. 
doi:10.1002/rcm.7213 
Eichner, M. Thoms, S., Kranz, S.A., B. Rost. 2015. Cellular inorganic carbon fluxes in 
Trichodesmium: a combined approach using measurements and modelling, Journal of 
Experimental Botany. 66: 749–759. https://doi-org.libproxy.lib.unc.edu/10.1093/jxb/eru427  
Elzenga, J. T. M., H. B. A. Prins, and J. Stefels. 2000. The role of extracellular carbonic 
anhydrase activity in inorganic carbon utilization of Phaeocystis globosa 
(Prymnesiophyceae): A comparison with other marine algae using the isotopic 
disequilibrium technique. Limnol. Oceanogr. 45: 372–380. 
Emerson, S. R., B. M. Quay, and A. H. Devol. 1986. The carbon cycle for Lake Washington-A 
stable isotope study. Limnol. Oceanogr. 31: 596–611. 
Farquhar, G., J. Ehleringer, and K. Hubick. 1989. Carbon isotope discrimination and 
photosynthesis. Annu. Rev. Plant Physiol. 40: 503–537. 
Fry, B., and B. J. Peterson. 1987. Stable isotopes in ecosystem studies. Annu. Rev. Ecol. Syst. 
293–320. 
Gu, B. and V. Alexander. 1997. Stable carbon isotope evidence for atmospheric CO2 uptake by 
cyanobacterial surface scums. Applied and Environmental Microbiology 62:1803-1804. 10. 
Gu, B., C. L. Schelske, and D. a. Hodell. 2004. Extreme 13C enrichments in a shallow 
hypereutrophic lake: Implications for carbon cycling. Limnol. Oceanogr. 49: 1152–1159. 
doi:10.4319/lo.2004.49.4.1152 
Gu, B., A. D. Chapman, and C. L. Schelske. 2006. Factors controlling seasonal variations in 
stable isotope composition of particulate organic matter in a softwater eutrophic lake. 
Limnol. Oceanogr. 51: 2837–2848. doi:10.4319/lo.2006.51.6.2837 
Gu, B., C. L. Schelske, and M. N. Waters. 2011. Patterns and controls of seasonal variability of 
carbon stable isotopes of particulate organic matter in lakes. Oecologia 165: 1083–1094. 
doi:10.1007/s00442-010-1888-6 
Hinners, J., Hofmeister, R., I. Hense. 2015. Modeling the Role of pH on Baltic Sea 
Cyanobacteria. Life. 5: 1204-1217. doi:10.3390/life5021204 
Hodell, D. a., C. L. Schelske, G. L. Fahnenstiel, and L. L. Robbins. 1998. Biologically induced 
calcite and its isotopic composition in Lake Ontario. Limnol. Oceanogr. 43: 187–199. 
		 115	
Hollander, D. J., and J. A. McKenzie. 1991. CO2 control on carbon-isotope fractionation during 
aqueous photosynthesis; a paleo-pCO2 barometer. Geology 19: 929–932. 
Hopkinson, B. M., C. L. Dupontb, A. E. Allenb, and F. M. M. Morela. 2011. Efficiency of the 
CO2-concentrating mechanism of diatoms. Proc. Natl. Acad. Sci. 108: 3830– 3837. 
doi:10.1073/pnas.1018062108. 
Hopkinson, B.M. 2014. A chloroplast pump model for the CO2 concentrating mechanism in the 
diatom Phaeodactylum tricornutum. Photosynthesis Research. 121: 223–233. 
https://doi.org/10.1007/s11120-013-9954-7 
Hopkinson, B. M., Dupont, C. L., and Y. Matsuda. 2016. The physiology and genetics of CO2 
concentrating mechanisms in model diatoms. Current Opinion in Plant Biology. 31: 51–57. 
https://doi.org/10.1016/j.pbi.2016.03.013 
Jensen, S. I., A.-S. Steunou, D. Bhaya, M. Kühl, and A. R. Grossman. 2011. In situ dynamics of 
O2, pH and cyanobacterial transcripts associated with CCM, photosynthesis and 
detoxification of ROS. ISME J. 5: 317–328. doi:10.1038/ismej.2010.131 
Kaplan, A., and L. Reinhold. 1999. CO2 concentrating mechanisms in photosynthetic 
microorganisms. Annu. Rev. Plant Physiol. 50: 539–570. doi:10.1139/b05-907 
Keller, K., and F. M. M. Morel. 1999. A model of carbon isotopic fractionation and active 
carbon uptake in phytoplankton. Mar. Ecol. Prog. Ser. 182: 295–298. 
Lammers, J. M., G. J. Reichart, and J. J. Middelburg. 2017. Seasonal variability in phytoplankton 
stable carbon isotope ratios and bacterial carbon sources in a shallow Dutch lake. Limnol. 
Oceanogr. doi:10.1002/lno.10605 
Lapierre, J.-F., D. A. Seekell, C. T. Filstrup, S. M. Collins, C. Emi Fergus, P. A. Soranno, and K. 
S. Cheruvelil. 2017. Continental-scale variation in controls of summer CO2 in United States 
lakes. J. Geophys. Res. Biogeosciences 1–11. doi:10.1002/2016JG003525 
 Lewis, E. and Wallace, D. W. R. 1998. Program developed for CO2 system calculations, 
ORNL/CDLAC-105 Carbon Dioxide Information Analysis Center, Oak Ridge National 
Laboratory, US Department of Energy, Oak Ridge, Tennessee. 
Lewitus, A. J., D. L. White, R. G. Tymowski, M. E. Geesey, S. N. Hymel, and P. A. Noble. 
2005. Adapting the CHEMTAX method for assessing phytoplankton taxonomic 
composition in southeastern U.S. estuaries. Estuar. Res. Fed. Estuaries 160: 160–172. 
doi:10.1007/BF02732761 
 Li, S., J. Zhou, L. Wei, F. Kong, and X. Shi. 2016. The effect of elevated CO2 on autotrophic 
picoplankton abundance and production in a eutrophic lake (Lake Taihu, China). Mar. 
Freshw. Res. 67: 319–326. doi:10.1071/MF14353  
		 116	
Liu, X., X. Lu, Y. Chen. 2011. The effects of temperature and nutrient ratios on Microcystis 
blooms in Lake Taihu, China: An 11-year investigation. Harmful Algae. 10: 337–343. 
http://doi.org/10.1016/j.hal.2010.12.002 
Maberly, S. C., P. a. Barker, A. W. Stott, D. Ville, and M. Mitzi. 2013. Catchment productivity 
controls CO2 emissions from lakes. Nat. Clim. Chang. 3: 391–394. 
doi:10.1038/nclimate1748 
Mackey MD, Mackey DJ, Higgins HW, Wright SW. 1996. CHEMTAX - a program for 
estimating class abundances from chemical markers: application to HPLC measurements of 
phytoplankton. Mar Ecol Prog Ser. 144: 265-283. 
Mangan, N. M., A. Flamholz, R. D. Hood, R. Milo, and D. F. Savage. 2016. pH determines the 
energetic efficiency of the cyanobacterial CO2 concentrating mechanism. Proc. Natl. Acad. 
Sci. 113: 5354–5362. doi:10.1073/pnas.1525145113 
Marotta, H., L. Pinho, and C. Gudasz. 2014. Greenhouse gas production in low-latitude lake 
sediments responds strongly to warming. Nat. Clim. Chang. 4: 11–14. 
doi:10.1038/NCLIMATE2222 
Matsuda, Y., and B. Colman. 1995. Induction of CO2, and bicarbonate transport in the green alga 
chlorella ellipsoidea. Plant Physiol. 108: 253–260. 
McQueen, D. J., and D. R. S. Lean. 1987. Influence of water temperature and nitrogen to 
phosphorus fatios on the dominance of blue-green algae in Lake St. George, Ontario. Can. 
J. Fish. Aquat. Sci. 44: 598–604. doi:10.1139/f87-073 
Meyers, P. A. 2003. Application of organic geochemistry to paleolimnological reconstruction: a 
summary of examples from the Laurention Great Lakes. Org. Geochem. 34: 261–289. 
Miller, J. D., G. S. Espie, and D. T. Canvin. 1990. Physiological aspects of CO2 and HCO3 
transport by cyanobacreria: a review. Can. J. Bot. 68: 1291–1302. 
Mook, W., J. Bommerson, and W. Staverman. 1974. Carbon isotope fractionation between 
dissolved bicarbonate and gaseous carbon dioxide. Earth Planet. Sci. Lett. 22: 169–176. 
Morales-Williams, A. M., A. D. Wanamaker, and J. A. Downing. 2017. Cyanobacterial carbon 
concentrating mechanisms facilitate sustained CO2 depletion in eutrophic lakes. 
Biogeosciences 14: 2865–2875. doi:10.5194/bg-14-2865-2017 
O'Leary, M. H. 1984. Measurement of the isotope fractionation associated with diffusion of 
carbon dioxide in aqueous solution. Journal of physical chemistry. 88: 823–825. 
doi:10.1021/j150648a041 
T. G. Otten, H. Xu, B. Qin, G. Zhu, and H. W. Paerl. 2012. Spatiotemporal Patterns and 
Ecophysiology of Toxigenic Microcystis Blooms in Lake Taihu, China: Implications for 
		 117	
Water Quality Management. Environmental Science & Technology. 46: 3480-3488. DOI: 
10.1021/es2041288 
Pacheco, F. S., F. Roland, and J. A. Downing. 2014. Eutrophication reverses whole-lake carbon 
budgets. Inl. Waters 4: 41–48. doi:10.5268/IW-4.1.614 
Paerl, H.W. 1983. Partitioning of CO2 fixation in the colonial cyanobacterium Microcystis 
aeruginosa: mechanism promoting formation of surface scums. Appl. Environ. Microbiol. 
46: 252–259. 
Paerl, H.W. and J. Ustach. 1982. Blue-green algal scums:  An explanation for their occurrence 
during freshwater blooms.  Limnol. Oceanogr. 27:212-217. doi:10.4319/lo.1982.27.2.0212 
Paerl, H.W and J. Huisman. 2008. Blooms like it hot. Science 320: 57–58. 
doi:10.1126/science.1155398. 
Paerl, H.W. and J. Huisman. 2009.  Climate Change: A catalyst for global expansion of harmful 
cyanobacterial blooms.  Environmental Microbiology Reports 1(1):27-37. 
Paerl, H.W., H. Xu, M.J. McCarthy, G. Zhu, B. Qin, Y. Li, and W.S. Gardner.  2011. Controlling 
harmful cyanobacterial blooms in a hyper-eutrophic lake (Lake Taihu, China):  The need for 
a dual nutrient (N & P) management strategy.  Water Research 45: 1973-1983. 
Paerl, H. W., H. Xu, N. S. Hall, and others. 2014. Controlling cyanobacterial blooms in 
hypertrophic Lake Taihu, China: Will nitrogen reductions cause replacement of non-N2 
Fixing by N2 fixing taxa? PLoS One 9. doi:10.1371/journal.pone.0113123 
Paerl, H. W., H. Xu, N. S. Hall, K. L. Rossignol, A. R. Joyner, G. Zhu, and B. Qin. 2015. 
Nutrient limitation dynamics examined on a multi-annual scale in Lake Taihu, China: 
implications for controlling eutrophication and harmful algal blooms. J. Freshw. Ecol. 30: 
5–24. doi:10.1080/02705060.2014.994047 
Pinckney JL, Richardson TL, Millie DF, Paerl HW. 2001. Application of photopigment 
biomarkers for quantifying microalgal community composition and in situ growth rates. Org 
Geochem. 32: 585-595.  
Popp, B. N., E. A. Laws, R. R. Bridigare, J. E. Dore, K. L. Hanson, and S. G. Wakeham. 1998. 
Effect of phytplankton cell geometry on carbon isotope fractionation. Geochim. 
Cosmochim. Acta 62: 69–77. 
Price, G. D., M. R. Badger, F. J. Woodger, and B. M. Long. 2008. Advances in understanding 
the cyanobacterial CO2-concentrating- mechanism (CCM): Functional components, Ci 
transporters, diversity, genetic regulation and prospects for engineering into plants. J. Exp. 
Bot. 59: 1441–1461. doi:10.1093/jxb/erm112 
		 118	
Qin, B., G. Zhu, G. Gao, Y. Zhang, W. Li, H. W. Paerl, and W. W. Carmichael. 2010. A 
drinking water crisis in Lake Taihu, China: Linkage to climatic variability and lake 
management. Environ. Manage. 45: 105–112. doi:10.1007/s00267-009-9393-6 
Rau, G. H., U. Riebesell, and D. Wolf-Gladrow. 1996. A model of photosynthetic 13C 
fractionation by marine phytoplankton based on diffusive molecular CO2 uptake. Mar. Ecol. 
Prog. Ser. 133: 275–285. 
Rau, G. H., D. Wolf-Gladrow, and U. Riebesell. 1997. CO2aq-dependent photosynthetic 13C 
fractionation in the ocean: A model versus measurements. Global Biogeochem. Cycles 11: 
267–278. 
Reinfelder, J. R. 2011. Carbon concentrating mechanisms in eukaryotic marine phytoplankton. 
Ann. Rev. Mar. Sci. 3: 291–315. doi:10.1146/annurev-marine-120709-142720 
Sandrini, G., R. P. Tann, J. M. Schuurmans, S. A. M. van Beusekom, H. C. P. Matthijs, and J. 
Huisman. 2016. Diel variation in gene expression of the CO2-concentrating mechanism 
during a harmful cyanobacterial bloom. Front. Microbiol. 7: 1–16. 
doi:10.3389/fmicb.2016.00551 
Schlüter L, Lauridsen TL, Krogh G, Jørgensen T. 2006. Identification and quantification of 
phytoplankton groups in lakes using new pigment ratios - a comparison between pigment 
analysis by HPLC and microscopy. Freshw Biol. 51: 1474-1485. 
Shapiro, J. 1997. The role of carbon dioxide in the initiation and maintenance of blue-green 
dominance in lakes. Freshw. Biol. 37: 307–323. doi:10.1046/j.1365-2427.1997.00164.x 
Smyntek, P. M., S. C. Maberly, and J. Grey. 2012. Dissolved carbon dioxide concentration 
controls baseline stable carbon isotope signatures of a lake food web. Limnol. Oceanogr. 
57: 1292–1302. doi:10.4319/lo.2012.57.5.1292 
Takahashi, K. 1990. Temporal variations in carbon isotope ratio of phytoplankton in a eutrophic 
lake. Journal of Plankton Research, 12: 799–808. 
Tobias, C., and J.K. Böhlke. 2011. Biological and geochemical controls on diel dissolved 
inorganic carbon cycling in a low-order agricultural stream: Implications for reach scales 
and beyond. Chemical Geology, 283: 18–30. http://doi.org/10.1016/j.chemgeo.2010.12.012 
 Toming, K., L. Tuvikene, S. Vilbaste, and H. Agasild. 2013. Contributions of autochthonous 
and allochthonous sources to dissolved organic matter in a large, shallow, eutrophic lake 
with a highly calcareous catchment. Limnol. Ocean. 58: 1259–1270. 
doi:10.4319/lo.2013.58.4.1259  
Tortell, P. D. 2000. Evolutionary and ecological perspectives on carbon acquisition in 
phytoplankton. Limnol. Ocean. 45: 744–750. 
		 119	
Tranvik, L. J., J. a. Downing, J. B. Cotner, and others. 2009. Lakes and reservoirs as regulators 
of carbon cycling and climate. Limnol. Oceanogr. 54: 2298–2314. 
doi:10.4319/lo.2009.54.6_part_2.2298 
Van Heukelem L, Lewitus A, Kana T, Craft N. 1994. Improved separations of phytoplankton 
pigments using temperature-controlled high performance liquid chromatography. Mar Ecol 
Prog Ser. 114: 303-313. 
Verspagen, J.M. H., D.B. Van de Waal, J.F. Finke, P.M. Visser, E. Van Donk, and J. Huisman. 
2014. Rising CO2 levels sill intensify phytoplankton blooms in eutrophic and hypertrophic 
lakes. PLoS One 9: e104325. doi:10.1371/journal.pone.0104325 
Wang, S., K. M. Yeager, and W. Lu. 2016. Carbon isotope fractionation in phytoplankton as a 
potential proxy for pH rather than for [CO2(aq)]: Observations from a carbonate lake. 
Limnol. Oceanogr. n/a-n/a. doi:10.1002/lno.10289 
Wanninkhof, R. 1992. Relationship between wind speed and gas exchange. J. Geophys. Res. 97: 
7373–7382. doi:10.1029/92JC00188 
Wu, S. K., P. Xie, G.D. Liang, S.B. Wang, X.M. Liang. 2006. Relationships between 
microcystins and environmental parameters in 30 subtropical shallow lakes along the 
Yangtze River, China. Freshwater Biology. 51: 2309–2319. http://doi.org/10.1111/j.1365-
2427.2006.01652.x 
Xu, J., M. Zhang, and P. Xie. 2007. Stable carbon isotope variations in surface bloom scum and 
subsurface seston among shallow eutrophic lakes. Harmful Algae 6: 679–685. 
doi:10.1016/j.hal.2007.02.002 
Xu, J., P. Xie, and J. Qin. 2008. Diel isotopic fluctuation in surface seston and its physiological. 
44: 197–201. doi:10.1051/limn:2008004 
Yu, L., F. Kong, X. Shi, Z. Yang, M. Zhang, and Y. Yu. 2014. Effects of elevated CO2 on 
dynamics of microcystin-producing and non-microcystin-producing strains during 
Microcystis blooms. J. Environ. Sci. 27: 251–258. 
Ziegler, S. E., and M. L. Fogel. 2003. Seasonal and diel relationships between the isotopic 
compositions of dissolved and particulate organic matter in freshwater ecosystems. 
Ecosystems 64: 25-52. doi:10.1023/A:1024989915550 		 	
		 120	
 
 
 
Chapter 5 
Drivers of gas transfer velocity in a shallow, microtidal estuary 
 
5.1 Introduction 
Gas exchange across the air-water interface (F) may be parameterized according to a bulk 
transfer equation (5.1): 𝐹 = 𝑘 × 𝐾C × ΔC     (5.1) 
where F is the flux, ΔC is the air-water concentration gradient, Ko is the gas-specific solubility, 
and k is a gas transfer velocity. While the three factors in this bulk transfer approach each have 
their own uncertainty, the largest source of error is related to the parameterization of gas transfer 
velocity (Upstill-Goddard, 2006; Frankignoulle et al., 1998; Wanninkhof and McGillis, 1999). In 
deep, open-water environments, wind forcing is known to be the dominant factor affecting k, 
which is generally parameterized solely as some non-linear function of wind speed (Broecker 
and Peng 1974; Wanninkhof and McGillis 1999; Wanninkhof et al., 2009). In rivers and streams, 
turbulence reaching the air-water interface is instead generated by friction with the bottom 
(Raymond and Cole 2001; Rosentreter et al., 2016; Maurice et al., 2017). Additional factors like 
variable fetch (Woolf 2005; Vachon and Prairie 2013), turbidity (Abril et al., 2009), wave 
breaking (Woolf 2005; Wanninkhof et al., 2009; Liang et al., 2013; Crosswell et al., 2015), the 
presence of biological surfactants (McKenna and McGillis 2004; Lee and Saylor 2010; Pereira et 
al., 2016; Wanninkhof et al., 2009), water-side thermal convection (MacIntyre et al., 2010; 
Podgrajsek et al., 2014a, Podgrajsek et al., 2014b; Andersson et al., 2017), and chemical 
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enhancement at high pH (Smith 1985; Wanninkhof 1992); may synergistically or 
antagonistically interact to modulate k, depending on the system or time.  
If gas fluxes are directly measured, a transfer velocity can be derived by rearranging 
equation 5.1, such that (5.2): 	𝑘 = ª«¬×­f      (5.2) 
A more universal form of this equation may be assembled by normalizing to a constant Schmidt 
number (ratio of kinematic viscosity to molecular diffusion in water; Sc), in the following 
equation (5.3): 𝑘00 = ª«¬×	­®fgh	×(00 T¯ ){°.±     (5.3) 
where k600 is the gas transfer velocity at a Schmidt number of 600, and Sc is the Schmidt number 
at in-situ temperature and salinity. Once k is determined in this manner, it can be regressed upon 
possible drivers, including most commonly wind speed at a height of 10 m (U10), current 
velocity, or water-side convective velocity (W*W). These empirical relationships allow k to be 
estimated from commonly-measured environmental parameters like U10. Since many factors 
beyond wind speed affect k, parameterizations based solely on measured k vs U10 may produce 
estimates of gas transfer velocity that vary over nearly an order of magnitude (Jiang et al., 2008; 
Mørk et al., 2014). Nevertheless, a number of empirical formulas have been reported in the 
literature; a selection of these relevant to estuarine studies are presented in Figure 5.1. Taken 
together, these parameterizations indicate that variations in k are large, varying by a factor of 2-5 
in the U10 range of 0-12 m s-1. Hence, calculated values of F (equation 5.1) may range over a 
factor of 2-5 depending on the parameterization chosen.  
		 122	
 
Figure 5.1.  Literature comparison of k parameterizations for estuaries 
Since estuaries are often shallow, relatively long and narrow, and biologically productive, 
all of the factors discussed earlier (e.g. surfactants, water current, turbidity, etc.) may at times 
influence the physics of gas exchange, making the exercise of deriving a realistic value for k a 
challenging one. Given this complexity, in addition to the ‘spaghetti graph’ of Figure 5.1, the 
best (or only) choice available to the researcher may be to simply assume a constant value for k 
(Borges et al., 2003; Borges et al., 2005; Abril et al., 2014). Two meta-analyses published in the 
past 20 years on this topic emphasize that the lack of direct measurements of k significantly 
hampers our ability to parameterize air-water gas exchange in estuaries, and that care should be 
given when choosing values of k, with respect to location-dependent controls on gas exchange 
(Raymond and Cole 2001; Upstill-Goddard 2006). Clearly, more work is needed to better 
understand the factors exerting leverage on gas exchange in estuaries. In this chapter, we will 
first briefly discuss the current state of the field, and then use an eddy covariance dataset 
collected in the New River estuary (NewRE) to derive an estuary-specific k parameterization. 
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5.2 Methods 
 Between May and October 2017, measurements were made in the upper New River 
estuary, NC, in an effort to simultaneously constrain values of F, Ko, and ΔC, allowing k to be 
calculated according to equation 5.2. All samples were collected and equipment was deployed at 
the end of a ~100 m dock extending into the estuary, depicted in Figure 5.2. A membrane-based 
CO2 analyzer and data logger (C-sense, Turner Designs, USA) was used to record in-situ pCO2, 
while water temperature (TW) and salinity (Sal) were measured with a co-located datasonde 
(YSI-6600, Yellow Springs, USA). An eddy covariance (EC) system was deployed at the same 
location. This EC system consisted of a sonic anemometer (WindMaster Pro, Gill Instruments 
Ltd., UK) and a closed-path CO2 analyzer (LI-7200, LI- COR Biosciences, USA), recording 
three-component wind velocity and atmospheric CO2 concentration respectively at a frequency 
of ~10 Hz. The accuracy of these measurements (as indicated by the manufacturer) is +/- 1% and 
1.5% of the reading, for CO2 and wind speed, respectively. The measured horizontal wind 
component (at 3.5 m) was shifted to a standard height of 10 m (U10) following Large and Pond 
(1981). EC CO2 flux was initially calculated at 10-minute intervals, then aggregated by hour in 
order to match the measurement frequency of water-side pCO2 measurements. Because the EC 
tower was deployed on the east side of the NewRE, F was only determined when hourly-average 
wind direction was in a 110 o range between 221-331o (~57% of 10-min wind data), in an effort 
to exclude F values influenced by the land. Favorable wind directions were encountered during 
much of the study period (Figure 5.3). A variety of further QA/QC steps were applied, including  
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Figure 5.2 Site map (a), showing location of EC tower (b) and in-situ sensors (c). Black arrows 
indicate wind directions for which CO2 fluxes could be calculated.  
 
Webb correction (Webb et al., 1980), and the removal of anomalous high and low k values (> 40 
or < -5 cm hr-1), accounting for 32% of hourly records. The high bound for k (40 cm s-1) was set 
at approximately 4 standard deviations (s = 8.3 cm s-1) from the mean value (7.9 cm s-1), while 
the low bound was chosen to exclude measured F values that were drastically different in 
magnitude and direction from ΔpCO2. Additionally, because ΔpCO2 is in the denominator of 
equation 5.3, calculated k600 will approach infinity as ΔpCO2 approaches 0. Therefore, values of 
ΔpCO2 between -75 and +75 µatm were excluded (removing and additional ~17% of hourly 
measurements), in order to avoid calculating erroneously high k.  
110o 
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Figure 5.3 Wind rose of 10-minute U10 data; color corresponds to wind speed (m s-1). Black 
arrows show wind directions for which CO2 fluxes were calculated (i.e. 221-331o). 
 
5.3 Results and Discussion 
5.3.1 CO2 Fluxes 
Throughout the ~6-month deployment, surface water pCO2 exhibited a strong diel signal, 
where maximum values most often occurred pre-dawn, and minima occurred in the late 
afternoon or early evening (Figure 5.4). In many cases, pCO2 transitioned from below 
equilibrium with the atmosphere to above over single diel cycles. This is in direct opposition to 
the thermodynamic effect of SST-dependent solubility, which acts to increase pCO2 during the 
day as water warms. This factor, in addition to the observation that DO and pCO2 were strongly 
inversely related (Figure 5.4), indicates that biological processes of respiration and production 
controlled spatial and temporal variations in pCO2.  Air-water CO2 exchange (F) exhibited a 
similar diel signal, high at night and low F during the day, but was much more variable than 
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pCO2. Averaged over the entire deployment, F was 0.48 mmol m-2 hr-1, 29% below the average 
of 0.68 mmol m-2 hr-1 reported in Van Dam et al., (2018), and approximately mid-way between  
 
Figure 5.4 Time-series plot of (a) pCO2 (µatm) over the entire study period, (b) wind speed (m s-
1), and CO2 flux (mmol m-2 hr-1), for a small subset of data in late July 2017, and (c) surface 
water pCO2 (µatm, colored by DO % saturation), atmospheric pCO2, as well as water and air 
temperature, over the same time period. The horizontal black line in subplots (a) and (b) 
represents approximate air-water equilibrium with respect to pCO2. The dotted line in (a) 
represents the long-term average of CO2 flux (0.48 mmol m-2 hr-1).  
 
the values reported in Crosswell et al., (2017) for 2013-2014 and 2014-2015 (-0.023 and 2.3 
mmol m-2 hr-1 respectively). Winds were generally moderate, not exceeding 14 m s-1 as a 30-
minute average, and were dominated by a sea breeze, land breeze oscillation (Figure 5.3). As 
with F, wind speed exhibited a diel pattern, with high velocity during the late afternoon giving 
way to low wind speed at night. Diel patterns in F and wind speed were often exactly out of 
phase, such that minimum wind speed coincided with maximum F, and maximum wind speed 
corresponded with minimum F.  
Given the small size of the NewRE, and the placement of the EC tower on the eastern 
shore, fetch will vary between ~1-4 km with wind direction (Figure 5.2), a distance that is likely 
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sufficient to allow the signal from air-water exchange to be expressed (James Edson, personal 
comm, 2018). However, it remains possible that processes occurring beyond the western shore 
(dominated by pine forest) could affect our measurements of F, especially at high wind speed. 
To assess the importance of this ‘footprint overlap’ problem, the standard deviation of F was 
plotted against wind direction (Figure 5.5). If an F signal from surrounding terrestrial systems 
was present in our dataset, it stands to reason that certain wind directions would be more 
problematic than others, due to a shorter fetch. Thus, a ‘footprint overlap’ issue may become 
manifest as an increase in the standard deviation of F at certain wind directions. Our analysis 
shows no clear trend of standard deviation F with wind direction, suggesting that ‘footprint 
overlap’ error was likely minor, relative to other sources of variability (Figure 5.5). Nevertheless, 
we cannot completely discount ‘footprint overlap’ as a potential source of error in our CO2 flux 
measurements. 
 
Figure 5.5 Plot of CO2 Flux (mmol m-2 hr-1; +/- SD), standard deviation of CO2 flux (blue line), 
and count of hourly averages (orange line), placed into 10o bins of wind direction.  
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CO2 flux may be determined by a variety of approaches, all of which include different 
assumptions, limitations, and strengths. In this study, we measured CO2 flux directly by EC, but 
also measured surface water pCO2, wind speed, temperature and salinity, from which a bulk-
transfer flux can be calculated by equation 5.1. Hence, we can compare these two independent 
determinations of CO2 flux, and assess the degree to which these approaches agree. In Figure 
5.6a, the bulk-transfer model of Jiang et al. (2008), along with the combined model derived in 
this study (Table 1) are plotted against EC measured CO2 flux. All hourly averages that fell 
within the wind-direction limits (section 5.2) were used, and data were not filtered by ΔpCO2 and  
		  
Figure 5.6. Relationship between hourly average measured (a) CO2 flux (by EC) and CO2 flux 
determined by a bulk model based on the ‘combined and binned’ parameterization in Table 5.1. 
(r2=0.31), and Jiang et al. (2008) (r2=0.29). Histogram of residuals (b) from the 1:1 line.  
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k. Modeled and measured CO2 fluxes were clearly correlated, but these wind speed based models 
could only explain 29 and 31% of the variance in measured flux, respectively (Figure 5.6a). 
Furthermore, most of the points fall above the 1:1 line, indicating that, in this estuary, the bulk-
transfer approach may overestimate actual CO2 flux. The average residuals from the 1:1 line 
were 0.361 ± 0.10 mmol m-2 hr-1 (this study) and 0.391 ± 0.12 mmol m-2 hr-1 (Jiang et al., 2008), 
both of which are significantly greater than 0 (p < 0.0001). However, residuals between modeled 
and measured CO2 flux was not different between the two parameterizations used here (p = 
0.70). From this, we can infer that the bulk-transfer approach generally captures the direction of 
measured CO2 flux, but overestimates it by a significant margin. However, the degree to which 
the bulk-transfer approach overestimates the measured flux is insensitive to the choice of k 
parameterizations used here.  
 
5.3.2 Gas Transfer Velocity  
Calculated gas transfer velocity, k, was 7.9 (+/- 8.1 SD) cm hr-1 as an average over the 
entire study period. This is within the range of what would be expected from the U10 based gas 
transfer parameterizations derived from the literature (~2-20 cm s-1), given our average U10 of 
4.3 m s-1 (Figure 5.1), and is remarkably close to the exchange coefficient chosen in the 
pioneering study of Frankignoulle et al. (1998), which was 8 cm hr-1. In contrast with most open-
ocean and coastal studies (Wanninkhof and Mcgillis, 1999; Wanninkhof et al., 2009), the 
relationship between hourly-average k and U10 was very weak (R2=0.069; Figure 5.7), suggesting 
that wind did not exert a strong control on short-term variations in gas exchange. It may also be 
that short-term variability (hourly or less) contributes to scatter in this relationship. Nevertheless, 
when data were placed into 1.5 m s-1 bins of wind-speed, a significant and positive relationship 
between k and U10 is observed (R2=0.77; Figure 5.7b). The choice of a 2 m s-1 bin size resulted in 
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an unreasonably small number of bins, while a 1 m s-1 bin size resulted in an insufficient number 
of measurements at high wind speed, after data were split by night and day (see later). The act of 
binning k by U10 removes the variability inherent in the un-binned dataset and artificially inflates 
R2, yet remains a common practice (Cole and Caraco 1998; Wanninkhof and Mcgillis, 1999; 
McGillis et al., 2004; Borges et al., 2004;	Prytherch et al., 2010). Over the range of 2 < U10 < 6 
m s-1, both linear and non-linear fits derived here are within the range of other parameterizations 
taken from the literature (Figure 5.9); however, our day-time fits generate relatively low k values 
at U10 > 6 m s-1, and nighttime polynomial fits produce high k values at U10 less than ~2 m s-1. 
Curiously, k was higher on average during the night (9.1 +/- 7.4 cm hr-1) than during daytime 
hours (6.9 +/- 8.8 cm hr-1), although a t-test indicates this difference was not significant (p = 
0.030). At mild wind speeds of U10 < 4 m s-1, however, average k was significantly lower (p = 
0.001) during the day (3.9 cm hr-1) than during the night (8.6 cm hr-1). Hence, it is not surprising 
that correlations between U10 and k were significantly improved when coarsely separated by day 
and night (Figure 5.7c,d). This phenomenon has been observed before in rivers (Berg and Pace, 
2017), lakes (Crusius	and	Wanninkhof 2003; MacIntyre 2010; Vachon and Prairie, 2013; 
Podgrajsek et al., 2014a; Podgrajsek et al., 2014b; Erkkilä et al., 2018), reservoirs (Liu et al., 
2016), high-latitude fjords (Andersson et al., 2017), and the open ocean (McGillis et al., 2004; 
Rutgersson et al., 2011). However, a brief literature search found no such effect documented in a  
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Figure 5.7. Relationship between U10 and k, showing (a) all data (R2 = 0.069), (b) all data split 
by day and night (R2 = 0.11 and 0.16), (c) all data binned at 1.5 m s-2 intervals (R2 = 0.77), and 
(d) binned day and night (R2 = 0.89 and 0.92). 
 
representative mid-latitude estuary. In concept, this day-night difference may be related to the 
stability of the air-water boundary layer. Here, the exchange of sparingly soluble gasses (CO2, 
CH4, etc.) across the air-water interface is limited by the size of the water-side diffusive 
boundary layer (DBL), across which dissolved gasses must diffuse to pass across the air-water 
interface, while other highly soluble gasses (SO2, DMS, O3, etc.) are limited by air-side 
processes (Upstill-Goddard 2006; Wanninkhof et al., 2009). Factors that decrease the size of this 
DBL (waves, wind, etc) will accelerate the rate of gas exchange. Solar heating of the water  
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Figure 5.8 Conceptual diagram of the air-water boundary layer, highlighting the role of surface 
heating/cooling on the water-side DBL. 
 
surface can create a thermally stratified layer, increasing the size of the DBL (Figure 5.8). 
Conversely, heat flux from the water towards the atmosphere can create a ‘cool skin’ at the 
water’s surface, causing convection in the water-side boundary layer, effectively decreasing the 
size of the diffusive boundary layer. Hence, it may be expected that at low wind speed, water-
side convection will enhance gas exchange during the night, or other times when net heat fluxes 
are towards the atmosphere (MacIntyre et al., 2010). In the present study, the k vs U10 
relationship is linear during the day, but is best described by a second order polynomial during 
the night, where k increases as wind speed falls below 2-4 m s-1 (Figure 5.7c,d). Podgrajsek et al. 
(2014a) found a similar threshold in a shallow, boreal lake, where water-side convection was 
significant at U10 below 6 m s-1. Best-fit equations describing k parameterizations for day, night, 
and combined values, including both binned (by U10) and un-binned relationships are given in 
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Table 1. Future work should focus on quantifying the impact of water-side convection on gas 
transfer in estuaries, a topic which is only qualitatively examined here. 
Table 5.1. Best-fit equations and correlation coefficients for U10 (m s-1) vs k (cm hr-1) 
parameterization.  
 Day Night Combined 
Binned k = 1.21 × U10 + 1.29 R2 = 0.89 
k = 23.7 – (8.8 × U10 ) + (1.07 × U102) 
R2 = 0.92 
k = 0.99 × U10 + 3.9  
R2 = 0.77 
Un-
binned 
k = 1.34 × U10 + 1.47  
R2 = 0.11 
k = 20.4 – (6.9 × U10 ) + (0.86 × U102)  
R2 = 0.16 
k = 1.14 × U10 + 2.9  
R2 = 0.069 
 
 
Figure 5.9 Literature comparison of k parameterizations for estuaries, updated with the results of 
this study.  
 
5.3.3 Significance to estuarine CO2 emissions 
Prior studies show that CO2 emissions from the NewRE are small (-0.023 to 2.3 mmol C 
m-2 hr-1) and vary with interannual changes in freshwater loading (Crosswell et al., 2017; Van 
Dam et al., 2018). These estimates used identical methods to constrain air-water CO2 gradients 
and to parameterize bulk transfer. The k vs U10 parameterization of Jiang et al, (2008) was used 
in both studies because it represents a compilation of previous work, and is thus a reasonable  
‘middle of the road’ approach. In constructing a large C budget for the NewRE, Crosswell et al. 
(2017) ascribed the uncertainty in the air-water CO2 exchange component to the upper and lower 
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bounds of gas transfer using the k parameterizations of Prytherch et al. (2010) and Ho et al. 
(2006), respectively. It is important to note that all of these parameterizations were constructed 
for systems with different physical characteristics from the NewRE, and it remains unclear how 
far they can be extended and still remain valid. To this end, a simple comparison was made, by 
calculating average CO2 fluxes using the identical 2014-2016 dataset from Van Dam et al. 
(2018), and comparing the effect of different k parameterizations on computed fluxes. Figure 
5.10 shows these results, where the size of the bar represents the average CO2 flux (mmol m-2 hr-
1) determined using the indicated approach, and the error bar indicates the standard deviations of 
daily average CO2 fluxes, which were determined by linearly interpolating ΔpCO2 measurements 
between sampling dates (detail in Van Dam et al., 2018). All of the parameterizations derived in  
  
Figure 5.10. Average NewRE CO2 flux (2014 -2016) with different parameterizations. Jiang et 
al. (2008) was used to derived the flux presented in Van Dam et al., (2018). Error bars represent 
the standard deviation of interpolated daily average CO2 flux. 
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this study produce annual CO2 fluxes within 15% of the value derived from the Jiang et al. 
(2008) parameterization, and none are significantly different (Figure 5.10). Clearly, daily to 
seasonal variation in pCO2, rather than k parameterization, overwhelms the uncertainty in 
calculated CO2 emissions, when assessed on an annual scale. Interestingly, when fluxes were 
calculated from an average k (7.9 cm hr-1), annual fluxes were not different from when U10-based 
parameterizations were used. Hence, when long-term CO2 flux estimates are desired for systems 
where no specific information exists regarding gas transfer, an appropriate approach may be to 
simply derive one estimate for k, rather than introducing additional uncertainty due to U10 
measurement and k fitting. This is not to say that wind, currents, and other physical factors are 
insignificant, they are in fact the drivers of gas transfer; instead, we simply propose that over 
coarse time scales of months to years, these factors tend to converge on intermediate k values. 
However, when k is resolved at finer temporal resolution, it will at some point become necessary 
to account for some of these factors, namely U10 and water-side convection.  
 
5.4 Conclusion and Recommendations 
5.4.1 Future research goals 
In this chapter, the current literature regarding air-water gas transfer in estuaries was 
discussed, and an eddy covariance dataset was used to assess the physical forcing of CO2 flux in 
the NewRE. A secondary goal of this research was to fill a current research gap by constructing a 
model parameterization of k applicable to other similar estuaries. While we were able to 
constrain a relationship between wind speed (U10) and k, we found that this relationship varied 
significantly between night and day. The fundamental altering of the relationship from a linear 
relationship during the day to a polynomial relationship at night is likely attributed to differences 
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in water-side convection, a factor that is only qualitatively discussed. A goal of future research is 
to quantitatively define this relationship. Approaches already exist in the literature through which 
this may be accomplished (Rutgersson et al., 2011; Podgrajesk et al., 2014a; Andersson et al., 
2017; Erkkilä et al., 2018). For example, if heat fluxes (a product of the eddy covariance dataset) 
are calculated, they may be combined with a simple radiation budget to calculate air-water 
buoyancy fluxes according to equation (5.4): 𝐵 = ³×'×´µ¯8×¶8 + ³×·¸×´¹º×¶8      (5.4) 
where the buoyancy flux (B) is proportional to the total heat flux (Qh), which is the sum of 
sensible and latent heat flux (Ql), and longwave and shortwave radiation. Gravitational 
acceleration (g), thermal expansion (a), specific heat of water (cw), latent heat of vaporization 
(λ), saline expansion coefficient (βs), and water density (ρw) are constants and calculated values. 
By convention, positive values of B indicate buoyancy loss to the atmosphere. Because the 
buoyancy of water is proportional to the vertical density gradient, factors that influence the 
density of surface water also influence the buoyancy of the surface diffusive boundary layer 
(DBL). When the surface DBL loses density to the atmosphere, it becomes more buoyant, and 
more stably configured, thereby increasing the distance through which gas must diffuse to 
exchange between the water and the atmosphere (Figure 5.6). When the surface layer gains 
density (i.e. positive Qh), buoyancy is lost, which in turn, causes vertical mixing or at least 
shrinking of the DBL.  
Following the calculation of B, a water-side convective velocity scale (w*) may be 
defined as (5.5): 𝑤∗ = 𝐵 × ℎw½      (5.5) 
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where h is the mixed layer depth. Hence, a larger buoyancy flux (B) or mixed layer depth (h) will 
result in increased convective overturning and a decrease in the water-side resistance to gas 
transfer. Similarly, a water-side friction velocity scale, u*w, can be defined as (5.6): 
𝑢∗& = 𝑢∗' × r¶¾¶8yL $        (5.6) 
where ρa is the density of air, and u*a is the atmospheric friction velocity, which can be derived 
directly from EC measurements (Erkkilä et al., 2018). Imberger (1985) suggests that water-side 
convection exceeds wind-driven turbulence when the ratio of u*w to w* is less than 0.75, although 
recent work indicates that there may not be such a simple threshold across which wind or water-
side convection becomes most important (Podgrajesk et al., 2014). Nevertheless, it remains 
sensible that if the ratio of u*w to w* decreases, or h deepens, then water-side convection will 
become increasingly significant.  
While future studies quantifying w* will help to constrain the atmospheric and water-side 
mechanisms responsible for forcing air-water gas exchange, they will do nothing to inform future 
investigations that continue to rely on bulk-transfer approaches. For this approach, some estimate 
of k will still need to be made in order to parameterize gas transfer. Hence, a key goal of future 
efforts should be to find some practical variable that correlates strongly with, and is 
mechanistically linked with, w*. Holding radiative forcing and relative humidity constant, it 
seems likely that the air-water temperature gradient (ΔT) will exert strong leverage on both B, as 
well as w*. If a reasonably strong correlation between ΔT (or some related variable) and w* 
exists, then k parameterizations could be built incorporating this relationship. Since the 
measurement of SST is required in equation 5.1 (temperature-dependence of Ko), and air-
temperature is commonly measured along with U10, the incorporation of such a variable (ΔT, 
etc), into a k parameterization seems appropriate. Incorporating an estimate of w* into models of 
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k will help to close the gap between direct measurements of air-water CO2 exchange, and those 
made using bulk-transfer equations. This is a particularly pressing issue in estuaries, where 
water-side convection may be an important driver of gas transfer (Upstill-Goddard 2006; 
Podgrajsek et al., 2014a), but information does not yet exist providing reasonable ways to 
incorporate this factor into bulk-transfer equations. 
5.4.2 Recommendations 
 Much progress has been made in the past two decades constraining the physical factors 
driving air-water gas exchange in the ocean, as well as in lakes and rivers. However, estuaries 
remain less-well understood, and the question still persists: how can an appropriate value for k be 
chosen in cases where it cannot be measured in these complex coastal systems? Over seasonal to 
annual time scales, we show that vastly different method of parameterization yield essentially the 
same result, so it may be reasonable to simply assume an average k value. Over time, it appears 
that the physical factors driving air-water exchange tend to wash out, causing k to converge on 
some representative value. However, when shorter timescales are assessed, as when diel 
variations in F are used to diagnose ecosystem metabolism, it may be necessary to somehow 
account for the factors associated with convective mixing. Unfortunately, no method currently 
exists to incorporate estimates of w* into estuarine k parameterizations without measuring it 
directly. The best approach we can offer is to simply parameterize k differently during the night, 
when convective forcing is likely most significant, perhaps using a polynomial-like function 
shown in Table 1, where k ~ (U102). In essence, we argue that k can be characterized by a simple 
linear function of wind speed during the day (k ~ U10), or a function of wind speed and 
convective velocity scale during the night (k ~ U10 ,w*). Future work will both refine the k 
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parameterizations presented here, and attempt to strengthen them by deriving some easy-to-
measure variable (i.e; ΔT, etc) that can be quantitatively linked with w*.  
		 140	
REFERENCES 
 
Abril, G., Commarieu, M. V., Sottolichio, A., Bretel, P., & Guérin, F. (2009), Turbidity limits 
gas exchange in a large macrotidal estuary. Estuarine, Coastal and Shelf Science, 83(3), 
342–348. https://doi.org/10.1016/j.ecss.2009.03.006 
Abril, G., Martinez, J.-M., Artigas, L. F., Moreira-Turcq, P., Benedetti, M. F., Vidal, L., … 
Roland, F. (2014), Amazon River carbon dioxide outgassing fuelled by wetlands. Nature, 
505(7483), 395–8. https://doi.org/10.1038/nature12797 
Andersson, A., Falck, E., Sjöblom, A., Kljun, N., Sahlée, E., Omar, A. M., & Rutgersson, A. 
(2017), Air-sea gas transfer in high Arctic fjords. Geophysical Research Letters, (44), 
2519–2526. https://doi.org/10.1002/2016GL072373 
Borges, A. V., Djenidi, S., Lacroix, G., Theate, J., Delille, B., & Frankignoulle, M. (2003), 
Atmospheric CO2 flux from mangrove surrounding waters. Geophysical Research Letters, 
30(11), 1558. https://doi.org/10.1029/2003GL017143 
Borges, A. V., Delille, B., Schiettecatte, L., Gazeau, F., Abril, G., & Frankignoulle, M. (2004), 
Gas transfer velocities of CO2 in three European estuaries ( Randers Fjord, Scheldt, and 
Thames). Limnology and Oceanography, 49(5), 1630–1641. 
Borges, A. V. (2005), Do We Have Enough Pieces of the Jigsaw to Integrate CO2 Fluxes in the 
Coastal Ocean? Estuaries, 28(1), 3–27. 
Broecker, W. S., & Peng, T.-H. (1974), Gas exchange rates between air and sea. Tellus, 26(1–2), 
21–35. https://doi.org/10.1111/j.2153-3490.1974.tb01948.x 
Cole, J. J., & Caraco, N. F. (1998). Atmospheric exchange of carbon dioxide in a low-wind 
oligotrophic lake measured by the addition of SF6. Limnology and Oceanography, 43(4), 
647–656. https://doi.org/10.4319/lo.1998.43.4.0647 
Crosswell, J. R. (2015), Bubble Clouds in Coastal Waters and Their Role in Air-Water Gas 
Exchange of CO2. Journal of Marine Science and Engineering, 3(3), 866–890. 
https://doi.org/10.3390/jmse3030866 
Crosswell, J. R., Anderson, I. C., Stanhope, J. W., Van Dam, B., Brush, M. J., Ensign, S., … 
Paerl, H. W. (2017), Carbon budget of a shallow, lagoonal estuary: Transformations and 
source-sink dynamics along the river-estuary-ocean continuum. Limnology and 
Oceanography. https://doi.org/10.1002/lno.10631 
Crusius, J., & Wanninkhof, R. (2003), Gas transfer velocities measured at low wind speed over a 
lake. Limnology and Oceanography, 48(3), 1010–1017. 
https://doi.org/10.4319/lo.2003.48.3.1010 
		 141	
 Erkkilä, K.-M., Mammarella, I., Bastviken, D., Biermann, T., Heiskanen, J. J., Lindroth, A., … 
Ojala, A. (2018), Methane and carbon dioxide fluxes over a lake: comparison between eddy 
covariance, floating chambers and boundary layer method. Biogeosciences Discussions, 1–
29. https://doi.org/10.5194/bg-2017-56 
Frankignoulle, M., Abril, G., Borges, A., Bourge, I., Canon, C., Delille, B., … Theate, J. (1998), 
Carbon dioxide emission from european estuaries. Science, 282(5388), 434–6. Retrieved 
from http://www.ncbi.nlm.nih.gov/pubmed/9774261 
Ho, D. T., Law, C. S., Smith, M. J., Schlosser, P., Harvey, M., & Hill, P. (2006), Measurements 
of air-sea gas exchange at high wind speeds in the Southern Ocean: Implications for global 
parameterizations. Geophysical Research Letters, 33(16), L16611. 
https://doi.org/10.1029/2006GL026817 
Jiang, L.-Q., Cai, W.-J., & Wang, Y. (2008), A Comparative Study of Carbon Dioxide 
Degassing in River- and Marine-Dominated Estuaries. Limnology and Oceanography, 
53(6), 2603–2625. 
Large, W., & Pond, S. (1981), Open Ocean Momentum Flux Measurements in Moderate to 
Strong Winds. Journal of Physical Oceanography, 11, 324–336. 
Lee, R. J., & Saylor, J. R. (2010), The effect of a surfactant monolayer on oxygen transfer across 
an air/water interface during mixed convection. International Journal of Heat and Mass 
Transfer, 53(17–18), 3405–3413. https://doi.org/10.1016/j.ijheatmasstransfer.2010.03.037 
Liang, J.-H., Deutsch, C., McWilliams, J. C., Baschek, B., Sullivan, P. P., & Chiba, D. (2013), 
Parameterizing bubble-mediated air-sea gas exchange and its effect on ocean ventilation. 
Global Biogeochemical Cycles, 27(3), 894–905. https://doi.org/10.1002/gbc.20080 
Liu, H., Zhang, Q., Katul, G. G., Cole, J. J., Chapin, F. S., MacIntyre, S., … H, Z. Q. and L. 
(2016), Large CO2 effluxes at night and during synoptic weather events significantly 
contribute to CO2 emissions from a reservoir. Environmental Research Letters, 11(6), 
64001. https://doi.org/10.1088/1748-9326/11/6/064001 
MacIntyre, S., Jonsson, A., Jansson, M., Aberg, J., Turney, D. E., & Miller, S. D. (2010), 
Buoyancy flux, turbulence, and the gas transfer coefficient in a stratified lake. Geophysical 
Research Letters, 37(24), 2–6. https://doi.org/10.1029/2010GL044164 
Maurice, L., Rawlins, B. G., Farr, G., Bell, R., & Gooddy, D. C. (2017), The influence of flow 
and bed slope on gas transfer in steep streams and their implications for evasion of CO2. 
Journal of Geophysical Research: Biogeosciences, 1–14. 
https://doi.org/10.1002/2017JG004045 
McGillis, W. R., Edson, J. B., Zappa, C. J., Ware, J. D., McKenna, S. P., Terray, E. A., … Feely, 
R. A. (2004), Air-sea CO2 exchange in the equatorial Pacific. Journal of Geophysical 
Research C: Oceans, 109(8), 1–17. https://doi.org/10.1029/2003JC002256 
		 142	
McKenna, S. P., & McGillis, W. R. (2004), The role of free-surface turbulence and surfactants in 
air-water gas transfer. International Journal of Heat and Mass Transfer, 47(3), 539–553. 
https://doi.org/10.1016/j.ijheatmasstransfer.2003.06.001 
Pereira, R., Schneider-Zapp, K., & Upstill-Goddard, R. C. (2016), Surfactant control of gas 
transfer velocity along an offshore coastal transect: Results from a laboratory gas exchange 
tank. Biogeosciences, 13(13), 3981–3989. https://doi.org/10.5194/bg-13-3981-2016 
Podgrajsek, E., Sahlée, E., & Rutgersson, A. (2014a), Diel cycle of lake-air CO2 flux from a 
shallow lake and the impact of waterside convection on the transfer velocity. Journal of 
Geophysical Research: Biogeosciences, 119, 487–507. 
https://doi.org/10.1002/2013JG002552.Received 
Podgrajsek, E., Sahlée, E., Bastviken, D., Holst, J., Lindroth, A., Tranvik, L., & Rutgersson, A. 
(2014b), Comparison of floating chamber and eddy covariance measurements of lake 
greenhouse gas fluxes. Biogeosciences, 11(15), 4225–4233. https://doi.org/10.5194/bg-11-
4225-2014 
Prytherch, J., Yelland, M. J., Pascal, R. W., Moat, B. I., Skjelvan, I., & Srokosz, M. a. (2010), 
Open ocean gas transfer velocity derived from long-term direct measurements of the CO2 
flux. Geophysical Research Letters, 37(23), n/a-n/a. https://doi.org/10.1029/2010GL045597 
Raymond, P. A., & Cole, J. J. (2001), Gas Exchange in Rivers and Estuaries: Choosing a Gas 
Transfer Velocity. Estuaries, 24(2), 312–317. 
Rosentreter, J. A., Maher, D. T., Ho, D. T., Call, M., Barr, J. G., & Eyre, B. D. (2016), Spatial 
and temporal variability of CO2 and CH4 gas transfer velocities and quantification of the 
CH4 microbubble flux in mangrove dominated estuaries. Limnology and Oceanography, 
62(2), 562–578. https://doi.org/10.1002/lno.10444 
Rutgersson, A., Smedman, A., & Sahle, E. (2011), Oceanic convective mixing and the impact on 
air-sea gas transfer velocity. Geophysical Research Letters, 38(2), 1–5. 
https://doi.org/10.1029/2010GL045581 
Smith, S. (1985), Physical, chemical and biological characteristics of CO2 gas flux across the air-
water interface. Plant, Cell and Environment, 8, 387–398. 
Upstill-Goddard, R. C. (2006), Air–sea gas exchange in the coastal zone. Estuarine, Coastal and 
Shelf Science, 70(3), 388–404. https://doi.org/10.1016/j.ecss.2006.05.043 
Vachon, D., & Prairie, Y. T. (2013), The ecosystem size and shape dependence of gas transfer 
velocity versus wind speed relationships in lakes. Canadian Journal of Fisheries and 
Aquatic Sciences, 70(August), 1757–1764. https://doi.org/10.1139/cfjas-2013-0241 
Van Dam, B. R., Crosswell, J. R., Anderson, I. C., & Paerl, H. W. (2018), Watershed-scale 
drivers of air-water CO2 exchanges in two lagoonal, North Carolina (USA) estuaries. 
		 143	
Journal of Geophysical Research: Biogeosciences, 1–17. 
https://doi.org/10.1002/2017JG004243 
Wanninkhof, R. (1992), Relationship Between Wind Speed and Gas Exchange. Journal of 
Geophysical Research, 97(92), 7373–7382. https://doi.org/10.1029/92JC00188 
Wanninkhof, R., & Mcgillis, W. R. (1999), A cubic relationship between air-sea CO2 exchange 
and wind speed. Geophysical Research Letters, 26(13), 1889–1892. 
Wanninkhof, R., Asher, W. E., Ho, D. T., Sweeney, C., & McGillis, W. R. (2009), Advances in 
Quantifying Air-Sea Gas Exchange and Environmental Forcing. Annual Review of Marine 
Science, 1(1), 213–244. https://doi.org/10.1146/annurev.marine.010908.163742 
Webb, E. K., Pearman, G.I., and R. Leuning (1980), Correction of flux measurements for density 
effects due to heat water vapor transport, Q. J. R. Meteorol. Soc., 106,85–100 
Woolf, D. K. (2005), Parametrization of gas transfer velocities and sea-state-dependent wave 
breaking. Tellus, Series B: Chemical and Physical Meteorology, 57(2), 87–94. 
https://doi.org/10.1111/j.1600-0889.2005.00139.x 
 	 	
		 144	
APPENDIX 
 
 
 
Table A1. Gas transfer velocity sensitivity analysis for the NeuseRE (top) and NewRE (bottom) 
 
 
 
   Measured  Expected % Difference 
 
Survey 
Date 
Discharge 
(m3/s) 
DOC 
(µM) 
DIC 
(µM) 
TDN 
(µg L-1) 
DOC 
(µM) 
DIC 
(µM) 
TDN 
(µg L-1) 
DOC 
(µM) 
DIC 
(µM) 
TDN 
(µg L-1) 
New 
River 
9/15/15 1.1 929 1615 127 637 1871 156 46 -14 -19 
10/5/15 37.5 2174 507 115 1560 389 128 39 30 -10 
11/5/15 7.1 1314 902 133 1022 818 140 29 10 -5 
Neuse 
River 
9/14/15 28.3 527 631 68 520 567 60 1 11 14 
9/29/15 36.1 559 825 53 541 532 62 3 55 -15 
10/12/15 209.2 894 325 61 723 337 77 24 -3 -21 
10/29/15 28.0 526 708 81 519 569 60 1 25 35 
Table A2. River end-member DOC/DIC/DIN values for each survey date, along with the 
expected concentration derived from the best-fit equations shown in Figure 4. The % difference 
columns are color-coded such that measured solute concentrations in excess of expected values 
appear in red, while those lower than expected appear in blue. 
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Figure A1. Sensitivity of CO2 flux to different gas transfer velocity parameterizations  
 
 
Figure A2. Time-series plot of average FW age (days) for the NeuseRE (solid line) and NewRE 
(dashed line). 
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Figure A3. Modeled changes in pH due to an increase in atmospheric pCO2 of 380 to 800 µatm. 
 
 
Figure A4. Distance versus property plots for ∆Salinity (calculated as bottom-surface) and 
bottom water DO (mg L-1) in the NeuseRE (a) and NewRE (b). The horizontal black line in the 
DO plot is a reference for low oxygen conditions, not hypoxia or anoxia.  
 
		 147	
 
 
Figure A5. Rayleigh distillation  
 
 
  
Figure A6.  Time-series plot of calcite saturation state (Ω) and pH.  	
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