Denote by G = U(p, q) the orthogonal group of the sesqui-linear quadratic form [x, y] = x 1 y 1
Introduction
Let G = U(p, q) be the orthogonal group of the sesqui-linear quadratic form on C n (n = p + q) given by [x, y] = x 1 y 1 + · · · x p y p − x p+1 y p+1 − · · · − x p+q y p+q , and let H 1 ≃ U(p − 1, q) be the stabilzer in G of the first unit vector e 1 of C n . We are going to show:
Theorem 1 The pair (G, H 1 ) is a generalized Gelfand pair.
Let us recall the definition of generalized Gelfand pair (see [6] Theorem 1 is certainly true for p = 1, the Riemannian case. However in this case a much stronger result holds: any irreducible unitary representation of G decomposes, when restricted to the compact subgroup H 1 , multiplicity free. This was proved by Koornwinder in [4] using a criterion which reads as follows: any continuous function F on G satisfying F (h 1 gh
A criterion
We shall formulate here a criterion (Theorem 2) which implies Theorem 1. Let H be the subgroup H = H 0 × H 1 of G where H 0 = U(1). So any element of H has the form Theorem 2 Let l ∈ Z be fixed. Any distribution T on G satisfying
This theorem implies Theorem 1, see [5] .
Proof of Theorem 2
The idea of the proof was laid down in [2] . Let X 1 be the space defined by
Then X 1 ≃ G/H 1 , the isomorphism being given by p :
, where e 1 is the first standard unit vector in C n . Let D(X 1 ) denote the space of complex-valued C ∞ -functions on X 1 with compact support. The left G-action on X 1 induces a representation U of G on D(X 1 ) and by inverse transposition a representation U of G on D ′ (X 1 ). We define
This space is naturally isomorphic to the space considered in Theorem 2, the space of distributions T on G that satisfy the (formal) transformation rule
Let us introduce a map ξ which describes the H 1 -orbits on X 1 . Let x 1 be the first coordinate of x ∈ X 1 . Consider the map ξ : X 1 → C given by ξ(x) = x 1 . It has the following properties:
• ξ has no critical values: rank d(ξ(x) = 2 of tt = 1, rank dξ(x) = 1 if tt = 1.
Moreover we define Q :
We define also the following open subsets of X 1 :
The map Q is left H-invariant, hence both sets are. Therefore we may define for j = 0, 1
We shall study such pairs of distributions. It is sufficient to study the subspaces D ′ (X 
where dx is a G-invariant measure measure on X 1 . One calls M f (t) the average of f over the surface Q(x) = t. The space H η consists of functions ϕ on (0, ∞) of the form ϕ(t) = ϕ 0 (t) + η(t)ϕ 1 (t) with ϕ 0 , ϕ 1 ∈ D((0, ∞)) and η the "singularity function"
with Y the Heaviside function:
H . From this we conclude that any bi-H-invariant distribution
The proof is standard, see [5] . For convenience we repeat the argument here.
Fix Haar measures dg on G and dh on H in such a way that dg = dxdh. For f ∈ D(G) set
, and conversely.
Extend the function Q from X 1 to G by Q(g) = |[g · e 1 , e 1 ]| 2 . To show that T is σ-invariant, it is sufficient to show that
). This is easily checked. For all continuous functions F on (0, ∞) one has
Since Q(g) = Q(σ(g)) (g ∈ G) we get the result.
Since the function ξ, extended to G by
is also σ-invariant, we get that any distribution T on p −1 (X 1 1 ) satisfying
is σ-invariant. We now consider the other space D ′ (X 0 1 , l). Here we use the map ξ. Recall that ξ is a submersion from X 0 1 onto U = {z ∈ C ; |z| < 1}. Its level sets are H 1 -orbits on X It is now easy to show, as before, that any distribution
is again σ-invariant, since ξ (extended to G) is. This completes the proof of Theorem 2.
