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Abstract. A kinetic model for the study of capillary flows in devices with
microscale geometry is presented. The model is based on the Enskog-Vlasov
kinetic equation and provides a reasonable description of both fluid-fluid and
fluid-wall interactions. Numerical solutions are obtained by an extension of the
classical Direct Simulation Monte Carlo (DSMC) to dense fluids. The equilib-
rium properties of liquid menisci between two hydrophilic walls are investigated
and the validity of the Laplace-Kelvin equation at the microscale is assessed.
The dynamical process which leads to the meniscus breakage is clarified.
1. Introduction. Micro electromechanical systems (MEMS) have found an in-
creased application in a variety of industrial and medical fields [24]. Their reliability
is often limited by phenomena of spontaneous adhesion between parts which should
maintain the capability of relative motion. The issues of catastrophic adhesion, but
also of dangerous increments of friction, are referred to as “stiction”, contraction
of “static friction” [25]. Although the mechanisms leading to spontaneous adhesion
are still under investigation, some tribological models propose an explanation based
on the combined actions of surface roughness and intermolecular forces [20]. An es-
pecially important role is played by the attractive force due to liquid menisci that
typically form between solid surfaces of devices exposed to high humidity conditions.
This adhesion mechanism is commonly investigated on the basis of the continuum
theory of capillarity [26, 2]. However, the validity of the macroscopic approach is
not obvious when applied to physical processes at the micro/nano scale. The need
of a deeper understanding of capillary forces contribution to adhesion phenomena
has thus triggered a number of studies based on molecular dynamics (MD) simula-
tions [8, 22]. Although MD can provide an adequate description of the liquid and
vapor phases, including liquid-vapor and fluid-solid interfaces, it is computationally
very expensive.
The aim of the present work is to investigate both the static and dynamic behavior
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of liquid menisci between two solid surfaces by a mathematical model based on
Enskog-Vlasov (EV) kinetic equation [17]. As described in section 2, EV equation
provides an approximate description of a fluid composed by atoms interacting by
a potential obtained by adding a soft attractive tail to the hard sphere repulsive
contribution. A closed kinetic equation for the one-particle distribution function
is obtained by assuming that the hard sphere contribution can be dealt with by
Enskog collision term [10], whereas the soft tail is taken into account by a self-
consistent force field, determined by a linear functional of the fluid number density.
The simplified physics leading to EV equation has a number of disadvantages which
make comparisons with more complex models difficult. It is easily shown that
the fluid governed by EV equation obeys a generalized van der Waals equation
of state [15]. As a consequence, the liquid-vapor coexistence diagram, referred
to critical quantities, is rather different from the corresponding diagram for the
Lennard-Jones fluid [19]. Moreover, the fluid transport properties are determined
only by the hard sphere potential, since the attractive tail appears in the kinetic
equation as an external force, although determined by fluid density [23]. In spite of
the simplified treatment of pair correlations in the dense phase [17], EV equation
provides a reasonably accurate description of two-phase flows, automatically track-
ing the formation of vapor-liquid [3, 13, 15] and solid-liquid interfaces [16, 14].
In the case of non-equilibrium flows, the model is able to take into account kinetic
regions (Knudsen layers) close to vapor-liquid interfaces. It should also be noted
that the evaporation coefficient values obtained from EV equation are quite close to
those predicted by MD simulations of Lennard-Jones fluid [15]. The main advan-
tage of using EV kinetic description is associated with the possibility of adopting
an extension [12] of Direct Simulation Monte Carlo (DSMC) [5] to approximate its
solutions. As explained in section 3, the computational cost of EV equation based
DSMC simulations is considerably lower than typical MD simulations with compa-
rable atoms number.
The study of liquid menisci behavior according to the adopted kinetic model has
been organized in a number of steps, described in sections 4.1, 4.2, 4.3 and 4.4,
respectively. First, the equilibrium properties of an isolated cylindrical droplet are
established by computing the surface tension by different methods. The model
of fluid-wall interaction described in section 2 is then introduced in section 4.2 to
study the dependence of the contact angle on the fluid-wall interaction potential
parameters, when a droplet is in equilibrium, in contact with a planar wall. The
equilibrium property of a meniscus bridging two planar solid walls are studied in
section 4.3 to assess the validity of Kelvin-Laplace equation for small wall spacing.
Finally, the spontaneous breakage of a meniscus bridging two planar solid walls is
studied by unsteady simulations, described and discussed in section 4.4.
2. Mathematical formulation. We consider a system composed by a monoatomic
fluid interacting with solid walls. Fluid molecules have mass mg and nominal di-
ameter σg, whereas mw and σw are the mass and the nominal diameter of wall
molecules. Fluid-fluid, φgg(ρ), and fluid-wall, φgw(ρ), interaction forces are sup-
posed to be given by the following Sutherland potentials
φgg(ρ) =
{
+∞ ρ < σg
ψgg(ρ) ρ ≥ σg
φgw(ρ) =
{
+∞ ρ < σgw
ψgw(ρ) ρ ≥ σgw
(1)
A KINETIC THEORY DESCRIPTION OF LIQUID MENISCI 3
which depend on the distance ρ = ||r1− r|| between two molecules located at r and
r1, respectively. As shown above, φgg and φgw are obtained by superposing the
soft tails, ψgg(ρ) and ψgw(ρ), to the hard sphere potentials determined by the hard
sphere diameters σg and σgw = (σg + σw)/2, respectively. If interactions between
fluid and wall molecules are momentarily disregarded, the following exact kinetic
equation can be obtained for the one-particle distribution function f(r,v|t) of fluid
molecules [23], namely
∂f
∂t
+ v · ∇rf = 1
mg
∇v ·
{∫ ∞
−∞
dv1
∫
ρ>σg
dr1
dφgg
dρ
f2(r,v, r1,v1|t)kˆ
}
+
σ2g
∫ ∞
−∞
dv1
∫
S+
d2kˆ
{
f2(r,v
∗, r+ σgkˆ,v∗1|t)− f2(r,v, r− σgkˆ,v1|t)
}
(vr · kˆ) (2)
Eq. (2) is not closed because it includes the two particle distribution function
f2(r,v, r1,v1|t) which appears in the two integrals at its r.h.s.. The first one takes
into account long range, usually attractive, interactions. More intense short range
interactions, caused by repulsive forces, are taken into account by the second inte-
gral as binary hard sphere collisions. These are determined by the relationships
v∗ = v +
(
vr · kˆ
)
kˆ (3)
v∗1 = v1 −
(
vr · kˆ
)
kˆ (4)
being vr = v1 − v the relative velocity of two colliding molecules, kˆ a unit vector
which assigns the relative position of two molecules at the time of their impact,
whereas (v∗,v∗1) are pre-collision velocities. The following closed kinetic equation:
∂f
∂t
+ v · ∇rf + Fgg(r|t)
mg
· ∇vf = Cgg(f, f), (5)
called Enskog-Vlasov equation [17, 23], can be derived by the assumptions listed
below:
1. Correlations between molecules are neglected in the first integral on the r.h.s.
of Eq. (2), i.e. f2(r,v, r1,v1|t) = f(r,v|t)f(r1,v1|t).
2. In the second integral on the r.h.s. of Eq. (2), the two particle distribution
function f2 is written as in the Enskog theory of dense gases[10]:
f2(r,v, r− σgkˆ,v1|t) = χgg(r, r− σgkˆ|n)f(r,v|t)f(r− σgkˆ,v1|t) (6)
where χgg is the contact value of the pair correlation function of a hard sphere
fluid in equilibrium.
The self-consistent force field Fgg(r|t), generated by the tail potential, and the hard
sphere collision integral Cgg(f, f) are given by the following expressions:
Fgg(r|t) =
∫
ρ>σg
dφgg
dρ
r1 − r
‖r1 − r‖n(r1|t) dr1 (7)
Cgg(f, f) = σ
2
g
∫
S+
{
χgg(r, r+ σgkˆ)f(r+ σgkˆ,v
∗
1|t)f(r,v∗|t)−
χgg(r, r− σgkˆ)f(r− σgkˆ,v1|t)f(r,v|t)
}
(vr · kˆ)+dv1d2kˆ (8)
When describing a fluid at the scale of molecular size, as EV equation does, dealing
with fluid solid interaction by the same formalism used in rarefied gas dynamics[7]
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would represent a too drastic simplification. Fortunately, the same arguments lead-
ing to Eq. (5) allow formulating a fluid-solid interaction model with similar struc-
ture [14]. As above, the soft tail of the fluid-solid interaction potential φgw(ρ) is
assumed to give rise to the force field Fgw(r), determined by the given number
density nw(r1) of the solid as:
Fgw(r) =
∫
ρ>σgw
dφgw
dρ
r1 − r
‖r1 − r‖nw(r1) dr1 (9)
The short range repulsive forces felt by a fluid molecule close to the solid lattice
is, as above, described by a sequence of binary hard sphere collisions through the
collision integral:
Cgw(fw, f) = σ
2
gw
∫
S+
{
χgw(r, r+ σgwkˆ)fw(r+ σgwkˆ,v
∗
1|t)f(r,v∗|t)−
χgw(r, r− σgwkˆ)fw(r− σgwkˆ,v1|t)f(r,v|t)
}
(vr · kˆ)+dv1d2kˆ (10)
being fw is the distribution function of wall molecules.
The two new terms defined by Eqs. (9,10) add to the corresponding ones in Eq. (5)
to give:
∂f
∂t
+ v · ∇rf + F(r|t)
mg
· ∇vf = Cgg(f, f) + Cgw(f, f) (11)
being F(r|t) = Fgg(r|t) + Fgw(r) the total field. In absence of long range spatial
correlations, Fgg(r|t) and Fgw(r) are linear functionals of the fluid number density
n(r|t) and wall number density nw(r), respectively. The model physical properties
are defined by the interaction potentials, the pair correlation functions χgg and χgw
and fw. No explicit assumption is made about the interaction among wall molecules
and it is simply assumed that walls are in a prescribed state of equilibrium which
is not altered by the interaction with the fluid. Hence, the velocity distribution
function fw will take the following form
fw(r,v) =
nw(r)
[2piRwTw(r)]
3/2
exp
{
− [v − uw(r)]
2
2RwTw(r)
}
(12)
being nw(r), Tw(r) and uw(r) the prescribed wall molecules number density, tem-
perature and mean velocity, respectively. The gas constant Rw is defined as kB/mw,
where kB is the Boltzmann constant.
According to the revised Enskog theory (RET) [27], the fluid-fluid correlation
function, χgg, is a functional of the density field n(r|t) and, although an expression
can be obtained as a cluster expansion of the density, for practical applications
simpler expressions are needed. As suggested in Ref. [11], the contact value of
the pair correlation function is locally taken as that of a homogeneous fluid in
equilibrium at density n¯, defined as the average density over a sphere of diameter
σg centered at the point of contact of the colliding fluid molecules. The specific
form of χgg(n¯) is taken from an approximate expression for the contact value of
the pair correlation function of a single component hard sphere gas in uniform
equilibrium [6], namely
χgg(n¯) =
1
2
2− η˜g
(1− η˜g)3 , η˜g =
pi
6
n¯σ3g (13)
Eq. (13) provides a very accurate approximation of the contact value of the uniform
equilibrium pair correlation function in a single component hard sphere gas. The
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calculation of the fluid-wall pair correlation function, χgw, is more problematic.
For the sake of simplicity, it has been assumed that excluded volume effects are
determined solely by wall molecules through a modified number density n˜w. This
number density can be different from the value of nw that appears in Eq. (9). The
rationale is to be able to tune independently the behavior of the long range attractive
interaction and of the short range repulsive interaction between fluid and wall. The
specific form of χgw(n˜w) is given by Eq. (13), with η˜g replaced by η˜w = pin˜wσ
3
gw/6.
Although the use of Eq. (13) in the present context is questionable, the physical
consequences of the above assumptions are quite reasonable. Actually, it is easily
shown that, in the presence of a wall density gradient, the hard sphere term produces
a net repulsive force. The rate of change of momentum associated to short range
gas-wall collisions is
F(coll)(r) = mg
∫
vCgw(fw, f) dv (14)
The above expression can be used to obtain the collisional force on a test gas atom
at rest in the vicinity of the surface of a homogeneous wall which occupies the half
space y1 < 0, y1 being the space coordinate normal to the wall. Accordingly, it is
assumed that the solid density nw(r1) is given by the step function:
nw(y1) =
{
nw y1 ≤ 0
0 y1 > 0
(15)
The temperature Tw of the wall is taken uniform and constant. Substitution of the
Dirac’s δ-function δ(v) into Eq. (14) in place of f(v) and elementary manipulations
lead to the result that F(coll)(r) is normal to the wall surface and depends only
on the y component of the test atom position. The y component of the collisional
force, F
(coll)
y , has the following simple expression
F (coll)y (y) =
 piσ
2
gw
mg
mg +mw
nwχgw(n˜w)kBTw
[
1−
(
y
σgw
)2]
|y| ≤ σgw
0 |y| > σgw
(16)
Eq. (16) shows that F
(coll)
y is different from zero where the protection sphere of
center r and radius σgw partially overlaps to the wall and it is unevenly exposed to
collisions. It is to be noted that F(coll) is essentially related to the non-local structure
of Enskog’s collision term, in which collision partners occupy positions one atomic
diameter apart. Such repulsive force would vanish if Cgw(fw, f) were replaced with
a local Boltzmann-like collision term. The amplitude of F
(coll)
y is proportional to
χgw(n˜w), which appears to be a key quantity to control the repulsive intensity
of short range gas-wall interaction. For typical values of solid phase density, in
the presence of a steep wall density gradient, the hard sphere term produces a net
repulsive force strong enough to confine the fluid [14]. Moreover, the behavior of the
accommodation coefficients provided by the proposed fluid-wall interaction model
are in good agreement with the predictions of molecular dynamics simulations [16].
It is worth stressing that, in the framework of the present model, fluid-wall
interaction is not present in the form of a boundary condition, but it is taken into
account through explicit, although approximate, interaction terms in the kinetic
equation. In particular, it is assumed that the motion of a gas molecule in the
vicinity of the wall is determined by the stationary force field Fgw(r) generated by
the long range potential tails of wall molecules, when the distance ρ exceeds σgw.
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Fluctuations of Fgw(r) due to the random motions of wall molecules are neglected.
At shorter distances, the effect of intense repulsive forces is accounted for by the
collision integral Cgw(fw, f) which describes binary elastic collisions between gas
and wall molecules. It is therefore assumed that repulsion on a gas molecule is
caused just by the closest wall molecule. However, the collective effect of nearby
wall molecules on the frequency of binary encounters is felt through χgw.
3. Numerical method. The complex mathematical structure of the hard sphere
collision integrals Cgg, Eq. (8) and Cgw, Eq. (10), requires the numerical treatment
of Eq. (11), which can be efficiently solved by an extension of the classical direct
simulation Monte Carlo (DSMC) particle scheme to dense fluids [12]. The distribu-
tion function f of the fluid is represented by Np computational particles each one
characterized by its position ri and velocity vi. The spatial domain is divided into
a suitable number of cells. In the simulation of a two-dimensional flow-field, the
number of computational particles, Np, can always be made equal to the number
of real molecules by a proper choice of the height Lz of the computational domain
along the homogeneity direction z. In three-dimensional or axisymmetric simula-
tions such a choice is not possible and therefore a weight has to be introduced, equal
to the ratio of the number of real to the number of simulation particles. In that way,
Np is no more equal to the real number of particles present in the physical domain
and the weight can be seen as the inverse of the number of similar real systems that
are simulated to obtain good statistics.
The solution of Eq. (11) is performed by a time splitting procedure in which the
distribution function, represented by the computational particles, is advanced from
time t to time t+ ∆t in three stages, according to the following scheme:
f(t)
Free flight−−−−−−−→
1
f (1)(t+ ∆t)
Wall coll.−−−−−−→
2
f (2)(t+ ∆t)
Gas coll.−−−−−→
3
f(t+ ∆t) (17)
In the first free flight stage, collisions are neglected and the distribution function
is advanced from its initial value f(r,v|t) to a provisional value f (1)(r,v, |t + ∆t)
solving the equation
∂f
∂t
+ v · ∇rf + F(r|t)
mg
· ∇vf = 0 (18)
In practice this is accomplished by updating positions and velocities of fluid particles
according to
ri(t+ ∆t) = ri(t) + vi(t)∆t+
F[ri(t)|t]
mg
(∆t)2
2
(19)
vi(t+ ∆t) = vi(t) +
F[ri(t)|t]
mg
∆t (20)
In the second and third stages, fluid-wall and fluid-fluid short range interactions are
considered respectively. The distribution function is updated as
f (2)(r,v|t+ ∆t) = f (1)(r,v|t+ ∆t) + Cgw(fw, f (1))∆t (21)
f(r,v|t+ ∆t) = f (2)(r,v|t+ ∆t) + Cgg(f (2), f (2))∆t (22)
Particle positions are not changed in these two stages, but their velocity vi changes
according to stochastic rules consistent with the mathematical structure of the
collision integrals Cgw(fw, f) and Cgg(f, f) [12]. The overall time splitting scheme
is first order accurate in time step ∆t and in cell size ∆r = ∆x = ∆y. An acceptable
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level of accuracy is guaranteed in all the phases of the time splitting procedure if
∆t and ∆r fulfill the conditions
∆t < min(τgg, τgw) (23)
∆r < min(λgg, λgw) (24)
τgg, τgw are the mean free times between collisions dictated by fluid-fluid and fluid-
wall short range interactions and λgg, λgw are the respective mean free paths. Unless
the fluid is dense everywhere in the computational domain, τgw can be much smaller
than τgg. In this case condition given by Eq. (23) would restrict the time step to a
value that is adequate in a layer of thickness σgw close to the wall, but unnecessarily
small in the rest of the domain. A straightforward modification of the time splitting
procedure is introduced to overcome such a limitation. Fluid particles that are
likely to collide with the wall in the time interval (t, t+∆t) are identified. For these
particles the first and second stage are computed as a sequence of sub cycles each
with a time step of the order τgw, the number of sub cycles being Ns ≈ ∆t/τgw. A
main point of the numerical code is the computation of the self-consistent force field,
F(r|t). In the two-dimensional cases considered in the following, the integration
over the homogeneity direction z1 is first carried out with a generalized Romberg
method, thus reducing Eq. (7) to
F(x, y|t) =
∫
[(x1 − x)i+ (y1 − y)j]n(x1, y1|t)K(x1 − x, y1 − y) dx1dy1 (25)
where the component of the force field along the z axis is equal to zero. The re-
maining two-dimensional integral is performed by a simple mid-point quadrature
formula. It is worth noticing that in Eq. (25) the kernel K(x1 − x, y1 − y) depends
on the chosen potential but not on the actual value of the density field. This fact
makes possible to compute the kernel K only once for a suitable range of the vari-
ables x1 − x and y1 − y. As a matter of fact, in principle, each particle feels the
force field generated by all the particles in the domain. Hence, if Nc is the total
number of computational cells, the computation of the force field would have a
cost of the order of N2c . In practice, to reduce the problem to a feasible size, we
introduce a cut-off distance and include in the computation of the force field only
the contribution of the cells inside the cut-off region. A comparison of the compu-
tational performances of the DSMC scheme described above with those of similar
MD simulations is in order, before describing applications.
First of all, it should be noted that the computational effort of each of the three
stages composing the DSMC scheme is proportional to the simulation particles num-
ber Np. A similar dependence on Np holds for MD simulations adopting potential
range cut-off and some form of nearest neighbor indexing [1]. For the applications
described in this paper, the time step and simulation duration would also be very
close. However, the DSMC computational cost per particle is generally smaller.
Atoms collisional interaction (stage 2) is treated stochastically, the easily estimated
number of collisions to be computed at each time step being much smaller than
Np. The calculation of the self-consistent force field is, in principle, very similar
to the way MD computes forces. However, the DSMC computational effort is pro-
portional to the product of the spatial cell number times the number of spatial
cells within the cut-off distance. Both factors are much smaller that the number of
simulation atoms. Moreover, the elements of the discretized kernel K, see Eq. (25),
are computed once and stored in a small matrix, thus reducing the forces calcula-
tion to vector-matrix multiplications. Nevertheless, it should be observed that the
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impact of the force field calculation on the overall DSMC performances depends
on the dimensionality of the problem. DSMC-MD comparisons of spatially one-
dimensional flow simulations show that DSMC runs about 50−60 times faster than
a similar MD simulation with the same atoms number. In the present work, where
two-dimensional planar simulations are considered, the typical particles number is
around 7.5 × 105. Computing time to perform 105 time steps amount to about 20
hours on a single quadcore processor running at 2.9GHz. OpenMP directives have
been used to split the particles advection and force field calculation steps among
three cores, obtaining a speed up of two over the sequential algorithm version. The
cylindrical droplet simulations described in Sec. 4.1 have been performed with 2.52
millions particles. In this case, the computing time is around 60 hours on the same
equipment. Comparisons with similar MD simulations show that, in these cases,
DSMC runs about 10 times faster than MD. The considerations presented above
suggest that the computational advantages of DSMC simulations, based on EV
model, are limited to two-dimensional planar and axisymmetric flow geometries [4],
being strongly reduced for fully three-dimensional flow geometry.
4. Static and dynamic properties of liquid menisci. In the present work, the
fluid-fluid and fluid-wall long range interactions, Eqs. (1), are supposed to be given
by soft-attractive algebraic and exponential potential tails, respectively, that is
ψgg(ρ) = −φgg
(
ρ
σg
)−γgg
(26)
ψgw(ρ) = −φgw exp
[
− (ρ− σgw)
γgw
]
(27)
where φgg, φgw are the depths of the potential wells and γgg, γgw tune the potential
ranges. In all the computations shown below γgg has been set equal to 6 in order to
match the attractive tail of the Lennard-Jones potential. Unless otherwise specified,
the remaining model parameters have been set as follows: φgg/kBT0 = 1.0, σw/σg =
1.0, mw/mg = 2, nwpiσ
3
gw/6 = 0.7, the wall temperature Tw is assumed equal to
the fluid temperature. The numerical values assigned to n˜wpiσ
3
gw/6 and λgw will
be discussed in Sec. 4.2. In a typical computation the smallest spatial grid size has
been set equal to 0.1σg to resolve the structure of interfaces. The average number
of particles per cell has been set approximately equal to 10. The local value is
much higher in regions occupied by the liquid phase and lower in the vapor phase.
However, the significant spatial scale in the vapor is the mean free path and the
number of particles per cubic mean free path has always been above the threshold
required by DSMC accuracy. The time step in reduced units has been typically
set equal to 0.005. Because of the unsteady character of the flows, macroscopic
quantities ”snapshots” have been obtained by averaging microscopic particle states
over successive time intervals of 200 reduced time units. The cut-off distance for
the force-field computation has been set equal to 4σg.
4.1. Evaluation of surface tension. Surface tension is a key property whose cal-
culation is needed for a proper and adequate description of multi-phase flows. The
vapor-liquid interfacial tension of fluid described by the Enskog-Vlasov equation,
Eq. (11), has been computed by using two different methods. The first method
is based on the microscopic mechanical definition of the surface tension which in-
volves the tensional components of the pressure tensor in an inhomogeneous system.
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The second method provides an indirect estimation of the surface tension from the
Laplace equation applied to two dimensional cylindrical drops.
From the mechanical standpoint, the surface tension is given by the integrated
imbalance of normal and tangential pressure tensor components near the interface
under isothermal condition [21]. More specifically, in the case of a planar interface
perpendicular to the z-axis, the surface tension is given by
γ =
∫ +∞
−∞
dz [p0 − pxx(z)] , (28)
where p0 is the uniform normal pressure which acts on both liquid and vapor phases
and pxx is the xx-component of the stress tensor. For a fluid described by the
Enskog-Vlasov equation, Eq. (11), the xx-component of the stress tensor is defined
as follows
pxx = nkT − 1
2
γggφggσg
γ
∫ 1
0
dα
∫
||s||≥σg
ds
s2z
||s||γ+2n (z − αsz)n (z + sz − αsz)
+ σg
3kT
∫ 1
0
dα
∫
S+
dk k2z n (z − ασgkz)n (z + σgkz − ασgkz)
χgg
[
n
(
z − ασgkz + σg
2
kz
)]
(29)
The first term on the right hand side of Eq. (29) equals the familiar expression for
the pressure in an ideal gas. The second and third terms are due to the long-range
attractive and short-range repulsive pair interactions between particles, respectively.
In the present work, the surface tension has been computed by numerically solving
the spatially one-dimensional form of Eq. (11) through the particle scheme described
in Section 3, for a fluid temperature T/Tc varying in the range [0.66, 0.93]. Tc is
the critical temperature of the hard sphere dense fluid [15]. The spatial domain is
a finite symmetric interval [−L/2, L/2] of the z axis and periodic boundary condi-
tions have been assumed at z = ±L/2. Each computation is started by arranging
a homogeneous liquid slab at temperature T in the center of the computational
domain bounded by two symmetrical empty regions. The thickness of the slab is
smaller than L and much wider than the thickness of the vapor-liquid interface
to be formed during the simulation. The system evolution is then computed until
the evaporation of a part of the liquid brings the liquid and vapor in equilibrium.
The system is thermostatted to keep its temperature constant during the transient
evaporation phase. For illustrative purposes, in Fig. 1 we report p0− pxx(z), whose
integral gives the surface tension according to Eq. (28), for different temperature
ratio T/Tc. For all the results, the origin has been chosen so that z/σg = 0 cor-
responds to the equimolar dividing surfaces [21]. The values of the normal and
tangential components of the stress tensor are equal in the two coexisting phases
which is an indication of phase equilibrium whereas they differ within the interfacial
region. As expected, the higher the temperature of the system the smaller is the
stress anisotropy. The estimated values of surface tension is reported in the first
column of Table 1.
An approximate estimate of the surface tension can be obtained by expanding
Eq. (29) with respect to density and its derivatives, so as to transform nonlocal
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Figure 1. Imbalance of normal and tangential pressure tensor
components, p0 − pxx(z), with respect to the direction normal to
the interface, z/d, for different temperature, T/Tc.
expressions into local ones. Taking into account terms containing up to second-
order spatial derivatives of density, Eq. (29) simplifies to
pxx = peq(n, T ) + α(n, T )
(
dn
dz
)2
+ β(n, T )
(
d2n
dz2
)
(30)
where peq(n, T ), α(n, T ) and β(n, T ) are given by
peq(n, T ) = nkT
[
1 +
2
3
piσ3gnχgg
]
− 2
3
piσ3g
γgg
γgg − 3φggn
2 (31)
α(n, T ) =
pi
45
σ5g
γgg
γgg − 5φgg +
pi
45
σ5gkT
(
n2
4
d2χgg
dn2
+ n
dχgg
dn
− χgg
)
(32)
β(n, T ) = n
[
pi
45
σ5gkTn
(
n
4
dχgg
dn
+ 2χgg
)
− 2
45
piσ5g
γgg
γgg − 5φgg
]
(33)
It can be shown that the non-uniform density profile of the fluid in equilibrium at
temperature T < Tc obeys the equation
kT
dn
dz
= n(z)Fz(z) + 2piσg
2n(z)kT
∫ 1
−1
dkz kzχgg
[
n
(
z − σg
2
kz
)]
n(z − σgkz)
(34)
Fz is given by
Fz(z) = 2piφgg
[
σg
γgg
∫
ρ>σg
(z1 − z)n(z1)
ργgg
dz1 +
∫
ρ≤σg
(z1 − z)n(z1)dz1
]
(35)
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where ρ = ‖z − z1‖ [15]. With the same approximation used to derive Eq. (30),
the solution of the integral equation for the equilibrium density profile, Eq. (34),
reduces to finding a solution of the second-order differential equation
peq(n, T ) + 3α(n, T )
(
dn
dz
)2
+ 3β(n, T )
(
d2n
dz2
)
= p0 (36)
with the boundary conditions
lim
z→−∞n(z) = nl(T, p0) (37)
lim
z→+∞n(z) = ng(T, p0) (38)
lim
z→+∞
dn
dz
= 0 (39)
where ng(T ) and nl(T ) are the gas and liquid densities which satisfy the condi-
tions peq(ng, T ) = peq(nl, T ) = p0 [15]. The computation of the density profile can
be simplified by taking the density n as independent variable, which varies mono-
tonically in the interface region. Setting z˜ = dn/dz shows that dz˜/dz = z˜dz˜/dn.
Substitution into Eq. (36) leads to a first order differential equation for z˜(n). In
general, given a temperature value T < Tc, a solution starting from the initial point
(ng(T ), 0) will not reach the point (nl(T ), 0) unless a particular value of the equi-
librium pressure p0(T ) is selected. The determination of p0(T ) immediately gives
the liquid density, nl(T ), and vapor density, ng(T ), as a function of T . If needed,
one further integration provides the density profile n(x). By substituting the so-
lution of Eq. (36) into Eq. (30) and, in turn, Eq. (30) into Eq. (28), we obtained
the approximated estimate of the surface tension reported in the second column of
Table 1. In the considered range of temperature, results differ from the previous
estimates from a minimum of about 5% to a maximum of about 30%.
As mentioned, an indirect estimation of the surface tension has been also obtained
from the Laplace equation applied to two dimensional cylindrical droplets. The
Laplace equation relates the pressure difference between both sides of a droplet
surface to the surface tension γ and the two principal radii of curvature of the
droplet, R1, R2, that is
∆p = γ
(
1
R1
+
1
R2
)
(40)
where ∆p = pl−pg with pl and pg the pressure in the liquid and the gas region. As
a matter of fact, in Eq. (40) γ is weakly dependent on R1 and R2. However, if the
droplet is large enough compared to the interfacial region, such a dependence can be
disregarded and Eq. (40) can be used to predict the surface tension. Furthermore,
in this case the values of pl and pg may be identified as the bulk pressure in the
center of the droplet and far outside the droplet, respectively. In the present work,
a liquid droplet surrounded by the vapor has been obtained by solving numerically
the spatially two-dimensional form of Eq. (11) by means of the particle scheme
described in Section 3. The spatial domain is a sufficiently large quadratic box
[−L/2, L/2] × [−L/2, L/2] with periodic boundary conditions in both directions.
Each computation is started with a two-dimensional droplet placed in the center of
the computational domain. As before, the system evolution is computed until liquid
and vapor reach the equilibrium and a thermostat is employed to keep the temper-
ature of the system constant during the transient evaporation phase. The surface
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tension as given by Eq. (40), is reported in the third column of Table 1. The dif-
ferent methods described above to compute the surface tension provide predictions
that are in a reasonably good agreement. In all cases, the surface tension diminishes
when temperature increases and values for higher temperatures than those reported
can be inferred by knowing that γ → 0 at T = Tc. The Guggenheim-Katayama
power law is a theoretically sound choice of function form for data fitting [21] of
surface tension versus temperature and yields to the following regression
γ = a
(
1− T
Tc
)b
(41)
As an application, the data fitting of the first column of Table 1 provides a = 1.14835
and b = 1.41037.
Table 1. Surface tension as a function of the dimensionless tem-
perature T/Tc obtained by different methods. (A) Eq. (28) with
pxx as given by Eq.(29). (B) Eq. (28) with pxx as given by Eq.(30).
(C) Eq. (40)
γ
T/Tc (A) (B) (C)
0.66 0.247 0.300 0.250
0.73 0.184 0.193 0.178
0.79 0.123 0.114 0.121
0.86 0.0698 0.0577 0.0675
0.93 0.0277 0.0199 0.0266
4.2. Contact angle. In capillary flows inside microchannels the interaction be-
tween the fluid and the wall plays a major role. Usually the fluid-wall interaction
promotes inhomogeneity in the fluid and thus it affects the equilibrium and dynamic
behavior of the fluid itself [18]. A parameter that macroscopically encompasses the
fine details of fluid-wall interaction is the contact angle θ between the solid surface
and the tangent to the liquid surface at contact with the solid [26]. In our model
the fluid-solid interaction is characterized by the dimensionless parameters σg/σw,
mg/mw, n˜w, φgw/kBT0, γgw. The first two parameters are constant and assume
the values written in Sec. 4 for all the results shown here. In this section we assess
the effect of φgw, n˜w, and γgw on the contact angle.
Table 2. Fluid wall interaction parameters for isolated drop.
φgw/kBT0 γgw n˜wpiσ
3
gw/6
A 1.0 0.185 0.7
B 1.5 0.185 0.7
C 1.5 0.185 0.57
D 1.5 0.022 0.57
An isolated fluid drop in contact with the lower wall, located at y/σg = −11, of
a microchannel has been simulated for varying values of the above parameters as it
is reported in Table 2. In these computations the upper microchannel wall, located
at y/σg = 13, has been replaced by a specular reflective surface. At time t = 0 a
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Figure 2. Contact angle of an isolated drop.
half spherical drop is placed in contact with the lower wall of the microchannel and
this initial configuration evolves until a steady state is reached.
The outcome of the computations is shown in Fig. 2. Going from case A to
case D the wall behavior changes from hydrophobic to hydrophilic, thus showing
the capability of Enskog-Vlasov approach to simulate the full range of fluid-wall
interaction behavior. The difference between case A and B is uniquely in the value
of φgw/kBT0, the attractive tail of case B being stronger than the one of case A;
however the wall is still hydrophobic. In case C the contact angle is less than pi/2
and the wall is partially hydrophilic; with respect to case B we have changed the
value of n˜wpiσ
3
gw/6 from 0.7 to 0.57. The net effect of decreasing n˜w is to reduce the
strength of the hard-sphere repulsive part of the interaction potential. In case D
the wall is totally hydrophilic, the initial drop has wetted the wall and the contact
angle is practically zero. The value of n˜w is unchanged, but the value of γgw has
been increased from 0.185 to 0.22 and this broadens the range of the attractive tail
of the gas-wall potential. The transition from hydrophobic to hydrophilic behavior
is clearly governed by the mutual balance of the attractive tail of gas-wall potential
and of the hard-sphere repulsive core. This hydrophilic case D is of technological
interest because the wall surface of many micro and nano electromechanical systems
is silicon based and is therefore totally hydrophilic with respect to water. Such
an observation justifies the choice of keeping φgw/kBT0 = 1.5, γgw = 0.22 and
n˜wpiσ
3
gw/6 = 0.57 for all the remaining results.
4.3. Laplace-Kelvin equation. The capability of the kinetic model to deal with
dense capillary flows is further supported by studying, in the two dimensional case,
the structure of a meniscus between two hydrophilic walls set at a distance d from
each other. At equilibrium the relation between the gas phase pressure, p, and the
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meniscus mean curvature, K, is given by the Laplace-Kelvin equation
ln
(
p
ps
)
=
γ Vl
RT K (42)
where Vl is the molar volume of the liquid phase, ps is the saturation pressure of the
gas phase when the interface between vapor and liquid is planar, R the universal gas
constant, T the temperature, γ the surface tension of the liquid-vapor interface. The
ratio p/ps is usually called the relative humidity and denoted by RH. The mean
curvature K is linked to the two principal radii of the meniscus surface through
the relation K = 1/R1 + 1/R2. In the two dimensional case one of the two radii
tends to infinity and therefore K = d/2 when the contact angle is equal to zero.
The computations have been carried out for values of the distance d between the
two walls in the range [5σg, 25σg] and for two values of temperature, T/T0 = 0.5
and T/T0 = 0.6. At time t = 0 a vertical strip of liquid, surrounded by the gas
phase, is placed in the middle of the microchannel. The strip spans the entire
distance between the two walls and can have different initial widths. This initial
configuration evolves in time until a steady state is reached. When the initial width
is too narrow the strip separates into two parts that wet the upper and lower wall,
otherwise a meniscus forms between the two walls. The system is thermostatted
to keep the temperature constant during the transient phase. In Fig. 3 the solid
circles are the computed values of RH versus the wall distance for an initial strip of
width 16σg and temperature T/T0 = 0.5, the solid squares are values of RH for an
initial strip of width 16σg and temperature T/T0 = 0.6. The solid and dashed lines
are Eq. (42), computed with the relevant values of the surface tension that appear
in the fourth column of Table 1.
The values of RH computed for d ≥ 8σg agree reasonably well with the values
predicted by the Laplace-Kelvin equation, especially for T/T0 = 0.5, whereas a non
negligible discrepancy can be noticed for d = 5σg. However, it is worth noticing that
for this value of the wall distance, the interaction with the wall dominates the flow
and it is not possible any more to identify a bulk for the gas phase, a requirement
on which Eq. (42) is based. This fact is shown in Fig. 4 that reports the reduced
density ηg = ngpiσ
3
g/6 profile along a vertical section at abscissa x/σg = −10 from
the middle of the channel, i.e. outside the portion of the channel occupied by the
meniscus. In the left panel of Fig. 4 the channel wall is located at |y/σg| = 2.5 and in
the right panel at |y/σg| = 8. In the right panel of Fig. 4, which refers to d = 16σg,
the existence of the uniform gas phase bulk is evident for |y/σg| < 3, whereas in the
left panel, which refers to d = 5σg, the gas phase bulk disappears and the Laplace-
Kelvin formula does not fit any more the numerical results. We remark that the
bulk of the gas phase is narrower for T/T0 = 0.6 than for T/T0 = 0.5, because
the width of the interface between vapor phase and liquid phase increases with
temperature. This explains why in Fig. 3 the agreement between the predictions
of the Laplace-Kelvin equation and the numerical results is marginally better for
T/T0 = 0.5 than for T/T0 = 0.6.
Inspecting Fig. 4 we notice that, outside the region occupied by the liquid menis-
cus, it exists a thin layer of liquid adsorbed over the channel wall, that becomes
vapor sufficiently far from the wall. As the density profiles in Fig. 4 show, the liquid
film strongly differs from a fully developed one, i.e. it does not show distinct bulk
and interface regions with density values close to liquid-vapor coexistence curve. We
remark that the interaction between the fluid and the wall substantially alters the
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Figure 4. Reduced density plot at x/σg = −10. Left d = 5σg.
Right d = 16σg.
structure of the liquid layer and of the interfacial region with respect to the planar
interface without wall interaction. It is precisely this fact that makes possible to
have at the same time a planar interface and RH < 1, at least for the case of an
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hydrophilic wall. As a matter of fact, fully developed liquid films attached to each
planar wall and a liquid meniscus of finite radius bridging them are not compatible
since they would be in equilibrium with different values of the RH parameter.
As the distance between the solid walls is increased, the meniscus radius increases
and the liquid film structure adjusts to match a higher RH value. The process can
be seen in Fig. 5 showing the profile of reduced density ηg along a vertical section
of the channel, far from the meniscus, for different values of the walls distance d.
Only one of the two identical films is shown and the space coordinate has been
shifted such that the wall is located at y/σg = 0 for all the computations. The
solid line corresponds to RH = 0.88 and d = 8σg, the dashed lines to RH = 0.96
and d = 25σg, the dot-dashed line to RH = 0.98 and d = 40σg and finally the
dot-dashed-dashed line to the limit case of a planar fully developed interface with
RH = 1 and d→∞.
0 1 2 3
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0.4
0.5
η g
RH = 0.88
RH = 0.96
RH = 0.98
RH = 1 (no wall)
Figure 5. Reduced density profile at the wall for different wall distances.
4.4. Conditions for the meniscus breakage. Stability and breaking of liquid
bridges and menisci is a widely investigated subject [9], on the ground of classical
fluid mechanics. More recently, some aspects of nanosized liquid bridges have been
investigated by MD simulation, showing that different breaking patterns are possible
in response to different external conditions [22]. The results described in this section
are far to represent a comprehensive study. The aim is only to show that the model
has the capability to describe the dynamical unsteady process leading to meniscus
formation and breakage. In Sec. 4.3, we have already shown the ability of the
model to follow the formation of menisci in microchannels. The initial condition
is indeed quite artificial, but nothing prevents to initialize the computations by
more realistic configurations. Notice should be made that the breakage is expected
not to be related to the Rayleigh-Plateau instability, namely the instability due
to long-wave perturbations in the direction of homogeneity. As a matter of fact,
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these perturbations are not accounted for in the z direction because of the two-
dimensional nature of the problem. Furthermore, they can not even develop and
grow in the y direction because of the relatively short distance between the solid
walls that confine liquid menisci.
Meniscus breakage is studied as follows. Simulation starts with a stable meniscus
and a strip of particles is removed from its central zone, thus effectively reducing
its width and introducing also an initial perturbation. The newly formed meniscus
is then evolved in time until either a stable configuration is reached or the meniscus
breaks down. The procedure has been applied to the meniscus formed by an initial
strip of width 16σg between two walls set at a distance d = 25σg, 20σg and d = 16σg
from each other. In all the computations T/T0 has been set equal to 0.5. Fig. 6
shows, for the case d = 25σg, the reduced density ηg across the horizontal channel
section placed at y/σg = 0, which corresponds to the meniscus throat. The solid
line (meniscus 1) refers to the stable meniscus formed by an initial strip of width
16σg, the dashed line (meniscus 2) to the stable meniscus formed after removing a
strip of width 4σg from the center of meniscus 1. The dashed-dotted line (meniscus
3) corresponds to the stable meniscus formed after removing a strip of width 2σg
from meniscus 2. The doubled dashed-dotted line (meniscus 4) corresponds to
the meniscus obtained by removing again a strip of width 2σg from the center of
meniscus 3. This final configuration is unstable and breaks down at the throat; its
reduced density profile is extracted from an average over a time interval ∆t = 25
σg
RT0
,
before the meniscus starts to break. The contour plots of the reduced density
immediately before and after the meniscus breakage are shown in Fig. 7 for the case
d = 25σg; they correspond to the unstable configuration meniscus 4 of Fig. 6. The
computations performed for d = 20σg and d = 16σg follow a perfectly analogous
trend. The shape of breaking meniscus depicted in Fig. 7 strongly resembles the
double cone configuration [22] which seems to occur when the vapor pressure is very
low, as in the case considered here. The density profiles in Fig. 7 and the coarse
stability analysis presented above, indicate that a meniscus will not break as long
as the interfaces on its two opposite sides keep their separation. Two competing
mechanisms act at the meniscus throat. The fluid-fluid force field, Fgg(r|t), due
to the density gradient over the transition zone between the gas phase and the
liquid phase, tends to squeeze the meniscus, i.e. is directed from the vapor to the
liquid. Fig. 6 shows that, for a stable meniscus, the density profile in the transition
region does not depend on the throat width and therefore the fluid-fluid force field is
unchanged when the meniscus shrinks. On the opposite, the hard-sphere collisions,
being repulsive, tend to expand the meniscus and counteract the force field Fgg(r|t).
However the force field generated by the collisions is not invariant with respect to
the throat width. Collisions in a dense hard-sphere fluid are non-local and involve
pairs of particles set at a distance σg one from the other, as shown in Eq. (8). A
fluid particle that sits in the liquid phase close to the transition region will collide
with particles that belong to the liquid zone and to the interface zone. Because
density is higher in the liquid than in the interface, this particle will be more likely
to collide with partners located in the liquid region. The net effect of collisions is
therefore to generate a force directed from the liquid to the vapor, i.e. opposite
to the force field Fgg(r|t). The meniscus is stable at the throat until the two
competing forces are able to balance each other. When the width of the liquid phase
in the throat drops below a critical value, which from our computations seems to
be around 2σg and seems also not to depend from wall distance, a local density
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Figure 6. Reduced density plot at y/σg = 0, d = 25σg.
fluctuation lowering the density in the remaining thin liquid layer can effectively
reduce the collision rate and the repulsive effect of the hard sphere potential in the
whole throat thickness, thus leading to the merging of the opposite interfaces and
to meniscus collapse. It is worth observing that the perturbations and fluctuations
leading to breaking have different origins in the performed simulations. Pressure
and density perturbations in an initially static meniscus are artificially produced by
particles removal. Spontaneous fluctuations are also present because of the particles
representation of the distribution function. However, their intensity is related to
the number of simulation particles which, as observed above, is not related to the
number of real physical atoms in the system. Further analysis is required to assess
the impact of simulations setup on the menisci stability analysis.
5. Conclusions. In the present work, a kinetic model for the study of unsteady
capillary flows between solid walls has been presented. The model is based on
the Enskog-Vlasov kinetic equation and provides a reasonable description of two-
phase flows and of fluid-surface interaction, automatically tracking the formation of
vapor-liquid and solid-liquid interfaces. In the latter case it is possible to simulate
the full range of contact angles between the liquid and the solid, from hydrophobic
surfaces to hydrophilic ones. Moreover, it can be solved with a modified DSMC tech-
nique with a computational cost that is substantially smaller than the corresponding
molecular dynamic simulations. The structure of a stable meniscus bridging two
hydrophilic walls has been studied and the validity range of the Laplace-Kelvin
equation has been estimated. Meniscus breakage has been simulated and a possible
explanation of the phenomenon has been given.
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Figure 7. Unsteady simulation of meniscus breakage. Density
contour plots for a meniscus immediately before (Left) and after
(Right) its breakage. d = 25σg.
A number of future developments can be envisaged. A more detailed analysis of
the stiction of MEMS surfaces due to capillary forces is certainly of interest. By
means of the particle method of solution used in the present work, the adhesion
force can be easily computed by directly evaluating the change of momentum of
the gas molecules due to their interaction with wall molecules. This interaction in-
cludes both short-range hard-sphere collisions and the long-range mean force field.
A second aspect worth to be investigated is the dynamics of liquid menisci between
moving walls in order to provide a more realistic model of capillary flows in mi-
cromechanical devices and, in particular, to provide an assessment of the validity
of the present quasi-static approach when applied to devices having moving parts
at high frequency.
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