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Abstract— Most researches in ad hoc networks focus on
routing, and not much work has been done on data access.
A common technique used to improve the performance of
data access is caching. Cooperative caching, which allows
the sharing and coordination of cached data among multi-
ple nodes, can further explore the potential of the caching
techniques. Due to mobility and resource constraints of ad
hoc networks, cooperative caching techniques designed for
wired network may not be applicable to ad hoc networks.
In this paper, we design and evaluate cooperative caching
techniques to efﬁciently support data access in ad hoc net-
works. We ﬁrst propose two schemes: CacheData which
caches the data, and CachePath which caches the data path.
After analyzing the performance of those two schemes, we
propose a hybrid approach (HybridCache) which can fur-
therimprovethe performancebytakingadvantageofCache-
Data and CachePath while avoiding their weakness. Simula-
tion results show that the proposed schemes can signiﬁcantly
reduce the query delay and message complexity when com-
pared to other caching schemes.
Index Terms: Cooperative cache, simulations, cache man-
agement, ad hoc networks, data access.
I. INTRODUCTION
Wireless ad hoc networks have received considerable at-
tention due to the potential applications in battleﬁeld, dis-
aster recovery, and outdoor assemblies. Ad hoc networks
are ideal in situations where installing an infrastructure is
not possible because the infrastructure is too expensive or
too vulnerable. Due to lack of infrastructure support, each
node in the network acts as a router, forwarding data pack-
ets for other nodes. Most of the previous researches [1],
[2], [3], [4], [5] in ad hoc networks focus on the devel-
opment of dynamic routing protocols that can efﬁciently
ﬁnd routes between two communicating nodes. Although
routing is an important issue in ad hoc networks, other is-
sue such as information (data) access is also very impor-
tant since the ultimate goal of using ad hoc networks is to
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provide information access to mobile nodes. We use the
following two examples to motivate our research on data
access in ad hoc networks.
Example 1: In a battleﬁeld, an ad hoc network may con-
sist of several commanding ofﬁcers and a group of soldiers
around the ofﬁcers. Each ofﬁcer has a relatively powerful
data center, and the solders need to access the data centers
to get various data such as the detailed geographic informa-
tion, enemy information, and new commands. The neigh-
boring soldiers tend to have similar missions and thus share
common interests. If one soldier accessed a data item from
the data center, it is quite possible that nearby soldiers ac-
cess the same data some time later. It saves a large amount
of battery power, bandwidth, and time if later accesses to
the same data are served by the nearby soldier who has the
data instead of the faraway data center.
Example 2: Recently, many mobile infostation systems
have been deployed to provide information for mobile
users. For example, infostations deployed by tourist in-
formation center may provide maps, pictures, history of
attractive sites. Infostation deployed by a restaurant may
provide menus. Due to limited radio range, an infostation
can only cover a limited geographical area. If a mobile
user, say Jane, moves out of the infostation range, she will
not be able to access the data provided by the infostation.
However, ifmobile users can form anadhoc network, these
information can still be accessed by them. In such an envi-
ronment, when Jane’s request is forwarded to the infosta-
tion by other mobile users, it is very likely that one of the
nodes along the path has already cached the requested data.
Then, this node can send the data back to Jane to save time
and bandwidth.
From these examples, we can see that if mobile nodes
are able to work as request-forwarding routers, bandwidth
and power can be saved, and delay can be reduced. Actu-
ally, cooperative caching, which allows the sharing and co-
ordination of cached data among multiple nodes, has been
widely used to improve the Web performance in wired net-
works. These protocols can be classiﬁed as message-based,2
directory-based, or router-based. Wessels and Claffy in-
troduced the Internet cache protocol (ICP) [6], which has
been standardized and is widely used. As a message-based
protocol, ICP supports communication between caching
proxies using a simple query-response dialog. Directory-
based protocols such as cache digests [7] and summary
cache [8] enable caching proxies to exchange informa-
tion about cached content. The web cache coordination
protocol [9], as a router-based protocol, transparently dis-
tributes requests among a cache array. These protocols usu-
ally assume ﬁxed network topology and often require high
computation and communication overhead. Because of re-
source constraints and node mobility, these techniques may
not be applied directly to ad hoc networks.
In this paper, we design and evaluate cooperative
caching techniques to efﬁciently support data access in ad
hoc networks. Speciﬁcally, we propose three schemes:
CachePath, CacheData and HybridCache. In CacheData,
intermediate nodes cache the data to serve future requests
instead of fetching data from the data center. In CacheP-
ath, mobile nodes cache the data path and use it to redi-
rect future requests to the nearby node which has the data
instead of the faraway data center. To further improve
the performance, we design a hybrid approach (Hybrid-
Cache), which can further improve the performance by tak-
ing advantage of CacheData and CachePath while avoid-
ing their weakness. Simulation results show that the pro-
posed schemes can signiﬁcantly improve the performance
in terms of query delay and message complexity when
compared to other caching schemes.
The rest of the paper is organized as follows. In Sec-
tion II, we present the CacheData scheme and the CacheP-
ath scheme. Section III presents the HybridCache scheme.
The performance of the proposed schemes is evaluated in
Section IV. Section V concludes the paper.
II. PROPOSED BASIC COOPERATIVE CACHE SCHEMES
In this section, we propose two basic cooperative cache
schemes and analyze their performance.
A. System Model
Fig. 1 shows part of an ad hoc network. Some nodes in
the ad hoc network may have wireless interfaces to connect
to the wireless infrastructure such as wireless LAN or cel-
lular networks. Suppose node
N
1
1 is a data source (center),
which contains a database of
n items
d
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;
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;
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;
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n.N o t e
that
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Fig. 1. an ad hoc network
In ad hoc networks, a data request is forwarded hop-by-
hop until it reaches the data center and then the data center
sends the requested data back. Various routing algorithms
have been designed to route messages in ad hoc networks.
To reduce the bandwidth consumption and the query de-
lay, the number of hops between the data center and the
requester should be as small as possible. Although routing
protocols can be used to achieve this goal, there is a limi-
tation on how much they can achieve. In the following, we
propose two basic cooperative caching schemes: CacheP-
ath and CacheData.
B. Cache the Data (CacheData)
In CacheData, the node caches the passing-by data lo-
cally when it ﬁnds that the data is very popular or it has
enough free cache space. For example, in Fig. 1, both
N
6
and
N
7 request
d
i through
N
5,
N
5 knows that
d
i is popular
and caches it locally. Future requests by
N
3,
N
4,o r
N
5
can be served by
N
5 directly. Since CacheData needs extra
space to save the data, it should be used prudently. Suppose
the data center receives several requests for
d
i forwarded
by
N
3. Nodes along the path
N
3
￿
N
4
￿
N
5 may all think
that
d
i is a popular item and should be cached. However,
it wastes a large amount of cache space if three of them all
cache
d
i. To avoid this, a conservative rule should be fol-
lowed: a node does not cache the data if all requests for
the data are from the same node. As in the previous exam-
ple, all requests received by
N
5 are from
N
4, which in turn
are from
N
3. With the new rule,
N
4 and
N
5 do not cache
d
i. If the requests received by
N
3 are from different nodes
such as
N
1 and
N
2,
N
3 will cache the data. If the requests
all come from
N
1,
N
3 will not cache the data, but
N
1 will
cache it. Certainly, if
N
5 receives requests for
d
i from
N
6
and
N
7 later, it may also cache
d
i. Note that
d
i is at least
cached at the requesting node, which can use it to serve the
next query.
C. Cache the Data Path (CachePath)
The idea of CachePath can be explained by Fig. 1. Sup-
pose node
N
1 has requested a data item
d
i from
N
1
1.W h e n3
N
3 forwards the data
d
i back to
N
1,
N
3 knows that
N
1 has
ac o p yo f
d
i. Later, if
N
2 requests
d
i,
N
3 knows that the
data center
N
1
1 is three hops away whereas
N
1 is only one
hop away. Thus,
N
3 forwards the request to
N
1 instead
of
N
4. Note that many routing algorithms (such as AODV
[10] and DSR [3]) provide the hop count information be-
tween the source and destination. By caching the data path
for each data item, bandwidth and query delay can be re-
duced since the data can be obtained through less number
of hops. However, recording the map between data items
and caching nodes increases routing overhead. In the fol-
lowing, we propose some optimization techniques.
In CachePath, a node does not need to record the path
information of all passing-by data. For example, when
d
i
ﬂows from
N
1
1 to destination node
N
1 along the path
N
5
￿
N
4
￿
N
3,
N
4 and
N
5 need not cache the path information
of
d
i since
N
4 and
N
5 are closer to the data center than the
caching node
N
1. Thus, a node only records the data path
when it is closer (deﬁned later) to the caching node than
the data center.
When saving the path information, a node need not save
all the node information along the path. Instead, it can save
only the destination node information, as the path from cur-
rent router to the destination can be found by underlying
routing algorithm. This can signiﬁcantly reduce the path
size.
Due to mobility, the node which caches the data may
move. The cached data may be replaced due to the cache
size limitation. As a result, the node which modiﬁed the
route should reroute the request to the original data cen-
ter after it ﬁnds out the problem. Thus, the cached path
may not be reliable and using it may adversely increase
the overhead. To deal with this issue, a node
N
i caches
the data path only when the caching node, say
N
j,i sv e r y
close. The closeness can be deﬁned as a function of its dis-
tance to the data center, its distance to the caching node,
the route stability, and the data update rate. Intuitively, if
the network is relatively stable, the data update rate is low,
and its distance to the caching node (denoted as
H
(
i
;
j
))
is much lower than its distance to the data center (denoted
as
H
(
i
;
C
)), the routing node should cache the data path.
Note that
H
(
i
;
j
) is a very important factor. If
H
(
i
;
j
) is
short, even if the cached path is broken or the data are un-
available at the caching node, the problem can be quickly
detected to reduce the overhead. Certainly,
H
(
i
;
j
) should
be smaller than
H
(
i
;
C
). The number of hops that a cached
path can save is denoted as
H
s
a
v
e
=
H
(
i
;
C
)
￿
H
(
i
;
j
).
H
s
a
v
e should be greater than a system tuning threshold,
called
T
H, when CachePath is used.
Maintain cache consistency: There is a cache consis-
tency issue in both CacheData and CachePath. We have
done some work [11], [12] on maintaining strong cache
consistency in single-hop based wireless environment.
However, due to bandwidth and power constraints in ad
hoc networks, it is too expensive to maintain strong cache
consistency, and the weak consistency model is more at-
tractive. A simple weak consistency model can be based on
the Time-To-Live (TTL) mechanism, in which a node con-
siders a cached copy up-to-date if its TTL has not expired,
and removes the map from its routing table (or remove the
cached data) if the TTLexpires. As a result, future requests
for this data will be forwarded to the data source.
Due to TTL expiration, some cached data may be inval-
idated. Usually, invalid data are removed from the cache.
However, invalid data may be useful. As these data have
been cached by the node, it indicates that the node is in-
terested in these data. When a node is forwarding a data
item and it ﬁnds there is an invalid copy of that data in the
cache, it caches that data for future uses. To save space,
when a cached data item expires, it is removed from the
cache while its
i
d is kept in “invalid” state as an indication
of the node’s interest. Certainly, the interest of the node
may change, and the expired data should not be kept in the
cache forever. In our design, if an expired data item has not
been refreshed for the duration of its original TTL time (set
by the data center), it is removed from the cache.
D. Performance Analysis
In this section, we analyze the performance of the pro-
posed schemes. Wemake someassumptions tosimplify the
analysis to get some conclusions. The simulation results in
Section IV matches the analytical results and veriﬁes that
these assumptions are reasonable.
The performance is measured by the number of hops a
request is expected to travel before it reaches the data. Re-
ducing the hop count can reduce the query delay and re-
duce the bandwidth and power consumption since fewer
nodes are involved in the query process. Further, reducing
the hop count can also reduce the workload of the data cen-
ter since fewer number of requests are handled by the data
center. The notations used in the analysis are as follows:
￿
H: the average number of hops between a mobile
node and the data center.
￿
P
d
d: the probability that a data item is in the cache in
the CacheData scheme.
￿
P
d
p: the probability that a data item is in the cache in
the CachePath scheme.
￿
P
p
p: the probability that a path is in the cache in the
CachePath scheme.4
￿
P
i: the probability that a cached item is not usable.
Thismaybecaused by TTLexpiration orbroken paths
because of the node movement.
￿
L
d: in CacheData, the average length of the path for a
request to reach the node (orthe original server) which
has a valid copy of the data.
L
d
=
1 if the requester
has a valid copy of the data.
￿
L
p: in CachePath, the average length of the path for a
request to reach the node (orthe original server) which
has a valid copy of data.
L
p
=
1if the requester has a
valid copy of the data.
Given the above notations, we can obtain the expected
number of hops that a request takes from node
N
i to the
node which has the data. Let
P
0
d
=
P
d
d
(
1
￿
P
i
),t h e n
L
d
=
P
0
d
￿
1
+
(
1
￿
P
0
d
)
￿
P
0
d
￿
2
+
:
:
:
+
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1
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P
0
d
)
H
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i
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C
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H
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i
;
C
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P
H
(
i
;
C
)
k
=
1
(
1
￿
P
0
d
)
k
￿
1
￿
P
0
d
￿
k
￿
1
P
d
0
=
1
P
d
d
(
1
￿
P
i
)
(1)
This equation is an approximation of
L
d since in practice
P
d
d may be different at different nodes. However, Equation
(1) helps us understand the effects of many important fac-
tors, and we believe the approximation is reasonable. Note
that
L
d isbounded by
H.W h e n
P
0
d is not too small, i.e., not
less than
1
=
H, line
4 of Equation (1) provides an adequate
approximation.
To calculate
L
p, three cases need to be considered:
1) data item is in the local cache.
2) a path is found in the local cache which indicates
N
i
caches the requested data. Two sub-cases are possi-
ble:
(a) a valid data item is found in
N
i.
(b) the data item in
N
i is not usable because of bro-
ken path or TTL expiration.
3) No data or path is found in the local cache.
Let
P
0
p
=
P
d
p
(
1
￿
P
i
). The probabilities of Cases 1,
2(a), 2(b), and 3are
P
0
p,
(
1
￿
P
0
p
)
P
p
p
(
1
￿
P
i
),
(
1
￿
P
0
p
)
P
p
p
P
i,
and
(
1
￿
P
0
p
)
(
1
￿
P
p
p
) respectively. The number of hops
needed for a request to get the data is
1 for Case 1 and
1
+
L
p for Case 2(a) and Case 3. For Case 2(b), the request
need to travel
1
+
L
p to reach
N
i. Then itis redirected to the
data center which is
H away. At last, the data item is sent
back to the requester in
H hops. Therefore, the average
number of hops needed for the request is
(
1
+
L
p
+
H
+
H
)
=
2
=
H
+
(
1
+
L
p
)
=
2.
Thus
L
p
=
P
0
p
￿
1
+
(
1
￿
P
0
p
)
￿
P
p
p
￿
(
P
i
(
H
+
L
p
+
1
2
)
+
(
1
￿
P
i
)
(
L
p
+
1
)
)
+
(
1
￿
P
0
p
)
(
1
￿
P
p
p
)
(
1
+
L
p
)
(2)
So,
L
p
=
P
p
0
+
(
1
￿
P
p
0
)
P
p
p
(
P
i
H
￿
P
i
2
+
1
)
)
+
(
1
￿
P
0
p
)
(
1
￿
P
p
p
)
1
￿
(
1
￿
P
p
0
)
P
p
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1
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P
i
2
)
￿
(
1
￿
P
0
p
)
(
1
￿
P
p
p
) (3)
In Equation (3),
P
p
p is speciﬁc to CachePath. Therefore,
itneeds to be ﬁxed when comparing
L
d and
L
p.I f
P
p
p
=
0 ,
L
p
=
1
=
(
P
d
p
(
1
￿
P
i
)
) and if
P
p
p
=
1 ,
L
p
=
P
d
p
(
1
￿
P
i
)
(
P
i
2
￿
P
i
H
)
+
(
P
i
H
￿
P
i
2
+
1
)
1
￿
(
1
￿
P
d
p
(
1
￿
P
i
)
)
(
1
￿
P
i
2
)
)
(4)
P
p
p
=
1gives an upper performance bound of CachePath.
Equation (4) is used in the following discussing.
Equations (1) and (4) are still complex as they contain
several parameters. We can ﬁx some parameters to get a
better understanding of the relation between
L
d and
L
p.
Suppose
P
i
=
0 (i.e., all the data items in the cache are
valid), we have
L
d
=
1
P
d
d
and
L
p
=
1
P
p
p
(5)
CachePath needs less cache space to store extra data1.
Therefore
P
p
p
>
P
p
d when the cache size is not very big,
which means
L
p
<
L
d.
Suppose
P
i
=
0
:
5, and the cache size is big enough so
that
P
p
=
P
d. We obtain
L
d
=
2
P
d
d
(6)
L
p
=
￿
2
P
d
d
H
+
P
d
d
+
4
H
+
6
2
+
3
P
d
d
(7)
Thus,
L
d
<
L
p
,
H
>
(
4
￿
P
2
d
d
)
=
(
4
￿
2
P
2
d
d
) (8)
Note that
P
d
d
2
[
0
;
1
] and
4
￿
P
2
d
d
4
￿
2
P
2
d
d
￿
1
:
5 if
P
d
d
2
[
0
;
1
] (9)
Combining Inequalities (8) and (9) yields,
L
d
<
L
p if
H
>
1
:
5 (10)
From the above equations, we can get the following con-
clusions:
￿ Both schemes can reduce the average number of hops
between the requester and the node which has the re-
quested data. For example, when
P
i
=
0the number
1Note that a cached path only contains the ﬁnal destination node id,
as explained in Section II-C. We assume that the size of any data item
is larger than the size of a data id.5
of hops can be reduced if the cache hit ratio is greater
than
1
=
H. If there is no cached data or path available,
our schemes fall back to traditional caching scheme,
where requests are sent directly to the data center.
￿ When the cache size is small, CachePath is better than
CacheData; when the cache size is large, CacheData
is better.
￿ When the data items are updated very slowly or mo-
bile nodes move slowly, i.e.,
P
i is small, CachePath
is a good approach; while in the opposite situations,
CacheData performs better.
III. A HYBRID CACHING SCHEME (HYBRIDCACHE)
The performance analysis showed that CachePath and
CacheData can signiﬁcantly improve the system perfor-
mance. We also found that CachePath performs better in
some situations such as small cache size or low data update
rate, while CacheData performs better in other situations.
To further improve the performance, we propose a hybrid
scheme HybridCache to take advantage of CacheData and
CachePath while avoiding their weakness. Speciﬁcally,
when a node is forwarding a data item, it caches the data or
path based on some criteria. These criteria include the data
item size
s
i, the TTL time
T
T
L
i,a n dt h e
H
s
a
v
e.F o rad a t a
item
d
i, the following heuristics are used to decide whether
to cache data or path:
￿ If
s
i is small, CacheData should be adopted because
the data item only needs avery small part of the cache;
otherwise, CachePath should be adopted to save cache
space. The threshold value for data size is denoted as
T
s.
￿ If
T
T
L
i is small, CachePath is not a good choice
because the data item may be invalid soon. Using
CachePath may result in chasing the wrong path and
end up with re-sending the query to the data center.
Thus, CacheData should be used in this situation. If
T
T
L
i is large, CachePath should be adopted. The
threshold value for
T
T
Lis a system tuning parameter
and denoted as
T
T
T
L.
￿ If
H
s
a
v
e is large, CachePath is a good choice because
it can save a large number of hops; otherwise, Cache-
Data should be adopted to improve the performance
if there is enough empty space in the cache. We
adopt the threshold value
T
H used in CachePath as
the threshold value.
Fig. 2 shows the algorithm that apply these heuristics
in HybridCache. In our design, caching a data path only
needs to save a node
i
d to the cache. This overhead is very
small. Therefore, in HybridCache, when a data item
d
i is
(A) When a data item
d
i arrives:
if (
d
i is the requested data by the current node) then
cache data item
d
i; return;
/* Data passing by */
if (an old version of
d
i is in the cache) then
update the cached copy;
else if (
s
i
<
T
s or there is an invalid copy in the cache
or there is a cached path for
d
i) then
cache data item
d
i;
else if (
H
s
a
v
e
>
T
H and
T
T
L
i
>
T
T
T
L) then
cache the path of
d
i;
(B) When cache replacement is necessary:
while (not enough free space and
there are invalid data items in the cache) do
Remove an invalid data item;
while (not enough free space) do /*still need space*/
Remove a valid data item;
(C) When a request for data item
d
i arrives:
if (there is a valid copy in cache) then
send
d
i to the requester;
else if (there is a valid path for
d
i in the cache) then
forward the request to the caching node;
else
forward the request to the data center;
Fig. 2. The hybrid caching scheme
decided to be cached using CacheData, the path for
d
i is
also cached. Later, if the cache replacement algorithm de-
cides to remove
d
i, it removes the cached data while keep-
ing the path for
d
i. From some point of view, CacheData
degrades to CachePath for
d
i. Similarly, CachePath can be
upgraded to CacheData again when data item
d
i passes by.
C o m p a r i n gt oO t h e rS c h e m e s
To effectively disseminate data in ad hoc networks, data
replication and caching can be used. Data replication in
ad hoc networks have been studied in [13]. However, these
schemes may not be very effective due to the following rea-
sons: First, because of frequent node movement, powering
off or failure, it is hard to ﬁnd stable mobile nodes to host
the replicated data; Second, the cost of initial distribution
of the replicated data and the cost of redistributing the data
to deal with node movement or failure is very high.
Unlike data replication, caching has less overhead. In
traditional caching schemes, referred to as SimpleCache
in this paper, only the query node caches the received data.
If another query request for the cached data comes before
the cache expires, the node uses the cached data to serve the
query. In case ofa cache miss, ithas to get the data from the
data center. To utilize the caches of neighbor nodes, in the6
7DS architecture [14], users can cache data and share with
neighbors when experiencing intermittent connectivity to
the Internet. However, the focus of 7DS is on single-hop
environment instead of multi-hop. As a result, a user only
broadcasts the request to its neighbors to see if the data can
be served from their caches.
A cooperative caching scheme designed speciﬁcally for
accessing multimedia objects in ad hoc networks has been
proposed in [15]. When a query comes, this scheme re-
lies on ﬂooding to ﬁnd the nearest node that have the re-
quested object. We refer this approach as the FloodCache
scheme. Using ﬂooding can reduce the query delay since
the request may be served by a nearby node instead of the
data center faraway. Thus, it is good for multimedia appli-
cation which has strict delay requirements. Another beneﬁt
of using ﬂooding is that multiple nodes that contain the re-
quested data can be found. If the data size is very large,
when the link to one node fails, the requester can switch to
other nodes to get the rest of the requested data.
However, using ﬂooding incurs signiﬁcant message
overhead. To reduce the overhead, in [15] ﬂooding is lim-
ited to nodes that are within
k hops distance from the re-
quester, where
k is the number of hops from the requester
to the data center, but the overhead is still high. In a wire-
less network where nodes are uniformly distributed, on av-
erage there are
￿
k
2 nodes within
k-hops range of a mobile
node. Therefore
￿
k
2 messages are needed to ﬁnd a data
item using this method. Moreover, when one message is
broadcast in the network, many neighbors will receive it.
Even if the mobile node is able to identify and drop du-
plicated messages, each node still needs to broadcast the
messages at least once to ensure full coverage. Therefore,
if a node has
c neighbors on average, the total number of
messages needs tobe processed is
c
￿
k
2. Although the mes-
sage complexity is still
O
(
k
2
), the constant factor may be
very high, especially when the network density is high.
The HybridCache scheme proposed in this paper does
not use ﬂooding. Its query delay may be higher than that
of FloodCache in cases where the data is cached by some
nearby nodes not along the route to the data center. How-
ever, in ad hoc networks that have limited power and band-
width, FloodCache may not be a good choice. Because
FloodCache does not make use of the passing-by data in-
formation, its performance may be limited.
When cooperative caching is used, mobile nodes need to
cache data besides routing. This may involve cross-layer
optimization, and it may increase the processing overhead.
However, the processing delay is still very low compared
to the communication delay. Since most ad hoc networks
are speciﬁc to some applications, cross-layer optimization
can also reduce some of the processing overhead. Consid-
ering the performance improvement, the use of cooperative
cache is well justiﬁed.
IV. PERFORMANCE EVALUATION
The performance evaluation includes two parts. In the
ﬁrst part (Section IV-B), we verify the analytical results
of CacheData and CachePath, and compare them to Sim-
pleCache and HybridCache in terms of query delay. The
second part (Section IV-C) compares HybridCache to Sim-
pleCache and FloodCache in terms ofquery delay and mes-
sage complexity.
A. The Simulation Model
The simulation is based on ns-2 [16] withthe CMUwire-
less extension. In our simulation, both the AODV routing
protocol [10] and the DSDV protocol [4] have been tested
as the underlying routing algorithm. Because our schemes
do not rely on speciﬁc routing protocols, the results from
AODV and DSDV are similar. To save space, only the re-
sults based on AODV are shown here.
The node density is changed by choosing the number of
nodes between 50 and 100 in a ﬁxed area. We assume that
the wireless bandwidth is 2 Mb/s, and the radio range is
250m.
T h en o d em o v e m e n tm o d e l : We model a group of nodes
moving in a 1500m
￿ 320m rectangle area, which is simi-
lar to the model used in [5]. Themoving pattern follows the
random way point movement model [17]. Initially, nodes
are placed randomly in the area. Each node selects a ran-
dom destination and moves toward the destination with a
speed selected randomly from (
0 m/s,
v
m
a
x m/s). After the
node reaches its destination, it pauses for a period of time
and repeats this movement pattern. Two
v
m
a
x values, 2 m/s
and 20 m/s, are studied in the simulation.
The client query model: The client query model is simi-
lar to what have been used in some previous studies [12],
[18]. Each node generates a single stream of read-only
queries. The query generate time follows exponential dis-
tribution with mean value
T
q
u
e
r
y. After a query is sent out,
the node does not generate new query until the query is
served. The access pattern is based on
Z
i
p
f
￿
l
i
k
e distri-
bution [19], which has been frequently used ([20]) tomodel
non-uniform distribution. In the Zipf-like distribution, the
access probability of the
i
t
h (
1
￿
i
￿
n) data item is rep-
resented as follows.
P
a
i
=
1
i
￿
P
n
k
=
1
1
k
￿7
where
0
￿
￿
￿
1.W h e n
￿
=
1 , it is the strict Zipf distri-
bution. When
￿
=
0 , it becomes the uniform distribution.
Larger
￿ results in more “skewed” access distribution.
The access pattern of mobile nodes can be location-
dependent; that is, nodes that are around the same location
tend to access similar data, such as local points of interests.
To simulate this kind of access pattern, a “biased” Zipf-like
access pattern is used in our simulation. In this pattern, the
whole simulation area is divided into 10 (X axis) by 2 (Y
axis) grids. These grids are named grid 0, 1, 2,... 9 in a
column-wise fashion. Clients in the same grid follow the
same Zipf pattern, while nodes in different grids have dif-
ferent offset values. For example, if the generated query
should access data
i
d according to the original Zipf-like
access pattern, then in grid
i, the new
i
d would be
(
i
d
+
n
mod
i
) mod
n,w h e r e
n is the database size. This access
pattern can make sure that nodes in neighboring grids have
similar, although not the same, access pattern.
The server model: Two data servers: server0 and server1
are placed at the opposite corners of the rectangle area.
There are
n data items at the server side and each server
maintains half of the data items. Data items with even
i
ds
are saved at server0 and the rests are at server1. The data
size is uniformly distributed between
s
m
i
n and
s
m
a
x.T h e
data are updated only by the server. The servers serve the
requests on an FCFS (ﬁrst-come-ﬁrst-service) basis. When
the server sends a data item to a mobile node, it sends the
Time-To-Live tag along with the data. The Time-To-Live
value is set exponentially with mean value
T
T
L. After the
TTLexpires, the node has to get the new version of the data
either from the server or from other nodes before serving
the query.
Most system parameters are listed in Table IV-A. The
second column lists the default values of these parameters.
In the simulation, we may change the parameters to study
the impacts of these parameters. The ranges of the param-
eters are listed in the third column. For each workload pa-
rameter (e.g., the mean TTLtime, or the mean query gener-
ate time), the mean value of the measured data is obtained
by collecting a large number of samples such that the conﬁ-
dence interval is reasonably small. In most cases, the
9
5
%
conﬁdence interval for the measured data is less than
1
0
%
of the sample mean.
B. Simulation Results: HybridCache
Experiments were run using different workloads and
system settings. The performance analysis presented here
is designed to compare the effects of different workload
parameters such as cache size, mean query generate time,
TABLE I
SIMULATION PARAMETERS
Parameter Default value Range
Database size
n 1000 items
s
m
i
n (KB) 1
s
m
a
x (KB) 10
Number of nodes 100 50 to 100
v
m
a
x (m/s) 2 2, 20
Bandwidth (Mb/s) 2
T
T
L(secs) 5000 200 to 10000
Pause time (secs) 300 0t o3 0 0
Client cache size (KB) 800 100 to 1200
Mean query generate
time
T
q
u
e
r
y (secs)
5 1t o1 0 0
Zipf parameter
￿ 0.8 0t o1
T
H 2 1t o5
T
s (% of (
s
m
i
n
+
s
m
a
x)) 40% 10% to 80%
T
T
T
L(secs) 5000 500 to 10000
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Fig. 3. Fine-tuning CachePath
node density, node mobility, and system parameters such
as TTL,
￿ on the performance of SimpleCache, Cache-
Data, CachePath, and HybridCache. All the schemes use
the LRU algorithm for cache replacement. The effect of
cache replacement algorithms is left as our future work.
1) Fine-tuning CachePath: As stated in Section II-C,
the performance of CachePath is affected by the threshold
value
T
H. A small
T
H means more paths are cached, but
caching too many less-valuable paths may increase the de-
lay because the cached paths are not very reliable. A large
T
H means only some valuable paths are cached. However,
if
T
H is too large, many paths are not cached because of the
high threshold. As shown in 3,
T
H
=
2achieves a balance,
and we use it in the rest of our simulations.
2) Fine-tuning HybridCache: In HybridCache, if a data
item size is smaller than
T
s, it is cached using CacheData.
If
T
s is too small, HybridCache fails to identify some small
but important data items; If it is too large, HybridCache
caches all the data using CacheData. To ﬁnd an optimal8
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Fig. 4. Fine-tune HybridCache
value for
T
s, we measure the query delay as a function of
T
s.A s
T
s is related to data size, in Fig. 4 (a), we use
a relative value:
T
s
=
(
S
m
i
n
+
S
m
a
x
), which can give us a
clearer idea of what the threshold value should be.
As shown in Fig. 4 (a), when the threshold value in-
creases from
1
0
% to
4
0
%, the query delay drops sharply
since more data are cached. If the threshold value keeps
increasing beyond
4
0
%, more passing-by data are cached,
and the cache has less space to save the accessed data, and
some important data may be replaced. Therefore, the delay
increases. We ﬁnd that a threshold value of
4
0
% gives the
best performance.
Fig. 4(b) showsthe effects of
T
T
T
Lonthe average query
delay. The lowest query delay is achieved when
T
T
T
L
=
5
0
0
0 seconds. Compared to Fig. 4 (a), the performance
difference between different
T
T
T
L is not signiﬁcant. This
is because the database we studied has heterogeneous data
size. Data size varies from
1 KB to
1
0 KB. As data size is
a very important factor for caching, it makes the effect of
T
T
T
Lless obvious.
3) Effects of the Cache Size: Fig. 5 shows the impacts
of the cache size on the cache hit ratio and the average
query delay. Cache hits can be divided into three cate-
gories: local data hit whichmeans that the requested data is
found in the local cache, remote data hit which means that
the requested data is found in one of the intermediate node
when the request is forwarded in the network, and path hit
which means that a path is found for the request and a valid
data item is found in the destination node of that path. Both
remote data hit and path hit are considered as remote cache
hit because the data are retrieved from remote nodes.
From Fig. 5 (a), we can see that the local hit ratio of
SimpleCache is always the lowest. When the cache size
is small, CacheData performs similar to SimpleCache be-
cause small cache size limits the aggressive caching of
CacheData. When the cache size is large, CacheData can
cache more data for other nodes. These data can be used
locally and hence the local data hit ratio increases. CacheP-
ath does not cache data for other nodes, but its cached
data can be refreshed by the data passing by. Therefore,
its local data hit ratio is still slightly higher than that of
SimpleCache. HybridCache prefers small data items when
caching data for other nodes. Therefore it can accommo-
date more data without wasting too much cache space, and
achieve a high local data hit ratio.
Although CacheData and CachePath have similar local
data hit ratio in most cases, CacheData always has higher
remote data hit ratio because it caches data for other nodes.
Especially when the cache size is large, more data can be
cached in CacheData and its remote data hit ratio is sig-
niﬁcantly higher than that of CachePath. HybridCache has
a high remote data hit ratio due to similar reason for its
high local data hit ratio. Even if the path hit is not consid-
ered, HybridCache still has highest cache hit ratio in most
cases. Itis worth noticing that CachePath and HybridCache
almost reach their highest performances when the cache
size is
8
0
0 KB. This demonstrates their low cache space
requirement. This particularly shows the strength of Hy-
bridCache as it also provides the best performance at the
same time.
Because of the high cache hit ratio, the proposed
schemes perform much better than SimpleCache (see Fig.
5). Comparing CachePath and CacheData, when the cache
size is small, CachePath has lower query delay because its
path hit helps reduce the average hop count. When the
cache size is greater than
8
0
0 KB, these two schemes have
similar total cache hit ratio, but CacheData has higher local
data hit ratio and Remote data hit ratio. Because the hop
count of local data hit is
0 and the average hop count of
remote data hit is lower than that of path hit, CacheData9
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Fig. 5. The system performances as a function of the cache size
achieves low query delay. This ﬁgure also agrees with the
performance comparison of CachePath and CacheData in
Section IV.
Comparing these three proposed schemes, we can see
that HybridCache performs much better than CacheData
or CachePath, because HybridCache applies different
schemes (CacheData or CachePath) to different data items,
taking advantages of both CacheData and CachePath. As
the result of the high local data hit ratio, remote data hit ra-
tio and overall cache hit ratio, combined with the effect of
low average hop count of remote cache hits, HybridCache
achieve the best performance.
4) Effects of the Query Generate Time: Fig. 6 shows
the average query delay as a function of the
T
q
u
e
r
y.B o t h
low mobility (
V
m
a
x
=
2m/s) and high mobility (
V
m
a
x
=
2
0 m/s) settings are studied. We notice that all the trends
are similar except for CachePath. There are cases that
CachePath even performs worse than the SimpleCache
scheme. This is due to the fact that high node mobility
causes more broken paths, which affects the performance
of CachePath. In high mobility setting, CacheData per-
forms better and HybridCache still performs the best in
most cases.
When
T
q
u
e
r
y is small, more queries are generated and
the system workload is high. As a result, the average query
delay is high. As
T
q
u
e
r
y increases, less queries are gener-
ated, and the average query delay drops. If
T
q
u
e
r
y keeps
increasing, the average query delay only drops slowly or
even increases slightly. The reason is that the query gen-
erating speed is so low that the number of cached data is
small and many cached data are not usable because their
TTL have already expired before queries are generated for
them. Fig. 6 veriﬁes this trend.
Under heavy system workload (
T
q
u
e
r
y is small), Hybrid-
Cache can reduce the query delay by as much as
4
0
% com-
pared to CacheData or CachePath. When the system work-
load is extremely light, the difference between different
schemes is not very large. This is because under extreme
light workload, the cache hit ratio is low. Therefore, most
of the queries are served by the remote data center and dif-
ferent schemes perform similarly.
We can also ﬁnd that when the query generating speed
increases (
T
q
u
e
r
y decreases), the delay of HybridCache
does not increase as fast as that of other schemes do. This
demonstrates that HybridCache is less sensitive to work-
load increases and it can handle much heavier workload.
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5) Effects of the Zipf Parameter
￿: The Zipf parame-
ter
￿ deﬁnes the access pattern of mobile nodes. When
￿
is small, the access distribution is more like a uniform dis-
tribution. The average query delay is high since the cache
is not large enough to save all the data. When
￿ is large,
the access is focused on the hot (frequently accessed) data
items, and the average query delay is lower since most of10
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T
q
u
e
r
y
these hot data can be cached. By changing
￿, we can see
how different access patterns affect the performance. As
shown in Fig. 7, our schemes perform much better than
the SimpleCache scheme because the cooperation between
nodes can signiﬁcantly reduce the query delay.
6) Effects of TTL: Fig. 8 shows the average query de-
l a yw h e nt h e
T
T
Lvaries from
2
0
0 seconds to
1
0
0
0
0 sec-
onds. TTL determines the data update rate. Higher update
rate (smaller TTL) makes the cached data more likely to be
invalidated, and hence the average query delay is higher.
When the TTL is very small (200 sec), all four schemes
perform similarly, because most data in the cache are in-
valid and then the cache hit ratio is very low. Since Simple-
Cache does not allow nodes to cooperate with other nodes,
its average query delay does not drop as fast as our schemes
whenTTLincreases. Thedelay ofourschemes drops much
faster as TTL increases because nodes cooperate with each
other to maximize the beneﬁt of low update rate.
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Fig. 8. The average query delay as a function of TTL
Comparing CachePath to CacheData, CacheData per-
forms better when TTL is small, whereas CachePath per-
forms better when TTL is big. This result again agrees with
the performance analysis. HybridCache further reduces the
query delay by up to
4
5
%.
7) Effects of the Node Density: Fig. 9 shows the av-
erage query delay as a function of the number of nodes in
the system. As node density increases, the delay of all four
schemes increase, because more nodes compete for limited
bandwidth. However, our schemes increase much slower
than SimpleCache. This can be explained by the fact that
more data can be shared as the number of nodes increases
in our schemes, which helps reduce the query delay. When
the total number of nodes is small, HybridCache performs
similar as CacheData and CachePath. When the number of
nodes increases, HybridCache performs much better than
other schemes. Thisindicates that HybridCache scales well
with the number of nodes.
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C. Simulation Results: Comparisons
In this subsection, we compare the performance of the
HybridCache scheme to the SimpleCache scheme and the
FloodCache scheme in terms of query delay and message
complexity. A commonly used message complexity metric
is the total number of messages injected into the network
by the query process [15]. Since each broadcast message is11
processed (received andthen re-broadcasted or dropped) by
every node that received it, “the number of messages pro-
cessed per node” is used as the message complexity metric
to reﬂect the efforts (battery power, CPU time, etc.) of the
mobile node to deal with the messages.
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Fig. 10. The performance as a function of the cache size
1) Effects of the Cache Size: Fig. 10 shows the im-
pacts of the cache size on the system performance. Fig. 10
(a) shows that the query delay decreases as the cache size
increases. After the cache size increases beyond 800 KB,
mobile nodes have enough cache size and the query delay
does not drop signiﬁcantly. The SimpleCache scheme is
outperformed by cooperative caching schemes under dif-
ferent cache size settings. This demonstrates that mobile
nodes can beneﬁt from sharing data with each other.
Comparing HybridCache and FloodCache, we can see
that HybridCache does not perform as well as FloodCache
in terms of query delay. However, Fig. 10 (b) shows
that HybridCache incurs much less message overhead than
FloodCache. The message overhead of HybridCache is
even less than that of SimpleCache. The reason is that Hy-
bridCache gets data from nearby nodes instead of the far-
away data center if possible. Therefore, the data requests
and replies need to travel less number of hops and mobile
nodes need to process less number of messages. As the
cache size increases, the cache hit ratio of HybridCache
increases and its message overhead decreases. Because
FloodCache uses broadcast to ﬁnd the requested data, it
incurs much higher message overhead.
In FloodCache the request is sent out through ﬂooding,
and multiple copies of data replies may be returned to the
requester by different nodes that have the requested data.
In SimpleCache and HybridCache, this can not happen be-
cause only one request is sent out for each query in case of
local cache miss. Fig. 10 (c) shows that more than 7 copies
of data replies are returned per query in FloodCache. The
number of duplicated data replies increases slightly as the
cache size increases because data can be cached in more
nodes. In our simulation, the data size is relatively small
(from 1 KB to 10 KB), and hence the duplicated messages
do not affect the performance signiﬁcantly. For some other
environments such as multimedia accessing, transmitting
duplicated data messages may waste much more power and
bandwidth. As one solution, instead of sending the data to
the requester upon receiving a request, mobile nodes which
have the data send back an acknowledge packet. The re-
quester can then send another unicast request to the nearest
among these nodes to get the data. The drawback of this
approach is that the query delay will be signiﬁcantly in-
creased.
2) Effects of the Mean Query Generate Time
T
q
u
e
r
y:
HybridCache performs similar to FloodCache when
T
q
u
e
r
y
is small. When the system workload is low (
T
q
u
e
r
y is
large), the difference between HybridCache and Flood-
Cache increases. As explained in Section IV-B.4, when
T
q
u
e
r
y is small, many cached data are not usable because
of the TTL expiration. Therefore, the cache hit ratio is very
low. Because FloodCache can ﬁnd the nearest valid data
item, its query delay is small. HybridCache may not ﬁnd
the valid data item before a request reaches the data cen-
ter. Therefore, its query delay is a little bit longer. Fig. 11
(a) shows that the query delay of FloodCache is the low-12
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est. However, as can be seen from Fig. 11 (b), the message
overhead of FloodCache is signiﬁcantly higher than that of
HybridCache.
When considering the results from both Fig. 10 and Fig.
11, we can see that FloodCache uses signiﬁcantly higher
message overhead to get a very minor query delay im-
provement over HybridCache. Thus, FloodCache may not
be suitable for ad hoc networks where available bandwidth
and power are scarce. HybridCache performs well because
it reduces the query delay compared to SimpleCache while
incurs much less overhead compared to FloodCache.
V. CONCLUSIONS
In this paper, we designed and evaluated cooperative
caching techniques to efﬁciently support data access in ad
hoc networks. Speciﬁcally, we proposed three schemes:
CachePath, CacheData, and HybridCache. In CacheData,
intermediate nodes cache the data to serve future requests
instead of fetching data from the data center. In CachePath,
mobile nodes cache the data path and use it to redirect fu-
ture requests to the nearby node which has the data instead
of the faraway data center. HybridCache takes advantage
of CacheData and CachePath while avoiding their weak-
ness. Simulation results showed that the proposed schemes
can signiﬁcantly reduce the query delay when compared
to SimpleCache and signiﬁcantly reduce the message com-
plexity when compared to FloodCache.
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