HENRY FORD WAS WRONG
Of course, Henry Ford was wrong. History is not bunk. It just tends to look like bunk in the short range. Legitimately, historians must allow some time for the confusion of events to die away. They can then evolve theories about fading memories of the events. In his short story, "The Ugly Little Boy," Isaac Asimov 1 has a reporter say the following about a machine which recovers people from the past and makes them live in the present. "You can only reach out so far; that seems sensible; things get dimmer the further you go; it takes more energy. But then, you can only reach out so near." It is the same with history.
Accordingly, some of the giants of history still have only little to say about the computer revolution. Arnold Toynbee, who has provided the greatest conceptual unification of world history in this century, is still involved in the purely negative aspects of the revolution. His chapter on computerization 2 is called "Mechanization, Regimentation and Boredom"; this brings to mind some advice for fourteenth century magicians, "If you want to be a successful prophet, prophecy evil." 3 Daniel Boorstin, winner of the Bancroft Prize, the Parkman Prize and the Pulitzer Prize for his penetrating series of books, "The Americans," is most fascinated by the gadgetizing of Americans: "When automation became widespread and electronic computers became almost as common as the adding machine, there were new cataclysms in the jobs of Americans and in their ways of thinking. By 1967, only a half-century after the first commercially successful billing machine, the annual American production of cash registers and computing machines totaled more than $4.5 billion. When precise and up-to-date information was available about the quantities of everything, businessmen and consumers could not help thinking quantitatively." 4 The facts are right, but the impact is trivialized. This nearsightedness, being fairly general among historians, we therefore seek for the general history and impact of computer-communications elsewhere. We must search among the participants, namely ourselves, and among other commentators, who will be broadly classified as journalists. One must be wary of Marshall McLuhan's generalizations. After all, in their book, "War and Peace in the Global Village," McLuhan and Quentin Fiore attribute the age of chivalry to the invention of the stirrup. 5 Granted that McLuhan is not a master of understatement, one can still find truth in his estimation, in the same book: "The computer is by all odds the most extraordinary of all technological clothing ever devised by man, since it is the extension of our central nervous system. Beside it, the wheel is a mere hula-hoop." One of the best journalist historians is James Martin. After all, he published a book in 1971 called, "Future Developments in Telecommunications," and much of this book intended as almost science fiction for the year 1980 is a good history of the years 1971-1974.
SEPARATING THE USER FROM HIS COMPUTERS
In 1939 Aikin and a team of IBM engineers at Harvard began the work that resulted in 1944 in the Mark I, the first automatic electromechanical digital computer. The first completely electronic computer was designed by Eckert and Mauchly at the University of Pennsylvania, for the Ballistic Research Laboratory at Aberdeen. The ENIAC (Electronic Numerical Integrator and Calculator) became operational in 1946. The history of computing in the 30 years since Mark I is a monumental one, which will require some new giants of history. For the present, we will try to simply indicate some of the trends and milestones, in the more limited area of computer-communications, or computer networking or, in simpler terms, the process of separating the user from his computer. We will subdivide this process into two categories-terminal oriented networks and the area with the shorter history, but greater technical promise, computer to computer networks.
EVOLUTION OF TERMINAL ORIENTED NETWORKS
The first computer network consisted of a computer with several cables attaching input devices. A majority of the networks in the world are still of this fashion. Very shortly, the need arose to do more than just communicate with a computer 100 feet away. Thus, remote terminals were added to the network. The networks were first extended to cover all of the buildings within an industrial complex on leased or specially constructed lines. The capability to dial into the main frame computer was then added and the networking era began in earnest.
As networks grew, their costs also grew, often quite rapidly. For example, as more and more demands were made on the system, the cost of the communications became a very significant fraction of the cost of the overall network. Originally, the computer represented the majority of the total system cost. But, as the network expanded, communications often exceeded 50 percent of the overall system cost. Therefore, efforts began to reduce this aspect of the overall cost. Innovations like multidrop lines, which allowed a number of different terminals to share a common line, were introduced to take advantage of all possible economies of scale. You might be able to lease a very low bandwidth line for, let's say, a thousand or fifteen hundred dollars per month. On the other hand, you could probably increase the capacity of the line by a factor of ten or more at a cost increase of only a factor of two. This provided sufficient capacity to allow sharing of the line by several terminals. But, to do this, control mechanisms for selecting different terminals on the line and for protecting data had to be invented and techniques for contention resolution and queueing were required.
The next major difficulty encountered in building computer networks were the changes to the main frame software which were found to be exceptionally difficult and costly. Thus, to reduce the time and cost of system development, devices called "front ends" were introduced. These allowed the communication functions of the computer network to be separated, by and large, from the processing function of the computer. Front end use grew very rapidly, beginning in the late 1960's and was assisted by the introduction of low cost minicomputers. Today, front ends play an important role in network communications.
Next, the interesting observation was made that there was a cable between the front end and the computer. Since large networks always tend to get larger, the cable became longer, with communication equipment required between the front end and the computer. As the front end increased its distance from the main frame, its name changed to that of "concentrator." In modern networks, concentrators may be thousands of miles from the computer. Their main function is to reduce communication cost by more effective communication line utilization. The next development was quite natural; another front end was added to the computer side of the network to complete the isolation of the computer from its network elements.
In Figure 1 , we have a typical structure of a terminal oriented network. 6 This particular network is called the NASDAQ System. "NASDAQ" stands for the National Association of Securities Dealers Automated Quotations System. This network was built in 1970 and became operational in 1971. Its function is to collect quotation information about the Over-the-Counter Securities market. Users distributed throughout the country receive responses to their input in five or six seconds. Responses contain information about the prices at which dealers are willing to sell or buy securities, and the exact bid and ask prices of each market maker who deals in a particular security. There are on the order of 1,700 terminals in this system at a thousand different locations in about 400 different cities. The system has reduced the problem of getting the information about Over-the-Counter stocks from one of making ten phone calls to the input of a single network message. During^ active trading days, the NASDAQ System has handled more than one million messages a day. 
MILESTONE TERMINAL ORIENTED NETWORKS
There are almost as many terminal oriented systems at present as there are computers, since almost every computer has terminals attached to it. And almost all these systems fit somewhere into the evolutionary pattern we have described. However, only a small number of these networks set milestones in either timing, structure, function or size. Those that have been major benchmarks fall into two general categories: special purpose networks-intended to serve a specific function for a selected set of users-and time sharing services-intended as a general utility for any user.
Special purpose networks

Military
Among special purpose networks the military has been one of the leading users and pioneers. Indeed, much of the technology developed for military purposes has been transferred and adapted for commercial use. The prime examples are point of sale systems, of which banking and airline reservation systems are pioneering areas. Other users such as educational institutions have also added major improvements necessitated by their particular requirements. Certainly a milestone in military systems and in computer communications development, in general, is the SAGE (Semiautomatic Ground Environment) system. Lest we forget in how many different ways this system was a pioneering effort I will quote Ruth Davis:
"The first use of an automated display which permitted the user to exercise control over the information presented (and also to enter requests and information based on what was presented to him) occurred in the SAGE system. The significance of the introduction into this system of the light gun as a pointing device under the control of the dis- But let us look at the computer communications aspects. The purpose of the system was air defense for the U.S. The results were benchmark efforts in computers, communications and computer communications.
The Air Defense System Engineering Committee (ADSEC), a group formed by the Scientific Advisory Board at the request of the Air Force, evaluated the status of overall air defense in the 1950's. They recommended initial feasibility tests utilizing digital radar inputs to a central computer. This was to be accomplished by coupling the data-processing capabilities of the Digital Computer Laboratory to the radar data-transmission techniques of the Cambridge Research Center. Favorable results led to Project Charles and the establishment of Lincoln Laboratory in 1951 with a charter to work toward a computer-based air defense system. Project Charles activities led to recommendations for a prototype test facility known as the Cape Cod System, which was established in 1952.
The New York Air Defense Sector became the first operational site in 1958. By 1963, SAGE Direction Center and Combat Centers had been installed at all continental stations. The system was designed in 1955 with IBM AN/F SQ-7 prototype computers, with SDC software at the central facilities. Each computer contained 58,000 3. Uninterrupted continuity in banking service throughout the transition period from the initial manual system to the successor semi-automated system.
The system is a long way in scope from present broad purposed vast networks such as that of the Barclay Bank or that being considered by the Federal Reserve Board.
Airlines
One of the earliest large scale users of point of sale type systems have been the airlines. As Janet Taplin 9 has commented "American Airlines has been uniquely successful in its use of computers. Its SABRE I was the first on-line reservation system and represented a major breakthrough in terms of real-time computer usage". A joint research effort by IBM and American Airlines in the early 50's culminated in the SABRE system in the early 60's. The system consists of a central computer site with 2000 nationwide terminals multidropped to the central site. 10 vacuum tubes, consuming 1,500 KWatts of power and occupying an entire building floor. 8 Radars and information sources feed information to the centers and the centers send information to interceptors and other weapons. Real time processing required key developments by many companies, small computer (not mini computers) front-end processors, specification of 1600 baud data lines with better conditioning than voice grade lines, and redundant diverse routed paths for reliability.
Banking
The development of commercial systems such as banking could be done on a smaller scale and hence had less auspicious milestones. Certainly, the first of any system must be a milestone. The first banking milestone therefore sounds almost like an entry from the Guiness book of records. Telefile is described by Sackman 7 as the first online banking system in the world, linking the transactions of each of the three participating banks and their affiliated branches into a central data-processing system. This system grew out of automation feasibility studies initiated by the Howard Savings Insitution of Newark, New Jersey in 1953. By 1956, system requirements were specified, two other banks cooperated in the venture, and the Teleregister Corporation was awarded the contract for developing and implementing the data-processing system.
The three main system requirements were as follows:
1. Online data processing at the teller windowfor example, direct communication between the teller and the central computer for deposits and withdrawals. 2. High system reliability and accuracy commensurate with rigorous banking standards.
Education
One of the earliest and most ambitious educational networks is the Dartmouth Time Sharing System (DTSS) first placed in operation in 1964.
"It was .. . decided that exposure to computing and free availability of computing should become a standard part of the liberal arts educations at Dartmouth, an undergraduate college where only 25 percent of the students elect majors in the sciences and engineering.
.. . Against this background, it was recognized that the user-computer interface had to be simplified and harmonized with the educational environment if liberal arts students were to ingest a reasonable dose of sensible knowledge about computing. Two important consequences of this recognition were the decisions to bring the computer to the student via remote individual terminals (teletypes) and to devise an extremely simple user interface." 11 The system evolved through several stages of hardware and software systems as well as communications. The use of DTSS by schools outside Dartmouth developed sporadically until given a major impetus in 1967-1968 by NSF Grants. The configuration in 1968 is shown in Figure 5 .
Time-sharing networks
The emergence of time-sharing systems as general purpose on line computing facilities is a development primarily of the 1960's. Some of the early experimental work took place at Project MAC at MIT; SDC under the aegis of ARPA; and RAND. By the mid 1960's practically all computer manufacturers were marketing or developing some form of time-sharing facilities. A number of organizations now run commercially available time shared services. Among them are United Computing Services, Inc., Utility Network of America and so on.
The most significant networks are unusual in function, size and complexity.
The largest time sharing network is that run by General Electric. 1213 It has local data lines in some 25 cities in the U.S., nine cities in Canada, Mexico City, San Juan and via COMSAT, London, Manchester, Brussels, Amsterdam and Paris. The system evolved from GE's experience with the Dartmouth Time Sharing System and in 1965 used the operating system developed at Dartmouth.
The most sophisticated time-sharing networks currently in operation is TYMNET owned by Tymshare, Inc. 12, 14 The network employs 80 communications processors all over the U.S. accessing 26 host computers. The network configuration consists of a backbone of multiple rings, rather than a star, with other nodes connected in stars or straight runs. If one path to a computer is saturated or down, the network automatically switches to an alternate path. The network goes far beyond the concept of individual real time terminal users and services entire organizations such as major accounting firms and the National Library of Medicine. Parallel to the development of terminal oriented systems, efforts were under way to allow computers to directly communicate with other computers in real time. The first step was, of course, to place two identical computers in the same building and to connect a cable between them. (Many of the computers being built today can be regarded as sophisticated computer networks in themselves.) To assist in this difficult task, devices very much like front ends were developed to handle the corn- A result of this approach is star-like networks with a store and forward central switch. The most significant network in this category is the AUTODIN System. 15 AUTODIN was built and is maintained and managed by Western Union for the U.S. Government.
COMPUTER TO COMPUTER NETWORKS
An extension of this type work is the ring computer network in which a front end type device (often called a network interface processor) connects the network lines and the computers. Data for a computer is addressed to that computer and sequentially sent, link by link, in a circular fashion. At each step around the circuit, the data is interrogated by the interface processor and when it finally reaches the interface processor connected to the destination computer, it is removed from the ring. Naturally, if a network like this is not planned very well, data may eventually circulate forever. Thus, control devices to remove data which is "too old" from the network must be placed in the network. In addition, as such a network grows, its reliability can become very low because all elements along the ring must operate for the network to operate. Therefore, additional lines for redundancy and more flexible routing techniques must be added for effective operation.
A more ambitious type of system, called AR-PANET, 1617 was also developing during the last five years. The concept of this system was to provide high flexibility by allowing any kind of interconnections, and adaptive routing of information. In late 1969, the first four elements were installed on the West Coast. The network grew to about a 25 node system in 1971, to about a 40 node system in 1973, and is today about a 50 node system. This network is one of the first major applications of the new technology called "packet switching" in which data is broken up into blocks that are separately addressed and then allowed to make their way independently through the network from origin to destination. This type of network must handle the problem of controlling flows using a "distributed" control scheme.
The ARPANET significantly differs from the centralized system approach. In a centralized system such as NASDAQ, nearly all the controls reside in the central computer. If it cannot handle the flow, the computer will slow down the concentrators and do whatever else is necessary to prevent additional calls from being sent. In a distributed network, very sophisticated techniques of flow control and routing adaption in case of a line or node failure had to be developed. Packet switching is now viewed as a major addition to the technology of computer networking, and has already been applied to radio com- munications. 18 A number of other networks are now being built or designed that are based on the packet switching technology of the ARPANET and the future of the field appears quite bright.
PROPHECY
Clearly an important part of the computer communications revolution has been the proposal and development of an incredible array of digital services. This includes new technical offerings and tariff structures by the common carriers dominated by AT&T 19 and Western Union. 15 A further development of crucial interest to the computer industry is the growth of the specialized common carriers including MCI, DATRAN and a large number of regional carriers such as Western Tele-Communications. The picture is further enhanced by the addition of value added networks and satellite communication. These topics have only been alluded to here since they are the subject of another paper in this session. 20 Our mandate for this talk does not include prophecy-for evil or for good. But after all the only reason for knowing "How we got there", is so we can extrapolate to "Where we are going." Some things are certain. As Fano says "The 'Marriage' of computers and communication has been celebrated and consummated. By now the honeymoon is over and the two partners are beginning to face the realities of their interdependence." 21 Looking into the very near future networks are planned that tend to combine the distributed network control concepts of ARPANET for computer to computer communications with the centralized NASDAQ-like approach for terminal to computer and terminal to terminal communications. These networks are an extension of the multidrop centralized net where now the terminal processor replaces the computer and the backbone communications is then through a packet oriented net like ARPANET. An example of this type of net is shown in Figure 11 . This particular example is a sample design for a planned FAA Air Traffic Control Network. This network has 21 air traffic control computers at appropriate locations. It has a backbone communication network which is a simple loop like network. Emanating from the nodes of this network is an extensive terminal communications network which is itself a collection of networks.
The growth of computer communication networks has clearly left the linear part of its presumed exponential growth. In-house systems or inter-corporation facilities abound not only on paper but in actual implementation. In addition many more facilities are on the horizon. For example:
• In Canada, the Datapac Network is a nationwide, packet switched, shared, data network which has been designed to become the basic Canadian network for data communications. By 1976 there will be four network nodes: Toronto, Montreal, Ottawa and Calgary. These four nodes, or networks switching centers, will initially serve the entire country. By 1980, at least fourteen Canadian cities will have network nodes. After 1980, the network will continue to expand to meet Canada's data requirements.
• Also in Canada plans are being developed for CANUNET, Canadian Universites Computer Network, a packet switched network sponsored by the Ministry of Communications to link some 20 universities.
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• An international effort is planned by the Organization for Economic Cooperation and Development. The result is to be a European data communication network between certain universities and research centers. This network, which will work on the "packet switching" principle, is reminiscent of the ARPA network. Secondary networks can be connected to nodal centers. Nodal centers will exist in Italy, France, Switzerland, the United Kingdom, and within the OECD administration. Norway, Sweden, Portugal and Yugoslavia have also joined the project. 23 Beyond extrapolation we indeed enter the realm of prophecy. We can only list a few achievements we all know are here or on immediate horizon, make an obvious observation, and relate a personal experience.
First the list. The following developments are here:
• Minicomputers • Programmable calculators • Hand calculators • Microprocessors • Hand held radio transmitters • Cable TV system for data transmission Second, the obvious observation. Even without looking into the far future of hand held minicomputers on a chip or optical fibers it is clear that computer networks will soon look nothing like they look now. Mobile users with hand held terminals dialing into vast networks of minicomputers and maxicomputers, with little difference between front ends and processors, is clearly possible. Finally, a personal experience; as usual, one of us (I.F.) did his Christmas shopping on Christmas eve. He was at the counter at Macy's trying all the calculators, using one calculator to calculate the cost per feature on all the other calculators at the latest bargain price of overstocked Japanese calculators with Italian names. A woman standing next to him, silent for many minutes, finally got up the courage to ask the salesman what memory was used for on a calculator. He tried to explain several times and failed. Finally, he showed her how it was used to store an intermediate answer. A glow of discovery appeared on her face. For the first time after years of propaganda, advertising and intimidation about computer memory banks she understood what memory was. A new American became intimate with the computer. This element of citizen acceptance of the computer when combined with the technical elements make a new revolution both inevitable and unpredictable.
Many others are, of course, actively speculating on the effect of the computer communications revolution on society. Some of this speculation is didactic. Says Peter Goldmark, 24 "What I propose is that the advances of telecommunications technology-satellites, cable TV, broadband circuits and similar devices-make it possible to attract future generations into the smaller towns of America beyond the commuting dependency range of the big city and suburbs and thus cut down on the excessive use of power." Some of the speculation is more ruminative. Says Paul Baran, 25 "The key man in the new power elite will be the one who can best program a computer, that is, the person who makes the best use of the available information and the computer's skills in formulating a problem. In a world where knowledge is power, and where communications mean access to power, he who can most effectively utilize this access will be in the driver's seat. Some persons (primarily computer programmers) claim that the richest man in the world in the year 2000 will be a computer programmer. This may sound outlandish, but few really good programmers laugh when they consider this assertion."
But the best appraisal is by Steward Brand, 26 humanist author of "The Whole Earth Catalog". In his essay, "Fanatic Life and Symbolic Death Among the Computer Bums," he sums it all up, "Ready or not, computers are coming to the people".
