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This paper summarizes the theory of meaningful statements from the literature of measurement 
theory and applies the concept of meaningfulness to combinatorial optimization. A variety of 
statements of the type usually made in combinatorial optimization are analyzed with regard to 
their meaningfulness and further directions of analysis are indicated. The analysis is applied to 
such problems as shortest path, maximum weighted acyclic subgraph, minimum spanning tree, 
utility maximization, and maximization of average performance. 
1. Introduction 
In combinatorial optimization, we conclude that solutions to problems are op- 
timal in a variety of senses. However, little attention is paid to the possibility that 
such conclusions might be an accident of the particular way that things are meas- 
ured. We shall call a statement involving scales of measurement meaningless if its 
truth or falsity can depend on the particular versions of scales which are used in the 
statement. In the modern theory of measurement, there is considerable interest in 
the theory of meaningfulness. While this theory has had many applications, there 
have been virtually no such applications to conclusions from combinatorial op- 
timization. In this paper, we shall outline the beginnings of such applications. Our 
purpose is to point out the relevance of measurement theory to combinatorial op- 
timization, to encourage the reader to be aware that conclusions from combinatorial 
optimization should not be used without an awareness of several possible pitfalls, 
and to outline possible directions for more serious analysis. 
In this section, we give a brief introduction to the theory of measurement. In the 
next section, we discuss the theory of meaningfulness. Finally, in Section 3, we app- 
ly this theory to the meaningfulness of conclusions in combinatorial optimization. 
In that section, we discuss the relation of this work to some work of Zemel [30], 
Cornuejols, Fisher and Nemhauser [4], and others which is in the same spirit 
because it looks for conclusions (about integer programming problems) which are 
invariant if a problem is replaced by an “equivalent” problem. 
Put somewhat informally, a scale of measurement is a mapping which assigns real 
numbers to objects being measured and which does so in such a way that certain 
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empirical relations are preserved. This notion is made more precise in such books 
as [14,9,16,13,28,11]. In laying the foundations for modern measurement theory, 
Stevens [22,23,25] developed the notion that many of the most important properties 
of a scale of measurement are captured by considering the class of admissible 
transformations of scale. An admissible transformation of scale is a transformation 
of scale values which leads to another acceptable mapping, i.e., one which again 
preserves the empirical relations. For instance, in measurement of mass, the ad- 
missible transformations change the unit, and hence correspond to multiplication 
by a positive constant, as in changing from grams to kilograms or grams to pounds. 
In measurement of temperature, the admissible transformations change both the 
unit and the zero point, and hence correspond to multiplication by a positive cons- 
tant and translation by another constant, as in changing from degrees Fahrenheit 
to degrees centigrade. For a more precise definition of admissible transformation, 
see Roberts [16]. 
Stevens defined the scale type of a scale by giving the class of admissible transfor- 
mations. For instance, we call a scale a ratio scale if the class of admissible transfor- 
mations consists of the similarities p(x) = ox, a>O. Examples of ratio scales are 
mass, length, time (in years, minutes, etc.), and units of currency (such as dollars, 
cents, or yen). We call a scale an interval scale if the class of admissible transforma- 
tions consists of the positive linear (affine) transformations p(x) = ax+ /?, a > 0. Ex- 
amples of interval scales are temperature and time (in the calendar sense: this is the 
year 1990). We call a scale an ordinal scale if the class of admissible transformations 
consists of the (strictly) monotone increasing functions p. Examples of ordinal 
scales are any scales where only order matters, and the specific numbers are not so 
important. This is the case with the Mohs scale of hardness: minerals are assigned 
integers from 1 to 10, with the only significance of the numbers being that the 
higher-numbered mineral scratches the lower-numbered mineral. Some people argue 
that it is the case with raw scores in intelligence and other tests. We call a scale an 
absolute scale if the only admissible transformation is the identity. Counting is an 
example of such a scale. Notice that the scales we have defined have a natural hierar- 
chy. We can think of absolute scales as being stronger than ratio scales, which in 
turn are stronger than interval scales, which in turn are stronger than ordinal scales. 
Other types of scales arise naturally as logarithms of the scales we have defined. For 
instance, a difference scale is a scale whose class of admissible transformations con- 
sists of the translations p(x) =x + /?. Difference scales are logarithms of ratio scales. 
They also arise in other ways; an example is the so-called Thurstone Case V scale 
in psychology. 
As we shall see in the next section, the scale type of a scale has a major influence 
on the possible statements we may make using that scale. 
2. The theory of meaningfulness 
Let us say that a statement using scales of measurement ismeaningful if the truth 
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or falsity of the statement is invariant under admissible transformations of all of 
the scales in the statement. This definition has its roots in the work of Suppes [27] 
and Suppes and Zinnes [29]. Unfortunately, it does not apply in all situations, for 
instance in the situation where not every acceptable scale is attainable from another 
acceptable scale by an admissible transformation (Roberts and Franke [20]). In this 
case, we modify the definition and say that a statement using scales of measurement 
is meaningfiil if the truth or falsity of the statement is invariant when every scale 
is replaced by another acceptable version of it. This generalized efinition still has 
problems in the situation where there are dimensional constants in the statement, 
constants which enter into scales and which change with changes of scale, thus 
cancelling out the effects of transformations (Falmagne and Narens [6]). (An exam- 
ple of a dimensional constant is the constant k in the law of radioactive decay, 
q = qO eekr. Here, t is the time elapsed since an initial event, q is the quantity of 
material present at time t, qO is the quantity initially present, and k is a constant 
which is 1.4 if time is measured in seconds, 5040= (1.4)(3600) if time is measured 
in hours, etc.) In spite of such exceptions, for most practical situations, the defini- 
tion of meaningfulness we have given is quite widely used, and we shall adopt it 
here. However, a more careful analysis of the application of the theory of mean- 
ingfulness to problems of combinatorial optimization might very well require a 
modified definition which takes account of dimensional constants or other subt- 
leties. See [ll, Chapter 21;18;6] for a discussion of alternative definitions and of 
applications of the concept of meaningfulness. 
Among the basic results about meaningfulness are the following: If f is a ratio 
scale, then it is meaningful to compare ratios and assert that 
f(xYfW >f(uVf(u); 
if f is an interval scale, it is meaningful to compare intervals and assert that 
f(x) -f(r) >f(u) -f(o); 
and if f is an ordinal scale, it is meaningful to compare values and assert that 
f(x) >f(Y). 
See 1161 for proofs. 
For ratio scales, it is meaningful to say thatf(x) is 1000 times as big as f(r). (This 
says thatf(x)/f(y) = 1000.) Thus, it is meaningful to say that I am 1000 times as tall 
as the World Trade Center. The statement in question is, presumably, false for all 
scales of height. However, it is meaningful since its truth value is invariant under 
all scales of height. Meaningfulness is not the same as truth. 
3. Meaningfulness and combinatorial optimization 
In the generic combinatorial optimization problem, we are trying to optimize a 
224 F.S. Roberts 
function t =f(x) for x ranging over a set A called the feasible set. Here, f(x) 
measures the cost of x, the time involved in carrying out x, the profit with x, the 
utility or expected utility of x, etc. In considering the meaningfulness of statements 
which arise from such a problem, we have to decide where admissible transforma- 
tions should be applied, and to what extent these admissible transformations should 
be applied independently of each other. Usually t will be measured on some scale 
and we shall need to consider admissible transformations of this scale. Moreover, 
the function f might be defined by several parameters which can be measured and 
we shall then need to consider the possibility of admissible transformations of scale 
being applied to these parameters and the question of whether these transformations 
can be applied independently. We might also think of measuring the elements x in 
the set A, and if this is the case, we will want to apply admissible transformations 
to the scale measuring x. Moreover, x might in fact consist of several measurable 
variables, as in multidimensional problems, and we shall then have to decide 
whether to apply admissible transformations independently to each of these vari- 
ables. Finally, it might be that membership in the set A is determined by measuring 
some parameters which describe A, and then transformations of these parameters 
will have to be considered. In analyzing a particular statement in combinatorial op- 
timization and attempting to apply the theory of meaningfulness, the hard part is 
to decide what kinds of transformations to allow. Once that decision is made, the 
rest of the analysis is frequently routine, as will be seen below. 
In combinatorial optimization, we sometimes distinguish between a generic prob- 
lem and an instance of it. An instance of a combinatorial optimization problem is 
defined by specifying (the values of) some parameters, for example the entire objec- 
tive function f, or certain parameters (such as some of the costs ci in f(xl, . . . ,x,) = 
C CiXi) which define f, or certain parameters which are used to determine member- 
ship in A. The reader should note that specifying (the values of) parameters is not 
the same thing as specifying the scale on which they are measured. For example, if 
f(x) is the weight of a pipe of a given length x, and the scale of length has been fixed 
as inches, then saying that a particular pipe is 10 inches long defines an instance of 
the problem, but does not specify the scale of weight. 
3.1. Change t 
Let us consider first the simplest case, that where A is a fixed set of elements, x 
is fixed or is simply a name for an element of A, and f(x) is fixed up to the units 
which we use to measure the output t =f(x). In this case, x does not represent the 
result of a measurement, we do not use scales of measurement to determine mem- 
bership in A, and f(x) has no parameters which are measured. We simply need to 
worry about admissible transformations of t. (We can think of these transforma- 
tions as changing f, but it is useful to distinguish between changing f because we 
change some parameters associated with it and changing f because we measure its 
output t differently.) For instance, if t =f (x) is the weight of x and we seek an ele- 
Meaningfulness of conclusions from combinatorial optimization 225 
ment z of A which has maximum weight, then it is meaningful to say that z is an 
optimal solution. For this statement simply says that 
f(z) 2 f(x) for all x in A. (1) 
Statement (1) is meaningful if its truth value remains unchanged under admissible 
transformation of the f values, i.e., if (1) is equivalent to 
v, of(z) 2 v, of(x) for all x in A, (2) 
where v, is any admissible transformation off. Since f measures weight, v,(x) = rzx 
for some a>O. Then (1) and (2) are equivalent, and so (1) is meaningful. 
Similarly, we see that the assertion that z is optimal is meaningful wheneverf(that 
is, t) is a ratio scale. Indeed, this is the case iffis an interval scale or even an ordinal 
scale. However, there are practical examples where we do not always get mean- 
ingfulness of statement (1). A case in point is if f(x) measures the utility of J There 
are situations where the utility of fis a ratio scale, for instance if we require utility 
to be additive. This is the case in extensive measurement (see [16]). In other cases, 
if we require that comparisons of utility differences be preserved, we can still con- 
clude that utility is an interval scale (see the discussion of algebraic difference 
measurement in [16]). In still other cases, utility is an ordinal scale. This is the case 
when all we ask is that the utility function f satisfy the condition 
XPY ++ f(x) >f(Y), (3) 
where xPy means that x is preferred toy. In all of these cases, utility is an ordinal, 
interval, or ratio scale, and statement (1) is meaningful. Unfortunately, we cannot 
even find a utility function f satisfying (3) if judgements of indifference are not tran- 
sitive. If indifference is not transitive, then, following an idea of Lute [lo], we 
sometimes measure utility by finding an f where 
XPY cI f(x) >f(Y) + 6, (4) 
where 6 is a positive number measuring threshold. If f satisfies condition (4), f is 
not necessarily an ordinal scale. Moreover, the assertion (1) and more generally the 
assertion that for given x, y, f(x)>f( y), might be meaningless. For instance, sup- 
pose we are expressing preferences among elements of {a, 6, c} and we have aPc and 
bPc but neither aPb nor bPa (we are indifferent between a and 6). Then two func- 
tions f satisfying (4) with 6= 1 are 
and 
fi(a) = 10, fi(b) = 9.8, fi(c) = 0 
f2(a) = 9.8, f2(b) = 10, fi(c) = 0. 
It follows that fi(a) >fi(b) while f2(a)<f2(b). Hence, the statement that fi(a)> 
f,(b) is meaningless. So is the assertion (I), using ~=a. 
Roberts [17] has given conditions under which a function f satisfying (4) leads to 
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meaningfulness of statement (1). To state these, note that we can define an equi- 
valence relation E on the set of objects being compared by 
xEy cf (uPx ++ uPy and xPu - yPu, all u). 
Roberts [17] observes that the assertionf(x)>f(y) is meaningful provided that xEy 
fails. Hence, (1) is meaningful if and only if z is not equivalent o any other element. 
In studying combinatorial optimization, we sometimes wish to make comparisons 
between conclusions drawn by studying different instances of a problem. Then we 
might want to make assertions uch as 
(a) the optimal valuef(z,) to instance I, of problem 9 is larger than the optimal 
value f(zZ) to instance Z2 of 8; 
(b) the optimal value f(zi) to instance Z, of problem B is k times as large as (is 
r percent larger than) the optimal value f(zz) to instance Z, of 9. 
To analyze the meaningfulness of statements (a) and (b), we need to consider 
whether it makes sense to allow different admissible transformations of values f(x) 
in different instances of a problem. If the values are to be compared, this does not 
seem to make sense, and so it is reasonable to require that these transformations 
be the same. Now statement (a) is essentially the statement hat 
f(Zl) >f(Z2h (5) 
which is meaningful even for ordinal scales if the transformations applied tof(zi) 
and f(z2) in (5) are the same. 
This analysis is too oversimplified to hold in general. For example, suppose the 
definition of “instance” includes specification of the feasible set A, and in addition 
to changes in t, feasible sets can change by admissible transformations (see Sections 
3.3 and 3.4). Then it is possible for the element z1 which determines the optimal 
value for instance It to change and therefore statement (a) is not equivalent to 
statement (5) in a straightforward way. Thus, to be concrete, suppose not only t, 
but also A, can change. Let z(A) be an optimal solution to instance Z of problem 
9 where Zis defined entirely by giving A. Then (a) can be looked at as the statement 
f(ZWl))%ZXZ(&)). 
Meaningfulness is now tantamount o whether this is equivalent to 
rp Of(Z(r@,))) 1 rp Of(Z(+W)), 
where p is an admissible transformation of scale values of t and n is some transfor- 
mation of the feasible set, applied in the same way to (parameters defining) A, and 
A,. Complications such as the one we have mentioned are topics for analysis in the 
future. 
Statement (b) (in the most simplified case where only t can change) is the 
statement 
f(Zl) = Wz2) (6) 
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(or f(zi) = (1 + r/lOO)f(zz)). The assertion (6) is meaningful provided that it is equi- 
valent to 
~cf(Zl)) = bm-(Z2)) (7) 
for all admissible transformations cp of t =f(x) (assuming the transformations ap- 
plied to f(zi) and f(z2) are the same). This equivalence holds if f is a ratio scale, 
for then (7) becomes 
of(z,) = hf(Z2), (8) 
where a>O, and it is clear that (6) and (8) are equivalent. However, the equivalence 
fails if f is an interval scale, for then (7) becomes 
M-(Zl) + P = 4orf(z2) + PI 3 (9) 
a>O. It is clearly possible to choose a and p so that (6) holds while (9) fails. (If 
f(zi) is the maximum temperature of elements in set A, and f(z2) is the maximum 
temperature of elements in set A,, then it is possible for f(zi) to be 2f(z2) in 
Fahrenheit but not in centigrade.) Thus, comparisons of the relative sizes of optimal 
solutions to different instances of a problem can be meaningless. 
3.2. Change f 
To give a different example, suppose the value (possibly negative) of a commodity 
is measured on an interval scale and c gives the value of one unit of this commodity. 
Suppose we wish to choose the number of units of the commodity so as to maximize 
the total “score”, where the score of x units is cx, and where the number of units 
available to us is between 0 and some upper bound b. Thus, we consider the problem 
of maximizing a functionf(x) = cx subject to the constraint that 0 1x5 b. The state- 
ment that z gives an optimal solution is once again the statement (1) above. How- 
ever, now we might allow the scale measuring the parameter c to change by an 
admissible transformation. Suppose we assume that the only changes of scale of 
t = f (x) are those induced by changes of scale of c, and suppose we assume as in Sec- 
tion 3.1 that A is a fixed set of elements and x is a fixed element of A. Then (1) 
is meaningful if and only if 
&c)z 2 p(c)x for all x in A, (10) 
for all admissible transformations v, of c. Unfortunately, (1) and (10) are not 
necessarily equivalent if c is measured on an interval scale. For instance, take c = 2 
and p(c) = c - 10. Then cx is maximized at x = z = b, while &c)x is maximized at 
x = 0. This example shows that the conclusion that z is an optimal solution in a linear 
programming problem can be meaningless if the cost parameters like c are measured 
on an interval scale. 
The same conclusion is illustrated with such standard combinatorial optimization 
problems as the shortest path problem. Suppose we have a weighted digraph and 
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we wish to find a shortest path from vertex i to vertex j. Suppose the weights are 
measured on an interval scale. Then a simple transformation p(x) = ox+ p, a > 0, 
of the weights on the arcs can change the solution. For instance, consider the 
digraph with arcs (1,2), (2,3) and (1,3), and weights 1, 1 and 15, respectively. The 
shortest path from 1 to 3 is the path 1, 2, 3. After the transformation p(x) =x+20, 
we have weights 21, 21 and 35, respectively, and now the shortest path is the path 
1, 3. Note of course that the shortest path problem can be translated into a linear 
programming problem (a (0, 1)-linear programming problem) in which the costs ci 
are the weights on the arcs. Hence, this example illustrates our earlier comment. 
A similar example is the problem of finding a maximum weighted acyclic sub- 
graph of a given weighted digraph, a problem we shall discuss below in connection 
with approximation algorithms. For this problem, it is clear that a transformation 
p(x) = ax+ p, a> 0, of weights can change the optimal solution. Before the trans- 
formation, we might favor solutions which have a few arcs of very large weights. 
But by choosing p large, we can favor solutions with a large number of arcs. 
Note that in the shortest path problem and in the maximum weighted acyclic 
subgraph problem, a transformation p(x) = ax, a> 0, of weights does not change 
the optimal solution, so the assertion that something is a solution is meaningful if 
weights are measured on a ratio scale. In the same way, the assertion that something 
is an optimal solution holds for any linear programming problem if costs change 
on a ratio scale, since 
C 'iZj L C CjXi * C (aCi)Zi 2 C (aCi)Xi. 
However, if the weights on the different arcs (if the costs ci) can be changed by in- 
dependent admissible transformations (if a depends on i), then even measuring 
weights (costs) on a ratio scale will not necessarily produce meaningful conclusions. 
In the case of the shortest path problem, this situation arises if the weight is the cost 
of transporting goods along a route and each cost is measured in the currency of 
the country in which it appears. Then each arc has weights defined on a ratio scale, 
but the changes of a scale can be chosen independently. The measurement theory 
conclusion which we have drawn just tells us that it is nonsensical to use different 
currencies on different arcs. A more subtle situation is the following. Each arc 
represents a possible route, the weight is an estimate of the “difficulty” of traversing 
that route as measured by some independent expert’s judgement, and the experts each 
assign weights according to a standard procedure such as the “magnitude estima- 
tion” procedure commonly used in expert judgement situations. In magnitude 
estimation, each expert is asked to think of the “most difficult” task, which is rated 
the highest; let us say he uses 100. Then he or she is told that another task is to 
be weighted 50 if it is half as difficult as the most difficult one, 25 if it is one quarter 
as difficult, etc. It is argued, for example by Stevens [24,26], that magnitude estima- 
tion leads to a ratio scale. However, if the different experts are not told what 
number to use for the highest value, then it is reasonable to think of transforming 
their judgements by different changes of unit. In this case, conclusions about a 
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shortest path are meaningless. We must specify the same unit for each expert if we 
want to be sure to get meaningful conclusions. Perhaps this is common sense. 
However, someone blindly using a shortest path routine on numbers supplied by a 
user might not think to ask whether it makes sense, and this is what we are warning 
against. 
To return to interval scales, let us note in closing this section that there are ex- 
amples of problems in which we change only cost parameters, where change is on 
an interval scale, and we can still meaningfully claim that z is an optimal solution. 
A case in point is the minimum spanning tree problem. Indeed, if we change the 
weights on the arcs of a weighted digraph by any strictly monotone increasing 
transformation, then the optimal solution is unchanged. This is not a priori clear. 
It follows from the fact that the greedy algorithm gives an optimal solution. Hence, 
here is a case where even measuring the weights on an ordinal scale allows us to 
meaningfully claim that z is an optimal solution.’ 
3.3. Change x 
To give another example, suppose x measures the amount of time we spend on 
a project andf(x) is some measure of our performance. In this case, suppose we 
wish to say that z is optimal, i.e., (1) holds. Now if (1) holds when time is measured 
in minutes, we also wish it to hold when time is measured in seconds. Thus, we need 
to consider invariance of (1) under admissible transformations of x. A similar exam- 
ple occurs if x measures the temperature in a working area and f(x) measures our 
performance at temperature x. If z is optimal when temperature is measured in 
Fahrenheit, we wish the same thing to be true when temperature is measured in cen- 
tigrade. Assuming that no changes are made in measurement of t or of parameters 
in f or of parameters determining membership in A, we wish (1) to be equivalent to 
f@(z)) rf(n(x)) for all x in A, (11) 
where 2 is an admissible transformation of scale applied to elements of A. In the 
case of time, which defines a ratio scale, the statement (1) is equivalent to the asser- 
tion (11) if we make some simple assumptions about f, for instance that f be linearly 
homogeneous in the sense that f(ax) = af(x) for all x in A and all a> 0. Similarly, 
in the case of temperature, which defines an interval scale, (1) is equivalent to (11) 
if f has the property that f(ax + p) = af(x) + r((x, p), where r is an arbitrary function 
of cx and p. Linear functionsf(x) = cx have this property, but in quadratic optimiza- 
tion, the property can fail, in which case we can have meaningless conclusions. For 
instance, suppose we wish to optimizef(x) =x2 for 0~x5 10. The optimal solution 
is z=lO. However, f(x-15) for O<x510 is optimized at 0, not at A(lO)= lo- 
15 = -5. Indeed, -5 is not even feasible. Thus, the conclusion that z= 10 is optimal 
is meaningless. 
‘The author thanks Garth Isaak for pointing out this example to him. 
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Let us analyze this last example further. One of the reasons we have concluded 
that the assertion about optimality in the quadratic optimization problem is mean- 
ingless is that while we have considered a transformation of the variable x into a 
variable n(x), we have still described membership in A in terms of the initial vari- 
able. This is probably not reasonable given the motivation. When changing from 
minutes to seconds or degrees Fahrenheit to degrees centigrade, we want A(x) to be 
feasible if and only if x was feasible. Actually, we can think of membership in A 
being changed by some measurement procedure. If n*(A) represents the new A 
after some change in measurement A, then showing that (1) is meaningful amounts 
to showing that (1) is equivalent to 
f@(z)) r f(A(x)) for all A(x) in 7cn(A), (12) 
for all admissible transformations Iz of x. Note that in the quadratic optimization 
example, if rc#l) = A, then (1) is not equivalent o (12), for (x - 1 5)2 is maximized 
for 01x- 15 I 10 at x- 15 = 10. Indeed, z= 10 is no longer feasible after change of 
scale. Even the meaningfulness of (1) under ratio scales and linear optimization 
breaks down if d(x) could be in nn(A) =A for some x which is not in A, or if A(x) 
is not in rcn(A) =A for some x in A, in particular x=z. Then a change of scale can 
take an infeasible solution into a feasible one or a feasible one into an infeasible one. 
It is possible that if the former happens, a solution would be found which is better 
than the previous optimal solution when we measured ifferently. If the latter hap- 
pens, then of course the assertion (1) is not meaningful. (It was implicit in (1) that 
z belong to A.) 
The minutes/seconds or Fahrenheit/centigrade motivation shows that what we 
really want is for rrA(A) to be defined so that 
xe‘4 t* IZ(X)ErrA(A). (13) 
Applying (13) to the quadratic optimization problem, we have rr1(.4) = { y: - 15 I 
y 5 -5). Now z = 10 satisfies (1) but E.(z) = -5 does not satisfy (12). We conclude 
once again that the statement hat z= 10 is optimal is meaningless. In sum, even 
when we allow both x and A to change and do so in a coordinated manner, the state- 
ment that a given solution is an optimal solution to a quadratic optimization prob- 
lem can be meaningless if x is measured on an interval scale. 
3.4. Change A 
As we pointed out above, sometimes membership in A is determined by some type 
of measurement. In the previous discussion, we considered changes in A induced by 
changes in x. However, changes in A might be determined independently. For in- 
stance, in mathematical programming problems, we seek to optimize a functionf(x) 
for all x satisfying certain constraints which are typically defined by inequalities. A 
standard problem is to maximize f(x) so long as h(x) 5 b, where h is some function of 
x and b is some constant. (In this situation, x itself can be a name and not necessari- 
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ly a number or the result of a measurement.) Now if b is measured in some way, 
we might like to allow admissible transformations of scale of b before determining 
if x satisfies the constraints. If this is the case, however, we will usually also want 
to modify h(x) or x by an admissible transformation. For instance, suppose we wish 
to find the maximum weight of all men in a given group whose height is at most 
6 feet. Then we seek to maximizef(x) subject to h(x) 5 b where b = 6. Since x is just 
a name, we don’t think of a transformation of x. However, we do think of transfor- 
ming both h(x) and b by changing the scale of height measurement, and it is 
reasonable to lay down the requirement hat these two changes not be independent. 
On the other hand, we would also want to consider a change of weight scale, and 
that change can of course be by a different transformation than the change of height 
measurement. Feasibility (satisfaction of the constraints) is meaningful if 
h(X)lb * V(W)) 5 p(b). 
Put another way, this just says that 
XEA * XE&A), 
where 
A = (x: h(x) I b} 
and 
&A) = ix: VW(X)) 5 V(b)). 
(14) 
(15) 
Since height is a ratio scale, (14) (and therefore (15)) holds and feasibility is mean- 
ingful. (If, on the other hand, h is not changed, and we let 
V(A) = {x: h(x) 5 V(b)}, 
then (15) fails.) Now, to say that z has maximum weight is the statement 
h(r) I b and f(z) >f(x) for all x with h(x) I 6. (16) 
Assertion (16) is meaningful provided that (16) is equivalent to 
C@(Z)) I q(b) and y(f(z)) 2 y(f(x)) for all x such that 
e@(x)) 5 V(b). (17) 
Since a, and y are similarity transformations, (16) is indeed equivalent o (17). The 
same conclusion holds so long as a, and y are strictly monotone increasing transfor- 
mations. Thus, it holds for ordinal scales. Note that the transformations o, and y 
can be chosen independently. 
3.5. The case of many dimensions 
As this last example illustrates, we will have to decide about possible relations 
between scales of measurement used. To give another example, suppose we are con- 
sidering how many tons of each of two different raw materials to use in a given pro- 
duction process, and we want to minimize the total cost of the materials subject to 
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some constraints. Then A is a set of vectors x=(x,,x~) in IR’, where xi is the 
number of tons of the ith material used. Also, f(x) =f(x,,x2) = cixi + czxz, where 
Ci is the cost of one ton of the ith raw material. In this case, we are interested in 
the meaningfulness of the statement 
f(zi,z~) 5f(xl,x2) for all (x1,x2) in A. (18) 
A similar statement is of interest in the general linear programming problem. 
Forgetting changes in the measurement of cost for the moment and assuming that 
t, f and A stay unchanged, we say that (18) is meaningful if it is equivalent to 
f(Ai(zi),A&)) ~.Wi(xi),12(x2)) for all (x1,x2) in A, (19) 
where A, and A2 are admissible transformations of xi and x2, respectively. Now if 
we apply an admissible transformation to x1, that is change the scale of weight us- 
ed to measure the first material, it does not make sense to use any other transforma- 
tion but the same one for the second material. Thus, A1 = A2. Since weight is a ratio 
scale, (18) and (19) with A1 = A2 are equivalent if f satisfies a property such as 
f(crxi, axz) = @(x1,x2). The latter property, and more generally the property 
f(axn ox2, *. . , ax,)=w”(x,,x,,..., x,) of a function of n variables, is called linear 
homogeneity. 
On the other hand, suppose x1 is the height and x2 is the weight of an individual 
and f(x,,x2) is some weighted average of these two values, say clxl + c2x2, to show 
the analogy with the previous situation. If we want to find the individual with the 
smallest weighted average, then we are again looking for an individual whose height 
and weight (zi, z2) satisfy (18). As before, assertion (18) is meaningful if it is equiv- 
alent to (19). However, now there is no reason at all to use the same transformation 
for the height scale as for the weight scale, i.e., there is no reason to expect that 
Ai = A2. In this case, not even linear homogeneity guarantees that (18) and (19) are 
equivalent, unless we compensate for changes in the height and weight scale by cor- 
responding changes in the weighting factors cl and c2, which might in some cases 
be reasonable. (In these cases, cl and c2 might be considered dimensional constants 
in the sense discussed in Section 2.) 
To give a similar example, we mention the problem of averaging importance 
ratings. Suppose each individual in a group of experts rates each alternative in a 
group A of alternatives according to some rating scale. Let xi be the rating by ex- 
pert i of alternative x. Is it meaningful to conclude that alternative z gets the highest 
average rating? If m is the number of experts, this assertion corresponds to the 
statement 
~czj~~~Xi forallxinA. (20) 
There are cases where we can consider such importance ratings to be as strong as 
ratio scales. (Stevens [24,26] argues that they are ratio scales provided they are ob- 
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tained using such procedures as magnitude estimation.) It follows that (20) is mean- 
ingful if it is equivalent to the assertion 
~Cajz,>~Cajx~ forallxinA, (21) 
where the a; are positive constants. Now if each expert determines his or her scale 
independently, it might be reasonable to allow the (Yi to be different. (To give a 
crude example, let expert 1 use the weight of x as a measure of the importance of 
x, and expert 2 use the height of x.) In this case, statements (20) and (21) are not 
equivalent, as is easily shown by appropriate choice of constants ai. Thus, the 
assertion that alternative z has the optimal average importance rating is mean- 
ingless. Note that in this example, in contrast to the weight and height example, 
there are no weighting factors ci to adjust; it does not seem reasonable to adjust the 
weights l/m which are used in the arithmetic mean. 
It is interesting to note that the assertion that alternative z has the optimal average 
importance rating is meaningful if we use the geometric mean rather than the arith- 
metic mean. For the statement 
m 1 m for all x in A 
is equivalent to the statement 
?E 2 vm for all x in A. 
This observation, which is part of the “folklore” of scaling, was used by Roberts 
[15] in choosing the most important variables in an energy use application. It was 
first pointed out to the author by Norman Dalkey (personal communication). 
Recently, Aczel and Roberts [2] have systematically considered possible averaging 
or merging functions which, like the geometric mean, lead to meaningfulness of 
assertions like “z gets the highest average rating”. AczCl and Roberts show that 
under certain reasonable axioms, the geometric mean is the only possible averaging 
function with this property. (Related papers are [3,21].) 
Sometimes we consider the performance of alternative new technologies, such as 
new computer systems, by measuring the performance of each candidate technology 
on different benchmarks, normalizing relative to the scores of one of the technol- 
ogies, and then finding some average or merged score based on these normalized 
or relative scores. In this context, we might like to make the assertion that alter- 
native z has the highest such average score. Using real examples from the computer 
science literature, Fleming and Wallace [7] point out, much as we do here, that if 
the arithmetic mean is used, the assertion that z has the highest score can be mean- 
ingless. They also show that this conclusion is meaningful if we use the geometric 
mean, and give axioms under which one can show that the geometric mean is the 
only averaging function which leads to meaningfulness. Roberts [ 191 has generalized 
these results and pointed out their applicability to performance analysis of job can- 
didates or students and to the measurements of price indices, as well as to the choice 
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of alternative new technologies. AczCl [l] solves some of the problems left open by 
Roberts [ 191. 
3.6. Algorithms 
Sometimes we make statements about the solution to a combinatorial optimiza- 
tion problem obtained by a given algorithm. A natural first question to ask is: If 
we change the way we measure, does the algorithm give a corresponding change in 
solution? That is, is the following statement & meaningful: Algorithm G produces 
solution z given instance Z of problem B. There are many possible ways to think 
about what it means for statement .&’ to be meaningful. Serious analysis of the ap- 
plication of meaningfulness theory to the study of algorithms will have to start with 
an investigation of the most appropriate interpretations. For purposes of this paper, 
we shall assume that meaningfulness imply means that the algorithm produces the 
same solution to a problem after admissible changes of scale as before, and we shall 
assume that statement d is meaningful in this sense for all algorithms G under con- 
sideration. This simplifying assumption is often violated - we shall give an example 
of a violation in Section 3.7. Here, it will allow us to trivialize the analysis and to 
reduce many interesting questions to questions we have already considered. More 
serious analysis needs to be carried out later. 
Among the statements we might wish to consider is the statement 
(c) the solution z produced by algorithm G given instance Z of problem 9 is 
optimal. 
Sometimes we compare the solutions found by a given algorithm G in two dif- 
ferent instances of a problem. We might then consider statements uch as 
(cl) the value f(zr) produced as a solution to instance Zr of 8 by algorithm G is 
larger than the valuef(zz) produced as a solution to instance Zz of B by algorithm 
G; 
(e) the valuef(zr) produced as a solution to instance I, of 9 by algorithm G is 
k times as large as (is r percent larger than) the value f(z2) produced as a solution 
to instance Z2 of 9 by algorithm G. 
Sometimes we consider two different algorithms for the same problem. Then we 
might consider statements uch as 
(f) the valuef(zr) produced as a solution to instance I, of .Y by algorithm G1 is 
larger than the valuef(z& produced as a solution to instance Zi of 2P by a!gorithm 
G,; 
(g) the value f(z,) produced as a solution to instance I, of 9 by algorithm Gr is 
k times as large as (is r percent larger than) the value J(Q) produced as a solution 
to instance Zr of 9 by algorithm Gz. 
As long as statement dis meaningful in the trivial sense, i.e., as long as algorithm 
G produces the same solution to a problem after admissible transformations of 
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scale, it is easy to analyze assertions (c), (d) and (e) using much the same kind of 
analysis as for assertions (a) and (b) in Section 3.1. A similar analysis can be applied 
to assertions (f) and (g). 
It is also sometimes useful to compare the optimal solution to problem 9 to the 
solution produced by an algorithm G. In considering how good such a solution 
might be, we might make an assertion like 
(h) the value f(v) produced as a solution to instance I of 9’ by algorithm G is 
within r percent of the optimal value. 
Again assuming that statement &is meaningful in the trivial sense, we can rewrite 
this assertion as 
f(z) rf(x) for all x in A and f(o) L (1 -r/lOO)f(z). (22) 
In the simplest case, let us suppose that only t can change. Iffis a ratio scale, then 
(h) or (22) is meaningful. However, iffis an interval scale, this can fail. This implies 
that in considering certain types of conclusions about algorithms which approximate 
an optimal solution, we usually do not want to be dealing with anything less than 
a ratio scale. It is appropriate to deal with cost, profit, time, or weight. However, 
it might not be appropriate to deal with utility, since that may only be measured on 
an interval or weaker scale. We shall expand on our analysis of approximation in 
the next section. 
3.7. Error evaluation functions 
There are various ways to describe the deviation between an optimal solution and 
a solution obtained by an approximation algorithm; an assertion like (h) is only one 
such way. Suppose E(o, 9) measures the error in obtaining a solution u EA to the 
following problem 9: 
9: maximize f(x) for x E A. 
Suppose that the higher the value of E, the larger the error. Zemel [30] calls E(u, 9) 
an error evaluation function (EEF) and studies certain properties of EEF’s in the 
context of integer programming. Others call an EEF a performance measure. The 
crucial property that Zemel studies is the property that if problem 9’ is obtained 
from problem 9 by some transformation sending f into f' and A into A’ and if u’ 
is obtained from u by the same transformation, then 
E(u, P) = E(u’, 9’). (23) 
Note that (23) implies that 
E(u, 9) > E(w, 9) + E(u’, 9’) > E(w’, 9”). (24) 
Thus, if the transformation in question is any admissible transformation, then (23) 
implies that the following statement is meaningful: 
236 F.S. Roberts 
(i) u is a better solution to problem 9 than w. 
Zemel investigates different potential EEF’s if problem 9 is a O-l integer program: 
n 
S.t. j~l UijXj < (or =) b;, i=l, . . . . m, (25) 
Xj=O or 1, j= l,..., n. 
In connection with problem (29, Zemel investigates various transformations 
which leave the problem invariant in a combinatorial sense. For instance, he 
observes that in a binary knapsack problem, interchanging the roles of zero and one 
leads to a problem which is equivalent in a combinatorial sense. He also observes 
that for a traveling salesman problem, there is a cost Cj associated with each arcj = 
(x,y). The transformation of cj into cj+ Rx+ K,, for constants R, and KY depending 
on x and y leads to a combinatorially equivalent problem. Cornuejols, Fisher 
and Nemhauser [4] point out that certain problems of the plant location variety are 
invariant under addition of certain row constants to a cost matrix defining some of 
the cj’s. None of these transformations are really change of scale transformations. 
However, the invariance conclusions like (23) (or (24)) when the transformations are 
of the kind discussed by Zemel and by Cornuejols, Fisher and Nemhauser are in the 
same spirit as those we have considered in this paper. 
A commonly used EEF is the percentage rror or relative error 
E,(bm = v-k) -f(~>l4I”k)I, 
where z is an optimal solution to problem 8. For instance, for problem (29, 
E,(v, 9) = [cz - cu]/lczl. 
Zemel [30], Cornuejols, Fisher and Nemhauser [4], and Korte [8] give examples of 
transformations 8 + 9 for which (23) is violated if E = E, . However, Magnanti 
and Wong [12] argue that E = E, is easy to use and avoids pitfalls for a large class 
of problems involving network design, and Cornuejols, Nemhauser and Wolsey [5] 
adopt the closely related EEF 
(For this EEF, the higher the value, the smaller the error.) 
Let us consider (23) and (24) if the transformations of 9’ into 9’ and u into u’ 
arise from changes of scale; in other words, we consider the meaningfulness of these 
two statements involving EEF’s. Suppose that E= E,. Suppose first that, as in Sec- 
tion 3.1, only the scale t changes, where t =f(x). If t is measured on a ratio scale, 
then we consider the transformations t -+ at, a> 0, as changing problem 9 into pro- 
blem 9”. Here, x/=x. Now clearly (23) and (24) hold. However, if t is measured on 
an interval scale, i.e., if we have the transformations t -, at + /?, a > 0, then (23) and 
(24) can fail. 
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It is of interest to consider what happens if we have a difference scale, where the 
admissible transformations are of the form t --f t + p. In this case, (23) and (24) fail 
if E = El. Difference scales arise for example if we have ratio scale data but for 
some reason we record it logarithmically. Difference scales might be relevant to er- 
ror evaluation for other reasons. For instance, Cornuejols, Fisher and Nemhauser 
[4] consider a situation in problems of the form (25) where a certain change in the 
c’s, namely adding a constant to each row of a matrix defining some of the c’s, leads 
to a change f(x) -f(x) +/3, p constant. In this case, Cornuejols, Fisher and Nem- 
hauser point out the problem with (23) (and hence (24)) if E= El. It should be 
noted that (23) and (24) hold if we have a difference scale and E = E2, where 
E2(4 9) =f(z) -f(o), 
and where as before z is an optimal solution to problem 9. The EEF E2 is dismissed 
by Zemel [30] because, as he says, “the difference in the objective values is mean- 
ingless by itself, and can be gauged only relative to some normalization factor”. 
(The term “meaningless” is not used in a technical sense here.) E2 is dismissed by 
Cornuejols, Fisher and Nemhauser [4] because it is sensitive to scale changes in data, 
a comment which is very much in the spirit of this paper. However, as we have seen, 
there are situations, as when t is measured on a difference scale, where E2 leads to 
meaningful statements (23) and (24) and E, does not. Thus, the measure E2 cannot 
be dismissed so readily. 
However, meaningfulness in a measurement-theoretic sense is not the only 
criterion for use of a measure. It must make sense as a measure of deviation. Thus, 
rather than use a measure such as El, against which a variety of nonmeasurement- 
theoretic arguments can be raised, it is often more reasonable to use 
E~(u, 9) = V(z) -f(~Mf(z> -f@)l, 
wheref(a) is a minimum value of the objective function or, if that is hard to com- 
pute, a lower bound on this minimum value. With E= E3, (23) and (24) hold even 
if the scale I is an interval scale. An EEF like E3 is recommended for use by 
Cornuejols, Fisher and Nemhauser [4] in connection with certain facility location 
problems. 
It is interesting to consider statements (23) and (24) in other situations, for in- 
stance in the case where only f can change. To be concrete, let us consider problem 
(25) here and consider the case where the Cj change but the Xj, ajj and bj remain fix- 
ed. If the Cj are defined by a ratio scale, then we consider transformations Cj -+ acj, 
cr>O. Then (23) and (24) clearly hold if E=E,. However, suppose the cJ are ratio 
scales with different constants, i.e., we have transformations Cj’ “jCj. Then (23) 
and (24) can fail if E = El. In this case, even the fundamental statement that 
(x 1, . . . ,x,,> is optimal fails, and so getting into an error analysis is really irrelevant. 
No one would want to get into an error analysis unless it were meaningful to speak 
of an optimal solution. 
Statements (23) and (24) can also fail if E=E, and the Cj are interval scales, even 
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if the parameters a and p of the transformation Cj + oCj +/3 are the same for each 
j. In the case of difference scales, where we have transformations cj + cj +B with 
all /3’s the same, (23) and (24) can fail for E = El and also for E = E2 and E = E3. 
Further analysis of assertions (23) and (24) is a subject for future research. 
Another common assertion we want to make about approximation algorithms is 
closely related to assertion (h) above. It says: 
(j) if no(P) is the value obtained by algorithm G given problem 9, then for all 
problems B of a given class, 
E(uo W), 9) 5 r, 
where r is some constant. 
For instance, Korte [8] gives as a trivial example an approximation algorithm G 
for finding a maximum weighted acyclic subgraph of a weighted digraph W. Let 
f&x) be the sum of the weights of the arcs in an acyclic subgraph x of W, let 
uG( W) be the acyclic subgraph of W chosen by algorithm G, and let z(W) be an 
optimal acyclic subgraph of W. Korte argues that 
_fW(uG(w))~fw(~( w)> 2 f (26) 
for all W, and therefore 
E,(u,(~‘),~) 5 t (27) 
for all problems 9 corresponding to maximizing the sum of the weights of an acyclic 
subgraph of a weighted digraph W. Is this conclusion (27) meaningful? 
Suppose we change weights in digraph W, obtaining digraph W’. Then uG( W’) 
is transformed into a weighted subgraph y. If y were uG( W’), then statement (27) 
could be meaningless, for instance if weights are measured on an interval scale. This 
is because 
f&Y) = dW’(uG( w)) + h(uG(w)h 
where a(u) is the number of arcs of subgraph U. As we have observed in Section 
3.2, there is no reason to think that optimal solutions are translated into optimal 
solutions, or that Z( W’) is obtained from z(W) by changing weights. But even if 
that were the case, we would have 
fW(Z( W’)) = UP&( W) + @(z(W) 
and 
= {kdduG(w)) +b(“G(w))l - [@I&(~)> +b(z(w))l) 
/lafw(z(w)>+pa(z(w))l 
could be greater than $ while 
[fW(uG(w)) -fP&( w))l/lfW(z(w)>I 
is at most *. 
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This analysis does not show that (27) is meaningless. Indeed, the point is that y 
is not necessarily u&W’). Rather, Korte shows that (26) holds for all W, and in 
particular it also holds for W’, and therefore (27) also holds for both W and W’. 
Great care is needed in applying the theory of meaningfulness. 
Before we leave this example, several comments need to be added. First of all, 
the trivial interpretation of meaningfulness of statement .xZ which is given in Section 
3.6 is violated here. The solution given by algorithm G changes when we make ad- 
missible changes of scale. Second, let us note a subtle distinction. We have already 
observed that if weights are measured on an interval scale, then the conclusion that 
a particular acyclic subgraph is a maximum weighted acyclic subgraph is mean- 
ingless. However, the statement that the relative error in a solution obtained by 
Korte’s approximation algorithm is always bounded by a constant r is still mean- 
ingful, even though, as we have said previously, no one would want to consider ap- 
proximation algorithms for solving problems whose solution is meaningless! 
So far we have been dealing with statements involving EEF’s and one particular 
outcome from one run of an algorithm, perhaps a worst-case run. Another level of 
analysis would be to consider the average case error. Then we wish to make state- 
ments like: The algorithm G leads to an error E(u, 9) which in the average case has 
certain properties (or whose expected value has certain properties). This requires us 
to average E(u, 9) for different u’s and 9’s. What averaging functions and what 
EEF’s lead to meaningful statements might be considered much as in Section 3.5. 
We also suggest this kind of analysis for future research. 
4. Discussion 
We have tried to introduce the reader to the idea that not all assertions involving 
the results of combinatorial optimization are meaningful. We have shown that at- 
tention must be paid to the properties of the scales of measurement involved in com- 
binatorial optimization problems, lest we draw conclusions which are accidents of 
the particular version of scale chosen. 
The types of scale transformations we have pinpointed as being of importance in- 
volve changing the way we measure the output t, the input x, parameters associated 
with the objective functionf, and parameters associated with the feasible set A. Our 
purpose has been to introduce the problem and to give some elementary examples. 
Most of the analysis carried out here is carried out under the assumption that at 
most one of these kinds of transformations is applied. Even here, the analysis is of 
a preliminary nature, mostly to suggest ideas that should be considered. The analysis 
needs to be carried out more systematically, and especially so if more than one type 
of change of scale is appropriate. Analysis of what happens in multidimensional 
situations if scale transformations can be made independently should also be carried 
out. It would also be helpful if many different scale types were analyzed, and a 
variety of the well-known problems and algorithms of combinatorial optimization 
would be analyzed from the point of view taken here. 
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