Topology in shallow-water waves: a violation of bulk-edge correspondence by Graf, Gian Michele et al.
Topology in shallow-water waves:
a violation of bulk-edge correspondence
Gian Michele Graf, Hansueli Jud and Clément Tauber∗
Institute for Theoretical Physics, ETH Zürich, Wolfgang-Pauli-Str. 27, 8093 Zürich, Switzerland
January 3, 2020
Abstract
We study the two-dimensional rotating shallow-water model describing Earth’s oceanic
layers. It is formally analogue to a Schrödinger equation where the tools from topological
insulators are relevant. Once regularized at small scale by an odd-viscous term, such a
model has a well-defined bulk topological index. However, in presence of a sharp bound-
ary, the number of edge modes depends on the boundary condition, showing an explicit
violation of the bulk-edge correspondence. We study a continuous family of boundary
conditions with a rich phase diagram, and explain the origin of this mismatch. Our ap-
proach relies on scattering theory and Levinson’s theorem. The latter does not apply at
infinite momentum because of the analytic structure of the scattering amplitude there,
ultimately responsible for the violation.
1 Introduction
Concepts developed to describe topological insulators can be applied far beyond their original
context of the quantum Hall effect, or more generally, that of solid state physics. They are
actually relevant to classical wave phenomena occurring in various fields such as optics [18, 6],
acoustics [17] or even fluid dynamics [5], as soon as the partial differential equations ruling
the system are formally equivalent to a Schrödinger equation and to the extent that they both
engender analogous geometric structures.
A central concept in topological insulators is the bulk-edge correspondence [12]. It states
that, when an infinite and gapped system – the bulk – admits a topological index, the latter
predicts the number of chiral modes appearing at the edge of a sample with a boundary. More
precisely such modes are counted by a topological edge index, which coincides with the bulk
one. The correspondence was established in a wide range of settings, starting with [12, 19]
at different levels of rigour and followed by [11, 1, 16, 8] and others by including refinements,
such as due to symmetries, and by using various methods.
In this paper we study a quasi two-dimensional, rotating and classical fluid called the
shallow-water model. Such a model describes certain oceanic and atmospheric layers on Earth,
and explains the presence of a large structure, called Kelvin equatorial wave, propagating near
the equator in the Pacific ocean. Such a propagation is always from West to East with a
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remarkable stability. Ref. [5] first provided an interpretation of the Kelvin wave as a topological
mode at the interface between the two hemispheres. By changing sign at the equator, the
Coriolis force is analogue to a magnetic field in the quantum Hall effect as already noticed
earlier in [10]. Later, it was also realized that each hemisphere has a well-defined bulk index –
Chern number – after adding an odd-viscous term which provides a small-scale regularization
for this continuous model [20, 21].
The most striking feature of this model is a violation of the bulk-edge correspondence:
The number of edge modes for a sample with a sharp boundary, like a coast, depends on the
boundary condition and hence does not always match with the associated bulk index. Such a
mismatch was conjectured in [22] for some boundary condition. The main result of this paper
is to prove it for a continuous family of conditions and to explain the cause of such a violation.
Bulk-edge correspondence was proved in a very general setting for two-dimensional dis-
crete systems with translation invariance [11]. One approach relies on scattering theory, that
studies how plane waves that come from the bulk are reflected at the boundary. The as-
sociated scattering amplitude encodes for the number of edge modes merging with a band
edge in accordance with a variant of Levinson’s theorem. Ultimately, it relies on the analytic
continuation of the Bloch variety. The main difference here is that our model is continuous,
so that the momentum as well as the Hamiltonian are not bounded. Even though the bulk
picture is properly compactified, the analytic structure of the scattering amplitude at infinite
momentum is exceptional and leads to two alternatives to Levinson’s scenario. Both fail in
counting the asymptotic number of edge modes, which clarifies the anomaly in the bulk-edge
correspondence. To our knowledge, this is one of the rare cases of Levinson’s theorem where
the scattering amplitude is not trivial at infinity [15].
It is finally worthwhile to mention another approach to deal with a topological index for
continuous models. A way to regularize the edge problem is to consider a smooth boundary or
interface potential, gluing two samples with different bulk indices. The bulk-edge correspon-
dence is usually satisfied in that case [9, 3, 7].
The paper is organized as follows. Sect. 2 describes the model from its physical origin to
its topological bulk and edge features, and states the main result in terms of scattering theory.
Sect. 3 is devoted to the proofs and also provides further details about the mismatch. The
appendices generalize some of the results beyond the particular choices that are made in the
main text.
2 Shallow-water model and its topology
2.1 The linearized, rotating and odd-viscous shallow-water model
The shallow-water model describes a thin layer of fluid between a flat bottom and a free
surface [23]. It has three degrees of freedom: the vertical height of the surface η(x, y, t) and
a horizontal two-component velocity field u(x, y, t), v(x, y, t). They are ruled by a system of
partial differential equations:
∂tη = −∂xu− ∂yv, (1a)
∂tu = −∂xη −
(
f + ν∇2) v, (1b)
∂tv = −∂yη +
(
f + ν∇2)u. (1c)
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This model is derived from the three-dimensional Euler equations for an incompressible and
homogeneous fluid. Equation (1a) comes from mass conservation, whereas (1b) and (1c) come
from horizontal momentum conservation. The main assumption is that the typical wavelength
of the fluid is much larger than its height. This allows to neglect vertical acceleration and
implies hydrostatic pressure, leading to the −∂xη and −∂yη terms (gravity g has been rescaled
to 1). Moreover u and v are the depth-averaged horizontal components of the three dimensional
velocity field. The system above is then obtained by linearizing the problem by looking at
small fluctuations around a layer of fluid at rest.
When the fluid layer is the ocean, one takes into account Earth’s rotation through the
Coriolis acceleration f(v,−u) where f depends on the latitude. It is positive (resp. negative)
in the northern (resp. southern) hemisphere, and vanishes at the equator. Finally, the term
ν∇2(v,−u) is called odd viscosity and comes from the antisymmetric part of the viscosity
tensor, meant as a map between symmetric tensors of rank 2 [2]. This exotic term is non
dissipative and allowed in dimension two if time reversal symmetry is broken. In the context
of geophysical fluids this effect is not manifest, but it appears in some active liquids [4, 20],
and also in the quantum Hall effect, where it is called Hall viscosity. In the following ν is some
positive and arbitrarily small parameter that regularizes the problem at small scales [21, 22].
2.2 Topology in the bulk
The topology of shallow-water waves is revealed by studying their internal structure [5, 20, 21].
We approximate some local region on Earth by its tangent plane, so that (x, y) ∈ R2 and f > 0
is a constant. We also require ν < 1/4f so as to streamline some computations below. The
previous system (1) is analogous to a Schrödinger equation with
i∂tψ = Hψ, ψ =
ηu
v
 , H =
 0 px pypx 0 −i(f − νp2)
py i(f − νp2) 0
 , (2)
where px = −i∂x, py = −i∂y and p2 = p2x + p2y. H is a self-adjoint operator on L2(R2)⊗3 with
domains H1(R2) ⊕ H2(R2) ⊕ H2(R2). It is also translation invariant so that the stationary
solutions are given by the normal modes ψ := ψ̂(kx, ky, ω) ei(kxx+kyy−ωt) with momentum
k = (kx, ky) ∈ R2 and frequency ω ∈ R, leading to the eigenvalue problem
Hψ̂ = ωψ̂, ψ̂ =
ηˆuˆ
vˆ
 H(k) =
 0 kx kykx 0 −i(f − νk2)
ky i(f − νk2) 0
 , (3)
with k2 = k2x + k2y and H(k) a Hermitian matrix. The system (3) admits three frequency
bands:
ω±(k) = ±
√
k2 +
(
f − νk2)2, ω0(k) = 0, (4)
which are separated by two gaps of size f . In contrast to models that are periodic with respect
to a lattice, such as (discrete) tight binding models, here momentum space is unbounded. As
we shall see shortly, it is however appropriate to compactify it. Each band may then carry a
non-trivial topology, characterized by a Chern number. The latter encodes the obstruction of
finding a global eigensection that is non-vanishing and regular for all k ∈ R2 [21].
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The Hamiltonian (3) can be rewritten as H = ~d · ~S where ~d = (kx, ky, f − νk2) and
S1 =
0 1 01 0 0
0 0 0
 , S2 =
0 0 10 0 0
1 0 0
 , S3 =
0 0 00 0 −i
0 i 0
 , (5)
is an irreducible spin 1 representation. H shares its eigenprojection with the flat Hamiltonian
H ′ = ~e · ~S where ~e = ~d/|~d|. It reads
P± =
1
2
(
(~e · ~S)2 ± ~e · ~S), P0 = 1− (~e · ~S)2. (6)
We note that ~e = ~e(k) is convergent for k →∞, and so are P± and P0; in fact ~e→ (0, 0,−1)
by ν > 0. Consequently, the Chern number
C(P ) =
1
2pii
∫
R2
dkxdky tr(P [∂kxP, ∂kyP ]) (7)
is a well-defined topological invariant. Indeed the momentum plane can be compactified to
the 2-sphere S2, so that the Berry curvature on the r.h.s is eventually computed on a closed
manifold. If ν = 0 instead, ~e has a circle worth of accumulation points as k →∞. The r.h.s.
may still be finite but it would not be a Chern number.
Proposition 2.1. Let M be a compact two-dimensional manifold without boundary, ~e : M →
S2 and H = ~e · ~S with ~S an irreducible spin s representation. Let Pm be the eigenprojection of
H for the eigenvalue m ∈ {−s,−s+1, . . . , s−1, s}. If the 2s+1 bands of H are non-degenerate
over M then one has
C(Pm) =
m
2pi
∫
M
(~e)∗w, (~e)∗w = ~e · (∂1~e ∧ ∂2~e) dx1dx2 , (8)
where w is the volume form on S2. In particular if ~e wraps exactly once around the sphere
then C(Pm) = 2m.
The proof is given in App. A. In the case of (3) the map ~e : R2 ∼= S2 7→ S2 wraps exactly
once around the sphere when f and ν have the same sign. Given that s = 1 we infer C± = ±2
and C0 = 0. In the rest of the article we will assume f , ν > 0.
Remark 2.2. In absence of regularization (ν = 0) the image of ~e has boundaries, as it
covers only half the sphere. Therefore the r.h.s of (8) happens to be an integer, ±1, but
not a topological invariant. Indeed, ~e can be continuously deformed to the constant map
~e0 = (0, 0, 1) that has zero Chern number. The integer value obtained for ν = 0 is due to the
normalization, especially to s = 1. The analogue with a spin s = 1/2 (Dirac Hamiltonian)
leads to ±1/2 without regularization.
2.3 Edge modes
The non-trivial topology in the bulk should be manifest by the presence of edge modes in a
sample with a boundary, according to the bulk-edge correspondence [12, 13]. We thus study
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the shallow-water problem in the upper half-plane (x, y) ∈ R×R+ with a horizontal boundary
at y = 0, where we impose the following condition:
v|y=0 = 0, (∂xu+ a∂yv)|y=0 = 0, (9)
for some a ∈ R. The first constraint means that the velocity at the boundary has no normal
component. The second one is less easy to interpret. It was studied in [22] for a = ±1. When
a = 1 the constraint implies by (1a) that η is fixed to a constant value at the boundary. For
a = −1 the (odd-viscous) stress tensor σxy = ν(−∂xu+∂yv) vanishes, so that there is no shear
at the boundary. Here we shall consider the entire family of conditions for a ∈ R, in order to
study the transition between different regimes.
Proposition 2.3. For any a ∈ R, the Hamiltonian H in (2) is self-adjoint on L2 (R× R+)⊗3
when equipped with boundary conditions (9); more precisely its domain is the subspace of the
Sobolev space H1 ⊕H2 ⊕H2 (Hk = Hk (R× R+)) defined by them.
The proof is provided in App. B where we classify all self-adjoint boundary conditions.
A rough count would suggest that a second order system with three unknowns, such as (1),
would require three boundary conditions so as to ensure self-adjointness. However (1a) is first
order, lowering the count by one.
The problem is translation invariant in the x-direction, so that the stationary solutions are
given by the normal modes ψ = ψ˜ ei(kxx−ωt) with momentum kx ∈ R, frequency ω ∈ R and
ψ˜(y; kx, ω) =: (η˜, u˜, v˜). The system (1) becomes a system of ordinary differential equations
iωη˜ = ikxu˜+ ∂yv˜, (10a)
iωu˜ = ikxη˜ +
(
f − νk2x
)
v˜ + ν∂yyv˜, (10b)
iωv˜ = ∂yη˜ −
(
f − νk2x
)
u˜− ν∂yyu˜, (10c)
that is exactly solvable for each value of the parameters kx, ω and a.
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Figure 1: Spectrum of the edge problem (10) with boundary condition (9) for f = 1, ν = 0.2
and four values of a. Shaded blue regions correspond to delocalized solutions extending over
the half-plane. Yellow branches correspond to edge modes, localized near the boundary.
In Fig. 1 the edge spectrum is plotted for different values of a, corresponding to the
existence of solutions to (10) that satisfy (9) and stay bounded when y → ∞. The nature
5
of the solutions depends on kx and ω and is of one of two types. For |ω| ≥ ω+(kx, 0) or
ω = 0 the solutions (in blue) are delocalized in the upper half plane. The same blue region
also corresponds by the way to bounded solutions in the whole plane, and is nothing but the
projection of the surface generated by (4). In the gaps between them, the yellow curves in the
spectrum are edge modes that decay exponentially when y →∞.
What is striking here is that the number of such modes changes with the choice of boundary
condition. As we shall see this is in contradiction with the bulk-edge correspondence. Moreover
in each case there are edge modes that saturate at ω = Cst as |kx| → ∞. Such modes are
perfectly allowed when kx is unbounded and have the physical interpretation of inertial waves
in classical fluids [14]. Because of such branches we have to specify a consistent way to count
edge modes.
Definition 2.4. The number nb of edge modes below a bulk band is the signed number of
edge mode branches emerging (+) or disappearing (−) at the lower band limit, as kx increases.
The number na of edge modes above a band is counted likewise up to a global sign change.
In the following, we focus on the upper band only since the lower one is its symmetric and
the middle one is trivial. By taking the diagrams of Fig. 1 in the order of increasing a one
reads off nb = 2, 3, 1, 2; moreover na = 0 in all cases, because the upper band has no upper
edge. We defer any objections to this count and invoke bulk-edge correspondence, in the form
of the Hatsugai relation. That principle, if accepted in the present context, would state
C+ = nb − na ; (11)
yet it is violated, at least for some a, because only the l.h.s. is independent of it.
Proposition 2.5. The phase diagram of the total number nb of edge modes below the upper
band for kx in an arbitrary large but finite interval reads:
a
0
√
2−√2
nb = 2 3 1 2
At the transition a =
√
2, an edge mode branch existing for a >
√
2 is repelled to kx = +∞
and vanishes from the spectrum for a <
√
2, and likewise at a = −√2 and kx = −∞.
A possible objection to the count is that the diagrams only cover a finite interval in kx,
thus missing some distant eigenvalue branches which, if included, could possibly yield nb = 2
always. By the proposition this is explicitly not the case. Another objection is that the
definitions of nb and na ought to be modified in situations like in the first and last diagrams,
and more generally for |a| > √2, since they feature one edge state that is asymptotic to the
bulk spectrum at kx → −∞ and +∞, respectively. Since these cases are those for which (11)
holds true, a modification would not help.
The main goal of this paper is to explain such a mismatch in the bulk-edge correspondence.
The proof of this proposition is a direct consequence of Thm. 2.9 below.
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2.4 Scattering theory
The scattering approach is an intermediate picture between bulk and edge that describes
solutions of the edge problem as a superposition of bulk solutions, which are interpreted as
scattering waves. It was used in [11] to establish the bulk-edge correspondence for discrete
models in solid state physics. Here we adapt it to continuous models where kx and ω are
unbounded.
In the upper half-plane, ky is not a good quantum number and the bulk normal mode
ψ = ψ̂ei(kxx−ωt) from Sect. 2.2 is a solution of the eigenvalue eq. (10) but does not satisfy the
boundary condition (9). However for κ > 0, ei(kxx−κy−ωt) and ei(kxx+κy−ωt) can be seen as
incoming and outgoing plane waves with respect to the boundary at y = 0. Moreover they
share the same frequency ω+(kx, κ) = ω+(kx,−κ). Actually, ω+(kx, ky) = ω+(kx, κ) admits
two other solutions: ky = κev, κdiv that are purely imaginary. Explicitly,
κev/div(kx, κ) = ±i
√
κ2 + 2k2x +
1− 2νf
ν2
∈ ±iR+. (12)
The normal mode ψ(kx, κdiv) is divergent as y → ∞ whereas ψ(kx, κev) is evanescent away
from the boundary. The former cannot be part of the solution to the boundary problem but
the latter must be taken into account.
Definition 2.6. For kx ∈ R and κ > 0 a scattering state is a solution ψs = ψ˜sei(kxx−ωt)
with ω = ω+(kx, κ) of the form
ψ˜s = ψin + ψout + ψev, (13)
satisfying the boundary condition (9), where the three terms correspond to bulk solutions of
momenta ky = −κ , κ, and κev. The solution exists and is unique up to multiples.
Given an open set Uout ⊂ R2, let Uin ⊂ R2 and Uev ⊂ R× iR be the images under the maps
(kx, κ) 7→ (kx,−κ) and (kx, κ) 7→ (kx, κev). Let ψin = ψin(kx,−κ)e−iκy, ψout = ψout(kx, κ)eiκy,
ψev = ψev(kx, κev)e
iκevy be a choice of solutions on Uin/out/ev, i.e. of sections that do not vanish
anywhere in their domains. A unique solution (13) is then singled out by requiring that the
amplitude of ψin be 1:
ψ˜s = ψin + Sψout + Tψev (14)
with coefficients S(kx, κ), T (kx, κ) ∈ C
Definition 2.7. S(kx, κ) is called the scattering amplitude for the chosen sections.
Remark 2.8. The uniqueness of (14) is conditioned on a choice of sections ψin, ψout, ψev.
The gauge freedom is to multiply any of them by a factor, ψ̂ 7→ zψ̂, where z 6= 0 depends on
kx, κ. For the discussion of scattering close to the threshold it will nevertheless be convenient
to use a same section for ψin, ψout, that is moreover symmetric under κ 7→ −κ. As a result,
|S| = 1 (see Prop. C.4). The choice for ψev can be different, but we require all three to be
non-vanishing and regular in a given neighborhood of interest.
The scattering amplitude S is on one hand a transition between bulk sections, and hence
naturally related to the Chern number, and on the other hand by Levinson’s theorem it is
sensitive to the presence of edge modes when approaching the limit of the bulk band. To
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Figure 2: Image of C in the (kx, ω)-plane for several small values of  (dashed red). As → 0,
it approaches the bottom limit of the upper band. There, the argument of S jumps by 2pi when
an edge mode branch disappears or emerges, according to the relative Levinson’s theorem.
explore the bottom of the upper band, including |kx| = ∞, we define the following dual
variables
kx =
λx
λ2x + λ
2
y
, ky =
−λy
λ2x + λ
2
y
, (15)
for λx, λy ∈ R2. This is an orientation preserving change of variable that exchanges 0 with∞.
For  > 0 consider the following curve
C =
{(
kx =
λx
λ2x + 
2
, κ =

λ2x + 
2
+ 
)
|λx ∈ Rˇ
}
. (16)
This is a circle of center (0, 1/2+ ) and radius 1/2 in the (kx, κ)-plane. One has (kx, κ)→
(0±, ) as λx → ±∞ and conversely (kx, κ) → (0±, 1/ + ) as λx → 0±. The choice of a
reverse orientation for λx ∈ Rˇ implies that, in the limit  → 0, C turns into the straight line
kx ∈ R, κ = 0, which corresponds to the bottom of the band ω+(kx, 0).
The image of C in the (kx, ω) plane is plotted in Fig. 2. As → 0, it explores the bottom
of the upper band, including |kx| =∞. Finally we separate the contributions near kx = 0 and
|kx| =∞ as follows. For λ0 > 0 we define
C,λ0 =
{
(kx, κ) ∈ C|λx ∈ [λ0,−λ0]
}
, C⊥,λ0 = C \ C,λ0 , (17)
so that (0, 0) ∈ C⊥0,λ0 and (±∞, 0) ∈ C0,λ0 . The main result is then
Theorem 2.9. Let a ∈ R \ {0,±√2}. The following statements hold:
• (Bulk-scattering correspondence) For all ε > 0
C+ =
1
2pii
∫
C
S−1dS. (18)
• (Relative Levinson’s theorem) There exists λ0 small enough such that ∀λ, 0 < λ < λ0
nb = lim
→0
1
2pii
∫
C⊥,λ
S−1dS. (19)
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• (Violation of Levinson’s theorem) There exists λ0 small enough such that ∀λ, 0 < λ < λ0,
lim
→0
1
2pii
∫
C,λ
S−1dS =
{
0, |a| > √2,
sign(a), 0 < |a| < √2. (20)
Moreover for a >
√
2 (resp. < −√2) there is an edge mode branch merging with the bulk
band at kx =∞ (resp. −∞). For |a| <
√
2 there are no edge modes in the neighborhood
of the bulk band as |kx| → ∞.
Thus, the change of argument of the scattering amplitude along C coincides with the Chern
number for every a, thanks to a non-trivial contribution (20) at |kx| = ∞ that compensates
the missing or superfluous edge modes observed in Sect. 2.3. Usually a jump in the argument
of S is associated to an edge mode branch disappearing or emerging from the bulk band limit
[11]. This statement is valid as long as kx is finite, leading to (19). However, the opposite
occurs at |kx| = ∞: the argument of S jumps while there is no edge mode branch merging
in the spectrum, and conversely. This shows an explicit violation of Levinson’s theorem and
proves the mismatch in the number of edge modes from Prop. 2.5.
The proofs of (18) and (19) are done in 3.1, respectively 3.2. They are adapted from [11]
where kx, ky ∈ T2, the two-dimensional Brillouin torus. The key point is to study the poles
and zeros of S after analytic continuation in κ. The main result of the paper, eq. (20), is
proved in 3.3 by studying the singularity of such a complex continuation in κ as |kx| → ∞,
eventually responsible for the violation of Levinson’s theorem. Notice that S depends on the
choice of section appearing in (13), but the theorem is true as long as such sections are regular
in a neighborhood of C. Moreover we can even use sections that have singularities near C,λ
(resp. C⊥,λ) when dealing with (19) (resp. (20)). Such singular sections have extra symmetries
that actually simplify the proof.
Remark 2.10. Such a violation is not always occurring in the shallow-water model. Indeed,
the standard Dirichlet boundary condition:
u|y=0 = 0, v|y=0 = 0, (21)
leads to nb = 2 = C+ with no argument jump of S at |kx| =∞ and no asymptotic edge mode
branch near the bottom of the upper bulk band as |kx| → ∞. Thus, unbounded parameters
(kx, ω) do not necessarily lead to a violation of Levinson’s theorem. This non-anomalous case
is detailed in App. D.
3 Proofs
3.1 Sections, scattering amplitudes and bulk-scattering correspondence
Before proving Thm. 2.9 we discuss the ambiguity in the definition of the scattering state and
amplitude, due to the gauge freedom of bulk eigensections. Additionally, we provide explicit
expressions, that are used in the next sections. In the following we identify the compactified
k-plane with the Riemann sphere C∪{∞} ∼= S2 via z = kx+iky. Since C+ = 2, it is impossible
to find a global bulk eigensection ψ̂ that is regular for all z ∈ S2. We need at least two distinct
ones, that are regular locally on two overlapping patches to cover the sphere. This leads to
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distinct scattering states and scattering amplitudes. It is readily verified that Hψ̂∞ = ω+ψ̂∞,
where
ψ̂∞(k) =
1√
2
1
kx − iky
 k2/ω+kx − ikyq
ky + ikxq
 , q(k) := f−νk2ω+ , ω+ = ω+(k) . (22)
Notice that q → 1 (resp. −1) as k → 0 (resp. ∞). Thus (22) defines a section of the
eigenbundle of ω+ that is smooth for all z ∈ C, including z = 0, but not at ∞, where it is
singular and winds like z/ |z|. However z = ∞ belongs to the curve C as  → 0, see (16), so
that ψ̂∞ cannot be used directly in the proof of Thm. 2.9. Instead we define for ζ = ζx+iζy ∈ C
ψ̂ζ = tζ∞ψ̂
∞, tζ∞(z) =
z¯ − ζ¯
z − ζ (23)
which is regular for all z ∈ S2\{ζ}, including∞ and singular in ζ. We shall mainly use ζ = iζy
with ζy > 0 that is away from C for  small enough, and ζ = 0 that is rotation invariant near
z =∞. According to Def. 2.6, the scattering state for each section ψ̂ζ , ζ ∈ S2, reads
ψ˜ζs := ψ
ζ
in + Sζψ
ζ
out + Tζψ
∞
ev , (24)
with
ψζin = ψ̂
ζ(kx,−κ)e−iκy, ψζout = ψ̂ζ(kx, κ)eiκy, ψ∞ev = ψ̂∞(kx, κev)eiκevy. (25)
Notice that we have dropped the ω-dependence since ω = ω+(kx, κ). We recall that κ > 0
in the definition of the scattering state, so that the choice of some ζ = iζy with ζy > 0
guarantees that ψζin is regular for kx ∈ R and κ > 0. Moreover, Sζψζout is also regular in
the whole upper half-plane, even though ψζout is singular at κ = ζy > 0. Finally, notice
that κev(kx, κ) → −iν−1
√
1− 2νf 6= 0, (kx, κ) → 0 and q(kx, κev) → 1, (kx, κ) → ∞. Thus
ψ̂∞(kx, κev) is regular in the whole upper half-plane, including at∞, and appears as a common
and convenient choice of the evanescent part in (24) for all ζ ∈ S2. Note that because of
Rem. 2.8 we can choose the phase of ψev independently from the choice of ψin/out.
Lemma 3.1. Let ζ ∈ S2, kx ∈ R and κ > 0 so that kx + iκ ∈ S2 \ {ζ}. Then
Sζ(kx, κ) =
tζ∞(kx,−κ)
tζ∞(kx, κ)
S∞(kx, κ). (26)
Proof. The scattering amplitude can be computed explicitly from (24) and boundary condition
(9). For ζ ∈ S2 we denote uζ and vζ the second and third component of ψ̂ζ , according to (22)
or (23). We infer
Sζ(kx, κ) = −gζ(kx,−κ)
gζ(kx, κ)
, Tζ(kx, κ) = −hζ(kx, κ)
gζ(kx, κ)
, (27)
where
gζ(kx, κ) =
∣∣∣∣kxuζ(kx, κ) + aκvζ(kx, κ) kxu∞(kx, κev) + aκevv∞(kx, κev)vζ(kx, κ) v∞(kx, κev)
∣∣∣∣ , (28)
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and
hζ(kx, κ) =
∣∣∣∣kxuζ(kx, κ) + aκvζ(kx, κ) kxuζ(kx,−κ)− aκvζ(kx,−κ)vζ(kx, κ) vζ(kx,−κ)
∣∣∣∣ . (29)
For (kx, κ) ∈ S2 \ {ζ}, ψ̂ζ and ψ̂∞ are related through tζ∞, leading to (26) by inspection of
(28).
Proof of Thm. 2.9, eq. (18). We compute the Chern number as the winding number of the
transition function between two sections that cover S2. The key point is that the scattering
state naturally provides two such sections, for which the transition function is the scattering
amplitude.
Let  > 0 and ζ = iζy with ζy > . The section ψ̂ζ(kx, κ) is regular everywhere ex-
cept at kx + iκ = ζ. In particular, it is regular along C, including at ∞. Then consider
Sζ(kx, κ)ψ̂
ζ(kx, κ). This section is regular for all κ > 0. Indeed,
Sζ(kx, κ)ψ̂
ζ(kx, κ) =
tζ∞(kx,−κ)
tζ∞(kx, κ)
t0ζ(kx, κ)
t0∞(kx,−κ)
S0(kx, κ)
tζ∞(kx, κ)
t0∞(kx, κ)
ψ̂0(kx, κ)
= S0(kx, κ)
tζ∞(kx,−κ)
t0∞(kx,−κ)
ψ̂0(kx, κ) , (30)
where we have used (23) and (26). Notice that |Sζ(kx, κ)| = 1 for kx + iκ ∈ S2 \ {ζ} thanks to
Prop. C.4. In particular, S0 is regular for κ > 0. Finally, for kx, κ ∈ C, the transition between
the two sections is by definition Sζ so that
C+ =
1
2pii
∫
C
S−1ζ dSζ (31)
which concludes the proof.
3.2 Relative Levinson’s theorem for finite kx
The proof of Thm. 2.9, eq. (19) is a direct consequence of
Theorem 3.2 ([11, Thm. 6.11]). Let  > 0 and ζ = iζy with ζy > . Let k1x < k2x that do not
correspond to a crossing of an edge mode branch with the bulk region in the spectrum of (10).
Then
lim
→0
argSζ
(
(kx, )
)∣∣k2x
k1x
= 2pin(k1x, k
2
x) (32)
where arg denotes a continuous argument and n(k1x, k2x) is the signed number of edge mode
branches emerging (+) or disappearing (−) at the lower band limit between kx,1 and kx,2, as
kx increases.
In particular for kx,1 < 0 and kx,2 > 0 large enough one has n(k1x, k2x) = nb. Moreover,
C⊥,λ0 ' {( 1λx , )|λx ∈ R \ [−λ0, λ0]} when  → 0, so that for λ0 small enough and with the
orientation of C⊥,λ0 , (32) is equivalent to (19). We refer to [11] for the proof of Thm. 3.2, which
is quite general and applies to our continuous model because (32) is valid as long as (kx, κ)
belong to a finite path that does not cross ∞. Below we briefly illustrate the main elements
of the proof in our explicit model, see also Fig. 3, in order to compare with the anomalous
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kx
ω
k∗x
S(kx, )
k1x k
2
x
(a)
kx − k∗x
Im(κ)
(b)
Figure 3: Relative Levinson’s theorem (a) Near the bottom of the bulk continuum (dashed
red and shaded blue), arg(S) changes by 2pi around the merging point k∗x of an edge mode
branch (plain yellow). The latter becomes a branch of divergent states that is not part of the
edge spectrum (dotted yellow) (b). Locally, such branches can be inferred from the poles of S
up to analytic continuation in κ. These poles correspond to bound states for Im(κ) > 0 only.
case at ∞ in the next section. Furthermore, notice that this statement has been also checked
numerically for the shallow-water model with boundary condition (9) and a = ±1 in [22].
Let kx ∈ R be fixed and remove it for a while. We also drop the singularity ζ and assume
that the sections are regular in the region of interest. Up to a multiplication of (24) by gζ ≡ g,
an equivalent scattering state is
φs = g(κ)ψ̂(−κ)e−iκy − g(−κ)ψ̂(κ)eiκy − h(κ)ψ̂(κev)eiκevy, (33)
see (27) and (28). So far we focused on κ > 0, but it turns out that a neighborhood of the bulk
region in the edge spectrum, and in particular edge mode branches, can be studied through the
complex continuation of κ in the scattering state. Indeed, assume that g(κ) = 0 for Im(κ) > 0.
The first term in (33) vanishes whereas the second is exponentially decaying in y, similarly to
the third one which is evanescent. In that case φs is a bound state of the edge spectrum and
corresponds to a point of the edge mode branch below the bulk region.
Then, as kx varies, the zero of g might move from Im(κ) > 0 to Im(κ) < 0. In the latter
case the second term in (33) would be exponentially diverging in y and φs would not be a
bound state anymore. Thus at kx where Im(κ) = 0 the edge mode branch merges with the
bulk continuum. Furthermore, a zero of g is a pole for S, and such a sign change in Im(κ)
induces a 2pi shift in the argument of S. This relative version of Levinson’s theorem is proved
in a general framework in [11] via the argument’s principle. Here we illustrate it on a canonical
form of S: assume that g = kx − iκ, so that g = 0 for κ0 = −ikx. For kx < 0 one has a bound
state, which vanishes for kx > 0. This means that an edge mode branch has merged with the
continuum at k∗x = 0. The S matrix reads
S(kx, κ) = −kx + iκ
kx − iκ (34)
Thus, for κ =  > 0, argS(kx, ) is shifted by −2pi as kx goes from −∞ to ∞. Equivalently,
the argument of S between some kx < 0 and kx > 0 finite is −2pi when → 0.
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3.3 Failure of Levinson’s theorem at infinity
Let λ0 be small enough such that (19) is true. In that case the only possible singularity for
the scattering amplitude along C,λ0 is at infinity. So far, we have worked with Sζ with ζ = iζy
and ζy > 0. In order to study the neighborhood of ∞, it is rather convenient to work with
ζ = 0 instead. This has no influence on (20). Indeed, the two are related by
Sζ(kx, κ) =
tζ∞(kx,−κ)
tζ∞(kx, κ)
t0∞(kx, κ)
t0∞(kx,−κ)
S0(kx, κ), (35)
and such a transition function is regular at ∞, so that
lim
→0
1
2pii
∫
C,λ0
S−1ζ dSζ = lim→0
1
2pii
∫
C,λ0
S−10 dS0. (36)
The scattering state (24) reads ψ˜0s = ψ0in + S0ψ
0
out + T0ψ
∞
ev . It involves
ψ̂0(k) =
1√
2
1
kx + iky
 k2/ω+kx − ikyq
ky + ikxq
 , (37)
which appears to be dual to ψ̂∞, see (22). According to the previous section, the existence of
edge modes near ∞ is encoded in the poles of S0(kx, κ) for Im(κ) > 0, or equivalently in the
zeros of g0. Using (28), (22) and (37) we compute g0 to leading order near (kx, κ)→∞:
g0(kx, κ) ∼ i(2kx + ia(κev(kx, κ)− κ)), (38)
with κev(kx, κ) ∼ i
√
2k2x + κ
2, see (12).
Winding number at infinity. In terms of the dual variables (15) that parametrize C,λ0
one has for λx near 0
g0(kx, κ) ∼ i
λ2x + 
2
(2λx + a
√
2λ2x + 
2 − ia) (39)
By (27), the winding number of S0 is, up to a sign, twice the one of g0. Such a winding when
→ 0 and λx finite can be inferred by the winding from λx = −∞ to λx = +∞ with  finite.
The prefactor on the right hand side can be ignored. As for the real part of the rest,
2λx + a
√
2λ2x + 
2 →
{ √
2(
√
2 + a) · (+∞), λx → +∞√
2(
√
2− a) · (−∞), λx → −∞. (40)
Thus, for |a| < √2, this rest covers the whole real line as λx does. We recall that C is
parametrized with reverse orientation for λx. Hence g0 winds along C,λ0 going in counter-
clockwise direction by −sign(a)pi, and S0 winds by sign(a)2pi. For |a| >
√
2, it does not cover
the whole line so g0 and S0 do not wind. This proves (20). In particular we deduce that the
transitions occur at a = ±√2, 0. Notice that, together with (18) and (19), we infer the value
of nb claimed in Prop. 2.5.
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Analytic continuation. According to Thm. 3.2, the existence of edge modes near the bulk
continuum is related to the zeros of g0(kx, κ) for Im(κ) > 0. By inspection of (38), it seems
that κ = ickx for some c ∈ R could lead to zeros of g0 in its asymptotic form near ∞. This
expression involves a square-root through κev. It is not clear, though, which branch should be
taken when κ becomes complex. Moreover a naive computation leads to κev ∼ −ic˜|kx| when
κ = ickx, which suggests that κ and κev play a dual role near infinity. Thus, in order to take
into account all the possible edge modes, we look for zeros of
G0(kx, ky+, ky−) = i(2kx + ia(ky− − ky+)) (41)
with k2x + k2y± = X±, where X± are the solutions of ω2 = X + (f − νX)2 for a given ω > 0. In
particular, for ky+ = −
√
X+ − k2x := κ then ky− = −i
√
k2x −X− = κev(kx, κ) so that G0 and
g0 coincide. However the definition of G0 avoids specifying any branch for the square root.
Moreover, at leading order in ω →∞, one has
k2x + k
2
y± = ±
|ω|
ν
(42)
which implies
2k2x + k
2
y+ + k
2
y− = 0 . (43)
Together with (41), the zeros of G0 prompts the ansatz
ky± = ±ic±kx (44)
for c± ∈ R. The different choice of sign for ky± is conventional but allows for a symmetry
between c+ and c−. Thus, a zero of G0 implies
2 + a(c+ + c−) = 0 , (45a)
c2+ + c
2
− = 2 . (45b)
The solution of this system is represented diagrammatically in Fig. 4 as the intersection be-
tween a circle and a straight line that depends on a. Moreover, due to (42),
k2x(1− c2±) = ±
|ω|
ν
, (46)
so that c2+ < 1 and c2− > 1. Thus with the ansatz (44) there is a unique pair (c+, c−)
corresponding to zeros of G0, and hence of g0. Finally, such zeros are associated to a bound
state only if Im(ky±) > 0. This requires c+ > 0, c− < 0 for kx → ∞ and c+ < 0, c− > 0 for
kx → −∞. Consequently, according to Fig. 4, there exists an edge mode in the neighborhood
of ∞ for a > √2 and kx → ∞, or a < −
√
2 and kx → −∞ and there is no edge mode
otherwise, as claimed below eq. (20) in Thm. 2.9.
Two alternatives to Levinson scenario. Beyond the proof of Thm. 2.9 we provide an
interpretation of the mismatch when compared with Levinson ’s scenario described in Sect. 3.2.
We focus on what happens near the transition a =
√
2 for clarity. A zero ofG0 (and hence of g0)
with the ansatz (44) corresponds to a bound state only if both Im(ky+) > 0 and Im(ky−) > 0.
In the usual Levinson’s scenario of Thm. 3.2, one always has ky− = i|κev|, so that the nature
of the state only depends on Im(ky+) = Im(κ), as illustrated in Fig. 3(b). Near ∞ instead,
this is not the case, due to the particular structure of g0 there. Two alternatives occur:
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c+
c−
a = ±∞
a < −√2
a = −√2
a = −1
a = 1
a =
√
2
a >
√
2
kx → −∞
kx → +∞
Figure 4: (c+, c−)-diagram corresponding to a zero of G0 near ∞ through the ansatz (44).
The solution is at the intersection between the circle and a straight line of slope −1 and
depending on a. It is actually also restricted inside the red areas, leading to a single pair
(c+, c−) for each a. Such a solution corresponds to a bound state only in the upper left or
lower right quadrant, depending on the sign of kx.
1. For a <
√
2, one has −1 < c+ < 0 and c− < −1 so that Im(ky+) > 0 and Im(ky−) < 0
for kx < 0, and conversely for kx > 0. Thus, the scattering state is nowhere bounded
because it always contains some divergent part. Yet, the winding of S0 is 2pi.
2. For a >
√
2, one has 0 < c+ < 1 and c− < −1 so that Im(ky+) < 0 and Im(ky−) < 0 for
kx < 0, and conversely for kx > 0. Thus, the scattering state is divergent for kx < 0 and
a bound state for kx > 0. A bound state emerges at ∞, and yet the winding of S0 is 0.
The two scenarios are illustrated in Fig. 5. We use the dual variables (15) so that kx → ±∞
is replaced by λx → 0± which makes the comparison with Fig. 3(b) easier. Notice that the
ansatz (44) becomes λy± = ∓ic±λx.
Second order computation. Finally, we provide more details about the edge mode branch
that exists near |kx| → ∞ for |a| >
√
2. As we shall see, this branch actually emerges from
the bulk continuum at finite kx > 0 (a >
√
2) or kx < 0 (a <
√
2), stays close to it when
kx → +∞ or kx → −∞, respectively, and disappears there (cf. Fig. 1).
To compute the second order correction to the result obtained we use again (28), (22) and
(37) and find
G = G0 +G1 + · · · , (47)
with G0 as in (41) and
G1 =
1
2νω
iakx
(kx − iky−)(kx + iky+)
(k2y+ − k2y−) . (48)
We extend the ansatz (44) by a term of the appropriate order in kx
ky± = ±i(c±kx + d±k−1x ) , (49)
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λx
Im(λy)
λy+
λy−
(a)
λx
Im(λy)
λy+
λy−
(b)
Figure 5: Two alternatives to Levinson scenario at kx → ±∞: zeros of G0 with ansatz (44)
in terms of the dual variables. A plain (resp. dotted) line corresponds to an evanescent (resp.
divergent) mode. A bound state is a superposition of two evanescent modes. (a) In case 1,
there is no bound state whereas S0 winds by 2pi. (b) In case 2, no bound state exist for λx < 0
but one emerges at λx = 0, whereas S0 does not wind. In both cases, Levinson’s theorem is
violated.
and obtain
G0(kx, ky+ , ky−) = G00 + ia(d+ + d−)k
−1
x (50)
where G00 is the same expression as in (41) with ky± at leading order, and hence G00 = 0 for
c± zeros of G0 at first order (cf. (45)). Moreover,
G1 =
1
2νω
iakx
(1− c−)(1− c+)(c
2
− − c2+) . (51)
As here the leading order in ω suffices (cf. (42)) we find for the solutions G = 0
d+ + d− = − 1
ν2(1− c−)(1− c+) . (52)
Furthermore, we have to amend (43) to
2k2x + k
2
y+ + k
2
y− = −
1− 2νf
ν2
, (53)
which can be seen by including the term of next order in (42). Plugging in the ansatz together
with (45) we find that d± are determined by (52) and
c+d+ + c−d− =
1− 2νf
2ν2
. (54)
With these results we will focus on the transition at a =
√
2 and explain the emergence
of an edge mode branch for a >
√
2. The case of negative values of a works analogously.
From Fig. 4 and its explanation we see that the first order solution for a =
√
2 is given by
(c+, c−) = (0,−
√
2) and plugging this into (52, 54) we find
d+ + d− = ν−2(1−
√
2) , (55)
d− = −ν−2 1− 2νf
2
√
2
, (56)
16
and hence
d+ =
1
2
√
2ν2
(2
√
2− 3− 2νf) ≈ 2
√
2− 3
2
√
2ν2
, (57)
neglecting terms of order 1/ν in the last step. A further incipient state (besides of kx = −∞)
occurs when Im ky,σ = 0 for σ = + or σ = −. Thus by the ansatz (49) the imaginary part of
ky± changes sign at the values
k2x = −
d±
c±
. (58)
Since c− 6= 0 at a =
√
2, the solution in the − case is likely outside the range of validity of
the expansion. But for a ↘ √2 we have c+ ↘ 0 (see Fig. 4). Thus and by d+ < 0 there is a
solution kx of (58) with kx →∞ in agreement with Fig. 1.
A Chern number for spin s representations
It suffices to prove Proposition 2.1 in the case where M = S2 and we do so by induction in s
in steps of 1/2, starting with s = 0 and s = 1/2. In the first case the bundle is trivial, S2×C2,
whence C(P0,0) = 0, where the eigenprojection on the band with labels (s,m) is denoted by
Ps,m. In the case s = 1/2, the integrand of (7) is
tr(P±[dP±, dP±]) = ± i
2
~e · (d~e ∧ d~e ) = ± i
2
w (59)
with P± = P 1
2
,± 1
2
. This result follows from
P± =
1
2
(1± ~e · ~σ) , (60)
tr ~a · ~σ [~b · ~σ,~c · ~σ] = 4i~a · (~b ∧ ~c ) , (61)
where ~σ = (σ1, σ2, σ3)T denotes the vector of Pauli matrices σi. This leads in turn to C(P±) =
±1 by ∫S2 w = 4pi.
We next assume the claim to be true up to s and prove it for s + 1/2. Let Ds be the
irreducible representation of SU(2) of spin s, equipped with the standard basis |s,m〉sm=−s
with respect to the quantization axis ~e, i.e., ~S · ~e |s,m〉 = m|s,m〉. We then have by the
Clebsch-Gordan series
Ds+ 1
2
⊕Ds− 1
2
= Ds ⊗D 1
2
. (62)
We first treat the case m = s+ 1/2, for which we find
|s+ 1
2
, s+
1
2
〉 = |s, s > ⊗ |1
2
,
1
2
〉, (63)
whence
Ps+ 1
2
,s+ 1
2
= Ps,s ⊗ P 1
2
, 1
2
. (64)
Since the vector bundles are line bundles, the Chern number is additive, meaning
C(Ps+ 1
2
,s+ 1
2
) = C(Ps,s) + C(P 1
2
, 1
2
) = 2s+ 1 , (65)
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as claimed. The case m = −(s + 1/2) is similar. Finally, we consider the intermediate cases
m = −(s − 1/2), ..., s − 1/2. The eigenspace of (total) ~S · ~e acting on (62) for eigenvalue m
has dimension 2 and can be represented as a span in two ways:[
|s,m− 1
2
〉 ⊗ |1
2
,
1
2
〉, |s,m+ 1
2
〉 ⊗ |1
2
,−1
2
〉
]
=
[
|s− 1
2
,m〉, |s+ 1
2
,m〉
]
. (66)
The bundle over S2 3 ~e having the eigenspaces as fibers is thus(
Ps,m− 1
2
⊗ P 1
2
, 1
2
)
⊕
(
Ps,m+ 1
2
⊗ P 1
2
,− 1
2
)
= Ps− 1
2
,m ⊕ Ps+ 1
2
,m . (67)
Arguing as before we get for cs,m := C(Ps,m)
(cs,m− 1
2
+ c 1
2
, 1
2
) + (cs,m+ 1
2
+ c 1
2
,− 1
2
) = cs− 1
2
,m + cs+ 1
2
,m , (68)
i.e.
((2m− 1) + 1) + (2m+ 1− 1) = 2m+ cs+ 1
2
,m (69)
by induction assumption. Thus cs+ 1
2
,m = 2m which proves Proposition 2.1.
B Self-adjoint boundary conditions
In this appendix we will characterize self-adjoint boundary conditions for our model with
domain {(x, y) | y ≥ 0} ⊂ R2. The Hamiltonian is after Fourier transformation along x with
conjugate variable kx (translation invariance in x-direction) given by (cf. (10))
H](kx) =
 0 kx −i∂ykx 0 −i(f − ν(k2x − ∂2y))
−i∂y i(f − ν(k2x − ∂2y)) 0
 . (70)
In this appendix we will drop the ·˜ as compared to the main text and denote the states by
ψ = ψ(kx; y) =
ηu
v
 . (71)
Lemma B.1. Self-adjoint realizations of the Hamiltonian H correspond to subspaces M ⊂ C6
with
ΩM = M⊥ , (72)
where
Ω =

0 0 −1 0 0 0
0 0 0 0 0 −ν
−1 0 0 0 ν 0
0 0 0 0 0 0
0 0 ν 0 0 0
0 −ν 0 0 0 0
 . (73)
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The correspondence is in terms of ψ ∈ H ⊕H2 ⊕H2:
ψ ∈ D(H)←→ Ψ ∈M , (74)
where the (stacked) column vector
Ψ =
(
ψ
ψ′
)
(75)
stands for the boundary values at y = 0.
Proof. Without yet imposing any boundary condition, the fact that ψ ∈ H⊕H2⊕H2 implies
that η, u′, v′ are continuous and vanish at infinity. A partial integration of 〈ψ˜,H]ψ〉 thus
yields boundary terms at y = 0 only:
−i
(
〈ψ˜,H]ψ〉 − 〈H]ψ˜, ψ〉
)
= −(¯˜ηv + ¯˜vη) + ν(¯˜vu′ − ¯˜v′u)− ν(¯˜uv′ − ¯˜u′v)
= Ψ˜∗ΩΨ (76)
with Ψ as in (75), Ω as in the Lemma to prove and ′ = ∂y. Let the domain be {Ψ|Ψ ∈M},
where M ⊂ C6 is some subspace. Then M should have the properties
Ψ˜∗ΩΨ = 0 , (Ψ ∈M)⇒ Ψ˜ ∈M ,
Ψ ∈M ⇒ Ψ˜∗ΩΨ = 0 (∀Ψ˜ ∈M) .
In fact the first one implies H∗ ⊂ H and the second H ⊂ H∗, whence H = H∗ as required.
Because of Ω∗ = Ω the two properties are summarized by
Ψ˜∗ΩΨ = 0 , (Ψ ∈M) ⇐⇒ Ψ˜ ∈M , (77)
which is in turn equivalent to (ΩM)⊥ = M , i.e. to ΩM = M⊥.
We note that rk Ω = 4 and
ker Ω⊕ im Ω = C6 (78)
(orthogonal direct sum) by Ω = Ω∗. Dimensions are 2 and 4. Let Ωˆ be a partial left inverse
of Ω:
ΩˆΩ = P , (79)
where P is the orthogonal projection on im Ω associated to (78). It follows
ΩΩˆv = v, (v ∈ im Ω) . (80)
Lemma B.2. Let M ⊂ C6. The following are equivalent:
a) ΩM = M⊥
b) There is a subspace M˜ ⊂ C6 such that
1) M = ker Ω⊕ M˜ , orthogonal direct sum, (whence M˜ ⊂ im Ω),
2) ΩˆM˜⊥ = M˜ , where M˜⊥ is the orthogonal complement of M˜ within im Ω.
c) 1) ker Ω ⊂M ,
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2) dimM = 4,
3) Ωˆ⊥ ⊂M .
Proof. (a)⇒(b): By (a), M⊥ ⊂ im Ω, and thus by (78) M ⊃ ker Ω, proving (b1). Next we
have M⊥ = M˜⊥ as we find by (b1)
v ∈M⊥ ⇐⇒ v ⊥ ker Ω, v ⊥ M˜
⇐⇒ v ∈ M˜⊥
because (ker Ω)⊥ = im Ω. With (79) we get from (a) PM = ΩˆM⊥, i.e. M˜ = ΩˆM˜⊥.
(b)⇒(c): First we see directly that (c1) follows from (b1). Furthermore, since Ωˆ is regular
as a map im Ω→ im Ω, we have by (b2): 4− dim M˜ = dim M˜ , i.e. dim M˜ = 2, proving (c2).
Property (c3) follows from (b2) and M⊥ = M˜⊥.
(c)⇒(a): By (c1), i.e. im Ω ⊃M⊥, and (80) we get from (c3)
M⊥ ⊂ ΩM . (81)
By the rank-nullity theorem applied to Ω : M → C6, i.e.
dimM = dim ker(Ω  M) + dim ΩM , (82)
we get 4 = 2 + dim ΩM by (c1,c2). Hence equality in (81).
B.1 Boundary conditions in terms of equations
In the following the self-adjoint boundary conditions will be characterized more explicitly in
terms of equations. For that we observe that ker Ω is spanned by the columns of the matrix
N =

ν 0
0 0
0 0
0 1
1 0
0 0
 (83)
The partial left inverse Ωˆ is uniquely determined on im Ω, but is arbitrary on ker Ω. For
definiteness, let us choose Ωˆv = 0, (v ∈ ker Ω). By that we have explicitly
Ωˆ =

0 0 −λ 0 0 0
0 0 0 0 0 −ν−1
−λ 0 0 0 λν 0
0 0 0 0 0 0
0 0 λν 0 0 0
0 −ν−1 0 0 0 0
 , λ =
1
1 + ν2
. (84)
In fact the so chosen partial left-inverse fulfills ΩΩˆ = P and ΩˆN = 0 (cf. (79)).
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Proposition B.3. i) Subspaces M ⊂ C6 as in Lemma B.1 of dimension 4 are determined
by 2× 6 matrices A of maximal rank, i.e. rkA = 2, by means of
M = {Ψ ∈ C6|AΨ = 0} = kerA , (85)
and conversely. Two such matrices A, A˜ determine the same subspace if and only if
A = BA˜ with B ∈ GL(2).
ii) Self-adjoint boundary conditions are determined precisely by matrices as in (i) with
AN = 0 , AΩˆA∗ = 0 (86)
Proof. i) Only the last sentence deserves proof, and in fact only the necessity of A = BA˜.
For that consider a map B : C2 → C2 which is well-defined by Av 7→ A˜v, v ∈ C6 because
of kerA = ker A˜.
ii) By the Lemma B.2 and in particular by the equivalence between (a) and (c), M is as
in (85) by (c2). By (c1) and (83) the first equation (86) applies. Equation (85) states
M⊥ = ranA∗ = {A∗v|v ∈ C2}. Thus by (c3),
〈A∗v1, ΩˆA∗v2〉 = 0 , (v1, v2 ∈ C2) , (87)
i.e. the second equation (86).
Example B.4. Dirichlet boundary conditions u = 0, v = 0 correspond to
A =
(
0 1 0 0 0 0
0 0 1 0 0 0
)
(88)
which is seen to satisfy (86).
B.2 Local boundary conditions
In this section we will study local boundary conditions which contain the ones studied in the
main text of the paper. For that let ψ(x), x = (x, y) ≡ (x1, x2) be as in (71) and lets consider
local boundary conditions at x2 = 0 of the form
B0ψ +B1∂1ψ +B2∂2ψ = 0 (89)
(∂i = ∂/∂xi) with l × 3-matrices Bi (l = 2 suffices). After using translation invariance
ψ(x) = ψ(x2)e
ik1x1 (90)
they reduce to
(B0 + ik1B1)ψ +B2ψ
′ = 0 , (91)
(′ = ∂/∂x2), i.e. to AΨ = 0 as in Proposition B.3 with
A = (B0 + ik1B1, B2) ≡ A02 + ik1A1 ≡ A(k)
A02 = (B0, B2) , A1 = (B1, 0) .
(92)
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Remark B.5. Quite generally, the condition rkA ≥ 2 is equivalent to A ∧ A 6= 0. So
rkA(k1) ≥ 2 (and hence = 2, c.f. Proposition B.3) means that at least one among
A02 ∧A02 , A02 ∧A1 +A1 ∧A02 , A1 ∧A1
does not vanish.
The conditions (86) now mean
A02N = 0 , A1N = 0, , (93)
A02ΩˆA
∗
02 = 0 , A02ΩˆA
∗
1 −A1ΩˆA∗02 = 0 , A1ΩˆA∗1 = 0 . (94)
Example B.6. The boundary conditions v = 0, ∂xu+ a∂yv = 0 correspond to
A02 =
(
0 0 1 0 0 0
0 0 0 0 0 a
)
, A1 =
(
0 0 0 0 0 0
0 1 0 0 0 0
)
, (95)
which are seen to fulfill the conditions stated above.
C Scattering theory for general boundary conditions
The scattering states and the scattering amplitude can be defined for any self-adjoint boundary
condition. In the main text we focused on the variables (kx, κ), so that ω = ω+(kx, κ). Here,
we work instead with (kx, ω). Asymptotic states are given in terms of plane wave solutions
ψ(x, t) = ψˆei(kxx+kyy−ωt) . (96)
Let kx and ω >
√
k2x + (f − νk2x)2 be given. There are two solutions X± ≡ k2 of
ω2 = X + (f − νX)2 ;
they have±X± > 0 because of ν2X+X− = f2−ω2 < 0; and hence 4 solutions ky ofX = k2x+k2y,
namely two real ones, incoming (κin < 0), outgoing (κout = −κin > 0); and two imaginary
ones, decaying (κev, iκev < 0) and diverging (κdiv = −κev, iκdiv > 0). The first three are, up
to multiples, cf. (22),
ψ̂in =
(k2x + κ2in)/ωkx − iκinq+
κin + ikxq+
 , ψ̂out =
(k2x + κ2out)/ωkx − iκoutq+
κout + ikxq+
 , ψ̂ev =
(k2x + κ2ev)/ωkx − iκevq−
κev + ikxq−
 , (97)
with
q± =
f − νX±
ω
(98)
The solutions (97) are to be seen in relation with (96). They contribute boundary values
Ψin =
(
ψ̂in
iκinψ̂in
)
, Ψout =
(
ψ̂out
iκoutψ̂out
)
, Ψev =
(
ψ̂ev
iκevψ̂ev
)
. (99)
We shall assume that there are no embedded eigenvalues. We conjecture this to be true for
any self-adjoint boundary condition, and we show it for (9), which is of relevance for the rest
of this paper. We do so at the end of this section.
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Lemma C.1. For ky 6= 0 (cf. ω >
√
k2x + (f − νk2x)2 above) the three vectors in (99) are
linearly independent.
Proof. Inspection of Hψ = ωψ as a differential equation in y, cf. (10), shows that any initial
values
Ψ =
(
ψ
ψ′
)
=
η...
v′
 (100)
determine an existing and unique solution provided
kxu− iv′ = ωη , (101)
which (99) do. A linear combination
finΨin + foutΨout + fevΨev = 0 (102)
then implies
finψˆine
iκiny + foutψˆoute
iκouty + fevψˆeve
iκevy = 0 . (103)
Linear independence of the functions eiκiny, eiκouty, eiκevy implies fin = fout = fev = 0, as was
to be shown.
Lemma C.2. Let ψ, ψ˜ be two solutions of Hψ = ωψ that are bounded in y ≥ 0, but regardless
of boundary conditions. If one of them vanishes at y → +∞, then
Ψ˜∗ΩΨ = 0 , (104)
where Ψ is given by (98).
Proof. The terms on the r.h.s of (76) are supposed to be evaluated at y = 0. The equation
itself was obtained because the same terms would vanish for y → ∞, and that is what they
still do here, because in each of them one factor does while the other stays bounded. In fact,
if a solution ψ is bounded (or even vanishes at infinity), i.e. Im ky ≥ 0 in (96), then so does
ψ′. Moreover, the l.h.s. of (76) vanishes by Hψ = ωψ.
Let a boundary condition M be determined by a matrix A as in (85, 86). It reads
AΨ = 0 , for Ψ = finΨin + foutΨout + fevΨev . (105)
Lemma C.3. There is a unique solution (fin, fout, fev) up to multiples.
Proof. There is at least one solution, since the span of (99), which has dimension 3 by
Lemma C.1, must intersect non-trivially kerA (of dimension 4) in view of 3 + 4 > 6. On
the other hand, there are no two linearly independent solutions. In fact, if so, there would be
a solution of (105) with fin = 0, i.e.
Ψ = foutΨout + fevΨev , (106)
which we shall rule out, unless trivial. Since Ψ ∈ M we have Ψ∗ΩΨ = 0 by (72). Even
though (104) does not allow to reach the same conclusion for Ψout, because ψout is not vanishing
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at y →∞, it does for foutΨout = Ψ−fevΨev, because ψev does and so any contribution to (104)
involving it:
|fout|2 ·Ψ∗outΩΨout = 0 . (107)
We claim that the second factor does not vanish. In fact, a straightforward computation based
on (76) gives
Ψ∗outΩΨout = −
2X+
ω
κout + 4νX+κoutq+
= −2X+κout
ω
(1− 2ν(f − νX+)) < 0 (108)
because of 1− 2νf > 0, 2ν2X+ > 0.
Proposition C.4. For any self-adjoint boundary condition, kx ∈ R and ω >
√
k2x + (f − νk2x)2
the scattering amplitude S(kx, ω) ≡ S = fout/fin is well-defined and satisfies |S| = 1.
Proof. A straightforward computation yields
Ψ∗outΩΨout = −Ψ∗inΩΨin 6= 0 , (109)
Ψ∗outΩΨin = 0 = Ψ
∗
inΩΨout , (110)
where the last equality follows by Ω∗ = Ω. Using Ψ∗ΩΨ = 0 for Ψ as in (105) yields |fout|2 −
|fin|2 = 0 by (104).
Remark C.5. The boundary condition (9), and in particular v = 0, does not allow for
embedded eigenvalues. In fact, in view of (97), that would amount to
κev + ikxq− = 0 , (111)
and thus to
X− = k2x + κ
2
ev = k
2
x(1− q2−)
=
k2x
ω2
(
ω2 − (f − νX−)2
)
=
k2x
ω2
X− (112)
or equivalently (ω2−k2x)X− = 0. Since both factors are known to be non-zero this is impossible.
D Dirichlet boundary condition
The computation of the scattering amplitude is similar to the one in Sect. 3.1, but with (9)
replaced by (21) we end up with the simpler form
Sζ(kx, κ) = −gζ(kx,−κ)
gζ(kx, κ)
, gζ(kx, κ) =
∣∣∣∣uζ(kx, κ) u∞(kx, κev)vζ(kx, κ) v∞(kx, κev)
∣∣∣∣ . (113)
In particular, for ζ = 0 one infers g0(kx, κ)→ 2i as (kx, κ)→∞, so that S0 → −1. Hence the
scattering amplitude has no zero or pole in the neighborhood of ∞ and does not wind either.
This is the regular situation where Levinson’s theorem applies. Apart from (20), the rest of
Thm. 2.9 applies indeed similarly for Dirichlet boundary condition. This implies C+ = nb so
that the bulk-edge correspondence is satisfied.
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