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Abstract
This paper focuses on the expected difference in borrower’s
repayment when there is a change in the lender’s credit deci-
sions. Classical estimators overlook the confounding effects
and hence the estimation error can be magnificent. As such,
we propose another approach to construct the estimators such
that the error can be greatly reduced. The proposed estima-
tors are shown to be unbiased, consistent, and robust through
a combination of theoretical analysis and numerical testing.
Moreover, we compare the power of estimating the causal
quantities between the classical estimators and the proposed
estimators. The comparison is tested across a wide range of
models, including linear regression models, tree-based mod-
els, and neural network-based models, under different simu-
lated datasets that exhibit different levels of causality, differ-
ent degrees of nonlinearity, and different distributional prop-
erties. Most importantly, we apply our approaches to a large
observational dataset provided by a global technology firm
that operates in both the e-commerce and the lending busi-
ness. We find that the relative reduction of estimation error
is strikingly substantial if the causal effects are accounted for
correctly.
1 Introduction
A growing number of technology conglomerates provide
lending services to shoppers who frequent their e-commerce
marketplaces. Technology firms have the information ad-
vantage that commercial banks lack. A vast amount of pro-
prietary digital footprints are now at their fingertips. Study
shows the information content of proxies for human behav-
ior, lifestyle, and living standard in the non-transnational
data are just effective, hence highly valuable for default pre-
diction (Berg et al. 2020). However, managing retail credit
risks in online marketplaces differs in one fundamental way
from managing credit-card default risks faced by commer-
cial banks. It comes from the pronounced “action-response”
relationship between the lender’s credit decisions and the
borrowers’ delinquency outcomes. When customers apply
for credit to finance their online purchases, they effectively
enter into an unsecured loan contract where the counterparty
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is the platform lender, and they are expected to make install-
ments according to the payment schedules. These loan de-
cisions, especially the loan amount and loan interest, are far
more individualized than those made in the traditional credit
card business and are frequently adjusted. The e-commerce
lenders observe that their credit policies have a systematic
causal impact, which alters borrowers’ payment behavior,
irrespective of age, income, education, occupation, and so
forth.
It is conceivable that machine learning (ML) algorithms
can effectively tap into the information advantage for accu-
rate estimations of delinquency rate (Khandani, Kim, and
Lo 2010). However, the existing retail credit risk studies do
not recognize the essential of action-response causalities as
far as we know. Indeed, obtaining the accurate estimation
of delinquency rate does not mean that we can obtain the
accurate estimation of the action-response causality. Gener-
ally, we face two biases in estimating the action-response
causality. The first bias is due to the neglect of the con-
founding effects. In reality, loan decisions are the results of
the lender’s decision algorithms that use an overlapping set
of borrowers’ features with those used for risk assessments,
e.g., past shopping and financing records. Thus, ignoring the
modelling of the relation between the credit policies and the
credit features may cause a big bias in estimating the action-
response causality. The second bias comes from the estima-
tion of predictors-response relation. This is a regression bias
related to data and ML algorithm, e.g., the sample size, the
feature dimensions and the regressor selections.
The goal of this paper is to construct the estimators of
the causal parameters which can address both the confound-
ing bias and the regression bias. It is equivalent to finding
the score functions with specific conditions (detailed discus-
sions will be presented in the later sections) such that we
can recover the estimators from the score functions. To ob-
tain the corresponding estimates of the estimators, we need
to estimate the “counterfactuals”, which are the potential
outcomes in delinquent probabilities of borrowers if they
were given different amounts of credit lines from the ones
they had received. Once the counterfactuals are estimated,
we would like to assess both the Average Treatment Ef-
fect (ATE) and the Average Treatment Effect on the Treated
(ATTE). For new customers, the lender can use the ATE to
























tomers, the ATTE allows the lender to gauge the potential
changes of risks if their credit lines were changed from the
current levels to new ones.
For the rest of the paper, Section 2 summarizes the related
works and our contributions. Section 3 presents our model
setup, and Section 4 presents all the experiments. The paper
ends with the conclusion section.
2 Related Works and Contributions
Related Works. In the past credit risk works, the typical
supervised learning methods such as direct regression are
widely used to estimate the global relationship between the
response and the predictors. For example, the regression tree
(Khandani, Kim, and Lo 2010), Random Forests (Malekipir-
bazari and Aksakalli 2015), and Recurrent Neural Network
(Sirignano, Sadhwani, and Giesecke 2016) are applied to
construct default forecasting models.
However, when it comes to studying the action-response
relationship (e.g., estimating the ATE and ATTE), simply
using the typical supervised learning methods to estimate
the outcomes for each individual under different interven-
tions and averaging the estimated outcomes for each inter-
vention can produce unsatisfactory results (Chernozhukov
et al. 2018), since there is a chance of misspecification of
the relationship when confounding effects are present. Some
other methods that can account for the confounding effects
range from those based on balancing learning and matching
(Li and Fu 2017; Kallus 2018; Bennett and Kallus 2019) to
those based on deep learning such as representation learn-
ing and adversarial learning (Johansson, Shalit, and Son-
tag 2016; Yao et al. 2018; Lattimore, Lattimore, and Reid
2016; Yoon, Jordon, and van der Schaar 2018). However,
for matching methods such as Propensity Score Matching
(PSM) and inverse probability weighting (IPW) (e.g., (Hi-
rano, Imbens, and Ridder 2003)), they may amplify the esti-
mation bias if the feature variables are not selected properly
or the algorithm is not ideal enough (Heckman, Ichimura,
and Todd 1998).
To overcome some deficiencies of the above methods,
Doubly Robust Estimators (DREs) was proposed (Far-
rell 2015). The DREs are recovered from the score func-
tions which incorporate the confounding effects in general
(Dudı́k, Langford, and Li 2011). However, it is not sure if
the score functions of the DREs satisfy the orthogonal con-
dition, which is defined in (Chernozhukov et al. 2018) in-
spired by (Neyman 1979). Heuristically, those DREs recov-
ered from the score functions which may violate the orthog-
onal condition (see the detailed discussions in our supple-
mentary) can be sensitive to the nuisance parameters, and
hence easily lead to a biased estimation. To solve this prob-
lem, some researchers propose the new score functions that
satisfy the orthogonal condition (Chernozhukov et al. 2018;
Mackey, Syrgkanis, and Zadik 2018; Oprescu, Syrgkanis,
and Wu 2019), but they either only consider the binary treat-
ment or derive the theoretical results based on the partially
linear model (PLR) setting. To improve that, we not only ex-
tend the intervention variable from the binary values to the
multiple values, but also consider the fully nonlinear model
setting instead of the PLR model setting.
Contributions. The contributions of our paper are:
1. We are the first to show the importance and necessity of
considering causality in retail credit risk study using ob-
servational records of e-commerce lenders and borrows;
2. We extend from a partially linear model (e.g., (Mackey,
Syrgkanis, and Zadik 2018; Oprescu, Syrgkanis, and Wu
2019)) to a fully nonlinear model. Our estimators recov-
ered from the orthogonal score functions are proved to
be regularization unbiased and consistent with an increas-
ing number of population size, thus very suitable for large
datasets. Besides, our setup allows the intervention vari-
able to take multiple discrete values, rather than binary
values as in (Chernozhukov et al. 2018);
3. Our estimators are generic, not only restricted to linear
or tree-based methods, but also for any complex meth-
ods such as neural network-based models including fully-
connected ones (e.g., MLP), convolutional ones (e.g.,
CNN), and recurrent ones (e.g., GRU);
4. The obtained estimators are robust to model misspec-
ifications when mappings between predictors and out-
comes/interventions exhibit different degrees of nonlin-
earity, and data possess different distributional properties
than assumed;
5. We use the parameters in our experiments to control the
causality and nonlinearity and show how much error our
estimators can correct for compared with direct regression
estimators used in the past credit risk works.
The above points are comprehensively tested through well-
designed simulation experiments and verified on a large pro-
prietary real-world dataset via semi-synthetic experiments.
3 The Model Setup
The Potential Outcomes. Given a probability space
(Ω,P,F), the formulation (1) treats the treatment variable
D (or the policy intervention) as part of the explanatory vari-
ables (D,Z), where Z is the feature set.D and Z are used to
regress the response variable (or the outcome) Y such that
Y = g(D,Z) + ζ and E [ζ | D,Z] = 0. (1)
Here the outcome Y is a random scalar, the feature set Z is a
random vector, and the intervention D takes discrete values
in the set {d1, · · · , dn}. ζ is the scalar noise which sum-
maries all other non-(D,Z)-related unknown factors and is
assumed to have zero conditional mean given (D,Z). The
function g is a P-integrable function. The core of the im-
pact inference is the estimation of the potential outcomes of
an individual under the interventions that are different from
what we observe. The unobservable potential outcomes are
also called the counterfactuals. Knowing how to estimate
the counterfactuals provides a way to estimate two quanti-
ties, both of them are the average “action-response” rela-
tionship between the potential outcome Y and the potential





and θi|j := E
[
g(di,Z) | D = dj
]
.
The quantity θi means that we want to find the expected
outcome when the potential intervention is di. Concurrently,
the quantity θi|j means that given the factual intervention is
dj , we want to find the expected counterfactual outcome if
the intervention D had taken the value di.
Impact Inference without Confounding. We begin with
the Impact Inference without Confounding (IoC) which ac-
counts for the policy impact but not the confounding effects.
We use (ym, dm, zm) to represent the observational data as-





m) to represent the observational data of the
mth customer in the sub-population which contains Nj cus-
tomers with observed treatment dj . Using sample averaging,












































Note that θi is an average over the whole population N ,
whereas θi|j is an average over the sub-population Nj . To
compute the estimates of the two quantities, the key point is
to obtain ĝ (the estimate of g) for every di from the observa-
tional dataset. In the related literature, specifications of g in-
clude both the additive forms (Djebbari and Smith 2008) and
the multiplicative forms (Hainmueller, Mummolo, and Xu
2019). The choices of ĝ also include linear models (Du and
Zhang 2015; Li and Bell 2017) as well as nonlinear ones. In
particular, the predictive advantage of using neural networks
to estimate g is demonstrated in (Shi, Blei, and Veitch 2019)
where they formulated a similar relationship to estimate the
ATE and the ATTE (Louizos et al. 2017; Yoon, Jordon, and
van der Schaar 2018). Other examples can be found in (Alaa
and Schaar 2018; Toulis and Parkes 2016; Li and Fu 2017;
Syrgkanis et al. 2019).
Once we obtain ĝ(di, ·) (the estimate of g(di, ·)), θi and














We call them the IoC estimates since we omit the relation-
ship between D and Z, or the so-called confounding effects.
Indeed, the confounding effects are obscured from the IoC
estimates.
Impact Inference with Confounding. We then propose
the Impact Inference with Confounding (IwC) which can ac-
count for both the policy impact and the confounding effects.
Using the IoC estimates to estimate θi and θi|j can be mis-
specified (Dudı́k, Langford, and Li 2011; Yuan et al. 2019)
when the confounding effects are present. The misspecifica-
tion comes from the fact that, while Z in (1) affects the out-
come Y , the intervention D could also be driven by the con-
founding variable Z. For example, the customer’s income
level could be a confounding variable in the retail lending
context. Customers who receive higher credit lines usually
have higher incomes, and higher-income people tend to have
lower credit risk. Such examples also widely exist in recom-
mendation systems (e.g., (Wang et al. 2019; Swaminathan
and Joachims 2015a,b) and references therein). In our paper,
we construct better score functions satisfying the orthogonal
condition such that the corresponding estimates are assured
to be regularization unbiased (Chernozhukov et al. 2018).
In order to study the policy impact in the presence of con-
founding effects, we propose the following formulation for
our IwC estimations:
Y = g(D,U,Z) + ξ, E [ξ | U,X,Z] = 0, (2a)
D = m(X,Z, ν), E [ν | X,Z] = 0, (2b)
where Z is the confounder variable, U is the outcome-
specific feature set, and X is the intervention-specific feature
set. The map m and the noise term ν are of the same nature
as those of g and ξ. We impose no functional restrictions on
g and m such that they can be parametric or non-parametric,
linear or nonlinear, etc.
If the confounding effects (2b) are not recognized but
















could be inaccurate. Indeed, we ignore the impacts caused
by (2b) when (3) are used. Thus, the estimated outcome-
predictors relation ĝ can have opposite outcome-predictors
relation of the authentic g w.r.t. the features variable. Fur-
thermore, even if ĝ has the similar relation with g w.r.t. the
features variable, the (3) can be regularized biased, mean-
ing that the estimators are sensitive to the estimation ĝ. As
such, we should construct the estimators which use the in-
formation given in (2b) and regularized unbiased. PSM, IPW
and doubly robust (DRE) approach (e.g., (Farrell 2015)) are
methodologies which incorporate the relation (2b) through
the computation of propensity score. However, the DREs
can be sensitive w.r.t. the small perturbations on the map m
in (2b). Consequently, it may not be suitable for the estima-
tions of ATE and ATTE. To stabilize it, we should build the
estimators which can be recovered from the score functions
that satisfy the orthogonal condition in the Definition 3.1.
Heuristically, the partial derivative of score functions w.r.t.
the nuisance parameters are expected to be 0. Indeed, the
regularization biases of the estimators ATE and ATTE are
reduced using a multiplicative term of the propensity score
and the residuals between the observed Y and the estimate
of g(di, ·, ·).
Definition 3.1 (Orthogonal Condition). Let W be the ran-
dom elements, Θ be a convex set which contains the causal
parameter ϑ of dimension dϑ (θ is the true causal parame-
ter we are interested in) and T be a convex set which con-
tains nuisance parameter % (ρ is the true nuisance parameter
we are interested). Moreover, we define the Gateaux deriva-
tive map Dr,j [% − ρ] := ∂r {E[ψj(W, θ, ρ+ r(%− ρ))]}.
We say that a score function ψ satisfies the (Neyman) or-
thogonal condition if for all r ∈ [0, 1), % ∈ T ⊂ T and
j = 1, · · · , dϑ, we have
∂%E[ψj(W, θ, %)] |%=ρ [%− ρ] := D0,j [%− ρ] = 0. (4)
To start with our IwC formulation, we let W =
(Y,D,X,U,Z). The quantities Θ, T , ϑ, θ, % and ρ stated
in Definition 3.1 that are needed to check whether a score
function of θi satisfies the orthogonal condition are defined
as follows:




| g is P-integrable},




| g is P-integrable},












Similarly, to check for θi|j , we have
Θ = Θi|j
: = {ϑ = E
[
g(di,U,Z) | D = dj
]
| g is P-integrable},
T = Ti|j :=
{
% = (g(di,U,Z),mj ,
aj(X,Z), ai(X,Z)) | g is P-integrable} ,
θ = θi|j := E
[
g(di,U,Z) | D = dj
]
∈ Θi|j ,
















Here, g(di,U,Z), ai(X,Z) and mj are the arbitrary nui-








are the corresponding true nuisance pa-
rameters we are interested in. Our aim is to construct the
score functions ψ such that the moments of the Gateaux
derivative of ψ w.r.t. g(di,U,Z), ai(X,Z) and mj evalu-








are 0, implying the Definition 3.1 holds.
Before stating the score functions, we introduce some
notations to simplify our expression. We define the esti-
mate of g(di,x, z) as ĝ(di,x, z). Furthermore, we define
Pi(x, z) = E[1{D=di} | X = x,Z = z] and the corre-
sponding estimate as P̂i(x, z) for any i = 1, · · · , n. To find
P̂i(x, z), we can use any classification methods to obtain it.
For example, when we use Logistic regression to estimate







Theorem 3.2. The score function ψi(W,ϑ, %) which can be





(Y − g(di,U,Z)), (5)
while the score function ψi|j(W,ϑ, %) which can be used to











We defer the detailed derivations in the supplementary.
Heuristically, we can recover the estimates of θi and θi|j
(denoted as θ̂iw and θ̂
i|j















































yim − ĝ(di,uim, zim)
]}
. (8)
We call θ̂iw and θ̂
i|j
w in (7) and (8) the IwC estimates. They
are regularization unbiased when the residuals between the
observed Y and the estimate of g(di, ·, ·) are used as the reg-
ularization term. Besides, they are the consistent estimates
(see the Remark 3.3). Theoritically, we can study the consis-
tency using error decomposition (see in the supplementary).
We also study the consistency with numerical results in the
Section 4.
Remark 3.3. θ̂iw and θ̂
i|j
w are the consistent estimates of θi
and θi|j if P̂i converges to Pi and ĝ converges to g in prob-
ability (at rate N−
1
4 ) when N and Nj tend to infinity.
Whenever the estimates of θi and θi|j , i.e., θ̂i and θ̂i|j
are available, we can estimate the Average Treatment Ef-
fect (ATE) and the Average Treatment Effect on the Treated
(ATTE) as
ˆATE(i, k) := θ̂i,k = θ̂i − θ̂k
ˆATTE(i, k|j) := θ̂i,k|j = θ̂i|j − θ̂k|j .
(9)
For IoC formulation, the estimates of ATE and ATTE are
denoted as θ̂i,ko and θ̂
i,k|j
o which can be computed using (3).
For IwC formulation, they are θ̂i,kw and θ̂
i,k|j
w computed by
(7) and (8) respectively.
4 Experiments
We now set out experiments to i) estimate the counterfactu-
als and the treatment effects under different settings and ii)
assess the consistency and robustness properties under IwC
formulation.
Our comparisons are made across two aspects: 1) dif-
ferent data properties per (10a) & (10d), and 2) different
choices of the map ĝ per (2a). For 1), we generate sim-
ulated datasets that possess three main properties: a) dif-
ferent levels of causal effect the intervention D causes on
the outcome Y , b) different degrees of nonlinearity of this
causal impact, and c) different tail heaviness in the distribu-
tion of the feature set (X,U,Z). For 2), the various maps
under testing include three most commonly used neural net-
work nonlinear models: the Multi-layer Perception Network
(MLP), the Convolutional Neural Network (CNN), and the
Gated Recurrent Unit (GRU); we also contrast them with
widely recognized classic models such as the ordinary least
square (OLS) and OLS with LASSO and RIDGE regular-
ization, and the decision-tree based models such as the Ran-
dom Forest (RF) and one with boosting features, the xgboost
(XGB).
For every set of simulated data and a given choice of g,
we report estimations of ATE & ATTE per (9), using both
our IwC estimations (7) (8) and the IoC estimations (3).
All results are out-of-sample and we use 70% of data as
the training set and the remaining 30% as the testing set.
We use grid search to find the optimal hyperparameters of
the linear models and the tree-based models. For all neural
network-based models, we use the Bayesian optimization
to find the optimal hyperparameters. The number of hidden
layers ranges from 2 to 7 and the number of units for
each layer from 50 to 500. The batch size is in integer
multiples of 32 and optimized within [32, 3200]. We search
the learning rate between 0.0001 and 0.1. The experiments
are run on two Ubuntu HP Z4 Workstations each with Intel
Core i9 10-Core CPU at 3.3GHz, 128G DIMM-2166 ECC
RAM, and two sets of NVIDIA Quadro RTX 5000 GPU.
The total computation time of Table 1 and Table 3 is 177
hours, including all different sets of α and β, with each set
containing 8 models; Figure 1 and Figure 2 cost 163 hours
in total.
The Data Generating Process. As the ground truth
(the factuals and counterfactuals) is unavailable, we con-
struct a data generating process (DGP) for our credit-related
dataset similar to many causal learning works:


























f(D) = α+ (1− α)× [βDm + (1− β) exp(Dn)] , (10d)
where k(Z) and k(U) in (10b) are defined as
k(Z) = log




















The function σ maps the features to the intervention
variable D such that D takes five treatment levels
{
d1, d2, d3, d4, d5
}
. The confounding features set is a 20-
dimensional random vector Z = [Z1, · · · , Z20]T . Simulta-
neously, the outcome-specific feature set is a 10-dimensional
random vector U = [U1, · · · , U10]T and the intervention-
specific feature set is a 10-dimensional random vector X =
[X1, · · · , X10]T . All (Z,U,X) are correlated random vec-
tors with the correlation matrix parameterized by Cij =
a+ (1− a) exp(−b|i− j|), a ∈ [0, 1], b ∈ R+. The param-
eter values of a, b used to generate the correlation matrix,
(λ, γ, b1, b2) in (10c), (a0, τ, r, e1, e2) in (10b) , (a1,a2) in
(10c), and ({czi }
4
i=1 , {cui }
4
i=1) in (11) are deferred in the
supplementary due to space constraints. The quantity Z̄r (or
Ūr) in (11) is a column vector such that each entry is the
product of r elements taken from Z (or U) without rep-
etition. For example, Z̄2 = [Z1Z2, Z1Z3, · · · , Z19Z20]T ,
Z̄3 = [Z1Z2Z3, Z1Z2Z4, · · · , Z18Z19Z20]T , etc.
Our DGP is reasonable for the following reasons: 1) In
many causal works, the researchers never check if their
DGP can appropriately fit the real-world data given in
their papers ((Hainmueller, Mummolo, and Xu 2019; Hill
2011; Lim 2018)). Our DGP fits the highly nonlinear and
correlated real-world credit data very well. For example,
when we fit the real-world dataset (the one used in our
semi-synthetic experiment) to (10c), the relative mean
square error (MSE) we obtained is 7.9% which is very
small. 2) Our DGP is generic enough. The functions in
our DGP, such as the power/exponential/logarithm/inverse,
are all out of lengthy testings of each individual’s feature
separately. 3) It allows us to control the degrees of causality
and nonlinearity. First, the parameter α ∈ [0, 1] in (10d)
controls the amount of the policy impact. The bigger α is,
the smaller the impact. In the case α = 1, Y is no longer
a function of the intervention. Second, the parameters
β ∈ [0, 1] and n,m ∈ R+ control the degree of nonlinearity
for a fixed α. For instance, when m = 1, n = 2, the smaller
β is, the larger the contribution from the term exp(Dn),
hence the more degree of nonlinearity.
Causality vs. Nonlinearity. Table 1 compares the ATE
estimations comprehensively across different choices of
ĝ and different data properties per (10a) & (10d). Each
number in column a) “IoC” and column b) “IwC” is a
weighted average of the ATE estimation in relative errors
w.r.t the true ATE, computed from 40, 000 observations and












∣∣∣∣∣ θ̂i,k;mθi,k;m − 1
∣∣∣∣∣
 , (12)
where M is the number of experiments conducted, θi,k;m is
the true value of θi,k in the mth experiment, and θ̂i,k;m is
the estimate of θi,k in the mth experiment based on IwC (or
IoC). The ATTE cases are deferred in the supplementary.
Table 1 reports the results when the α and β in (10d) are
fixed at different values. When we fix α = 5%, the amount
of impact of the intervention D on the outcome Y is large.
We call it the “strong causality” case. When the causal ef-
fects are strong, whether the data are light-tail distributed or
heavy-tail distributed, mostly linear (β = 95%) or mostly
nonlinear (β = 5%), and whether the choice of ĝ is a lin-
ear model (OLS, LASSO, RIDGE), a tree-based model (RF,
XGB) or a neural-network-based model (GRU, CNN, MLP),
the IwC estimates always give superior ATE estimations.
Similar observations can be made in the “strong nonlinear-
ity” case in Table 1. In this case, we fix β = 5%, mean-
ing that the impact of the intervention D on the outcome Y
is very nonlinear, irrespective of whether the amount of the
impact is larger or smaller.
Even if one uses misspecified linear models such as
the OLS, LASSO, and RIDGE on heavy-tail distributed
highly-nonlinear data, there is at least a 30% reduction
in the estimation errors. When the causal effects and
nonlinearity are both strong in the data and one did use the
right nonlinear models, e.g., RF, XGB, GRU, CNN, MLP,
the error can be reduced by at least 82.7% for the light-tail
data and 75.8% for the heavy-tail data. The significant supe-
riority of IwC vs. IoC ATE estimation across all our settings
suggests the importance of considering “action-response”
relationship.
Consistency of the Estimators. We demonstrate the
consistency of the estimators through numerical experi-
ments. We repeat the simulated experiment for 100 times,
then compute two quantities. The first quantity requires
us to compute the values of θi and θ̂iw based on 100
experiments and find the corresponding relative errors for
each i. We then find the mean of all the relative errors. The
second quantity is the average of the standard deviation
of the difference between θi and θ̂iw of 100 experiments.
Indeed, the first quantity is computed as (13a) and the































Here K and M in (13a) and (13b) are the number of estima-
tors and the number of experiments respectively.
To show that the estimators are consistent, we compare
the mean of all the relative errors versus the number of ob-
servational data and summarize the results in Figure 1. We
notice that when the number of observational data increases,
the computed values in each plot becomes smaller except
using linear regressors in computing the mean relative error
between θi and θ̂iw. It implies that using linear regressors
would cause biased estimations but not the case of using
nonlinear regressors. This matches with our expectations
since the generated dataset is nonlinear. The consistency
analysis of θ̂i|jw is deferred in the supplementary.
Testing on Real-world Data. We now apply our method
to a unique real-world anonymous dataset kindly provided
by one of the largest global technology firms that operates






(α, β) = (95%, 5%) (α, β) = (5%, 5%) (α, β) = (5%, 95%)
Weighted avg. Mean Err. Weighted avg. Mean Err. Weighted avg. Mean Err.
ATE reduction ATE reduction ATE reduction
Regressor a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1|
OLS 45.4 % 24.5 % 46.0 % 44.9 % 21.5 % 52.2 % 42.5 % 25.0 % 41.2 %
LASSO 45.4 % 17.2 % 62.0 % 44.9 % 21.0 % 53.2 % 42.5 % 18.6 % 56.3 %
RIDGE 45.4 % 24.1 % 46.8 % 44.9 % 21.3 % 52.5 % 42.5 % 24.6 % 42.0 %
RF 66.9 % 10.5 % 84.3 % 67.5 % 9.0 % 86.7 % 67.4 % 10.7 % 84.1 %
XGB 88.1 % 12.0 % 86.3 % 87.5 % 10.1 % 88.5 % 88.1 % 12.7 % 85.6 %
GRU 50.8 % 17.0 % 66.5 % 20.5 % 2.6 % 87.1 % 49.5 % 15.9 % 67.9 %
CNN 45.0 % 15.1 % 66.5 % 17.7 % 3.1 % 82.7 % 43.9 % 14.6 % 66.8 %






(α, β) = (95%, 5%) (α, β) = (5%, 5%) (α, β) = (5%, 95%)
Weighted avg. Mean Err. Weighted avg. Mean Err. Weighted avg. Mean Err.
ATE reduction ATE reduction ATE reduction
Regressor a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1|
OLS 87.6 % 59.9 % 31.6 % 82.1 % 52.6 % 35.9 % 88.7 % 61.9 % 30.2 %
LASSO 87.6 % 49.1 % 43.9 % 79.8 % 47.2 % 40.8 % 88.7 % 52.0 % 41.3 %
RIDGE 87.2 % 59.5 % 31.8 % 81.8 % 52.3 % 36.0 % 88.3 % 61.4 % 30.4 %
RF 67.2 % 13.8 % 79.4 % 68.0 % 10.3 % 84.9 % 68.1 % 15.3 % 77.5 %
XGB 86.9 % 20.4 % 76.5 % 87.3 % 14.5 % 83.4 % 86.9 % 20.4 % 76.5 %
GRU 55.1 % 20.7 % 62.4 % 21.7 % 5.2 % 75.8 % 51.5 % 23.0 % 55.3 %
CNN 48.3 % 17.8 % 63.2 % 20.8 % 3.8 % 81.8 % 48.7 % 17.9 % 63.3 %
MLP 48.9 % 19.8 % 59.5 % 18.5 % 3.0 % 83.8 % 44.4 % 19.8 % 55.3 %
Table 1: Comparison of the ATE estimations per (12) with
different causalities and nonlinearities in simulated data
with different tail heaviness (light tail & heavy tail).
Number of observational data: N = 40000.
Number of simulated experiments: M = 100.
1 2 4 8 16 32






























(a) The mean relative error computed by (13a) vs. number of
observations.
1 2 4 8 16 32





























(b) The average standard deviation computed by (13b) vs. number
of observations.
Figure 1: Consistency analysis of θ̂iw in (7) with 100
experiments vs. number of observations N . α = 0.05 and
β = 0.05 in (10d);
N ∈ {10000, 20000, 40000, 80000, 160000, 320000}.
N mean std min max 5% 25% 50% 75% 95%
Credit line 4750.8 2383.2 100 50 000 600 3000 4800 6000 9000
Max payment 506.5 2694.5 0 997 500 0 0 117.6 319.5 2499
Total payments 1134.1 14 760.9 0 6 759 414 0 0 198.9 796.8 4397.8
Total order price 3227.4 40 544.4 0 24 459 650 55.5 347.4 1115.8 3268.6 11 524.7
# of days ordering 3.0 4.5 0 87 0 0 2 4 11
Table 2: The mean, standard deviation, minimum,
maximum and 5%, 25%, 50%, 75%, 95% quantiles of a few
selected variables (records within 3 months) in the data.
The dataset contains observational records of 400, 000
concurrent customers as of writing this paper. The feature
dimension of the raw data is 1159, including 1) the borrow-
ers’ shopping, purchasing and payment histories; 2) credit
lines, interest charges and financing application decisions
set by the lender’s decision algorithm; 3) outstanding
amounts and delinquency records. After autoencoding, the
dimension of the feature set is reduced to 40, which will be
our (Z,U,X). Descriptive statistics of a few representative
and important features are stated in Table 2.
In the field of credit risk analysis, a default outcome is
defined w.r.t. a specific credit event. The event in this study
is the “three-month delinquent” event. It is the borrowers’
payment for any of their outstanding loans within the next
three months, no matter the borrowers are late on the pay-
ment or not. The intervention variable is the credit line set
by the lender’s lending algorithm, at the time the customer
apply for shopping credit to finance their online purchases.
Different from simulation studies, the true θi and θi|j are
unavailable since the counterfactuals can never be observed
in the real application. As such, we adopt the semi-synthetic
approach to generate the ground truth of counterfactuals, as
commonly used in the literature (e.g., (Hill 2011; Johansson,
Shalit, and Sontag 2016; Louizos et al. 2017) and references
therein). The details of the semi-synthetic setup can be found
in the supplementary.
The results reported in Figure 2 and Table 3 are strikingly
encouraging, given these are from the real-world data. Not
only do we see a single-digit percentage estimation error in
all settings whenever the IwC estimates are used, we see
both significant and robust error reductions compared to the
IoC estimates.
5 Conclusion
This paper presents the first retail credit risk study that esti-
mates the action-response causality from observational data
of both a) the e-commerce lender’s credit decision records
and b) their borrowers’ purchase, borrowing, and payment
records. Our study shows that the confounding effects be-
tween the lender’s credit decisions and the borrowers’ credit
risks, if overlooked, would result in significant biases in risk
assessment. Using our IwC formulations, the biases can be
reduced to a few percentages. The larger the dataset is, the
higher the error reduction. The nature of the current study is
about state estimation. Our future study will be towards the
decision making problem built on the current framework.
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(a) Weighted average of relative err. of estimated ATE using IoC and
IwC for different models; N = 160000, M = 500, and α = 0.05
and β = 0.05 in (10d).
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(b) Weighted average of relative err. of estimated ATTE using IoC
and IwC for different models; N = 160000, M = 500, and
α = 0.05 and β = 0.05 in (10d).
Figure 2: Frequency histogram of weighted average of
relative error of estimated ATE and ATTE for three models:
LASSO, random forest (RF) and multilayer perception
(MLP) for 500 experiments.
α = 5%
β = 5% β = 50%
Weighted avg. Mean Err. Weighted avg. Mean Err.
ATE reduction ATE reduction
Regressor a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1|
OLS 13.6 % 4.8 % 64.7 % 13.8 % 6.3 % 54.7 %
LASSO 13.6 % 4.7 % 65.3 % 13.8 % 6.2 % 55.1 %
RIDGE 13.6 % 4.8 % 64.9 % 13.8 % 6.2 % 55.0 %
RF 73.5 % 3.0 % 96.0 % 74.0 % 3.7 % 95.0 %
XGB 88.2 % 5.9 % 93.4 % 88.3 % 7.1 % 91.9 %
GRU 4.1 % 2.4 % 40.8 % 7.3 % 3.2 % 55.7 %
CNN 3.2 % 2.2 % 31.9 % 4.6 % 3.4 % 25.7 %
MLP 3.2 % 2.0 % 36.0 % 3.7 % 3.4 % 8.4 %
β = 5%
α = 5% α = 50%
Weighted avg. Mean Err. Weighted avg. Mean Err.
ATE reduction ATE reduction
Regressor a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1|
OLS 13.6 % 4.8 % 64.7 % 14.0 % 6.4 % 54.2 %
LASSO 13.6 % 4.7 % 65.3 % 14.0 % 6.1 % 56.1 %
RIDGE 13.6 % 4.8 % 64.9 % 14.0 % 6.4 % 54.5 %
RF 73.5 % 3.0 % 96.0 % 73.5 % 4.0 % 94.6 %
XGB 88.2 % 5.9 % 93.4 % 88.4 % 7.5 % 91.5 %
GRU 4.1 % 2.4 % 40.8 % 6.4 % 3.0 % 53.2 %
CNN 3.2 % 2.2 % 31.9 % 4.8 % 3.1 % 35.3 %
MLP 3.2 % 2.0 % 36.0 % 3.7 % 2.8 % 25.5 %
Table 3: Comparison of the ATE estimations per (12) under
different nonlinearities and causalities in semi-synthetic
data. The upper table is presented when α is fixed at 5%
while the lower table is presented when β is fixed at 5%.
Number of observational data: N = 80000.
Number of experiments: M = 100.
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Indian Journal of Statistics, Series A 1–21.
Oprescu, M.; Syrgkanis, V.; and Wu, Z. S. 2019. Orthogonal
random forest for causal inference. In International Confer-
ence on Machine Learning, 4932–4941.
Shi, C.; Blei, D.; and Veitch, V. 2019. Adapting neural net-
works for the estimation of treatment effects. In Advances
in Neural Information Processing Systems, 2503–2513.
Sirignano, J.; Sadhwani, A.; and Giesecke, K. 2016. Deep
learning for mortgage risk. arXiv preprint arXiv:1607.02470
.
Swaminathan, A.; and Joachims, T. 2015a. Counterfac-
tual risk minimization: Learning from logged bandit feed-
back. In International Conference on Machine Learning,
814–823.
Swaminathan, A.; and Joachims, T. 2015b. The self-
normalized estimator for counterfactual learning. In ad-
vances in neural information processing systems, 3231–
3239.
Syrgkanis, V.; Lei, V.; Oprescu, M.; Hei, M.; Battocchi, K.;
and Lewis, G. 2019. Machine learning estimation of hetero-
geneous treatment effects with instruments. In Advances in
Neural Information Processing Systems, 15167–15176.
Toulis, P.; and Parkes, D. C. 2016. Long-term causal effects
via behavioral game theory. In Advances in Neural Informa-
tion Processing Systems, 2604–2612.
Wang, X.; Zhang, R.; Sun, Y.; and Qi, J. 2019. Doubly robust
joint learning for recommendation on data missing not at
random. In International Conference on Machine Learning,
6638–6647.
Yao, L.; Li, S.; Li, Y.; Huai, M.; Gao, J.; and Zhang, A. 2018.
Representation learning for treatment effect estimation from
observational data. In Advances in Neural Information Pro-
cessing Systems, 2633–2643.
Yoon, J.; Jordon, J.; and van der Schaar, M. 2018. GANITE:
Estimation of individualized treatment effects using genera-
tive adversarial nets. In International Conference on Learn-
ing Representations.
Yuan, B.; Hsia, J.-Y.; Yang, M.-Y.; Zhu, H.; Chang, C.-Y.;
Dong, Z.; and Lin, C.-J. 2019. Improving Ad Click Predic-
tion by Considering Non-displayed Events. In Proceedings
of the 28th ACM International Conference on Information
and Knowledge Management, 329–338.
7 Appendix
The section “Notations” summarizes the notations which appear in the main paper and Appendix. In the section “Examples”,
we give a tangible example which demonstrates the difference in computing IoC estimation and IwC estimation. In the section
“Details of models for simulated data”, we give the detailed descriptions about the models which are used for simulated data
generating process and semi-synthetic data generating process. In the section “Tables and Figures”, we summarize all the
tables and figures which are not included in the main paper. In the section “Proofs of Theorem”, we provide detailed proofs
of Theorems in the main paper. In the section “Score functions of IoC and Doubly Robust (DR) estimators”, we state out
the score functions which can be used to recover the IoC and doubly robust (DR) estimators, and check if the corresponding
score functions satisfy the moment condition and the orthogonal condition. In the section “Consistency”, we undergo error
decomposition between the ‘true’ quantity and the corresponding IwC estimator, which allows us to study the consistency of
the IwC estimators.
Notations
In this section, we provide detailed descriptions about the notations which appear in the main paper and the Appendix.
Y, y: outcome (response) variable, observational outcome (response)
D, d: intervention variable, an observation intervention of D
Z, z: a multidimensional confounder affecting Y and D, an observation of Z
X,x: a multidimensional random variable affecting D only, an observation of X
U,u: a multidimensional random variable affecting Y only, an observation of U
ζ, ξ, ν: noises/disturbances
E,V: Expectation of random variables, Variance of random variables
(Ω,P,F): Filtered probability space such that Ω contains outcomes of D, U, X and Z
Pi(x, z), P̂i(x, z): E[1{D=di} | X = x,Z = z], estimate of Pi(x, z)
P(x, z): (P1(x, z), · · · , Pn(x, z))
g, g: P-integrable function which describe the relationship between Y and Y ’s predictor
variables such as D, U and Z
m, m: P-integrable function which describe the relationship between D and D’s predictor
variables such as X and Z




for each i, E
[
g(di,U,Z) | D = dj
]
for each i, j and i 6= j
θi,k: average treatment effect (ATE) = θi − θk
θi,k|j : average treatment effect on the treated (ATTE) = θi|j − θk|j
θ̂io, θ̂
i|j
o θ̂i,ko , θ̂
i,k|j
o : Impact inference without Confounding (IoC) estimates of θi, θi|j θi,k, θi,k|j
θ̂iw, θ̂
i|j
w θ̂i,kw , θ̂
i,k|j
w : Impact inference with Confounding (IwC) estimates of θi, θi|j θi,k, θi,k|j
ψ: score function
%, ρ: nuisance parameters,“true” nuisance parameters










A Tangible Example We now work through an example to illustrate the difference between the estimations from causal
impact inference and the estimations from non-causal impact inference. In this example, the outcome Y is the delinquency
probability of an customer indicating how likely he will be late for the next payment. The intervention D is the credit limit set
by the e-commerce lender. The common factor Z that confounds both Y andD is the monthly income. The intervention-specific
variable X is his age, and the outcome-specific variable U is his monthly expenditure. Generally, when the individual’s income
Z is high and the expenditure U is low, he is less likely to be late for payment. Meanwhile, the lender tends to increase the
credit lines D as customers’ higher income Z grow and decreases their credit lines as they age. Suppose there are two types of
credit lines D = $1000 and D = $2000. Let’s assume the relationship between Y and (D,U,Z) as well as the relationship
between D and (X,Z) are
Y (U,Z;D) = g(D,U,Z) + ξ, where
g(D,U,Z) =
{−Z+U+10000
100000 , D = 1000
−Z+U+60000
100000 , D = 2000
and D =
{
1000, Z−10X5000 < 1
2000, Z−10X5000 ≥ 1
respectively.
(14)
Here, ξ is the normal distributed noise such that it follows N(0, 0.001). Suppose the training set contains records of 10 cus-
tomers whose (zm,xm,um, dm, ym)10m=1 are:
(1000, 21, 500, 1000, 0.095), (2000, 22, 1000, 1000, 0.090),
(3000, 23, 1500, 1000, 0.087), (4000, 24, 2000, 1000, 0.800),
(5000, 25, 2500, 1000, 0.075), (6000, 26, 3000, 2000, 0.569), (7000, 27, 3500, 2000, 0.566),
(8000, 28, 4000, 2000, 0.562), (9000, 29, 4500, 2000, 0.553), (10000, 30, 5000, 2000, 0.551).
We use these ten observations to train the model Y (U,Z;D) in (14) using linear regression and linear logistic regression and
we can obtain the trained model Ŷ (U,Z;D) and P̂2000(X,Z) = Ê[1{D=2000} | X,Z] such that
Ŷ (U,Z;D) =
{
−4.047× 10−6Z−2.023× 10−6U + 0.101, D = 1000
−4.218× 10−6Z−2.109× 10−6U + 0.102, D = 2000 , (15)
P̂2000(X,Z) = 1/
[
1 + exp (0.0031Z− 0.6648X− 0.0332)
]
. (16)
Suppose another four individuals whose (zm,xm,um, dm, ym)4m=1 are
(3000, 20, 500, 1000, 0.075), (4000, 22, 1000, 1000, 0.071),
(8000, 24, 1500, 2000, 0.533), (8000, 26, 3000, 2000, 0.541).
From (14), the true potential outcomes (Y (u, z; 1000), Y (u, z; 2000)) of the four individuals are
(0.075, 0.575), (0.071, 0.571), (0.037, 0.533), (0.040, 0.541).
From (15), the estimations of the potential outcomes (Ŷ (u, z; 1000), Ŷ (u, z; 2000)) of the four individuals are
(0.0875, 0.0885), (0.0824, 0.0832), (0.0652, 0.0653), (0.0582, 0.0579).
From (16), the estimated probabilities are
(0.9818, 0.0182), (0.9005, 0.0995), (0.0001, 0.9999), (0.0000, 1.0000).





o of θ1, θ2 and θ2|1 are computed such that
θ̂1o =















w using (7) and (8) in the main paper, which give
θ̂1w =

















Meanwhile, we compute the true ATE and true ATTE, which are
true ATE: = θ1 − θ2
=
[(0.075− 0.575) + (0.071− 0.571) + (0.037− 0.533) + (0.040− 0.541)]
4
= −0.4993
true ATTE: = θ1|2 − θ2|2 = (0.037 + 0.040)
2
− (0.533 + 0.541)
2
= −0.4985.
Next, we compute the IoC ATE and the IoC ATTE, which are
IoC ATE: = θ̂1o − θ̂2o = 0.0733− 0.0737 = −0.0004




Last but not least, we compute the IwC ATE and the IwC ATTE, which are
IwC ATE: = θ̂1w − θ̂2w = 0.0670− 0.3114 = −0.2444




From the above calculations, we notice that the IwC estimations give better estimations than the IoC estimations.
Details of models for simulated data




















These forms are chosen for the simulated experiment and the empirical experiment. Differences come from the choices of
k(Z) and k(U). In this section, we give out the numerical values of the coefficients which appear in the terms k(Z) and
k(U). Besides, we determine the credit limit D from the function n(X,Z, ν). To assign the credit limit of each individual in a
population, we need to divide the whole population into 5 categories based on the values of n(X,Z, ν) of the whole population:
1) <= 20 percentile of n(X,Z, ν) of the whole population, 2) in between 20 percentile and 40 percentile of n(X,Z, ν) of the
whole population, 3) in between 40 percentile and 60 percentile of n(X,Z, ν) of the whole population, 4) in between 60 and
80 percentile of n(X,Z, ν) of the whole population and 5) >= 80 percentile of n(X,Z, ν) of the whole population. Under
each category, the consumers are assigned to have the same credit limit which equals to the median value of n(X,Z, ν) of that
category.
Coefficients of k(Z) and k(U) which are used in the simulated experiment In the simulated experiment, the quantities






























where Z̄r (or Ūr) is a column vector such that each entry is the product of r elements taken from Z (or U) without
replacement. For example, Z̄2 = [Z1Z2, Z1Z3, · · · , Z19Z20]T , Z̄3 = [Z1Z2Z3, Z1Z2Z4, · · · , Z18Z19Z20]T and Z̄4 =
[Z1Z2Z3Z4, Z1Z2Z3Z5, · · · , Z17Z18Z19Z20]T .














4 . As stated in the main paper, Z is a 20×1
column vector and U is a 10× 1 column vector. The dimensions of the quantities cz1, cz2, cz3, cu4 , cu1 , cu2 , cu3 and cu4 are 20× 1,
190 × 1, 1140 × 1, 4845 × 1, 10 × 1, 45 × 1, 120 × 1 and 210 × 1 respectively such that the values are generated from the
normal distribution with mean 0 and variance 1.
Finally, we present the coefficients a0, e1, e2, τ , r presented in q(U,Z) and λ, γ, b1, b2, a1, a2 presented in n(X,Z, ν),
which are
e1 = 0.1, e2 = 0, τ = 1.5, r = 0.5, λ = 1, γ = 2, b1 = 1.775, b2 = −1.354,
a0 = [0.15, 0.15, 0.15, 0, 0.15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
T
,
a1 = [0.080,−1.761,−0.913, 0.684, 0.648, 0.675, 1.460,−0.779,−0.212, 1.010]T ,
a2 = [1.154, 1.227, 0.685, 1.471,−0.422,−0.119,−0.247, 0.011,−0.707,−0.472,
0.415, 0.942, 2.251,−0.107, 0.414,−0.460, 1.526, 0.563,−0.823,−0.999]T .
Coefficients of k(Z) and k(U) which are used in the empirical experiment In the empirical experiment, the quantities
k(Z) and k(U) are given as
k(Z) = (cz1)
TZ and k(U) = (cu1 )
TU. (18)
We give detailed descriptions about the quantities cz1 and c
u
1 . Z is a 20 × 1 column vector and U is a 10 × 1 column vector
such that
cz1 = [−0.097, 0.973,−0.858,−0.309,−0.281,−2.173, 1.080,−0.487, 0.919,−0.390,
0.551, 1.214, 0.591,−0.040,−0.269,−0.493, 0.206,−0.456, 1.059,−0.240]T ,
cu1 = [0.403,−1.727,−1.062,−1.341, 1.489,−1.101,−0.319,−1.936, 0.238,−0.008]
T
.
Finally, we present the coefficients a0, e1, e2, τ , r presented in q(U,Z) and λ, γ, b1, b2, a1, a2 presented in n(X,Z, ν),
which are
e1 = 1, e2 = 1, τ = 1.5, r = 0.5, λ = 0.0507, γ = 0.5896, b1 = 0, b2 = 0,
a0 = [−0.097, 0.973,−0.858,−0.309,−0.281,−2.173, 1.080,−0.487, 0.919,−0.390,
0.551, 1.214, 0.591,−0.040,−0.269,−0.493, 0.206,−0.456, 1.059,−0.240]T ,
a1 = [0.080,−1.761,−0.913, 0.684, 0.648, 0.675, 1.460,−0.779,−0.212, 1.010]T ,
a2 = [1.154, 1.227, 0.685, 1.471,−0.422,−0.119,−0.247, 0.011,−0.707,−0.472,
0.415, 0.942, 2.251,−0.107, 0.414,−0.460, 1.526, 0.563,−0.823,−0.999]T .
Tables and Figures
In Table 5, we give a full summary of the empirical data which is used to generate semi-synthetic data to study the difference
between the IoC estimations and the IwC estimations. Table 6 and Table 7 summarize the ATTE estimations comprehensively
across different choices of regressors ĝ and different data properties per (10a) & (10d) in the main paper based on simulated
data. Table 6 reports results based on the simulated data which examines strong causality while Table 7 reports results based on
the simulated data which examines strong nonlinearity. In these comparisons, the regressors include the ordinary least square
(OLS), LASSO, RIDGE, random forest (RF), xgboost (XGB), gated recurrent unit (GRU), convolutional neural network (CNN)
and multi-layer perception (MLP). Moreover, the data properties cover both the light-tail case and the heavy-tail case. For the
light-tail case, we assume that U, X and Z follow the multivariate normal distributions with mean 0 and different covariance
matrices [Cij ] which are 0.8+0.2 exp(−0.2|i−j|), 0.2+0.8 exp(−2|i−j|) and 0.5+0.5 exp(−0.5|i−j|) respectively. For the
heavy-tail case, we assume that U, X and Z follow the multivariate student-t distributions with mean 0 and different covariance
matrices [Cij ] which are 0.8 + 0.2 exp(−0.2|i− j|), 0.5 + 0.5 exp(−0.5|i− j|) and 0.5 + 0.5 exp(−0.5|i− j|) respectively.
The corresponding degree of freedoms in generating the student-t distribution of U, X and Z are 10, 10 and 5 respectively. In
Table 8, we summarize the weighted average of ATTE in relative errors w.r.t the true ATTE using the semi-synthetic dataset
when α is fixed at 5% and β is fixed at 5%. Figure 3 is a consistency analysis of θ̂i|jw . Figure 4 is a histogram plot of weighted
average of relative error of estimated ATE while Figure 5 is a histogram plot of weighted average of relative error of estimated
ATTE based on the semi-synthetic data. The experiments are conducted for 500 times and eight different models are used to
train the function g, including OLS, LASSO, RIDGE, XGB, RF, GRU, CNN and MLP.
Finally, we state out the metrics generating the tables and figures, which are (19a), (19b) and (19c). Indeed, (19a) and (19b)
are the mean and standard deviation of estimated θi|j respectively. Besides, (19c) is the weighted average of estimated θi,k|j in



















































∣∣∣∣∣ θ̂i,k|j;mθi,k|j;m − 1
∣∣∣∣∣
 (19c)
Here, M is the number of experiments conducted, n is the number of treatments, θi|j;m and θi,k|j;m are the true value in the
mth experiment, and θ̂i|j;m and θ̂i,k|j;m are their estimate based on IwC (or IoC).
1 2 4 8 16 32































(a) The mean relative error computed by (19a) vs. number of
observations.
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(b) The average standard deviation computed by (19b) vs. number of
observations.
Figure 3: Consistency analysis of θ̂i|jw with 100 experiments vs. number of observations N . α = 0.05 and β = 0.05 in (10d)
of the main paper; N ∈ {10000, 20000, 40000, 80000, 160000, 320000}.
Table 5: Full statistics of the mean, standard deviation, skewness, excess kurtosis, minimum, maximum and 5%, 25%, 50%, 75%, 95%
quantiles of the credit loan data.
N mean std skewness kurtosis min max 5% 25% 50% 75% 95%
credit limit 4750.764 2383.188 0.620 3.902 100 50 000 600 3000 4800 6000 9000
x1 0.436 0.163 0.484 0.158 1.213× 10−28 1 0.195 0.321 0.419 0.535 0.734
x2 0.355 0.156 1.096 1.484 0 1 0.155 0.251 0.325 0.426 0.670
x3 0.478 0.182 0.101 −0.524 0 1 0.190 0.344 0.472 0.609 0.784
x4 0.536 0.182 −0.311 −0.401 0 1 0.213 0.411 0.552 0.672 0.809
x5 0.502 0.167 −0.044 −0.327 0 1 0.227 0.383 0.503 0.622 0.772
x6 0.451 0.150 0.404 0.166 0 1 0.231 0.346 0.437 0.546 0.719
x7 0.505 0.157 −0.091 −0.006 0 1 0.237 0.400 0.510 0.611 0.756
x8 0.501 0.175 0.170 −0.379 0 1 0.233 0.374 0.489 0.623 0.804
x9 0.534 0.152 −0.334 0.057 3.869× 10−32 1 0.266 0.437 0.543 0.641 0.766
x10 0.550 0.166 −0.317 0.063 5.795× 10−32 1 0.270 0.439 0.560 0.670 0.806
z1 0.523 0.177 −0.236 −0.446 8.024× 10−35 1 0.221 0.396 0.533 0.658 0.792
z2 0.495 0.164 0.064 −0.138 3.955× 10−27 1 0.229 0.381 0.494 0.607 0.768
z3 0.421 0.158 0.438 0.216 0 1 0.183 0.306 0.411 0.522 0.693
z4 0.602 0.234 −0.558 −1.336 0 1 0.234 0.329 0.725 0.788 0.857
z5 0.460 0.156 0.109 −0.093 4.539× 10−24 1 0.209 0.354 0.456 0.564 0.725
z6 0.440 0.164 0.413 −0.106 1.888× 10−24 1 0.197 0.319 0.424 0.547 0.736
z7 0.495 0.147 −0.056 0.149 0 1 0.253 0.397 0.497 0.593 0.732
z8 0.503 0.152 −0.055 0.004 0 1 0.247 0.400 0.506 0.606 0.747
z9 0.396 0.220 0.833 −0.295 0 1 0.138 0.230 0.324 0.535 0.835
z10 0.450 0.161 0.344 −0.051 0 1 0.206 0.335 0.437 0.555 0.733
z11 0.474 0.157 0.075 −0.094 0 1 0.218 0.365 0.472 0.581 0.736
z12 0.433 0.192 0.407 −0.358 2.386× 10−36 1 0.152 0.288 0.413 0.561 0.782
z13 0.479 0.153 0.123 −0.147 7.382× 10−22 1 0.235 0.372 0.474 0.582 0.738
z14 0.481 0.166 0.136 −0.282 0 1 0.215 0.363 0.477 0.594 0.765
z15 0.618 0.164 −0.898 0.467 0 1 0.293 0.525 0.659 0.734 0.822
z16 0.428 0.161 0.500 0.175 0 1 0.190 0.313 0.414 0.528 0.716
z17 0.399 0.162 0.955 0.970 0 1 0.192 0.281 0.366 0.488 0.713
z18 0.540 0.162 −0.235 −0.147 0 1 0.262 0.432 0.547 0.657 0.795
z19 0.391 0.300 0.620 −1.460 0 1 0.110 0.155 0.204 0.777 0.848
z20 0.476 0.163 0.260 −0.143 0 1 0.225 0.359 0.466 0.585 0.756
u1 0.542 0.153 −0.296 −0.014 1.755× 10−21 1 0.272 0.442 0.551 0.650 0.777
u2 0.534 0.155 −0.157 −0.165 0 1 0.270 0.429 0.539 0.643 0.778
u3 0.647 0.176 −1.313 1.494 0 1 0.265 0.577 0.697 0.767 0.845
u4 0.366 0.181 1.362 1.209 0 1 0.186 0.240 0.303 0.432 0.779
u5 0.510 0.167 −0.033 −0.292 0 1 0.235 0.394 0.511 0.627 0.783
u6 0.479 0.163 0.145 −0.104 0 1 0.221 0.366 0.472 0.589 0.757
u7 0.534 0.159 −0.150 −0.046 0 1 0.263 0.428 0.539 0.644 0.785
u8 0.528 0.157 −0.279 −0.021 0 1 0.252 0.427 0.536 0.638 0.771
u9 0.477 0.172 −0.052 −0.220 0 1 0.182 0.359 0.482 0.597 0.749
u10 0.477 0.155 0.183 −0.149 0 1 0.231 0.367 0.472 0.581 0.741
Table 6: Comparison of the ATTE estimations per (19c) with strong causalities in the simulated data. Number of observations N = 40000,
Number of experiments M = 100.
Light tail Heavy tail
β = 5% β = 95% β = 5% β = 95%
Weighted avg. Mean Err. Weighted avg. Mean Err. Weighted avg. Mean Err. Weighted avg. Mean Err.
ATTE reduction ATTE reduction ATTE reduction ATTE reduction
Regressor a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1|
OLS 42.7 % 28.5 % 33.2 % 40.5 % 37.0 % 8.7 % 80.9 % 72.1 % 11.0 % 88.0 % 89.7 % −1.9 %
LASSO 42.7 % 28.0 % 34.4 % 40.5 % 28.8 % 29.0 % 78.5 % 64.7 % 17.6 % 88.0 % 76.9 % 12.6 %
RIDGE 42.7 % 28.4 % 33.5 % 40.5 % 36.3 % 10.4 % 80.6 % 71.7 % 11.0 % 87.6 % 89.0 % −1.6 %
RF 68.3 % 11.8 % 82.8 % 68.6 % 12.9 % 81.1 % 68.8 % 12.8 % 81.4 % 69.1 % 15.3 % 77.9 %
XGB 87.6 % 12.5 % 85.7 % 87.7 % 15.6 % 82.2 % 87.1 % 18.3 % 79.0 % 86.6 % 23.7 % 72.6 %
GRU 26.6 % 3.0 % 88.9 % 54.4 % 18.7 % 65.6 % 26.4 % 6.5 % 75.3 % 50.6 % 27.0 % 46.7 %
CNN 20.6 % 3.8 % 81.6 % 46.7 % 17.9 % 61.7 % 21.3 % 4.7 % 78.0 % 47.8 % 22.2 % 53.6 %
MLP 20.2 % 3.2 % 84.1 % 47.7 % 17.5 % 63.3 % 18.7 % 4.1 % 78.3 % 43.3 % 24.0 % 44.7 %
Table 7: Comparison of the ATTE estimations per (19c) with strong nonlinearities in the simulated data. Number of observations
N = 40000, Number of experiments M = 100.
Light tail Heavy tail
α = 5% α = 95% α = 5% α = 95%
Weighted avg. Mean Err. Weighted avg. Mean Err. Weighted avg. Mean Err. Weighted avg. Mean Err.
ATTE reduction ATTE reduction ATTE reduction ATTE reduction
Regressor a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1|
OLS 42.7 % 28.5 % 33.2 % 43.1 % 36.0 % 16.4 % 80.9 % 72.1 % 11.0 % 86.8 % 86.3 % 0.6 %
LASSO 42.7 % 28.0 % 34.4 % 43.1 % 26.5 % 38.6 % 78.5 % 64.7 % 17.6 % 86.8 % 72.1 % 16.9 %
RIDGE 42.7 % 28.4 % 33.5 % 43.1 % 35.3 % 18.0 % 80.6 % 71.7 % 11.0 % 86.4 % 85.6 % 0.9 %
RF 68.3 % 11.8 % 82.8 % 67.6 % 13.3 % 80.4 % 68.8 % 12.8 % 81.4 % 67.8 % 14.7 % 78.4 %
XGB 87.6 % 12.5 % 85.7 % 87.7 % 15.6 % 82.2 % 87.1 % 18.3 % 79.0 % 86.4 % 24.8 % 71.3 %
GRU 26.6 % 3.0 % 88.9 % 57.5 % 20.7 % 63.9 % 26.4 % 6.5 % 75.3 % 55.0 % 24.8 % 54.9 %
CNN 20.6 % 3.8 % 81.6 % 50.1 % 19.0 % 62.1 % 21.3 % 4.7 % 78.0 % 48.1 % 22.4 % 53.5 %
MLP 20.2 % 3.2 % 84.1 % 51.6 % 18.8 % 63.6 % 18.7 % 4.1 % 78.3 % 47.9 % 25.0 % 47.9 %
Table 8: Comparison of the ATTE estimations per (19c) under different nonlinearities and causalities in the semi-synthetic data. Number
of observations N = 80000, Number of experiments M = 100.
α = 5% β = 5%
β = 5% β = 50% α = 5% α = 50%
Weighted avg. Mean Error Weighted avg. Mean Error Weighted avg. Mean Error Weighted avg. Mean Error
ATTE reduction ATTE reduction ATTE reduction ATTE reduction
Regressor a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1| a) IoC b) IwC |IwC/IoC-1|
OLS 13.6 % 4.8 % 64.7 % 14.0 % 6.4 % 54.2 % 14.3 % 11.3 % 20.9 % 14.9 % 14.2 % 4.5 %
LASSO 13.6 % 4.7 % 65.3 % 14.0 % 6.1 % 56.1 % 14.3 % 11.2 % 21.7 % 14.9 % 13.7 % 7.6 %
RIDGE 13.6 % 4.8 % 64.9 % 14.0 % 6.4 % 54.5 % 14.3 % 11.3 % 21.3 % 14.9 % 14.1 % 5.1 %
RF 73.5 % 3.0 % 96.0 % 73.5 % 4.0 % 94.6 % 74.0 % 5.4 % 92.7 % 73.9 % 6.6 % 91.1 %
XGB 88.2 % 5.9 % 93.4 % 88.4 % 7.5 % 91.5 % 88.1 % 9.4 % 89.3 % 88.1 % 12.1 % 86.3 %
GRU 4.1 % 2.4 % 40.8 % 6.4 % 3.0 % 53.2 % 4.6 % 3.1 % 33.6 % 7.2 % 3.9 % 45.2 %
CNN 3.2 % 2.2 % 31.9 % 4.8 % 3.1 % 35.3 % 3.6 % 3.0 % 16.2 % 5.2 % 4.3 % 18.2 %
MLP 3.2 % 2.0 % 36.0 % 3.7 % 2.8 % 25.5 % 3.5 % 2.7 % 23.5 % 4.2 % 3.7 % 10.8 %
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Figure 4: Frequency histogram of weighted average of relative error of estimated ATE for eight different models: ordinary
least square(OLS), LASSO, RIDGE, random forest (RF), GRU, CNN, and multilayer perception (MLP) based on the
semi-synthetic data with N = 160000, M = 500, and α = 0.05 and β = 0.05 in (10d) of the main paper.
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Figure 5: Frequency histogram of weighted average of relative error of estimated ATTE for eight different models: ordinary
least square(OLS), LASSO, RIDGE, random forest (RF), GRU, CNN, and multilayer perception (MLP) based on the
semi-synthetic data with N = 160000, M = 500, and α = 0.05 and β = 0.05 in (10d) of the main paper.
Proofs of Theorem
In this section, we provide detailed proofs of the Theorem stated in the main paper. Our goal is to construct score functions
which satisfy the moment condition and the orthogonal condition concurrently such that we can recover the desired estimators.
The two conditions are stated as follows:
Definition 7.1 (Moment Condition). Let W be the random elements, Θ be a convex set which contains the causal parameter ϑ
of dimension dϑ (θ is the true causal parameter we are interested in) and T be a convex set which contains nuisance parameter
% (ρ is the true nuisance parameter we are interested in). We say that a score function ψ = [ψ1, · · · , ψdϑ ]T satisfies moment
condition if
E[ψj(W, θ, ρ)] = 0, j = 1, · · · , dϑ. (20)
Definition 7.2 (Orthogonal Condition). Using the same notations defined in (7.1). Moreover, we define the Gateaux derivative
map Dr,j [%− ρ] := ∂r {E[ψj(W, θ, ρ+ r(%− ρ))]}. We say that a score function ψ satisfies (Neyman) orthogonal condition if
for all r ∈ [0, 1), % ∈ T ⊂ T and j = 1, · · · , dϑ, we have
∂%E[ψj(W, θ, %)] |%=ρ [%− ρ] := D0,j [%− ρ] = 0. (21)
The orthogonal score functions which can be used to recover the estimators (hence, the estimates) of θi, θi|j , θi,k and θi,k|j
are summarized in Theorem 3.2 in the main paper. Theorem 3.2 is restated here as the Theorem 7.3.
Theorem 7.3. Let W = (Y,D,U,X,Z) and Θi, Ti, Θi,k, Ti,k, Θi|j , Ti|j , Θi,k|j and Θi,k|j be convex set (see the definitions
of these quantities below).




(Y − g(di,U,Z)), (22)
where




| g is P-integrable},




| g is P-integrable},












(b) Score function of θi|j: Suppose i 6= j. The score function ψ(W,ϑ, %) such that E[ψ(W, θi|j , ρi|j)] = 0 and











Θ = Θi|j := {ϑi|j = E
[
g(di,U,Z) | D = dj
]
| g is P-integrable},
T = Ti|j :=
{
%i|j = (g(di,U,Z),mj , aj(X,Z), ai(X,Z)) | g is P-integrable
}
,
θ = θi|j := E
[
g(di,U,Z) | D = dj
]
∈ Θi|j ,















The proof of Theorem 7.3 makes use of the following result from (Chernozhukov, Newey, and Robins 2018):
Result 1. Let X be the (predictor) variables, Y be the response variable and g is a functional. Let ϑ = E [m(X,g)] and
θ = E [m(X, g)]. If g 7→ E [m(X,g)] is linear in g, then there exists α(X) such that E [m(X,g)] = E [α(X)g(X)].
Furthermore, denoting W = (Y,X). The score function associated with θ which is defined as
ψ(W,ϑ, %) := ϑ−m(X,g)− α(X)[Y − g(X)], where % := (g, α) (24)
is an orthogonal score function.
Proof of Theorem 7.3. Let X = (D,U,X,Z) such that W = (Y,X) = (Y,D,U,X,Z). We only need to prove (a) and (b) in
the main paper. The proof is divided into two parts.
Proof of (a):
From the (2a) in the main paper, let X = (D,U,X,Z). We also assume that m(X,g) := g(di,U,Z). The true causal




. Therefore, we know that




| g is P-integrable}




is linear. Indeed, for any g1 and g2 as well as a ∈ R, we
have















= E [m(X,g1)] + E [m(X,g2)]








= aE [m(X,g)] .




is linear in g. Making use of Result 1, we would like to find








. In fact, we have





















= E [m(X,g)] .
The second last equality follows since we assume that U is independent of (X,Z).
The proof is as follows: E
[














, where hD,U,X,Z(·, ·, ·, ·) is the joint density function of D, U, X and Z; hU,X,Z(·, ·, ·) is the joint density
function of U, X and Z; hD,X,Z(·, ·, ·) is the joint density function of D, X and Z; hX,Z(·, ·) is the joint density function of X
and Z.
Now, we write E
[












hU|D,X,Z(u | di,x, z)





where hU|D,X,Z(· | ·, ·, ·) is the conditional density function of U given d, X and Z and hU|X,Z(· | ·, ·) is the conditional




fore, we have E
[




1{D=di} | X = x,Z = z
]

























and Ti := {%i | g is P-integrable}.





























] E [ξ | X,U,Z]] = 0.
Moreover, we compute ∂gψ(W, θ, %) and ∂aiψ(W, θ, %), giving
∂gψ(W, θ, %) = −1 +
1{D=di}
ai(X,Z)




respectively. Denoting g(di,U,Z) and g(di,U,Z) as gi and gi respectively, we compute E
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, which are all 0. Indeed, we have
E
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Next, we derive the orthogonal score function of θi|j := E
[







let m(X,g) := 1{D=dj}g(di,U,Z), implying that m(X,g) := 1{D=dj}g(di,U,Z). We need to show that g 7→





is linear. In fact, for any g1, g2 and a ∈ R, we have















= E [m(X,g1)] + E [m(X,g2)] ,










= aE [m(X,g)] .



















k,u,x, z) du dx dz.
Equating the two equalities gives that
α(d,u,x, z) =
{




, when d = di
.
We derive another expression of hD,U,X,Z(d
j ,u,x,z)
hD,U,X,Z(di,u,x,z)











, where hD,X,Z(·, ·, ·) is the joint density function of D, X and Z and hX,Z(·, ·) is the joint density function of X













hU|D,X,Z(u | dj ,x, z)
hU|D,X,Z(u | di,x, z)
×
E[1{D=dj} | X = x,Z = z]
E[1{D=di} | X = x,Z = z]
,
where hU|D,X,Z(· | ·, ·, ·) is the conditional density function of U given D, X and Z. According to the assumption that U is
independent of (X,Z), we know that hU|D,X,Z(u|d
j ,x,z)
hU|D,X,Z(u|di,x,z)
= 1. Hence, we have
α(d,u,x, z) =




, when d = di
,
implying that α(X) := α(D,U,X,Z) = 1{D=di}
E[1{D=dj}|X,Z]
E[1{D=di}|X,Z]
. As a result, making use of Result 1 gives the score function

























We check if the score function (23) satisfies the Definition 7.1 and the Definition 7.2. Now,
E
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] [Y − g(di,U,Z)]] .


























]E [1{D=di} | X,U,Z]E [ξ | X,U,Z]
]
= 0.
Moreover, we compute ∂gψ(W, θi|j , %), ∂aiψ(W, θ
i|j , %), ∂ajψ(W, θ
i|j , %) and ∂mjψ(W, θ
i|j , %), giving
∂gψ(W, θ























i|j , %) = − 1
m2j
ψ(W, θi|j , %).
Now, we have that E
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∂gψ(W, θ






























are all 0 where we











Score functions of IoC and Doubly Robust (DR) estimators
In the section “Proofs of Theorem”, we present the score functions which can recover the IwC estimators of θi and θi|j . In
this section, we give out the score functions which are used to construct the IoC estimators and the doubly robust estimators
(DREs) of θi and θi|j , and check whether the score functions violate the orthogonal condition. As a result, we explain the
differences between IoC estimators, DREs and IwC estimators from the theoretical standpoint. The results are summarized in
the Proposition 7.4 and the Proposition 7.5.
To start with, we state the score functions that can recover the IoC estimators of θi and θi|j . Let W = (Y,D,U,X,Z).
Besides, we let Θi and Ti be convex set such that









Ti := {%i = g(di,U,Z) | g is P-integrable}, ρi := g(di,U,Z) ∈ Ti.
The score function which can recover the IoC estimator of θi is
ϑ− g(di,U,Z). (25)
Simultaneously, let Θi|j and Ti|j be convex set such that
Θi|j := {ϑi|j = E
[
g(di,U,Z) | D = dj
]
| g is P-integrable}, θi|j := E
[
g(di,U,Z) | D = dj
]
∈ Θi|j ,




) ∈ Ti|j .








We check that whether (25) and (26) satisfy the moment condition (the Definition 7.1) and the orthogonal condition (the
Definition 7.2), which are summarized in Proposition 7.4.
Proposition 7.4. Both (25) and (26) satisfy the moment condition but violate the orthogonal condition.
Proof. We divide the proofs into two parts. First, we check if the moment condition is satisfied for (25) and (26). Second, we
check if the orthogonal condition is satisfied for (25) and (26).
Moment condition check for (25) and (26).






















































= θi|j − E
[
g(di,U,Z) | D = dj
]
= 0.
Orthogonal condition check for (25) and (26).
Let








We compute the derivatives of ψi(W,ϑ, %) and ψi|j(W,ϑ, %) w.r.t. nuisance parameters g and mj , which give
∂gψ













































































Consequently, the orthogonal condition does not satisfied for (25) and (26).
We can obtain the IoC estimators (the corresponding IoC estimations are computed using (3)) in the main paper. Clearly, the
locally biasedness comes from the estimation of g(di, ·, ·) and we need to have a good estimation of g(di, ·, ·). Otherwise, the
IoC estimators can be biased and lead to wrong conclusion in the causal inference analysis.
Next, we consider the score functions of θi and θi|j that we can use to recover the corresponding DREs respectively. Accord-




(Y − g(di,U,Z)) (27)








(Y − g(di,U,Z)). (28)
In the Proposition 7.5, we check that if the score functions satisfy both the moment condition and the orthogonal condition. The
results are summarized in the Proposition 7.5.
Proposition 7.5. (27) satisfies both the moment condition and the orthogonal condition. On the other hand, (28) satisfies the
moment condition but violates the orthogonal condition.
Proof. From (27), we notice that the score function which is used to recover the DRE of θi is the same as the score function
which is used to recover the IwC estimator of θi. The moment condition and the orthogonal condition have been checked (see
the proofs of (a) of the Theorem 3.2).









Again, we divide into two parts.



















































] (Y − g(di,U,Z))] = 0.
The last term in the last equality equals 0, which can be found in the proof of (b) of the Theorem 3.2.



































































































































































































































]E [ξ | U,X,Z] (aj − E [1{D=dj} | X,Z])
]
= 0.
Hence, (28) violates the orthogonal condition.




, which cause the locally biasedness of






In this section we study the consistency of our IwC estimators of θi and θi|j by decomposing the error in estimating the ‘true’
quantity using the IwC estimators. There are several advantages of using the error decomposition: 1. We can understand which






g(di,U,Z) | D = dj
]
; 2. We can understand if
our estimators are consistent estimators. Lemma 7.6 would help us determine if an estimator is consistent.
Lemma 7.6. Given a probability space (Ω,F,P) and V is a random variable such that V1, · · · ,Vn are independent and





n . Then we have
1. S is an unbiased estimator of f(V);
2. S converges to f(V) in probability.
The proof of the Lemma 7.6 is omitted. Besides, there are several Lemmas that are useful when we want to prove the
consistency of an estimator.
Lemma 7.7. Given an unknown quantity θ. For each n ∈ N, let Tn and Sn be the estimators based on the first n data points.
The following claims are correct.
1. If Tn − θ = OP (n−
1
2 ), then Tn is a consistent estimator of θ.
2. If Tn − Sn = OP (n−
1
2 ), then Tn − Sn converges to 0 in probability.
Proof.
Proof of 1: Since Tn − θ = OP (n−
1
2 ), we have
∀ε > 0, ∃M > 0 and K > 0 such that
Pr
{∣∣∣∣Tn − θn− 12
∣∣∣∣ ≥M} ≤ ε, ∀n ≥ K. (29)
To prove that Tn is a consistent estimator of θ, we need to show that
∀δ > 0 and ∀ε > 0, there exists K ′ > 0 such that
Pr {|Tn − θ| ≥ δ} ≤ ε, ∀n ≥ K
′
. (30)
Considering Pr {|Tn − θ| ≥ δ}. We have
Pr {|Tn − θ| ≥ δ} = Pr
{∣∣∣∣Tn − θn− 12




















≥ M . Hence,















∣∣∣ ≥M} ≤ ε ∀n ≥ K ′ .
The proof of 2 in the Lemma 7.7 is similar to the proof of 1 in the Lemma 7.7 and hence is omitted.
Lemma 7.8. Given a random variable X > 0 a.s.. Suppose Xn > 0 a.s. is a sequence of random variables. Simultaneously,
let An be a sequence of positive constant which converges to 0. If Xn −X = Op(An), then 1Xn −
1
X = Op(An). Here, we say
that Xn = Op(Yn) if for any ε > 0, there exists M > 0 and N > 0 such that
Pr
{∣∣∣∣XnYn
∣∣∣∣ ≥M} ≤ ε. (31)
Proof. From Xn −X = Op(An), there exists M > 0 and N > 0 such that we have
Pr {|Xn −X| ≥MAn} ≤ ε ∀n ≥ N
⇒ Pr {Xn ≥ X +MAn}+ Pr {Xn ≤ X −MAn} ≤ ε ∀n ≥ N.
(32)
Now, for any n and M̄ > 0, we have
Pr
{∣∣∣∣ 1Xn − 1X
∣∣∣∣ ≥ M̄An} ∀n
=Pr
{


































































Now, since X > 0 a.s., X2 > 0 a.s.. Furthermore, there exists δ > 0 and δ̄ > 0 with δ̄ > δ such that Pr{X2 ≤ δ} ≤ ε and































Simultaneously, we consider Pr
{
|Xn −X| ≥ M̄AnXnX, X − M̄An ≤ Xn ≤ X + M̄An
}
∀n. Indeed, we have
Pr
{







































































{∣∣∣∣ 1Xn − 1X
∣∣∣∣ ≥M ′An} ≤ 5ε ∀n ≥ N ′
hence the claim is proved.
Before presenting the error decomposition, we redefine some of the notations which are used in the sequel to reduce the
computation complexity. They are
gi := g(d










Pj := Pr{D = dj}, P̂j := P̂ r{D = dj}.
Here, the estimated functions ĝi and Êi are estimated based on an observational dataset. We omit the size of the observational
dataset in defining the notations for the estimated functions. When we want to emphasize the computations of the mth individ-












































(Ym − gmi )
Emi













































(Êmi − Emi )(Ym − gmi ) + Emi (ĝmi − gmi )
Emi (Ê
m
i − Emi ) + (Emi )2
.






































(Êmi − Emi )(Ym − gmi ) + Emi (ĝmi − gmi )
Emi (Ê
m








] ] . (37e)
Clearly, (37e) equals 0. Expectations of (37a) and (37c) are 0 using 1 of Lemma 7.6. Moreover, (37a) and (37c) converge to 0 in
probability using 2 of Lemma 7.6. Consequently, errors mainly come from (37b) and (37d). When Êi and ĝi should converge
to Ei and gi well, we know that (37b) and (37d) converge to 0 in probability based on the Lemma 7.7 and the Lemma 7.8.
Consequently, θ̂iw is a consistent estimator.
Here, ĝi, Êi and P̂j are the estimated functions of gi, Ei and Pj accordingly. In addition, we omit the dependence of
N when defining the notations of the estimated functions. Next, we do the error decomposition on the difference between
E
[
g(di,U,Z) | D = dj
]
and the IwC estimator of θi|j . To start with, we rewrite the IwC estimator of θi|j . Indeed, the IwC



































































Instead of undergoing the error decomposition on the difference between E
[
g(di,U,Z) | D = dj
]
and the IwC
estimator of θi|j , we consider the error decomposition on the difference between E
[












































































































































































i − ĝmi ) + (P̂j − Pj)ĝmi





























(P̂j − Pj)(Êmi − Emi )Emj Ym + (P̂j − Pj)Emi Emj Ym









i − Emi )Emj + Emi (Emj − Êmj )]Ym











i − gmi ) + [Pmj (Emi − Êmi ) + (Pj − P̂j)Êmi ]gmi
[(P̂j − Pj)Emi − Pj(Êmi − Emi )]PjEmi + (PjEmi )2
As a result, E
[














































i − ĝmi ) + (P̂j − Pj)ĝmi




























(P̂j − Pj)(Êmi − Emi )Emj Ym + (P̂j − Pj)Emi Emj Ym









i − Emi )Emj + Emi (Emj − Êmj )]Ym











i − gmi ) + [Pmj (Emi − Êmi ) + (Pj − P̂j)Êmi ]gmi













Using the similar assumptions and arguments in proving the consistency of the IwC estimator of θi, we can conclude that the
IwC estimator of θi|j is also a consistent estimator.
