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An impurity in a Tomonaga-Luttinger liquid leads to a crossover between short- and long-distance regime
which describes many physical phenomena. However, calculation of the entire crossover of correlation functions
over different length scales has been difficult. We develop a powerful numerical method based on infinite DMRG
utilizing a finite system with infinite boundary conditions, which can be applied to correlation functions near
an impurity. For the S = 1/2 chain, we demonstrate that the full crossover can be precisely obtained, and that
their limiting behaviors show a good agreement with field-theory predictions.
In one-dimensional (1D) systems, even weak Coulomb in-
teractions have dramatic effects and the Fermi liquid theory
describing their higher dimensional counterparts breaks down.
This results in a Tomonaga-Luttinger liquid (TLL) [1, 2],
which is nothing but a relativistic free boson field theory. The
TLL behaviors have been experimentally demonstrated in car-
bon nanowires [3], allowing for further studies of the elec-
tron transport in 1D quantum wires. On the theory side, there
exists a plethora of powerful analytical and numerical meth-
ods available to study the behavior of 1D systems. Analytical
tools such as the bosonization, conformal field theory (CFT)
and the renormalization group (RG) can be employed to ana-
lyze the physical properties of TLL [2, 4, 5].
An important class of problems is the effects of a quan-
tum impurity on a TLL [6–11]. In the simplest setting, Kane
and Fisher have shown that a single quantum impurity affects
the transport property of the TLL in an essential way [6, 7]:
when the interaction is attractive the system renormalizes to
a fixed point corresponding to a single fully connected wire.
When the interaction is repulsive, however, the system renor-
malizes to two disconnected wires. An equivalent problem
was also studied in a context of quantum spin chains [12].
In terms of CFT, a RG fixed point of the impurity problem
is associated to a conformally invariant boundary condition
(CIBC) [13]. Thus the first question in the impurity problem
is the classification of CIBCs. While nontrivial CIBCs appear
in various settings [14, 15], only the simple Dirichlet and Neu-
mann boundary conditions of the free boson field theory are
relevant for the original Kane-Fisher problem (a single quan-
tum impurity) in a spinless single-channel interacting TLL.
For each CIBCs, correlation functions can be calculated with
boundary CFT techniques. However, the system is renormal-
ized to the low-energy/large-distance (infrared, IR) fixed point
only asymptotically. In order to describe various observable
properties, such as finite-temperature properties, we need to
describe the RG flow towards the IR fixed point, not just the
CIBC corresponding to the IR fixed point. The system is often
renormalized close to a high-energy/short-distance (ultravio-
let, UV) fixed point first, before flowing towards the IR fixed
point. In such a case, the finite-energy/finite-distance prop-
erties can be described as a crossover between the UV and
IR fixed points. The crossover phenomena cannot be dealt
with the boundary CFT techniques alone. In some cases, the
crossover of a physical quantity can be exactly obtained in
terms of an integrable boundary RG flow [16]. Nevertheless,
for more general quantities, and for other settings, numerical
approach is indispensable to describe the crossover.
In general it is difficult to simulate 1D (boundary) critical
systems, of which the TLL is an example, because large sys-
tem sizes are required to capture the asymptotic behavior. Lo
et al.[17] use a scale-invariant tensor network to directly ex-
tract scaling operators and scaling dimensions for both bulk
and boundary CFTs. Although the method can successfully
describe the physics at the IR fixed point, it can not probe the
UV to IR RG flow. Rahmani et al. [18, 19] perform a con-
formal mapping of the wire junction to a finite strip so that a
finite-size DMRG calculation can be carried out. However, an
ad hoc mirror boundary condition has to be added. Further-
more, the conformal mapping makes it necessary to use of the
chord distance, instead of the direct site distance. It is there-
fore difficult to probe short-distance and crossover behavior
using this approach. An improved numerical method is hence
called for.
In this Letter, we present a numerical method based on an
infinite DMRG (iDMRG) scheme that allows us to directly
simulate the junction of semi-infinite TLL wires via infinite
boundary condition (IBC) and study the crossover from the
impurity site to the long length scale. We are able to obtain
various correlation functions which are in agreement, at both
short and long length scale, with those obtained by the bound-
ary perturbation theory based on bosonization.[20–24]
We start from two semi-infinite wires of spinless electrons.
The two wires are connected by a link of strength t to form the
junction as sketched in Fig.1(a). Using Jordan-Wigner trans-
formation, the wire and the link Hamiltonians can be written
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FIG. 1. (Color online) (a) Sketch of the junction with a link of
strength t. (b) Infinite matrix product state diagram for |Ψ〉G,2Ljunc .
(c) Matrix product operator diagram for H2Ljunc.
in spin language as
Hwires =
∑
µ=α,β,
i∈Z++ 1
2
−
(
S+µi S
−µ
i+1 + S
−µ
i S
+µ
i+1
)
+ V Szµi S
zµ
i+1,
(1)
and
Hlink = −t(S
+α
1/2S
−β
1/2 + S
−α
1/2S
+β
1/2), (2)
respectively, whereα, β are wire indices. The junction Hamil-
tonian is then defined asHjunc = Hwires+Hlink. We also define
a bulk Hamiltonian for a single infinite TLL wire as
Hbulk =
∑
i∈Z+ 1
2
−
(
Sxi S
x
i+1 + S
y
i S
y
i+1
)
+ V Szi S
z
i+1. (3)
It differs from a junction with strength t = 1 only by
the interaction across the junction: V Szα1/2S
zβ
1/2. Both the
semi-infinite wires of the junction and the bulk wire are de-
scribed by the TLL theory with Luttinger parameter g =
pi/(2 arccos(−V/2)). We will consider three inter-wire cor-
relation functions: 〈Sα+i S
β−
i 〉, 〈S
αz
i S
βz
i 〉, and 〈J
α
i J
β
i 〉. Here
the current operator is defined as Jµi ≡ −i(S
µ+r
i−1/2S
µ−
i+1/2 −
Sµ+i+1/2S
µ−
i−1/2).
To find the ground state of Hjunc, we use the IBC [25] to
construct an effective junction Hamiltonian for a finite-size
window that contain the impurity. The effective Hamiltonian
is then used to optimized the ground state within the window.
This results in an optimized ground state in the form of an
infinite matrix product state (iMPS), from which correlation
functions within the window can be easily calculated. Specif-
ically we start from the translationally invariant bulk Hamil-
tonian Hbulk. We assume that its ground state is described by
an one-site (or two-site) translationally invariant iMPS:
|Ψ〉Gbulk =
∑
{si}
· · ·λΓsi−1λΓsiλΓsi+1λΓsi+2 · · · |s〉,
=
∑
si
· · ·Asi−1AsiλBsiBsi+1 · · · |s〉, (4)
where |s〉 = | . . . si−1, si, si+1, si+2 . . . 〉 and si are local spin
basis. Furthermore, Γs = Γ are site-independent d ×D ×D
tensors and λ is a D × D diagonal matrix, where d and D
are physical dimension and bond dimension respectively. The
second line corresponds to the mixed canonical form with
As = A = λΓ and Bs = B = Γλ. Here A and B satisfy the
left and right canonical form constraints respectively. They
can be obtained by optimizing |Ψ〉Gbulk with the bulk Hamil-
tonian Hbulk via any conventional iDMRG algorithm. Due
to the presence of the quantum impurity, the translational in-
variance is broken and a translational invariant iMPS is no
longer a good ansatz for the ground state of Hjunc. On the
other hand, since Hjunct differs from Hbulk only at the impu-
rity sites, we expect that far away from these sites the ground
states of Hjunct and Hbulk should resemble each other locally.
We hence assume that there is a finite window of size 2L with
sites i ∈ [−L− 12 , · · · , L+
1
2 ] within which the ground states
of Hjunc and Hbulk differ, while outside this window they are
locally described by the same matrices. This leads to the fol-
lowing iMPS ansatz for the ground state ofHjunc :
|Ψ〉G,2Ljunc =
∑
si
· · ·As−L−1 ][M s−L · · ·M sL ][BsL+1 · · · |s〉,
(5)
as sketched in Fig.1(b). Here L is an adjustable parameter that
can be easily enlarged. And the M matrices are optimized
with an effective Hamiltonian as described below.
Starting fromHbulk in the form of matrix product operators
(MPOs) [26]:
Hbulk = · · ·W−L− 3
2
W−L− 1
2
· · ·W− 1
2
W 1
2
· · ·WL+ 1
2
WL+ 3
2
· · ·
(6)
where the matrixWi = W is site independent. The effective
Hamiltonian of the finite window can be expressed as
H2Ljunc = W˜LW−L− 1
2
· · · W˜− 1
2
W 1
2
· · ·WL+ 1
2
W˜R (7)
as sketched in Fig.1(c). Here W−1/2 are replaced by W˜−1/2
to represent Hlink. Furthermore, the left and right IBCs,
W˜L and W˜R, are constructed from the left and right domi-
nant eigenvectors of the generalized transfer matrices TL =∑
ss′ 〈s|W |s
′〉As
′†As and TR =
∑
ss′〈s|W |s
′〉Bs
′
Bs† re-
spectively [25]. Here the IBCs are used to represent the semi-
infinite extensions of the bulk system to the left and right.
In this way, we reduce an infinite-size system to an effective
finite-size one [27]. Once H2Ljunc is obtained, one can use any
conventional finite-size MPS/DMRG algorithm to optimize
the M matrices. Also, with the left and right-canonical con-
ditions satisfied by A and B matrices, correlation functions
within the window can be calculated using onlyM matrices.
When g > 1, at long distance (IR limit) the system is renor-
malized to a single wire with the same Luttinger parameter.
For a weaker link (smaller t), we expect that it would take
longer distance for the system to heal from the perturbation
due to the impurity. Figure 2 shows spin-spin and current-
current correlation functions between two leads: 〈S+,αi S
−,β
i 〉,
3TABLE I. Dominant exponents for each correlation function
g > 1 g < 1
Bulk IR IR UV Bulk IR IR UV
〈S+,αi S
−,β
i 〉
1
2g
1
2g
3
2g
− 1 1
2g
3
2g
− 1 1
2g
〈Sz,αi S
z,β
i 〉 2 2
2
g
2g 2g + 2
g
− 2 2g
〈Jαi J
β
i 〉 2 2
2
g
2
2
g
2
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FIG. 2. (Color online) 〈Sα,+i S
β,−
i 〉, 〈S
α,z
i S
β,z
i 〉, and 〈J
α
i J
β
i 〉 cor-
relation functions for g = 1.5. Data for the bulk and junctions with
t = 0.1, 0.3, 0.8 are plotted. Solid lines are power law fitting to the
bulk data with bulk exponents from bosonization. (Cf. Table.I.)
〈Sz,αi S
z,β
i 〉, and 〈J
α
i J
β
i 〉 for junctions with g = 1.5 and var-
ious t as well as a bulk wire. We observe that at IR limit all
correlation functions merge into their bulk counterparts. This
confirms that asymptotically the system is renormalized to a
single defect-free wire.
When g < 1, in contrast, we expect that in the IR limit
the system is renormalized into two disconnected semi-infinite
wires. For non-zero t, we still expect that the correlation func-
tions to decay as a power law, but with exponents that are
larger than the bulk counterparts. In Fig.3, we plot the same
correlation functions for g = 0.6 and t = 0.1, 0.01 as well as
the single bulk wire. A scaling prefactor of t−1 or t−2 is also
included in order to collapse the curves with different t’s. It is
clear that the correlators in the IR limit decay faster than their
bulk counterparts, supporting the picture that at IR limit the
system is renormalized into broken wires.
To further understand the behavior of these correlation
functions in both the UV and the IR limits, we use boundary
perturbation theory to determine the exponents of the power
laws. To the leading order, we derive the exponents of uniform
and staggered part of the correlation functions respectively. In
the bosonization framework, the system is described by the
10-2
100
t-1 * ( 〈 S+
-r/2 S
-
r/2 〉 - 〈 S+-r/2 〉 〈 S-r/2 〉 )
bulk
t=0.1
t=0.01
10-3
10-1
t-2 (-1)r * ( 〈 Sz
-r/2 S
z
r/2 〉 - 〈 Sz-r/2 〉 〈 Szr/2 〉 )
power-UV
power-IR
10-6
10-4
10-2
1 10 100
r
t-2 * ( 〈 J
-r/2 Jr/2 〉 - 〈 J-r/2 〉 〈 Jr/2 〉 )
FIG. 3. (Color online) Rescaled 〈Sα,+i S
β,−
i 〉, 〈S
α,z
i S
β,z
i 〉, and
〈Jαi J
β
i 〉 correlation functions for g = 0.6. Data for the bulk and
junctions with t = 0.1, 0.01 are plotted. Solid (dotted) lines are
power law fitting to the long (short) distance data with IR (UV) ex-
ponents from bosonization. (Cf. Table.I.)
TLL with the Lagrangean density
L =
1
2pig
(∂µφ)
2. (8)
In the leading orders, the spin and current operators are ex-
pressed as [2, 28]
S−j ∼ e
−iθ
(
b+ c (−1)
j
cos (2φ))
)
,
Szj ∼ −
1
pi
∂φ
∂x
+ a(−1)j sin (2φ),
Jj = i
(
S+j+1S
−
j − S
+
j S
−
j+1
)
∼
gv
pi
∂θ
∂x
, (9)
where a, b, and c are constants. Here θ is the dual field of φ
defined by θ ≡ 1g (φL−φR), where φ = φL(z¯)+φR(z) is the
chiral decomposition into left/right-movers with the complex
coordinate z = x+ it. The correlation functions of the chiral
fields on the full complex plane (without an impurity) read
〈φR(0)φR(z)〉 ∼ −
g
4
log z + const.,
〈φL(0)φL(z¯)〉 ∼ −
g
4
log z¯ + const.. (10)
In this convention, φ and θ are compactified respectively as
φ ∼ φ+ pi and θ ∼ θ + 2pi.
The geometry is half plane with the interaction on the line
x = 0. In the limit t = 0, the system is two decoupled
half-chains. The end of each half-chain is renormalized to the
Dirichlet boundary condition φγ = 0 for γ = α, β. We then
introduce the link Eq. (2) between the two decoupled chains
through the boundary. Let us consider the correlation function〈
Sα+
i+ 1
2
Sβ−
i+ 1
2
〉
, across the link. Obviously it vanishes when
t = 0. In the first order of t, the correlation function is given
4as
t
∫
dτ
[
1
2
〈S+α
i+ 1
2
(0)Sα−1
2
(τ)〉D〈S
β+
1
2
(τ)S−β
i+ 1
2
(0)〉D
]
. (11)
The problem is thus reduced to calculation of the correla-
tion functions with the Dirichlet boundary condition [24].
The Dirichlet boundary condition can be solved by an an-
alytical continuation of φγ,R to x < 0 and φγ,L(x, τ) ≡
−φγ,R(−x, τ). Using this, the correlation function is given
as〈
Sα+
i+ 1
2
Sβ−
i+ 1
2
〉
= t
[
C0r
−( 32g−1) + C′0(−1)
rr−(
3
2g
+2g−1)
]
,
(12)
where i ∈ Z , r = 2i+ 1, and C0, C
′
0 are constants. Similarly
we find〈
Sαzi+ 1
2
Sβz
i+ 1
2
〉
= t2
[
C0r
−( 2g ) + C′0(−1)
rr−(2g+
2
g
−2)
]
,
(13)
where r = 2i+ 1 and〈
Jαi J
β
i
〉
= t2C0r
− 2
g , (14)
where r = 2i. These results describe the IR behavior for
g < 1 and the UV behavior for g > 1. We find that for g > 1,
the uniform part always dominates and the UV exponents are
3/2g − 1, 2/g, and 2/g respectively. In contrast, for g < 1
the staggered part of the 〈Sz,αi S
z,β
i 〉 becomes dominant and
the IR exponents become 3/2g − 1, 2g + 2/g − 2, and 2/g
respectively.
The case of a weak barrier (small 1− t), on the other hand,
corresponds to the free boundary condition. For this case we
regard the junction as a defect in CFT with
Hbarrier = (1− t)(S
α+
1/2S
β−
1/2+S
α−
1/2S
β+
1/2)−V S
zα
1/2S
zβ
1/2. (15)
We evaluate this defect by using operator product expansion
for CFT. By the usual perturbation theory, we find〈
Sα+
i+ 1
2
Sβ−
i+ 1
2
〉
= C0r
− 1
2g + C′0(−1)
rr−
1
2g
+2g, (16)
〈
Sαzi+ 1
2
Sβz
i+ 1
2
〉
= C0r
−2 + C′0r
−2g , (17)
where i ∈ Z and r = 2i+ 1.〈
Jαi J
β
i
〉
= C0r
−2 (18)
where r = 2i. These results describe the IR behavior for g >
1 and the UV behavior for g < 1. We find that for g > 1, the
uniform part always dominate and the IR exponents are 1/2g,
2, and 2 respectively. In contrast, for g < 1 the staggered
part of the 〈SzSz〉 dominates and the UV exponents are 1/2g,
2g, and 2. These results also describe the IR behavior for a
single bulk TLL wire. In Table I, we summarize the dominant
exponent for each correlation function [27].
We now compare the numerical results against these power
laws. Figure 2 shows the fit of the bulk correlation functions
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FIG. 4. (Color online) Rescaled 〈Sα,+i S
β,−
i 〉, 〈S
α,z
i S
β,z
i 〉, and
〈Jαi J
β
i 〉 correlation functions for g = 1.2. Data for junctions with
t = 0.1, 0.01, 0.001 are plotted. Solid (dotted) lines are power law
fitting to the long (short) distance data with IR (UV) exponents from
bosonization. (Cf. Table.I.)
to Eqs. (16), (17), and (18) for the case of an attractive inter-
action g = 1.5. The numerical results confirm that in the IR
limit all correlation functions decay with corresponding bulk
exponents. Also, we see that for a weaker link (smaller t),
it takes longer distance for the system to reach the IR limit,
indicating it needs to more steps to renormalize away the im-
purity.
In Fig. 3 we compare the numerical results against the
bosonization results for the case of a repulsive interaction
g = 0.6. At the IR limit the system is renormalized into
two disconnected semi-infinite wires, which corresponds to
the Dirichlet boundary condition. Very weak links with t =
0.1, 0.01 are used to probe the IR behavior. We observe at
long distance not only the exponents of the rescaled correla-
tion function agree with Eqs. (12), (13), and (14), but also
t-dependent prefactors agree. This suggests that the pertur-
bative calculation indeed captures the correct physics of the
junction. On the other hand, while small 1 − t is assumed in
the derivation of Eqs. (16), (17), and (18), the exponents de-
scribe well the numerical results at short distances even when
t is small (and thus 1− t is not small). Furthermore the same
scaling prefactors also result in data collapse at short distance.
Interestingly, this indicates that near the junction, the system
does not know which fixed point it should renormalize into,
and the correlation in the short distance looks like a bulk wire,
scaled with the junction strength t.
Finally, we analyze the UV behavior for the case of g > 1.
Figure 4 plots rescaled correlation functions for the case of
g = 1.2 and various extremely small t in order to expose the
UV regime. In this limit, we are able to fit the numerical re-
sults to the boundary perturbation theory results with Dirichlet
boundary condition before crossing over to the long distance
behavior. Both the exponents and scaling prefactor agree well.
In Fig. 4 we also show the power law fitting in the IR limit and
5crossover from UV to IR exponents are clearly observed.
In summary we present a robust and powerful numerical
method to study a junction between two quantum wires using
IBC with finite-size DMRG. This method allows, for the first
time, to study numerically the crossover of correlation func-
tions near a quantum impurity between the short- and long-
distance regimes, as demonstrated by the perfect fit of the UV
and IR behaviors between the numerical and bosonization re-
sults. This may lead to further exploration of the crossover
behavior from UV to IR [29]. We also emphasize that this
method is also applicable to a more general class of interesting
problems, such as the Y-junction for TLL leads [15, 18, 19],
TLL leads with different Luttinger parameters[30], and junc-
tions with spin-1/2 interacting fermion leads [31].
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6Supplemental Material for Crossover of Correlation Functions
near Quantum Impurity in a Tomonaga-Luttinger Liquid
In this Supplemental Material, we provide additional infor-
mation on the the construction and the explicit form of the
matrix product operators (MPO) and the bosonization deriva-
tion of correlation functions.
Infinite boundary conditions and the effective Hamiltonian
We follow the approaches used in Refs. [25, 33, 34] to ob-
tain the effective Hamiltonian for the finite-size window in the
MPO form. We first express the ground state of the bulk in the
form of an infinite matrix product state (iMPS).
|Ψ〉Gbulk =
∑
{si}
· · ·λΓsi−1λΓsiλΓsi+1λΓsi+2 · · · |s〉,
=
∑
si
· · ·Asi−1AsiλBsiBsi+1 · · · |s〉. (A.19)
On the other hand the MPO of the bulk Hamiltonian reads:
Hbulk = · · ·W−L− 3
2
W−L− 1
2
· · ·W− 1
2
W 1
2
· · ·WL+ 1
2
WL+ 3
2
· · · ,
(A.20)
where
Wi =


1i 0 0 0 0
Sxi 0 0 0 0
Syi 0 0 0 0
Szi 0 0 0 0
0 −Sxi −S
y
i ∆S
z
i 1i

 . (A.21)
We assume that the ground state of the junction Hamiltonian
has the following iMPS form:
|Ψ〉G,2Ljunc =
∑
si
· · ·As−L−1 ][M s−L · · ·M sL ][BsL+1 · · · |s〉,
(A.22)
where L is the size of the window. The MPO of the junction
Hamiltonian reads:
Hjunc = · · ·W−L− 3
2
W−L− 1
2
· · · W˜− 1
2
W 1
2
· · ·WL+ 1
2
WL+ 3
2
· · · ,
(A.23)
which is obtained fromHbulk by replacingW−1/2 with W˜−1/2
to represent the link, where
W˜−1/2 =


1− 1
2
0 0 0 0
Sx−1/2 0 0 0 0
Sy−1/2 0 0 0 0
Sz−1/2 0 0 0 0
0 −tSx−1/2 −tS
y
−1/2 0 1−1/2


.
(A.24)
In Fig.5(a) we sketch the tensor network diagram for
|Ψ〉G,2Ljunc andHjunc, while in Fig.5(b) we sketch the tensor net-
work diagram for 〈Ψ|Hjunc|Ψ〉
G,2L
junc . Since in the thermody-
namics limit the total energy 〈Ψ|Hjunc|Ψ〉
G,2L
junc is divergent,
A M M M M B
W W W W
B
WW
A
A* M* B* B*A* M* M* M*
W
A M M M M B
W W W W
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+ e0 (nL+nR)
FIG. 5. (Color online) Illustration of the process to find the effective
Hamiltonian of a finite window. (a) Diagrams for the ground state
iMPS |Ψ〉G,2Ljunc and the junction Hamiltonian Hjunc. (b) Diagram
for the expectation value 〈Ψ|Hjunc|Ψ〉
G,2L
junc . (Framed) Left and right
generalized transfer matrices. (c) Removing the total energy outside
the window and attaching IBCs W˜L and W˜R to represent the left
and right semi-infinite extensions respectively. (d) The MPO of the
effective HamiltonianH2Ljunc.
one has to remove the total energy of the sites outside the win-
dows. This results in
〈Ψ|Hjunc|Ψ〉
G,2L
junc ∼ 〈Ψ|H
2L
junc|Ψ〉
G,2L
junc + e0(nL + nR),
(A.25)
where e0 is the energy per site of the infinite chain. This
leads to the tensor network diagram for 〈Ψ|H2Ljunc|Ψ〉
G,2L
junc as
sketched in Fig.5(c) and the MPO form of theH2Ljunc
H2Ljunc = W˜LW−L− 1
2
· · · W˜− 1
2
W 1
2
· · ·WL+ 1
2
W˜R, (A.26)
as sketched in Fig.5(d). Here W˜L and W˜R are the left and
right IBC respectively.
To identify W˜L,R we consider the generalized transfer ma-
trices TL,R as sketched in Fig.6(a). Due to the lower triangle
structure ofW , the transfer matrices TL,R are not diagonaliz-
able. However, one can use the recursion relations as sketched
in Fig.6(b) to show that the left and right generalized eigen-
vectors EL(n) and ER(n) have the form
EL(n) =
[
H˜L + e0n1˜L −S˜
x
L −S˜
y
L ∆S˜
z
L 1˜L
]
,
(A.27)
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FIG. 6. (Color online)(a) Generalized transfer matrices TL,R. (b)
Recursion relations of the generalized eigenvectors.
ER(n) =


1˜R
S˜xR
S˜yR
S˜zR
H˜R + e0n1˜R

 , (A.28)
where
S˜x,y,zL =
∑
ss′
〈s|Sx,y,z|s′〉A†s
′
As, (A.29)
and
S˜x,y,zR =
∑
ss′
〈s|Sx,y,z|s′〉BsB†s
′
. (A.30)
Furthermore H˜L,R is obtained by solving a linear equation
as sketched in Fig.7. Finally we obtain the left and right
IBC W˜L,R by dropping the the divergent energy of the semi-
infinite extension outside the window to get
A
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FIG. 7. (Color online) The linear equation to solve for H˜L. H˜R is
solved in a similar manner, where the tensors are contracted from the
right.
W˜L =
[
H˜L −S˜
x
L −S˜
y
L ∆S˜
z
L 1˜L
]
and W˜R =


1˜R
S˜xR
S˜yR
S˜zR
H˜R

 .
(A.31)
Bosonization
In this section, we explain the detail of the analytical calcu-
lation we have done in the main text.
First we used the bosonization for the spin chain by
Lukyanov[28],
S−j ∼ e
−iθ
(
b+ c (−1)
j
sin (2φ)
)
, (A.32)
Szj ∼
1
pi
∂φ
∂x
+ a(−1)j sin 2φ, (A.33)
Jr = i
(
S+j+1S
−
j − S
+
j S
−
j+1
)
∼
gv
pi
∂θ
∂x
. (A.34)
Here g is the Luttinger parameter and v is the spin-wave veloc-
ity. The Lagrangian density and the definition of the bosonic
field are,
L =
1
2pig
(∂µφ)
2. (A.35)
〈φR(0)φR(z)〉 ∼ −
g
4
log z + const., (A.36)
〈φL(0)φL(z¯)〉 ∼ −
g
4
log z¯ + const.. (A.37)
(A.38)
We used the complex coordinate z = x + it and assumed
the geometry of the theory without junction is a full complex
plane.
The field φ is subject to the compactification
φ = φ+ pi. (A.39)
Using this, the dual field θ is defined as
θ ≡ (1/g)(φL − φR), (A.40)
where θ is subject to the compactification
θ ∼ θ + 2pi. (A.41)
Then we used the boundary perturbation procedure. For
Dirichlet boundary condition, we gradually introduce interac-
tion to two decoupled chains through the boundary. The ge-
ometry is two half plane with the interaction on the line x = 0.
We note the calculation for Sα+r S
β−
r as an example. The first
order perturbation leads to,
t
∫
dτ
[
1
2
〈S+αi+1/2(0)S
−α
1/2(τ)〉D〈S
+β
1/2(τ)S
−β
i+1/2(0)〉D
]
,
(A.42)
8The Dirichlet boundary condition for bosonic field is,
φLγ (0, τ) + φ
R
γ (0, τ) = 0, γ = α, β. (A.43)
This can be resolved by an analytical continuation of φR2 to
x < 0 and
φLγ (x, τ) ≡ −φ
R
γ (−x, τ). (A.44)
Using this, the correlation function is given as
t
∫
dτ
(
1
r2 + τ2
)1/g
(2r)1/2g (A.45)
∼tr−(2/g−1)r1/2g = tr−(3/2g−1). (A.46)
For free boundary condition, we think of the junction as defect
in CFT. We evaluated this defect by using operator product
expansion for CFT.
Hlink = (1 − t)(S
+α
1/2S
−β
1/2 + S
−α
1/2S
+β
1/2)
∼ µB
∫ ∞
−∞
dτcos (4φ(iτ)) .
(A.47)
We have introduced the parameter µB for the boundary per-
turbation parameter. For Dirichlet boundary condition, it is
proportional to t. For the connected wire, it is proportional to
1− t.
Bulk perturbation effect
In this section, we show the results of the bulk perturbation.
The field theoretic bulk action for XXZ spin chain is written
as
S = SCFT + µ
∫
dx′dτ ′ cos (4φ) . (A.48)
By adding the contribution of this term, we can obtain the
results in the main section. The µ is determined by V and it is
explicitly determined without a junction.
For example, we show the correction of the results in the
previous section. For Dirichlet boundary condition, the stag-
ger part of the field gives the following correction of the term
for each wire,
〈S+αr+1/2(0)S
−α
1/2(τ)〉uniform = r
− 3
4gC′0 + µr
−4g− 3
4g
+2C′1,
(A.49)
whereC′0(τ/r) andC
′
1(τ/r) are functions of τ/r. The second
term is obtained from the following integral,
µ
∫
dx′dτ ′b2eiθ(r)Re−iθ(iτ)R cos (4φ(x′, τ ′))
= µr−4g−
3
4g
+2C′1
(τ
r
)
.
(A.50)
The stagger term of the field gives,
〈S+αi+1/2(0)S
−α
1/2(τ)〉stagger = r
− 3
4g
−gC0 + µr
−5g− 3
4g
+2C1.
(A.51)
Then by composing contribution of each wire and the inte-
gration of τ , we can obtain the desired correlation function.
However, we do not know the effect of (stagger)× (uniform)
terms and the precise prefactor of them. The results for
(stagger)× (stagger) are,
〈S+αr+1/2S
−β
r+1/2〉 = (−1)
r
µB(
r−
3
2g
−2g+1 + µr−
3
2g
−6g+3 + µ2r−
3
2g
−10g+5
)
,
(A.52)
〈Szαr+1/2S
zβ
r+1/2〉 = (−1)
r µ2B(
r−
2
g
−2g+2 + µr−
2
g
−6g+4 + µ2r−
2
g
−10g+6
)
.
(A.53)
The results for (uniform)× (uniform) are,
〈S+αr+1/2S
−β
r+1/2〉 = µB
(
r−
3
2g
+1 + µr−
3
2g
−4g+3 + µ2r−
3
2g
−8g+5
)
,
(A.54)
〈Szαr+1/2S
zβ
r+1/2〉 = µ
2
B
(
r−
2
g + µr−
2
g
−4g+2 + µ2r−
2
g
−8g+4
)
,
(A.55)
〈Jαr+1/2J
β
r+1/2〉 = µ
2
B
(
r−
2
g + µr−
2
g
−4g+2 + µ2r−
2
g
−8g+4
)
.
(A.56)
Here and the following discussion we omit the constants for
simplicity.
For the free boundary condition, we can get the correction
by the same procedure, but it does not cause the problem of
the mixing of stagger and uniform terms. The lowest order of
the boundary perturbation can be changed by the effect of the
bulk perturbation in this case. The results are
〈S+αr+1/2S
−β
r+1/2〉 = r
− 1
2g + µ2r−
1
2g
−8g+4 + µµBr
− 1
2g
−8g+3
+ µ2Br
− 1
2g
−8g+2 + (−1)
r
r−
1
2g
−2g
+ (−1)
r
µr−
1
2g
−6g+2 + (−1)
r
µBr
− 1
2g
−6g+1.
(A.57)
〈Szαr+1/2S
zβ
r+1/2〉 = r
−2 + µ2r−8g+2 + µµBr
−8g+1
+ µ2Br
−8g + (−1)
r
r−2g
+ (−1)
r
µr−6g+2 + (−1)
r
µBr
−6g+1.
(A.58)
〈Jr+1/2Jr+1/2〉 = r
−2 + µ2r−8g+2 + µµBr
−8g+1
+ µ2Br
−8g .
(A.59)
In any case, all of subleading terms resulted from the correc-
tion of the bulk perturbation decay faster than leading order
terms we as have explained in the previous section. Hence
that verifies the validity of the results in the main text.
