ABSTRACT. -Let p ∈ [1, 2) and α, ε > 0 be such that α ∈ (p − 1, 1 − ε). Let V , W be two Euclidean spaces. Let Ωp(V ) be the space of continuous paths taking values in V and with finite p-variation. Let k ∈ N and f : W → Hom(V, W ) be a Lip(k + α + ε) map in the sense of E.M. Stein [Stein E.M., Singular integrals and differentiability properties of functions, Princeton Mathematical Series, vol. 30, Princeton University Press, Princeton, NJ, 1970]. In this paper we prove that the Itô map, defined by I(x) = y, is a local C k, ε 1+ε map (in the sense of Fréchet) between Ωp(V ) and Ωp(W ), where y is the solution to the differential equation 
Introduction
Differential equations model the evolution of systems; they can be classified in a number of ways, and fall loosely into two basic classes:
(1) The deterministic or autonomous ones: these are specified in terms of a locally Lipschitz vector field f which defines a differential equation
(2) The controlled or non-autonomous ones: the essential feature that distinguishes these from the former is that one vector field defined the autonomous evolution, while the nonautonomous evolution is tangential to one of a collection of vector fields according to the choice of the controller, chance etc. Choosing a local basis, one might express these non-autonomous equations in the form
The former setting embraces the classical theory of dynamical systems where today most interest revolves around long term behaviour, attractors, etc. In the latter setting there is a much richer local theory, with classical concrete examples giving considerable insight. The Cartan development of a smooth path from the tangent space or Lie algebra into the frame bundle or Lie group using the canonical vector fields provides an excellent example. See [2] [3] [4] .
Note that Eq. (1.1) has an invariance: time re-parameterisation of x and y produces a new solution pair. Moreover one can simplify the expression by assuming vector notation and it is now commonplace to write dy t = f (y t ) dx t , y 0 = a (1. 2) and refer to the contact transformation taking the control x to the response of the system y as the Itô functional I f [11] .
The mathematics of this second class of objects is rich and spans from Hopf algebras to technical aspects of analysis. One area of current research aims to understand the 'microlocal' structure and extend classical analysis to allow such equations to make sense when x is not smooth. It is now understood that the Itô functional is defined for any rough 1 path providing the vector fields f are correspondingly smooth.
Interesting evolving systems are not necessarily finite dimensional. For example, there are many examples of real world dynamics where the state of the system is represented by a path or "a thread" that evolves or changes shape. Sometimes the evolution is parabolic in nature and can be dealt with via the techniques of PDE, where the path is regarded as a function and the "vector field" is the Laplace operator. But there are examples of a more hyperbolic nature where it seems that it is better to use modern mathematical methods to understand the vector fields and then use classical techniques to get solutions. This paper is in the second direction. The aim of this paper is to develop a machinery allowing one to smoothly regard Itô functionals as the vector fields on path spaces. Our goal is to get sufficient control on the vector fields to allow one to apply the rough path theory to differential equations on path spaces. The Itô functional x → y produces one path from another; suppose that y takes its values in a space M and the control x takes its values in a Banach space E and that F : M → E is a smooth map, then F (y) is a path in E. The path F (y) can be regarded formally as a vector field on the space of paths in E and one has a differential equation on path space
When correctly interpreted, Driver flows [7] , as such equations are often called, have proved very natural and useful in probability theory, the classical Jacobi fields [21] and the geodesic equations on path and loop spaces [13] [14] [15] provide other examples with a similar flavour.
The analysis of such equations is not so straightforward. The basic Itô functional makes no sense for general continuous paths x. Even for bounded variation paths it is not so easy to establish the existence of the flow (which corresponds to a nonlinear hyperbolic PDE). Spaces of rough paths seem to provide the correct domain for these vector fields as I f (x) exists; it is proved in [20] that an evolution or flow does exist even for rough initial conditions. The solution may explode, but exists at least for a finite period of time; the existence of a flow makes it clear that the functional F (I f (x)) really is a vector field, and is not just a formal object; we can differentiate functions on rough path space in these directions. However, not much else is known, and for example the Lie Brackets of these fields, as well as the smoothness of these vector fields have remained obscure. This is a pity, as smoothness results might allow the direct construction of higher order differential operators, diffusions etc. on these spaces of paths.
The finite dimensional approach to solving a differential equation would have been to check that I f was Lipschitz, and then use the Picard theorem to get a solution. There is an understanding that this does not work in infinite dimensions because the interesting examples do not have this sort of smoothness; however we show carefully here that this is not correct. We prove that, as the vector fields f get smoother, and for 1 p < 2, the Itô map is appropriately differentiable in the Lipschitz sense. In this way we get very good control over the errors in system response as one varies a control, and in addition we are able to solve differential equations. Taking matters further we can even use the rough path theory again to solve stochastic differential equations on these spaces directly and so construct interesting and non-trivial flows and diffusions on path space.
These methods can be developed to discuss the Itô functional on the rough paths of any degree p 1 and we expect to publish a paper on this second case. However, we believe that even in the bounded variation case p = 1, our results are interesting as the differentiability of the control map as a function on paths of bounded variation already seems quite useful in engineering contexts. There is a phase transition of understanding between what happens for 1 p < 2 and for rougher paths with many new concepts. The case 1 p < 2 already exposes some of the essential ideas, and so it makes sense to separate out these ideas and to present this case out in detail.
Part I -The linear case

Smoothness of Itô maps between path spaces
Let 1 p < 2. Let V, W be two real separable Banach spaces. We denote by Ω p (V ) the collection of continuous paths from [0, 1] into V with finite p-variation:
where D = {0 < t 1 < · · · < t n = 1}, t 0 = 0, and D ranges over all finite partitions of [0, 1]. Then Wiener showed that Ω p (V ) is a Banach space with the norm
It is straightforward that (1.2) has a solution in the classical sense whenever x has bounded variation. The paths of bounded variation are dense in Ω p (V ) for every p > p (see footnote 2 ). By [17, 18, 22] , this mapping x → y extends uniquely to a Lipschitz continuous functional
, then y solves the obvious integral equation and can be recovered as the limit in p-variation of the associated Picard iterations. Indeed, the uniform convergence of the Picard iteration process and the continuity of the iteration step ensure that I : Regarding I : Ω p (V ) → Ω p (W ) as a map between two Banach spaces, we can then ask whether there is a regularity condition on f that forces the Itô map I to be smooth in the sense of Fréchet.
Recall that for two real separable Banach spaces E 1 and E 2 , a map F :
By induction, we can define the twice differentiability and k-times differentiability in the sense of Fréchet of a map f : 
exist in Ω p (W ) with respect to the p-variation norm, and I is Fréchet differentiable
Here C is a constant depending only on p, α, ε, f k+α+ε ,
The proof of Theorem 2.2 is based on the Fréchet differentiability of the Picard iteration
We shall prove that I n : Ω p (V ) → Ω p (W ) is locally k-times differentiable in the sense of Fréchet and satisfies the estimate
p with a uniform constant C that does not depend on n. To this end, we shall first prove that the Young integral
. By the chain rule and induction, we need only to prove that the map
is smooth in the sense of Fréchet. The complete proof of Theorem 2.2 will be given in Sections 2.3 and 2.4. Moreover, we can further prove that if f ∈ C k+1,α with p − 1 < α < 1, then
Here C is a constant depending only on p, α, ε, f k+1,α , x p K and v p K. We emphasise that our techniques establish a rigorous machinery for considering many concrete problems on path space. The space Ω 1 (M ) comprises bounded variation paths on a compact Riemannian manifold. Many interesting computational problems arising in variational calculus on Riemannian manifolds aim to approximate (or identify) the global minimum or global maximum of a smooth functional F : Ω 1 (M ) → R. The smoothness of the Itô map
allows us to study the optimisation problems on path spaces by transferring the optimisation problem of a smooth F : Ω p (M ) → R to a corresponding problem for the map
In the last section we point out that we have developed an infinite dimensional framework where the classical finite dimensional numerical tools (from steepest descent to simulated annealing) can be used. Of course, each specific example has essential features that would have to be addressed before real progress could be claimed (e.g. is the minimum attained). We cannot begin to answer these within this paper and would be delighted if we stimulate others to take up the challenges.
Smoothness of the Young integral
To prove the Fréchet smoothness of the Young integral (x, y)
is smooth in the sense of Fréchet. It is interesting to note that our proof is essentially finite dimensional and exploits basic harmonic analysis, for example, Lemmas 2.9, 2.11 and Lemma 2.12 take the advantage of the Poisson integral formula and the characterisation of Lipschitz functions in terms of the partial derivatives of their harmonic extension.
Below we collect some elementary facts and results on the p-variation norm and the Young integral. Some proofs are easy and will be omitted. The reader can consult [9, 17, 18, 22] for the definition of the Young integral. Theorem 2.17 is our main result in this section.
Here V ⊗ W is the tensor product of V and W , · V ⊗W is any compatible norm on V ⊗ W .
We now recall the so-called Young-Love inequality. For a proof, see [9, 17] . 
By a standard argument, it is easy to see that f (x) is a finite q-variation path for all q p α and so (2.5) holds. 2 Combining Proposition 2.7 and the Young-Love inequality, we have the following
We need two technical lemmas. For a function f ∈ Lip(α), α > 0 and defined on R m we introduce the Poisson integral of f by 
Hence for all t > 0 and y > 0, we have
and therefore
Now it is easy to see that sup y>0 [
which is equivalent to
Proof. -Let h = zy. Then the desired inequality is equivalent to
We need only to prove that for any β ∈ (0, 1), ε ∈ (0, 1 − β) there exists a constant C = C β,ε such that
Note that
Moreover, the inequality F C (z) > 0 holding for all z > 0 is equivalent to
Indeed, if γ > −∞, then for all
and
Moreover,
Combining this with the continuity of G β,ε (z) with respect to z ∈ (0, +∞), we get
Proof. -Using the same argument as used in the proof of Lemma 2.9, for sufficiently small ε > 0 we have
By Proposition 2.10, for all y > 0 and h > 0, we have
Then for any K > 0 and for any x, y ∈ Ω p (V ) with x p K and y p K, we have
Proof. -By the mean value theorem we have
Proof. -Let f h be the Poisson integral of f on R m × R + , h > 0. By Lemmas 2.9, 2.11 and Lemma 2.12, we have
It is easy to show that the infimum of the right-hand side is attained at
Substituting this into the previous inequality, we get
The following lemma holds even for infinite dimensional Banach spaces V and is used in the proof of our main theorem. This representation of differences as integrals seems critical and appears in slight different forms in LEMMA 2.14. -Let f ∈ Lip(2 + α) with 0 < α < 1. Then for any K > 0 and for any x, y ∈ Ω p (V ) with x p K and y p K, there exists a constant C K such that
. By the mean value theorem,
The following result uses our estimates that depended on the Poisson extension and plays a crucial role in the proof of our main theorem.
Proof. -By definition, we need to prove
Let f h be the harmonic extension of f on R m × R + . Using Lemmas 2.12 and 2.14, we have
Hence for all h > 0,
Taking the infimum over h we get
By repeating the argument as set out above, we can prove a general result as follows
Now we are ready to prove the main result of this section. Let V 1 and V 2 be two finite dimensional Banach spaces.
Proof. -Let F be as in Proposition 2.6, i.e., F (x, y) = · 0 y dx. Then
Combining Theorem 2.15 with Proposition 2.6 and using the chain rule, we can conclude that the Young integral Φ is Fréchet differentiable from 
Uniform convergence of the derivatives of the Picard iterates
Recall that our goal is to prove the Fréchet differentiability of the Itô map I : Ω p (V ) → Ω p (W ) with a quantitative control. The Itô map is the limit of Picard iterates in the same way that the exponential function e x is the limit of a sequence of polynomials n k=0
x k k! . Every undergraduate knows that, as each of these polynomials is differentiable and their derivatives converge uniformly (to e x ), the exponential function e x is differentiable (with derivative e x ). In Section 2.2 we proved that the Picard iterates are Fréchet differentiable. If we can prove their derivatives converge uniformly on bounded sets we will have our main result on the differentiability of the Itô map.
Let I n : Ω p (V ) → Ω p (W ) be the n-th Picard iterate, given by I 0 (x) = y 0 = a, I n (x) = y n , where y n is defined recursively:
Moreover, if for some constant A ∈ (0, 1), one has the inequality
ξ(2/p) ξ(1/p + α/p) f C 0,α sup n y n α [s,t],p + f ∞ x [s,t],p < A, (2.10) then there is a constant C = C( f C 0,α ,
p, α, A) such that one has the uniform a priori bound
Proof. -By definition, I n+1 (x) = a + Φ(x, I n (x)), where Φ(x, y) = · 0 f (y) dx. By induction and by Theorem 2.17, I n is differentiable in the sense of Fréchet and z n = I n (x)v satisfies the recursive formula (2.9). The first and the second a priori estimates follow from the Young-Love inequality. Moreover, by (2.9) and these estimates, we obtain
By [17] , we see that y n converges in Ω p to y, which is the solution of the differential equation dy t = f (y t ) dx t with the initial condition y 0 = a. Thus y n [s,t],p is bounded by a constant M = M ( f C 0,α , p, α, K) for all x with p-variation less than K:
This also yields that B n C v p for some constant C = C ( f C 0,α , p, α, A) . Hence under the condition (2.10) we have A n A < 1, therefore
By induction, and since z 0 = 0 we have
Now we are ready to state our main result in this section. (2.12) and for the some constant C = C (( f C 1,α+ε , p, α, A) )
Proof. -By (2.9), we have z n+1 − z n = I 1 + I 2 + I 3 , where
By the Young-Love inequality, Corollary 2.8 and Theorem 2.13, we have
Thus, for any A ∈ (0, 1) and for all x such that
we have
By induction, and since z 0 = 0,
To show that (z n ) converges in Ω p we need only to show that ∞ n=0 B n < +∞. By Theorem 2.18, we have sup n∈N z n [s,t],p,∞ < C 2 v p . Moreover, from the explicit expression for B n , we have
Following [17, p. 461] , there exists a constant C 4 such that
Hence, there exists a constant C 5 such that
Therefore for an appropriate constant C we have
Using the continuity of the Young integral (see [18, 22] ) and (2.9), it is easy to see that z = lim n→∞ z n satisfies (2.12). The lower-semi-continuity of the norm · p and the last inequality in Theorem 2.18 yield the uniform bound z p C v p . The a priori estimates in Theorem 2.18 follow from the Young-Love inequality. 2
Lipschitz continuity of the derivatives of the Itô map
In this section we shall prove the Lipschitz continuity of the derivative of the Itô map under the appropriate smoothness assumption on f . THEOREM 2.20. -Let f ∈ Lip(1 + α + ε) with α ∈ (p − 1, 1 − ε) and M (the same constant appeared in the proof of Theorem 2.18, see [17] ) be such that sup n∈ N y n [s,t],p M . Let K be chosen so that
Then for all x,x ∈ Ω p (V ) with x p K and
Proof. -Let y = I(x),ỹ = I(x). By Theorem 2.19, we have
Hence
This proves the ε 1+ε -Hölder continuity of the derivative of the Itô map. 2
. Then, defining K as in Theorem 2.20, one has that for any x, v ∈ Ω p (V ) with x p K and v p K:
where
Using the Young-Love inequality, Theorem 2.15 and the Lipschitz continuity theorem of the Itô map [17, 22] , we have
[s,t],p . Note that by Theorem 2.18 and the lower-semi-continuity of the norm · p , we have
In the special case where f ∈ Lip(2 + α) we have the following estimate.
Proof. -By Lemma 2.12 and the Young-Love inequality we have
From this and the proof of Theorem 2.20 we have
Hence for x p K and x p K we have
Using the Lipschitz continuity of the Itô map, we obtain
This is equivalent to
Similarly, using Lemma 2.14 and the Young-Love inequality we can prove
From this and the proof of Theorem 2.21 we deduce that
Hence for x K and x p K we get
Higher order differentiability of the Itô map
By induction, for any k ∈ N, a map f : E 1 → E 2 between two Banach spaces E 1 and E 2 is k-times differentiable at x 0 ∈ E 1 in the sense of Fréchet if there exist a constant K > 0 and a bounded linear map
If there exists a bounded open subset
We now prove the higher order Fréchet differentiability of the Itô map. 
Using the smoothness of the Young integral, we see that J is Fréchet differentiable. Conversely, if x ∈ Ω p (T m0 (M )), then there are unique U ∈ Ω p (O(M )) and γ ∈ Ω p (M ) satisfying (3.1) and such that
Then the Cartan-Itô development of paths in Ω p (T m0 (M )) is defined by the map
By Theorem 3.1, I is Fréchet differentiable. Moreover, one can prove that I • J = Id Ωp(M ) , and J • I = Id Ωp(Tm 0 M ) . Hence, one can deduce from the chain rule that the derivatives of I and J are invertible at every point.
we define a vector field along γ by 
In view of earlier work on the Brownian setting, see e.g. [7] , we call Φ t the Driver flow generated by the vector field X h on the finite p-variation path space Ω p (M ). Here we would like to point out that the vector fields X h and the corresponding Driver flows are the natural ways to develop the variational calculus on the path space Ω p (M ) for the following reasons. First, the parallel transport U : Ω p (M ) → T Ω p (M ) along a curve γ provides with us a "moving frame" which is global over Ω p (M ) and preserves the p-variation metric. Second, the parallel transport gives us a way to test whether a vector field along every γ ∈ Ω p (M ) is good or not. The most important point is that, since for h ∈ Ω p (T m0 M ), the vector field X h generates a local flow on Ω p (M ), we can use this flow to introduce the variational calculus on Ω p (M ) in a usual way: for every functional F defined on Ω p (M ), we say that F is a differentiable functional on Ω p (M ) if the following limit exists
Remark 3.6. -In the case of smooth path spaces, the Cartan development map and its inverse, i.e., the anti-development map, were introduced by E. Cartan [2] [3] [4] . In [10] , Eells and Elworthy proved that the Cartan development map and its inverse, when defined on finite energy path spaces, are diffeomorphisms of infinite dimensional Hilbert manifolds. See also Andersson and Driver [1] for a simplified proof. In [13, 16] , the first named author proved that the stochastic Cartan-Itô development map and its inverse (i.e., the stochastic anti-development) are smooth in the sense of stochastic variational calculus on infinite dimensional continuous path spaces. We also point out that, strictly, to talk about smooth maps one needs charts on the target space. In general charts around paths on a manifold are messy, however, one can instead use this construction with a connection to construct a chart. It is clear that if we take two connections and developing the paths out with one connection and back with the other one has a differentiable functional and so provide a consistent family of (global) charts.
Fractional like motions on path spaces
As our first simple application we show how it is possible to construct fractional Brownian motion type processes on path spaces. Let (h i ) n i=1 be a family of elements of Ω p (T m0 M ). Take w t to be n-dimensional fractional Brownian motion with the Hurst parameter H ∈ (1/4, 1) ; by [5] we can consider w as a q-rough path for any q > H −1 . Consider the stochastic differential equation on the path space Ω p (M ) driven by w and starting from a given p-path γ in M as follows:
Since p ∈ [1, 2), we can apply our main theorems Theorem 2.2 and Theorem 3.1 to conclude that the vector fields X hi are locally C ∞ on Ω p (M ). Therefore, applying the standard theory of differential equations driven by q-rough paths (which is infinite dimensional but requires smoothness of the vector fields) [17] , one sees that Eq. (3.4) has a unique solution Π t which is continuously dependent on the initial path γ and the driving path w.
Of course Π t is a nonlinear object and does not the scaling or invariance properties that characterise true fractional Brownian motion and there is a great deal of arbitrariness in the choices of h i in Ω p (T m0 M ).
Infinite dimensional Brownian motions on path spaces
As a second application of our methods we specialise the above example to the case where H = 1/2 but extend the analysis to the case where the dimension of the driving Brownian motion is infinite. We construct an infinite dimensional Brownian motion on path spaces.
Fix a control ω on the triangle Δ = {(s, t): 0 s t 1}. Take p ∈ [1, 2) and p ∈ (p, 2). Let E be the completion of Ω p,ω ([0, 1], R d ) with respect to · p . The smooth paths are dense in E with respect to · p and so E is a separable Banach space. Let {e n , n ∈ N} be a countable collection of linearly independent elements in the unit ball of E such that the vector space spanned by (e n ) is dense in E. Let {x n (t), n ∈ N} be a sequence of independent Brownian motions; then ∞ n=1 n −2 x n e n converges in probability to an E-valued Brownian denoted by B t with law μ t at time t. Then the support of μ = μ 1 is dense in span(e n ) and so is in E. Let H := {h = ∞ n=1 a n e n : h H < ∞} where h and h E C h H . So H is densely embedded in E and (E, H, μ) is a Wiener space in the sense of Leonard Gross.
Let {h n , n ∈ H} be an orthonormal basis of H. Then h n ∈ E ⊂ Ω p ([0, 1], T m0 M ). Using Theorem 3.1 we can see that the vector fields X hi defined in (3.3) are C 2 in the injective tensor product norm as a map
Then X is a bounded linear operator from E to the C 2 vector fields on Ω p (M ). Since every Brownian Motion on a Banach space is a rough path when one uses the injective tensor product [19] we have the following 
Following [23, 8] , we call {Σ t , t ∈ [0, T ]} a Brownian motion on the path space Ω p (M ) and refer to the law Σ t as the heat kernel measure on Ω p (M ) and the law of Σ as the associated Wiener measure on C([0, T ], Ω p (M )). Of course, the above construction only depends on the reproducing Hilbert space H of the Gaussian space (E, H, μ) (and this was somewhat arbitrarily chosen) but is at least independent of the choice of {h n , n ∈ N}. It might be interesting to investigate the construction for other Gaussian measures on E.
