Self-organizing processes are crucial for the development of living beings. Practical applications in robots may benet from the self-organization of behavior, e.g. to increase fault tolerance and enhance exibility, provided that external goals can also be achieved. We present results on the guidance of self-organizing control by visual target stimuli and show a remarkable robustness to sensorimotor disruptions. In a proof of concept study an autonomous wheeled robot is learning an object nding and ball-pushing task from scratch within a few minutes in continuous domains. The robustness is demonstrated by the rapid recovery of the performance after severe changes of the sensor conguration.
e r s o n a l C o p y October 25, 2012 10:24 WSPC/INSTRUCTION FILE RobustnessOfGSO 2 Georg Martius pressures utilizing articial evolution [24, 25] . Another direction is undertaken by studies of intrinsically motivated behavior, typically in conjunction with reinforcement learning [17, 23] . Both face a complexity barrier due to computational costs or the curse of dimensionality.
A promising approach to the self-organization of behavior was provided by the homeokinesis principle [6] and the maximization of the predictive information [1] .
Both approaches result in the establishment of low-level sensorimotor coordination with simple control structures, where simplicity is compensated by fast adaptation.
The result is an on-going exploration of the sensorimotor patterns which depends strongly on the properties of the robot and its environment and is not hard wired [6, 10] . Similar properties are debated to characterize human perception of objects, which are supposed to be based on the set of suitable sensorimotor patterns or sensorimotor contingencies [16] . Self-organization, as we see it, can help to nd appropriate sensorimotor contingencies.
Every autonomous learning system faces the classical dilemma of exploitation vs. exploration. In high-dimensional systems random exploration becomes quickly ineective, whereas a behavioral self-organization may oer a scalable and embodiment driven exploration. This complies with the theory of embodied intelligence [18] which stresses the importance of the utilization of the particular embodiment. To pursue goals, however, the self-organized behavior needs to be guided in some way.
In previous papers [12, 14] we investigated dierent mechanisms to guide the selforganization (GSO) with goal-related information and it was shown to be very eective, especially in high-dimensional systems [13] . In our formalism, GSO was used so far only with proprioceptive sensors (e. g. joint sensors). In this paper it is extended to the use of exterioceptive sensors, meaning sensors that measure quantities of the external world (e. g. a camera). These have a much more complex relation to the actions, for instance their values are determined by own movements and also by object movements. Moreover, data from these sensors are not always available and its quality diers a lot depending on the robots actions and location. The required changes of the algorithm are proposed and tested.
Let us specify the conditions and the outcome of the proposed guided selforganization algorithm. Given a robot in a changing environment with unknown sensors and motors, both in continuous domain, with the property that there are sensors measuring the causes of actions in a locally approximately linear way. Let the desired behavior be described by target sensor values (possibly time dependent). Targeted sensors must be dependent on actions (either directly or by their derivative) in a locally linear way. The algorithm establishes a continuously adapting sensorimotor coordination producing active behavior (sensor values are variate but well structured) and simultaneously learns how to achieve the target sensor values which are pursued with adjustable preference.
The task chosen to demonstrate the eectiveness of the algorithm is to nd and push balls through an environment. This task is comparably simple and can e r s o n a l C o p y be achieved with a suitably crafted PD-controller or similar. However, the point is not to provide a solution for a particularly hard or unsolved task, but instead to study the robustness of the approach to severe changes in the sensor conguration.
For that we will change the orientation of the camera abruptly while the robot is interacting with the environment and is to maintain its task performance. The setup is somewhat similar to the human experiments with prism goggles that invert the retinal image [22] . It was found that humans can cope with such changes in their perceptions and restore their motor coordination substantially, suggesting an ongoing adaptation of sensorimotor contingencies. The same holds for our approach that relies on the continuous self-modeling of the sensorimotor loop which allows for learning from scratch and for coping with disruptions. Due to the lack of a long term memory, in our approach, previously learned coordinations cannot be recalled but need to be relearned.
An interesting study [2] achieved also a resilience to morphological changes by continuous self-modeling with a physics simulation as a highly specialized internal model. The physics simulation has very powerful prediction capabilities but can only model specic preprogrammed eects and lacks environmental factors (like a soft ground). In our view the important feature of self-organizing systems is exactly their ability to adapt to unforeseeable situations. A dierent route is to learn the interpretation of the sensor and motor apparatus and to build an hierarchical model [19] . It is a powerful method but it relies on a static environment and discrete actions. In this paper we use a generic internal model and continuous actions (instead of discrete predened actions). Furthermore, the bootstrapping, self-modeling, and goal-direction is all continuously pursued online.
Robustness to sensor disruptions was also obtained with a combination of articial evolution and homeostasis [8, 9] , another paradigm of self-regulation, stabilizing the internal state against external perturbations. There a simpler task was used and it required thousands of generations. Importantly the perturbations had to be frequently present during the evolutionary process. We show that it can be achieved within a few minutes of life-interaction where unforeseen perturbation occur.
This paper is structured as follows: rst the homeokinetic learning algorithm is briey introduced in Section 1 and the guided self-organization mechanisms is presented in Section 2. The setup and the teaching inputs are given in Section 3 and the dynamics and behavior are analyzed in Section 4. Most notably the robustness to disruptions in the visual sensor conguration is investigated in Section 4.2. We nish with a discussion and outlook.
Self-Organized Closed Loop Control
Self-organizing control for autonomous robots can be achieved by establishing an intrinsic drive towards behavioral activity as described by the homeokinetic principle [4] , for details cf. [6] . Let us start with an intuitive description before the mathematical formulation of the approach is given. The robot is controlled by a e r s o n a l C o p y principle is exactly about such a parameter dynamics. In order to obtain it the robot is additionally equipped with an adaptive internal predictor for the next sensor values. In a nutshell, the approach consists of adapting the parameters to maximize prediction quality and simultaneously to maximize sensitivity to changes in the sensor values.
Formally, we denote the sensor values at time t as x t ∈ R n . The actions y t ∈ R m are generated by a controller function
where g(·) is a componentwise sigmoidal function, we use g i (z) = tanh(z i ), C ∈ R m×n is the weight matrix and h ∈ R m is the bias vector (one-layer neural network).
All vectors are considered to be column vectors. The internal predictive model M maps the sensor values and actions to the predicted sensory inputs and is given by a simple linear neural network as
M (x t , y t , A) = Ay t + Sx t + b,
where A = (A, S, b) is the set of parameters and ξ is the mismatch between the predicted and the actually observed sensor values. The matrix A ∈ R n×m captures the eect of the actions onto the new sensor values, the matrix S ∈ R n×n models the intrinsic dynamics of the sensor values, and the vector b ∈ R n represents an oset. Plugging Eq. 1 into Eq. 2 yields
which is the dynamics system describing the sensor value evolution. All parameters are adapted and thus carry a time index, which is however omitted for clarity. More complex parametrization, e. g. with multilayer networks are discussed in [5] . We use the simple neural network here for better analyzability.
In order to improve the prediction quality of the internal predictive model, the parameters A are adapted online to minimize the prediction error ξ 2 (Eq. 4) via gradient descent. The learning rules will be given below.
If the parameters of the controller (C, h) are also adapted by the minimization of the prediction error then stable but typically trivial behaviors are achieved. The reason is that the sensorimotor dynamics is stabilized against perturbation, such that the robot may get trapped in any state with ξ = 0 which happens prevalently when it is doing nothing. In order to bring activity into the sensorimotor loop the e r s o n a l C o p y 
where
is the Jacobian matrix of ψ at time t. Note that minimizing this error quantity increases the small eigenvalues of L, i. e. destabilizes the system, which is conned by the nonlinearities (g(·) in Eq. 1). This eliminates the trivial xed points (in sensor space) and enables spontaneous symmetry breaking phenomena. Fig. 1 illustrates how the homeokinetic controller is connected to a robot.
The parameters of the controller (C, h) are adapted by a gradient descent on the TLE (6). This gives rise to the following parameter dynamics (all variables carry a It was also called postdiction error in some papers, but we prefer the term reconstruction error. b Using linearization and pseudoinverses, see below, the invertibility will not be required. 
where c = 0.05 is chosen for the learning rate. The diagonal matrix of channel dependent learning rates is given by its matrix elements as
with δ ij being the Kronecker delta and α being a parameter for adjusting the sensitivity to perturbations (α = 1 yields the original rules, we use α = 2 for a higher sensitivity). The vectors ζ ∈ R m and µ ∈ R m are dened as µ = G A L −1 v, and ζ = Cv where G is the diagonal matrix dened as G ij = δ ij g i (Cx + h). For our parametrization the Jacobian matrix is given as L = AG C + S. We will deal with the case of more sensors than motors (n > m), which requires some adaption of the calculations for the following reason. For S = 0 the Jacobian matrix L is singular and cannot be inverted. Therefore all inversions are understood as pseudoinverses, however this can be done in dierent ways as detailed in [5] and it turns out to be relevant for the successful integration of additional sensors. In this paper the method is used for the rst time. The implementation is given in the appendix Section A.1.
As mentioned above, the parameters A of the model are adapted online to minimize the prediction error ξ 2 (Eq. 4). However, the minimization is ambiguous with respect to A and S because y is a function of x, see (1) . This is a general problem in learning forward models with reactive controllers. There are several options to deal with the ambiguities, but in any case we need to introduce a bias for capturing as much as possible of the relationship by the matrix A. Previously we used a simple discounting of the sensor branch (S). A slightly better approach is discussed in [5] which uses partly the TLE for the model learning. The learning rules are:
where ρ is a parameter to adjust the above mentioned bias and A = 0.05 and S = b = 0.005 are learning rates. In contrast to earlier publications we use here a smaller learning rate for S and b. Note that for ρ = 0 the original delta-rule is restored, we use ρ = 0.1. The choice of the parameters is not critical.
The learning rates are chosen to result in a fast synaptic dynamics, such that the system adapts quickly. Assuming sensory noise, the TLE is never zero nor has a vanishing gradient such that the rule (7) To get an idea of the resulting dynamics let us consider as a rst example a robot with two wheels, each equipped with a wheel velocity sensor. In the beginning the robot rests, but after a short time it autonomously starts to drive forward and backward and to turn. If a wall is encountered such that the wheels stop the robot will immediately stop the motors and eventually drive in the free direction. Furthermore, high-dimensional systems such as snake-or chain-like robots, quadrupeds, and wheeled robots have been successfully controlled [6, 7] . It is of particular interest that the control algorithm induces a preference for movements with a high degree of coordination among the various degrees of freedom.
Guided Self-Organizing Control by Teaching
Guided self-organization focuses on the interplay between the emergent dynamics implied by self-organization and additional drives. The challenge in the combination of a self-organizing system with external goals becomes clear when recalling the characteristics of a self-organizing system. One important feature is the spontaneous breaking of symmetries of the system. This is a prerequisite for spontaneous pattern formation and is usually achieved by self-amplication. A nonlinear stabilization of the self-amplication forms another ingredient of self-organization. These two conditions are to be met for a successful guidance of a self-organizing system. A review of dierent approaches to guide the homeokinetic controller was given in [12] .
Here we will restrict ourselves to one form of guidance where an external goal is given in terms of target sensor values at each moment in time. This is closely related to distal learning [11] which deals quite generally with the situation where some desired outputs are provided in a dierent domain than the actual controller outputs. Usually a forward model is learned that maps actions to sensations (or more generally to the space of the desired output signals). Then the mismatch between a desired and actual sensation can be transformed to the required change of action by back-propagation or inversion. We have a forward model already at hand (2), which is linear an can thus easily be inverted. For more complicated tasks a complex predictive model can be used.
Let us denote the target sensor values as x G t (G for guidance). We can then obtain the mismatch to the true sensor values as ξ G t = x t − x G t and calculate from that the teaching signal at the controller output
where A + is the Moore Penrose pseudoinverse. Now we can implement a learning rule for the controller parameter to minimize the teaching error E G = η G t 2 by a gradient descent. Unfortunately, the simple sum of both gradients (on E G and E T LE ) is likely to steer the system out of balance and a xed weighting between the two gradients cannot easily be identied that would satisfy an adequate pursuit of the goal and maintaining explorativity/self-regulation. A solution to this problem is the scaling of the gradient of the teaching error such that both gradients become e r s o n a l C o p y 
where γ > 0 is the guidance factor deciding the strength of the guidance and Q denes the new metric given by Q = A L t L t −1 A which works very stable. For the case considered here the explicit gradient in E G is given by Q
The weighted sum in Eq. 13 allows to select from the whole spectrum from pure selforganization to pure guidance and is an improvement to the earlier formulation [12] .
For γ = 0 there is no guidance and we obtain the unmodied dynamics, cf. (7), and for γ = 1 there is no homeokinetic adaptation but only guidance. The parameters h i are updated in the same way.
Integration of Vision
In the applications of the homeokinetic controller so far mostly proprioceptive sensors have been used. They are essential for developing a feeling of the body but for any environment related task exteroceptive sensors are required. Vision provides important information about the environment and about objects or other agents to interact with. Here we will for the rst time investigate the integration of visual input into our framework of self-organizing control.
In the following we will conduct experiments with a four wheeled robot as introduced in Fig. 1 . The robot is operated in two-wheeled mode, meaning that there are two motor channels and the motors on one side of the robot receive the same signal, which is the target wheel velocity. In addition to the two velocity sensors (x l , x r ) (each is the average of the wheel velocities on one side) we attach a camera to the trunk of the robot, see Fig. 2 . However, to be integrated in our dynamical system, which uses a linear model, the plain array of pixel values have a too complicated relation to the actions of the robot.
To simplify the scenario we only want the robot to interact with objects of a certain color, yellow in our case. Firstly, we calculate the center of gravity for somewhere between them. Secondly, we approximate the size (x s ) of the object by the sum of all yellow pixels (normalized to [0, √ 2]). This is prone to light and shadow eects and is again a very crude approach but it will be shown to be sucient for our applications. In addition we also provide the time derivatives of both quantities such that the vector of sensor values reads
see Section A.2 for technical details. We typically add some sensor noise to the simulated sensors to make them more realistic. As a side eect the TLE does not become zero. The vision sensors are, given an object is visible, rather inaccurate and noisy due to light and shade, such that there is no need to add additional noise. So only the wheel velocities sensors x l and x r contain normal distributed noise (N (0, 0.02)).
Exteroceptive sensors in general and our vision sensors in particular are not active for substantial periods during the behavior. For instance the position sensor (x h , x v ) is essentially undened if no object is in sight. Why is that a problem?
The predictive model must correlate the actions with the sensations, and if there is no object to see then the correlations will be obviously zero. A simple solution is to prevent learning of the predictive model on invalid sensor values. We implement this by setting the undened sensor value to 0 and modify the prediction error as follows:
Note if an object is visible then the exact value of 0 is very unlikely, so that this double meaning is not critical.
Guiding toward the Ball
We are now going to implement a guidance that drives the robot toward an object in sight. Let us consider the desired sensor state: in order to have the object in the center of the eld of vision the position sensors (x h , x v ) should be zero (since they are normalized to [−1, 1]), but in general we have a target position (p h , p v ).
If the robot should push objects, e. g. a ball, then the size sensor value (x s ) is to be large. Alternatively if the robot should keep a certain distance, for instance when interacting with other robots, then a smaller value is required. We denote the desired size by s.
With the linear predictive model the relation between actions and position/size can only be captured in certain situations. In particular we deal here with resting and moving objects, which cause a dierent sensor response. As a new mechanism we propose to use a desired value for the derivatives as well. Fortunately we can use the most simple set-point control formula with damping:ẋ = −α(x − x Desired ) − µẋ, where α is a rate and µ is the damping constant. This dierential equation has a xed point at x = x Desired . The sensor teaching vector x G is thus given in components as
where µ = 0.1 and α = 1. Note, the wheel velocity sensors x l and x r produce no teaching signal. For the following experiments we use p h = p v = 0 (center position) and s = √ 2 (maximal size).
To implement the entire algorithm we rst need to initialize all parameters A, b, C, h, S with 0 except for C ii = A ii = 0.9
c . Then the following steps are iterated forever: acquire sensor values x t+1 then calculate x G (16)(19), η t (12), and ξ t (4)
to update C, h (13) using (7), (8) and A, S, b (10) , (11); nally calculate y t+1 using K(x t+1 ) (1) which is sent to the motors. Note that the updating can only be done from the second time step on because the previous sensor values are required, which form the only memory beside the parameters.
Results
All the experiments are performed in virtual reality in our robot simulator [15] .
The state and parameter dynamics runs with a frequency of 25 Hz, the physical simulation with 100 Hz.
Pushing Balls
The rst experiment should test whether the guidance mechanism is able to inuence the self-organized behavior to nd and push balls. This involves the establishment of the required sensorimotor mappings from scratch in a changing environment (balls can move). The formal denition of the goal is specied by the target sensor state x G Eqs. 1619. We place the robot together with ve balls into a circular corridor, as displayed in Fig. 3(a) , such that the robot can possibly push a ball for a long distance without getting stopped by corners. Those parameters of the model (A) connecting to the vision sensors are initialized with zero, such that the guidance has no eect independently of the guidance factor. Recall that the forward model transforms the teaching signal to nominal changes in motor values Eq. 12, which will be zero if the model did not learn anything. Once the robot learns to move, the model starts to correlate actions with the visual sensors. In this way the guidance starts to actually inuence the behavior, such that the robot sees a ball more often and the model can improve further. Eventually the robot starts to steer at a ball c A and C must be chosen such that the rst m eigenvalues of L are positive and preferable that the initial feedback strength in the loop is subcritical (no activity). Alternatively an initial motor babbling can be used to initialize them, see [5] .
e r s o n a l C o p y and pushes it along the arena. Note that the robot has a round front shape such that the ball easily drifts away to either side while pushed. From time to time the robot still performs exploratory actions such that the ball gets lost and a ball needs to be found again. A part of a trajectory of the guided robot is shown in Fig. 3(b) .
Note that there can be more than one ball in the eld of view at the same time.
However, the sensors cannot distinguish dierent objects, since the visual sensor (x h , x v ) provides a position between the objects and the size (x s ) sensor returns a sum of the sizes. Nevertheless, the robot copes with this situation without problems.
The robot steers at a group of balls and decides rather spontaneously which one it will touch. The nal choice depends on how well the dierent balls are visible, when they leave the eld of view, and other perturbations.
Let us quantitatively analyze the behavior. For that we consider the average distance to the closest ball and the cumulative time a ball was in the sight of the robot. This gives a good measure on whether the guidance was followed and the robot is indeed approaching the balls. If the robot is also pushing the balls along the arena, then the traveling distance of the balls raises, which we display together with the other quantities in Fig. 4(a) . The traveling distance of the balls raises from nearly zero to more than 7500 units (scaled by 1/5 in the plot), which corresponds to about 100 rounds in the arena (in 30 min).
In Fig. 4(b) we show that the aspects of the behavior that are not particularly subject to the guidance, namely the covered area of the arena by the robot and its average velocity are not negatively eected by the guidance, at least for moderate guidance strengths. The area coverage and the velocity go up when the task is performed, because the robot drives much more straight and forward than without the guidance.
When the guidance is too strong self-organized adaptation and external pressures become out of balance and the performance drops. Especially visible is this eect at γ = 1 where no homeokinetic learning takes place (Eq. 13) and the robot fails to move in a coordinated fashion, see Fig. 4 
(b).
Taking a closer look at the distance to the closest ball, we nd that the mean is not such an appropriate measure in the guided situation since the distribution of distances is not Gaussian but rather skewed as shown in Fig. 5 . Without guidance the distribution of distances is almost at, whereas for weak and intermediate guidance strengths the distribution is skewed with a strong preference for short distances. For overly strong guidance (γ = 1) the robot gets predominantly stuck at the walls because the sensorimotor coordination is pushed away from its sensitive regime, such that the histogram is rather arbitrary.
Robustness against Structural Changes
So far, the robot learned to control its body and to fulll the task. It could be achieved similarly with evolutionary algorithms or even with hard-wired connections similar to the well known Braitenberg vehicles. There are, however, two big dierences to our approach, rstly, the robot learns the behavior from scratch during the interaction with the environment and is thus robust against perturbations and, secondly, the robot does not get stuck at walls or in corners (shown below), all without infrared sensors. The latter would be quite dicult to achieve with a xed wiring. In order to underpin the claim for robustness let us consider experiments that induce structural changes to the behaving robot. In fact we performed quite radical changes to the camera setup, namely to rotate and ip the camera abruptly, e r s o n a l C o p y Especially the model parameters relating motor values with the motion sensors, Fig. 7(a) , evidently show that the correct correspondence is learned within a few minutes after each switching event. This, however, is only possible if the behavior of the robot is such that a ball remains frequently in the eld of vision, which is very hard, if e.g., the positional sensation just swapped sign. In this situation the major strength of the homeokinetic controller shows its fruits, namely its continuous and embodiment related explorative and drive. The controller parameters show that the incorporation of the vision sensors is changed drastically for the dierent situations, but also that both motion and position information is used. The positional information is required to steer towards the ball and the motion sensor is used avoid overshooting. The parameters C change slower than the model parameters. Note that the behavior is also inuenced by the parameters h (not shown). These change more rapidly and help to realize the teaching signals on a shorter timescale until the C matrix captures the correspondence with the sensor values.
How is the performance in the task after the structural changes? To answer this question we present in Fig. 8 Since the controller does not explicitly know when a structural change occurs it is always adapting in a continuous manner. However, there is no long-term memory such that the controller cannot remember previously experienced congurations.
Nontrivial Environment
Finally, we will illustrate that the guidance is successful also in more complicated environments. The robot is placed together with four balls in an arena with two oval chambers connected by a wide corridor. The larger chamber has a wall in the center, see Fig. 9 (a). As before the robot starts from scratch and has to learn how to move and to interpret the teaching signal.
In Fig. 9 (b) a part of the trajectory of the guided robot is shown. The robot is visiting both chambers and pushes the balls not only at the walls but also in the free space e. g. along the corridor. Note the curvy shape of these parts that reect the compensatory movements to keep the ball in front of the robot.
Let us have a look at the quantication of the behavior as above, see Fig. 10 .
Already for weak guidance (γ = 0.05) the task is substantially followed and up to γ = 0.2 the maximal performance is achieved. For stronger guidance the performance drops slowly until the robot stops moving in a coordinated way for γ = 1, because no self-organized adaptation occurs. The average distance to the closest ball drops drastically in the well guided case, cf. Fig. 10 
Discussion
The present paper elaborates on the robustness of guided self-organized control.
We have presented here how to guide self-organizing behavior based on teaching signals in the visual domain and adapted the guidance mechanism to cope with exteroceptive sensors. The integration of visual sensors is very important since it allows an explicit perception of the environment and opens possibilities for a wider range of applications. We conducted experiments with a wheeled robot carrying a camera with simple visual preprocessing. The task was to learn from scratch how to e r s o n a l C o p y However, to learn it from scratch in a short amount of time is hard. On top of that the orientation of camera was abruptly changed such that a completely dierent sensorimotor coordination becomes necessary. We found that guided self-organizing can cope with a wide range of conguration changes, even those where a complete change in the visual sensation occurs (signs of all visual sensors swapped). To our knowledge there is no other system that oers this kind of robustness and the rapid on-line learning. These properties are very attractive for developing autonomous robots and may be relevant for a wider range of applications.
The success of the approach to cope with such severe changes is due to exploration of the homeokinetic learning that is the faster the worse the predictive model.
This in turn leads to a stronger exploration when unknown situations occur.
How important is the self-organizing part of the approach? When switching o self-organized adaption after the goal-oriented behavior was acquired it will be preserved, but the robot will get stuck at walls. Additionally the system will not be able to cope with strong changes, because of lacking exploration. On the other hand, when switching o guidance the task performance is kept for some time until the continuous parameter adaption will slowly destroy it. So both selforganization and guidance are required. We studied the impact of their balance and found good performance for a broad range of the guidance factor, which controls their relative strength. Also for the other parameters we found that their choice is rather uncritical.
So far the target sensor state has to be put in by the designer but one can also conceive that this can be learned from e. g. reward and punishment, similar to critic unit in the actor-critic approach to reinforcement learning. For more complicated tasks a more advanced predictive model has to be used, such that it is capable of capturing the consequences of the actions with respect to a task related sensor. The only restriction is that the model must be invertible or at least support an error back-propagation. If the former is true then it can be used for the homeokinetic learning as well, otherwise two predictive models can be used, one for the guidance and one for the self-organizing control.
The applicability of this approach to guided self-organization is limited to tasks, where the desired behaviors are at least to some extent produced by the homeokinetic controller. For instance for a legged robot some walking behaviors should be exhibited. Since only a very general objective is optimized it is an unlikely to obtain a walking behavior in the huge space of possible coherent behavioral patterns.
So the guidance needs to be used on dierent levels. To overcome the limitation in applicability we are currently investigating a combination with reinforcement e r s o n a l C o p y choosing the matrices P and Q appropriately so that the inversion of P LQ becomes possible in the classical sense. This is trivial if all matrices P , Q, L are of full rank so that automatically L + P Q = L −1 . In all other cases the matrices P and Q have to be chosen appropriately so that the inverse of P LQ exists. For instance in our case rectangular matrices can be used that reduce the dimension of the matrix to invert to (m × m) (number of motors). This not only yields an invertible matrix (since L keeps at least rank m if initialized appropriately) but also reduces the computational cost. In our setup we have dierent natural choices for the matrices P and Q, namely e Considering the case with the simple forward model (S = 0, which is the initial state) where L = AG C. L is an n × n matrix and A and C are rectangular with one dimension m < n. Note, the regularization becomes time dependent, due to the varying "sandwiching"
matrices, but this does not render a problem to our experience. Bear in mind that the inversion is not strictly dened and there is a whole set of valid solutions.
A.2. Technical Camera Details
The simulated camera we use here provides an array of W × H color pixels with W = 256 and H = 128 and it has eld of view of 120
• horizontal and 60
• vertical. which is normalized to [0, √ 2]. Since objects are only partially visible when at the border of the eld of view we set x s to zero when the x h or x v is close to the border (|x h | > 0.75). The time derivatives of both quantities are calculated using dierence quotient of subsequent time steps with a scaling factor (5 forẋ h andẋ v , and 10 foṙ x s ).
