This paper deals with a parametric multi-period integer-valued inventory model for perishable items. Each item in the stock perishes in a given period of time with some probability. Demands are assumed to be random. and the probability that an item perishes is not known with certainty. Expressions for various parameter estimates of the model are established and the. problem of finding an optimal replenishment schedule is formulated as an optimal stochastic control problem.
Introduction
This paper deals with a parametric multi-period integer valued inventory model for perishable items. Each item in the stock is assumed to perish in period n with probability (1-an) where 0 < a n < 1. The sequence {an} is not known with certainty but it is known to belong to one of a finite set of states of a Markov chain to be specified below. The above model is inspired from a special type of time series models called First Order Integer-Valued Autoregressive process (INAR(1) ). These models were introduced independently by hl-Osh and il-Zaid [1] and McKenzie [6] for modeling counting processes consisting of dependent variables.
Let X be a nonnegative integer-valued random variable. Then for any a E (0, 1), define the operator o by:
where Y is a sequence of i.i.d, random variables, independent of X, such that: P(Yi 1) 1-P(Yi O) a.
(1.2) Then the INAR(1) process {X,:n 0, + 1, + 2,...} is given by:
X n a o X n 1 at-Vn, To replace, at time n, the parameter {pij(n)} by {ij(n)} in the Markov chain {an}, define
and set dP _Xn (3.2) dPG n Again, the existence of P is due to Kolmogorov's extension theorem.
It is easy to see that under P, the Markov chain {n} has transition probabilities given by {ij(n)}.
Theorem 2: The new estimates {ij(n)} at lime n of lhe probability transitions given lhe observalion of the inventory level from lime 0 to lime n are given by" 7.(N#) where R(Pij does not contain ij(n)terms.
We require that
We wish to choose {ij(n)} that maximizes (3.4) subject to (3.5). Consider the auxiliary problem:
Next, we derive a recursive equation for the unnormalized conditional probability 7n(NJni). However, in order to obtain a recursion for 7n(NJni), we derive first recursive equations for the process {I(c n sl)NJni} as a necessary intermediate step"
Note that ji -1 E {l(a n sl)N n A n fin): 7n{l(an sl)NJni)"
(3.7) The revised pard.meters {'ij(n)} give new probability measures for the model. The quantities 7n(Na) can then be reestimated using the new probabilities.
Optimal Control
In this section we formulate an optimal control problem for model (1.4 3. The parameter process {an} is assumed to be a Markov chain in this paper. More general processes for {an} could be taken.
