Abstract: Proportional Delay Guarantee has been widely used in the Web QoS service, and the most basic methods are the feedback of control theory and the predictive control of queuing theory. While the former belonging to passive control has a long setting time and imperfect real-time, the latter can not simulate the Web server queuing system well because of the model limitations. After the experimental verification and shortages analysis of the two methods, an improved approach is proposed in this paper. Based on the queuing feature of Web server and the HTTP 1.1 persistent connection, the improved approach predicts the delay by calculating the queue length and service rate and achieves the relative delay guarantee of different classes by adjusting their quota of worker threads. The experimental results demonstrate that the approach could maintain the relative delay guarantees well even in poor network environment and performs a much better superior compared with the traditional methods.
Introduction
The increasing diversity of Web applications the last decade has witnessed an increasing demand for provisioning of different levels of quality of service (QoS) to meet changing system configuration and satisfy different client requirements. Proportional delay differentiation (PDD) service aims to ensure the QoS parameters between data flow of different classes to meet the specified proportions, so the requests with higher priority will receive the quality of service which is "at least not lower than" the low priority. There are many previous studies worked on the Web QoS and two different methods are used to achieve the differentiated service: the feedback of control theory (see [1] , [2] , [3] , [4] and [5] ) and predictive control of queuing theory (see [2] , [6] and [7] ). Although the algorithms are different, the QoS architecture of Web server they used is non-distinctive.
The QoS of Web application is usually related to the network layer transmission and the operating system kernel. The latter that needs to replace the operating system on all the terminals is difficult to deploy, so more and more researchers tend to the differentiation service on the application layer. It ensures the PDD service by changing the original Web FIFO mechanism and the modified Apache MPM (Multi-Processing Modules) architecture is illustrated in Figure  1 .
1. The single connection queue is improved to a multi-queue structure in accordance with the classified strategy. The listener monitors the network port, accepts the client TCP connections, classifies the requests based on some classified strategy, and then puts them into the appropriate waiting queue.
636
Y. Hu, D. Mu, A. Gao, G. Dai 2. Any class can not consume the server resource unlimitedly, so the requests of different classes must be isolated. The thread per connection structure of MPM allows all the worker threads in pool to be the resource to be allocated. So we divide the pool into several sub-pools which are isolated with each other. The number of threads in each subpool is known as the thread quota, and the requests are serviced in the corresponding sub-pool.
3. For N kinds of classes, let c i (i = 1, ..., N ) be the thread quota allocated to the class i. When load varies, the size of sub-pool is dynamically adjusted to ensure the proportion between classes constant. And is calculated by feedback control used the delay observer to get the real delay (Figure 1 xmethod) , or by predictive control used the queue length observer to get the request arrival rate (Figure 1 ymethod) . But there are some imperfections and limitations in both the methods. For example, the feedback control is essentially a passive approach which works only after the deviation appeared. The delay in response is significant since the server response time is particularly slow. Although the predictive control based on queuing theory adjusts the controller output in advance, it can not get the precise plant model because of limitations itself. So an improved predictive approach is proposed to overcome their shortages and the contributions in this paper can be summarized as follows: 1) A general architecture for proportional delay service in Web server is summed up.
2) The two methods referred above are verified and compared by experiments.
3) Implement and evaluate an improved approach to get a better performance.
The Comparison of Two PDD Methods

The Feedback of Control Theory
Assuming C worker threads are concurrent on the Web server. For N kinds of classes, let δ i be the constant weighting factor of class i where the higher priority has a smaller parameter value, and d i be the expectation of class i's average measured delay, then the proportional delay guarantees can be described as follows:
The Research of QoS Approach in Web Servers Where c i is the thread quota of class i. So the improved MPM is equivalent to a control model as Figure 2 . The system desired output is the inherent priority parameter ratio between class i and i + 1 , which is
Similarly, the controller output is the thread quota ratio and Y(k) is the measured output ratio between the class i and i + 1, which is
Obviously, the deviation is E(k) = Y(k) − Y desire . On the Web server, all classes share a single host resource. So the feedback controllerďż˝ďż˝class-per-loopďż˝ďż˝adjusts X(k) to satisfy Equation (1) by the measured E(k) .
The Web server is modeled as a linear system, i.e. a r-order difference equation is
Where a l and b l are the unknown parameters. The transfer function in z-domain is
The plant's mathematical model (order and parameters) is obtained by system identification which is presented by the authors in [8] in detail. Then we can design the controller based on the classical control theory. Take the PI control for example, the controller transfer function in z-domain is
And the Closed-loop system transfer function is
The Predictive Control of Queuing Theory
Although the feedback maintains the system at the balance, it takes an imperfect real-time for the lagging output. So [2, 6, 7] try to correct the deviation before the system output being affected with the help of queuing theory. In the predictive control, the queue length observer (see Figure 1y ) measures the request arrival rate λ i and service rate µ i . Then the predictive controller reallocates the thread quota c i for respective class.
M/M/1/∞ Queuing System
The Web server performance mainly subjects to the system bottlenecks(see [7] ), so each class in Apache can be considered as a M/M/1/∞ queuing model. Define ρ = λ/µ be the system traffic intensity. And the residence time is the sum of queuing time (connecting time) and service time (transfer time), which is
Where ω and χ are independent from each other. According to paper [2] , the mean residence time is calculated by Equation (14) .
To meet the proportion relationship specified by Equation (1), we can get
While normalized the thread quota
Hence, for class i, the service rate can be rewritten as
Where µ is the total service capacity. Then Equation (14) becomes
. Combined with Equation (15),
Solving equations at each sampling time, we can get the thread quota for different classes (s 1 , s 2 , ..., s N ) .
M/G/1/∞ Queuing System
In M/M/1/∞ model, the service time obeys the memoryless exponential distribution. But when it is general distribution, the correlation between the current and several previous service time must be considered (see [9] ). The paper [6, 10] described the "heavy tail" features of Web service time series {χ n , n ≥ 1}, and gave a more compatible queuing model M/G/1/∞ for the Web server. According to the Pollaczek-Kinchin(PK) formula and lemma, if s i is the normalized thread quota for class i, service time χ i obeys the bounded pareto distribution, the mean queuing time is
Hence the mean residence time is
Where m 1 ,m 2 are the constants related to shape parameter of bounded pareto distribution, λ i is the requests arrival rate which is obtained by the queue length observer. Combined Equation (20) with Equation (1),
Solve the equations similar to Equation (18) and get the results (s 1 , s 2 , ..., s N ).
Experimental Results
The test-bed consists of a Web sever and two client machines, each with a 3.0GHz Pentium 4 professor and 521MB RAM connected with 100 Mbps Ethernet. The Web server is Apache 2(Httpd-ver2.0.53) running on Windows NT and the total number of server processes is configured to 100. The two client machines run Liunx-2.6.27 with SURGE (see [11] ) (ver 1.00a) as the workload generator and each operates 120 concurrent UE. Requests are classified according to their source IP address. All the experiments are under HTTP1.1 pipeline and the number of maximum concurrent clients in SURGE is 1. Set δ 1 /δ 1 = 1/2,which means the delay of high class is half of the low one. The sampling period is set to 10 sec, and all the experiments last 3000 sec. 300 valid data is measured and the controller works after 750 sec.
The results under PI controller and predictive controller M/G/1/∞ are respectively shown in Figure 3 . Obviously, before the controllers works there is no differentiated service in different classes. But after 750 sec, the thread quota for high class increases until the expectation is satisfied. And all the methods achieve the proportional delay guarantees well.
In order to compare the features of the two methods, the mean value of the measured delay ratio l 1 /l 2 and the variance relative to δ 1 /δ 2 = 0.5 are defined as follows:
Compute Equation (22) and (23) 2. In contrast, the latter with a much better setting time t s ≈ 40s only maintains the delay proportion at 0.4. This is because the queuing theory based on PK formula asks for the statistics balance which means the requests arrival rate is equal to service rate. So the model limitation leads to the ineffaceable deviation.
An Improved Predictive Control
From Section 2, the queuing theory is invalid when the Web loads bursts and fluctuates dramatically. Meanwhile, for the Web queuing process, the number of requests in the front of request j can be measured. On this issue, an improved predictive control is proposed in this paper to achieve the relative delay guarantees.
Design
The relationship of the requests arrival rate, service rate and the queue length of class i are demonstrated in Figure 4 (see [12] ).The arrival curve Arrvial i (k) presents the rate of TCP connections, and the service curve Service i (k) presents the capacity of Web server for class i.
When classi is overload, the arrival rate is always greater than the Web service rate,i.e. λ i (k) > µ i (k).So the vertical distance between the two curves is the actual length n i (k) of waiting queue i at the k th sampling time, which is n i (k) = Arrival i (k) − Service i (k). From the view of the tail, the waiting time w i,n i −1 is the sum of the processing time of the top (n i − 1) requests. Considered the processing time χ i,n i itself, the mean residence time is
If the mean residence time l i (k + 1) can be predicted as l i (k) based on the queue length n i (k), we can adjust the thread quota to satisfy Equation (1). 
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Dealy Prediction
The Web load is actually the superposition of lots of ON/OFF process(see [11] ). Just like Figure 5 , Web pages are transferred during Object, and each page is composed of several embedded files which are transferred in a single TCP persistence connection under HTTP 1.1. The intervals between every embedded URL are Active OFF time corresponding to the processing time spent by browse parsing Web page. The Inactive OFF time is a longer pause corresponding to clients' "thinking procedure". Therefore, the request of a Web page consists a sequence of HTTP requests with self-similarity, which is
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ON Object
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Where s i,n means the size of the n th Web page in waiting queue i, x i,j is the size of embedded files, and y i,n is the number of its embedded files. The previous research indicates that the heavytailed distribution is more accuracy for Web page (see [13] and [14] ),and the probability mass function is:
Where k and p are the size of minimum and maximal file,α(0 < α < 2) is the sharp parameter which determine the variability of distribution. Generally set 1 < α < 2to correspond to the actual communications. The number of embedded files y i,n follows Pareto distribution (see [11] ).y i,n and x i,j ,x i,j itself are all independent from each other. The mathematical expectation of page sizes i is
Let {s i,1 , s i,2 , ..., s i,n i (k) }be the size of HTTP requests on a TCP connection at the k th sample. Then the total size of the page in waiting queue i to be transferred is
This means that the forecasting delay is the time spent by c i (k) threads concurrently processing the files of size ∆ i (k).
The paper [15] illustrates that the processing time of a static Web page is approximately linear to the size of request files. Combined the condition that the unit of the operation system is 64KB, the total size of the page to be transferred is
Where b is the transmission coefficient, d is the overhead of threads switching and synchronization. They can be obtained by linear regression. So the total delay predicted is:
Threads Dispatch
Combined Equation (33) with Equation (1):
Regardless the priority, Web pages stored in server is identical. So we have E[
,f = 64d,Equation (34) can be rewritten as
Where Z i (k) is obtained by the queue length observer, and Equation (35) can be written into the form of c i+1 = F i (c i (k), Z i (k)). Take class 1 be the reference (δ 1 = 1).Considered the Equation (2), the number of threads for each class is solved. 
Parameter Regression
As described in Section 3.2, the parameters b and din Equation (31) are calculated by the Least Square algorithm. The sampling period is set to 10 sec and the parameter regression experiments totally obtain 61 group valid data. Figure 6 presents the pages size, the predict delay and the measured delay when the thread quota varies. The identification results are b = 9.7,d = 55.7 under 0.05 significant level. 
Experimental Results
The test-bed has been shown in the section 3. 1. Whatever using feedback, M/G/1/∞ predictive control or improved predictive control, they all achieve PDD in Web server. The experiments also did at sampling time T = 8s and T = 15s which are similar. So In order to save space, we only give the best effect figure at T = 10s.
2. Define the variance Ξ be the stability evaluation index ,which is
Compute it under the different methods respectively, we find that the variance of proportional delay to 0.5 in improved predictive controller and M/G/1/∞ predictive controller is 40.18% and 57.4% of which in PI controller. This means the predictive controller is more stable when the load changes. performance. There are two reasons for this. One is the load changes influence waiting queue length first, and then this leads to the delay changes observed which exists delay. The other is the refreshed controller output works in the next sample time, while both the predictive controllers adjust the quota early.
4. Finally, compared how they adjust the thread quota when load changes in Figure 7b and 7c. Because of the limitation of PK formula, it takes a long time to adjust the quota to the steady state in Figure 7b . But the improved predictive controller can complete the The Research of QoS Approach in Web Servers 645 procedure in just "one step".
Conclusion and Future Work
The paper first presents a general Web QoS architecture, and then analyzed the defects of two traditional differentiated methods by experimental results. Finally, based on the queue length observer and parameter regression, improved predictive controller is proposed and produces a much better performance in real-time and stability.
But there are still some problems. For example, if the parameters b and d obtained online, it will be more accurate to the Web model. Meanwhile, the paper only talked about the static requests and is not compatible to the dynamic loads. In the future, we should also break the local area network, and take the network congestion into account.
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