In this paper we explore the connection between diffusion maps and signal processing on graphs. We aim to create a common terminology for both approaches and formulate the diffusion map interpretation of operations developed for signal processing. In particular we show the advantages of using the transition matrix of a Markov chain defined on the graph as the graph shift operator in the signal processing on graphs framework.
I. INTRODUCTION
Recent years have seen a huge increase in available data sets. This includes data collected from networks, such as social networks or epidemiology networks, as well as large sets of images, digits and more. The size of a data set depends both on the number of data elements (points) in the set, and on the number of features used to describe each element. We denote the number of features as M . Each element can be represented as a vector of features in R M . However, the data elements usually reside on a manifold of much lower dimension. In other words, each element can often be quantified by a few independent parameters.
A popular way to describe a data set is by using a weighted graph, where the weights are determined according to some similarity measure between the data elements. Consider a data set of images of written digits, e.g. the MNIST data set [1] . Each data element is an image of a digit, and is represented as a node. The similarity between two images is modeled as edges. In the context of social networks, each user is a node in the graph, and the relationships between users are modeled as edges [2] . The relationship can be for example friendship or collaboration. This is an effective means of modeling underlying geometry 1 of data. Using this methodology any data set can be modeled as a weighted graph, so long as the data elements are represented as a vector of features in R M , M > 0, and some similarity measure between data elements is defined.
Two main approaches to data representation by graphs exist. The first determines the weights of the graph using a symmetric and nonnegative similarity measure (e.g. L2 distance). We note that restricting the weights to be non-negative is common practice. It is justified due to the fact that the weight of an edge is a measure of similarity between the nodes it connects, and a zero weight corresponds to no edge existing between the nodes. This approach represents data as a weighted undirected graph since in undirected graphs the similarity between each two nodes is symmetric. The second method allows for the use of any similarity measure, including non symmetric measures (e.g. KL-divergence). This approach represents data by either directed or undirected graphs. A directed graph is a graph possessing directed edges, causing the relationship between nodes to be non-symmetric.
In recent years there has been increasing interest in the use of traditional signal processing methods and operations (such as shifts, filtering, sampling and interpolation) on signals defined over graphs [4] , [5] , [6] , [7] , [16] , [9] . A graph signal is a mapping from each node in the graph to a scalar. If the signal is smooth, then similar values are defined on neighboring nodes. Consider for example a graph representing the MNIST data set. Each node represents a single handwritten digit and is connected by an edge to similar images according to some similarity measure. A signal on this graph may be a mapping between each element (image) and a value from the set {0, 1}. A node representing an image of the digit 4 will be mapped to the value 1. All other nodes will be mapped to the value 0. Assuming we used a good similarity measure, neighboring nodes should represent images of the same digit, and thus the graph signal is smooth.
Some works in signal processing on graphs represent data as a weighted undirected graph with non-negative weights [7] . This approach allows to build upon results in spectral graph theory [8] .
Other works choose neither to restrict the graph to be undirected nor to restrict the weights to be non-negative [9] . This approach relies on algebraic signal processing theory.
Similar to signal processing on graphs, diffusion maps [3] use graphs as a representation for data. The graphs used are weighted and undirected with non-negative weights. The main goals of diffusion maps include dimensional reduction and understanding the underlying process that generated the data. Diffusion maps introduce a geometry preserving embedding of the nodes of the graph, wherein the nodes are embedded as a cloud of points in a Euclidean space.
Signal processing on graphs and diffusion maps were developed with different objectives in mind. The goal of signal processing on graphs is to process a graph signal, while the diffusion maps framework has no notion of signals defined on a graph. Despite this, the diffusion map embedding lends itself naturally to operations defined in the field of signal processing on graphs. In this work we explore relationships between these two frameworks: Diffusion maps and signal processing on graphs.
Our contributions are as follows. First, we present several advantages to using the diffusion map embedding for operations defined in the field of signal processing on graphs. For instance, we show that a function on a node of the graph is equivalent to a function on the embedding, allowing to process the graph signal in a Euclidean space where the L2 distances preserve the local geometry of the graph. Second, we explain existing operations for signal processing on graphs from a diffusion map point of view, with the goal of creating a common language. This paper is organized as follows. Sections II and III contain summaries of the diffusion maps [3] and signal processing on graphs frameworks, respectively. Section IV presents advantages to incorporating ideas from diffusion maps into signal processing on graphs and explains basic operations in signal processing on graphs from a purely "diffusion map" point of view.
II. DIFFUSION MAPS

A. From Data Sets to Graphs
A graph is denoted as G = V, E where V is the set of nodes and E is the set of edges. For weighted graphs we denote the affinity matrix containing edge weights as W. A graph can be directed or undirected. In a directed graph each edge originates at some node vi 978-1-5386-1565-2/17/$31.00 c 2017 IEEE 2017 INTERNATIONAL CONFERENCE ON SAMPLING THEORY AND APPLICATIONS (SAMPTA) and terminates at some node vj. In this case the edge is an ordered pair of nodes (vi, vj) ∈ E. The weight of the edge is Wi,j. An edge originating at node vj and terminating at node vi may be weighted differently or may not exist at all. The lack of an edge between two nodes vi and vj is expressed by setting the weight Wi,j to 0. In an undirected graph the edges are bidirectional. This leads to the matrix W being restricted to symmetric matrices. For this reason we say that in undirected graphs the similarity between each two nodes is symmetric. An edge between nodes vi and vj in an undirected graph is denoted as {vi, vj} ∈ E.
Let X = {x1, . . . , xN } be some data set containing N data elements. The diffusion maps framework suggests this set can be represented as a weighted undirected graph with non-negative weights. The graph will have N nodes, where each node vi represents one element xi. The weight of each edge in the graph is determined using a kernel k : X × X → R, such that k is symmetric and nonnegative (i.e., for xi, xj ∈ X : k (xi, xj) = k (xj, xi) ≥ 0). The affinity matrix W is a symmetric matrix where Wi,j = k (xi, xj). There are many possible choices for the kernel which is typically application dependent.
Consider a data set of temperature measurements taken once a day (over an extended period of time) by 150 sensors placed in known locations around the US [9] . This data set has 150 data elements, corresponding to 150 sensors. A graph representing this set will have 150 nodes, where each node vi corresponds to a single sensor xi. If the temperature measured at sensor xi is an indication of the temperature we expect to measure at sensor xj then we would like the nodes corresponding to these sensors to be connected by an edge, i.e., {vi, vj} ∈ E. It is a fair assumption that temperatures measured by sensors in close proximity to each other are similar. However, the temperature measured by distant sensors are neither necessarily similar nor necessarily different. So we only want sensors located in geographical proximity to each other to be connected by an edge. For this reason a Gaussian kernel may be a good choice to determine the weight of each edge.
The degree of node vi is defined as d (vi) = N j=1 Wi,j. The Markov matrix defined on G is given by
where D is the diagonal matrix such that Di,i = d (vi). The elements of P can be interpreted as transition probabilities encoding the pairwise relationship between pairs of nodes in the graph (as they are proportional to the elements of W). Consider the matrix P t . The ijth entry of matrix P t contains the transition probabilities from vi to vj in t time steps, or, in other words, taking into account the transition probabilities of all length t paths originating at vi and concluding at vj. Similar to P, P t also encodes the relationship between pairs of data elements, this time at a higher scale (taking into account all length t paths and not just immediate neighbors). Therefore powers of the Markov matrix reveal geometric properties of the data set at different scales.
We once again consider the MNIST data set which consists of 60000 training images and 10000 test images. From the training set we randomly select 500 images of each digit and construct a graph G = V, E to represent the reduced data set of 5000 selected images of handwritten digits. Digit i is represented by nodes {v500i+1, . . . , v 500(i+1) }. We choose a suitable kernel k with the goals of differentiating between different digits while keeping the number of edges small. The Markov matrix and powers of the Markov matrix for this example are depicted in Fig. 1 . The Markov matrix P is a sparse matrix containing values other than 0 only in entries that correspond to edges of the graph. The ijth entry of matrix P t is high if and only if there is a high probability of transition between node vi and vj in t steps. It is clear from Fig. 1 that there is a high probability of transition in t = 2, . . . , 12 steps between nodes that represent images of the same digit and a low probability of transition between nodes that represent images of different digits. In other words, powers t = 2, . . . , 12 of the Markov matrix reflect the clusters of the data set.
For large values of t, such as t = 1024, the probability to transition to any node in t steps does not depend on the node of origin.
B. Diffusion Maps
Coifman and Lafon [3] present an alternative representation for each node of a weighted undirected graph (each element of a data set) as a vector of up to N − 1 coordinates. This representation depends on the nonconstant eigenvectors of the Markov matrix.
As the graph is undirected, it follows that the affinity matrix W is symmetric. Denote the set of eigenvectors of P as {ψi} N i=1 , with corresponding eigenvalues {λi} N i=1 . A family of diffusion maps {Ψt} t∈N is defined as follows
where t is the scale parameter. The set of vectors Ψt = {Ψt (i)} N i=1 is the diffusion map for parameter t. Each vector Ψt (i) is an embedding of node vi in a Euclidean space, and every coordinate in Ψt (i) is called a diffusion coordinate. We note that λ t 1 ψ1 (i) is not a diffusion coordinate. It is clear from (2) that at scale t = 0 the diffusion embedding vectors depend only upon the eigenvectors and not the eigenvalues.
The diffusion distance D 2 t (vi, vj) is defined as [3] , [10]
where φ0 is the leading left eigenvector of the Markov matrix. It can be proven that
(4) Equation (4) shows that under the diffusion map embedding, nodes that can transition from one to the other with a high probability, are given close (in the L2 sense) diffusion embedding vectors. Therefore, the diffusion map embedding preserves the local geometry of the graph. As is clear from (4), the diffusion distance depends on the powers of the Markov matrix, i.e. geometry of the graph. The diffusion map is an embedding of vectors in a Euclidean space where the distance between each two vectors is the diffusion distance. Thus we say that the diffusion map Ψt preserves the geometry of the graph at scale t.
Diffusion maps are often used for dimensionality reduction. An important property of the Markov matrix is that the magnitude of the eigenvalues of the Markov matrix satisfies |λi| ≤ 1, i = 1, . . . N.
The diffusion distance can be written as
A consequence of (5) and (6) is that when reducing the dimension of the diffusion map embedding (for a known t) the entries of Ψt (i) with the largest magnitude eigenvalues should be preserved. Removing the diffusion coordinates associated with the smallest magnitude eigenvalues will not greatly effect D 2 t (vi, vj) for t > 0. This dimension reduction is equivalent to discarding the eigenvectors with smallest eigenvalues. We once again consider the reduced MNIST data set. We choose a suitable kernel k with the goals of differentiating between different digits while keeping the number of edges small. Figure 2 depicts the diffusion distances between each two nodes in the graph. We use the first 100 entries of Ψt (i) for each node vi, at scales t = 0, 4, 8, 12. It is clear from Fig. 2 that the diffusion distances between two nodes in the same cluster (two nodes representing images of the same digit) are lower than the diffusion distances between two nodes in different clusters.
Diffusion maps have been used in many applications. Besides dimension reduction and manifold learning, the spectral regression framework of Keller and Gur [10] was meant to target the sensor localization problem, but easily extends to semi-supervised learning. Diffusion maps were also used for data fusion [11] , Hierarchical clustering [12] , and more. There are also existing applications of diffusion maps to signal processing [13] .
III. SIGNAL PROCESSING ON GRAPHS
As in diffusion maps, in the field of signal processing on graphs a data set is represented by a graph. Some works use a weighted undirected graph with non-negative weights, while others use more general graphs having either directed or undirected edges. The weighted adjacency matrix A contains information on pairwise relationships in the graph. When nodes vi and vj are not adjacent (i.e. not connected by an edge), Ai,j = 0. Otherwise Ai,j contains the weight of an edge originating at node vi and terminating at node vj.
A graph signal is a mapping from each node vi to a real or complex scalar value si. Returning to the example of daily temperature measurements, each sensor xi (1 ≤ i ≤ N ) is represented as a node vi. The graph signal maps node vi to the temperature value measured at sensor xi, and can be represented as a vector of temperature measurements s = s1 · · · sN .
Signal processing on graphs strives to extend operations and results of signal processing to signals defined on a graph. In this section we present several basic operations defined in this field. In the next section we show the connection with diffusion maps.
Graph Shift: Many works in the field of signal processing on graphs introduce the graph shift operation as an alternative to the time shift operation in time series [9] , [6] , [4] . The graph shift operator is the weighted adjacency matrix A defined above. The graph shift operation is defined ass = As.
The neighborhood of node vi is the set of nodes such that Ni = {vj| (vj, vi) ∈ E}. Note that the graph shift operation redistributes the graph signal at each node according to its neighborhood.
Much like the time shift operation is the basic building block of a filter in the field of signal processing, the graph shift operation is used to describe a filter in the field of signal processing on graphs [9] .
Graph Filters: Sandryhaila and Moura [14] , [4] , [9] define a graph filter as a system H (·) whose input is a graph signal s and the output iss = H (s). Traditional signal processing inroduces LTI (linear, time-invariant) filters. Sandryhaila and Moura define linear shift invariant filters, and show that they are polynomials in the graph shift operator, i.e.
H (s) = h (A) s = h0I + h1A + · · · + hLA L s. (8) They then suggest the use of graph filters for data classification [14] . For this purpose they define the graph shift operator as the Markov matrix of the (possibly directed) graph.
Graph Fourier Transform: The graph Fourier transform (GFT) [9] is defined asŝ = V −1 s.
(9) If the graph shift is diagonalizable then V is the matrix containing in its columns the eigenvectors of the graph shift operator. Otherwise, V is the matrix containing in its columns the generalized eigenvectors of the graph shift operator. The termŝ is the spectrum of the graph signal. The inverse graph Fourier transform (IGFT) is then s = Vŝ.
The graph Fourier transform can be interpreted as a generalization of the Fourier transform. When the graph represents a periodic time series, the weighted adjacency matrix is circulant and thus the matrix containing its eigenvectors is the DFT matrix.
A K-bandlimited graph signal is a graph signal that has in its spectrum at most K nonzero elements [16] .
IV. DIFFUSION MAPS AND SIGNAL PROCESSING ON GRAPHS
We focus on weighted undirected graphs with non-negative weights. Such graphs have symmetric affinity matrices with nonnegative entries. Similar constraints were used in [7] . In general graph weights are very often modeled as nonnegative [15] . We propose to use the Markov matrix defined in (1) as the graph shift operator. Under this definition, the graph shift operation will redistribute the graph signal according to the transition probabilities of a Markov chain defined on the graph. For node vi, the shift operation will result in N m=1 p (vi|vm) sm. 
INTERNATIONAL CONFERENCE
A. Advantages of the Markov matrix as the Shift Operator
The first advantage to our suggested definition of the graph shift operator is the ability to define a graph signal as a function over the diffusion embedding vectors instead of a function over the nodes of a graph. Of course, this can be done for the eigenvectors of any matrix A. However, the diffusion map embedding preserves the local geometry of the graph. Closely connected nodes in the graph have close (in the L2 sense) diffusion embedding vectors. This can be seen in Fig. 2 . Usually the actual distance between far apart data elements is meaningless [3] , so an embedding that preserves the local geometry is a good representation of the data set (provided that the graph is a good representation of the data set). This allows us to dispose of the graph and view the graph signal as a mapping from the set of diffusion embedding vectors. Assuming the graph signal is smooth, close diffusion embedding vectors (in the L2 sense) will be mapped to similar real or complex scalar values.
One notable property of the Markov matrix is that it is diagonalizable for a finite data set. This is not necessarily true for a general shift operator A. The normalized graph Laplacian is defined as
(11) where IN is the N × N identity matrix. This is a symmetric positive semi-definite matrix. It is easy to see D − 1 2 LD 1 2 = IN −P. Thus, the normalized graph Laplacian is similar to IN − P and consequently, the Markov matrix is diagonalizable.
Another helpful property of the Markov matrix is that the inverse of the matrix of eigenvectors of the Markov matrix is easy to compute. The following identities are easily proven
where U is the matrix containing in its columns the eigenvectors of the normalized graph Laplacian,Λ is the diagonal matrix containing the eigenvalues of the normalized graph Laplacian and Λ is the diagonal matrix containing the eigenvalues of the Markov matrix.
For data sets where it is feasible to compute the graph's eigendecomposition, these last two properties of the Markov matrix are useful. As the weighted adjacency matrix is diagonalizable there is no need to use the Jordan eigenbasis. Also, our suggested choice for the graph shift operator makes it easy to compute the GFT since
When using the Markov matrix as the graph shift operator, we can use the dimensionality reduction suggested by Coifman and Lafon [3] . In Section II-B we showed that this dimension reduction is equivalent to discarding the eigenvectors with smallest magnitude eigenvalues. The conclusion is that a lot of the geometry of the graph is contained in the leading (nonconstant) eigenvectors of the Markov matrix. This means it makes sense to look at bandlimited graph signals as an approximation for the graph signal when the graph shift operator is the Markov matrix. Bandlimited graph signals are the focus of many works, including [5] , [16] .
The last advantage we present for the our suggested definition of the graph shift operator concerns clustering. We know from the diffusion map framework that running the Markov chain forward in time reveals clusters of the data set (see Fig. 1 ). We can think of a cluster as a set of nodes C ⊂ V where there is a low probability of transition from any node vi ∈ C to any node vj that is not contained in the set C in t steps. The value of the ijth element of P t is high when vi and vj belong to the same cluster, and low otherwise. For
It follows that the shifted version of the graph signals = P t s contains information on clusters in the data set.
B. Diffusion Map Interpretation of Operations in Signal Processing on Graphs
In this section we give a brief review of the diffusion map interpretation of operations defined in the field of signal processing on graphs when the affinity matrix is symmetric with non-negative entries and the graph shift operator is the Markov matrix P as defined in (1) .
The diffusion maps framework defines an embedding for the nodes of the graph with a time-scale parameter t. The graph shift operation is strongly related to shifting the time-scale parameter. For convenience we define Ψt as the matrix where row i is 1 Ψt (i) T . We then have
Thus the graph shift operation can be interpreted as a shift in the family of embeddings, for example from {Ψ0} to {ΨT }.
A linear shift invariant graph filter is defined as follows
This can be expressed as
The graph filter looks at several scales of diffusion embeddings. Thus, the output considers the pairwise relationship between nodes in the graph at several scales.
C. Diffusion Maps Methods for Signal Processing on Graphs
One of the main advantages to defining the graph shift operator as the Markov matrix is the ability to use results and methods presented in the diffusion maps framework, and adjust them for signal processing on graphs. In this section we use the spectral regression scheme of Keller and Gur [10] to address the problem of semisupervised learning of graph signals.
Semi-supervised learning of graph signals is a problem wherein a data set is modeled as a graph. Part of the graph signal s is known a-priori, and the goal is to recover the unknown portion of the graph signal (the unknown entries of s). This problem can be viewed as interpolation of the graph signal. In the following we assume L entries of s are known a-priori. We return to the example of the data set of temperature measurements. In a semi-supervised learning problem the temperature at L sensors are known, and the goal is to recover the temperature measurements at the remaining 150 − L sensors.
One method to solve the problem of semi-supervised learning of graph signals, when the shift operator is the Markov matrix, uses the spectral regression framework presented by Keller and Gur [10] . The data set is represented by a graph constructed as in Section II-A. The weight of the edges are computed using some symmetric, nonnegative kernel, for instance, the Gaussian kernel
The Gaussian kernel (among other possible kernels such as the Radial Basis Function kernel) depends on the bandwidth σ. Using several different bandwidths σ1, . . . , σM will result in M symmetric affinity matrices W1, . . . , WM . Each of these matrices leads to a unique Markov matrix P1, . . . , PM .
We have previously shown that graph signals may be seen as a function on the diffusion embedding vectors. From the IGFT we know the function is linear. When considering the graph signal to be a function on the diffusion embedding vectors at scale t = 0, the spectral regression solver can be used to recover graph signals through L1 regression.
i is the ith eigenvector of the mth Markov matrix. We can rewrite (16) as
(17) It is easy to reduce the dimension of each diffusion embedding vector if we choose to. This reduction corresponds to computing the leading nonconstant eigenvectors for each of the M Markov matrices, resulting in ψ 1 1 · · · ψ 1 K+1 · · · ψ M 1 · · · ψ M K+1 y = s (18) where K is the number of nonconstant eigenvectors computed.
We arrive at a set of N equations. As L entries of the vector s are known a-priori, we can focus on L equations with M (K + 1) unknowns. Denote M as the set of indices of nodes for which the graph signal is known a-priori. We further denoteψ m k and sM as the eigenvector ψ m k sampled at indices M and the graph signal s sampled at indices M respectively. Then, the remaining signal entries are found by solving (19) Spectral regression solves an optimization problem with the goal of finding the sparse vector y that best explains the known portion of the graph signal. Once this is found, the graph signal can be recovered according to (18) . For more information on spectral regression we refer the reader to [10] . An important conclusion is that when the kernel depends on some parameter, there is no need to choose a single value. Choosing several values may be beneficial.
While the sampling theorem of [16] can also be used for semisupervised learning of graph signals, we note that the method presented in this section predated [16] and analyzes several possible embeddings of the data at once. In addition, the magnitudes of the eigenvalues of the Markov matrix are bound by 1 and are known to decay to 0. No such guaranty exists with a general matrix.
V. CONCLUSION
The field of signal processing on graphs is a relatively new area of study. Signal Processing on graphs strives to generalize definitions and operations from signal processing to data represented by a graph. One such operation is the graph shift operation, designed to replace the time shift operation. In this paper we show that when defining the graph shift operator to be the Markov matrix, the framework of signal processing on graphs is strongly related to the diffusion map framework. We present some advantages that stem from such a definition and the diffusion map interpretation of operations defined in the field of signal processing on graphs.
