Accurate timestamping with 1 µs precision is required by power system monitoring and control equipment, including: Phase Measurement Units (PMU) for real-time measurement and control; travelling wave detectors for fault location, protection and control; and sample value measurement techniques associated with the IEC 61850 process bus. The conventional way of achieving this is to transmit 1-PPS or IRIG-B timing signals using dedicated cables but such an approach is expensive and difficult to update as secondary control systems evolve. IEEE 1588 precision time protocol (PTP) allows the transmission of time information with submicrosecond accuracy in an Ethernet network. However, a comprehensive study is required to enhance the confidence of the power industry in using PTP in present and future IEC 61850 based substations. This paper delivers a design and experimental validation of the real-time time synchronisation characteristics achievable with IEEE 1588. Several factors which can potentially affect the synchronisation accuracy in delivering a time reference from the master clocks to the end devices during both steady-state and transient changes were investigated. The objective is to increase the understanding of the real-time performance of a complete IEEE 1588 timing system applied in transmission substations, and identify the limitations of commercially-available devices.
INTRODUCTION
Time synchronisation is essential to align the measurement processes associated with an event that happened in a power system; for example, it is needed to maintain the correct operation of wide area protection and control or other applications that utilise data from two or more measurement points. Phase measurement units (PMU), travelling wave fault locators, and more recently sample values (SVs) for use with the process bus in IEC 61850 based substations require time accuracy in the sub microsecond region. For instance, the IEEE C37.118 standard defines a maximum allowable Total Vector Error (TVE) for synchrophasors in PMU applications as 1% which combines all error sources including magnitude, angle and time [1] . A 0.01 radian phase error will result in 1% TVE by itself and lead to a time error of 31.8 µs at 50 Hz or 26.5 µs at 60 Hz systems. If only 20% error budget is assigned to time synchronisation, 5 to 6 µs timing precision is required [2] . The design goal for a fault location detector is a location precision of 200 m which translates to about 1 µs in timing accuracy [3] . IEC 61850-9-2 Light Edition (9-2LE) also specifies 1 µs time stamping accuracy for synchronising Merging Units (MUs) [4] .
The performance of power system applications due to inadequate timing accuracy have been widely studied. Authors in [5] investigated the effect of synchronisation errors on transformer differential protection. The impact of time deviation on synchrophasor-based wide area monitoring, protection and control (WAMPAC) was studied in [6] . The vulnerability of a WAMPAC system due to malicious time synchronisation spoofing attacks was analysed in [7] .
For accurate timing in substations, Global Positioning System (GPS) receivers have been used since the early 1990's to obtain precise time information [8] . Manufacturers of GPS receivers for use in substations always claim an accuracy within ± 100 ns, however, the performance of these receivers relies on the quality of the internal oscillator and the visibility of the satellites. The GPS signal power at a receiver is typically -160 dBW; therefore, it is vulnerable to radio frequency interferences such as multipath due to reflections or diffractions experienced when the satellites are at low-elevation angles, or cyber-attacks caused by the deliberate or inadvertent jamming or spoofing of the satellite signals. To address this, other types of Global Navigation Satellite Systems (GNSS), i.e. GLONASS (Russia), Galileo (European Union) and BeiDou (China) are now being used in a single receiver to increase the overall satellite signal accuracy and availability [9] .
1-PPS, the IRIG-B time code or more recently PTP are three options used for disseminating time with 1 µs precision to intelligent electronic devices (IEDs) [10] . 1-PPS and IRIG-B are well-established techniques, but require dedicated cables to distribute the time signals. A substation control room is often a few hundred meters away from outdoor cubicles in a large open-air substation. A large number of copper cables or optic fibres need to be deployed. 1-PPS and IRIG-B cannot automatically compensate the propagation delay; in copper and fibre cables this is approximately 5 ns/m which results in a delay of 1 µs for a 200 m cable [10] . The compensation of propagation delay demands considerable effort during installation and maintenance, especially in large substations.
IEEE 1588-2008, known as "PTPv2", is a networked timing method which achieves sub-microsecond accuracy with the aid of hardware time stamping techniques [11] . It uses bidirectional communication methods so the propagation delay is computed and compensated. Compared to other timing options, PTP [13] .
Various "profiles" have been introduced to allow PTP to be used across different engineering disciplines with minimum parameter settings. IEEE C37.238-2011 (Power Profile v1) was developed to satisfy the timing requirement of power system applications [14] . The first version was released in 2011, and it has now been revised and split into two standards: IEEE C37.238-2017 (Power Profile v2) [15] and IEC 61850-9-3: 2016 [16] . IEC 61850-9-3, which is called the "Base Profile", is the subset of IEEE 1588-2008 Annex F and Annex J.4 when clocks are singly attached. It also includes the redundant options for doubly attached clocks, which is compliant with IEC 62439-3:2016 Annex A [17] . Power Profile v2 extends the capabilities of IEC 61850-9-3 by providing additional features such as time inaccuracy reporting and extended support for IRIG-B converters.
This paper evaluates the real-time timing performance of IEEE 1588 for future transmission substations. The work extends the activities described in an earlier paper [18] . The main contributions of this paper are listed as follows: The rest of the paper is organised as follows. Section 2 presents the theory behind IEEE 1588. The experimental setup and the selected test methods are described in section 3, the results obtained are discussed in section 4 and the conclusions are presented in section 5.
IEEE 1588 SYNCHRONISATION PRINCIPLE
IEEE 1588 establishes synchronisation based on a masterslave hierarchy. Slave clocks adjust the internal clocks to match with the master using the received synchronisation messages and include compensation of the propagation delay. Two delay measurement mechanisms are proposed in IEEE 1588-2008, namely End-to-End (E2E) and Peer-to-Peer (P2P), for measuring the propagation delay of the synchronisation messages [11] .
E2E utilises the message exchange between the master and the slaves (Delay Request-Response Mechanism); the propagation delay is derived from the round trip time. However, the forwarding and receiving messages may not follow the same path due to system topology changes, which potentially affects the synchronisation accuracy. One the other hand, P2P utilises Peer Delay Mechanism; the path delay between each two adjacent devices is measured independently, hence the delay measurement message sent from slave to master is not needed. IEEE C37.238 and IEC 61850-9-3 requires the mandatory use of P2P mechanism for time synchronisation in substation automation systems [14] [15] [16] . Fig. 1 describes the working principle of IEEE 1588 using P2P. The messages shown are categorized into two types, event and general messages, as defined in IEEE 1588-2008 [11] . Sync, Pdelay_Req and Pdelay_Resp are event messages, which require accurate hardware timestamping. General messages comprise of Follow_Up, Pdelay_Resp_Follow_Up, which are only used to carry information so timestamping is not required.
The calculation of the path delay between the master and the Transparent Clock (TC) is described as follows:
• The TC sends a Pdelay_Req message to the master and timestamps the message (ts1) on leaving the egress port. • When it receives the Pdelay_Req, the master generates a timestamp ts2 and a Pdelay_Resp message is prepared. • The master timestamps Pdelay_Resp (ts3) when it departs;
for one-step mode, the turnaround time (ts3 -ts2) is added to correction field of Pdelay_Resp, whilst for two-step. Pdelay_Resp_Follow_Up is applied. • Once Pdelay_Resp reaches the TC, a timestamp ts4 is issued. The path delay is calculated using (1) and the link delay between the slave and the TC, tlink_ts, using (2)
Based on the knowledge of peer delay, the propagation delay of the Sync message is measured as follows:
• When the Sync leaves the egress port of the master, a timestamp denoted as t1 is issued and placed with Sync (one-step) or Follow_Up (two-step) • When the Sync passes through the transparent clock, timestamp t2 and t3 are generated at the ingress and egress ports, respectively. The residence time (t3 -t2) together with the path delay, tlink_mt, are summed and added to the correction field (tcorrection) of Sync, or Follow_Up in the twostep mode. • When the slave receives the Sync message, it timestamps the incoming message at the ingress port as t4. tlink_ts is added to tcorrection of the Sync or Follow_Up (two-step) The time offset between slave and master can thus be derived from (3) and (4) . The slave clock adjusts its internal clocks based on toffset. 
EXPERIMENTAL SETUP AND METHODOLOGY
An IEEE 1588 testbed was built in accordance with the schematic diagram in Fig. 2 . Grandmaster A was equipped with an oven controlled crystal oscillator (OCXO) with GPS constellation access. It provided the most stable timing signals of all three clocks. Grandmaster B and C were both fitted with a temperature compensated crystal oscillator (TCXO) and featured multi-constellation receivers, i.e. they could receive GPS and GLONASS signals. Two Slave clocks, X and Y were built by two different manufactures and were configured to operate in slave-only mode during the experiment. The Local Area Network (LAN) cloud represents different network topologies formed by PTP compatible Ethernet switches. Switch H and M were supplied by the same manufacture, but Switch H is the latest version. All switches could be configured as either two-step Transparent Clocks (TCs) or Boundary Clocks (BCs). They can also be used as Redundancy Boxes (Redboxes) during PRP or HSR implementations. A traffic generator (impairment emulator) was also included to inject SV traffic at different transmit rates or to create impairment for specific packets. This is particularly important for stressing the network and for evaluating the synchronisation limit. IEC 61850-9-3 profile was used as the benchmark for the configuration.
All the Ordinary Clocks (OCs) had a maximum 100 Mb/s bandwidth with copper 100BASE-TX connections. Switch M had four copper 100BASE-TX connections and six 100BASE-FX optical interfaces. Switch H has the same port arrangement as Switch M, except for two optical interfaces which support 1000BASE-FX. In all cases, 1.5 m Cat 5e twisted pair Ethernet cables were used for connections between clocks and switches, and 5 m optical fibres with LC connectors were used between switches.
The synchronisation performance assessment described in the paper falls into two categories: steady-state (section 3.1 and 3.2) and transient (section 3.3 to 3.6). Each transient-state experiment was repeated many times and the results presented here is a typical example to illustrate the characteristics. The timing accuracy was evaluated by using a measurement server to compare the 1-PPS signal output between different clocks. All cables connected to the server were 1.5 m 50 W RG58 coaxial with BNC connectors. The description and accuracy validation of the server are described in [18] . The measurement error associated with the server was correctly calibrated by modifying its configuration settings.
The experiment was performed at room temperature; this corresponds to a measured ambient temperature of 20 °C to 25 °C. The temperature variation is considered acceptable and has minimal impact on synchronisation accuracy; this is because all the devices were equipped with either a TCXO or an OCXO.
Long Term Satellite Visibility and Synchronisation Accuracy based on Different Constellation Selections
The distance between a satellite and a receiver is obtained by measuring the signal delay. For achieving a global coverage, a minimum number of 4 satellites must be above the horizon at any time [19] . The greater the number of satellites seen by a receiver, the lower the possibilities of losing synchronisation and the higher the accuracy of positioning.
The experimental setup illustrated in Fig. 3 was used to first investigate the effect of constellation selection on satellite visibility. Three consecutive 24-hour measurements were carried out using the multi-GNSS receiver of Grandmaster B. It also acted as the grandmaster clock to synchronise Slave Y using PTP. The satellite status was monitored and the statistics were logged into the Monitoring PC.
The timing accuracy of receivers also depends on the algorithm they use to decode satellite signals. Although multi-GNSS receivers claim to have higher satellite visibility and utilisation rate, this does not prove the accuracy of synchronisation is enhanced by having more satellites in view. Hence, as shown in Fig. 3 , the 1-PPS output of Grandmaster B was connected to the measurement server as input. The reference 1-PPS was obtained from Grandmaster A, as it was equipped with a highly stable OCXO. The 1-PPS of slave Y was also measured against the reference. In all cases the antenna cable lengths and the propagation delays of 1-PPS signals were correctly compensated.
The experiment was started at 22:00, 23 rd June 2018 and finished at 22:00, 26 th June 2018. In the first 24-hour period, the GPS constellation was selected, followed by GLONASS for the next 24 hours and finally GPS+GLONASS.
Synchronisation Performance under Highly Redundant Ring Topologies
IEC 61850-90-4 introduces more advanced topologies for connecting the station bus and process bus in large scale transmission substations [20] . The timing accuracy of PTP under PRP coupled HSR (PRP-HSR) and RSTP coupled HSR (RSTP-HSR) are now discussed, as shown in Fig. 4 . The station bus and process bus can also be separated by interconnecting them using IEDs. However, this requires all IEDs to perform as either TCs or BCs, which is not yet supported by all vendors. PTP switch M with 100 Mb/s port interfaces were used for the process bus and PTP switch H with 1000 Mb/s interfaces were chosen for the station bus. Grandmaster A and B were located at the same station bus switch, and were selected as primary master and backup master, respectively. Slave X and Y were placed at the same process bus switch. In real substation systems, grandmaster clocks are often located at different locations and are connected to different switches. This increases reliability, but from an experimental perspective connecting them to the same location ensures a better comparison of the clock performance, which is especially important for the transient study described in section 3.6.
To investigate the impact of network traffic on timing accuracy, a traffic generator was connected to a process bus switch. It was configured to inject multicast SV traffic with a fixed size of 134 bytes and a speed of 80 Mb/s. The VLAN priority 4 was assigned to SV as specified in 9-2LE.
One of the main differences in IEC 61850-9-3 as compared with Power Profile v1, is the removal of the mandatory use of VLANs [21] . The original intention in using the VLAN field in Power Profile v1 was to separate different applications so the security and dependability can be improved and the priority field was aimed to improve the performance of PTP messages in terms of transmission latency, jitter, and loss rate under heavy network traffic conditions [22] . Therefore, it is important to know if the synchronisation accuracy will be deteriorated by SV traffic injection, when PTP loses the "protection" of VLAN priorities.
All the OCs were configured according to IEC 61850-9-3. Switches were configured as TCs. Each test was run for 1000 s. Two network loading conditions were compared: No traffic and 80% SV traffic. The synchronisation accuracy for the slave clocks were assessed by comparing their 1-PPS against the reference 1-PPS (Grandmaster A).
Synchronisation Capability under Excessive SV Traffic
To reduce the traffic level, multicast or VLAN filtering is often applied to specific switch ports so only relevant messages are forwarded. However, excessive network traffic conditions may occur due to bad network design or misconfiguration and too much traffic is likely to cause a loss of packets or a significant increase in latency. IEC 61850-9-3 PTP messages do not contain a VLAN priority tag, which means packet transmission is more likely to be affected by high priority traffic in a congested network.
In this section, the transfer latency and packet loss rate of Sync or Follow_Up messages under excessive SV traffic were first investigated. Grandmaster B was configured to transmit PTP messages without VLAN tags in two-step operation mode; these messages were injected into an Ethernet tap as shown in Fig. 5 . A network capture card installed in the host machine via a PICe slot was used for packets capture. The card obtained time of day information using Network Timing Protocol (NTP) from the host PC, and utilised 1-PPS from Grandmaster B for finely tuning its internal oscillator. The capture card could precisely timestamp the incoming packets with a resolution of 7.5 ns. By using the capture card and the Ethernet tap, two network streams containing the same set of PTP messages but with different arrival times can be captured. The copied PTP message is captured directly, whilst the second stream is passed through the SV loaded switch before being captured. The transfer latency was evaluated by calculating the difference between the timestamps (t2 -t1) for two PTP messages having the same sequence number.
A traffic generator injected three levels of background SV traffic (100 Mb/s. 150 Mb/s and 200 Mb/s) into Switch M and three SV priorities were chosen (4, 6, and 7) to investigate if PTP transmission would be affected by SV prioritisations. 1000 Sync and Follow_Up messages were logged for computing the transfer latency and the packet loss rate.
The real-time synchronisation accuracy of Slave clocks under excessive SV traffic conditions is also examined in this section. The experimental setup is depicted in Fig. 6 . Grandmaster B was configured to transmit two-step PTP messages (no VLANs) to slave clocks via switch M. SV traffic was injected at 100 Mb/s. 150 Mb/s and 200 Mb/s to be consistent with the previous test.
Impact of PTP Traffic from Multiple Time Domains
A PTP domain defines a set of PTP devices in a logical group where the OCs, TCs and BCs synchronise to other devices within the same domain. PTP v2 allows the existence of PTP devices belonging to multiple domains in the same network where the operation and time scale in different domains are independent [11] . The default domain number for Power Profile v1 is 0, whilst IEC 61850-9-3 and Power Profile v2 specify 93 and 254 as the domain number, respectively [15] [16] .
A PTP compatible switch can support multiple domain operations, and is able to process PTP messages and quickly forward them to the correct destination. PTP switches which cannot correctly handle PTP traffic, will result in a loss of PTP messages and affect the synchronisation accuracy. The previous study investigated the performance limit of a PTP network under excessive PTP traffic within a single time domain [18] . However, the capability of a TC to process message from multiple domains was not addressed.
The test setup is shown in Fig. 7 . Grandmaster A was configured to transmit PTP message in domain 0 with default transmit rate (1 message/s for Sync, Announce and Pdelay_Req), whilst Grandmaster B and C were configured to have PTP message in domain 254 and 93 respectively. However, to create excessive PTP traffic, the Sync transmit interval of Grandmaster B and C varied during the experiment. The available setting for Grandmaster B and C were 2 x where x had range from -7 to 4. Hence, the maximum Sync transmit rate of Grandmaster B and C was 128 Sync/s. Slave X and Y were configured to domain 0 so they only synchronised to Grandmaster A. The test was run for multiple repetitions following the same procedure. The Sync transmit rate of increased for every test repetition. Once the maximum transmit rate (128 Sync/s) of Grandmaster B was reached, Grandmaster C began to increase its Sync message rate. Switch H and M were both tested and their performance were compared.
Slave Clock Characteristics during Follow_Up Message Delay
Sync messages are timestamped when they enter or depart from a PTP device. The timestamp data is either encapsulated in the Sync message (one-step) or in a second message called the Follow_Up (two-step). Due to the network traffic or unexpected contingencies, Follow_Up may experience longer transfer time than its Sync pair. For example, if a 134 byte SV frame is being transmitted in front of a Follow_Up message, it will result in approximately 10.72 µs delay at 100 Mb/s bandwidth. Likewise, a 1530 byte frame will result in approximately 122 µs extra delay. In a large substation with dozens of hops, the arrival time difference between a Sync and its Follow_Up message can be a few milliseconds in the worst case scenario. Hence, the experiments in this section investigate the transient behaviours of slave clocks if the Follow_Up arrives significantly later than its Sync message pair.
As shown in Fig. 8 , a traffic impairment emulator was deployed to filter out the Follow_Up packets from Grandmaster A. Time delays were then deliberately added to all Follow_Up messages and the rest of the packets were unimpaired. All packets were merged and sent from the other port. The delay insertion was increased in steps of 5 ms. Note: The product specification states the error of the inserted delay was within ± 2560 ns, hence the errors caused by the emulator can be neglected.
During this test only Follow_Up impairment in the two-step operation mode was considered. Deliberate insertion of time delay on Sync messages in two-step mode will make Follow_Up messages arrive early than their Sync pair which violates the principle of peer delay measurement and causes loss of synchronisation. Insertion of time delay in one-step Sync messages will directly result in synchronisation errors as the Sync latency caused by the emulator is invisible to peer delay measurement so the delay cannot be measured precisely.
Fault Tolerance Assessment of Highly Redundant System Architecture Due to Communication Link Loss
The reliability of a timing system is important since it must ensure all time critical protection and control applications operate correctly. In this section, the transient characteristics of slave clocks on the communication link loss are discussed. Two architectures, PRP coupled HSR and RSTP coupled HSR were Fig. 7 . Synchronisation performance under multi-domain PTP traffic. Fig. 8 . Investigation on the impact of Follow_Up Delay on PTP synchronisation performance assessed as illustrated in Fig. 4 . Grandmaster B and C used the GPS+GLONASS constellation, and were configured as the primary and backup master, respectively. The experimental procedure was as follows: Slave clocks synchronised to the primary master (Grandmaster B) for 200 s; communication link between Grandmaster B and Switch H was immediately disconnected (Loss 1); a communication link on the station bus was then disconnected at 500 s (Loss 2); next, a communication link on the process bus was disconnected at 800 s (Loss 3); then, a communication link operating in the opposite direction on the process bus was disconnected at 1100 s (Loss 4); and finally, all communication links were restored at 1500 s.
RESULTS AND DISCUSSIONS

Long Term Satellite Visibility and synchronisation Accuracy based on Different Constellation Selections
Satellite visibility for GPS, GLONASS and GNSS during a 24-hour continuous measurement window is given in Fig. 9 (a) . It is observed that at least 4 satellites were utilised at all time when GPS or GPS+GLONASS (GNSS) constellations were selected. GLONASS had poorer visibility and sometimes the number of used satellite dropped below 4. An extreme situation occurred at 08:07, 23 rd June 2018 when information from only two GLONASS satellites were used by the receiver for approximately 30 seconds. The use of GNSS constellation significantly improved the overall satellite visibility by using more constellations. No less than 10 satellites were always available and used, and the number was roughly the summation of GPS and GLONASS, which satisfied our expectation.
The Satellite Trajectory plots for Grandmaster B under three constellation selections are illustrated in Fig. 10 . The hole in the north is because satellites do no orbit over the North Pole. GLONASS had smaller hole than GPS which supports the argument GLONASS has a better coverage than GPS at higher latitudes [9] . However, a notch was found missing on the GLONASS plot, which was probably caused by a tall building located on the northeast side of the antenna (Fig. 11 ). This resulted in a degradation in the signal strength, which prevented satellites in this direction being observed by the receiver. Although GPS satellites provided less coverage than GLONASS in northern latitudes, the overall signal strength was stronger, and consequently, GPS visibility was not significantly obstructed by the tall building. GNSS had the best coverage, as it absorbed the advantages of both GPS and GLONASS.
The time series 1-PPS offset based on three constellations are plotted in Fig. 9 (b) and more detailed statistics are summarised in Table I . During the tests it was noticed a fixed 1-PPS offset existed between Grandmaster A (reference) and Grandmaster B. This offset is believed to be related to different internal oscillator designs, giving the fact that the cable delay was correctly compensated. Note: similar phenomenon was also observed in paper [23] . In addition, although the number of used GLONASS satellites was less than 4 for extended periods during the 24 hour cycle, the receiver was able to hold synchronisation. Compared with individual GPS and GLONASS constellations, GNSS delivered the most stable 1-PPS output with a standard deviation of 16.928 ns. Regarding the mean offset, GLONASS presented a 93.867 ns difference relative to the reference 1-PPS. GPS showed the largest offset at 100.982 ns. As mentioned in section 3.1, the timing accuracy of receivers depends on the algorithm used to decode satellite signals. The results indicate Grandmaster B presented a deviation in timing for different constellations but the overall difference was small (less than 10 ns).
Two 1-PPS spikes (08:45 and 13:57) were observed in the GPS constellation; but no correlation was found between the Fig. 9 . Long term performance of satellite receivers of (a) satellite visibility and (b) synchronisation accuracy based on different constellation selections (with reference to Grandmaster A). spikes and the satellite conditions when the spikes occurred; i.e. there was no sudden change in the number of satellites or the signal strength at these periods. In addition, it was also confirmed that these spikes were not caused by deviations in the reference 1-PPS. Fig. 12 shows the 1-PPS offset of Grandmaster B and Slave Y in comparison with the reference. Slave Y was synchronised to Grandmaster B, i.e. its 1-PPS was tracking the change of Grandmaster B but as expected a small time delay was observed. If this offset was due to a sudden change in the accuracy of the reference, the spikes should be perfectly time aligned with each other. Therefore, the spikes observed in grandmaster B was more likely to be caused by multipath propagation resulting from signals received from satellites at low-elevation angle [9] .
Synchronisation Performance Under highly Redundant Ring Topologies
The synchronisation performance for both slave X and Y under PRP-HSR and RSTP-HSR is summarised in Table II . Both systems achieved an accuracy level within ± 1 µs. RSTP-HSR delivered a smaller mean offset compared with PRP-HSR, although their standard deviations were similar. In addition, 80 Mb/s multicast SV traffic had no influence on PTP synchronisation and no significant accuracy difference was found between slave X and Y.
Synchronisation Capability under Excessive SV Traffic
The transfer latency and packet loss rate of Sync and Follow_Up messages under various traffic levels and SV prioritisations are listed in Table III ; as a benchmark, the test cases without traffic injection are also included. When the SV priority was set to 4 or 6, it was observed neither the Sync nor Follow_Up messages were affected by excessive SV traffic. The Sync messages presented about 2 ms in terms of mean latency, which is approximately 2 ms less than the Follow_Up messages. The PTP switches used in this experiment were all two-step TCs in which PTP packets forwarding were achieved in software for manipulating the content. Therefore, PTP transfer time were significantly longer than other Ethernet messages such as SV and GOOSE (in microseconds). Packets were only dropped when SV traffic with priority 7 approached the wire speed (100 Mb/s), and the transmission latency of both Sync and Follow_Up were significantly prolonged to more than 500 ms. 24 % of the Sync messages were lost at 100 Mb/s traffic, which then increased with traffic injection and reached 59% at 200 Mb/s. Similarly, Follow_Up messages were also dropped under excessive traffic with priority 7, but the packet loss rate were much higher than Sync at the same traffic level.
This was an interesting observation, as the VLAN field for the PTP messages were disabled in Grandmaster B. According to the manufacture specification, inbound packets without Fig. 13 . Transient behaviours of (a) Slave X and (b) Slave Y under excessive SV traffic (with reference to Grandmaster B) VLAN were treated with priority 0 (Best Effort) by Switch M during switching. Hence, in theory, some Sync and Follow_Up messages will experience additional transfer delay during traffic injection, and some PTP messages will be dropped when the traffic level is above the link bandwidth as the buffer in the switch is occupied by SV. However, this situation only happened when the SV priority was set to 7. The previous study [18] found the IEEE 1588 timing system was not affected by excessive background SV traffic. The results in this section indicate that regardless of the VLAN settings PTP messages are treated with the highest priority by the chosen PTP switch. This is not defined in any profiles or standards and could be a vendor-specific implementation.
The real-time synchronisation performance of slave clocks under excessive SV traffic with priority 7 is shown in Fig. 13 . The results show both slave clocks maintained synchronisation at 100 Mb/s SV traffic even though some PTP messages were lost. It also indicates the PTP switch accurately measured the Sync latency even though the latency significantly increased. When 150 Mb/s traffic was injected, loss of synchronisation occurred and the slave clocks began to wander. However, they periodically dragged the delay offset back to a smaller value (as the zigzag shape shown on the figure). This is because some of the Sync/Follow_Up pairs were not dropped and the slave clocks could use them to regain synchronisation. Whereas, synchronisation was completely lost on both slave clocks with 200 Mb/s traffic injection. The results prove slave clocks had tolerance regarding PTP packet loss, and could hold synchronisation under some extreme traffic conditions. Slave clocks presented different synchronisation characteristics which is due to the design of their internal oscillators, and control algorithms [24] .
Impact of PTP Traffic from Different Time Domains
The synchronisation accuracy of slave X and Y under PTP traffic from multiple time domains is shown in Fig. 14 
Slave Clock Characteristics during Follow_Up Message Delay
The effect of Follow_Up delay on PTP timing for both Slave X and Y are illustrated in Fig. 15 (a) and (b) respectively. When the Sync transmit rate was one message per second, Slave X lost synchronisation when the Follow_Up delay reached 1005 ms. However, synchronisation loss of Slave Y occurred at a 405 ms Follow_Up delay. In comparison, at 2 Sync/s, Slave X started to wander when the delay reached 505 ms, whilst slave Y again lost synchronisation at 405 ms. Both slave clocks were desynchronised when a 205 ms delay was added to Follow_Up at 4 Sync/s.
A pattern was observed for Slave X; if the Sync interval was less than the delay being added to the follow up messages, synchronisation loss would occur. This is because slave X erased the "old" Sync message after the new one arrived. Therefore, when the impaired Follow_Up message arrived, it did not match the Sync message sequence number and was dropped. In contrast, Slave Y lost synchronisation when the Follow_Up delay impairment exceeded 400 ms during 1 Sync/ s and 2 Sync/s conditions. This infers that Slave Y only preserved the Sync messages for a maximum time of 400 ms. Results indicated both slave clocks did not store the previously arrived Sync messages. Therefore, attention should be raised for two-step operation mode, especially when a network contains many hops or is extremely congested, which results in a significant delay for the Follow_Up messages. Fig. 16 illustrates what happened during multiple communication link losses in highly redundant network topologies. It can be seen the BMCA transition at 200 s was smooth for both network topologies (Loss 1). When a single communication loss occurred in the station bus at 500s (Loss 2), PRP-HSR was able to hold the synchronisation smoothly, whilst RSTP-HSR presented a small "glitch" with a magnitude of around 50 ns. This was probably caused by incorrect calculation of some PTP messages latency during RSTP ring reconfiguration. Both networks were then able to maintain synchronisation during the loss of one communication link in the process bus HSR ring at 800 s (Loss 3). However, a +50 ns shift in 1-PPS was observed with RSTP-HSR and a -50 ns with PRP-HSR. When the second link loss occurred in the process bus ring (Loss 4), all slave clocks could not receive the PTP messages from a master clock and started free-running. Finally synchronisation was regained when the communication links were restored.
Fault Tolerance Assessment of Highly Redundant System Architecture Due to Communication Link Loss
CONCLUSION
This paper provided a design and testing guidance for using GNSS and IEEE 1588 time synchronisation systems in a transmission substation. Presented results have shown the multi-GNSS receiver combines the advantages of different constellation systems and offers a better satellite visibility and more reliable timing output. This is particularly important for satellite antennas with obstructed view of sky. PTP could meet the stringent ± 1 µs accuracy requirement with a significant margin under highly redundant substation architectures. It was identified that PTP messages were treated with the highest priority by the switches used in the test. In addition, although the operation of PTP in different domains are considered to be independent, the capability of a TC to process PTP messages is limited. Hence, synchronisation in one time domain can be affected by excessive PTP traffic from other domains. Delayed arrival of Follow_Up in the two-step operation mode would result in degradation of the timing accuracy if Follow_Up arrived significantly later than their Sync message pair. PRP-HSR and RSTP-HSR can cope with "N-3" contingencies without losing synchronisation.
The work presented here adds additional knowledge to IEEE 1588 synchronisation network operation, and provides a better understanding on its performance limitations. PTP is gradually gaining acceptance in IEC 61850 process bus applications and component-level tests such as those described in this paper are necessary to ensure the power industry is confident in applying this technology in future substations. 
