Abstract-In this paper, we consider linear-quadratic risksensitive mean field games (LQRSMFGs). Each agent strives to minimize an exponentiated integral quadratic cost or risksensitive cost function, which is coupled with other agents via a mean field term. By invoking the Nash certainty equivalence principle, we first obtain a robust decentralized control law for each agent to construct a mean field system. We then provide appropriate conditions under which the mean field system admits a unique deterministic function that approximates the mean field term with arbitrarily small error when the number of agents, say N , goes to infinity. We also show the closedloop system stability, and prove that the set of N robust decentralized control laws possesses an -Nash equilibrium property. Moreover, we show that can be taken to be arbitrarily close to zero as N → ∞, but our bound is weaker than its linear-quadratic mean field game (LQMFG) counterpart due to risk-sensitivity in the present case. Finally, we discuss two different limiting cases, and show that one of these is equivalent to the corresponding LQMFG.
I. INTRODUCTION
The problem of decentralized control of multi-agent systems has been studied extensively in recent years to analyze the dynamic behavior of agents under different performance criteria. Mean field games are known to be one such subclass, where there is a large number of agents who are coupled with each other through a mean field term that describes the average behavior of all the agents [1] - [3] . A variety of applications on mean field games were considered for engineering, economics, computer science, and social sciences; see [1] , [2] , [4] , [5] , and the references therein.
In mean field games, similar to other noncooperative games, the main objective is to obtain a characterization of Nash equilibria under the assumption of rationality for each player [3] . The complexity issue, however, is one to be dealt with, since it increases with the number of players and the dimension of the state space [6] . In addition to complexity, another issue arises because of the decentralized nature of the information available to each agent. That is, the agents may not share all the information, but have access to only local information [3] , [6] , [7] .
In [3] and [8] , the Nash certainty equivalence (NCE) principle was proposed for linear and nonlinear mean field games, respectively, to overcome these issues. More precisely, the mean field game was analyzed through two steps: 1) solving a single-agent optimal control problem by replacing the mean field coupling term with a known deterministic function, and 2) constructing a mean field system to estimate the mass behavior with this deterministic function. It was shown that under some conditions, the overall effect of each agent on the mass behavior can be captured by this deterministic function asymptotically when the number of agents, say N , becomes infinity. Moreover, the set of all agents' individual optimal control laws possesses an -Nash equilibrium property, where can be chosen to be arbitrarily close to zero as the number of agents, say N , becomes arbitrarily large. Similar results were obtained in [7] , [9] and [10] where a NCE-like methodology was used, but for different problem settings. Other classes of mean field games under the NCE principle were considered in [11] - [14] .
The class of risk-sensitive mean field games considered in [15] and [16] is different from those considered in [1] , [3] , [6] and [7] in the sense that the former involves an exponentiated integral cost. The one-agent version is the risk-sensitive control problem, which was first introduced in [17] to capture risk-averse behavior (see [18] and the references therein). In [17] , also the relationship of the LQ risk-sensitive control problem to a stochastic LQ zero-sum differential game was established. Later, the infinite-horizon risk-sensitive control problem was considered in [19] , and risk-sensitive differential nonzero-sum games were studied in [18] .
In this paper, we study linear-quadratic risk-sensitive mean field games (LQRSMFGs). In [15] and [16] , the general class of risk-sensitive mean field games was considered for the finite-horizon and uniform agent case. This paper extends those results to the infinite-horizon problem and the heterogeneous agent case. By invoking the NCE principle, we first obtain a robust decentralized control law for each agent to construct the mean field system. We then provide appropriate conditions under which the mean field system admits a unique deterministic fixed point that actually approximates the mean field term. Moreover, we analyze closed-loop system stability, and show the consistency between the fixed point and the mean field coupling when N goes to infinity.
We also discuss an -Nash equilibrium property of the set of N robust decentralized control laws, and show that can be picked to be arbitrarily close to zero as N → ∞, but our bound is weaker than its linear-quadratic mean field game (LQMFG) counterpart, due to risk sensitivity. Finally, we discuss two different limiting cases, and show that one of these is equivalent to the corresponding LQMFG in [7] .
The structure of the paper is as follows. We formulate the problem in Section II. The result of a single agent robust tracking problem is given in Section III. In Sections IV and V, we solve the LQRSMFG and provide the optimality anal-ysis of the decentralized control laws, respectively. Section VI discusses the two different limiting cases. A numerical example is provided in Section VII. We end the paper with the concluding remarks of Section VIII.
II. PROBLEM FORMULATION
The stochastic differential equation (SDE) describing the state of agent i, 1 ≤ i ≤ N , is given by
where x i ∈ R n is the state; u i ∈ R m is the control input; W i is a p-dimensional standard Brownian motion; µ > 0 is a noise intensity parameter; A i , B i , and D i are timeinvariant matrices with appropriate dimensions. The set of initial states {x i (0) : 1 ≤ i ≤ N } are independent, and have zero mean and given covariances. We also assume that {W i : 1 ≤ i ≤ N } are independent, and are also independent of {x i (0) :
In (1), A i , B i and D i are parameters of each agent's SDE that can be identical or different depending on the game at hand. We assume that the triplet
where Θ is the set of values of θ i . Note that θ i is a vector that stands for the ordered (A i , B i , D i ) with stacked column vectors.
Assumption 1: For the system parameters of the first N agents, it is assumed that we have the following empirical distribution:
where 1 {·} is the indicator function and θ i ≤ θ means componentwise inequality for the two vectors θ i and θ. We further assume that there is a probability distribution F (θ) such that F N (θ) converges weakly to F (θ) as N → ∞, i.e., lim N →∞ F N (θ) = F (θ), and the support of F (θ), Θ, is compact.
The risk-sensitive cost function for agent i is given by
where u −i := (u 1 , ..., u i−1 , u i+1 , ..., u N ), δ is a risk sensitive index, and
where z 2 S := z T Sz for some vector z and matrix S ≥ 0; Q ≥ 0; R > 0; and the coupling term, f N (t), interprets the average behavior (as measured by their states) of the first N agents, which can be written as
In this paper, we consider only the risk averse problem; hence δ > 0. We denote the disturbance attenuation parameter by γ := δ/2µ. The significance and relevance of this will be clarified in Section III. Let F t i be the σ-algebra generated by x i (s) for s ≤ t and F t := {F t i , 1 ≤ i ≤ N } be the σ-algebra generated by states of all agents for s ≤ t. We define the following two sets of admissible controls:
Notice that while the admissible control in U dec i is a function of agent i's local state information, the admissible control in U cen i is a function of full state information on all agents. Therefore, we have
. We call the former a set of decentralized controllers and the latter a set of centralized controllers.
We next introduce an approximate equilibrium solution for linear-quadratic risk-sensitive mean field games (LQRSMFGs) formulated in this section.
Definition 1: The set of controllers {u i ∈ U cen i , 1 ≤ i ≤ N } constitutes an -Nash equilibrium with respect to the cost functions {J
In what follows, we first obtain the robust decentralized controller for a single agent, and provide appropriate conditions under which the mean field term (4) can be approximated by the deterministic function with arbitrarily small error. We also provide the -Nash equilibrium property of the individual robust decentralized controller for the LQRSMFG in the large population regime, i.e., the case when N → ∞.
Remark 1: By applying the Taylor expansion to (2) , and letting δ → ∞, one arrives at the following risk-neutral cost function:
where c i (
. This is the cost function of the LQ mean field game considered in [7] .
III. ROBUST TRACKING CONTROL
We consider the SDE
and the risk-sensitive cost function
n is a known deterministic function in the set of n-dimensional continuous and bounded vector-valued functions on [0, ∞) with the norm g ∞ sup t≥0 g(t) where · denotes 2-norm of vectors. Note that C b n is a Banach space [3] . The minimization of (9) can be seen as a robust tracking problem with respect to the given reference signal g(t) [20] .
Theorem 1: Consider the risk-sensitive control problem with the SDE (8) and the cost function (9) . Suppose that (A, B) is controllable and (A, Q 1/2 ) is observable. Suppose that γ := δ/2µ is fixed such that with γ, there is a positive definite matrix P that solves the following generalized algebraic Riccati equation (GARE):
Then: (i) The robust tracking controller can be written as
where s(t) satisfies the following differential equation:
where
which can be written as
(iv) The minimum cost is
where Tr(·) is the trace operator.
Proof. Parts (i) and (iv) can be shown by solving the Hamilton-Jacobi-Bellman equation in [16] and [18] with the value function V (x, t) = x(t) 2 P (t,T ) + 2x T (t)s(t) + q(t), where P (t, T ) can be obtained by solving the Riccati differential equation in Chapter 4 of [20] , s(t) satisfies the differential equation in (12) , and q(t) satisfies the following differential equation:
Then the existence of the solution of (10) guarantees that there is no conjugate point of P (t, T ) for all t and T , which also implies that lim T →∞ P (t, T ) = P and part (iv) [20] . Part (ii) can be shown by using an argument as in [20] , since the robust tracking problem in this section is equivalent to the stochastic zero-sum differential game in [20] (see also [18] , [19] ). To prove part (iii), we first note that the solution of (12) can be written as
Then it is easy to show that s(0) in (iii) admits a unique function in C b n [3] , [7] . This completes the proof. Remark 2: (i) Define
Then by definition, if γ * is finite, for any γ > γ * , the GARE in (10) always has a positive definite solution P . The value of γ * is known as the optimum disturbance attenuation level of the H ∞ control problem, and any γ > γ * determines the level of the disturbance attenuation [20] .
(
IV. LINEAR-QUADRATIC RISK-SENSITIVE MEAN FIELD GAMES
In this section, we study the LQRSMFG in the large population regime. We address particularly the computation of the mean field coupling term with arbitrarily small error by invoking the Nash certainty equivalence principle in [3] .
A. Mean Field System
In this subsection, we construct a mean field system to arrive at the exact model of the mean field term in (4) in the large population regime.
We modify the optimum disturbance attenuation level in (14) for the continuum agent of θ ∈ Θ:
Letx θ (t) = E{x θ (t)}, and suppose γ > γ * θ is finite. By substituting the robust decentralized controller (11) with θ = θ i ∈ Θ into (1), and taking expectation, the resulting system can be written as
Now, by using (15) and the empirical distribution of the agents introduced in Assumption 1, the mean field system can be written as T (g)(t) =:
where dF (θ) denotes the measure induced by the distribution function F (θ). Note that in (15) and (16), we use θ instead of i to emphasize the point that we have a continuum of agents under the parameter set and its empirical distribution in Assumption 1. Further note that the operator (16) describes the average behavior of all the agents within Θ; hence it must be consistent with the mean field coupling term in (4) when N is sufficiently large.
Assumption 2: (i) (A(θ), B(θ)
) and (A(θ), Q 1/2 ) are controllable and observable, respectively, for all θ ∈ Θ.
(ii) γ * θ is finite and γ > γ * θ for all θ ∈ Θ. (iii) We have
Theorem 2: Suppose that Assumptions 1 and 2 hold. Then:
is the approximated mean field coupling term in (4).
Proof. Part (i) can be shown by following an argument similar to that in [7] . For part (ii), it can be shown that
Then by Assumption 2(iii) and the Banach fixed point theorem, we have the desired result.
B. Stabilization and Approximation Performance
The next theorem shows stability of the closed-loop system of (1) under the robust decentralized controller in (11) . We rewrite the robust decentralized controller in Theorem 1 for agent i:
where s i (t) is (13) with θ = θ i and under g * (t) in Theorem 2. We denote the system state under the decentralized controller in (17) by x * i (t). We also denote the mean field coupling term when each agent is under the robust decentralized controller in (17) by f * N . Theorem 3: Suppose that Assumptions 1 and 2 hold. Then, the individual closed-loop system is stable in the timeaverage sense:
Proof. We have the following relation:
T 1 (t)dt = 0. Moreover, by following an argument similar to that in [7] , there exists a constant M ≥ 0 such that
For the last part, note that
where Ξ i (0) = 0. Then, we know that Ξ i (t) is nondecreasing, and converges to Ξ i ≥ 0 as t → ∞, since G i is Hurwitz. Hence, T 3 (t) ≤ Tr(Ξ i ) for all t and lim sup T →∞
Finally, since Θ is compact by Assumption 1, we have the desired result.
We now show the consistency between g * (t) and the mean field term f * N (t) in the large population regime. Theorem 4: Suppose that Assumptions 1 and 2 hold. Then the following three results hold:
Proof. Consider the relation
Let e * i (t) = x * i (t) −x * i (t) and Λ i (t) := E{e * i (t)(e * i (t)) T }. Then the SDE for e * i (t) can be written as
Hence, for (18), we have
where the equality follows due to the fact that the SDE of each agent is independent under the robust decentralized control law. It can be shown that Λ i (t) satisfies the following Lyapunov equation:
Since G i is Hurwitz for all agents, the above Lyapunov equation is monotonically nondecreasing, and converges to Λ i > 0 as t → ∞ for all i. Hence there exists a positive definite matrix Λ independent of N such that
Therefore (18) converges to zero as N → ∞ for all T ≥ 0. The convergence of (19) follows from Theorems 5.1 in [7] and the Helly-Bray theorem [21] . Part (ii) immediately follows from part (i). This completes the proof.
V. OPTIMALITY ANALYSIS: THE -NASH EQUILIBRIUM PROPERTY
In this section, we discuss an -Nash equilibrium property of the set of N robust decentralized control laws of (17),
where (3) when all agents use the robust decentralized control law (17) , and c i (
when agent i is under the full state feedback controller
, while other agents are still under the robust decentralized controller (17) .
We now present the main result of this section.
Theorem 5: Consider the LQRSMFG. Suppose that Assumptions 1 and 2 hold. Then, the set of N robust decentralized control laws of (17), {u * i : 1 ≤ i ≤ N }, constitutes an -Nash equilibrium for the LQRSMFG. That is, for any
where N → 0 as N → ∞.
Proof. For the proof, we consider the controllers in (5) and (6) that guarantee the second moment stability of each system in the almost sure (a.s.) sense (
2 dt = O(T ) a.s.) to guarantee boundedness of (21) . We also use the result:
2 dt = 0 a.s., which was shown in [7] . Then by using the Cauchy-Schwarz inequality and the fact that exponentiating, taking expectation and logarithm, and then taking the limit do not change the direction of the inequality, we can establish the result. The detailed proof is omitted due to space limitation.
Remark 3:
The -Nash equilibrium for the LQRSMFG can be achieved when each agent behaves individually optimal under the robust decentralized controller.
VI. LIMITING BEHAVIORS OF THE LINEAR QUADRATIC RISK-SENSITIVE MEAN FIELD GAME
In this section, we discuss some implications of the results presented above as the design parameters approach specific limits. In particular, we are interested in two types of limiting processes. The first is known as the large deviation limit (small noise limit) and the second is the risk-neutral limit.
A. Small Noise Limit
We consider the small noise limit of the LQRSMFG in which the noise intensity parameter µ decreases to zero. If we take µ → 0, then the SDE for agent i now becomes the following ordinary differential equation:
Moreover, the risk-sensitive objective function in (2) heavily penalizes any large deviation of the running cost. Then we have the following result:
Proposition 1: Consider the LQRSMFG in Section II with µ → 0 and δ → 0 such that γ = δ/2µ is fixed and positive. Suppose that Assumptions 1 and 2 hold. Then: (i) The decentralized controller for each agent is (17) .
(ii) The decentralized controller in (i) stabilizes the closedloop system of (22) in the time-average sense.
(iii) The set of N -decentralized controllers in (i) constitutes an -Nash equilibrium for the LQRSMFG, and converges to zero as N → ∞.
B. Linear-Quadratic Mean Field Game (δ → ∞)
Now, consider the case when δ → ∞ for a fixed µ. As mentioned in Remark 1, when δ → ∞, the risk-sensitive cost function in (2) can be written as (7) . This imposes a smaller weight on the large deviation of the running cost. Then we have the following result:
Proposition 2: Consider the LQRSMFG in Section II with δ → ∞ for a fixed µ. Suppose that Assumptions 1 and 2 hold. Then:
(i) The optimal decentralized control law for each agent can be written as
where Z i is a positive definite matrix that is a solution of the following ARE:
and r i (t) is
(ii) The decentralized control law in (i) stabilizes the SDE (1) in the time-average sense.
(iii) The set of N -decentralized controllers in (i) constitutes an -Nash equilibrium for the LQRSMFG. Moreover, can be made arbitrarily small as N → ∞.
Note that Proposition 2 immediately follows from the results of the LQMFG in [7] , since δ → ∞ corresponds to γ → ∞. This implies that the LQRSMFG has the same limiting behavior of δ as the case of one-player risk-sensitive control problem discussed in [20] . 
VII. NUMERICAL EXAMPLE
We present in this section a numerical example on the LQRSMFG. Assume that each agent is uniform with A = 1.1, B = D = Q = R = 1 and µ = 0.1. The initial condition is normally distributed with zero mean and unit variance. We have γ * = 1. When γ = 1.2, it can be checked that Assumption 2(iii) holds, and we have g * (t) =x(t) = e λtx (0) and s(t) = 2 λ+H e λt where H = −1.48 and λ = −1.8. The state trajectories of 500 agents and histograms at t = 10 when γ = 1.2 and γ = 10.2 are shown in Fig. 1 . The trajectories of the agents are more concentrated around the mean field value when γ = 1.2 since the risk-sensitive control for each agent also takes into account attenuation of disturbance [20] . Figure 2 shows the plot of the approximation result of g * under Theorem 4(ii) with respect to N . Note that each plot shows convergence approximately at the rate of O(1/N ), and also shows that a smaller value of γ leads to a better approximation performance due to the robustness property of the risk-sensitive control.
VIII. CONCLUDING REMARKS
In this paper, we have studied linear-quadratic risksensitive mean field games (LQRSMFGs). We have shown that the mean field system provides the best approximation to the mean field coupling term under appropriate conditions. We have also shown stabilizability of the individual decentralized control law. Moreover, we have proven that the set of N -decentralized robust decentralized control laws constitutes an -Nash equilibrium for the LQRSMFG. We have shown that can be made arbitrarily close to zero when N → ∞. Finally, we have established the equivalence of LQRSMFG and LQMFG when the risk-sensitivity parameter goes to infinity, which implies that the -Nash equilibrium for the LQRSMFG also features robustness for the individual SDEs.
