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Abstract
We study estimation of causal effects when the dependence of treatment assignments on
unobserved confounding factors is bounded. First, we develop a loss minimization approach to
quantify bounds on the conditional average treatment effect under a bounded unobserved con-
founding model, first studied by Rosenbaum for the average treatment effect. Then, we propose
a semi-parametric model to bound the average treatment effect and provide a corresponding
inferential procedure, allowing us to derive confidence intervals of the true average treatment
effect. Our semi-parametric method extends the classical doubly robust estimator of the aver-
age treatment effect, which assumes all confounding variables are observed. As a result, our
method allows applications in problems involving covariates of a higher dimension than tradi-
tional sensitivity analyses, e.g., covariate matching, allow. We complement our methodological
development with optimality results showing that in certain cases, our proposed bounds are
tight. In addition to our theoretical results, we perform simulation and real data analyses to
investigate the performance of the proposed method, demonstrating accurate coverage of the
new confidence intervals in practical finite sample regimes.
1 Introduction
Consider the conventional setting for causal inference, with a binary treatment indicator Z = 1
or 0, representing the intervention or the control (respectively), potential outcomes {Y (1), Y (0)},
where Y (1) ∈ R is the outcome under intervention and Y (0) ∈ R is the outcome under control, and
a set of observed covariates X ∈ X ⊆ Rd [41]. We study estimation and inference of the average
treatment effect (ATE)
τ = E[Y (1)− Y (0)],
and the conditional average treatment effect (CATE)
τ(x) = E[Y (1)− Y (0) | X = x]
based on data consisting of n independent identically distributed (i.i.d.) copies of {Y (Z), Z,X}.
Under the structural independence assumption
{Y (1), Y (0)} ⊥ Z | X (1.1)
that all confounding factors are observed (or related structural assumptions using an instrumental
variable related to the treatment), many causal inference methods provide consistent estimators for
the ATE and CATE [23]. Yet assumption (1.1) is frequently too restrictive: in practice, researchers
almost always do not observe a confounding factor U ∈ U that affects treatment selection.
In such situations, it is reasonable to consider a unobserved confounding factor U such that
{Y (1), Y (0)} ⊥ Z | X,U. (1.2)
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Note that if U = (Y (1), Y (0)), then the independence condition (1.2) holds, so such confounding
factor U always exists; condition (1.2) allows the treatment assignment Z to depend directly on
the unobserved potential outcome. In the rest of the paper, we assume that condition (1.2) is
satisfied. Under this general assumption, neither the ATE τ nor the CATE τ(x) is identifiable, and
traditional estimators can be arbitrarily biased [37, 24, 35]. Yet it may be plausible that there is
not “too much” confounding, and consequently, it is interesting to provide quantitative bounds on
the possible range of treatment effects under such scenarios. In this paper, we take this approach
to a provide a sensitivity analysis linking the posited strength of unobserved confounding factors
to the range of possible values of τ and τ(x).
The first step in our development is to quantify the strength of the unobserved confounding
factor U based on Rosenbaum’s definition of selection on unobserved confounding factors [37].
Definition 1. A distribution P over {Y (1), Y (0), X, U, Z} satisfies the Γ-selection bias condition
if
1
Γ
≤ P (Z = 1 | X = x, U = u)
P (Z = 0 | X = x, U = u)
P (Z = 0 | X = x, U = u˜)
P (Z = 1 | X = x, U = u˜) ≤ Γ (1.3)
holds for P -almost every u, u˜ ∈ U , x ∈ X .
Condition (1.3) is equivalent to the familiar regression model for the treatment selection probabil-
ity [37, Prop. 12], where the log odds ratio for treatment is
log
P (Z = 1 | X = x, U = u)
P (Z = 0 | X = x, U = u) = κ(x) + log(Γ)b(u) (1.4)
for some function κ : X → R of x and a bounded function b : U → [0, 1] of the unobserved
variable U , limiting the departure of treatment assignments from a pure randomized experiment.
In medical contexts, this odds ratio is familiar to clinical practitioners, who use odds ratios to
reflect associations between risk factors and outcomes [33].
This perspective on sensitivity to unobserved confounding factors traces to Cornfield et al.’s
1959 analysis [14] demonstrating that if a hormone explained the observed association between
smoking and lung cancer, then the hormone would need to increase the probability of smoking by
nine-fold (an unrealistic amount). While the conclusions are clear in the case of smoking, contem-
porary epidemiological studies focusing on smaller effect sizes require a more nuanced approach
for estimating the causal effect in the presence of potential unobserved confounding factors. Such
issues arise frequently in medicine: for example, Coloma et al. [13] emphasize the need for statis-
tical power in (observational studies of) post-market drug surveillance; in such studies of adverse
drug events, confounding by indication is a particularly high risk [5], so sensitivity analysis can
help contextualize results. Sensitivity analyses come at the cost of statistical power [37, 38], so it
is practically important to perform sensitivity analyses that are not overly conservative in loosely
bounding the effect of unobserved confounding.
1.1 Bounding treatment effects
The Γ-selection bias condition (1.3) is insufficient to identify the average treatment effect τ and
the conditional average treatment effect τ(x) [37]. Consequently, we focus instead on estimating
bounds on τ and τ(x). More precisely, for any distribution P over {Y (1), Y (0), X, Z} satisfying
the Γ-selection bias (1.3), we seek lower bounds P 7→ L (upper bounds follow via a symmetric
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development) on τ satisfying
L ≤ τ := EP [Y (1)− Y (0)], (1.5)
where L may depend only on the observed quantities {Y (Z), Z,X}.
While population level bounds on the treatment effect are important, there is substantial recent
interest in identifying per-individual (conditional) treatment effects, that is, the CATE τ(x) [21,
3, 26, 50, 32]. Building on the lower bounds in (1.5), natural lower bounds for the CATE τ(x) are
the pointwise lower bounds of the form
L(x) ≤ τ(x) := E[Y (1)− Y (0) | X = x]. (1.6)
We provide methods to estimate such lower bounds L(x) under the Γ-selection bias condition (1.3).
We bound the CATE τ(x) nonparametrically by solving a loss minimization problem equivalent to
a robust optimization problem that reweights data, subject to the constraints of the Γselection bias
condition (1.3), in (nearly) adversarial fashion to account for selection bias due to the unobserved
variable U . We bound the ATE τ using a semi-parametric model using the nonparametric model
to bound the CATE τ(x).
Our method for estimating bounds on the ATE τ builds out of a line of work constructing
calibrated confidence intervals for τ under the assumption (1.1) that all confounding factors are
observed [4, 12] and the following semi-parametric model for the ATE. The estimators under the
assumption that all confounding factors are observed estimate the conditional means µ1(x) =
E[Y (1) | X = x], µ0(x) = E[Y (0) | X = x] and the propensity score e1(x) = P (Z = 1 | X = x)
non-parametrically. Using a cross-fitting technique to exploit certain orthogonality properties,
Chernozhukov et al. [12] show how to obtain
√
n consistency and asymptotic normality for estima-
tors of τ even when the estimates µz(x) and e1(x) converge at slower non-parametric rates. We
adapt this approach to estimate bounds on τ allowing unobserved confounding. First, we define
a semi-parametric model that bounds the ATE τ under the Γ-selection bias condition (1.3) by
using the non-parametric bound on the CATE τ(x). Then, we define the corresponding inferential
procedure using the cross-fitting procedure–providing asymptotically valid confidence intervals for
lower bounds under the Γ-selection bias condition (1.3).
Our one-sided confidence intervals for the lower bounds (1.5) and (1.6) are asymptotically
valid, but they are conservative when the unobserved confounding does not saturate the selection
probability bounds of the Γ-selection bias condition (1.3). Coupling symmetrically defined upper
bounds yields a conservative two-sided interval that contains τ ; this interval never shrinks to a
point even for infinite samples, as unobserved confounding always induces uncertainty. The design
sensitivity results in Section 3.4 show that under certain distributions of potential outcomes that
obey a symmetry, the confidence intervals of our method converge to the smallest possible interval
guaranteed to contain the true parameter τ .
1.2 Related Work
We are not the first to consider nonparametric/semiparametric models for sensitivity analysis, and
many authors consider alternatives to our choice of model (1.3), varying the relationship between
unobserved variables, treatment, and outcomes [34, 35, 52, 44, 7]. We discuss the research most
closely related to ours. We focus on the model of Rosenbaum [37] because of its transparent
interpretation as the statistical model (1.4). Robins et al. [35] suggest that such a model should
only be used when a known unobserved variable is believed to exist; we argue for an interpretation of
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the unobserved confounding as partial information about the unobserved potential outcome known
at the time of treatment assignment but not known to the observational data analyst, which is
frequent in medical and economic research.
Aronow and Lee [2] and Miratrix et al. [29] study the bias due to unknown selection probabilities
in survey analysis. Their optimization approach is similar to the one we use to bound the mean
of the unobserved potential outcome. However, in the survey setting, the covariates X are only
observed for individuals selected into the survey sample, so they consider a simplified model for
selection bias,
1
Γ
≤ P (Z = 1 | U = u)
P (Z = 0 | U = u)
P (Z = 0 | U = u˜)
P (Z = 1 | U = u˜) ≤ Γ,
as opposed to the more general model (1.3). Zhao et al. [52] and Shen et al. [44] consider the
sensitivity of inverse probability weighted estimates to unobserved confounding by varying the
propensity score estimates around their estimated values. Zhao et al. [52] discuss how the marginal
sensitivity model they consider relates to the Γ-selection bias model (1.3), showing conditions under
which it implies the latter condition, although it leads to a more conservative bound on the ATE
τ for the same level of Γ. Furthermore, the related statistical inference relies on a computationally
intensive bootstrap method due to the complexity of the asymptotic distribution of their estimator.
The duality properties and semi-parametric approach in the present work may be used to derive
more easily estimable asymptotic properties of their sensitivity analysis as well.
Perhaps the most common approach to sensitivity analysis under condition (1.3) for the ATE
τ is to use matched pairs [37, 38, 39, 40, 17]. Unfortunately, exactly matched pairs rarely exist
in practice, even for covariates vector of a moderate dimension; when considering continuous co-
variates, the probability of finding exactly matched pairs is zero. Abadie and Imbens [1] show
that even when all confounding factors are observed, estimators of τ using approximately matched
pairs, where each unit is matched with its nearest unit using some metric on the covariate space, has
bias of order Ω(n−1/d) for d-dimensional continuous covariates. In contrast, the semi-parametric
approach presented in Section 3 of the current paper achieves bias of order o(n−1/2) under less
restrictive regularity conditions. We can thus construct confidence intervals bounding the ATE
with good finite-sample properties.
Rosenbaum [38] advocates using design sensitivity to measure conservativeness and compare
estimators. For estimating the ATE τ (postulated to be nonnegative) under Γ-selection bias (1.3),
the design sensitivity of an estimator τ̂ is the smallest Γdesign such that lim infn→∞ τ̂ ≥ 0 for Γ <
Γdesign but lim supn→∞ τ̂ < 0 for Γ > Γdesign. In this context, it is of interest to design estimators
that have limited design sensitivity, though frequently it is unclear if the design sensitivity of a
particular estimator is improvable. In Section 3.4 we show that under a symmetry condition for the
distribution of the potential outcomes, our proposed approach has optimal design sensitivity—any
estimator with smaller sensitivity cannot have correct (or conservative) level for the null hypothesis
H0 : τ ≤ 0.
The papers [24, 20, 42, 12] treat the conditional means of the potential outcomes µ1(x) and
µ0(x) as nuisance parameters for estimation of the ATE τ in semi-parametric models. These
nuisance parameters are closely related to the CATE via τ(x) = µ1(x) − µ0(x). More recent
work [21, 3, 26, 50, 32] directly study estimation of the CATE. While relatively little work exists
that provides sensitivity analyses for bounding the CATE, Kallus and Zhou [25] present a model
for personalized decision policy learning in the presence of unobserved confounding that is closely
related to the CATE; their model is based on the marginal sensitivity model of Zhao et al. [52];
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see the discussion in Zhao et al. [52] for a discussion of it’s relationship to the Γ-selection bias
condition (1.3).
Summary of contributions and outline
We first propose a method that extends the idea of bounding the average treatment effect (ATE) τ
to provide pointwise lower and upper bounds, as in (1.6), on the CATE τ(x) under the Γ-selection
bias condition (1.3) (see Section 2). We then use this in Section 3 to define a semi-parametric
model that bounds the ATE under the Γ-selection bias condition (1.3), and provide a method
to for estimation under this model. Under appropriate smoothness conditions, this procedure
exhibits
√
n rates of convergence and does not require exact matched pairs of observations. We
show in Section 3 that for certain distributions over the potential outcomes {Y (0), Y (1)}, our
proposed bounds on the treatment effect are unimprovable: any smaller confidence intervals may
fail to include the treatment effect. We supplement our theoretical analysis in Section 4 with an
experimental investigation of the proposed approaches, showing that the confidence intervals have
good coverage and reasonable length in analyzing both simulated and real-world data.
Notation We use Pn and Pn(· | Z = z) to represent the empirical probabilities associated with
{(Yi(Zi), Xi, Zi)}ni=1 and {(Yi(Zi), Xi) | Zi = z}, respectively, and En[· | Z = z] is the expectation
with respect to Pn(· | Z = z) for z = 0, 1. We let nz =
∑n
i=1 1{Zi = z} be the count of observations
with Zi = z, where 1{·} is the indicator function.
In the appendices, we use the notation Pz and Ez to denote the conditional distribution P (· |
Z = z) and associated expectation, respectively. Similarly, Pz,n, Ez,n are empirical counterparts of
Pz and Ez, respectively. We never consider a sample size n = 1 so there is no risk of confusing Pn
and P1.
For a distribution P and function f : X → R, we use ‖f‖2,P = (
∫
X f
2(x) dP (x))1/2. For two
functions f : Ω → R and g : Ω → R, we write f . g if there exists constant C > 0 such that
f(t) ≤ Cg(t) for all t ∈ Ω, and f  g if g . f . g. A sequence of random variables Xn is OP (an)
for a deterministic or random sequence an ∈ R, if limc→∞ lim supn P (|Xn| ≥ c · an) = 0. Similarly,
we say that Xn = oP (an) if lim supP (|Xn| ≥ c · an) = 0 for all c > 0.
Finally, for a ∈ R, we use (a)+ = max{a, 0} and (a)− = −min{a, 0}.
2 Bounds on the Conditional Average Treatment Effect
2.1 Bounding the unobserved potential outcome
The key difficulty in estimating the CATE is that one potential outcome is always unobserved.
Our approach to bounding τ(x) = E[Y (1)− Y (0)|X = x] is to bound µ1(x) = E[Y (1)|X = x] and
µ0 = E[Y (0)|X = x] separately, by re-weighting the observed potential outcomes to bound the
mean of the unobserved potential outcomes under the Γ-selection bias condition, and combine the
two resulting bounds. To this end, decompose µ1(x) as
µ1(x) = E[Y (1) | Z = 1, X = x]P (Z = 1 | X = x)
+ E[Y (1) | Z = 0, X = x]P (Z = 0 | X = x),
(2.1)
and note that the mean functions
µz,z(x) = E[Y (z) | Z = z,X = x], (2.2)
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and the nominal propensity score
ez(x) = P (Z = z|X = x) (2.3)
are standard regression functions estimable based on observed data. The literature, for example
in [24, 32, 42, 51], provide a variety of nonparametric or machine learning estimators for µz,z(x)
and ez(x) under different structural and regularity conditions. The key challenge is providing a
bound on the conditional mean of the unobserved potential outcome, E[Y (z) | Z = 1− z,X = x],
for z = 0, 1 under the Γ-selection bias condition (1.3). Assume, for a moment, that the conditional
distribution PY (1)|Z=1,X=x is absolutely continuous with respect to PY (1)|Z=0,X=x (Lemma 2.1 shows
that this is implied by the Γ-selection bias condition (1.3)). Then,
E[Y (1) | Z = 0, X = x] = E [Y (1)L(Y (1), X) | Z = 1, X = x] , (2.4)
where
L(y, x) =
dPY (1)|Z=0,X=x(y)
dPY (1)|Z=1,X=x(y)
. (2.5)
L(y, x) is unknown, but constrained under the Γ-selection bias condition (1.3), as shown in Lemma 2.1.
Therefore, the minimizing choice of L under the constraint in Lemma 2.1 induces a lower bound of
the expectation of the unobserved potential outcome E[Y (1) | Z = 0, X = x].
Lemma 2.1. If P satisfies the Γ-selection bias condition, then PY (1)|Z=0,X=x is absolutely contin-
uous with respect to PY (1)|Z=1,X=x, and the likelihood ratio given in (2.5) satisfies 0 ≤ L(y, x) ≤
ΓL(y˜, x) for almost every y, y˜ and x.
See the proof in Appendix A.
Because y 7→ L(y, x) is a likelihood ratio for each x under PY (1)|Z=1,X=x, E[L(Y (1), x) | Z =
1, X = x] = 1. This constraint along with the constraint from Lemma 2.1 characterize the con-
straints of the Γ-selection bias condition (1.3) on L(y, x). Consequently,
θ1(x) = inf
L(y,x) measurable
E[Y (1)L(Y (1), X) | Z = 1, X = x]
s.t. 0 ≤ L(y, x) ≤ ΓL(y˜, x) for a.e. y, y˜
E[L(Y (1), X) | Z = 1, X = x] = 1
(2.6)
satisfies θ1(x) ≤ E[Y (1)|Z = 0, X = x]. Altogether,
µ−1 (x) = µ1,1(x)e1(x) + θ1(x)e0(x)
is a valid lower bound of µ1(x), i.e., µ
−
1 (x) ≤ µ1(x).
To study the solution to the constrained optimization problem (2.6), notice that the objectives
and constraints are linear in L. Lemma 2.2 shows that because of this linearity, the solution to this
optimization problem has a simple form as the solution to an estimating equation.
Lemma 2.2. Let θ1(x) be defined as in (2.6). If |θ1(x)| <∞, then
θ1(x) = sup
µ
µ
s.t. E[ψµ
{
Y (1)
} |Z = 1, X = x] ≥ 0,
(2.7)
where
ψθ(y) = (y − θ)+ − Γ(y − θ)−.
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Since
θ 7→ E[ψθ
(
Y (1)
) | Z = 1, X = x]
is a monotone non-increasing function, θ1(x) is the only zero crossing of the function for almost every
x. Therefore, one strategy for estimating θ1(x) is to solve for the root of a nonparametric estimate of
θ 7→ E[ψθ
(
Y (1)
) | Z = 1, X = x] for all x ∈ X . Since this procedure is computationally infeasible—
with even its statistical validity unclear—in the next subsection we propose a loss minimization
approach for estimating θ1(x). Our approach allows not only the use of classical techniques such
as sieves, but also the use of any machine learning loss minimization method to estimate θ1(x).
By symmetry, the parallel conclusion that µ+0 (x) ≥ µ0(x) holds for
µ+0 (x) = µ0,0(x)e0(x) + θ0(x)e1(x),
where
θ0(x) = sup
L(y,x) meas.
E[Y (0)L{Y (0), x} | Z = 0, X = x]
s.t. 0 ≤ L(y, x) ≤ ΓL(y˜, x) for a.e. y, y˜
E[L(Y (0), X) | Z = 0, X = x] = 1
(2.8)
Thus, a valid lower bound on the CATE is simply
τ−(x) = µ−1 (x)− µ+0 (x). (2.9)
The following theorem (proved in Appendix A) shows that this is indeed a valid lower bound for
any unobserved confounding factor U satisfying the Γ-selection bias condition (1.3).
Theorem 2.1. Let Γ ≥ 1 be fixed, and P be a distribution over {Y (1), Y (0), Z,X,U} satisfying
the Γ-selection bias condition (1.3). Let τ−(x) in (2.9) be based on θ1(x) and θ0(x) solving the
optimization problems (2.6) and (2.8) with the same Γ. When E|Y (z)| < ∞ for z = 0, 1 and
0 < P (Z = 1|X = x) < 1,
τ−(x) ≤ E[Y (1)− Y (0)|X = x].
Estimating τ−(x) requires estimating the propensity score ez(x), the conditional means µz,z(x)
and the bound on the unobserved conditional mean θz(x). As discussed previously, the literature
provides a variety of estimators for ez(x) and µz,z(x) under different structural and regularity
assumptions. Therefore, we will focus on only estimating θ1(x) (θ0(x) is a symmetric problem
for which the same methods apply). Section 2.2 provides an estimation approach based on the
sieve estimation method [19]. Section 2.3 then derives the asymptotic convergence rate of the sieve
estimator presented in Section 2.2.
2.2 Estimation Procedure
Lemma 2.2 showed that E[ψθ1(X)(Y (1))|Z = 1, X = x] = 0 almost everywhere. Define the convex
loss function
`Γ(θ, y)) :=
1
2
[
(y − θ)2+ + Γ(y − θ)2−
]
,
and notice that
d
dθ
`Γ(θ, y) = −ψθ(y).
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Therefore, θ1(x) is also the solution to the following loss minimization problem
minimize
θ(·)
E[`Γ
(
θ(X), Y (1)
) | Z = 1], (2.10)
where the minimization is over all X-measurable functions (see Lemma B.1 in the Appendix for
formal proof). θ0(x) similarly solves the symmetric loss minimization problem:
θ0(·) = argmin
θ(·)
E[`Γ−1
(
θ(X), Y (0)
) | Z = 0].
This perspective is important in generating a practical estimation procedure. Restricting θ1(·)
to be in an appropriately smooth function class is a standard regularity condition allowing such a
function to be estimable via, e.g., the sieve method. The sieve method [19] constrains θ̂1(·) to be
in an appropriate function space growing with the sample size (i.e. a sieve space) that “contains”
θ1(x) eventually. The loss θ 7→ `Γ(θ(x), y) is convex in θ for all (x, y), and so many machine learning
methods are well suited to solve the empirical version of this optimization problem. We propose to
estimate θ1(x) by solving the empirical optimization problem:
minimize
θ∈Θn
En[`Γ
(
θ(X), Y (1)
) | Z = 1], (2.11)
where
Θ1 ⊆ · · · ⊆ Θn ⊆ · · · ⊆ Θ,
is a sequence of measurable approximating function spaces. The following approximating function
spaces are examples with good approximation guarantees. In these examples, let X = [0, 1]d and
J ∈ Z modulate the size of the approximation spaces.
Example 1 (Polynomials): Let Pol (J) denote the space of J-th order polynomials on [0, 1],
Pol (J) :=
x ∈ Rd 7→
J∑
k=0
akx
k, x ∈ [0, 1] : ak ∈ R
 .
Define the sieve Θn :=
{
x 7→ f1(x1)f2(x2) . . . fd(x) | fk ∈ Pol (Jn) , k = 1, . . . , d
}
, for Jn →∞. 
Example 2 (Splines): Let 0 = t0 < . . . < tJ+1 = 1 be knots that satisfy bounded mesh ratio
max0≤j≤J(tj+1 − tj)
min0≤j≤J(tj+1 − tj) ≤ c
for some c > 0. Then, the space of r-th order splines is given by
Spl (r, J) :=
x 7→
r−1∑
k=0
akx
k +
J∑
j=1
bj
[
x− tj
]r−1
+
, x ∈ [0, 1] : ak, bk ∈ R
 .
Define the sieve, Θn :=
{
x 7→ f1(x1)f2(x2) . . . fd(x) | fk ∈ Spl (r, Jn) , k = 1, . . . , d
}
, for some inte-
ger r ≥ bpc+ 1 and Jn →∞. 
The empirical optimization problem (2.11) is convex when Θn is a finite dimensional linear sieve
such as in Examples 1 or 2, which facilitates efficient numerical computation [6, Chapter 2.3].
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2.3 Convergence of θ̂1(x)
Let θ̂1(·) be a minimizer of (2.11). This section establishes the asymptotic convergence rate of
θ̂1(·) to θ1(·) under the following regularity conditions. First, let Λpc(X ) denote the Ho¨lder class of
p-smooth functions
Λpc(X ) :=
h ∈ Cp1(X ) : sup∑d
l=1 αl≤p1
sup
x∈X
|Dαh(x)| ≤ c, sup∑d
l=1 αl=p1
sup
x,x′∈X ,x 6=x′
|Dαh(x)−Dαh(x′)|
‖x− x′‖p2 ≤ c
 ,
where Cp1(X ) denotes the space of p1-times continuously differentiable functions on X , and
Dα =
∂α
∂α1 . . . ∂αd
,
for any d-tuple of nonnegative integers α = (α1, . . . , αd).
Assumption A1. Let X = X1×· · ·×Xd be the Cartesian product of compact intervals X1, . . . ,Xd,
and assume θ1 ∈ Λpc(X ) =: Θ for some c > 0.
Assumption A2. E[{Y (1)− θ1(X)}2 | Z = 1] ≤M for some M <∞.
Assumption A3. PX|Z=1 has a density p1(x) with respect to the Lebesgue measure and 0 <
infx∈X p1(x) ≤ supx∈X p1(x) <∞.
Assumption A1 assumes that θ1(·) is in a p-smooth Ho¨lder space. The class of p-smooth
Ho¨lder functions forms a natural function space since it is rich yet can be well-approximated by
a finite dimensional linear span of simple basis functions, such as those presented in Section 2.2.
Sufficient conditions for satisfying this assumption include when the conditional mean function
µz(x) = E[Y (z) | X = x] is in a p-smooth Ho¨lder space, and the residuals Y (1) − µ1(x) are
homoskedastic or Y (1) is a binary outcome: in these cases, θ1(x) will be an affine function of
µ1(x) and preserve it’s smoothness. Assumption A1 allows for more general models where the
residuals may be a heteroskedastic, but still smooth enough to control the smoothness of θ1(x).
Assumption A2 ensures the existence of a finite second moment of the loss function at its optimum,
which is a standard condition to ensure convergence of the empirical loss function. Lastly, sieve
estimation typically requires L2(P ) control over the modulus of continuity of the loss at θ1(·) with
respect to the supremum norm [8],
sup
‖θ(·)−θ1(·)‖∞≤δ
∣∣∣`Γ (θ(X), Y )− `Γ (θ1(X), Y )∣∣∣ .
Assumption A3 requires that PX|Z=1 has a density function bounded above and below, i.e., equiv-
alent to the Lebesgue measure. Since the the Lebesgue L2-norm ‖·‖2,λ controls the supremum
norm in Ho¨lder spaces [10, Lemma 2], this assumption allows control over the above modulus of
continuity by bounding its ‖·‖2,P -counterpart.
The tradeoff between the random estimation error and approximation precision of the sieve
space Θn (see Lemma B.2 in the Appendix) dictates the accuracy of θ̂1(·). The following theorem
guarantees that the finite dimensional linear sieves considered yield standard non-parametric rates
for estimating θ1(·) by balancing these sources of error.
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Theorem 2.2. For X = [0, 1]d, let Θn be given by a finite dimensional linear sieves such as those
considered in Example 1 or 2 with Jn  n
1
2p+d . Let Assumptions A1, A2, A3 hold, and let θ̂1 be an
approximate empirical minimizer to the problem (2.11) such that
En
[
`Γ
(
θ̂1(X), Y (1)
)
| Z = 1
]
≤ inf
θ∈Θn
En
[
`Γ
(
θ(X), Y (1)
) | Z = 1]+Op
((log n)4
n
) 2p
2p+d
 .
Then, ‖θ̂1 − θ1‖2,P = Op
((
(logn)4
n
) p
2p+d
)
.
See Appendix B.3 for the proof. In light of the decomposition in (2.1), a natural estimator for
τ−(x) is the difference in conditional expected potential outcomes
τ̂−(x) = µ̂−1 (x)− µ̂+0 (x),
where
µ̂−1 (x) = µ̂1,1(x)ê1(x) + θ̂1(x)ê0(x),
µ̂+0 (x) = µ̂0,0(x)ê0(x) + θ̂0(x)ê1(x),
and êz(·) and µ̂z,z(·) are suitable estimators for the nominal propensity score ez(·) and the observed
potential outcome’s mean function µz,z(·), respectively. A variety of non-parametric or machine
learning methods estimate these regression functions [51, 11]. See Chernozhukov et al. [12] for a
discussion of the usage of machine learning methods for estimating above nuisance functions. The
slowest of the convergence rates of θ̂z(x) and these regression estimators dominates the convergence
rate of τ̂−(·). Specifically, assume that the estimators ê1(·), ê0(·) = 1− ê1(·), and µ̂z,z(·) satisfy that∥∥ê1(·)− e1(·)∥∥2,P = Op(rn,1), ∥∥µ̂1,1(·)− µ1,1(·)∥∥2,P1 = Op(rn,2), ∥∥µ̂0,0(·)− µ0,0(·)∥∥2,P0 = Op(rn,3),
where rn,j = o(1), j = 1, 2, 3 measure the convergence rates of relevant estimators and depend
on the model assumptions and estimation method. Then, under Assumptions A1-A3, τ̂−(·) is a
consistent estimator of τ−(·) and∥∥∥τ̂−(·)− τ−(·)∥∥∥
2,P
= O˜p
(
n
− p
2p+d + rn,1 + rn,2 + rn,3
)
where O˜p(·) hides logarithmic terms. Under similar smoothness and regularity assumptions to
Assumptions A1-A3, a sieve estimator for êz(·) and µ̂z,z(·) will have the convergence rate rn,j =
O˜
(
n
− p
2p+d
)
as established by Chen and White [11]. Consequently,∥∥∥τ̂−(·)− τ−(·)∥∥∥
2,P
= O˜p
(
n
− p
2p+d
)
.
The Assumptions A1-A3 along with the convergence rate for τ̂−(·) achieved under these as-
sumptions reflect standard assumptions and convergence rates for non-parametric series estimators
of an observed regression function [31], which constitute the high order terms of the approximation
error of estimating the CATE τ(x) [26] without unobserved confounding, and reflect the optimal
rate of convergence of non-parametric regression estimators [45]. As a result, estimating a bound
on the CATE under the Γ-selection bias condition (1.3) relaxes the assumptions of estimating
the CATE under (1.1) without introducing a significantly more challenging statistical estimation
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problem. Because few extra assumptions are necessary, analyses of the CATE using observational
data should be complemented with a sensitivity analysis assessing the robustness of the estimated
treatment effects under the Γ-selection bias model. We advocate for strengthening the evidence of
the heterogeneous causal effect by performing such a sensitivity analysis to demonstrate that the
result is not likely due only to unobserved confounding.
3 Bounds on the Average Treatment Effect
Consider the following bound on the ATE τ from marginalizing the lower bound on the CATE τ(x)
developed in the previous section over X. Let
τ− := E[τ−(X)]
= E
[
µ−1 (X)− µ+0 (X)
]
(3.1)
for µ−1 (x) and µ
+
0 (x) defined as in Section 2. Because τ
−(x) ≤ τ(x) for any x, τ− ≤ τ is a valid
lower bound of the ATE. Rewrite τ− as
τ− =µ−1 − µ+0 ,
where µ−1 = E[µ
−
1 (X)] = E
[
ZY (1) + (1− Z)θ1(X)
]
and µ+0 = E[µ
+
1 (X)] = E
[
(1− Z)Y (0) + Zθ0(X)
]
.
We proceed by estimating µ−1 and µ
+
0 separately, and then combining the resulting estimators. Al-
though nonparametric estimates of the function θ1(·) generally converge at a rate slower than 1/
√
n,
the following proposed semi-parametric method provides a regular
√
n-consistent estimator for µ−1
via a two-stage estimation approach. Finally, Section 3.4 establishes the optimality of these results
in the framework of testing the null hypothesis of no treatment effect with unobserved confounding
under the Γ-selection bias condition against an positive alternative without confounding.
3.1 Estimation procedure
Given that µ−1 = E
[
ZY (1) + (1− Z)θ1(X)
]
,
1
n
n∑
i=1
[
ZiYi + (1− Zi)θ̂1(Xi)
]
is a natural (na¨ıve) estimator for µ−1 . However, Chernozhukov et al. [12] note that the bias of
estimating the nuisance parameter θ̂1(X) dominates the bias of such estimators. Nonparametric
estimation of θ1(·) makes it difficult to establish practically useful asymptotic properties of the
estimator. Let µz,z(x) and e1(x) be defined as in (2.2) and (2.3), respectively, in Section 2.1.
Assuming all confounding variables are observed (1.1), the double robust estimator
µ̂1,DR =
1
n
n∑
i=1
[
µ̂1,1(Xi) +
Zi
ê1(Xi)
(
Yi − µ̂1,1(Xi)
)]
,
is an efficient estimator of the average potential outcome µ1 and satisfies the Neyman orthogonal
moments property, so that the bias in estimating the nuisance parameters µ̂z,z(X) and ê1(X)
non-parametrically does not dominate the estimation error.
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With this in mind, consider the following oracle estimator that generalizes the doubly robust
estimator when all confounding variables are observed to the Γ-selection bias condition,
µ̂−1,oracle =
1
n
n∑
i=1
[
ZiYi + (1− Zi)θ1(Xi) + Zi
ψθ(Xi)(Yi)
{
1− e1(Xi)
}
ν1(Xi)e1(Xi)
]
, (3.2)
where ψθ(y) = (y − θ)+ − Γ(y − θ)−, and ν1(x) is the weight normalization factor
ν1(x) = P (Y ≥ θ1(x) | Z = 1, X = x) + ΓP (Y < θ1(x) | Z = 1, X = x). (3.3)
If θ1(x), e1(x), and ν1(x) were all known, then this estimator would be asymptotically unbiased,
because E[ψθ(Xi)(Yi) | Zi = 1, Xi] = 0. The additional augmentation term reduces the variance of
the na¨ıve estimator. When Γ = 1, this estimator becomes equivalent to µ̂1,DR. Similarly, let
ν0(x) = P (Y ≤ θ0(x) | Z = 0, X = x) + ΓP (Y > θ0(x) | Z = 0, X = x), (3.4)
and construct a similar estimator of µ+0 , and define all subsequent estimates with respect to µ
−
1 in
terms of Y (1) symmetrically for µ+0 in terms of Y (0).
The nuisance parameters θ1(x), e1(x) and ν1(x) are generally not known a-priori, so they
need to be replaced by estimated counterparts to obtain a bound of practical use. The estimator
µ̂−1,oracle satisfies the Neyman orthogonality condition [12] (see the proof of Theorem 3.2) so that
the estimation errors of the nuisance parameters multiply in a way to reduce their influence on the
final estimator. Therefore, replacing the true nuisance parameters in µ̂−1,oracle with their estimators
preserves the asymptotic
√
n consistency, provided that estimators of nuisance parameters use out
of sample cross fitting and converge at a oP (n
−1/4) rate in the ‖ · ‖2,P norm.
Chernozhukov et al. [12] provide a formal discussion of this phenomena and define the dou-
ble/debiased machine learning procedure based on cross-fitting. We now adapt this approach
under the Γ-selection bias condition (1.3) to provide a recipe for constructing a cross-fitting esti-
mator. Let K ∈ N be a number of folds for cross-fitting. Randomly split the data into K folds of
approximately equal size, and with slight abuse of notations, let Ik be the indices corresponding to
the samples in the k-th part as well as the corresponding samples themselves. Let I−k denote the
samples not in the k-th fold. For the kth fold,
1. compute a nonparametric estimator of θ1(x), denoted by θ̂1,k(x), using the procedure de-
scribed in Section 2 based on I−k;
2. compute a nonparametric estimator of e1(x), denoted by ê1,k(x), using a standard nonpara-
metric estimation procedure based on I−k;
3. compute a nonparametric estimator of ν1(·), denoted by ν̂1,k(·), again based on I−k.
Estimating ν1(·) in the last step is more involved, since it depends on θ1(·), so we defer the
construction of ν̂1,k(·) based on the sieve method to Section 3.3. Under appropriate regularity
conditions—for example, sufficient smoothness of θ1(x), e1(x), and ν(x)—these estimators attain
the necessary convergence rates ‖θ̂1,k(x)− θ1(x)‖2,P = oP (n−1/4), ‖ê1,k(·)− e1(·)‖2,P = oP (n−1/4)
and ‖ν̂1,k(·)− ν(·)‖2,P = oP (n−1/4).
In the end, our proposed estimator of µ−1 is
µ̂−1 =
1
n
K∑
k=1
∑
i∈Ik
ZiYi + (1− Zi)θ̂1,k(Xi) + Ziψθ̂1,k(Xi)(Yi)
{
1− ê1,k(Xi)
}
ν̂1,k(Xi)ê1,k(Xi)
 , (3.5)
12
with the estimator µ̂+0 for µ
+
0 constructed similarly.
3.2 Asymptotic properties and inference
The following assumptions allow us to study the asymptotic properties of µ̂−1 . Consistency of µ̂
−
1
follows from weak regularity conditions and the consistency of θ̂1(·) to θ1(·) in an appropriate sense,
stated in Assumption A4. Asymptotic normality of
√
n(µ̂−1 − µ−1 ) requires stronger assumptions,
presented in Assumptions A5 and A6 to establish Theorem 3.2.
Assumption A4. For some  > 0, assume
(a) E|Y (1)| <∞,
(b) ‖θ̂1(·)− θ1(·)‖1,P P→ 0,
(c) [infX e1(x), supX e1(x)] ⊂ (, 1− ),
(d) P
(
[infX ê1(x), supX ê1(x)] ⊂ (, 1− )
)→ 1,
(e) P
(
0 < infX ν̂1(x)
)→ 1.
Assumption A4(a-c) are analogous to usual assumptions for estimation of the ATE τ when
all confounding factors are observed (1.1), using the double robust estimator [4, 12]. However,
the double robust estimator for the ATE under (1.1) only requires either µ̂1,1(·) (the analog of
θ̂1(·)) or ê1(·) to converge in order to guarantee consistency. Such a condition does not work for
Assumption A4, because θ1(·) serves as the threshold in the term ψθ̂1(Xi)(Yi) for up-weighting or
down-weighting the i-th residual, and therefore needs to be correctly estimated for all of the terms
in the estimator except ZiYi.
When ‖ê1(·) − e1(·)‖∞,P P→ 0, Assumption A4(c) implies Assumption A4(d), and similarly
when ‖ν̂1(·)− ν1(·)‖∞,P P→ 0, the fact that ν1(x) ∈ [1,Γ] implies Assumption A4(e). Note that the
proposed estimator for ν̂1(·) always satisfies Assumption A4(e) by construction.
Theorem 3.1. Under Assumption A4, µ̂−1 as defined in (3.5) satisfies µ̂
−
1
P→ µ−1 .
See Appendix C.1 for the proof. Then, under the following stronger regularity assumptions, µ̂−1 is
asymptotically normal (see Theorem 3.2 below).
Assumption A5. (a) [infX e1(x) ≤ supX e1(x)] ⊂ (, 1− ), for a fixed  > 0,
(b) E[|Y (1)|q] ≤ Cq for some q > 2.
(c) PY (1)|Z=1,X=x has density pY (1)(y | X = x, Z = 1) with respect to the Lebesgue measure and
supx,y pY (1)(y | Z = 1, X = x) <∞.
Assumption A6. For some q > 2, let η̂1(x) = (θ̂1(x), ν̂1(x), ê1(x))
> be an estimator of η1(x) =
(θ1(x), ν1(x), e1(x))
> and satisfy
(a) ‖η̂1(·)− η1(·)‖2,P = oP (n−1/4),
(b) ‖η̂1(·)− η1(·)‖q,P = OP (1).
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Assumption A5(a,b) are no stronger than the standard regularity conditions needed for inference
of the ATE when all confounding factors are observed [12]. Assumption A5(c) ensures that the
term
θ(·) 7→ E
[
Zψθ(x)
{
Y (1)
} | X = x]
is smooth enough to control fluctuation in the estimating equation due to estimating θ(x). Note
that if for each x, θ1(x) and θ̂1(x) have a bounded range A(x), then Assumption A5(c) can be
replaced by condition
sup
x
sup
y∈A(x)
pY (1)(y | Z = 1, X = x) <∞,
which allows for situations such as a binary outcome with P (Y (z) = 1 | Z = z,X = x) ∈ (0, 1),
because θ(x) ∈ (0, 1), as will θ̂(x) eventually, and p(y | Z = 1, X = x) = 0 for y ∈ (0, 1).
The convergence rate conditions for estimating nuisance parameters in Assumption A6 are rela-
tively standard rates in semi-parametric estimation [30, 12]. Because e1(x) is the conditional mean
of observed random variables, a variety of nonparametric methods guarantee oP (n
−1/4) consistency
under appropriate conditions [50, 12]. The estimators θ̂1(x) from Section 2 and ν̂1(x) from Sec-
tion 3.1 achieve the convergence rate required in Assumption A6 under appropriate smoothness
conditions on θ1(x) and ν1(x), respectively. For instance, if Assumptions A1, A2, and A3 hold with
p > d/2, then Theorem 2.2 shows that estimating θ1(x) as described in Section 2 with a finite di-
mensional linear sieve (see Examples 1 and 2) will satisfy Assumption A6. Section 3.3 provides and
estimator of ν1(x) that achieves the rate required by Assumption A6, when p > d/2. Under these
assumptions, the following theorem gives the asymptotic distribution of the proposed estimator µ̂−1
defined in expression (3.5).
Theorem 3.2. Suppose that the data generating distribution P , η1(x) = (θ1(x), ν1(x), e1(x))
>,
and its estimator η̂(x) satisfy Assumptions A5 and A6. Then, µ̂−1 given in (3.5) is asymptotically
normal with √
n(µ̂−1 − µ−1 ) d→ N(0, σ2),
where
σ2 = Var
[
ZiYi + (1− Zi)θ(Xi) + Zi
ψθ(Xi)(Yi)
{
1− e1(Xi)
}
ν(Xi)e1(Xi)
]
.
Let
σ̂2 =
1
n
K∑
k=1
∑
i∈Ik
ZiYi + (1− Zi)θ̂1,j(Xi) + Ziψθ̂1,k(Xi)(Yi)
{
1− ê1,k(Xi)
}
ν̂1,k(Xi)ê1,k(Xi)
− µ̂−1
2 .
Then σ̂2 is a consistent estimator of σ2 and[
µ̂−1 − z1−α/2
σ̂√
n
, µ̂−1 + z1−α/2
σ̂√
n
]
is a valid asymptotic (1 − α) confidence interval of µ̂−1 , where z1−α/2 is the (1 − α/2) quantile of
the standard normal.
See Appendix C.2 for a detailed proof. Let
τ̂− = µ̂−1 − µ̂+0 . (3.6)
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A simple extension of Theorem 3.2 shows that
√
n(τ̂− − τ−)→ N(0, σ2τ−),
where
σ2τ− = Var
[
ZiYi + (1− Zi)θ1(Xi) + Zi
ψθ1(Xi)(Yi)
{
1− e1(Xi)
}
ν1(Xi)e1(Xi)
− (1− Zi)Yi − Ziθ0(Xi)− (1− Zi)
ψ˜θ0(Xi)(Yi)e1(Xi)
ν0(Xi)
{
1− e1(Xi)
}],
(3.7)
and ψ˜θ(y) =
[
Γ(y − θ)+ − (y − θ)−
]
. Furthermore,
σ̂2τ− =
1
n
K∑
k=1
∑
i∈Ik
[
ZiYi + (1− Zi)θ̂1,k(Xi) + Zi
ψ
θ̂1,k(Xi)
(Yi)
{
1− ê1,k(Xi)
}
ν̂1,k(Xi)ê1,k(Xi)
− (1− Zi)Yi − Ziθ̂0,k(Xi)− (1− Zi)
ψ˜
θ̂0,k(Xi)
(Yi)ê1,k(Xi)
ν̂0,k(Xi)
{
1− ê1,k(Xi)
} − τ̂−]2.
(3.8)
is a consistent estimator of the variance σ2τ− and[
τ̂− − z1−α/2
σ̂τ−√
n
, τ̂− + z1−α/2
σ̂τ−√
n
]
is a valid asymptotic (1−α) confidence interval for τ−. The proof is omitted, as it is almost identical
to that of Theorem 3.2.
Importantly, we can extend our bounds to create a confidence set for τ = E[Y (1) − Y (0)].
The same approach as in Section 2 and this section, but with large values of Y (1) and small
values of Y (0) up-weighted, provides an estimate τ̂+ of τ+ that upper bounds the ATE. Its limiting
distribution is also normal and has a parallel variance estimator σ̂τ+ as σ̂τ− . With these estimators,
construct the confidence interval for the ATE as
ĈIτ =
[
τ̂− − z1−α/2
σ̂τ−√
n
, τ̂+ + z1−α/2
σ̂τ+√
n
]
. (3.9)
Because τ− ≤ τ ≤ τ+, the following corollary shows that this confidence interval has appropriate
asymptotic coverage.
Corollary 3.1. Let P satisfy the Γ-selection bias condition along with Assumptions A5 and A6.
Let ĈIτ be defined as in (3.9). Then,
lim inf
n→∞ P (τ ∈ ĈIτ ) ≥ 1− α,
where τ = E[Y (1)− Y (0)].
Remark 1: It is possible to extend Theorem 3.2 to provide confidence intervals uniform over P.
In other words, the coverage probability of the relevant confidence intervals converge to the desired
level uniformly over all the distributions in P. To do so, Assumption A6 must be uniform over a
class of distributions P satisfying Assumption A5, for instance by assuming there exists sequences
∆n → 0 and δn → 0 such that
sup
P∈P
P
(
‖η̂1(·)− η1(·)‖2,P > n−1/4δn
)
< ∆n.
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Then, the challenge is demonstrating this uniform convergence for the estimated nuisance parame-
ters via sieve estimation. Work such as [9] suggest that series estimators of the conditional regression
function such as in Example 1 of Section 2 converge uniformly, however extending these results to
the estimation of θ1(x) and ν1(x) are beyond the scope of the present work. ♦
3.3 Construction of ν̂1,k(x) and its asymptotic properties
Note that ν1(x) = 1 + (Γ − 1)P(Y (1) ≥ θ1(x) | Z = 1, X = x). To estimate ν1(·), apply the sieve
estimation method again. Define the loss function ¯` : R× R× Y → R+
¯`{ν, θ, y} := 1
2
[
1 + (Γ− 1)1 {y ≥ θ} − ν]2 ,
and consider the minimization problem
minimize
ν(·)
E[¯`
{
ν(X), θ1(X), Y (1)
} | Z = 1] (3.10)
over measurable functions. Since ν1 is the unique minimizer of the problem (3.10), the ideal sieve
estimator for ν1(·) minimizes the empirical version of (3.10). However, this requires knowledge
of θ1(·), which itself must be estimated. Therefore, consider the following (nested) cross-fitting
approach:
1. Partition the samples in I−k into two independent sets;
2. Let θ̂ν11k(·) be an estimator of θ1(·) based on the first subset of I−k;
3. For a sequence of sieve parameter spaces
Π1 ⊆ · · · ⊆ Πn ⊆ · · · ⊆ Π,
estimate ν̂1,k(x) by finding an (approximate) minimizer of the following sieve approximation
for the plug-in version of the population problem (3.10)
minimize
ν(·)∈1+(Γ−1)Πn
1
n−k,1
∑
i∈I−k
Zi
[
¯`
{
ν(Xi), θ̂
ν1
1k(Xi), Yi
}]
, (3.11)
where n−k,1 =
∑
i∈I−k Zi. The examples of sieves in Section 2.2 apply here as well for Πn.
To provide convergence guarantees for this estimator, consider the following two assumptions:
Assumption A7. There exists q, r > 0, and a set S ⊂ Λpc(X ) with θ1 ∈ S such that
1. P (θ̂1 ∈ S | Z = 1)→ 1 as n→∞
2. for all θ ∈ S, x 7→ P (Y (1) ≥ θ(x) | Z = 1, X = x) belongs to Π := Λqr(X ) ∩
{
ν : X → [0, 1]}.
Assumption A8. There exists a constant Lν > 0, such that for θ, θ
′ ∈ S,∫
|P{Y (1) ≥ θ(x) | Z = 1, X = x} − P{Y (1) ≥ θ′(x) | Z = 1, X = x}|2 dP1(x) ≤ L2ν‖θ − θ′‖22,P1 .
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Assumption A7 ensures that the map x 7→ P{Y (1) ≥ θ(x) | Z = 1, X = x} must be sufficiently
smooth for functions θ(·) close to θ1(·). In the current case, since ‖θ̂1 − θ1‖2,P = op(1), S in
Assumption A7 can be a ‖ · ‖2,P -neighborhood of θ1 ∈ Λpc(X ). This condition is needed, since
νˆ1,k(x) solves an empirical version of the optimization problem (3.10) that uses the estimator θ̂
ν1
1k(·)
instead of the true θ1(·). Assumption A8 guarantees that the map
θ 7→ P {Y (1) ≥ θ(x) | Z = 1, X = x}
is also sufficiently smooth. A simple sufficient condition for Assumption A8 is that Y (1) | Z =
1, X = x has a bounded density for almost every x ∈ X . If there is no bounded density in certain
(X,Y (1)) neighborhoods, but we know a priori that θ(X) 6= Y (1) in these neighborhoods, then
we choose S to exclude θ̂ falling in these regions. For instance, if Y (1) ∈ {0, 1}, then unless it is
deterministic, θ1(x) ∈ (0, 1), so θ1 ∈ S = Λqr(X )∩{f : X → (0, 1)}, and PY (1)|X=x,Z=1 has a density
at y ∈ (0, 1) with pY (1)|X=x,Z=1(θ1(x)) = 0, which implies Assumption A8.
Under these additional assumptions, the following proposition gives the convergence rate of the
proposed nonparametric sieve estimator. See the proof in Appendix C.3.
Proposition 3.1. For X = [0, 1]d, let Πn be given by finite dimensional linear sieves considered
in Examples 1 or 2 with Jn  n
1
2q+d (log n)
− 4
2q+d . Let Assumptions A3, A7, and A8 hold, assume
that ‖θ̂ν11k − θ1‖2,P = Op
((
(logn)4
n
) q
2q+d
)
, and let ν̂1,k be an approximate empirical minimizer to
the problem (3.11) satisfying
E(k)n,2
[
¯`
{
ν̂1(X), θ̂
ν1
1k(X), Y (1)
}]
≤ inf
ν∈1+(Γ−1)Πn
E(k)n,2
[
¯`
{
ν(X), θ̂ν11k(X), Y (1)
}]
+Op
((log n)4
n
) 2q
2q+d
 .
Then, ∥∥ν̂1,k − ν1∥∥2,P = Op
((log n)4
n
) q
2q+d
 .
If q > d/2, then ‖ν̂1,k − ν1‖2,P = oP (n−1/4), satisfying the assumptions of Theorem 3.2.
3.4 Design sensitivity and optimality of our bound on the ATE
In this section, we provide an asymptotic level α hypothesis test for the composite null
H0(Γ) :
{
E[Y (1)] ≤ E[Y (0)],
(Z,U,X) : Γ− selection bias holds (3.12)
under Assumptions A5 and A6, and analyze its design sensitivity, as defined by Rosenbaum [38]
and restated here. Let H1 = {Q} be an alternative hypothesis, such that the causal treatment
effect is positive EQ[Y (1) − Y (0)] = τ > 0, and there is no unobserved confounding (i.e., Γ = 1).
Assume Q(Z = 1|X = x) = q0 ∈ (0, 1), so that both potential outcomes are observable. Let
tΓn{(Yi, Zi, Xi)ni=1} ∈ {0, 1} be a level α test for testing the null H0(Γ) defined in expression (3.12)
with respect to some alternative H1, so that t
Γ
n{(Yi, Zi, Xi)ni=1} = 1 implies rejecting the null H0.
The design sensitivity of the sequence of tests {tΓn{(Yi, Zi, Xi)ni=1}}∞n=1 is the threshold Γdesign, such
that
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1. the power Q(tΓn{(Yi, Zi, Xi)ni=1} = 1)→ 0 for Γ > Γdesign;
2. the power Q{tΓn((Yi, Zi, Xi)ni=1} = 1)→ 1 for Γ < Γdesign [38, 39].
Loosely speaking, if the selection bias parameter Γ is above the design sensitivity, the test can never
differentiate the alternative from the null; if the selection bias is below that design sensitivity, the
test can always differentiate the alternative from the null given adequate sample size.
A natural size α test for H0(Γ), given the confidence interval for τ
− in Section 3.2, is
ψΓn{(Yi, Zi, Xi)ni=1} = 1
{
τ̂− > z1−α
σ̂τ−√
n
}
. (3.13)
The asymptotic validity of the confidence interval ensures that the test ψΓn is a valid level α test
for H0(Γ) in (3.12):
lim inf
n→∞ P
(
ψΓn{(Yi, Zi, Xi)ni=1} = 0
)
≥ 1− α.
The following proposition gives the design sensitivity of ψΓn . To simplify notation in what follows,
we will focus on defining the design sensitivity of this test when there are no observed covariates
X, so that {Y (z)}z=0,1 ⊥ Z | U , and the odds ratio in the Γ-selection bias condition (1.3) holds
without conditioning on X. Then, θ1, θ0 ∈ R are constants.
Proposition 3.2. Let ψΓn be defined as in (3.13), so that ψ
Γ
n is asymptotically level α for H0(Γ)
in (3.12). Then, for an alternative H1 = {Q}, let G(Γ) be the expanded form of the equation
τ− = EQ[ZY (1) + (1− Z)θ1 − (1− Z)Y (0)− Zθ0] = 0 under Q so that
G(Γ) =Q(Z = 1)EQ[Y (1)] +Q(Z = 0) inf
θ1
EQ
[
1
{
Y (1) ≥ θ1
}
+ Γ˜1
{
Y (1) < θ1
}
Q(Y (1) ≥ θ1) + Γ˜Q(Y (1) < θ1)
Y (1)
]
−Q(Z = 0)EQ[Y (0)]− sup
θ0
Q(Z = 1)EQ
[
Γ˜1
{
Y (0) > θ0
}
+ 1
{
Y (0) ≤ θ0
}
Γ˜Q(Y (0) > θ0) +Q(Y (0) < θ0)
Y (0)
]
.
Then, either the design sensitivity Γdesign of the test ψ
Γ
n is infinite, or it is the unique solution to
G(Γdesign) = 0.
Proof The lower end of the confidence interval τ̂− − z1−ασ̂τ−/
√
n
P→ τ−, as n→∞. Therefore,
the asymptotic power of {ψΓn}∞n=1 is defined by the condition τ− > 0 under Q. If τ− > 0, then
limn→∞Q(ψΓn = 0) = 0. If τ− < 0, then limn→∞Q(ψΓn = 0) = 1. τ− will be a strictly decreasing
function of Γ, because θ1 is continuous and strictly decreasing (see Lemma A.1 in the Appendix) and
θ0 is strictly increasing, by symmetry. Thus, the design sensitivity Γdesign for this test is the choice of
Γ such that τ− = 0. If this equation has no roots, then no choice of Γ makes τ− negative, and so we
set Γdesign =∞. Expanding the expression τ− = E[ZY (1)+(1−Z)θ1(X)−(1−Z)Y (0)−Zθ0(X)] = 0
under Q, we obtain the explicit form for G stated above.
While there is no simplified expression for Γdesign in general, it can be evaluated for a given al-
ternative distribution Q. For instance, for the alternative H1 = {Y (1) ∼ N(τ/2, σ2), Y (0) ∼
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N(−τ/2, σ2), Z ∼ Bernoulli(1/2)}, with no dependence on observed covariates X, the design sensi-
tivity of the test ψΓn is
Γdesign = −
∫∞
0 y exp
(
− (y−τ)2
2σ2
)
dy∫ 0
−∞ y exp
(
− (y−τ)2
2σ2
)
dy
(3.14)
(see Corollary C.1 in the Appendix for proof). Proposition 3.3 provides a lower bound on the design
sensitivity that shows that the proposed test ψΓn based on τ̂
− is optimal for these alternatives.
Proposition 3.3. Let H0(Γ) be defined as in (3.12). For an appropriate choice of a ∈ [1/(1 +√
Γ),
√
Γ/(1 +
√
Γ)], let If Γ satisfies the following bound
H1 =
{
Y (1) ∼ N
(
τ
2
, σ2
)
, Y (0) ∼ N
(
−τ
2
, σ2
)
, Z ∼ Bernoulli(a)
}
.
If Γ satisfies the following bound
Γ ≥ −
∫∞
0 y exp
(
− (y−τ)2
2σ2
)
dy∫ 0
−∞ y exp
(
− (y−τ)2
2σ2
)
dy
, (3.15)
then no level α test tΓn for H0(Γ) will have power Q(t
Γ
n{(Yi, Zi, Xi)ni=1} = 1) > α. That is, a design
sensitivity of any level α test for H1 must satisfy the inequality
Γdesign ≥ −
∫∞
0 y exp
(
− (y−τ)2
2σ2
)
dy∫ 0
−∞ y exp
(
− (y−τ)2
2σ2
)
dy
.
Remark 2: Our proof uses a specific choice of a to greatly simplify the algebra. However, carefully
solving a system of (nonlinear) equations to choose the distribution of PZ|U allows for any marginal
distribution of P (Z = 1). ♦
Remark 3: The aforementioned results can be extended to alternatives beyond Gaussian distri-
butions under the condition that Y (0)
d
= C{1 − Y (1)}, for some constant C > 0. The proof relies
on this symmetry in the potential outcomes to construct a distribution in H0 matching Q over the
observed data, not the normality. ♦
4 Numerical experiments
To complement the theoretical properties of the proposed procedure established in Section 3, we
examine the finite sample performance of the new method based on Monte-Carlo simulation and
analyze real data from an observational study examining the effect of fish consumption on blood
mercury levels in the next two subsections. The Monte-Carlo simulations support the validity of
the inference procedure in realistic settings. The analysis of the real observational study shows that
our semiparametric approach provides bounds on the ATE τ that are tighter than those based on
matching.
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4.1 Simulations
The purpose of the simulation study is to demonstrate that the proposed confidence intervals have
good coverage for reasonable choices of sample size n and covariate dimension d. We generate the
data using the following model: draw X ∼ Uniform[0, 1]d; conditional on X = x, draw
U ∼ N
{
0,
(
1 + 12 sin(2.5x1)
)2}
;
and conditional on X = x and U = u, set
Y (0) = x>β + u,
Y (1) = τ + x>β + u.
Draw the treatment assignment according to
Z ∼ Bernoulli

exp
(
α0 + x
>µ+ log(Γ)1{u > 0}
)
1 + exp
(
α0 + x>µ+ log(Γ)1{u > 0}
)
 ,
where α0 is a constant controlling the overall treatment assignment ratio. This model satisfies the
Γ-selection bias condition, since
P (Z = 1|X = x, U = u)
P (Z = 0|X = x, U = u)
P (Z = 0|X = x, U = u˜)
P (Z = 1|X = x, U = u˜) = Γ
(1{u>0}−1{u˜>0}).
In this experiment, unobserved confounding inflates the treatment effect estimator of a na¨ıve
analysis that ignores potential unobserved confounding factors. When Z = 1, U is more likely
to be positive than when Z = 0, which will inflate the mean of the observed treated units,
E[Y (1) | Z = 1, X = x] > E[Y (1) | X = x]. Therefore, we expect that the upper bound from
the sensitivity analysis is well above the true ATE, while the lower bound is only slightly below the
truth, assuming we choose Γ in our analysis to be at least as large as Γ used in the simulation. In
particular, if the sensitivity analysis is not overly conservative, the lower bound from our analysis
should be close to the true treatment effect.
In the first set of simulations, we simulate data with a small number of observed covariates
(d = 4) to examine the finite sample performance of the proposed sensitivity analysis procedure
as the sample size increases. All relevant parameters are estimated non-parametrically: µ̂z,z(·)
by the polynomial (power series) sieve estimator, the propensity score ê1(·), by a random forest
estimator, and θˆz(·), by the non-parametric estimator presented in Section 2 using the polynomial
sieve, with tuning parameters (sieve size and regularization) selected via 10-fold cross-validations.
In simulating the data, we set τ = 1, Γ = exp(1), β = (0.513, 0.045, 0.700, 0.646)> and µ =
(0.709, 0.438, 0.200, 0.767)>, and the same choice of Γ is used for the simulation and analysis.
Table 1 summarizes the empirical average of τ̂−, σ̂−, τ̂+, and σ̂+, the empirical standard
deviation of τ̂− and τ̂+, and the empirical coverage probability of the confidence interval ĈIτ given in
(3.9) for the true ATE based on 2000 simulations. As expected, the average lower bound estimator,
τ̂−, is fairly close to the true ATE, while the average upper bound estimator, τ̂+, is substantially
higher than the true τ , even when the sample size is large as n = 1, 600. The empirical standard
deviations of τ̂− and τ̂+ are well approximated by their corresponding estimators, when n ≥ 400.
When n is small, the variance estimator slightly underestimates the true variance. The coverage
probability of the confidence interval is conservative due to unobserved confounding. Again, because
20
Table 1. Simulation results of the proposed method with four observed covariates. SD. of τ̂−, the
empirical standard deviation of τ̂−; SD. of τ̂+, the empirical standard deviation of τ̂+; Coverage, the
empirical coverage probability of the 95% confidence intervals ĈIτ .
n τ̂− σ̂− SD. of τ̂− τ̂+ σ̂+ SD. of τ̂+ Coverage
100 1.001 0.241 0.332 1.837 0.208 0.249 0.929
200 0.980 0.168 0.185 1.801 0.159 0.172 0.967
400 0.985 0.122 0.132 1.784 0.117 0.126 0.965
800 0.985 0.087 0.094 1.766 0.083 0.089 0.971
1600 0.991 0.063 0.065 1.766 0.061 0.060 0.975
Table 2. Simulation results of the proposed method (parametric and nonparametric) and the existing
matching method with eight observed covariates. SD. of τ̂−, the empirical standard deviation of τ̂−;
SD. of τ̂+, the empirical standard deviation of τ̂+; Coverage, the empirical coverage probability of
the 95% confidence intervals ĈIτ .
Approach τ̂− σ̂− SD. of τ̂− τ̂+ σ̂+ SD. of τ̂+ Coverage
Parametric 0.988 0.071 0.081 1.775 0.068 0.076 0.970
Nonparametric 0.995 0.073 0.081 1.775 0.069 0.076 0.960
Matching 0.869 0.067 0.097 2.125 0.068 0.097 0.996
the unobserved confounding in this setting introduces upward bias, the lower bound τ− ≈ τ, and
so we expect that the coverage probability of the confidence interval of τ to be close to 97.5% for
large n, which is confirmed by the simulation results in Table 1.
In the second set of simulations, the dimension d of the covariates, the sample size n, and the
marginal treatment probability P (Z = 1) match those from the analysis of the real observational
study examining the effect of fish consumption on blood mercury level considered in the next sub-
section (d = 8, n = 1100, and P (Z = 1) = 0.21, respectively). For each set of the simulated
data, we employed parametric and non-parametric approaches to estimate the bound of the ATE.
The parametric approach is the same as the nonparametric approach, except that ê1(·) is based
on a standard logistic regression model. Table 2 summarizes the simulation results. Both para-
metric and non-parametric methods work reasonably well, although the non-parametric estimator
of the propensity score e1(·) requires mild weight clipping to bound the effect on the estimator
from potential influential points [27, 47]. We clipped any weight that was worth more than 1/20
of the total weight of all combined samples. In the parametric approach, the logistic regression
model for the propensity score is misspecified (the model is no longer logistic after marginalizing
over unobserved U), and therefore the resulting estimator may have a non-vanishing asymptotic
bias. With eight covariates, the nonparametric estimation is quite demanding; as a result, the finite
sample standard errors are slightly underestimated by approximately 10%. Finally, we compare
the matching method based on M-estimates [40] implemented in sensitivitymw to the proposed
approach. While the confidence intervals for the ATE from the matching method have good cover-
age, this was mainly due to conservative bound estimates in both directions. The standard errors
are actually severely underestimated (Table 1).
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4.2 Real observational data
We apply our proposed method to analyzing an observational study to infer the causal effect of
fish consumption on blood mercury levels, and compare our result to that of a prior analysis
based on covariates matching [52]. The data consist of observations from N = 2, 512 adults in
the United States, who participated in a single cross-sectional wave of the National Health and
Nutrition Examination Survey (2013-2014). All participants answered a questionnaire regarding
their demographics and food consumption, and had blood tests conducted including measuring the
blood mercury concentration (data available in the R package CrossScreening).
High fish consumption is defined as individuals who reported > 12 servings of fish or shellfish
in the previous month per their questionnaire, low fish consumption as 0 or 1 servings of fish. The
outcome of interest is log2 of total blood mercury concentration (ug/L). The primary objective of
the statistical analysis is to study if fish consumption causes higher mercury concentration. To
match the prior analysis [52], we excluded one individual with missing education level and seven
individuals with missing smoking status from the analysis, and imputed missing income data for 175
individuals using the median income. In addition, we created a supplementary binary covariate to
indicate whether the income data were missing. There are a total of 234 treated individuals (those
with high fish consumption), 873 control individuals (low fish consumption). The data include
eights covariates, on which estimation or matching is performed (gender, age, income, whether
income is missing, race, education, ever smoked, and number of cigarettes smoked last month).
Our approach uses the same Γ-selection bias model model as the previous matched-pair analysis in
[52], so results between our proposed method and the analysis based on the 234 matched pairs are
directly comparable. As shown in Table 3, when Γ > exp(1), our proposed method achieves tighter
confidence intervals around the effect of fish consumption on blood mercury level: our confidence
intervals are nested within the confidence intervals based on the matching method. For example,
when Γ = exp(3) (representing a relatively large selection bias), the 95% confidence interval for the
increase in average log2-transformed blood mercury concentration caused by high fish consumption
is [0.47, 3.29] based on our new method and [-0.24, 4.48] based on the matching method. While the
former excludes zero, suggesting a significant association in the presence of unknown confounding
satisfying the Γ-selection bias, the latter includes the null association and thus is not statistically
significant. When Γ ≤ exp(1), the confidence intervals of the proposed method are not nested
within those from the matching methodology. However, the length of the confidence interval based
the proposed method is still substantially smaller. The only exception is when Γ = 1, i.e, no
unobserved confounding, the matching method generates a slightly narrower confidence interval.
5 Discussion
The Γ-selection bias model (1.3) relax the unconfoundedness assumption (1.1) required for identi-
fication of causal treatment effects. We propose an estimator for τ̂−(x) for the CATE τ(x) and τ̂−
for the ATE τ under the Γ-selection bias condition (1.3) and analyze its asymptotic properties. We
demonstrate the statistical advantages of our approach over existing estimators based on matching,
replicating the advantageous oP (n
−p/(2p+d)) convergence of series estimation procedures [31] and
o(1/
√
n) bias of doubly robust semi-parametric models[4, 12] in the no unobserved confounding set-
ting (1.1). Our simulation studies and experimental evidence from real observational data confirm
that these advantages exist in practical finite sample regimes as well.
Our bounds demonstrate a few important phenomena for understanding the robustness of causal
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Table 3. Comparison to sensitivity results of [52] using the same data set. Because the same
sensitivity model as the matched analysis was used, results can be compared directly. We demonstrate
that the method can achieve tighter bounds on the average treatment effect both in point estimates
and confidence intervals.
Proposed method Matching
Γ Lower Upper
Lower
95% CI
Upper
95% CI
Length
of CI
Lower Upper
Lower
95% CI
Upper
95% CI
Length
of CI
1 1.74 1.74 1.51 1.97 0.46 2.08 2.08 1.90 2.25 0.35
exp(0.5) 1.53 2.03 1.31 2.26 0.95 1.75 2.41 1.57 2.59 1.02
exp(1) 1.27 2.27 1.07 2.47 1.40 1.45 2.74 1.25 2.94 1.89
exp(2) 0.91 2.77 0.74 2.89 2.15 0.87 3.36 0.58 3.65 3.07
exp(3) 0.60 3.19 0.47 3.29 2.82 0.28 3.97 -0.23 4.48 4.71
exp(4) 0.29 3.55 0.18 3.63 3.45 - - - - -
inference with observational data. Firstly, as noted in Section 3, the estimator τ̂− reduces to the
semi-parametric AIPW estimator when Γ = 1. Therefore, the confidence interval for τ estimated in
(3.9) includes the semi-parametric AIPW estimate for any Γ > 1. As a result, the AIPW estimate
will not amplify selection bias, but rather serves as the center of the interval of estimates possible
due to unobserved confounding. Secondly, the estimator θ̂1(·) minimizes a weighted version (2.10)
of the squared error loss function minimized by the observed conditional mean µ̂1,1(·), whereas the
estimator µ̂1,1(·) minimizes the traditional mean squared error. When the residual noise Y −µ1,1(X)
is small, the difference between the weighted and unweighted loss functions is also small. Therefore,
the effect of selection bias on the bias of the estimated ATE τ or CATE τ(x) estimated under the
no unobserved confounding assumption (1.1) depends on the magnitude of these residuals; when
the residuals are small, the risk of unobserved confounding is mitigated.
Our bounds on the ATE τ and CATE τ(x) depend on bounding the conditional mean of
the potential outcomes µ1(x) = E[Y (1)|X = x] and µ0(x) = E[Y (0)|X = x]. The bound and its
nonparametric estimator bound each of these two functions separately by considering the worst case
re-weighting of the data (such as in (2.6) and (2.10)), and combine them. Section 3.4 establishes
the optimality of this approach under a specific symmetry condition on the distributions of the
potential outcomes. In general, our approach is not guaranteed to be optimal, and an optimal
estimator may require taking the worst case treatment assignment that depend on both potential
outcomes simultaneously, consistent with the independence assumption (1.2) and Γ-selection bias
condition (1.3). Such joint consideration of µ1(x) and µ0(x) complicates the estimation procedure,
but is nontheless an important direction of future work.
Practically, choosing an appropriate level of Γ in the sensitivity analysis is important. Rosen-
baum [37, Chp. 6] discusses using known relationships between a treatment and an axillary mea-
sured outcome to detect the presence and magnitude of hidden bias. For example, in a drug
surveillance application, a drug is approved for use with some known treatment effect on the pri-
mary outcome measured from a randomized trial, but drug surveillance is interested in measuring
adverse events from real world use of the drug. The difference between the estimate of the effect of
the drug on the primary outcome estimated from the observational data, compared to the random-
ized trial, serves as an indication of the magnitude of Γ, the hidden bias in the data. It might then
be appropriate to perform a sensitivity analysis for adverse events with this level of Γ. However, in
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Figure 1. Visual comparison to sensitivity results of matching method in [52] using the same
data set. See numerical details in Table 3. The filled areas represent the estimated bounds on the
average treatment effect, whereas the dotted / dashed lines represent confidence intervals around
these estimates. For medium to large values of Γ, our approach produces intervals with shorter
length.
many settings, there is no such surrogate for estimating Γ. In discussions with clinicians who often
interpret biomedical studies, we find it helpful to provide results for a number of different values
of Γ, as done in [52], to help contextualize the strength of evidence, rather than present a single
bound with undue certainty about the extent of unobserved confounding. While our results are for
a fixed choice of Γ, an important topic for future work is to provide uniform results over Γ. This
allows establishing a principled estimate of the smallest value of Γ under which no treatment effect
is consistent with the observed data (the E value advocated by [49]).
Acknowledgements
We would like to acknowledge useful comments, discussions, and feedback with Stefan Wager and
Nigam Shah on this work. SY would also like to thank Mike Baiocchi for his discussions and
encouragement to study unobserved confounding.
SY was partially supported by a Stanford Graduate Fellowship, and HN was partially supported
by Samsung Fellowship. Research reported in this publication was supported by the National Heart,
Lung, and Blood Institute; the National Institute Of Diabetes And Digestive And Kidney Diseases;
24
and the National Institute On Minority Health And Health Disparities of the National Institutes
of Health under Award Numbers R01HL144555, R01DK116852, R21MD012867, DP2MD010478,
and U54MD010724. The content is solely the responsibility of the authors and does not necessarily
represent the official views of the National Institutes of Health.
References
[1] A. Abadie and G. W. Imbens. Bias-corrected matching estimators for average treatment effects.
Journal of Business & Economic Statistics, 29(1):1–11, 2011.
[2] P. M. Aronow and D. K. Lee. Interval estimation of population means under unknown but
bounded probabilities of sample selection. Biometrika, 100(1):235–240, 2012.
[3] S. Athey and G. Imbens. Recursive partitioning for heterogeneous causal effects. Proceedings
of the National Academy of Sciences, 113(27):7353–7360, 2016.
[4] H. Bang and J. M. Robins. Doubly robust estimation in missing data and causal inference
models. Biometrics, 61(4):962–973, Dec 2005.
[5] J. L. Bosco, R. A. Silliman, S. S. Thwin, A. M. Geiger, D. S. Buist, M. N. Prout, M. U. Yood,
R. Haque, F. Wei, and T. L. Lash. A most stubborn bias: no adjustment method fully resolves
confounding by indication in observational studies. Journal of Clinical Epidemiology, 63(1):
64–74, 2010.
[6] S. Boyd and L. Vandenberghe. Convex Optimization. Cambridge University Press, 2004.
[7] B. A. Brumback, M. A. Hernn, S. J. P. A. Haneuse, and J. M. Robins. Sensitivity anal-
yses for unmeasured confounding assuming a marginal structural model for repeated mea-
sures. Statistics in Medicine, 23(5):749–767, 2004. doi: 10.1002/sim.1657. URL https:
//onlinelibrary.wiley.com/doi/abs/10.1002/sim.1657.
[8] X. Chen. Large sample sieve estimation of semi-nonparametric models. Handbook of Econo-
metrics, 6:5549–5632, 2007.
[9] X. Chen and T. M. Christensen. Optimal uniform convergence rates and asymptotic normality
for series estimators under weak dependence and weak conditions. Journal of Econometrics,
188(2):447–465, 2015.
[10] X. Chen and X. Shen. Sieve extremum estimates for weakly dependent data. Econometrica,
pages 289–314, 1998.
[11] X. Chen and H. White. Improved rates and asymptotic normality for nonparametric neural
network estimators. IEEE Transactions on Information Theory, 45(2):682–691, 1999.
[12] V. Chernozhukov, D. Chetverikov, M. Demirer, E. Duflo, C. Hansen, W. Newey, and J. Robins.
Double/debiased machine learning for treatment and structural parameters. The Econometrics
Journal, 21(1):C1–C68, 2018.
25
[13] P. M. Coloma, G. Trifir, M. J. Schuemie, R. Gini, R. Herings, J. Hippisley-Cox, G. Mazzaglia,
G. Picelli, G. Corrao, L. Pedersen, J. van der Lei, M. Sturkenboom, and on behalf of the
EU-ADR consortium. Electronic healthcare databases for active drug safety surveillance: is
there enough leverage? Pharmacoepidemiology and Drug Safety, 21(6):611–621, 2012. doi:
10.1002/pds.3197. URL https://onlinelibrary.wiley.com/doi/abs/10.1002/pds.3197.
[14] J. Cornfield, W. Haenszel, E. C. Hammond, A. M. Lilienfeld, M. B. Shimkin, and E. L. Wynder.
Smoking and lung cancer: Recent evidence and a discussion of some questions. Journal of the
National Cancer Institute, 22(1):173–203, 1959.
[15] I. Daubechies. Ten Lectures on Wavelets, volume 61. SIAM, 1992.
[16] A. Dembo. Lecture notes on probability theory: Stanford statistics 310. Accessed October 1,
2016, 2016. URL http://statweb.stanford.edu/~adembo/stat-310b/lnotes.pdf.
[17] C. B. Fogarty and D. S. Small. Sensitivity analysis for multiple comparisons in matched
observational studies through quadratically constrained linear programming. Journal of the
American Statistical Association, 111(516):1820–1830, 2016.
[18] V. Gabushin. Inequalities for the norms of a function and its derivatives in metric L p.
Mathematical notes of the Academy of Sciences of the USSR, 1(3):194–198, 1967.
[19] S. Geman and C. R. Hwang. Nonparametric maximum likelihood estimation by the method
of sieves. Annals of Statistics, 10:401–414, 1982.
[20] J. Hahn. On the Role of the Propensity Score in Efficient Semiparametric Estimation of
Average Treatment Effects. Econometrica, 66(2):315–331, 1998.
[21] J. L. Hill. Bayesian nonparametric modeling for causal inference. Journal of Computational
and Graphical Statistics, 20(1):217–240, 2011.
[22] J. Z. Huang et al. Projection estimation in multiple regression with application to functional
ANOVA models. Annals of Statistics, 26(1):242–272, 1998.
[23] G. Imbens and D. Rubin. Causal Inference for Statistics, Social, and Biomedical Sciences.
Cambridge University Press, 2015.
[24] G. W. Imbens. Nonparametric estimation of average treatment effects under exogeneity: A
review. Review of Economics and Statistics, 86(1):4–29, 2004.
[25] N. Kallus and A. Zhou. Confounding-robust policy improvement. arXiv:1805.08593 [cs.LG],
2018.
[26] S. R. Ku¨nzel, J. S. Sekhon, P. J. Bickel, and B. Yu. Meta-learners for estimating heterogeneous
treatment effects using machine learning. arXiv preprint arXiv:1706.03461, 2017.
[27] B. K. Lee, J. Lessler, and E. A. Stuart. Weight trimming and propensity score weighting.
PLoS ONE, 6(3):e18174, Mar 2011.
[28] D. Luenberger. Optimization by Vector Space Methods. Wiley, 1969.
26
[29] L. W. Miratrix, S. Wager, and J. R. Zubizarreta. Shape-constrained partial identification
of a population mean under unknown probabilities of sample selection. Biometrika, 105(1):
103–114, 2017.
[30] W. K. Newey. The asymptotic variance of semiparametric estimators. Econometrica: Journal
of the Econometric Society, pages 1349–1382, 1994.
[31] W. K. Newey. Convergence rates and asymptotic normality for series estimators. Journal of
Econometrics, 79(1):147–168, 1997.
[32] X. Nie and S. Wager. Quasi-oracle estimation of heterogeneous treatment effects.
arXiv:1712.04912 [stat.ML], 2019.
[33] E. C. Norton, B. E. Dowd, and M. L. Maciejewski. Odds Ratios–Current Best Practice and
Use. JAMA, 320(1):84–85, 07 2018. ISSN 0098-7484. doi: 10.1001/jama.2018.6971. URL
https://dx.doi.org/10.1001/jama.2018.6971.
[34] A. Richardson, M. G. Hudgens, P. B. Gilbert, and J. P. Fine. Nonparametric bounds and
sensitivity analysis of treatment effects. Statist. Sci., 29(4):596–618, 11 2014. doi: 10.1214/
14-STS499. URL https://doi.org/10.1214/14-STS499.
[35] J. M. Robins, A. Rotnitzky, and D. O. Scharfstein. Sensitivity analysis for selection bias and
unmeasured confounding in missing data and causal inference models. In M. E. Halloran and
D. Berry, editors, Statistical Models in Epidemiology, the Environment, and Clinical Trials,
pages 1–94, New York, NY, 2000. Springer New York. ISBN 978-1-4612-1284-3.
[36] R. T. Rockafellar and R. J. B. Wets. Variational Analysis. Springer, New York, 1998.
[37] P. R. Rosenbaum. Observational Studies. Springer, second edition, 2002.
[38] P. R. Rosenbaum. Design of Observational Studies. Springer Series in Statistics. Springer,
2010.
[39] P. R. Rosenbaum. A new U-statistic with superior design sensitivity in matched observational
studies. Biometrics, 67(3):1017–1027, Sep 2011.
[40] P. R. Rosenbaum. Weighted M-statistics with superior design sensitivity in matched obser-
vational studies with multiple controls. Journal of the American Statistical Association, 109
(507):1145–1158, 2014.
[41] D. B. Rubin. Estimating causal effects of treatments in randomized and nonrandomized studies.
Journal of Educational Pyschology, 66(5):688–701, 1974.
[42] D. O. Scharfstein, A. Rotnitzky, and J. M. Robins. Adjusting for nonignorable drop-out using
semiparametric nonresponse models. Journal of the American Statistical Association, 94(448):
1096–1120, 1999.
[43] L. Schumaker. Spline Functions: Basic Theory. Cambridge University Press, 2007.
[44] C. Shen, X. Li, L. Li, and M. C. Were. Sensitivity analysis for causal inference using inverse
probability weighting. Biometrical Journal, 53(5):822–837, 2011. doi: 10.1002/bimj.201100042.
URL https://onlinelibrary.wiley.com/doi/abs/10.1002/bimj.201100042.
27
[45] C. J. Stone. Optimal rates of convergence for nonparametric estimators. Annals of Statistics,
8(6):1348–1360, 1980.
[46] A. F. Timan. Theory of Approximation of Functions of a Real Variable, volume 34. Elsevier,
1963.
[47] A. A. Tsiatis and M. Davidian. Comment: Demystifying double robustness: A comparison
of alternative strategies for estimating a population mean from incomplete data. Statistical
Science, 22(4):569, 2007.
[48] S. van de Geer. Empirical Processes in M-Estimation. Cambridge University Press, 2000.
[49] T. J. VanderWeele and P. Ding. Sensitivity analysis in observational research: introducing the
e-value. Annals of Internal Medicine, 167(4):268–274, 2017.
[50] S. Wager and S. Athey. Estimation and inference of heterogeneous treatment effects using ran-
dom forests. Journal of the American Statistical Association, 113(523):1228–1242, 2018. doi:
10.1080/01621459.2017.1319839. URL https://doi.org/10.1080/01621459.2017.1319839.
[51] S. Wager and G. Walther. Adaptive concentration of regression trees, with application to
random forests. arXiv:1503.06388 [math.ST], 2015.
[52] Q. Zhao, D. S. Small, and B. B. Bhattacharya. Sensitivity analysis for inverse probability
weighting estimators via the percentile bootstrap. arXiv:1711.11286 [stat.ME], 2017.
A Proofs for bounds on the CATE
Lemma 2.1. If P satisfies the Γ-selection bias condition, then PY (1)|Z=0,X=x is absolutely contin-
uous with respect to PY (1)|Z=1,X=x, and the likelihood ratio given in (2.5) satisfies 0 ≤ L(y, x) ≤
ΓL(y˜, x) for almost every y, y˜ and x.
Proof Throughout this proof, we implicitly qualify statements as being for almost every x, where
appropriate.
First, we establish that for A ∈ σ(U),
1
Γ
PU (A|Z = 1, X = x) ≤ PU (A|Z = 0) ≤ ΓPU (A|Z = 0, X = x) for all A ∈ σ(U),
with 0 < C1, C2 < ∞. To do so, let A be any U -measurable event that satisfies P (A|Z = 1) > 0.
Then,
PU (A|Z = 1, X = x) = P (U ∈ A,Z = 1|X = x)
P (Z = 1|X = x) =
P (Z = 1|U ∈ A,X = x)P (U ∈ A|X = x)
P (Z = 1|X = x) .
(A.1)
Similarly,
PU (A|Z = 0, X = x) = P (U ∈ A,Z = 0|X = x)
P (Z = 0|X = x) =
P (Z = 0|U ∈ A,X = x)P (U ∈ A|X = x)
P (Z = 0|X = x) .
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Substituting P (U ∈ A|X = x) from (A.1) gives
P (U ∈ A|Z = 0, X = x) = P (Z = 0|U ∈ A,X = x)P (Z = 1|X = x)
P (Z = 0|X = x)P (Z = 1|U ∈ A,X = x)P (U ∈ A|Z = 1, X = x),
and so the Γ-selection bias condition (1.3) implies
1
Γ
P (U ∈ A|Z = 1, X = x) ≤ P (U ∈ A|Z = 0, X = x) ≤ ΓP (U ∈ A|Z = 1, X = x).
Thus, we conclude that PU (·|Z = 1, X = x) and PU (·|Z = 0, X = x) are mutually absolutely
continuous.
Let R(u, x) :=
dPU|Z=0,X=x
dPU|Z=1,X=x
denote the likelihood ratio. Apply Bayes rule to (1.3) to get
1
Γ
≤ R(u, x)
R(u˜, x)
≤ Γ (A.2)
for almost any u, u˜. Now, we establish that PY (1)(·|Z = 1, X = x) and PY (1)(·|Z = 0, X = x) are
absolutely continuous, and derive a bound on their likelihood ratio. The independence assumption
(1.2) that {Y (z)}z ⊥ Z | X,U implies that for B ∈ σ(Y (1)), E[1{B} |Z = 0, U,X = x] =
E[1{B} |U,X = x], and so
E
[
1{B} |Z = 0, X = x] = E [E [1{B} |U,X = x] |Z = 0, X = x]
= E
[
R(U, x)E
[
1{B} |U,X = x] |Z = 1, X = x]
= E
[
E
[
R(U, x)1{B} |U,X = x] |Z = 1, X = x]
= E
[
R(U, x)1{B} |Z = 1, X = x]
= E
[
E
[
R(U, x)|Y (1), Z = 1, X = x]1{B} |Z = 1, X = x] .
Since the bound (A.2) and E
[
R(U, x)|Z = 1, X = x] = 1 imply that 1Γ ≤ R(u, x) ≤ Γ almost
everywhere,
1
Γ
E[1{B} |Z = 1, X = x] ≤ E[1{B} |Z = 0, X = x] = E
[
E
[
R(U, x)|Y (1), Z = 1, X = x]1{B} |Z = 1, X = x]
≤ ΓE[1{B} |Z = 1, X = x].
This establishes that PY (1)(·|Z = 1, X = x) and PY (1)(·|Z = 0, X = x) are mutually absolutely
continuous. The equation
E
[
1{B} |Z = 0, X = x] = E [E [R(U)|Y (1), Z = 1, X = x]1{B} |Z = 1, X = x] ,
implies that the likelihood ratio L(y, x) satisfies
L(Y (1), x) = E
[
R(U, x)|Y (1), Z = 1, X = x] , PY (1)|Z=1,X=x − almost surely
by the Radon-Nikodym Theorem. To see that L(y, x) ≤ ΓL(y˜, x), let δ > 0 and uδ be such that
R(uδ, x) < inf
u
R(u, x) + δ.
Then, for almost every y,
L(y, x) = E[R(U, x)|Y (1) = y, Z = 1, X = x] = R(uδ, x)E[R(U, x)/R(uδ, x)|Y (1) = y, Z = 1] ≤ ΓR(uδ, x),
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and
L(y˜, x) ≥ inf
u
R(u, x) > R(uδ, x)− δ.
Therefore,
L(y, x) ≤ ΓR(uδ, x) < Γ (L(y˜, x) + δ) .
δ is arbitrary, so take δ → 0 to get L(y, x) ≤ ΓL(y˜, x).
Lemma 2.2. Let θ1(x) be defined as in (2.6). If |θ1(x)| <∞, then
θ1(x) = sup
µ
µ
s.t. E[ψµ
{
Y (1)
} |Z = 1, X = x] ≥ 0,
(2.7)
where
ψθ(y) = (y − θ)+ − Γ(y − θ)−.
Proof of Lemma First, note that
inf
L(y,x) meas.
E1[Y (1)L(Y (1), x)|X = x]
s.t. E1[L(Y (1), x)|X = x] = 1
0 ≤ L(y, x) ≤ Γ, L(y˜, x) for almost every y, y˜ ∈ Y
(A.3)
= sup
µ
inf
L(y,x) meas.
E1[(Y (1)− µ)L(Y (1), x)|X = x] + µ
s.t. 0 ≤ L(y, x) ≤ ΓL(y˜, x) for almost every y, y˜ ∈ Y
, (A.4)
which is a consequence of standard functional duality. Indeed, because the set
{L : Y × X → R+ meas. | 0 ≤ L(y, x) ≤ ΓL( ˜y, x) for almost every y, y˜ ∈ Y}
is convex, and L ≡ 1 satisfies E1[L{Y (1), x}|X = x] = 1, the extended Slater’s condition holds.
Then, (A.4) follows from strong duality (see, e.g., Luenberger [28, Theorem 8.6.1 and Problem
8.7]).
Now, we show that for each µ ∈ R,
L∗(y, x) ∝ Γ1{y − µ ≤ 0}+ 1{y − µ > 0} (A.5)
attains the minimum value of
inf
L(y,x)
{
E1[(Y (1)− µ)L(Y (1))|X = x] : 0 ≤ L(y, x) ≤ ΓL(y˜, x) for almost every y, y˜ ∈ Y
}
.
The minimizer takes on only two values {c, cΓ} for some c ≥ 0 due to the constraint L(y, x) ≤
ΓL(y˜, x), and y 7→ L(y, x) is monotone in y− µ. Indeed, if L(y, x) is not on the boundary of [c,Γc]
for some value of y, then L?(y, x) will attain (y−µ)L?(y, x) < (y−µ)L(y, x) with either L?(y, x) = c
or Γc, depending on the sign of y− µ. Plug this minimizer L?(y, x) in the problem (A.4) to obtain
θ1(x) = sup
µ
inf
c≥0
E1
[
cψµ
{
Y (1)
} |X = x]+ µ,
recalling that ψt(y) = (y− t)+−Γ(y− t)− and (·)+ and (·)− are the positive and negative (respec-
tively) parts of their argument.
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Note that
inf
c≥0
E1
[
cψµ
{
Y (1)
} |X = x] =
−∞ if E1
[
ψµ
{
Y (1)
} |X = x] < 0
0 otherwise
,
which yields the final result (2.7).
Lemma A.1. For almost every x, if θ1(x) defined in (2.6) is finite for some Γ, then Γ 7→ θ1(x) is
a continuous, strictly monotone decreasing function.
Proof Write θΓ1 (x) to explicitly denote the dependence of θ1(x) on Γ.
To check that Γ 7→ θΓ1 (x) is strictly monotone, we use the choice of L that attains the minimum
in equation (A.5) to write
θΓ1 (x) = infµ
E
[
1
C(µ)
(
1
{
Y (1) ≥ µ}+ Γ1{Y (1) < µ})Y (1) | Z = 1, X = x] ,
where C(µ) is the appropriate normalizing constant so that 1C(µ)
(
1
{
Y (1) ≥ µ}+ Γ1{Y (1) < µ})
is a likelihood ratio. Note that Lemma 2.2 implies that the choice of µ attaining the above minimum
is θΓ1 (x), itself. Then, for Γ˜ > Γ, if Var(Y (1) | x) > 0, then
θΓ˜1 (x)− θΓ1 (x) = infµ E
[
1
C(µ)
(
1
{
Y (1) ≥ µ}+ Γ˜1{Y (1) < µ})Y (1) | Z = 1, X = x]− θΓ1 (x)
≤ E
[
1
C(θΓ1 (x))
(
1
{
Y (1) ≥ θΓ1 (x)
}
+ Γ˜1
{
Y (1) < θΓ1 (x)
})
(Y (1)− θΓ1 (x)) | Z = 1, X = x
]
(A.6)
< E
[
1
C ′(θΓ1 (x))
(
1
{
Y (1) ≥ θΓ1 (x)
}
+ Γ1
{
Y (1) < θΓ1 (x)
})
(Y (1)− θΓ1 (x)) | Z = 1, X = x
]
(A.7)
= 0,
where C ′ is the normalizing constant for this new likelihood ratio. The strict inequality comes
from the fact that negative values of Y (1)− θΓ1 (x) has more weight in (A.6) than in (A.7), because
Γ˜ > Γ, and when Var(Y (1) | X = x) > 0, P (Y (1) > θΓ1 (x) | X = x) > 0, which follows from the
definition of θΓ1 (x) in (2.6) as an (weighted) expectation.
The function t 7→ fΓ(t) = E[(Y (1) − t)+ − Γ(Y (1) − t)− | Z = 1, X = x] is strictly monotone
with slope ≤ −1. Therefore, for 1 ≤ Γ ≤ Γ˜ <∞, using that fΓ(θΓ1 ) = 0 and fΓ˜(θΓ˜1 ) = 0,
|θΓ1 (x)− θΓ˜1 (x)| ≤ fΓ˜(θΓ1 (x))− fΓ˜(θΓ˜1 (x))
= f
Γ˜
(θΓ1 (x))− fΓ(θΓ1 (x))
≤ (Γ˜− Γ)E [(Y − θΓ(x))−] .
When θΓ(x) is finite, this implies Γ 7→ θΓ1 (x) is continuous.
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Theorem 2.1. Let Γ ≥ 1 be fixed, and P be a distribution over {Y (1), Y (0), Z,X,U} satisfying
the Γ-selection bias condition (1.3). Let τ−(x) in (2.9) be based on θ1(x) and θ0(x) solving the
optimization problems (2.6) and (2.8) with the same Γ. When E|Y (z)| < ∞ for z = 0, 1 and
0 < P (Z = 1|X = x) < 1,
τ−(x) ≤ E[Y (1)− Y (0)|X = x].
Proof Let
L(P ) = {L(y) | L(y) ≤ ΓL(y˜), for a.e. y, y˜,
∫
Y
L(y) dP (y) = 1}. (A.8)
By Lemma 2.1,
L(y, x) =
dPY (1)(y | Z = 0, X = x)
dPY (1)(y | Z = 1, X = x)
∈ L(PY (1)|Z=1,X=x).
This implies that θ1(x), the minimizer of E1
[
K{Y (1)}Y (1) | X = x] over K ∈ L(PY (1)|Z=1,X=x),
satisfies
θ1(x) ≤ E1
[
L{Y (1), x}Y (1) | X = x] = E0[Y (1) | X = x].
A similar argument shows that
θ0(x) ≥ E1[Y (0) | X = x].
Plug these inequalities into the definition of τ−(x) to obtain
τ−(x) ≤E1
[
Y (1) | X = x]P (Z = 1 | X = x) + θ1(x)P (Z = 0 | X = x)
− E0
[
Y (0) | X = x]P (Z = 0 | X = x)− θ0(x)P (Z = 1 | X = x)
≤E1[Y (1) | X = x]P (Z = 1 | X = x) + E0[Y (1) | X = x]P (Z = 0 | X = x)
− E1[Y (0) | X = x]P (Z = 1 | X = x)− E0[Y (0) | X = x]P (Z = 0 | X = x)
=E[Y (1)− Y (0) | X = x].
B Proofs for the convergence rate of sieve estimation for the
CATE
B.1 Equivalence between loss minimization and estimating equations
Lemma B.1. If E1[`Γ(θ1; (X,Y (1)))] < ∞, then the unique solution θ1(·) to the estimating equa-
tions
E
[
ψθ1(X)(Y (1))|X = x, Z = 1
]
= 0
for almost every x is also the unique minimizer of (2.10).
Proof The following lemma based on normal integrand theory [36, Section 14.D] allows swapping
integrals and infimum over measurable mappings. Recall that a map f : R × X → R¯ is a normal
integrand if its epigraphical mapping—viewed as a set-valued mapping—Sf : X → R × R, x 7→
epi f(·;x) = {(t, α) ∈ R × R : f(t;x) ≤ α} is closed-valued (i.e. Sf (x) is closed for all x ∈ X ) and
measurable (i.e. for any open set O ∈ R2, S−1f (O) := ∪o∈O S−1f (o) ∈ A).
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Lemma 1 (Rockafellar and Wets [36, Theorem 14.60]). If f : R × X → R¯ is a normal integrand,
and
∫
X f(θ1(x);x) dP (x) <∞ for some measurable θ1, then
inf
θ
{∫
X
f(θ(x);x) dP (x)
∣∣∣ θ : X → R measurable} = ∫
X
inf
t∈R
f(t;x) dP (x).
If this common value is not −∞, a measurable function θ∗ : X → R attains the minimum of the
left-hand side iff θ∗(x) ∈ argmint∈R f(t;x) for P -almost every x ∈ X .
Let f(t, x) := 12E1
[
(Y (1)− t)2+ + Γ(Y (1)− t)2−
∣∣X = x]. Since f is continuous in (y, t), f is a
normal integrand [36, Examples 14.31]. Rewrite the minimization problem (2.10) using the tower
property
inf
θ
{
E1
[
E1[`Γ(θ; (X,Y (1)))
∣∣X]] = E1[f {θ(X), X}] | θ(·) : X → R measurable} .
Apply Lemma 1, as θ1(x) solves the optimization problem (2.10), θ1(x) = argmint∈R f(t;x). Since
t 7→ f(t, x) is convex, the first order condition ddtf(t;x) = 0 shows that θ1(x) is also the unique
solution of the equation
E1
{
ψθ(x)(Y (1))|X = x
}
= 0.
B.2 Convergence rate of the CATE sieve estimation
We define the following notion of covering numbers to measure the complexity of parameter spaces.
Let V be a vector space with (semi)norm‖·‖ on V, and let V ⊂ V. A collection v1, . . . , vN ⊂ V is an
-cover of V if for each v ∈ V , there exists vi such that‖v − vi‖ ≤ . The covering number of V with
respect to ‖·‖ is then N(V, ,‖·‖) := inf {N ∈ N : there is an -cover of V with respect to ‖·‖}.
Furthermore, for some fixed b > 0, define the sequence
δn := inf
{
δ ∈ (0, 1) : 1√
nδ2
∫ δ
bδ2
√
logN
(
1+d/2p,Θn,‖·‖2,P1
)
d ≤ 1
}
. (B.1)
The following convergence result is a consequence of general results on sieve estimators [10, 22, 8]
adapted for the optimization problem in (2.10).
Lemma B.2. Let Assumptions A1, A2, A3 hold, and let θ̂1 be an approximate empirical minimizer
to the problem (2.11) satisfying
E1,n
[
`Γ
{
θ̂1(X), Y (1)
}]
≤ inf
θ∈Θn
E1,n
[
`Γ
{
θ(X), Y (1)
}]
+Op
(
2n
)
where n := max
{
δn, infθ∈Θn‖θ1 − θ‖2,P1
}
. Then,
∥∥∥θ̂1 − θ1∥∥∥
2,P1
= Op (n).
Proof
Verifying the assumptions of the following general result for sieve estimation due to Chen and
Shen [10] (see, also [8, 22]) completes the proof.
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Lemma 2 (Chen [8, Theorem 3.2]). Let θ1 ∈ Λpc(X ) for some p, c > 0, and for θ in some neigh-
borhood of θ1
E1[`Γ(θ(X), Y (1))]− E1[`Γ(θ1(X), Y (1))] ‖θ − θ1‖22,P1 .
For δ small enough, assume
sup
θ∈Θn:‖θ−θ1‖2,P1≤δ
VarP1
(
`Γ(θ(X), Y (1))− `Γ(θ1(X), Y (1))
)
. δ2 (B.2)
sup
θ∈Θn:‖θ−θ1‖2,P1≤δ
∣∣`Γ(θ(X), Y (1))− `Γ(θ1(X), Y (1))∣∣ ≤ δsU(X,Y (1)) (B.3)
for some s ∈ (0, 2) and E1[U(X,Y (1))2] <∞. Then,
∥∥∥θ̂1 − θ1∥∥∥
2,P1
= Op (n).
To verify these assumptions, first we check that
E1
[
`Γ
{
θ(X), Y (1)
}]− E1 [`Γ {θ1(X), Y (1)}] ‖θ − θ1‖22,P1 .
t 7→ `Γ(t, y) is 1-strongly convex, since t 7→ 12(y − t)2 is 1-strongly convex, and t 7→ 12(Γ −
1) [y − t]2− is convex. Hence, for any t, t′ ∈ R
`Γ(t, y)− `Γ(t′, y) ≥ ψt′(y)(t− t′) + 1
2
|t− t′|2,
recalling that ψt(y) := [y − t]+ − Γ [y − t]− is the partial derivative of `Γ(t, y) with respect to t.
Recalling that E1[ψθ1(X)(Y (1)) | X] = 0, almost surely, and taking expectations obtains
E1
[
`Γ
{
θ(X), Y (1)
}]− E1 [`Γ {θ1(X), Y (1)}] ≥ 1
2
‖θ − θ1‖22,P1 .
θ 7→ ψθ(y) is Γ-Lipschitz, and so for any t, t′ ∈ R,
`Γ(t, y)− `Γ(t′, y) ≤ ψt′(y)(t− t′) + Γ
2
|t− t′|2.
Taking expectations yields
E1
[
`Γ
{
θ(X), Y (1)
}]− E1 [`Γ {θ1(X), Y (1)}] ≤ Γ
2
‖θ − θ1‖22,P1 .
Next, we verify (B.2) and (B.3). Since t 7→ ψt(y) is Γ-Lipschitz, for all t, t′
|`Γ(t, y)− `Γ(t′, y)| ≤
(|ψt′(y)|+ Γ|t− t′|) |t− t′|,
plugging in θ(x) and θ1(x) yields
|`Γ(θ(x), y)− `Γ(θ1(x), y)| ≤ Γ|y − θ1(x)||θ(x)− θ1(x)|+ Γ|θ(x)− θ1(x)|2. (B.4)
The following lemma [10, 18] connects the L2(λ)-norm of θ ∈ Λpc(X ) to its supremum norm (where
λ denotes the Lebesgue measure).
Lemma 3 (Chen and Shen [10, Lemma 2]). For θ ∈ Λpc(X ), we have ‖θ‖∞ ≤ 2c1−
2p
2p+d ‖θ‖
2p
2p+d
2,λ .
Note that ‖·‖2,λ ‖·‖2,P1 by Assumption A3, and so ‖θ‖∞ .‖θ‖
2p
2p+d
2,P .
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Taking squares on both sides in the inequality (B.4) and using convexity of t 7→ t2 gives
|`Γ(θ(x), y))− `Γ(θ1(x), y))|2 ≤ 2Γ2|y − θ1(x)|2|θ(x)− θ1(x)|2 + 2Γ2|θ(x)− θ1(x)|4.
Taking expectations and recalling that E1[(Y (1) − θ1(X))2|X] ≤ M for some M > 0, Lemma 3
implies that
sup
θ∈Θn:‖θ−θ1‖2,P1≤δ
VarP1
(
`Γ(θ(X), Y (1))− `Γ(θ1(X), Y (1))
)
. Γ2Mδ2 + Γ2δ2+
4p
2p+d . δ2
whenever δ ∈ (0, 1). This verifies the condition (B.2). Similarly, for δ small
sup
θ∈Θn:‖θ−θ1‖2,P1≤δ
∣∣`Γ(θ(X), Y (1))− `Γ(θ1(X), Y (1))∣∣ . Γδ 2p2p+d c1− 2p2p+d (|Y (1)− θ1(X)|+ c1− 2p2p+d) .
Noting E1(Y (1)− θ1(X))2 <∞ verifies the condition (B.3) with s = 2p/(2p+ d).
B.3 Proof of Theorem 2.2
Theorem 2.2. For X = [0, 1]d, let Θn be given by a finite dimensional linear sieves such as those
considered in Example 1 or 2 with Jn  n
1
2p+d . Let Assumptions A1, A2, A3 hold, and let θ̂1 be an
approximate empirical minimizer to the problem (2.11) such that
En
[
`Γ
(
θ̂1(X), Y (1)
)
| Z = 1
]
≤ inf
θ∈Θn
En
[
`Γ
(
θ(X), Y (1)
) | Z = 1]+Op
((log n)4
n
) 2p
2p+d
 .
Then, ‖θ̂1 − θ1‖2,P = Op
((
(logn)4
n
) p
2p+d
)
.
Proof It suffices to bound δn and the approximation error infθ∈Θn‖θ1 − θ‖2,P1 in Lemma B.2.
First, note from Chen and Shen [10] and van de Geer [48] that
logN
(
,Θn,‖·‖2,P1
)
. dim(Θn) log
1

,
where dim(Θn) = J
d
n. Then,
1√
nδ2
∫ δ
bδ2
√
logN
(
1+d/2p,Θn,‖·‖2,P1
)
d .
√
dim(Θn)
δ
√
n
(
log
1
δ
)2
,
which implies that
δn 
√
dim(Θn)
n
(log n)2 =
√
Jdn
n
(log n)2.
When Θn is defined as in Examples 1 or 2 with J = Jn, standard function approximation results
yield infθ∈Θn‖θ − θ1‖∞ = O(J−pn ). See, for example, Timan [46, Section 5.3.1] and Schumaker [43,
Theorem 12.8]. Similar approximation guarantees hold for wavelet bases (see [15]), which we omit
for brevity. Refer to Chen [8] and references therein for a more comprehensive overview of finite-
dimensional linear sieves.
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Therefore, for any of these choices of approximating functions,
inf
θ∈Θn
‖θ1 − θ‖2,P1 = O(J−pn ).
Set Jn  n
1
2p+d (log n)
− 4
2p+d in Lemma B.2, so that ‖θ̂1 − θ1‖2,P1 = Op
((
(logn)4
n
) p
2p+d
)
.
C Proofs for properties of bounds on the ATE
C.1 Proof of the consistency of the ATE estimator
Theorem 3.1. Under Assumption A4, µ̂−1 as defined in (3.5) satisfies µ̂
−
1
P→ µ−1 .
Proof To establish the convergence of µ̂−1 , we use the cross-fitting construction to split µ̂
−
1 into
K estimators and establish the convergence of each separately. Because K is fixed, µ̂−1 will converge
at least as quickly as the slowest of them. For the estimator in the k-th fold, the samples used to
estimate ν̂1,k = (θ̂1,k, θ̂1,k, θ̂1,k)
> are independent of the samples in the sum
1
|Ik|
∑
i∈Ik
ZiYi + (1− Zi)θ̂1,k(Xi) + Zi
ψ
θ̂1,k(Xi)
(Yi)(1− ê1,k(Xi))
ν̂1,k(Xi)ê1,k(Xi)
.
For the simplicity of the argument, let m = |Ik|. Note that by construction, m ≈ n/K, and
so establishing convergence as m → ∞ among the samples in Ik is equivalent to establishing the
convergence as n→∞.
The argument for establishing the consistency of this result is relatively standard. The only
challenge is that ν̂1,k changes as a function of m, so that for i ∈ Ik
ZiYi + (1− Zi)θ̂1,k(Xi) + Zi
ψ
θ̂1,k(Xi)
(Yi)(1− ê1,k(Xi))
ν̂1,k(Xi)ê1,k(Xi)
are only i.i.d. conditional on ν̂1,k. Define the σ-algebra F∞,k generated by the samples in the set
I−k as n→∞, so that the elements in the preceding display are i.i.d. conditional on I−k.
Because P(|µ̂−1 − µ−1 | > |F∞,k) a.s.→ 0 implies P(|µ̂−1 − µ−1 | > )→ 0 by dominated convergence,
it suffices to show that µ̂−1
p→ µ−1 conditional on F∞,k. To check convergence conditional on F∞,k,
note that the elements in the preceeding display form a triangular array for which the weak law of
large numbers still holds. Then, we apply the following WLLN from Dembo [16].
Theorem C.1. (Dembo [16, Corollary 2.1.14 Weak law for triangular arrays]) Suppose
that for each m, the random variables ξm,i, i = 1, . . . ,m are pairwise independent, identically
distributed for each m, and E|ξm,1| <∞. Then,
m−1(Sm − am) P→ 0 as m→∞,
where Sm =
∑m
i=1 ξm,i and am =
∑m
i=1 Eξm,i.
Define the event
A :=
{
inf
x
ê1,k(x) ≥ , inf
x
ν̂1,k(x) ≥ 1, and EX∼P
∣∣∣θ1(X)− θ̂1,k(X)∣∣∣ ≤ 1}
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and note that A is F∞,k-measurable. Let
ξm,i := 1{A}
ZiYi + (1− Zi)θ̂1,k(Xi) + Ziψθ̂1,k(Xi)(Yi)(1− ê1,k(Xi))
ν̂1,k(Xi)ê1,k(Xi)
 ,
and assume (without loss of generality) that Ik = {1, . . . ,m}. All subsequent statements are
conditional on the σ-algebra F∞,k:
E|ξm,i| =1{A}E
∣∣∣∣∣∣ZY (1) + (1− Z)θ̂1,k(X) + Z
ψ
θ̂1,k(X)
(Y (1))(1− ê1,k(X))
ν̂1,k(X)ê1,k(X)
∣∣∣∣∣∣
≤1{A}
E ∣∣Y (1)∣∣+ E ∣∣∣θ̂1,k(X)∣∣∣+ E
∣∣∣∣∣∣
ψ
θ̂1,k(X)
(Y (1))(1− ê1,k(X))
ν̂1,k(X)ê1,k(X)
∣∣∣∣∣∣

≤1{A}
(
E
∣∣Y (1)∣∣+ E ∣∣∣θ̂1,k(X)∣∣∣+ 1

E
∣∣∣ψθ̂1,k(X)(Y (1))∣∣∣
)
≤1{A}
(
E
∣∣Y (1)∣∣+ E ∣∣∣θ̂1,k(X)∣∣∣+ Γ

E
∣∣Y (1)∣∣+ Γ

E
∣∣∣θ̂1,k(X)∣∣∣)
<∞,
because 1 {A}E
∣∣∣θ̂1,k(X)∣∣∣ ≤ 1 {A} (E ∣∣θ1(X)∣∣+ 1) <∞, and E ∣∣θ1(X)∣∣ ≤ ΓE ∣∣Y (1)∣∣ <∞.
Adopt the notation Sm =
∑
i∈Ik ξm,i. Theorem C.1 implies that
1
m(Sm − am)
P→ 0. Next,
we show that 1mam − E[ξm,1] = E[ξm,1] − E[ξm,1]
P→ 0. Recall that |ξm,1|1
{|ξm,1| > m} → 0
almost surely and E
[
|ξm,1|1
{|ξm,i| > m}] ≤ E [|ξm,1|] < ∞, so dominated convergence implies
E
[
|ξm,1|1
{|ξm,i| > m}]→ 0. Together, these imply that
1
m
(1{A}
m∑
i=1
ZiYi + (1− Zi)θ̂1,k(Xi) + Zi
ψ
θ̂1,k(Xi)
(Yi)(1− ê1,k(Xi))
ν̂1,k(Xi)ê1,k(Xi)
− E[Xm,i]) P→ 0.
Ho¨lder’s inequality and Assumption A4(d,e) bounds the error
|E[ξm,i]− µ−1 |
=
∣∣∣∣∣1{A}E
[
(1− Z)
(
θ̂1,k(X)− θ̂1,k(X)
)
+ Z
(
ψ
θ̂1,k(X)
(Y (1))− ψθ1(X)(Y (1))
)
(1− ê1,k(X))
ν̂1,k(X)ê1,k(X)
− Zψθ1(X)(Y (1))(1− ê1,k(X))
ν̂1,k(X)ê1,k(X)
]∣∣∣∣∣+ oP (1)
≤
E[ ∣∣∣θ̂1,k(X)− θ̂1,k(X)∣∣∣q
]1/q +(E [Γ

∣∣∣ψθ̂1,k(X)(Y (1))− ψθ1(X)(Y (1))∣∣∣q
])1/q
+ oP (1),
where the oP (1) term comes from the fact that Assumption A4(b,d,e) imply (1 − 1{A})µ−1
p→ 0.
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Finally, notice that |ψt(y)− ψs(y)| ≤ Γ|s− t|, and so by Assumption A4(b), for some C <∞,
|E[ξm,i]− µ−1 | ≤ C
(
E[
∣∣∣θ̂1,k(X)− θ1(X)∣∣∣q])1/q = C‖θ̂1(·)− θ1(·)‖q,P = oP (1).
C.2 Proof of the limiting distribution of ATE estimator
Theorem 3.2. Suppose that the data generating distribution P , η1(x) = (θ1(x), ν1(x), e1(x))
>,
and its estimator η̂(x) satisfy Assumptions A5 and A6. Then, µ̂−1 given in (3.5) is asymptotically
normal with √
n(µ̂−1 − µ−1 ) d→ N(0, σ2),
where
σ2 = Var
[
ZiYi + (1− Zi)θ(Xi) + Zi
ψθ(Xi)(Yi)
{
1− e1(Xi)
}
ν(Xi)e1(Xi)
]
.
Let
σ̂2 =
1
n
K∑
k=1
∑
i∈Ik
ZiYi + (1− Zi)θ̂1,j(Xi) + Ziψθ̂1,k(Xi)(Yi)
{
1− ê1,k(Xi)
}
ν̂1,k(Xi)ê1,k(Xi)
− µ̂−1
2 .
Then σ̂2 is a consistent estimator of σ2 and[
µ̂−1 − z1−α/2
σ̂√
n
, µ̂−1 + z1−α/2
σ̂√
n
]
is a valid asymptotic (1 − α) confidence interval of µ̂−1 , where z1−α/2 is the (1 − α/2) quantile of
the standard normal.
Proof Let Y = Y (Z) be the observed potential outcome. Define Wi = (Yi, Xi, Zi)
′ as the d+ 2
dimensional random vector containing all the observed random variables. Similarly w = (y, x, z)′
for a fixed or temporary variable. Define the score
m(w, µ, η) = zy + (1− z)θ(x)− µ+ z (y − θ(x))+ − Γ(y − θ(x))−
ν(x)
1− e(x)
e(x)
, (C.1)
where η(·) = (θ(·), ν(·), e(·)). The proof depends heavily on Theorem 3.1, 3.2 and Corollary 3.1 of
Chernozhukov et al. [12], and depends primarily on checking their Assumptions 3.1 and 3.2 for the
proposed estimator. Theorem 3.1 is reproduced here (in abbreviated form, adapted to match our
notation); Theorem 3.2 and Corollary 3.1 extend this result to show that the estimated variance
and confidence intervals of the DML estimator are consistent and valid, respectively, with slightly
larger remainder rates (replacing ρn below with ρ
′
n = n
−((1−2/q)∧1/2) + rn + r′n + n1/2λn + n1/2λ′n
when replacing the true standard deviation σ in the theorem statement below with the estimated
standard deviation σ̂).
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Theorem C.2. (Chernozhukov et al. [12], Theorem 3.1) Suppose that Assumptions 3.1 and 3.2
hold. In addition, suppose that δn ≥ n−1/2 for all n ≥ 1. Then the DML2 estimator µ̂−1 concentrates
in a 1/
√
n neighborhood of µ−1 and is approximately linear and centered Gaussian:
√
nσ−1(µ̂−1 − µ−1 ) =
1√
n
n∑
i=1
m¯(Wi) +OP (ρn)
p→ N(0, Id),
for m¯(w) = −σ−1m(w, µ−1 , η1), remainder term ρn = n−1/2 + rn + r′n + n1/2λn + n1/2λ′n, and the
approximate variance
σ2 = J−10 E[m(W,µ
−
1 , η1)m(W,µ
−
1 , η1)
>](J−10 )
>.
For the reader’s convenience, we repeat the assumptions here, with slight notational adaptation
to match our notation. The score m satisfies the Neyman orthogonality condition with λn = 0,
so the result follows from simplifying the most general conditions when λn 6= 0 (for example in
Assumption 3.1(d)). Let c1 > c0 > 0 and q > 2 be constants. Let δn and ∆n be sequences with
δn ≥ n−1/2 and limn→∞ δn = limn→∞∆n = 0. Let T = {η(·) = (θ(·), ν(·), e(·)) : η measurable, 1 ≤
ν(x) ≤ Γ,  ≤ e(x) ≤ 1 − }, so that η1 = (θ1, ν1, e1) ∈ T , and η̂ = (θ̂, ν̂, ê) ∈ T eventually, with
probability 1, where η̂ is estimated from a random subset of n− n/k samples (explained in detail
in Assumption A10).
Assumption A9 (Chernozhukov et al. [12], Assumption 3.1). For all n ≥ 3 and P ∈ Pn, the
following conditions hold.
(a) The true parameter µ−1 obeys
E
[
m(W,µ−1 , η1)
]
= 0.
(b) The score m is linear in µ−1 , so that
m(w, µ, η) = ma(w; η)µ+mb(w; η),
for all w ∈ W, µ ∈ Θ, η ∈ T .
(c) The map η 7→ E[m(W,µ, η)] is twice continuously Gateaux-differentiable on T .
(d) The score function m obeys the Neyman orthogonality condition (definition 2.1 of Chernozhukov
et al. [12],
d
dr
E
[
m(W,µ−1 , η1 + r(η − η1)
]
exists for all η ∈ T and r ∈ [0, 1), and
d
dr
E
[
m(W,µ−1 , η1 + r(η − η1))
] ∣∣∣∣
r=0
= 0.
(e) J0 = E[ma(W ; η1)] is bounded between c0 and c1.
Assumption A10 (Chernozhukov et al. [12], Assumption 3.2). For all n ≥ 3 and p ∈ Pn, the
following conditions hold.
(a) Given a random subset I of [n], of size n/K, the nuisance parameter η̂((Wi)i∈Ic) belongs to a
set Tn with probability at least 1−∆n, where Tn contains η1 and satisfies the next conditions.
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(b) The moment conditions hold:
mn = sup
η∈Tn
(
E[‖m(W,µ−1 , η)‖q]
)1/q ≤ c1 and
m′n = sup
η∈Tn
(
E[‖ma(W,µ−1 , η)‖q]
)1/q ≤ c1.
(c) The following conditions on the statistical rates rn, r
′
n, and λ
′
n hold:
rn = sup
η∈Tn
E[‖ma(W,µ−1 , η)−ma(W,µ−1 , η1)‖] ≤ δn,
r′n = sup
η∈Tn
(
E[‖m(W,µ−1 , η)−m(W,µ−1 , η1)‖2]
)1/2 ≤ δn, and
λ′n = sup
η∈Tn
E
[
d2
dr2
‖m(W,µ−1 , η1 + r(η − η1))‖
]
≤ δn/
√
n.
(d) E
[
m(W,µ−1 , η1)
2
]
is bounded from below by c0.
The proof of the theorem consists of two major steps:
Step 1. check that Assumptions A9(a, b, c, d, e) are met;
Step 2. check that Assumptions A10(a, b, c, d) are met.
Step 1 The score satisfies
E[m(W,µ−1 , θ1, ν1, e1)]
=E[ZY + (1− Z)θ1(X)]− µ−1
+ E
(
1
ν1(X)
E
[
Z
{
(Y − θ1(X))+ − Γ(Y − θ1(X))−
} | X] 1− e1(X)
e1(X)
)
= 0
(C.2)
because E[Z
[
(Y − θ1(X))+ − Γ(Y − θ1(X))−
] |X] = 0 almost everywhere, ν1(x) ≥ 1, and e1(x) >
. Thus Assumption A9(a) is satisfied. The score is linear in µ−1 with a slope of −1. Hence,
Assumption A9(b) is satisfied with ma = −1.
Because ψt(Y ) ≤ ΓY , and E[|Y |q] < ∞, Dominated Convergence will hold for all interchanges
of E and differentiation in what follows.
To verify the twice Gateaux differentiability with respect to θ(x) in Assumption A9(c), first
note that ν(x) and e(x) are bounded below and above. Therefore, it suffices to prove that for an
arbitrary measurable function g(x) ∈ [−−1, −1],
θ(x) 7→ E
[
g(x)Zψθ(x)(Y ) | X = x
]
(C.3)
must be twice Gateaux differentiable for θ(x) ∈ T . When Y |Z = 1, X = x has a density, pY (t|X =
x, Z = 1), for almost every x and P (Y = t|X = x, Z = 1) = 0,
d
dt
E[Zψt(Y ) | Z = 1, X = x] = −P1(Y > t | X = x)− ΓP1(Y < t | X = x).
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Furthermore,
d2
dt2
E[Zψt(Y ) | Z = 1, X = x] = pY (t|X = x, Z = 1)− ΓpY (t|X = x, Z = 1)
= (1− Γ)pY (t|X = x, Z = 1).
Coupled with the boundedness of g(·), this implies twice Gateaux differentiability satisfying As-
sumption A9(c) for θ1(x). Note that the other terms, for ν1(x) and e1(x), Gateaux differentiability
is standard. See, for example, the proof of Theorems 5.1 and 5.2 in Chernozhukov et al. [12].
Next, we verify Assumption A9(d). For θ(x),
d
dr
E
[
m
{
W,µ−1 , (θ1 + r(θ − θ1), ν1, e1)
}] ∣∣
r=0
=
d
dr
E
(
(1− Z)
[
θ1(X) + r
{
θ(X)− θ1(X)
}]) ∣∣∣∣
r=0
+
d
dr
E
Zψθ1(X)+r{θ(X)−θ1(X)}(Y ){1− e1(X)}
ν1(X)e1(X)
 ∣∣∣∣
r=0
=E[(1− e1(X)){θ(X)− θ1(X)}]− E
[
e1(X)ν1(X)
{
θ(X)− θ1(X)
}
ν1(X)
1− e1(X)
e1(X)
]
=E[(1− e1(X)){θ(X)− θ1(X)}]− E[(1− e1(X)){θ(X)− θ1(X)}] = 0.
For ν(x),
d
dr
E
[
m
{
W,µ−1 , (θ1, ν1 + r(ν − ν1), e1)
}] ∣∣∣∣
r=0
=
d
dr
E
[
Zψθ1(X)(Y )
−{ν(X)− ν1(X)}
ν1(X)2
1− e1(X)
e1(X)
] ∣∣∣∣
r=0
= 0,
because E[Zψθ1(X)(Y ) | X] = 0 almost everywhere and ν(X) is X-measurable. Similarly, for e(X),
d
dr
E
[
m
{
W,µ−1 , (θ1, ν1, e1 + r(e− e1))
}] ∣∣∣∣
r=0
= 0.
Because we are interested in first order properties in a neighborhood of r = 0, no cross terms
between nuisance parameters will affect the orthogonality. For instance ddr (θ1 + r(θ− θ1))(x)/(e1 +
r(e−e1))(x)
∣∣
r=0
= (θ−θ1)(x)/e1(x)+θ1(x)/e1(x)(e−e1)(x). Thus, the score is Neyman orthogonal
and satisfies Assumption A9(d). Finally, any constants c0 and c1 such that 0 ≤ c0 ≤ 1 ≤ c1 satisfy
Assumption A9(e), as J0 = m
a = −1; the requirements of Assumption A10 further constrain c0
and c1, so we defer selecting these constants for now.
Step 2 Assumption A6 estiblishes that estimators θ̂, ν̂ and ê satisfy ‖θ̂(·)−θ1(·)‖2,P = oP (n−1/4),
‖ν̂(·)− ν1(·)‖2,P = oP (n−1/4), and ‖ê(·)− e1(·)‖2,P = oP (n−1/4). Therefore, there exists sequences
an → 0 and ∆n → 0 such that
‖θ̂(·)− θ1(·)‖2,P ≤ ann−1/4,
‖ν̂(·)− ν1(·)‖2,P ≤ ann−1/4, and
‖ê(·)− e1(·)‖2,P ≤ ann−1/4
with probability 1−∆n/2. Specifically choose an so that these are satisfied with η̂ estimated using
only
(
1− 1K
)
n (as opposed to n) samples. Similarly, Assumption A6 implies that there exists a
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constant C1 such that 
‖θ̂(·)− θ(·)1‖q,P ≤ C1,
‖ν̂(·)− ν1(·)‖q,P ≤ C1, and
‖ê(·)− e1(·)‖q,P ≤ C1
with probability 1−∆n/2. Let
Tn =
{
η : ‖θ(·)− θ1(·)‖2,P ≤ ann−1/4, ‖ν(x)− ν1(x)‖2,P ≤ ann−1/4, ‖e(·)− e1(·)‖2,P ≤ ann−1/4,
‖θ(·)− θ1(·)‖q,P ≤ C1, ‖ν(·)− ν1(·)‖q,P ≤ C1, ‖e(·)− e1(·)‖q,P ≤ C1
}
.
Then P (η̂ ∈ Tn) ≥ 1−∆n/2−∆n/2 = 1−∆n and Assumption A10(a) is satisfied for this Tn.
To bound the moments in Assumption A10(b), first we bound the score at the true nuisance
parameter η1, and then apply the triangle inequality to bound the difference. Because of (2.6), for
any x and δ > 0, there exists Lδx(y) such that
θ1(x) = E[Lδx(Y (1))Y (1) | X = x] + δ,
with E[Lδx(Y (1))] = 1, and 0 ≤ Lδx(y) ≤ ΓLδx(y˜) for almost any y, y˜. Together, these imply
Γ−1 ≤ Lδx(y) ≤ Γ. Therefore, Assumption A5(b) and Ho¨lder’s inequality imply that
E
[|θ1(X)|q] ≤2q−1E[∣∣∣∣E [LδX(Y (1))Y (1)|X]∣∣∣∣q + δq
]
.E
[∣∣∣∣E [LδX(Y (1))Y (1)|X]∣∣∣∣q + δq
]
≤E
[
E
[∣∣∣LδX(Y (1))Y (1)∣∣∣q |X]+ δq
]
≤E
[
ΓqE
[∣∣Y (1)∣∣q |X]+ δq]
≤ΓqE
[∣∣Y (1)∣∣q]+ δq
≤ΓqCq + δq.
Take δ → 0 so that E [|θ1(X)|q] < C˜0.
E
[
|m(W,µ−1 , η1)|q
]
≤ E
[
|µ−1 |q + |ZY |q + (1− Z)|θ1(X)|q + Z
∣∣∣∣ ψθ1(X)(Y )
{
1− e1(X)
}
ν1(X)e1(X)
∣∣∣∣q
]
≤ |µ−1 |q + (1− )E1[|Y |q] + (1− )E0
[|θ1(X)|q]+ (1− )E1 [|ψθ1(X)(Y (1))|q]
≤ |µ−1 |q + (1− )E1[|Y |q] + (1− )E0
[|θ1(X)|q]+ (1− )2q−1Γq (E1 [|Y (1)|q]+ E1 [|θ(X)|q])
< C˜1
Then, we bound the difference as
E
[
|m(W,µ−1 , η1)−m(W,µ−1 , η)|q
]
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≤ E
(1− Z)|θ1(X)− θ(X)|q + Z
∣∣∣∣∣ψθ1(X)(Y )(1− e1(X))ν1(X)e1(X) − ψθ(X)(Y )(1− e(X))ν(X)e(X)
∣∣∣∣∣
q

≤ (1− )Cq1 + E
Z ∣∣∣∣∣ψθ1(X)(Y )(1− e1(X))ν(X)e(X)− ψθ(X)(Y )(1− e(X))ν1(X)e1(X)ν1(X)ν(X)e1(X)e(X)
∣∣∣∣∣
q

≤ (1− )Cq1 +
1
2
E1
[∣∣∣ψθ1(X)(Y )(1− e1(X))ν(X)e(X)− ψθ(X)(Y )(1− e(X))ν1(X)e1(X)∣∣∣q]
≤ (1− )Cq1 +
2q−1
2
E1
[∣∣∣∣{ψθ1(X)(Y )(1− e1(X))− ψθ(X)(Y )(1− e(X))} ν(X)e(X)∣∣∣∣q
]
+
2q−1
2
E1
[∣∣∣∣ψθ(X)(Y )(1− e(X)){ν(X)e(X)− ν1(X)e1(X)} ∣∣∣∣q
]
< C˜2,
uniformly over Tn since all the nuisance parameters in Tn have a bounded distance from the true
nuisance parameter in Lq,P -norm. Let c1 = max{C˜1 + C˜2, 1}. Then,
sup
η∈Tn
E
[
|m(W,µ−1 , η)|q
]
+ sup
η∈Tn
(
E[‖ma(W,µ−1 , η)‖q]
)1/q ≤ C˜1 + C˜2 ≤ c1,
and Assumption A10(b) is satisfied.
For Assumption A10(c), rn = 0, because m
a = −1 is a constant. The construction of Tn implies
that
sup
η∈Tn
E
[{
m(W,µ−1 , η)−m(W,µ−1 , η1)
}2]1/2 ≤ sup
η∈Tn
‖θ(·)− θ1(·)‖2,P + Γ(1− )

sup
η∈Tn
‖θ(·)− θ1(·)‖2,P
+2
Γ2(1− )

(
‖θ(·)‖2,P + E[Y (1)2]
)
(∥∥e(·)− e1(·)∥∥2,P + ∥∥ν(·)− ν1(·)∥∥2,P)
.
Therefore, r′n ≤ C˜3ann−1/4, for a constant C˜3 > 0. Bounding λ′n is more involved, and is given in
Lemma C.1.
Lemma C.1. Assume the conditions of Theorem 3.2. If Tn ⊆ {η : ‖θ(·)−θ1(·)‖2,P ≤ ann−1/4, ‖ν(·)−
ν1(·)‖2,P ≤ ann−1/4, ‖e(·)− e1(·)‖2,P ≤ ann−1/4}, then the following rate condition holds
sup
r∈(0,1),η∈Tn
d2
dr2
E
[
m(W,µ−1 , η1 + r(η − η1))
]
≤ Ca2nn−1/2. (C.4)
In summary, there is a positive constant C˜4 such that
λ′n ≤ C˜4a2n/
√
n.
Now, let δn = max{C˜3an, C˜4a2n, n−1/2}. Note that the sequences, {an}, {a2n}, and {n−1/2} all
converge to 0, and so will δn. This satisfies the conditions on δn in Chernozhukov et al. [12], and
so Assumption A10(c) is satisfied.
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For Assumption A10(d), note that
E
[
m(W,µ−1 , η1)
2 | Z = 1, X = x
]
= Var
[
Y (1) +
ψθ1(X)(Y (1))
ν1(X)
1− e1(X)
e1(X)
∣∣∣∣ Z = 1, X = x
]
≥ Var(Y (1)|Z = 1, X = x),
because Cov
(
Y (1), ψθ1(X)(Y (1))
)
≥ 0. Let c0 = min{E
[
Var(Y |X,Z = 1)] , 1} and note that c0 >
0, because Var(Y |X = x, Z = 1) > 0 on some subset of X with probability > 0. Then,
E
[
m(W,µ−1 , η1)
2 | Z = 1
]
≥ E [Var(Y |X,Z = 1)] ≥ c0 > 0
and Assumption A10(d) is satisfied.
Lemma C.1. Assume the conditions of Theorem 3.2. If Tn ⊆ {η : ‖θ(·)−θ1(·)‖2,P ≤ ann−1/4, ‖ν(·)−
ν1(·)‖2,P ≤ ann−1/4, ‖e(·)− e1(·)‖2,P ≤ ann−1/4}, then the following rate condition holds
sup
r∈(0,1),η∈Tn
d2
dr2
E
[
m(W,µ−1 , η1 + r(η − η1))
]
≤ Ca2nn−1/2. (C.4)
Proof Let
h(x, r) = E
[
Zψθ1(X)+r{θ(X)−θ1(X)}(Y )
∣∣X = x] .
Differentiate once to get
d
dr
h(x, r) =
d
dr
E
[
Zψθ1(X)+r{θ(X)−θ1(X)}(Y )
∣∣X = x]
=
{
θ(X)− θ1(X)
} d
dt
E
[
Zψt(Y )
∣∣X = x] ∣∣∣∣
t=θ1(X)+r{θ(X)−θ1(X)}
= −{θ(X)− θ1(X)} [1 + (Γ− 1)P1 (Y < θ1(X) + r {θ(X)− θ1(X)} |X = x)] e1(X),
and again to get
d2
dr2
h(x, r) = −{θ(X)− θ1(X)} d
dr
[
1 + (Γ− 1)P1(Y < θ1(X) + r
{
θ(X)− θ1(X)
} | X = x)] e1(X)
= −(Γ− 1)e1(X)
{
θ(X)− θ1(X)
}2 d
dt
[
P (Y < t|Z = 1, X = x)]
t=θ1(X)+r{θ(X)−θ1(X)}
= −(Γ− 1)e1(X)
{
θ(X)− θ1(X)
}2
pY (θ1(X) + r{θ(X)− θ1(X)}|Z = 1, X = x).
Let f(x, r) = h(x, r)
{
1− e1(x)− r(e(x)− e1(x))
}
. Then,
d
dr
f(x, r) =
[
1− e1(x)− r{e(x)− e1(x)}
] d
dr
h(x, r)− {e(x)− e1(x)}h(x, r),
and
d2
dr2
f(x, r) = −{e(x)− e1(x)} d
dr
h(x, r) +
[
1− e1(x)− r{e(x)− e1(x)}
] d2
dr2
h(x, r)− {e(x)− e1(x)} d
dr
h(x, r)
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= −2{e(x)− e1(x)} d
dr
h(x, r) +
[
1− e1(x)− r{e(x)− e1(x)}
] d2
dr2
h(x, r).
Because e(x) ∈ (, 1− ),∣∣∣∣ ddrf(x, r)
∣∣∣∣ ≤ (1− )Γ|θ(X)− θ1(X)|+ |e(x)− e1(x)||h(x, r)|
and∣∣∣∣∣ d2dr2 f(x, r)
∣∣∣∣∣ ≤2Γ|e(x)− e1(x)||θ(x)− θ1(x)|
+ (1− )(Γ− 1) (θ(X)− θ1(X))2 pY (θ1(X) + r(θ(X)− θ1(X))|Z = 1, X = x).
The density pY (t|Z = 1, X = x) is uniformly bounded, i.e., pY (t|Z = 1, X = x) ≤ R. Therefore,
this simplifies further,∣∣∣∣∣ d2dr2 f(x, r)
∣∣∣∣∣ ≤2Γ|e(x)− e1(x)||θ(x)− θ1(x)|+ (1− )(Γ− 1)R{θ(X)− θ1(X)}2 .
Next, let
g(x, r) =
[
ν1(x) + r{ν(x)− ν1(x)}
] [
e1(x) + r{e(x)− e1(x)}
]
.
Differentiate once to get
d
dr
g(x, r) = {ν(x)− ν1(x)}
[
e1(x) + r{e(x)− e1(x)}
]
+
[
ν1(x) + r{ν(x)− ν1(x)}
] {e(x)− e1(x)}
and again to get
d2
dr2
g(x, r) = 2{ν(x)− ν1(x)}{e(x)− e1(x)}.
Therefore, ∣∣∣∣ ddrg(x, r)
∣∣∣∣ ≤ 3|ν(x)− ν1(x)|+ 3(Γ + 1)|e(x)− e1(x)|.
To proceed, the following Lemma abstracts the technical challenge in bounding the second
derivatives via the following extension of the quotient rule. See below for proof.
Lemma C.2. Let f(x, r) be a function uniformly bounded in L2,P for all r ∈ (0, 1), and let g(x, r)
be a function such that 0 <  ≤ g(x, r) ≤ 1 for all r ∈ (0, 1) and P -almost every x, both with
well-defined second derivatives. Then,∣∣∣∣∣ ∂2∂r2E
[
f(X, r)
g(X, r)
]∣∣∣∣∣ ≤ CE
[∣∣∣∣∣ ∂2∂r2 f(X, r)
∣∣∣∣∣+
∣∣∣∣∣ ∂2∂r2 g(X, r)
∣∣∣∣∣+
∣∣∣∣ ∂∂rf(X, r) ∂∂rg(X, r)
∣∣∣∣+ ( ∂∂rg(X, r)
)2]
,
for a positive constant C.
Since ν(x) ∈ [1,Γ] for almost every x, e(x) ∈ (, 1− ), and f(x, r) is bounded in L2,P , f(x, r)
and g(x, r) meet the conditions of Lemma C.2. It follows from Lemma C.2 that∣∣∣∣∣∂2∂rE
[
f(X, r)
g(X, r)
]∣∣∣∣∣ ≤C1E
[∣∣∣∣∣ ∂2∂r2 f(X, r)
∣∣∣∣∣+
∣∣∣∣∣ ∂2∂r2 g(X, r)
∣∣∣∣∣+
∣∣∣∣ ∂∂rf(X, r) ∂∂rg(X, r)
∣∣∣∣+ ( ∂∂rg(X, r)
)2]
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≤C2
(
‖e(·)− e1(·)‖2,P ‖θ(·)− θ1(·)‖2,P + ‖θ(·)− θ1(·)‖22,P
+ ‖ν(·)− ν1(·)‖2,P ‖e(·)− e1(·)‖2,P
+
(‖ν(·)− ν1(·)‖2,P + ‖e(·)− e1(·)‖2,P ) (‖θ(·)− θ1(·)‖2,P + ‖e(·)− e1(·)‖2,P ‖h(·, r)‖2,P )
+
(
‖ν(·)− ν1(·)‖22,P + ‖e(·)− e1(·)‖22,P
) )
,
for a constant C2 > 0. ‖h(·, r)‖2,P is uniformly bounded, because ‖θ1(·) + r(θ(·) − θ1(·))‖2,P is
bounded and Var(Y |X,Z = 1) is bounded in L2,P . This, along with the construction of Tn, i.e.,
for each of the nuisance parameters, ‖ · − ·1 ‖2,P = ann−1/4, implies
sup
η∈Tn,r∈(0,1)
∣∣∣∣∣∂2∂rE
[
f(X, r)
g(X, r)
]∣∣∣∣∣ ≤ Ca2nn−1/2.
Now, we bound ∥∥∥∥∥ d2dr2E [m(W,µ−1 , η1 + r(η − η1))]
∥∥∥∥∥
by noticing that for any r ∈ (0, 1) and η ∈ Tn,∣∣∣∣∣ d2dr2E [m(W,µ−1 , η1 + r(η − η1))]
∣∣∣∣∣
=
∣∣∣∣∣ d2dr2E
[
−µ−1 + ZY + (1− Z)θ1(X) + (1− Z)r{θ(X)− θ1(X)}+
f(X, r)
g(X, r)
]∣∣∣∣∣
=
∣∣∣∣∣ d2dr2E
[
f(X, r)
g(X, r)
]∣∣∣∣∣ ≤ Ca2nn−1/2.
Lemma C.2. Let f(x, r) be a function uniformly bounded in L2,P for all r ∈ (0, 1), and let g(x, r)
be a function such that 0 <  ≤ g(x, r) ≤ 1 for all r ∈ (0, 1) and P -almost every x, both with
well-defined second derivatives. Then,∣∣∣∣∣ ∂2∂r2E
[
f(X, r)
g(X, r)
]∣∣∣∣∣ ≤ CE
[∣∣∣∣∣ ∂2∂r2 f(X, r)
∣∣∣∣∣+
∣∣∣∣∣ ∂2∂r2 g(X, r)
∣∣∣∣∣+
∣∣∣∣ ∂∂rf(X, r) ∂∂rg(X, r)
∣∣∣∣+ ( ∂∂rg(X, r)
)2]
,
for a positive constant C.
Proof Because f(x, r) is uniformly bounded in L2,P and 1/g(x, r) is uniformly bounded in L∞,P ,
dominated convergence holds with respect to f(X,r)g(X,r) under P . Apply the dominated convergence
theorem to exchange differentiation and integration,
∂2
∂r2
E
[
f(X, r)
g(X, r)
]
=
∂
∂r
E
[
∂
∂r
f(X, r)
g(X, r)
]
(C.5)
=
∂
∂r
E
[
g(X, r) ∂∂rf(X, r)− f(X, r) ∂∂rg(X, r)
g2(X, r)
]
(C.6)
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= E
[
−
∂
∂rg(X, r)
g3(X, r)
[
g(X, r) ∂∂rf(X, r)− f(X, r) ∂∂rg(X, r)
]
+
g(X, r)
g3(X, r)
∂
∂r
[
g(X, r) ∂∂rf(X, r)− f(X, r) ∂∂rg(X, r)
] ]
(C.7)
= E
[
− 1
g3(X, r)
[
g(X, r) ∂∂rg(X, r)
∂
∂rf(X, r)− f(X, r)
(
∂
∂rg(X, r)
)2]
+
g(X, r)
g3(X, r)
[
∂
∂rg(X, r)
∂
∂rf(X, r) + g(X, r)
∂2
∂r2
f(X, r)
− ∂∂rf(X, r) ∂∂rg(X, r)− f(X, r) ∂
2
∂r2
g(X, r)
]]
(C.8)
Then, use the fact that g is bounded from above and below to show that there exist C˜ > 0 such
that ∣∣∣∣∣ ∂2∂r2E
[
f(X, r)
g(X, r)
]∣∣∣∣∣ ≤ C˜ E
[ [∣∣∣ ∂∂rg(X, r) ∂∂rf(X, r)∣∣∣+ ∣∣∣∣f(X, r)( ∂∂rg(X, r))2∣∣∣∣]
+
∣∣∣ ∂∂rg(X, r) ∂∂rf(X, r)∣∣∣+ ∣∣∣ ∂2∂r2 f(X, r)∣∣∣
+
∣∣∣ ∂∂rf(X, r) ∂∂rg(X, r)∣∣∣+ ∣∣∣f(X, r) ∂2∂r2 g(X, r)∣∣∣
]
(C.9)
≤ C˜ E
[
3
∣∣∣ ∂∂rg(X, r) ∂∂rf(X, r)∣∣∣+ ∣∣∣∣f(X, r)( ∂∂rg(X, r))2∣∣∣∣
+
∣∣∣ ∂2∂r2 f(X, r)∣∣∣+ ∣∣∣f(X, r) ∂2∂r2 g(X, r)∣∣∣
] (C.10)
Applying the Cauchy-Schwartz inequality and the fact that for any r ∈ [0, 1), f(X, r) is uniformly
bounded in L2,P gives∣∣∣∣∣ ∂2∂r2E
[
f(X, r)
g(X, r)
]∣∣∣∣∣ ≤ C E
[ ∣∣∣ ∂∂rg(X, r) ∂∂rf(X, r)∣∣∣+ ( ∂∂rg(X, r))2
+
∣∣∣ ∂2∂r2 f(X, r)∣∣∣+ ∣∣∣ ∂2∂r2 g(X, r)∣∣∣
]
.
(C.11)
C.3 Proof of Proposition 3.1
To define an appropriate notion of model complexity and estimation error, for some b > 0, let
δ¯n := inf
{
δ ∈ (0, 1) : 1√
nδ2
∫ δ
bδ2
√
logN
(
1+d/2p,Πn,‖·‖2,P1
)
d ≤ 1
}
. (C.12)
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The following lemma quantifies the trade-off between the estimation/approximation error, and∥∥∥θ̂ν11 − θ1∥∥∥
2,P1
when approximating ν1. The Proposition 3.1 follows directly from this Lemma.
Lemma C.3. If Assumptions A3, A7, A8 hold and θ̂ν11 is a consistent estimator of θ1 based on
independent external data. Let ν̂1 be an approximate empirical minimizer satisfying
En
[
¯`
{
ν̂1(X), θ̂
ν1
1 (X), Y (1)
}]
≤ inf
ν∈1+(Γ−1)Πn
En
[
¯`
{
ν(X), θ̂ν11 (X), Y (1)
}]
+Op
(
2n
)
where n := max
{
δ¯n, infν∈1+(Γ−1)Πn‖ν1 − ν‖2,P1
}
. If n2n →∞, then
‖ν̂1 − ν1‖2,P1 = Op
(
n +
∥∥∥θ̂ν11 − θ1∥∥∥
2,P1
)
.
Proof Let ν̂ ′ be the solution to the optimization problem (3.10) with θ1 replaced with its esti-
mate,i.e, θ̂ν11
ν̂ ′(x) := 1 + (Γ− 1)P1(Y (1) ≥ θ̂ν11 (X) | X = x, θ̂ν11 ).
From the triangle inequality,
‖ν̂1 − ν1‖2,P1 ≤
∥∥ν̂1 − ν̂ ′∥∥2,P1 +∥∥ν̂ ′ − ν1∥∥2,P1 . (C.13)
We bound the second term in (C.13), by using Assumption A8 to obtain
∥∥ν̂ ′ − ν1∥∥2,P1 = (Γ− 1)
(
E1
[(
P1(Y (1) ≥ θ̂ν11 (X)|X)− P1(Y (1) ≥ θ1(X)|X)
)2]) 12
≤ (Γ− 1)Lν
∥∥∥θ̂1 − θ1∥∥∥
2,P1
.
It now remains to show that
∥∥ν̂1 − ν̂ ′∥∥2,P1 = Op(n). To this end, we use the fact that ν̂ ′ is the
unique minimizer of
minimize
ν∈1+(Γ−1)Πn
E1
[
¯`
{
ν(X), θ̂ν11 (X), Y (1)
}]
.
and apply the following general result for sieve estimators again. Although the constant terms in the
asymptotics now depends on θ̂ν11 , a variant of Lemma B.2 with explicit constants [10, Corollary 1 and
Remark 1] in the following lemma establishes the usual convergence rate Op(n). All expectations
are only over the samples used to estimate ν̂1, and not over the randomness in θ̂
ν1
1 .
Lemma 4 (Chen and Shen [10, Corollary 1]). Let ν̂ ′ ∈ 1+(Γ−1)Λqr(X ) for some q, r > 0. Assume
that
E1[¯`(ν̂1(X), θ̂ν11 (X), Y (1))]− E1[¯`(ν̂ ′(X), θ̂ν11 (X), Y (1))] ≈‖ν − ν1‖22,P1 . (C.14)
and
sup
ν∈1+(Γ−1)Πn: ‖ν−ν1‖2,P1≤δ
V ar
(
¯`
(
ν(X), θ̂ν11 (X), Y (1)
)
− ¯`
(
ν̂ ′(X), θ̂ν11 (X), Y (1)
) ∣∣∣∣ Z = 1) . δ2
(C.15)
sup
ν∈1+(Γ−1)Πn: ‖ν−ν1‖2,P1≤δ
∣∣∣∣¯`(ν(X), θ̂ν11 (X), Y (1))− ¯`(ν̂ ′(X), θ̂ν11 (X), Y (1))∣∣∣∣ . δs (C.16)
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for adequately small δ and some s ∈ (0, 2). Here . means that the inequality holds up to a positive
constant multiplier. If the loss ¯` is uniformly bounded, then there exists a universal constant C > 0
(that does not depend on θ̂ν11 ) such that for any t > 0
P1
(∥∥ν̂1 − ν̂ ′∥∥2,P1 ≥ tn) ≤ C exp(−n2nt2) .
On the event En :=
{
θ̂1 ∈ S
}
, Assumption A7 implies ν̂ ′ ∈ 1 + (Γ − 1)Π. Since the event En is
independent of the samples used in the sieve procedure (3.11) for computing ν̂1, apply Lemma 4
conditioned on this event; verify remaining assumptions of Lemma 4 as following.
Since E1
[
ν̂ ′(X)− 1− (Γ− 1)1
{
Y (1) ≥ θ̂1(X)
} ∣∣X] = 0, almost surely,
E1[¯`(ν̂1(X), θ̂ν11 (X), Y (1))]− E1[¯`(ν̂ ′(X), θ̂ν11 (X), Y (1))] =
1
2
E1[(ν̂1(X)− ν̂ ′(X))2],
and the condition C.14 in Lemma 4 is satisfied. To verify (C.15) and (C.16), note that
¯`
{
ν(X), θ̂ν11 (X), Y (1)
}
− ¯`
{
ν̂ ′(X), θ̂ν11 (X), Y (1)
}
=
1
2
(
ν(x)2 − ν̂ ′(x)2
)
+
(
1 + (Γ− 1)1
{
y ≥ θ̂ν11 (x)
})(
ν(x)− ν̂ ′(x)) .
Square both sides and take expectations to establish
VarP1
(
¯`(ν(X), θ̂ν11 (X), Y (1))− ¯`(ν̂ ′(X), θ̂ν11 (X), Y (1))
)
.
∥∥ν − ν̂ ′∥∥2
2,P1
. δ2
for any ν ∈ Πn such that
∥∥ν − ν̂ ′∥∥
2,P1
≤ δ. Therefore, the supremum over this set satisfies condi-
tion (C.15). For the (C.16), similarly note that∣∣∣¯`(ν(X), θ̂ν11 (X), Y (1))− ¯`(ν̂ ′(X), θ̂ν11 (X), Y (1))∣∣∣ . |ν(x)− ν̂ ′(x)| .∥∥ν − ν̂ ′∥∥∞ .
This, along with Lemma 3 and Assumption A3, satisfy the condition (C.16) with s = 2q/(2q + d).
Therefore, apply Lemma 4 to obtain that
∥∥ν̂1 − ν̂ ′∥∥2,P1 = Op(n).
C.4 The proofs of results related to the design sensitivity
Corollary C.1. Let ψΓn be defined as in (3.13), so that ψ
Γ
n is asymptotically level α for H0(Γ) in
(3.12). Then, for the alternative H1 = {Y (1) ∼ N( τ2 , σ2), Y (0) ∼ N(− τ2 , σ2), Z ∼ Bernoulli(12)},
ψΓn has design sensitivity
Γdesign ≤ −
∫∞
0 y exp
(
− (y−τ)2
2σ2
)
dy∫ 0
−∞ y exp
(
− (y−τ)2
2σ2
)
dy
.
Proof For notational convenience, we will use Γ˜ ≡ Γdesign in the proof. Note that Proposition 3.2
shows that the design sensitivity Γ˜ satisfies
0 =
1
2
EQ[Y (1)] + inf
θ1(·)
1
2
EQ
[
1
{
Y (1) ≥ θ1(X)
}
+ Γ˜1
{
Y (1) < θ1(X)
}
Q(Y (1) ≥ θ1(X)|X) + Γ˜Q(Y (1) < θ1(X)|X)
Y (1)
]
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− 1
2
EQ[Y (0)]− sup
θ0(·)
1
2
EQ
[
Γ˜1
{
Y (0) > θ0(X)
}
+ 1
{
Y (0) ≤ θ0(X)
}
Γ˜Q(Y (0) > θ0(X)|X) +Q(Y (0) < θ0(X)|X)
Y (0)
]
.
Remove the dependence on X, as Y (1) and Y (0) do not depend on X under Q, and plug in the
form of the density of Y (1)
d
= −Y (0) under Q, to get
0 =
τ
2
+ inf
θ1∈R
1
C(θ1, Γ˜)
∫ ∞
−∞
(
1{y ≥ θ1}+ Γ˜1{y < θ1}
) y√
2piσ2
exp
(
− 1
2σ2
(
y − τ2
)2)
dy,
for an appropriate normalizing constant C(θ1; Γ˜) = Q(Y (1) ≥ θ1) + Γ˜Q(Y (1) < θ1). The infimum
is at least as small as its value with θ1 = −τ/2, for which
C(
τ
2
; Γ˜) = 1 + (Γ˜− 1)
∫ − τ
2
−∞
1√
2piσ2
exp
(
− 1
2σ2
(
y − τ2
)2)
dy
and so
τ
2
+
1
C( τ2 , Γ˜)
∫ ∞
−∞
(
1
{
y ≥ −τ
2
}
+ Γ˜1
{
y < −τ
2
})
y√
2piσ2
exp
(
− 1
2σ2
(
y − τ2
)2)
dy
≥ τ
2
+ inf
θ1∈R
1
C(θ1; Γ˜)
∫ ∞
−∞
(
1{y ≥ θ1}+ Γ˜1{y < θ1}
) y√
2piσ2
exp
(
− 1
2σ2
(
y − τ2
)2)
dy.
The result follows by setting the RHS of the inequality to 0 solving for Γ˜.
τ
2
+
1
C( τ2 , Γ˜)
∫ ∞
−∞
(
1
{
y ≥ −τ
2
}
+ Γ˜1
{
y < −τ
2
})
y√
2piσ2
exp
(
− 1
2σ2
(
y − τ2
)2)
dy ≥ 0
1
C( τ2 , Γ˜)
∫ ∞
−∞
(
1
{
y ≥ −τ
2
}
+ Γ˜1
{
y < −τ
2
})
(y + τ2 )√
2piσ2
exp
(
− 1
2σ2
(
y − τ2
)2)
dy ≥
1
C( τ2 , Γ˜)
∫ ∞
−∞
(
1{t ≥ 0}+ Γ˜1{t < 0}
) t√
2piσ2
exp
(
− 1
2σ2
(
t− τ2 − τ2
)2)
dt ≥
1
C( τ2 , Γ˜)
∫ ∞
−∞
(
1{t ≥ 0}+ Γ˜1{t < 0}
) t√
2piσ2
exp
(
− 1
2σ2
(t− τ)2
)
dt ≥
which is equivalent to the condition in the Corollary statement.
Proposition 3.3. Let H0(Γ) be defined as in (3.12). For an appropriate choice of a ∈ [1/(1 +√
Γ),
√
Γ/(1 +
√
Γ)], let If Γ satisfies the following bound
H1 =
{
Y (1) ∼ N
(
τ
2
, σ2
)
, Y (0) ∼ N
(
−τ
2
, σ2
)
, Z ∼ Bernoulli(a)
}
.
If Γ satisfies the following bound
Γ ≥ −
∫∞
0 y exp
(
− (y−τ)2
2σ2
)
dy∫ 0
−∞ y exp
(
− (y−τ)2
2σ2
)
dy
, (3.15)
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then no level α test tΓn for H0(Γ) will have power Q(t
Γ
n{(Yi, Zi, Xi)ni=1} = 1) > α. That is, a design
sensitivity of any level α test for H1 must satisfy the inequality
Γdesign ≥ −
∫∞
0 y exp
(
− (y−τ)2
2σ2
)
dy∫ 0
−∞ y exp
(
− (y−τ)2
2σ2
)
dy
.
Proof In this proof, we use EP and EQ to denote the expectation is with respect to probability
measure P and Q, respectively. Furthermore, without loss of generality, we assume σ = 1. First,
show that for Γ as in (3.15), there exists P ∈ H0(Γ) such that dTV
(
P(Y (Z),Z,X), Q(Y (Z),Z,X)
)
= 0,
in the following three steps.
Step 1: Construct P based on the known distribution of Q, but with an unobserved confounding
variable U . Define
t∗ = argmin
t
EQ
[
1
{
Y (1) ≥ t}+ Γ1{Y (1) < t}
Q(Y (1) ≥ t) + ΓQ(Y (1) < t) Y (1)
]
.
Therefore, t∗ is a scalar depending on Γ. Notice that Lemma 2.2 shows that t∗ = θ1 attains this
minimum. Denote the densities of Y (1) and Y (0) under Q by q1(t) and q0(t), respectively. First,
construct P as the following distribution: Under P , let Y (1) be a random variable with the density
function
p1(t) ∝
(
1
{
t > t∗
}
+
√
Γ1
{
t ≤ t∗}) q1(t). (C.17)
Set Y (0) = −Y (1) so that it has density
p0(t) ∝
(
1
{
t < −t∗}+√Γ1{t ≥ −t∗}) q0(t).
where q0(t) = q1(−t). Let
U = 1
{
Y (1) > t∗
}
= 1
{
Y (0) < −t∗}
and let Z be a random variable based on the conditional probabilities
P (Z = 1|U = 1) =
√
Γ
1 +
√
Γ
,
P (Z = 0|U = 1) = 1
1 +
√
Γ
,
P (Z = 1|U = 0) = 1
1 +
√
Γ
,
P (Z = 0|U = 0) =
√
Γ
1 +
√
Γ
,
and let Z be independent of Y (1) and Y (0) conditional on U .
Define a by the marginal distribution of Z under this conditional distribution,
a := P (Z = 1) = P (Z = 1 | U = 1)P (U = 1) + P (Z = 1 | U = 0)P (U = 0).
Notice that a ∈ [1/(1 + √Γ),Γ/(1 + √Γ)], because P (Z = 1 | U = u) is in this range for both
choices of u.
This defines the probability measure P , for the joint distribution for (Y (1), Y (0), U, Z).
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Step 2: Verifying that P is in H0. The Γ-selection bias condition is satisfied, since
P (Z = 1|U = 1)
P (Z = 0|U = 1)
P (Z = 0|U = 0)
P (Z = 1|U = 0) =
√
Γ
1+
√
Γ
1
1+
√
Γ
√
Γ
1+
√
Γ
1
1+
√
Γ
= Γ.
Therefore, P ∈ H0(Γ) if EP [Y (1) − Y (0)] ≤ 0. To verify this condition, we first calculate the
conditional likelihood ratios using Bayes rule:
pY (1)|Z=1(t)
pY (1)(t)
=
P (Z = 1|Y (1) = t)
P (Z = 1)
=
P (Z = 1|U = 1)P (U = 1|Y (1) = t) + P (Z = 1|U = 0)P (U = 0|Y (1) = t)
P (Z = 1)
∝
√
Γ1
{
t > t∗
}
+ 1
{
t ≤ t∗} ,
and similarly
pY (0)|Z=0(t)
pY (0)(t)
=
P (Z = 0|Y (0) = t)
P (Z = 0)
∝ 1{t < −t∗}+√Γ1{t ≥ −t∗} .
Therefore,
pY (1)|Z=1(t)
q1(t)
=
pY (1)|Z=1(t)
pY (1)(t)
pY (1)(t)
q1(t)
= 1, (C.18)
pY (0)|Z=0(t)
q0(t)
= 1, (C.19)
and
pY (1)|Z=0(t)
q1(t)
∝ 1{t > t∗}+ Γ1{t ≤ t∗}
pY (0)|Z=1(t)
q0(t)
∝ 1{t < −t∗}+ Γ1{t ≥ −t∗} .
These imply that
EP
[
Y (1)− Y (0)] = aEP [Y (1)− Y (0)|Z = 1]+ (1− a)EP [Y (1)− Y (0)|Z = 0]
= a
τ
2
+ (1− a)EQ
[
1
{
Y (1) ≥ t∗}+ Γ1{Y (1) < t∗}
Q(Y (1) ≥ t∗) + ΓQ(Y (1) < t∗) Y (1)
]
− aEQ
[
1
{
Y (0) ≤ −t∗}+ Γ1{Y (1) > t∗}
Q(Y (0) ≤ −t∗) + ΓQ(Y (0) > −t∗)Y (0)
]
− (1− a)
(
−τ
2
)
=
τ
2
+ EQ
[
1
{
Y (1) ≥ t∗}+ Γ1{Y (1) < t∗}
Q(Y (1) ≥ t∗) + ΓQ(Y (1) < t∗) Y (1)
]
≤ τ
2
+
1
C0
∫ ∞
− τ
2
yq1(y) dy +
Γ
C0
∫ − τ
2
−∞
yq1(y) dy
=
1
C0
∫ ∞
− τ
2
(y +
τ
2
)q1(y) dy +
Γ
C0
∫ − τ
2
−∞
(y +
τ
2
)q1(y) dy
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=
1
C0
∫ ∞
0
y q1
(
y − τ
2
)
dy +
Γ
C0
∫ 0
−∞
y q1
(
y − τ
2
)
dy
≤ 0,
under (3.15), where C0 = Q(Y (1) ≥ −τ/2) + ΓQ(Y (1) < −τ/2).
Step 3: Now, verify that observed quantity (Y (Z), Z) has the same distribution under Q and P .
If Q(Z = 1) = a, then P (Z = 1) = a = Q(Z = 1). The marginals over (Y (Z), Z) under Q equal
those under P because of (C.18) and (C.19).
Finally, let tΓn be any level α test under H0(Γ). Because there exists P ∈ H0(Γ) such that
dTV
(
P(Y (Z),Z,X), Q(Y (Z),Z,X)
)
= 0, the event {tΓn
{
(Yi, Zi, Xi)
n
i=1
}
= 0} will have equal probability
under both distributions. Because
P (tΓn
{
(Yi, Zi, Xi)
n
i=1
}
= 0) ≥ 1− α,
then also
Q(tΓn
{
(Yi, Zi, Xi)
n
i=1
}
= 0) ≥ 1− α.
Therefore,
Q(tΓn
{
(Yi, Zi, Xi)
n
i=1
}
= 1) ≤ α.
53
