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Abstract
The Gerstenkorn-MacDonald-Kaula theory of bodily tides assumes constancy of the
geometric lag angle δ , while the Singer-Mignard theory asserts constancy of the time
lag ∆t . Each of these two models is tacitly based on a particular law of the geometric
lag’s dependence upon the main frequency χ of the tidal flexure. In the theory of
Gerstenkorn (1955), MacDonald (1964), and Kaula (1964) δ ∼ χ0 , while in the theory
of Singer (1968) and Mignard (1979, 1980) δ ∼ χ1 .
The actual dependence of the lag on the frequency is more complicated and is deter-
mined by the rheology of the planet. Each particular functional form of this dependence
will unambiguously fix the form of the frequency dependence of the tidal quality factor,
Q(χ). Since at present we know the shape of the function Q(χ) , it enables us to reverse
our line of reasoning and to single out the appropriate actual dependence δ(χ) . This
dependence entails considerable alterations in the theory of tides.
Our new model addresses only the land tides, not the ocean ones, and therefore is
intended to be a tool for exploring the dynamics of the Martian satellites. It is applicable
to the Earth-Moon system only at the aeons preceding the formation of oceans.
1 The Gerstenkorn-MacDonald-Kaula and
Singer-Mignard theories of bodily tides
If a satellite is located at a planetocentric position ~r, it generates a tidal bulge that either
advances or retards, depending on the interrelation between the planetary spin rate ωp and the
tangential part of satellite’s velocity ~v divided by r ≡ |~r|. It is convenient to imagine that the
bulge emerges beneath a fictitious satellite located at
~rf = ~r + ~f , (1)
where the position lag ~f is given by
~f = ∆t ( ~ωp × ~r − ~v ) , (2)
∆t being the time lag between the real and fictitious tide-generating satellites. We shall also







|~ωp × ~r − ~v| . (3)
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Figure 1: The position lag ~f and the angular lag δ , for a satellite located below the syn-
chronous orbit. (For a satellite located above the synchronous orbit both lags will be pointing
in the opposite direction.)
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For low eccentricities, δ is simply the angle subtended at the planet’s centre between the
satellite and the tidal bulge, as on Fig. 1.
The imaginary satellite is merely a way of illustrating the time lag between the tide-raising
potential and the distortion of the body. The concept of fictitious satellite implies no new
physics, and is but a convenient figure of speech employed to express the fact that, while the
moon is already at ~r , the body’s dynamical response coincides with what would be its static
response to the moon located at ~rf .
Gerstenkorn (1955), MacDonald (1964) and, with some reservations, Kaula (1964)1 assumed
the subtended angle to be a fixed constant. With the latter assumption regarded as a critical
deficiency, their theory soon fell into disuse in favour of the approach offered by Singer and
Mignard. Singer (1968) suggested that the subtended angle should be proportional to the
principal frequency χ of the tide. This was equivalent to setting ∆t constant in (2 - 3). Singer
applied this theory to the Moon and to Phobos and Deimos. Sadly, Singer’s interesting work is
seldom cited. A detailed mathematical development of Singer’s idea can be found in Mignard
(1979, 1980) who, actually, completely avoided using the lag angle and operated only with the
position and time lags. Later, Singer’s assumption of a constant ∆t was employed also by
Touma & Wisdom (1994) and Peale & Lee (2000).
2 The tidal frequency χ and the quality factor Q
2.1 How to define the tidal frequency?
Singer (1968) approximated the principal frequency of tidal flexure, χ, with the expression
2 |n− ωp| , where n and ωp ≡ | ~ωp| stand for the satellite’s mean motion and the planet’s spin
rate. Thus he restricted the applicability realm of his theory to the case of low inclinations
and eccentricities. While it is clear that, for an equatorial circular orbit, the satellite velocity
relative to the surface is
| ~ωp × ~r − ~v | = r |ωp − n | , (4)
the tidal frequency is
χ = 2 |ωp − n | , (5)
and the angular lag is
δ ≡ ∆t
r
| ~ωp × ~r − ~v | = ∆t
2
χ , (6)
the question remains how to extend this machinery to the generic case when neither i nor e
is small. In particular, how can one define the tidal frequency (or, perhaps, the principal tidal
frequency and the higher frequencies) when the satellite may appear over a different point on
the surface after each revolution, thus making the entire notion of flexure cycle hard to define?
1 To be more exact, Kaula’s starting point was an assertion of constancy of the tidal quality factor.
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2.2 The difficulty stemming from nonlinearity
Generalisation of the above construction was offered already by Darwin (1908) and, later,
by Jeffreys (1961) and Kaula (1964). These works’ starting point was that each elementary
volume of the planet is subject to a tide-raising potential, which in general is not periodic but
can be expanded into a sum of periodic terms. They then employed the linear approximation
introduced by Love, approximation according to which the tidal perturbations of the potential
yield linear response of the shape and linear variations of the stress. In extension of the linearity
approximation, these authors also implied that the overall dissipation inside the planet may
be represented as a sum of attenuation rates corresponding to each periodic disturbance:
〈 E˙ 〉 =
∑
i
〈 E˙(χi) 〉 (7)
where, at each frequency χi ,









〈 . . . 〉 standing for averaging over flexure cycle, and Q(χi) being the quality factor of the
material at the frequency χi . Introduced empirically as a means to figleaf our lack of knowledge
of the attenuation process in its full complexity, the notion of Q has proven to be practical
due to its smooth and universal dependence upon the frequency and temperature. At the
same time, this empirical treatment has its predicaments and limitations. Its major inborn
defect was brought to light by Peter Goldreich who pointed out that the attenuation rate at a
particular frequency depends not only upon the appropriate Fourier component of the stress,
but also upon the overall stress. This happens because for real minerals each quality factor
Q(χi) bears dependence not only on the frequency χi , but also on the χi component of the
stress and, most importantly, also on the overall stress. This, often neglected, manifestation
of nonlinearity may be tolerated only when the amplitudes of different harmonics of stress are
comparable. However, when the amplitude of the principal mode is orders of magnitude higher
than that of the harmonics (tides being the case), then the principal mode will, through this
nonlinearity, make questionable our ability to decompose the overall attenuation into the sum
over frequencies. Stated differently, the quality factors corresponding to the weak harmonics
will no longer be well defined physical parameters.
Here follows a quotation from Goldreich (1963):
“... Darwin and Jeffreys both wrote the tide-raising potential as the sum of periodic potentials.
They then proceeded to consider the response of the planet to each of the potentials separately.
At first glance this might seem proper since the tidal strains are very small and should add
linearly. The stumbling block in this procedure, however, is the amplitude dependence of the
specific dissipation function. In the case of the Earth, it has been shown by direct measurement
that Q varies by an order of magnitude if we compare the tide of frequency 2ω − 2n with
the tides of frequencies 2ω − n , 2ω − 3n , and 32n . This is because these latter tides have
amplitudes which are smaller than the principle tide (of frequency 2ω − 2n ) by a factor of
eccentricity or about 0.05. It may still appear that we can allow for this amplitude dependence
of Q merely by adopting an amplitude dependence for the phase lags of the different tides.
Unfortunately, this is really not sufficient since a tide of small amplitude will have a phase lag
which increases when its peak is reinforcing the peak of the tide of the major amplitude. This
non-linear behaviour cannot be treated in detail since very little is known about the response of
the planets to tidal forces, except for the Earth.”
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On these grounds, Goldreich concluded the paragraph with an important warning that we
“use the language of linear tidal theory, but we must keep in mind that our numbers are really
only parametric fits to a non-linear problem.”
In order to mark the line beyond which this caveat cannot be ignored, let us first of all
recall that the linear approximation remains applicable insofar as the strains do not approach
the nonlinearity threshold, which for most minerals is of order 10−6 . On approach to that
threshold, the quality factors may become dependent upon the strain magnitude. In other
words, in an attempt to extend the expansion (7 - 8) to the nonlinear case, we shall have
to introduce, instead of Q(χi) , some new functions Q(χi , Epeak(χi) , Eoverall ) . (Another
complication is that in the nonlinear regime new frequencies will be generated, but we shall
not go there.) Now consider a superposition of two forcing stresses – one at the frequency χ1
and another at χ2 . Let the amplitude Epeak(χ1) be close or above the nonlinearity threshold,
and E
peak
(χ2) be by an order or two of magnitude smaller than Epeak(χ1) . To adapt the
linear machinery (7 - 8) to the nonlinear situation, we have to write it as









Q(χ2 , Epeak(χ1) , Epeak(χ2) )
, (9)
the second quality factor bearing a dependence not only upon the frequency χ2 and the ap-
propriate magnitude E
peak
(χ2) , but also upon the magnitude of the first mode, Epeak(χ1) ,
– this happens because it is the first mode which makes a leading contribution into the over-
all stress. Even if (9) can be validated as an extension of (7 - 8) to nonlinear regimes, we
should remember that the second term in (9) is much smaller than the first one (because we
agreed that E
peak
(χ2) ≪ Epeak(χ1) ). Hence the nonlinearity-caused non-smooth behaviour
of Q(χ1 , Epeak(χ1) ) will cause variations of the first term in (9), which will exceed or be
comparable to the entire second term. Under these circumstances, fitting experimental data
to (9) will become a risky business. Specifically, it will become impossible to reliably measure
the frequency dependence of the second quality factor, and therefore the entire notion of the
quality factor will, in regard to the second frequency, becomes badly defined.
The admonition by Goldreich had been ignored until an alarm sound. This happened
when the JPL Lunar-ranging team applied the linear approach to determining the frequency-
dependence of the terrestrial and Lunar quality factors, Q(χ) . In both cases, they obtained
(or, as Peter Goldreich rightly said, fitted their data to) the dependency Q(χ) ∼ χα . The
value of the exponential α for the Earth was suspiciously small, but at least positive (Williams
et al 2001). For the Moon, the fitting entailed a negative α – a result firmly tabooed by the
condensed-matter physics (Karato 2007).
To understand what happened, let us begin with a very crude estimate for the tidal strains.
The tidal displacements are of order 0.25m , for the Earth, and 0.1m (zero to peak), for
the Moon. The most rough estimate for the strain can be obtained through dividing the
displacement by the radius of the body. While both for the Earth and the Moon this ratio
is almost two orders of magnitude less than the 10−6 nonlinearity threshold, we should keep
in mind that in reality the distribution of the tidal strain is a very steep function of the
radius, with the strain getting its maximum near the centre of the body, as can be seen from
equations (48.17) in Sokolnikoff (1956). The values of strain can vary, over the radius, by
orders of magnitude.2 As a result, the tidal strain in the depths of the body will by orders of
magnitude exceed the above, crude estimate for the “average” strain, and will almost certainly
2 Accordingly, the tidal-energy radial distribution too is strongly inhomogeneous, with a maximum in the
planet’s centre – see Fig. 3 in Peale & Cassen (1978).
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reach the afore mentioned nonlinearity threshold. Hence the uncertainties in determination of
Q(χ) by the Lunar-ranging team.
We shall not dwell on this topic in more detail, leaving it for a future work (Karato &
Efroimsky 2007, in preparation). Our goal here was only to draw the readers’ attention to
the existing difficulty stemming from the shortcomings of the extension of (7 - 8) to nonlinear
regimes.
2.3 Other difficulties
The effect of lags in the tidal bulge can be described by expanding the potential in zonal
harmonics, each of which is then transformed into a sum of spherical ones, with the further
intention of expressing each term via the orbital elements and mean anomalies of the tide-raising
and tide-disturbed satellites of the tide-distorted planet. A comprehensive development in this
direction, carried out by Kaula (1964), was later employed and quoted in numerous papers and
books – see, for example, section VI in Lambeck (1980). However, neither Kaula nor Lambeck
adumbrated the applicability realm of this approach, nor did they dwell on its drawbacks.
Below we shall mention several limitations, which restrict the usability of this method.
The first inconvenience with the Kaula expansion is that there each frequency has its
own phase lag, one that must be interconnected with the quality factor appropriate to this
frequency. For the reason described in the previous subsection, this inconvenience may be
circumvented only in the linear case. In the nonlinear situations (like, say, the Moon and,
most likely, Phobos), this becomes a problem, because the quality factors of higher harmonics
become badly defined when the magnitudes of these harmonics are much lower than that of
the principal mode.3
The second problem with the Kaula expansion is that it will badly converge for near-polar
orbits.4 Not being an issue for low-inclination satellites, this becomes an obstacle when one
attempts to apply the Kaula theory to studies of high-inclination captures. The theory becomes
of no use when one has to check if a satellite captured at a retrograde orbit can switch to a
prograde one by making a transition through the polar orbit. (It is unclear if such events may
really have happened, but it is for sure that a check of this hypothesis by the Kaula theory
would be problematic.)
A much worse complication emerges when one tries to apply the Kaula expansion to high-
eccentricity orbits. It is easy to see that in the limit of e → 1 the expansion suffers the same
vicissitudes5 as for i → π/2 . However, this is not the end of the story. The situation is
much worse because the derivation of the spherical-harmonics expansion – formula (1) in Kaula
(1964) or formula (6.3.1) in Lambeck (1980) – contains a transition from the true anomaly ν to
the mean anomaly M , transition based on the trigonometric expansion of ν−M as a Fourier
sine series in M . This expansion turns out to be convergent only for e < 0.6627434 . (Murray
and Dermott 2000) As a result, the entire spherical-harmonics machinery remains legitimate
only below this value of e . One negative consequence of this mishap is that the theory of
3 In his work on the Lunar-orbit history Goldreich (1966) assumed all the lags to be the same, and to be
constant. This, however, was long before the actual low-frequency behaviour of Q was established.
4 To understand the origin of the divergence at i → π/2 , let us have a glance at the expansion of the tidal
potential over the spherical harmonics – equation (1) in Kaula (1964) or (6.3.1) in Lambeck (1980). Each term
of that sum contains an inclination functions Flmp(i) whose general expression can be looked up, for example,
in the book by Kaula (1966). Formula (3.62) from that book demonstrates that the subseries corresponding to
s = 0 diverges for i = π/2 .
5 The Kaula expansion for the potential contains the eccentricity functions Glpq(e) , some of which diverge
at e → 1 . See table 6.1 in Lambeck (1980) or the general formula in Kaula (1966.)
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Kaula (1964) cannot be applied to explore the possibility of tidal capture hypothesised by
Singer (1965) – this capture mechanism makes it necessary to study tidal effects at high initial
eccentricities.
2.4 Quest for a new approach
In our opinion, the right way out of the afore described predicament lies not along the paths of
mathematical rigour but through a careful choice of the particular physical meaning wherewith
we want to endow the term “tidal frequency.”
In the theory of tides, the notion of principal frequency is employed to make use of the
attenuation theory borrowed from acoustics. There the basic fact is that, for a sample of
material (an important clause to reject later), the time-averaged rate of energy losses produced
by small-amplitude alternating stresses can be expanded over the frequencies χi involved:
〈 E˙ 〉 =
∑
i
〈 E˙(χi) 〉 , (10)
where






As the average dissipation rate 〈 E˙ 〉 is, by definition, the energy damped over a cycle, divided
by the period 2π/χi , then one can shape the expression for the quality factor into the form:
∆E
cycle






The advantage of definition (12) is that it operates with only one cycle of flexure. (Even a half-
cycle would be sufficient.) In no way does this definition refer to the afore emphasised clause
about a certain sample of material. Rather, (12) may be applied to a wave train and even
to a solitary wave travelling through a medium; in this situation no fragment of the medium
experiences a repeated pattern of strain. The solitary wave travels through this fragment just
once. Nevertheless, (12) still enables us to talk about the attenuation rate in regard to this
wave. Let us apply this reasoning to tides and, specifically, to the situation when the satellite
appears, after each revolution, over a different point of the surface. It is now unimportant that
the stress in a particular fragment of the Earth material lacks periodicity, and that we cannot
clearly define a flexure frequency for a particular fragment. As agreed, we shall apply (12) not
to a fixed fragment, but to the travelling tidal bulge considered as a solitary half-wave of a




| ~ωp × ~r − ~v | , (13)
Had the satellite’s pull created only one elevation on the planet’s surface, we would employ (11)
to write E˙ = −σEpeak/Q(σ) or, equivalently, ∆Ecycle(σ) = −2πEpeak/Q(σ) . However, since
the moon’s gravity produces two uplifts – one on the facing side and another on the opposite
side of the planet – then the actual dissipated energy will be doubled: E˙ = −2σEpeak/Q(σ)




/Q(σ) . This can be shaped into the form similar to (11)




or into the form like (12):
∆E
cycle




χ = 2 σ =
2
r
| ~ωp × ~r − ~v | , (16)
is effectively playing the role of the tidal frequency. This is its definition: the tidal frequency
is the quantity χ , insertion whereof in (11) or (12) gives the right dissipation rate. It remains
to be said that in (15 - 16) we slightly cheated by substituting Q(σ) = Q(χ/2) with Q(χ) .
This trick can be accepted simply as a convenient redefinition of Q .
The so-defined frequency can be expressed via the planet’s spin rate ωp , the true anomaly ν
of the satellite, and the orbital elements. Denoting the radial component of the moon’s velocity
with vr, and its planetocentric distance with r , we write (see the Appendix for details):
| ~ωp × ~r − ~v| = r
√
(ν˙ − ωp cos i)2 + ω2p sin2 i cos2(ω + ν) + v2r r−2 , (17)
whence it can be derived (once again, see the Appendix) that
χ = 2
√
(ν˙ − ωp cos i)2 + ω2p sin2 i cos2(ω + ν) + v2r r−2
= 2
√√√√ [n (1 + e cos ν)2
(1− e2)3/2
− ωp cos i
] 2
+ ω2p sin
2 i cos2(ω + ν) + n2 e2
(1 + e cos ν)2
(1− e2)3 sin
2 ν . (18)
Here n , e , i , ω stand for the moon’s mean motion, eccentricity, inclination, and the argu-
ment of the pericentre, while ωp is the rotation rate of the planet.
As we shall be interested in the principal bulge, no higher frequencies than χ will come
into play.
Let us draw conclusions:
1. The simple approximation (4 - 6) can be used only at a relatively late stage of the
satellite’s life – when its orbit is well circularised and damped down toward the equator.
2. In the generic case of inclined and eccentric orbits, (4 - 5) must be substituted with
(17 - 18), while the expression (6) for the angular lag will preserve its form:
δ ≡ ∆t 1
r
| ~ωp × ~r − ~v | = ∆t
2
χ , (19)
χ being now given by (18). The generalised formalism (18 - 19) will render the satellite orbit
evolution right after the capture, when the eccentricity (and, possibly, the inclination) is high.
3. In our model, the above definition for the angular lag has been deliberately chosen such that
the lag differs, for non-circular orbits, from the angle subtended at the planet’s centre between
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the satellite and the tidal bulge. Had we not arranged for this difference, the model would
be truncated, in that it would be taking into account only the “horizontal” part of the tidal
dissipation (one associated with the tangential motion of the satellite). That such a truncated
model would be not only incomplete but also violently unphysical can be seen from the fact
that, on each passage of a satellite through a spin-orbit resonance, the truncated model would
cause the torque to formally approach infinity and then to suddenly reverse to the infinity of
an opposite sign. This would happen because δ is proportional to χ to a negative power,
and because in the absence of the “vertical” dissipation χ would be passing through zero on
each crossing of the synchronous orbit. To spare the model from such vicissitudes, we must
define the lag exactly as in (19), because this definition ensures that both the “horizontal” and
“vertical” parts of the tidal dissipation contribute to the lag δ and, thereby, to the quality
factor Q . So improved model contains a radial-velocity-squared term in (17 - 18), term that
prevents χ from passing through zero at resonance crossings. The necessity of including the
“vertical,” or better to say, radial part has long been pointed out in the literature – see pp.
170 - 171 in the book by Murray and Dermott (1999).
3 The quality factor Q and the geometric lag angle δ.
− Mr. Wallace, are you OK?
− No, I am very far from being OK...
“Pulp F iction”
During tidal flexure, the energy attenuation through friction is, as ever, accompanied by
a phase shift between the action and the response. In the Appendix we show that the tidal
quality factor is interconnected with the phase lag ǫ and the angular lag δ via6
Q−1 = tan ǫ = tan 2δ (20)
or, for small lag angles,
Q−1 ≈ ǫ = 2 δ . (21)
The formulae look reasonable: the higher the quality factor, the lower the damping rate and,
accordingly, the smaller the lag. What look very far from being OK are the frequency de-
pendencies ensuing from the assertions of δ being either constant or linear in frequency: the
Gerstenkorn-MacDonald-Kaula theory implies that Q ∼ χ0 , while the Singer-Mignard theory
yields Q ∼ χ−1 , neither option in agreement the geophysical data.
6 Rainey & Aharonson (2006) erroneously state that Q−1 is equal simply to the tangent of the geometric
lag, with the factor of two omitted. As a result, they arrive to a value of Q that is about twice larger than
those obtained by the other teams, for example by Bills et al (2005). As pointed out by Valery Lainey, in the
work by Bills et al (2005) one letter, γ , is used to denote two different angles. In their paper, prior to equation
(24), γ signifies the geometric lag (in our notations, δ ). Further, in their equations (24) and (25), Bills et al
employ the notation γ to denote the phase lag (in our notations, ǫ , which happens to be equal to 2 δ ). With
this crucial caveat, Bills’ equation Q = 1/ tanγ is correct. This mess in notations has not prevented Bills et
al (2005) from arriving to a reasonable value of the Martian quality factor, 85.58±0.37 . (A more recent study
by Lainey et al (2006) has given a comparable value of 79.91± 0.69 .)
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4 The realistic picture of attenuation in minerals.
4.1 Generalities
That the quality factor of the mantle is proportional to the frequency to the power of a positive
fraction, is an established fact, confirmed by Karato & Spetzler (1990), Mitchell (1995), Tan
et al (1997), Flanagan & Wiens (1998), Stachnik et al (2004), Shito et al (2004), Fontaine et
al (2005), and by numerous other teams.7 This is not surprising, especially in regard to low
frequencies, at which the mantle behaves as a viscoelastic medium. Since in viscoelastic media
more energy gets dissipated at lower frequencies, then the quality factor should increase with
the increase of frequency. Mathematically, this comes from the solution of an equation describ-
ing the response of a series of a spring and a viscous element. This is explained in the book
by Karato (2007) that contains a systematic introduction into the theory of and experiments
on attenuation in the mantle.8 Below we shall only briefly mention several cornerstone facts,
referring the reader for details to Chapter 11 of the said book and to the papers cited above.
Solid-state phenomena causing attenuation in the mantle may be divided into three groups:
the point-defect mechanisms, the dislocation mechanisms, and the grain-boundary ones.
Among the point-defect mechanisms, most important is the transient diffusional creep, i.e.,
plastic flow of vacancies, and therefore of atoms, from one grain boundary to another. The flow
is called into being by the fact that vacancies (as well as the other point defects) have different
energies at grain boundaries of different orientation relative to the applied sheer stress. This
anelasticity mechanism is wont to obey the power law Q ∼ χα with α ≈ 0.5 .
Anelasticity caused by dislocation mechanisms is governed by the viscosity law Q ∼ χ
valid for sufficiently low frequencies (or sufficiently high temperatures), i.e., when the viscous
motion of dislocations is not restrained by the elastic restoring stress.9
The grain-boundary mechanisms, too, are governed by the law Q ∼ χα, though with a lower
exponent: α ≈ 0.2 − 0.3. This behaviour gradually changes to the viscous mode (α = 1) at
higher temperatures and/or at lower frequencies, i.e., when the elastic restoring stress reduces.
We see that in all cases the quality factor of minerals grows with frequency. To this we
would add that in aggregates with partial melt the frequency dependence of Q keeps the same
form, with α decreasing to about 0.2 – see, for example, Fontaine et al (2005) and references
therein. On all these grounds one should expect that the overall tidal quality factor of the
Earth as a whole would demonstrate a similar law of frequency dependence.
7 Figure 11 in afore quoted paper by Flanagan & Wiens (1998) is the only experimental account we know
of, which only partially complies with the other teams’ results. The figure contains two plots depicting the
frequency dependencies of 1/Qsheer and 1/Qcompress . While the behaviour of both parameters remains
conventional down to 10−1Hz, the sheer attenuation surprisingly goes down when the frequency decreases to
10−3Hz. Later, one of the Authors wrote to us that “Both P and S wave attenuation becomes greater at low
frequencies. The trend towards lower attenuation at the lowest frequencies in Fig. 11 is not well substantiated.”
(D. Wiens, private communication)
8 Even before we go into the subtle mechanisms of solid-state mechanics with or without melt, the positive
sign of the power α in the dependence Q ∼ χα may be anticipated on qualitative physical grounds. For a
damped oscillator obeying z¨ + 2 β z˙ + χ2 z = 0 the quality factor is equal to χ/(2β) , i.e., Q ∼ χ .
9 At higher frequencies or/and lower temperatures, the restoring force “pins” the defects. This leads to the
law Q ∼ (1 + τ2χ2)τ−1χ−1 , parameter τ being the relaxation time whose values considerably vary among
different mechanisms belonging to this group. As the mantle is warm and viscous, we may ignore this caveat.
10
4.2 Experimental facts
Consider the case when the satellite is not in an exact synchronicity with its primary. Hence,
the tidal frequency χ produced can be assumed to exceed the threshold of 1 yr−1. That the
behaviour of Q above this threshold has the form of
Q ∼ χα , with α ranging from 0.2 through 0.4 , (22)
has been long-established.10
The dependence reliably holds for all rocks within a remarkably broad band of frequencies:
from 1 yr−1 all the way up to several MHz. (Karato & Spetzler 1990) Hence, for most satellites,
δ
typical
∼ χ−α , α = 0.2 − 0.4 . (23)
Although the tidal Q differs from the seismic one, both depend upon the frequency in the same
way, for this dependence is determined by the same physical mechanisms. This pertains also to
the temperature dependence, which for some fundamental reason combines into one function
with the frequency dependence.
As explained, from the basic physical principles, by Karato (2007, 1998), the frequency
and temperature dependencies of Q are inseparably connected. Since the quality factor is
dimensionless, it must retain this property despite the exponential frequency dependence. This
may be achieved only if Q is a function not of the frequency per se but of a dimensionless
product of the frequency by the typical time of defect displacement. This time exponentially
depends upon the activation energy A∗ , whence the resulting function reads as
Q ∼ [χ exp(A∗/RT ) ]α . (24)
For most minerals of the upper mantle, A∗ lies within the limits of 360− 540 kJ mol−1. For
example, for dry olivine it is about 520 kJ mol−1. Most important is the value of A∗ of the
layer wherein the larger part of the tidal dissipation takes place (i.e., where k2 is maximal).
Thus, through formula (20), the temperature of the planet plays a role in the orbital
evolution of satellites. While over short time spans the temperature dependence is irrelevant
for orbit integration, at very long time scales (hundreds of millions of years) the gradual cooling
of the planet may become important: the lower the temperature, the higher the quality factor
and, thereby, the smaller the geometric lag angle δ .
In this work, we shall concentrate on the frequency dependence.
10 It would be interesting to mention that at frequencies lower than ∼ 1 yr−1 attenuation in mantle is defined
by viscosity, so that the quality factor is, for all minerals, well approximated with ηχ/M , where η and M
are the sheer viscosity and the sheer elastic modulus of the mineral. Although both the sheer and stretch
viscosity coefficients, as well as the elastic moduli, greatly vary for different materials and are sensitive to the
temperature, the overall quality factor of the mantle behaves as
Q ∼ χ .




because for them χ ≡ 2 |ωp − vT /r | < 1 yr−1. At present, there is no consensus within the geophysical
community on the possible infralow-frequency limitations to the latter formulae. Some scholars insist that the
viscous law Q ∼ χ remain valid for an arbitrarily low frequency. Others believe that, since the Maxwell time
of the mantle is of order 102 yr, then at much lower frequencies the Maxwell model will compel the quality
factor to obey the law Q ∼ χ−1 . This unsettled discussion seems to stem from the cleavage in views on the
applicability realm of the Maxwell model. Fortunately, here we do not need to engage in these arguments,
because in the realistic settings the theory of tides never deals with such low frequencies.
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5 Formulae
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G m Rn
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3 cos2 γ − 1 ) + R
r
(
5 cos3 γ − 3 cos γ ) + . . . ] , (27)
R being the mean equatorial radius of the primary, and the angle γ being reckoned from
the planetocentric vector pointing at the satellite. Being small, the tidal perturbations of the
potential yield a linear response of the planet’s shape, deformations proportional to the Love
numbers. These deformations, in their turn, amend the external potential of the planet with









Wn(γ , r) , (28)
had the planet’s response to the satellite’s pull been synchronous. In reality the bulge lags, as
if it emerges beneath a fictitious satellite lagging relative to the real one. If the real satellite is
located at ~r ≡ ~r(ν), where ν is the true anomaly, then the fictitious satellite is at
~rf = ~r + ~f , ~f = ∆t ( ~ωp × ~r − ~v ) (29)









Wn(γ , r) , (30)
the angle δ being reckoned from the bulge. To calculate the back-reaction exerted by the







k2P2(cos δ) + k3
R2
rf r










3 cos2 δ − 1)+ k3 R2
rf r
(
















5 (~rf · ~r)2 − 3 ~r 2f ~r 2
)
+ . . . (31)
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where r ≡ |~r| and rf ≡ |~rf | , while the constants are given by
A2 ≡ k2 GmR
5
2
, A3 ≡ k3 GmR
7
2
, . . . (32)
The rule of thumb is that, to calculate the tidal force, we should make four steps:
1. Differentiate (31) with respect to ~r , keeping ~rf constant.
2. After the differentiation,11 insert the expression ~rf = ~r + ~f .
3. Substitute ~f with the product ∆t ( ~ωp × ~r − ~v ) .
4. Express everything in terms of the orbital elements.
This will entail an unaveraged expression for the tidal force in terms of the satellite’s or-
bital elements. It can then be plugged into the Gauss planetary equations. Averaging thereof
will yield the equations describing the evolution of the secular parts of the orbital variables.
Steps 1 and 2 lead us to the following formula for the force:12










assuming the satellite is pulled by the bulge it itself has created, with no other moons involved











~f = fˆ r δ = r
∆t
2
χ fˆ , (35)
where
fˆ =
~ωp × ~r − ~v
| ~ωp × ~r − ~v | (36)
is the unit vector pointing in the lag direction, and δ is a known function (23) of the frequency
χ . Since δ ∼ χ−α then (34) necessitates for the time lag:
∆t
2
= Eα χ−(α+1) , (37)







impose the constraint ~rf = ~r + ~f afterwards, or should we perform these operations in the opposite order?
The former option is conventional and, fortunately, correct, though its justification requires some effort.
12 To (31) we must add the potential due to the tidal deformation of the satellite by the planet. That input
contributes primarily to the radial component of the tidal force exerted on the moon, and redounds to the
decrease of eccentricity (MacDonald 1964). Here we omit this term, for our goal is to clarify the frequency
dependence of the lag. In a subsequent work, devoted to orbit integration, we shall take that term into account.
13
and for the position lag:
~f = r δ fˆ = r Eα χ−α fˆ , (38)
E being the planet’s integral parameter that has the dimension of angular frequency, s−1 .
To comply with step 4, one should recall that χ is, in its turn, a known function (18) of
the orbital variables. The same is true for r – see formula (61) in the Appendix. Having put







1 + e cos ν
~ωp × ~r − ~v
| ~ωp × ~r − ~v | (39)
where
χ ≡ 2
√√√√ [n (1 + e cos ν)2
(1− e2)3/2
− ωp cos i
] 2
+ ω2p sin
2 i cos2(ω + ν) + n2 e2
(1 + e cos ν)2
(1− e2)3 sin
2 ν . (40)







(1 + e cos ν)2
(1− e2)3/2
− ωp cos i
] 2
+ ω2p sin
2 i cos2(ω + ν) + n2e2













1 + e cos ν
~ωp × ~r − ~v




[ n (1 + 2 e cos ν) − ωp cos i ]
2
+ ω2p sin
2 i cos2(ω + ν) , (43)





[ n (1 + 2 e cos ν) − ωp cos i ]
2
+ ω2p sin
2 i cos2(ω + ν)
)− (α+1)/2
. (44)
In the MacDonald-Kaula-Gerstenkorn theory the geometric lag angle δ is constant (i.e., α =
0 ). The Singer-Mignard theory suggests that we treat the time lag ∆t as a constant (i.e.,
set α = −1 ). As explained in the preceding sections, neither of these choices corresponds
to the geophysical realities. The physics of attenuation dictates to us that for a realistic
terrestrial planet, the exponential α lies within the range of 0.2 − 0.4 , except in the case of
near-synchronous satellites for which it increases to unity.
To write down the planetary equations in the Gauss form, either the exact expression (39)
or its approximation (42) should be plugged into (33). The Gauss-type equations can then be
averaged over ν , to get the averaged Gauss-type equations describing the evolution of the
secular parts of the satellite’s orbital elements.13 This will be the subject of our next paper.
13 Equivalently, one can simply plug (2) into (33), to get




~r r 2 +
(
2~r (~r · ~v) + r2 (~r × ~ω + ~v) ) ∆t ] + . . . ,
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Finally, let us mention that at long time scales the gradual cooling of the planet must be
taken into account in the study of the tides’ influence upon the satellite orbit evolution. If we
assume that most of the tidal attenuation is taking place in some layer, for which an average
temperature T and an average activation energy A∗ may be introduced, then (24) will entail:











To being the present temperature of the layer. Consider the following estimate. From (24)
we have: ∆Q/Q ≈ αA∗/RT . For a reasonable choice of values α = 0.3 and A∗ = 5.4 ×
105 J/mol , a drop of the temperature from T = 2000K down by ∆T = 200K will entail
∆Q/Q ≈ 1 . This crude estimate tells us that a 10% decrease of the temperature can result
in a 100% growth of the quality factor. A careful calculation for a multilayered planet is more
involved, but the scale of numbers stays the same. This topic will be left for further discussion.
6 Conclusions
Within our model we permit both the angular lag δ and the time lag ∆t to depend upon the
tidal frequency.
We define the principal tidal frequency χ as the quantity, insertion whereof in (11) or
(12) gives the correct dissipation rate. This results in the expression (18) for χ through the
satellite’s orbital elements. For a circular equatorial orbit, the right-hand side of that formula
reduces to the well known expression 2|n − ωp| .
While in the Gerstenkorn-MacDonald-Kaula theory the geometric lag angle δ is postulated
to be constant, in the Singer-Mignard theory it is the time lag ∆t that is assumed constant.
However, neither of these two choices conform to the geophysical data. Since the angular lag
δ is inversely proportional to the tidal quality factor Q , the actual frequency-dependence of
both δ and ∆t is unambiguously defined by the frequency-dependence of Q .
For the terrestrial planets, the quality factor is wont, according to (Karato & Spetzler 1990,
Karato 1998), to obey the law Q ∼ χα , where α typically lies within 0.2 − 0.4 , except for
synchronous orbits. (For these orbits χ becomes so low, that the mantle attenuates as a
viscous liquid, so α becomes close to unity.) For partial melts, α is a bit lower than for solids.
For the said reasons, the time lag ∆t , employed in the Singer-Mignard theory as a fixed
parameter, in reality is not a constant but a function (37) of the frequency. Hence, through
(41), ∆t becomes a function of the current values of the orbital elements of the satellite, and
so becomes δ . This clause alters the integration of the planetary equations.
In a subsequent publication we shall deal with the numerics, in application to the possible
histories of capture and evolution of the Martian satellites (Efroimsky & Lainey 2006).
and can insert it into the Gauss-type planetary equations. Formally, this will render us the same unaveraged
equations for the elements’ evolution, as those derived by Mignard (1979, 1980). However, integration of those
should be carried out with an important proviso that now ∆t is now not a constant but is expressed by (37),
i.e., depends (through (41) or (44)) upon the current values of the orbital elements and the true anomaly. This
will cardinally alter the results of integration.
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Appendix
A.1. The expression for 1r | ~ωp × ~r − ~v |
Our goal is to prove formula (17). To that end, let us start out with the evident equality
1
r2
| ~ωp × ~r − ~v |2 = 1
r2
[
( ~ωp × ~r )2 + ~v 2 − 2 (~ωp × ~r ) · ~v
]
. (46)
The satellite velocity ~v can be expanded into its radial and tangential components: vr = r˙
and v
T
= r ν˙ , with ν standing for the true anomaly. Thence we get:
1
r2
| ~ωp × ~r − ~v |2 = 1
r2
[













1 + e cos ν
)
= n
(1 + e cos ν)2
(1− e2)3/2
a (1− e2) e sin ν
(1 + e cos ν )2
=
n a e√
1 − e2 sin ν . (48)
To continue, we need expressions for ( ~ωp × ~r )2 and − 2 ( ~ωp × ~r ) ·~v . To derive these, we
introduce a nonrotating planetocentric Cartesian coordinate system (xˆ, yˆ, zˆ) such that its axis
zˆ point northwards along the planet spin axis, the axes xˆ and yˆ lying within the equatorial
plane. (In our model, we neglect the planetary precession, nutation, Chandler wobble, or the
polar wander, so this system may be referred to as quasi-inertial.) The satellite’s longitude
of the node may be reckoned, say, from the axis xˆ .) In this coordinate system, the planet’s
angular spin rate is
~ωp = ωp zˆ , (49)
while the satellite position




1 + e cos ν
[ cosΩ cos (ω + ν) − sinΩ sin (ω + ν) cos i ] , (51)
y = a
1 − e2
1 + e cos ν
[ sinΩ cos (ω + ν) + cosΩ sin (ω + ν) cos i ] , (52)
z = a
1 − e2
1 + e cos ν
sin (ω + ν) sin i . (53)
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Formulae (49 - 50) entail:
~ωp × ~r = − ωp y xˆ + ωp x yˆ , (54)
whence we get the desired expression for (~ωp × ~r )2 :






r2 − z2 ) = ω2p r2 ( 1 − sin2 i sin2(ω + ν) ) . (55)
The satellite velocity




1 − e2 [ − cosΩ sin(ω + ν) − sin Ω cos(ω + ν) cos i +
(57)
e ( − cosΩ sinω − sinΩ cosω cos i) ] ,
vy =
n a√
1 − e2 [ − sinΩ sin(ω + ν) + cos Ω cos(ω + ν) cos i +
(58)
e ( − sinΩ sinω + cosΩ cosω cos i) ] ,
vz =
n a√
1 − e2 sin i [ cos(ω + ν) + e cosω ] , (59)
Together, (54) and (57 - 59) will yield the needed expression for − 2 ( ~ωp × ~r ) · ~v :
− 2 ( ~ωp × ~r ) · ~v = − 2 ωp a2 n
√
1 − e2 cos i (60)
Finally, recall that the planetocentric distance r to the satellite is
r = a
1 − e2
1 + e cos ν
, (61)
wherefrom the following auxiliary formulae ensue:
− 2 ( ~ωp × ~r ) · ~v
r2
= − 2 n ωp (1 + e cos ν)
2
(1 − e2)3/2







1 − e2 sin ν
)2 (
a (1− e2)
1 + e cos ν
)
−2
= n2 e2 (1− e2)−3 sin2 ν (1 + e cos ν)2 . (63)
Plugging of (48), (55), and (60 - 61) into (47) then leads to:
1
r2








2 i + ω2p sin





− 2 ( ~ωp × ~r ) · ~v
r2
, (64)
while the subsequent insertion of (62 - 63) will bring us to
1
r2




− 2ωp ν˙ cos i





This proves formula (17).
One can introduce the mean principal frequency by averaging χ over one revolution of the
satellite. Applying the averaging rule (2π)−1
∫ 2pi
o
dM = (2π)−1 (1−e2)3/2 ∫ 2pi
o
(1+ e cos ν)−2dν
to the above expression for χ , we arrive at
〈χ〉 = 2
√






n2 e2 + O(sin4 i) + O(e2 sin2 i) + O(e4) . (66)
A.2. The quality factor and the angular lag
The goal of the section is twofold. First, we wish to remind the reader why, in the first
approximation, the quality factor Q is inversely proportional to the phase lag. While a more
rigorous explanation based on the methods of continuum mechanics was offered on page 260
in Goldreich (1963), we present this explanation in a much simplified version, which bears a
merely illustrative burden. Second, we wish to remind why the phase lag is twice the geometric
lag angle, as in formula (20) above. Once again, while a comprehensive mathematical deriva-
tion of this fact can be found elsewhere (see the unnumbered formula between equations (29)
and (30) on page 673 in Kaula (1964)), our goal here is to illustrate this, very counterintuitive
result, by using the simplest setting.
The satellite-produced potential W contains a spectrum of frequencies, the main being
χ = 2
√√√√ [n (1 + e cos ν)2
(1− e2)3/2
− ωp cos i
] 2
+ ω2p sin
2 i cos2(ω + ν) + n2 e2
(1 + e cos ν)2
(1− e2)3 sin
2 ν . (67)
or, in neglect of the O(e2) terms,
χ ≈ 2
√
[ n (1 + 2 e cos ν) − ωp cos i ]
2
+ ω2p sin
2 i cos2(ω + ν) , (68)
We neglect the other harmonics, and approximate the potential simply with its main part:
W = Wo cosχt . (69)
Let g denote the free-fall acceleration. An element of the planet’s volume lying beneath the




cos(χt − 2δ) . (70)
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Accordingly, the vertical velocity of this element of the planet’s volume will amount to
u = ζ˙ = − χ Wo
g
sin(χt − 2 δ) = − χ Wo
g
(sinχt cos 2δ − cosχt sin 2δ) . (71)
The satellite generates two bulges – on the facing and opposite sides of the planet – so each point
of the surface is uplifted twice through a cycle. This entails the factor of two in the expressions
(67 - 68) for the frequency. The phase in (70), too, is doubled, though the necessity of this is
less evident.14





















cosχt (sinχt cos 2δ − cosχt sin 2δ) dt













π sin 2δ , (72)
14 As an example, let us consider an equatorial satellite on a circular orbit. Let x signify a position along




cos k(x − v t) , v = Rσ ,
v being the velocity of the satellite’s projection on the ground, R being the planet’s radius, and σ being simply
|n− ωp| because we are dealing with a circular equatorial orbit. The value of k must satisfy
k v = 2 σ , i.e., k v = χ ,
to make sure that at each x the ground elevates twice per an orbital cycle. The above two formulae yield:
k R = 2 .




cos k(x − v t + D) , where D = R δ ,
D being the linear lag, and δ being the angular one. Since k v = 2 , we get:
cos [ k (x − v t + R δ) ] = cos [ k x − k v t + k R δ ] = cos [ k x − (k v t − 2 δ) ] ,




cos(k v t − 2 δ) .
We see that, while the geometric lag is δ , the phase lag is double thereof.
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2 cos 2δ − π4 sin 2δ
≈ tan 2δ . (74)
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