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($Adams[1|$ , Dubois et $a1.[4]$ ,
Johnson et a1.[6], Saad[10] etc.).
$\overline{Q}(A)Ax=\overline{Q}(A)b$ (1.2)














Conjugate Gradient method) , PCG (Nodera[9]).
[ALGORITHM GCG]
(1) $x_{1}$ , $r_{1}=b-Ax_{1}$ ,
$p_{1}=b_{0}Br_{1}$ . , $B$
.




$a_{k}=1/(p_{k}, A_{Pk})$ , (2.2d)
$b_{k}=^{-}1/(r_{k+1}, Br_{k+1})$ . $(2.2.e)$
, $B$ ,










$||x_{k}- \hat{x}||c\leq 2[\frac{\sqrt{(cond(C))}-1}{\sqrt{(cond(C))}+1}]^{k}||x_{1}-\hat{x}||c$ (2.3)
, $C=BA$ , $\hat{x}$ .
$1\supset$ ,
.
$B$ , , (i) , (ii) , (iii)
3 . (i) (ii)
(Meijrink et $a1.[6],$ $Nodera[9]$ , etc.). ,
(iii)
(Dubois et $d.[4]$ , Johnson et $aJ.[6]$ , etc.).
3.
,
, (i.e. C. DeBoor et $a1.[3]$ ).
1 ,
. ,
, 1979 Dubois et $d.[4]$
.
, . $A$
1 , $A=I-F$ .








. , $A$ $($







. Johnson et $al.[6]$ , $A$
, .




$B_{m}A= \sum^{m-1}k_{j}A^{j+1}=\overline{Q}_{m}(A)A$ , (3.3)
$j=0$
. , $B_{m}A$ ,
$\lambda;p_{m}(\lambda_{i}),$ $i=1,2,$ $\cdots n$ . , $\lambda$ ; $A$












. , $F=G^{-1}H$ .
, $A$





















$(Q(z)\geq 2)$ . ,
. , , $\{k_{j}\}$ ,





. $R=[a, b]\cup[c, d]$ . $R$
$A$ \mbox{\boldmath $\sigma$}(A’‘) . , $Q(z)$
7
$\underline{1}4_{\wedge}4$
$\forall z\in R$ , $Q(z)>0$ . , $Q(A)$
( )
$\overline{cond}(Q(A))=\frac{\max_{z\in R}Q(z)}{nin_{z\in R}Q(z)}$ (4.2)




4.1. $A$ , . ,
$\sigma(A)$
$,$
$\sigma(A)\subset R=[a, b]\cup[c, d],$ $b<0<C$




: , $A$ , $\sigma(A)\subset R$
$Q(z)$ $R$ $(\forall z\in R, Q(z)>0)$ ,










4.2. $A$ , . ,
$\sigma(A)$ .
$\sigma(A)\subset\backslash R=[a,b]\cup[c,d]$
, $-a\leq d,$ $b<0<c$ . $Q(z)$ $R$
$Q_{k}(z)=z(z-k)$ . , $k\leq a+d$ . ,
$k_{0}=b+c\leq a+d$
$\overline{cond}(Q_{k_{0}}(A))\leq\overline{cond}(Q_{k}(A))$ (4.4)


























. , , $Adams[1]$
, $B=Q(MA)M$
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