In most empirical research on software evolution, analysis of the data is performed with respect to the release sequence number, rather than the release date. This distinction is important when the intervals between release dates vary widely, as is generally the case with open-source software. A widely cited paper on the maintainability of Linux was published in this journal in 2002. The paper showed that, whereas the size of the Linux kernel grew linearly with respect to release sequence number, the amount of common coupling grew exponentially. In view of the adverse effect of common coupling on maintainability, the conclusion drawn in that paper was that Linux needed to be refactored with minimal common coupling.
Introduction
Closed-source (commercial) software typically has a release cycle in which the releases occur at approximately equal intervals. These release intervals are usually anywhere between about 6 and 24 months. This approach is cost-effective in the light of the comparatively small number of software professionals typically assigned to developing and maintaining a closedsource product, usually working 9-to-5 in one or two locations. From a management perspective, there are limits on the frequency with which it is possible to iterate the cycle of eliciting the next round of requirements, performing the analysis, design, and implementation, and then beta testing, manufacturing, launching, and distributing the code.
On the other hand, when customers purchase updated versions, cash flow improves.
Commercial software manufacturers therefore try to distribute new versions on a regular basis, but not too frequently.
On the other hand, a successful open-source product can have thousands of "codevelopers," that is, users all over the world who eagerly download each new version as soon as it is released, and test it as thoroughly as they can. The global dispersion of co-developers means that the code can be tested 24 hours a day. Accordingly, open-source software is characterised by the dictum "Release early, release often" [1] . This approach can be highly effective, because a huge number of testers will almost always find more faults than a small team. This concept has been dubbed Linus's Law: "Given enough eyeballs, all bugs are shallow" [1] .
From the viewpoint of empirical research on the evolution of closed-source software, the variables release sequence number and release date are essentially synonymous. For example, the regularity of release intervals meant that it did not matter that, in their pioneering research into software evolution, Belady and Lehman [2] examined some 26 releases of OS/360, which they ordered by their release sequence number ("rsn"), rather than by their release date. Much subsequent research on closed-source software [3] has also largely been based on release sequence number, rather than release date.
It is therefore not surprising that, when open-source data became available, researchers continued to analyse evolution data with respect to release sequence number. For example, in February 2002, a paper was published in IEE Software (the previous title of this journal) entitled "Maintainability of the Linux Kernel" [4] 1 . The primary result of that study was that, between 1994 and 2000, the size of the Linux kernel grew linearly with respect to release sequence number ("version number"), but that common coupling (instances in which two modules share a global variable; see Section 2) in the Linux kernel grew exponentially with respect to release sequence number. The conclusion of that paper was that, unless Linux was drastically refactored with a bare minimum of common coupling, the dependencies induced by common coupling would, at some future date, make Linux exceedingly difficult to maintain without introducing regression faults. Reference [4] has been widely cited in the open-source software engineering literature, either on its own, or in conjunction with references like [5] and [6] , which report on super-linear growth within the context of opensource software.
We do not dispute the results of Schach et al. [4] . However, we feel strongly that, in view of the wide variability of the intervals between the release dates of successive versions of 1 Three of the five authors of the previous paper [4] are also authors of this paper. Thomas is first author of this paper, but was not an author of [4] . To obviate possible confusion, we use the pronoun "we" to refer to the authors of this paper, and have avoided using the pronoun "they" when referring to the authors of [4] . Accordingly, we believe that the data in [4] should have been analysed with respect to release date rather than release sequence number.
Our starting point in this research was the data used in [4] . We reanalysed this data with respect to release date, and found that common coupling grew linearly with respect to release date.
However, the variable release date has problems of its own. Some of these problems have been previously highlighted, for example by Lehman et al. [7] . This paper puts forward a way of solving those problems.
We have analysed three stable series of Linux releases with respect to release date, and found for each series that size and common coupling grow linearly with release date (and, therefore, contrary to the conclusion reached in [4] , we see little danger that the common coupling in Linux will render it unmaintainable in the foreseeable future).
Had the Linux team, led by Linus Torvalds, followed the advice given in [4] , many person-months of unnecessary refactoring would have been performed. Accordingly, we feel This paper is organised as follows: Coupling is discussed in Section 2. In Section 3, we summarise the results of [4] . Section 4 is on release dates and release sequence numbers;
Linux release dates are discussed in Section 5. In Section 6, we describe our own study on the growth of common coupling in Linux. Discussion and conclusions appear in Section 7.
Coupling
Before we examine reference [4] , some preliminary definitions are needed. Coupling is the degree of interaction between two modules [8] and, hence, of the dependency between the modules. One particularly strong (undesirable) form of coupling is common coupling; modules P and Q are common coupled if P and Q share a global variable.
Coupling has been validated against several other metrics, including:
 Stability (i.e., the ease with which a software item can evolve while preserving its design) [9]  Faults in source code [10] [11] [12]  The impact of changes (maintenance) [13]  Development time and error rate [14]  Maintenance effort [15] 
Analysis of Previous Results
We now turn to reference [4] . That paper presents an analysis of common coupling in 17 files (C modules) in the Linux /kernel/ subdirectory ("kernel files") of 365 versions of Linear regression could not be used to analyse the data, because a fundamental assumption of normal regression models is independence of observations, and the observations of [4] are by their very nature sequential and consequently have a temporal dependency. The appropriate statistical tool was therefore a growth curve [16] . A separate growth curve was needed for each kernel file because the changes in LOC and in instances of common coupling are file-specific.
Accordingly, each of the 17 kernel files was tested separately. For each kernel file, a very highly significant (P < 0.001) file-specific linear dependency was found between lines of code and version number. And for each kernel file, it was found that the number of instances of common coupling grew exponentially with version number (P < 0.001).
The conclusion drawn in [4] was that the exponential growth in common coupling would inevitably lead to maintainability problems, because the exponentially increasing dependency between files would make Linux extremely difficult to maintain. It was therefore recommended that Linux be drastically refactored "with a bare minimum of common coupling."
As stated in the introduction, we do not dispute the results of [4] . However, as shown in release date. For example, the very highly significant correlation (P < 0.0001) between the total common coupling and release date is reflected in Figure 1 . the case of Web applications, it is therefore even more important to analyse software evolution data using release dates rather than release sequence numbers.
In this section, we have explained in detail why release dates, rather than release sequence numbers, should be used for analysing software evolution data. Nevertheless, release dates have problems of their own, as discussed in the next section.
Release Dates versus Release Sequence Numbers
Suppose that we depict the evolution of a software product by means of an evolution graph, as shown in Figure 2 . Time flows from top to bottom. The nodes represent the releases. An arc connecting node N1 and later node N2 denotes that the release represented by N1 is an evolutionary predecessor of the release represented by N2.
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If the evolution graph is a chain (Figure 2(a) ), there are no problems; each release is the predecessor of the next release. Now consider Figure 2(b) . There are at least two ways of interpreting this figure.
Series A and series B may be concurrent releases. Consider, for example, Microsoft In other words, once a new series of releases, intended to replace the existing series, has become available to users, the nature of the production process of the old series of releases may change so drastically that it may be unreasonable to consider the old series as a single series of releases. Instead, it may be necessary to view the old series as two separate series:
before the new series was released, and after the new series was released.
A point of clarification is needed here. There are several different types of empirical research into software evolution. For example, Lehman's Laws of software evolution essentially relate to changes in software; when determining whether a specific software product satisfies these laws, it would be counterproductive to subdivide the releases, contrary to what is suggested here. In other research into software evolution, however, including the research described here, the researchers examine specific categories of versions, such as stable versions (as opposed to development versions). In this type of research, if there are significant differences in the nature of the versions being studied, it is necessary to subdivide the releases. The remarks of this section refer to studies of the latter kind.
A problem can arise if functionality is transferred from one series of releases to another series. For example, suppose that a serious fault is found in release A3, and that the developers quickly determine that this fault is also present in B1 and B2 (see Figure 2 (c)).
Suppose further that the fault in A3 is fixed and additional functionality is added in the course of producing A4, and these changes are copied into B3. As shown by the dashed line in Figure 2 (c), A4 is an evolutionary predecessor of B3. Nevertheless, in our opinion, the primary influence on B3 is B2 (and hence B1). For this reason, we believe that, notwithstanding the influence of A4 on B3, Series A and Series B still need to be analysed separately when performing software evolution studies of the type we consider here. The situation is exacerbated when there is an apparent time reversal. Suppose that, as before, a fault is found in A3 and fixed, and additional functionality is added during the course of developing A4. Again, these changes are copied into B3. But now suppose that, for some reason, the release of A4 is delayed. As a result, the release date of A4, an evolutionary predecessor of B3, is subsequent to that of B3. This is shown by the dashed line in Figure 2(d) . Over the past 30 years, Lehman and his collaborators have generally analysed software evolution using release sequence numbers, and therefore solve this type of problem as follows [7] : Release B3 "will … have also inherited functionality and code first developed for and integrated into" A4. Accordingly, their approach would be to assign a higher release sequence number to B3 than to A4, even though B3 has an earlier release date. This is fine, because Lehman's work has primarily been on closed-source software.
However, the "release early, release often" philosophy of open-source software, combined with the forking and joining that frequently is found in the evolution graph, makes it unwise to perform analysis of open-source software evolution in terms of release sequence numbers. Instead, release dates have to be used. But release dates cannot go backward in time. So, again, each series (Series A and Series B in our example) has to be analysed separately when performing studies of the type described here. Figure 3 shows the release dates of three series of stable Linux releases (2.00. purposes of studies such as determining how size and common coupling change with release date, the evolution of each of the six series has to be analysed separately. 
Linux Release Dates

Figure 3 Release dates for Linux kernels 2.00.x through 2.05.x
First, as reflected in Table 1 , there are irreconcilable differences between the three series of Linux stable releases and the three series of development releases. For example, as pointed out at the end of Section 2, the mean interval between stable releases was about 70 days, whereas the mean interval between development releases was about 7 days.
Consequently, we have a further point of contention with the research reported in [4] ; in our opinion, data relating to development and to stable releases should not have been combined. Page 15 of 24
Second, we believe that it would have been inappropriate to combine just the three stable series. As shown in Figure 3 , the 133 versions of development series 2.01.x were released between 30 September 1996 (subsequent to the release of stable version 2.00.021 on 20
September, 1996) and 22 December 1998 (prior to the release of stable version 2.02.000 on 26 January 1999). In other words, development series 2.01.x forked off from stable series 2.00.x, and was the basis for stable series 2.02.x. Accordingly, to claim that stable series 2.02.x is the evolutionary successor of stable series 2.00.x would be to completely ignore all 133 versions of development series 2.01.x. Similarly, stable series 2.04.x is the successor of development series 2.03.x, not stable series 2.02.x. Accordingly, each of the three stable series needs to be treated as an independent entity.
Third, we believe that it would have been inappropriate to combine the three development series together. Each development series is the evolutionary successor of the previous stable series and the evolutionary predecessor of the next stable series. We cannot combine development and stable series; consequently, each development series must be analysed separately from the viewpoint of software evolution.
Fourth, as pointed out in Section 4, we believe that the nature of each stable series changed when the next stable series was released.
For all these reasons, we feel that each of the six series needs to be analysed separately.
Accordingly, we performed a second experiment in which each of the three stable series was analysed independently.
Our Second Linux Experiment
We have performed two experiments on Linux data. As explained in Section 2, we first duplicated the experiment reported in [4] in every respect except one: We re-analysed the data of [4] with respect to release date rather than release sequence number. Then, we preformed a different but related experiment -namely, we independently analysed each of the three stable series of releases (2.00.x, 2.02.x, 2.04.x) with respect to growth in size and growth in common coupling.
Our experimental procedure in our second experiment differed from that reported in [4] (and, hence, from our first experiment) in the following respects:
 In [4] , 365 releases of Linux (development and stable) were analysed together. We analysed three series of stable releases independently, for the reasons given in Section 5.
 In [4] , the Linux kernel was considered to be the .c modules in the /kernel/ subdirectory.
As described in Thomas's dissertation [19] , we constructed an algorithm for the selection of an operating system configuration that maximises comparability between successive releases of an operating system. We then applied that algorithm to Linux, and constructed a series of kernels that implemented the resulting consistent configuration.
The number of source code files used to build our kernels varied from 225 files (release 2.00.000) to 406 files (release 2.04.035).
 In order to ensure consistency in the face of apparent time reversals (see Section 4), in [4] only versions in each series for which development was initiated prior to the release of Page 17 of 24 the next series were examined. For example, as reflected in Figure 3 , only versions of series 2.00.x prior to 2.00.021 were analysed. In our research, we considered only versions in each stable series for which development had been started prior to the release of the next stable series. Our reason for so doing was not consistency, but rather because the nature of the development of those series had changed to essentially corrective maintenance.
 In [4] , an instance of common coupling was considered to be a global variable shared between a kernel module and another Linux module; we considered an instance of common coupling to be a global variable shared between any two of our Linux modules. Figure 4 shows the sizes, in NCNB lines, of the three series of stable kernels. There is a linear effect that is very highly significant (P < 0.001) for each the three series. That is, for each series there is a linear relationship between size and release date. Figure 5 shows the instances of common coupling in the three series of major stable kernels. Consider the common coupling in the 2.04.x kernels. We see that there are two major decreases in common coupling. 
Discussion and Conclusions
We have shown that completely different conclusions can be reached when software evolution data is analysed with respect to release date rather than release version.
Specifically, we re-analysed the Linux data of reference [4] . In [4] , it was reported that common coupling grew exponentially with respect to release sequence number. It was therefore concluded that Linux had potentially serious maintenance problems, and that Linux needed to be refactored with a bare minimum of common coupling. However, when we reanalysed the data of [4] with respect to release date, we found that common coupling grew linearly. Accordingly, on the basis of our analysis, there was no need to refactor Linux.
When we discuss rates of growth in software evolution, we must take great care to not make potentially invalid assumptions about what "rate" implies. Typically, we think of "rate" in terms of some unit of time ("miles per hour," "cubic metres per minute," etc.).
Historically, in closed-source software, business demands and constraints have imposed a more-or-less regular release cycle for sequential versions of a product, conveniently creating a more-or-less direct relationship between release sequence number (rsn) and release date.
The advent of open-source software development has resulted in a development model unencumbered by those traditional business constraints, and empowered by (potentially) thousands of developers and an even greater number of testers. Under this model, consecutive releases can, as we have seen, occur on the same day, or literally have years between them.
In our opinion, the new temporal variables introduced by the open-source development model necessitate the use of release date, rather than release sequence number, as the independent variable for growth studies. Clearly, the same argument would apply to closedsource software for which releases do not take place on a regular basis.
The development of modern software systems is a complex process, subject to a huge number of variables and relationships, many of which are unknown or unmeasurable.
Harvesting metrics from source code can be likened to the apocryphal story of the blind men and the elephant; observations (metrics) must be considered within the context of possibly unknown or unconsidered relationships. A correlation between two variables does not prove that there is a cause-and-effect relationship between them; it is quite possible that they are both simply the manifestation of some other (potentially unidentified) cause-and-effect relationship at work. This study underscores the need, in empirical software engineering, to consider carefully the assumptions underlying any conclusions, and the context in which such conclusions are reached.
