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Abstract—This paper addresses the problem of Bayesian
estimation in the presence of signal distribution mismatch. A
new estimator is derived based on the minimum mean-square
error (MMSE) criterion with constraints on the ﬁrst and second
order statistics of the parameters of interest. The resulting
constrained MMSE (CMMSE) estimator is found to be robust
to signal distribution mismatch, since it incorporates statistical
information on the parameters of interest. The performance of
the CMMSE estimator under different mismatch conditions is
studied via simulations using several examples. It is shown that
the CMMSE estimator outperforms the MMSE in the presence
of signal distribution mismatch. With no distribution mismatch,
the CMMSE performance is slightly lower than the MMSE.
I. INTRODUCTION
The minimum mean-square error (MMSE) estimator [1]
requires prior knowledge of the conditional statistics of the
parameters of interest given the observations. In many practical
applications, the signal statistics are not completely speciﬁed
or are a-priori unknown and therefore have to be estimated
from a ﬁnite observation sequence. Even when the signal
statistics are known, the MMSE estimator might be difﬁcult
to implement, unless some speciﬁc distributions are assumed.
In such cases, signal distribution mismatch is introduced and
consequently, the MMSE estimator performance may signiﬁ-
cantly degrade.
Several non-Bayesian methods have been proposed to
handle the problem of distribution mismatch. One of the
commonly used methods is the minimax approach [2]-[4].
According to this approach, the parameter of interest is treated
as an unknown deterministic signal, and based on a minimax
MSE criterion a suboptimal estimate is derived. The main
disadvantage of this approach is that it is based on optimization
of the worst case scenario on the expense of other cases.
A Bayesian approach has been suggested in [5]. According
to this method, the parameter of interest is treated as a random
signal and it is assumed that its covariance matrix is a-priori
known up to a speciﬁc range of uncertainty. This method
is based on minimization of the worst-case MSE ratio-regret
criterion between the MSE attainable using a linear estimator
and the MMSE attainable by optimum linear estimation with
a known signal covariance. The main disadvantage of this
method is that it is based on the assumption that the estimator
is linearly dependent on the observation vector.
In this paper, a general Bayesian approach is adopted and a
new suboptimal estimator is derived. The estimator is based on
the MMSE criterion with constraints on the ﬁrst and second-
order statistics of the parameters of interest. This estimator is
shown to be robust to distribution mismatch.
This paper proceeds as follows. Section II presents the
proposed constrained MMSE and its properties. Section III
presentes an application of the proposed estimator for decom-
position of stationary and nonstationary signals. In Section IV
the results of several simulation experiments are presented.
Summary and conclusions appear in Section ??.
II. CONSTRAINED MMSE
The ﬁrst-order statistics of the MMSE estimator is equal
to the true statistics of the parameters of interest. However,
the second-order statistics of the MMSE estimator do not
necessarily match the true statistics. It is therefore suggested to
incorporate constraints on the ﬁrst and second-order statistics
of the parameters of interest in the MMSE solution space,
and derive a new estimator, termed as constrained MMSE
(CMMSE). Subsequently, the ﬁrst and second-order statistics
of the estimated signal match those of the original signal.
This constraint is shown to result in a signiﬁcant improvement
comparing to the mismatched MMSE. In the absence of
distribution mismatch, the proposed estimator performance is
slightly lower than the MMSE estimator.
Let us consider the problem of estimating an unknown
random vector x, given an observation vector z with the
conditional probability density function (PDF) fx|z(x|z). The
mean and covariance matrix of the MMSE estimator, given by
ˆ xM = Ex|z(x), satisfy:
µx = E(ˆ xM)=E(x) (1)
and
CM = cov(ˆ xM)=cov(x|z) ≤ cov(x). (2)
In order to ensure that both the ﬁrst and second-order statistics
match those of the signal of interest, x, a constraint is set onthe solution space, such that:
E(ˆ x)=µx (3)
and
cov(ˆ x)=Cx. (4)
Minimization of the MSE with these constraints can be per-
formed using Lagrange-multipliers:
G
4
=Ex,z(kx − ˆ xk2)+tr(Λ(Cˆ x − Cx))
+ γT (µˆ x − µx) −−−−→
ˆ x,Λ,γ
min (5)
where Λ and γ are real matrix and vector of Lagrange-
multipliers, respectively and T denotes the transpose operator.
It is therefore required to minimize G with respect to ˆ x,Λ
and γ. G can be rewritten as:
G = Ez
h
Ex|z
￿
(x − ˆ x)
H(x − ˆ x)
￿i
+
+ tr
￿
Λ(Ez((ˆ x − µˆ x)(ˆ x − µˆ x)
H) − Cx)
￿
+ γT (Ez(ˆ x) − µx).
(6)
where H is the Hermitian operator. Using the equality
tr(ABC)=tr(CAB) we can write:
G = Ez
h
Ex|z
￿
(x − ˆ x)
H(x − ˆ x)
￿i
+
+ Ez
h
tr
￿
(ˆ x − µˆ x)
HΛ(ˆ x − µˆ x)
￿i
− tr(ΛCx)
+ Ez
￿
γT(ˆ x − µx)
￿
=
= Ez
h
Ex|z
￿
(x − ˆ x)
H(x − ˆ x)
￿
+
+ tr
￿
(ˆ x − µˆ x)
HΛ(ˆ x − µˆ x)
￿
− tr(ΛCx)
+γ
T(ˆ x − µx)
￿
.
(7)
The term (ˆ x − µˆ x)
HΛ(ˆ x− µˆ x) is a scalar parameter, hence:
G = Ez
h
Ex|z
￿
(x − ˆ x)
H(x − ˆ x)
￿
+(ˆ x − µˆ x)
HΛ(ˆ x − µˆ x)+
−tr(ΛCx)+γT(ˆ x − µx)
￿
.
(8)
In order to minimize G with respect to ˆ x, Λ and γ it is
sufﬁcient to minimize the intern term of Ez[·] in (8) for every
z:
˜ G(z)
4
= Ex|z
￿
(x − ˆ x)
H(x − ˆ x)
￿
+(ˆ x − µˆ x)
HΛ(ˆ x − µˆ x)+
− tr(ΛCx)+γT(ˆ x − µx) −−−−→
ˆ x,Λ,γ
min
(9)
Minimization of ˜ G(z) with respect to ˆ x yields the following
equation:
−Ex|z(x − ˆ x)+Λ(ˆ x − µˆ x)+γ = 0. (10)
The solution to this equation is given by
ˆ xCM = ΨEx|z(x) − Ψµˆ x + µˆ x − γ, (11)
where
Ψ
4
=( I + Λ)−1, (12)
and I denotes the identity matrix. Equation (11) can be
rewritten in terms of the unconstrained MMSE estimator. Let
ˆ xM = Ex|z(x). Then,
ˆ xCM = Ψ(ˆ xM − µˆ x)+µˆ x − γ. (13)
Without the constraint, Ψ = I and therefore the CMMSE
given by (13) reduces to the MMSE estimator. Thus, the
estimator proposed here maybe considered as an extension to
the MMSE estimator.
Substituting ˆ xCM in the ﬁrst and second-order statistical
constraints, (3) and (4), respectively, results in γ = 0 and the
following equation for Ψ:
ΨCMΨH = Cx, (14)
where CM is the covariance matrix of the MMSE estimator,
CM = Ez
￿
(ˆ xM − µˆ x)(ˆ xM − µˆ x)
H
￿
. Since CM is a sym-
metric positive-semideﬁnite matrix, it can be decomposed as
CM = DMDH
M where DM is an invertible matrix. Using
Cholesky factorization [6], (14) can be rewritten as follows:
ΨDM(ΨDM)
H = Cx, (15)
or
Ψ = C1/2
x D
−1
M . (16)
DM may be chosen as DM = C
1/2
M and consequently
Ψ = C1/2
x C
−1/2
M . (17)
Then, in order to obtain the solution to the minimization
problem, Ψ is substituted in (13) resulting in the following
expression:
ˆ xCM = C1/2
x C
−1/2
M (ˆ xM − µx)+µx. (18)
It can easily be veriﬁed that the CMMSE estimator is unbiased:
E(ˆ xCM)=E
￿
C
1/2
x C
−1/2
M (ˆ xM − µx)+µx
￿
=
= C1/2
x C
−1/2
M (E(ˆ xM) − µx)+µx = µx,
(19)
and that its covariance matrix is given by:
CCM = E
￿
(ˆ xCM − µx)(ˆ xCM − µx)
H
￿
=
= E
￿￿
C1/2
x C
−1/2
M (ˆ xM − µx)
￿
·
￿
C1/2
x C
−1/2
M (ˆ xM − µx)
￿H￿
=
= E
￿
C1/2
x C
−1/2
M CMC
−1/2
M C1/2
x
￿
= Cx.
(20)
Equation (18) indicates that the constrained estimator is ob-
tained by whitening of the MMSE and then “recoloring” it
using the true signal covariance matrix while keeping the
unbiased property of the MMSE estimator.III. STATIONARY-NONSTATIONARY DECOMPOSITION
In this section, an application of the CMMSE for stationary-
nonstationary decomposition is considered. Let z be composed
of a wide-sense stationary (WSS) process, denoted by x, with
a covariance matrix Cx, and a non-stationary process, denoted
by w, with a covariance matrix Cw. It is required to estimate
the parameter of interest, x, given the noisy measurements, z.
The MMSE estimator is given by:
ˆ xM = CxC−1
z z. (21)
The covariance matrix of ˆ xM is easily calculated as follows:
CM = E
￿
ˆ xMˆ xH
M
￿
= CxC−1
z Cx. (22)
Thus, CM depends on the noisy signal covariance matrix
and therefore, unlike the original signal, ˆ xM is in general
nonstationary . On the other hand, the CMMSE estimator is
given by:
ˆ xCM = C1/2
x C
−1/2
M (ˆ xM − µx)+µx, (23)
with a covariance matrix as follows:
CCM = cov(ˆ xCM)=Cx. (24)
Thus, in case x is a WSS signal, ˆ xCM is guaranteed to be
WSS. This is an important property of the CMMSE which
may be useful when decomposition between a stationary and
a nonstationary signal is required.
IV. SIMULATIONS RESULTS
In order to demonstrate the robustness of the CMMSE
estimator under distribution mismatch, the following experi-
ments were conducted. The performances of the estimators
are evaluated in terms of root-mean-square error (RMSE).
A. Example 1
In the ﬁrst example, noisy observations were generated
using the following equation: zn = xn + wn,n =1 ,...,N,
where xn and wn are zero-mean, white Gaussian independent
processes with variances σ2
x and σ2
w, respectively. In order
to introduce variances mismatch, the estimators presume the
following variances ˜ σ2
x = σ2
xδ2
x and ˜ σ2
w = σ2
wδ2
w, where δx
and δw are real scalars. In this case, the MMSE and CMMSE
estimators can be simply expressed as
ˆ xnM =
￿
˜ σx
˜ σz
￿2
zn ˆ xnCM =
￿
˜ σx
˜ σz
￿
zn (25)
where ˜ σ2
z =˜ σ2
x +˜ σ2
w. For each signal-to-noise ratio (SNR),
deﬁned as SNR =
σ
2
x
σ2
w, 1000 realizations, each of N = 1000
samples, were used to evaluate the RMSE.
Fig. ?? presents a performance comparison between the
MMSE, the mismatched MMSE and the CMMSE. For SNRs
greater than 0 dB, it can be observed (left plot) that with
no mismatch (δw =1 )the performance of the CMMSE
approaches the performance of the MMSE. In the presence
of noise variance mismatch (δw =3 ) , the performance of
the mismatched MMSE is lower than the performance of
the CMMSE. Even when a small mismatch in the variance
of the signal of interest is present (right plot), the CMMSE
outperforms the mismatched MMSE for SNRs greater than 0
dB. Thus, it may be concluded that in this case the CMMSE
successfully compensates for the variance mismatch.
Fig. ?? presents the ratio between the RMSE obtained by the
constrained and unconstrained estimators for SNRs: 10,20,30
dB, as a function of the uncertainty parameters. The upper
plot presents the ratio as a function of δw with no signal
variance mismatch (δx =1 ) . As expected, when no mismatch
is present (δw =1 ), the CMMSE performance is slighly lower
than the MMSE at all SNRs. As the mismatch between the
presumed and the real variances increases, the performance of
the CMMSE improves comparing to the mismatched MMSE.
For instance, at SNR of 10 dB, when the mismatch parameter
is increased beyond a certain level (δw >≈ 1.75), the CMMSE
outperforms the mismatched MMSE.
The lower plot presents the RMSE ratio as a function of
δx where δw =3 . In this case, a mismatch in variances of
both signals is present. It can be seen that in the presence of
small signal variance mismatch, i.e. for lower values of the
uncertainty parameter, the CMMSE outperforms the MMSE.
For larger values of δx, the MMSE performs slighly better
than the CMMSE because the CMMSE relies on inaccurate
statistics of the signal of interest.
B. Example 2
In this example, noisy observations were generated from
two zero-mean Gaussian processes, as in the previous example.
In this case, however, the variance of the noisy signal, z,i sa-
priori unknown and is estimated from the data observations. In
this case, the variance mismatch is introduced due to limited
number of samples. Fig. ?? presents the ratio between the
RMSE of the CMMSE and the MMSE as a function of the
number of samples, for SNRs: 10,15,20 dB. The ratio when the
true variance is used is represented by a dashed line. The ﬁgure
shows that when the true variance is used, the performance
of the CMMSE is slightly lower comparing to the MMSE
(ratio greater than 1). However, in the presence of variance
mismatch, the CMMSE compensates for the mismatch and
outperforms the MMSE. For instance, the CMMSE outper-
forms the MMSE (ratio smaller than 1) for SNR of 10 dB
when the number of samples is smaller than 50.
C. Example 3
In the third example, noisy observations were generated us-
ing the following equation: zn = xn+wn,n=1 ,...,N,where
wn is a zero-mean, white Gaussian process with variance σ2
w,
and xn is a zero-mean white Laplacian-distributed random
process. Since the MMSE is difﬁcult to implement in case of
a Laplacian-distributed process, the linear MMSE (LMMSE)
is implemented. In other words, a Gaussian distribution is
assumed and therefore distribution mismatch is introduced.
The performance of the CMMSE is compared to the MMSE,
and presented in Fig. ??. It can be observed that for SNRs
greater than -5 dB, the CMMSE outperforms the MMSE.V. CONCLUSIONS
In this paper, an MMSE-based estimator, which is robust
to distribution mismatch is derived. The performance of the
CMMSE estimator is studied via simulations using several
examples. It is shown that in the absence of mismatch,
the performance of the CMMSE is slightly lower than the
MMSE. However, in the presence of distribution mismatch,
the performance of the proposed CMMSE estimator is signiﬁ-
cantly higher than the mismatched MMSE estimator. Thus, the
CMMSE provides an efﬁcient way to compensate for distri-
bution mismatch and to improve the estimation performance.
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Fig. 1. Performance comparison of the constrained and unconstrained esti-
mators under variance mismatch, with respect to the unconstrained estimator
with no variance mismatch and as a function of SNR.
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Fig. 2. Ratio between the RMSE of the constrained and unconstrained
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parameter. Upper plot: δx =1 ; Lower plot: δw =3 .
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Fig. 3. Ratio between the RMSE of the constrained and unconstrained
estimators for different SNRs, as a function of the number of samples, when
the variances are estimated from the available data. Dashed line represents
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