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1. INTRODUCTION 
In the bounded region B c R” with boundary r we consider the operator 
T defined by 
-Tu = a(x, u’) u” + b(x, u’). 
Here a(x, <) is a real n x n matrix and b(x, 0 is real for (x, r) E B X R”. The 
expressions U’ and U” denote the gradient and Hessian of U, respectively, and 
au” is the contraction 
a(x,u’)u”= i u,(x,uQ& 
i.j= I I I 
We assume for the moment that u and u E C’(B) n C(p) and that a and b 
are of class C’(B X R”). 
If a(x, r) > 0 for all (x, r), then T is monotone in the sense of Collatz; that 
is, 
Tu < TV in B, u<vonr*u<vinE. (1) 
The monotonicity follows from the weaker hypothesis a(x, {) > 0 fort # 0 
provided T is in divergence form; that is, provided 
-Tu = div P(x, grad u) 
for a sufficiently smooth vector-valued function P. These well-known cases 
(i) u(x, c) > 0 and (ii) T in divergence form provide the starting point for the 
following investigation. There is a large amount of literature of other cases 
leading to (l), of which [ 1,6, 7, 13-151 is merely a small sample; but those 
results are of a different character and will not be needed here. 
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The assumption that T is in divergence form is extremely restrictive, 
especially when n is large. This is true because the divergence case is charac- 
terized by only n real-valued functions, the coordinates of P, while the 
general case requires the specification of (n + 3)n/2 functions giving the 
coordinates of a and b. The purpose of this paper is to obtain conditions for 
monotonicity when Tu is in divergence form for Iu’ 1 < E and is in general 
form for ]u’ 1 > E, where E is a small positive constant. That this is not an 
artificial formulation is seen when we reflect that many problems allow 
approximations when 1 u’ ] is small which are inadmissible when (u’ / is 
unrestricted. 
Naturally, the assumption that T is in divergence form for small ]u’I 
would be pointless if (1) holds without this restriction; e.g., if the condition 
a(x, <) > 0 for r # 0 suffices. We show by examples that this is not the case. 
EXAMPLE 1. Let n = 2, (x,, x2) = (x, y) and 
-Tu = [ 128(uf + U; - 2xu, - 2yu,)* + (u: + u;)‘] Au 
in the region defined by x2 + y* < 4. If 
2 
u=l+x :’ 
2 
, u=x* + y*, 
then Tu < TV except at the origin, where Tu = TV. Also u = v - 1 on Z, and 
yet u = v + 1 at the origin. If we replace the coefficient 128 in T by 127 and 
u by u + 1 we get Tu = TV in B, u = v on Z, and yet u # v in B. This is a 
counterexample for uniqueness. It should be observed that u,. u, a are all of 
class C”O and that the condition a(x, y, r) > 0 for < # 0 holds in the strong 
form 
4x9 Y, 0 2 Id” 19 Z = identity matrix. 
EXAMPLE 2. When a@, c) > 0 for all (x, <) the term b(x, u’) is arbitrary 
aside from mild continuity conditions. But a corresponding flexibility does 
not obtain under the hypothesis u(x, <) > 0 for < # 0 even if the principal 
part of T is in divergence form. For example, let 
-7-u = [(u: -I- u;,uJ, + [(u: + u;)u,], - 4(xu, + yu,) 
in the region x2 + y2 < 1. The function u = (x2 + y* - 1)/2 satisfies Tu = 0 
and has an interior minimum, while -u satisftes the same equation and has 
an interior maximum. In neither case can u be compared satisfactorily with 
the function v = 0. 
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Concluding this introductory discussion, we mention that the operator 
associated with the divergence part of the operator above, namely, 
occurs in the theory of large deflections of a membrane and in the theory of 
torsion. Its importance was pointed out to one of us by Professor Lothar 
Collatz and motivates the present investigation. 
2. OPERATORS OF DIVERGENCE FORM 
In order to make our main theorem intelligible, some familiar techniques 
are briefly reviewed here. Let Cartesian coordinates be introduced, so that 
the operator T of divergence form can be written 
-Tu = V . P(x, VU). 
It is assumed that P: B x IR” + I?” is of class C’. Following Serrin [ 161 we 
interpret he inequality Tu Q TV in the weak sense; namely, in the sense 
for every test function $. Here a test function is a function (: B -+ I? with the 
following three properties: $ E C’(B), ) > 0, supp Q is a compact subset of B. 
It is assumed that U, v E C’(B) n C(B) and that u < v on I’. 
Clearly 
P(x, VU) - P(x, Vv) = j; -$ P(x, <,) dt, (3) 
where 
& = tp + (1 - t)q, P = Vu(x), q = Vv(x). 
To compute the integrand let us agree that P(x, 4) is a column vector with 
elements P, and VIP, is a row vector with elements 
ap, pk. j = pk,j(xv 8 = K (j = 1, 2 ,...) n). 
Then V,P is the n x n matrix whose kth row is VIP,. A short calculation 
gives 
-$ PC% C) = (V,P)(P - 4)v 
106 CHENG AND REDHEFFER 
where p -q = Vu - Vv is considered to be a column vector. Hence, the 
condition Tu < TV is equivalent o 
!V~.j.‘(V,P)(x,r,)dt(P-q)dx90 
0 
for every test function 4. 
Suppose that sup(u - v) = m > 0 and that U-V attains the value m at some 
point x0 E B. Let B, denote the component of the set {x: u(x) - v(x) > m/2} 
which contains x0. Then E. is a compact subset of B and the choice 
f4x> = [u(x) - 4x1 - m/2 I *, xE B,; $Q> = 0, xEB-B, 
is a permissible test function. Since V$ = 2(u - v - m/2)(p - q), the result is 
jin (u - v - m/2)(p - 4) . j: V,P(x, <,I dt(p - q) dx < 0. 
If the matrix V,P is such that the integral on the left is positive, we conclude 
that the supposition sup(u - v) > 0 was not tenable, and hence that (1) 
holds. This observation leads to the condition formulated in Definition 1 
below. 
The chief novelty of our paper does not consist in the above discussion of 
operators of divergence type, but rather in the formulation and proof of 
Theorem 1. To underline this fact (and to minimize the possibility of misun- 
derstanding) we give a brief summary of historical background. The results 
[9, 171 are the first known to us which obtain monotonicity under conditions 
which allow U, v E C’ and a(x, 0) = 0. The use of a linear combination 
(1 - t)u + tv in connection with these problems can be found in [ 21, and the 
idea of integrating as in (3) is seen is [4]; cf. also [ 121. An expression of 
similar structure, u + t(v - G(u)), is used in [3]. Related results are given in 
[5, 111 and also in the comprehensive texts [8, 131, although the focus of 
interest here is somewhat different from that here. 
3. FORMULATION OF THE MAIN THEOREM 
Let us begin with the following definition: 
DEFINITION 1. An admissible operator of divergence type is an operator 
of form -Tu = V . P(x, VU) where P E C’(B x I?“) and where the matrix 
a(x, c) = V,P(x, <) has the following two properties: 
(i) a(x, <) > 0 for (x, <) E B X R”, 
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(ii) a(.~, <) > 0 in at least one point of every nonzero line segment 
which is contained in B X R”. 
By a line segment in B x I?” is meant a set of the form 
{(x, 0: x = rr r = pt + q( 1 - t), 0 < t < I}, 
where p E R”, q E R” and r E G. The segment is nonzero if p # q. 
Condition (ii) allows a(x, c) = 0 on the union of countably many surfaces, 
provided each of these surfaces is intersected by a line segment in at most 
countably many points. As an illustration let -TZA = V . p(I VU I) Vu, where p 
is a real-valued function of class C’. Then T is admissible if the function u 
defined for s > 0 by 
a(s) = p(s) + s min(p’(s), 0) 
satisfies the following two conditions: a(s) > 0, and the set of zeros of u has 
no interior points. 
To see the correspondence between the general quasilinear operator 
-Tu = a(x, u’) U” + b(x, u’) (4) 
and the operator in Definition 1 let us write V in the form 
v,= $,-&,...& ( I 1 ” 1 
corresponding to the notation V, introduced previously. Then 
v * P(x, Vu) = a(x, 24’) 24” + b(x, Id), 
where 
a(x, r> = V,P(x, <), b(x, t-j= v, . P(x, 0 (5) 
This calculation holds if P E C’ as in Definition 1, and the conditions 
a(x, <) > 0 or >O of the definition agree with the conditions commonly 
imposed upon a(x, u’) in the classical theory of monotonicity. 
Because both the form of T and the conditions on a agree, the subject now 
appears in the following light. We take the view that a partial linearization, 
valid for small 1 U’ 1, reduces the operator T in a given physical problem to 
the divergence form. For large 1 U’ 1, however, it is assumed that the approx- 
imations leading to this specialization are not valid and that T has the 
general form (4). If E and ,U are constants with 0 < E < ,u, the situation we 
have in mind is 
Tu=T,u ([u’\<E), Tu= T,u (lu’l >p). 
108 CHENG AND REDHEFFER 
It is a simple matter to interpolate between these operators, for example, by 
setting 
where B = 1 -A, A(s) = 1 for s < s*, A(s)=0 for s>,u*, O<A < 1, and A 
is as smooth as desired. 
Conditions for the part of B in which 1 u’ I is not small are set forth in the 
following definition: 
DEFINITION 2. An admissible operator of quasilinear type is an operator 
-Tu = a(x, u’) U” + b(x, u’), where 
(i) a and b are of class C’(B x I?“). 
(ii) a(x, r) > 0 in B x IF?“. 
If a(x, <) and b(x, 6) have the properties described in Definition 2 for 
lrl > a, then we say that Tu coincides with an admissible quasilinear 
operator for I u’ I > a. In a like manner, if (5) holds for I<[ < /3, with P as in 
Definition 1, then we say that Tu coincides with an admissible operator of 
divergence type for I u’ I < /3. 
When I u’l < /I and Iv’/ < fi, the expressions Tu and TV in our main 
theorem are of divergence form and we agree to interpret the inequality 
Tu < TV in the weak sense of Section 2. If (u’ ( > a and ( u’ ( > a, we interpret 
the inequality classically; this is possible because the weak and classical 
interpretations of the inequality are consistent when u, v E C*. We shall 
arrange our proof in such a way that the inequality is used in only these two 
cases (and not, for example, with I u’ ) < a and ( u’ I > /3). 
An appropriate regularity class for this twofold interpretation of the 
hypothesis Tu & TV is given in the following definition: 
DEFINITION 3. Let a > 0 and let B,,, denote the subset of B in which 
I u’ ( > a. It ii said that u E Z, if 
u E C(g) n C’(B) n C*(B,.,). 
After these preliminaries we can state our main theorem, which reads as 
follows: 
THEOREM 1. Let -Tu = a(x, u’) u” + b(x, u’) and suppose there exist 
constants a and p, 0 < a < /I, such that the following conditions hold: 
(i) Tu coincides with an admissible operator of divergence type when 
Iu’l <P* 
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(ii) Tu coincides with an admissible operator of quasilinear type when 
11.4’1 > a. 
Then T is monotone over the class Z,. 
The conclusion means that, if u E Z, and v E Z,, then (1) holds. 
4. PROOF 
Let u and r be chosen so that 0 < a < u < r < /I. If the conclusion fails, then 
the function w = u - v attains a maximum of value m > 0 at some point of 
B. This means that the set 
M= (x:xEB,w(x)=m) 
is not empty. For c > 0 we define also 
M(c) = {x:x E B, m > w(x) > m -c}. 
Then M(c) c MU M(c) and M(c) c B for c small. The set M(c) decreases 
with c, hence M(c) is contained in a fixed compact subset of B for c small, 
and the boundary r will play no role in the sequel. 
Throughout A4 we have u’(x) = v’(x). Hence we can decompose M in the 
formM=P,UQ,,where(u’(=Iv’I~pinP,andJu’I=Iv’I>pinQ,.We 
use this notation with p = a, u or r as the case may be. By the strong 
maximum principle any point of the set Q, is interior to M and hence, 
&l4 c P,. This remark will be used in the sequel. It shows, in particular, that 
P, is not empty. 
We shall establish the following: 
LEMMA. If c is suflcientfy small, then [u’(x)] < u and 1 v’(x)1 < u for 
x E M(c). 
For proof let us show first that the quantity 
d(c) = xf;~cj dist(x, M) 
tends to 0 as c+ O+. In the contrary case there is a constant 6 > 0 such that 
6(c) > 26 as c + O+. Then we can pick cj -+ 0+ and corresponding points 
x, E M(c,) such that 6(xj) > 6. Passing to a subsequence we assume xi + x*. 
Then w(x*) = m by continuity, and yet x* is not in M. This is a con- 
tradiction. 
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A moment’s thought shows that dist(x, M) = dist(x, BM) for x E M(c), and 
since aM c P, we conclude that 
sup dist(x, P,) + 0 (6) xeM(c) 
as c + O+. This limiting process takes place in a compact subset of B in 
which the functions U’ and u’ are uniformly continuous. Since 1 U’ 1 < a < CJ 
and]v’l<a<ainP,, Eq. (6) leads to the lemma. 
From now on we suppose that c > 0 is so chosen that the conclusion of 
the lemma holds in M(c). Since u < t, the sets M(c) and Qr are disjoint, a 
fact which is used later. Furthermore, F = M(c) U P, is a closed set in which 
lu’I~tandIv’/~r.HencewecanfindanopensetG~Finwhichlu’I<P 
and Iu’/ < /3. We shall apply the argument of Section 2 in G, or, if a 
connected set is preferred, in any selected component of G. 
To this end let B(x) E C’(B) be a real-valued function such that I!?(X) = 1 
in M(c) and 13(x) = 0 in Q,. We define a test function 4 by 
4(x)= B(x)(w(x)- m + c)', xEM(c)UM, 
Q(x) = 0, XEB-M(c)UM. 
Then 4 is a suitable test function relative to G. In fact, supp 4 = F and, as we 
have observed, F c G. 
Since w = m in M, we have u’ = v’ in M and hence the vector p - q = 
Vu -Vu in the argument presented in Section 2 is 0. Accordingly, the 
integral over G reduces to an integral over M(c). Here e(x) = 1 and V# = 
2(w - m + c)(p - q). A contradiction is obtained as in Section 2. 
5. CONCLUDING REMARKS 
Theorem 1 remains valid if the hypothesis a E C’, b E C’ in Definition 2 
is replaced by the weaker hypothesis that a, b E C(B x IF?‘) together with a 
local Lipschitz condition 
Ia(x,~>-a(x,s)l~Kl~-?I, Ib(x,~)-b(x,rl)l~Kl~--l. 
This is to hold in each compact subset S c B X R” with K = K(S). 
It is possible to weaken the requirement uE C’(B,,,) in Definition 3 by 
allowing a countable set of smooth hypersurfaces in which this condition 
fails [ 141. Such an extension is useful when one of the functions, u or v, is 
defined by different formulas in different regions, as is sometimes done when 
the monotonicity of T is used for numerical estimation. In certain interesting 
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cases one can also allow exceptional hypersurfaces of the form U(X) = c or 
u(x) = c. 
The above remarks give useful information but are of no theoretical 
importance. By contrast, the fact that only u E C’ is required for ]u’ ] < a, 
rather than u E C’, is essential when a(x, 0 is allowed to have zeros in the 
region ]r] < a. In such cases the boundary-value problems which the 
monotonicity is intended to illuminate may have no C2 solutions as is shown 
by the simplest examples. 
Since the basic inequality Tu & TV is used only at points where u > U, 
Theorem 1 extends to cases in which Tu involves the undifferentiated 
function I(. For example, it applies to 
-Tu = a(x,u')d + b(x,u')+ c(x,u), 
provided c(x, s) is weakly decreasing in s. A more subtle extension of this 
sort is in [4]. The results [4] apply only to operators of divergence form, 
however, and do not extend to general quasilinear operators even when the 
functions are smooth [4, lo]. Thus, if the theory developed in [4] is fully 
exploited within the context of Theorem 1, one is led to a class of operators 
which is in some respects more general for 1 u’] small than for Ju’ 1 large. 
REFERENCES 
I. J. M. BONY, Principe du maximum, intgalite de Harnack et unicite du probleme de 
Cauchy pour les opbrateurs elliptiques digbneres, Ann. Inst. Fourier (Grenoble) 19 
(1969), 277-304. 
2. H. BRBZIS AND G. STAMPACCHIA, Sur la rbgularite de la solution d’intquation elliptique, 
Bull. Sot. Mofh. France 96 (1968), 153-180. 
3. F. E. BROWDER, Variational boundary value problems for quasilinear elliptic equations of 
arbitrary order, Proc. Not. Acad. Sci. USA 50 (1963), 31-37. 
4. J. DOUGLAS, R. DUPONT, AND J. SERRIN, Uniqueness and comparison theorems for 
nonlinear elliptic equations in divergence form, Arch. Rational Mech. Anal. 42 (1971), 
157-168. 
5. K. GLASHOF AND B. WERNER, Inverse monotonicity of monotone L-operators with 
applications to quasilinear and free boundary value problems, J. Math. Anal. Appl. 72 
(1979), 89-105. 
6. P. HARTMAN AND R. SACKSTEDER, On maximum principles for nonhyperbolic partial 
differential operators, Rend. Cir. Mat. Palermo (2) 6 (1957), 218-232. 
7. C. D. HILL, A sharp maximum principle for degenerate elliptic-parabolic equations, 
Indiana Univ. Math. J. 20 (1970), 213-229. 
8. D. KINDERLEHRER AND G. STAMPACCHIA, “An Introduction to Variational Inequalities 
and their Applications,” Academic Press, New York, 1980. 
9. W. LITTMAN, A strong maximum principle for weakly L-subharmonic functions, J. Murh. 
Mech.8 (1959), 761-770. 
10. N. G. MEYERS, An example of non-uniqueness in the theory of quasilinear elliptic 
differential equations of second order, Arch. Rational Mech. Anal. 14 (1963), 177-179. 
505/45/1-s 
112 CHENG AND REDHEFFER 
11. K. H. MEYN AND B. WERNER, Maximum and monotonicity principles for elliptic 
boundary-value problems in partitioned domains, J. Appl. Annl. I1 (1980) l-l 1. 
12. C. MIRANDA, “Partial Differential Equations of Elliptic Type,” 2nd ed., Chap. VI, 
pp. 203ff, Springer-Verlag. Berlin/Heidelberg/New York, 1970. 
13. 0. A. OLEINIK AND E. V. RADEVIC, “Second-Order Equations with Nonnegative Charac- 
teristic Form,” (translated by Paul C. Fife), pp. 36ff, Plenum, New York 1973. 
14. R. M. REDHEFFER, Differentialungleichungen unter schwachen Voraussetzungen, Abh. 
Math. Sem. Univ. Hamburg 31 (1967). 33-50. 
15. R. M. REDHEFFER, The sharp maximum principle for nonlinear inequalities, Indiana 
Univ. Math. J. 21 (1971), 227-248. 
16. J. SERRIN, On the strong maximum principle for quasilinear second order differential 
inequalities, J. Funct. Anal. 5 (1970), 184-193. 
17. G. STAMPACCHIA, “Equations elliptiques du second ordre 1 coefficients discontinus,” Les 
Presses de I’Universitb de Montreal, Montreal, 1965. 
