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Abstract The primary aim of this study was to establish
whether the decline of the memory of an angular dis-
placement, detected by the semicircular canals, is best
characterized by an exponential function or by a power
function. In 27 subjects a conflict was created between the
semicircular canals and the graviceptive systems. Subjects
were seated, facing forwards, in the gondola of a large
centrifuge. The centrifuge was accelerated from stationary
to 2.5Gz. While the swing out of the gondola (66) during
acceleration constitutes a frontal plane angular-displace-
ment stimulus to the semicircular canals, the graviceptive
systems persistently signal that the subject is upright.
During 6 min at 2.5Gz the perceived head and body posi-
tion was recorded; in darkness the subject repeatedly
adjusted the orientation of a luminous line so that it
appeared to be horizontal. Acceleration of the centrifuge
induced a sensation of tilt which declined with time in a
characteristic way. A three-parameter exponential function
(Y = Ae-bt ? C) and a power function (Y = At-b ? C)
were fitted to the data points. The inter-individual vari-
ability was considerable. In the vast majority of cases,
however, the exponential function provided a better fit (in
terms of RMS error) than the power function. The mean
exponential function was: y = 27.8e-0.018t ? 0.5, where t
is time in seconds. Findings are discussed with connection
to possible underlying neural mechanisms; in particular,
the head-direction system and short-term potentiation and
persistent action potential firing in the hippocampus are
considered.
Keywords Short-term memory  Spatial memory 
Spatial orientation  Vestibular memory  Vestibular
psychophysics
Introduction
In its more primitive appearances the nervous system—or
ganglion—is obviously devoted to stereotypic responses to
sensory stimuli (Swanson 2000). The evolution of the
vertebrate brain seems to have started with decussating
inter-neurons, mediating the curling response in amphioxus
(Sarnat and Netsky 2002). It also appears that the pre-
dictability of responses decreases with increasing com-
plexity, e.g. the level of neural circuitry (Katz 2007), of the
brain. Presumably, this stimulus-independency is related to
the development of memory systems and conscious
thinking. Even if an entity such as consciousness would
never become available to objective empirical investigation
(cf. Fabbro et al. 2015), attempts to discern its main
components, and physical basis, have produced a plethora
of imaginative theories (for notable contemporary exam-
ples, see Taylor 2007 or Werner 2009). The concept of
memory appears to be as persistent as it is central for the
understanding of complex species; dating back to the
ancient Greeks (for a review, see Danziger 2008) it prevails
in most branches of psychology and neurobiology.
Accordingly, the word ‘memory’ is applicable to a vast
number of phenomena, related to the brain or psyche
(Cassel et al. 2012; Squire 2004). Nature’s purpose with a
specific memory system would be reflected not only in the
characteristics of the stored information but also in its
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temporal properties and in the sensitivity to various inter-
fering factors. One fundamental question is how cognitive
processes or memory phenomena on the psychological
level are related to biophysical mechanisms (Mizraji et al.
2009). To explain experiential phenomena by processes on
neural level is, however, an endeavour with inescapable
difficulties; mental states cannot be reported by animals
whereas neuronal activity cannot be directly recorded in
healthy human subjects.
A few related questions concern the nature of forgetting.
For instance, which are the causes of forgetting (Nairne
2002; Ricker et al. 2014) and what is the time course of
forgetting? The mathematical characteristics of psycholog-
ical forgetting, as well as of decay phenomena in neural
tissues, might give hints regarding how processes on dif-
ferent levels are interrelated (cf. Tarnow 2008, 2009). To
establish the time course of forgetting requires the identifi-
cation of a quantifiable phenomenon related to a well-de-
fined initial stimulus. A typical example is the recollection of
a number of items, orwords, after a period of time.Naturally,
the number of items recalled will be smaller after a larger
retention interval. The outcome of such experiments is,
however, dependent on factors that are difficult to control.
The retention of visual and auditory stimuli engages the so-
called working memory (Baddeley 1986) and it is, thus,
dependent on conscious strategies or activities of the test
subject (cf. Logie et al. 1990; Makovski and Jiang 2008;
Pellegrino et al. 1976; Silverberg and Buchanan 2005).
Further, since a memory trace is also likely to be influenced
by the subject’s reporting, several measurements after one
and the same stimulus will not reflect a neutral forgetting
process. Therefore, data for different retention intervals have
to be obtained separately using different—but equivalent—
stimuli. These, and several other, circumstances make the
collection of data and the mathematical characterization of
memory decay rather intricate (for an overview of the
problems, see Rubin and Wenzel 1996).
The mathematical form of forgetting—from short-term
as well as from long-term memory—remains a matter of
lively debate, a crucial choice being that between an
exponential function, y = Ae-bt, and a power function,
y = At-b (where A and b are constants and t represents
time). The exponential function is attractive because many
basic processes in nature display an exponential time
course (cf. Murdock and Cook 1960). Nevertheless, within
psychology the power function has since long possessed a
certain status—not only in laws regarding the perception of
stimulus intensity (Stevens 1970), but also when it comes
to characterising training effects (several examples are
given by Newell and Rosenbloom 1981), and forgetting
(e.g. Wixted and Ebbesen 1991).
The controversy regarding the form of forgetting is
probably to some extent due to the fact that there are
several memory systems, each of which can be studied in
different ways. In addition, the procedure for data treat-
ment can, in itself, become a problem. For instance, if there
is a substantial inter-individual variability in the time
constant for a truly exponential memory decay, then curve
fitting to group data may generate an artifactual power
function (Anderson 2001; Anderson and Tweney 1997;
Murre and Chessa 2011). More generally, pooling data
from different individuals—or from different experi-
ments—may result in forgetting curves that are not repre-
senting real mental or neural processes.
An analogous line of reasoning concerns the relationship
between psychological memory phenomena and underlying
neural processes. Thus, the temporal characteristics of
forgetting may reflect the sum of two or more neurobio-
logical mechanisms with different decay functions. As
noted by Sikstro¨m (1999), if performance in a memory task
were dependent on multiple memory traces, decaying
exponentially with different time constants, forgetting
could proceed according to a power function even in the
individual. Conversely, a single neuronal memory mecha-
nism would more likely be reflected in the recording of a
simple quantifiable impression not accessible to conscious
manipulation. As regards visual stimuli, one elementary
attribute, processed in the primary visual cortex, is the
orientation of a line (Hubel and Wiesel 1977; Spillmann
2014). The ability to perceive the orientation of a visual
object is, however, also dependent on information regard-
ing the position and motion of the head with respect to the
surface of the Earth.
The sense of balance has a comparatively small cortical
representation (Brandt and Dieterich 1999; Lopez et al.
2012). This ‘‘sixth sense’’ is generally regarded as a silent
companion, the activity of which we become aware of
mainly during abnormal stimulation or vestibular disorders
(vertigo). The organ of balance comprises two receptor
systems, the semicircular canals, responding to angular
head movements, and the otolith organs, which sense linear
accelerations as well as the orientation of the head in the
Earth’s gravity field. On a central nervous level, the
angular-velocity signal from the semicircular canals can be
integrated over time, yielding an estimate of angular dis-
placement (Clark and Taube 2012; Israe¨l et al. 1996;
Mergner et al. 1996). Changes in head orientation relative
to gravity often generate redundant information; the brain
receives transient signals from the semicircular canals,
responding to the movement per se, and from the otolith
organs, sensing the head’s position with respect to gravity
prior to and after the movement. Our conscious perception
of the visual world as upright and stable also during head
tilt or head movements is the manifestation of compensa-
tion processes based on information from the vestibular
organ (Bischof 1974; Petrov and Zenkin 1973).
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A basic measure of spatial orientation is the subjective
visual horizontal (SVH) or vertical (SVV) (Aubert 1861;
Mittelstaedt 1991; Mu¨ller 1916; Van Beuzekom et al.
2001). This can be recorded using an adjustable luminous
line in darkness; by adjusting the line the test subject
indicates what he or she perceives as horizontal (or verti-
cal). In vestibularly healthy individuals, sitting upright, the
deviation from veridicality is rarely more than 2.5 (Dai
et al. 1989; Tribukait 2006). Measurement of the SVH or
SVV during static head and body tilt constitutes a test of
otolith function (Dai et al. 1989; Mittelstaedt 1991; Tri-
bukait 2006). Nevertheless, if a change in head orientation
with respect to gravity is performed rapidly, then also the
semicircular canals can have a significant influence on the
SVH or SVV (Stockwell and Guedry 1970; Tribukait and
Eiken 2006a, b; von Holst and Grisebach 1951; Udo de
Haes and Scho¨ne 1970). Although recording of the SVH or
SVV is mainly regarded as a test of the sense of balance
(cf. Mittelstaedt 1991), it makes use of the precision of
conscious vision. Thus, processes inaccessible to conscious
reasoning can be studied with great accuracy.
Using a large swing-out gondola centrifuge (Fig. 1) it is
possible to create an intra-vestibular conflict regarding
head position. For instance, if the test subject is seated
upright and heading forwards, acceleration of the cen-
trifuge from stationary to 2G will create a 60 angular
displacement in the roll (frontal) plane, similar to that
occurring when tilting one’s head towards the shoulder
(Glasauer 1993; Guedry et al. 1992). The increasing
gravitoinertial force vector (vectorial sum of the centrifugal
force and the force of gravity) is, however, persistently
aligned with the head and body z (vertical) axis; hence, the
message from the otolith organs is that the subject remains
upright. In other words, a conflict arises between the
canals, sensing a change in roll angular position, and the
otoliths, persistently signalling for upright position (Tri-
bukait and Eiken 2006b; Young 1984).
In a few recent studies the perceptual consequences of
this canal-otolith conflict have been investigated via mea-
surement of the SVH (Tribukait and Eiken 2006b). It has
turned out that a great majority of the subjects make con-
siderable under-estimations of the tilt angle. In addition,
the perceived roll tilt angle declines with time, approaching
zero within a few minutes. Nevertheless, this decline in
perceived roll tilt follows a considerably slower time
course than per-rotatory canal phenomena, i.e. nystagmus
and perceived angular velocity (Tribukait and Eiken
2006b). Thus, it must represent a memory for canal
information on angular changes in head orientation.
It occurred to us that this test paradigm might be useful
for establishing the mathematical time course for short-
term memory processes. Namely, there is a brief and well-
defined stimulus (roll tilting of the gondola), the fading
memory of which may be recorded as a continuous variable
with the same unit (). The simplicity of the recording
(intermittent adjustment with a luminous line in darkness)
implies that there is no feedback to the subject and, hence,
no memory consolidation. In other words, since an
adjustment of the line seems unlikely to influence the fol-
lowing adjustments, numerous recordings may be per-
formed at different points in time after one single stimulus.
There is also a natural end point for the forgetting process,
namely the SVH value determined by the graviceptive
systems, which in normal subjects is usually close to zero.
Finally, the magnitude of the gravitoinertial force vector (G
level) may be considered as an interfering factor that is also
quantitatively definable.
The present study was part of a research programme
regarding the effects of graviceptive input on semicircular
canal phenomena. To permit adequate comparisons of data
obtained in different stimulus conditions, and also to
facilitate the identification of underlying neurophysiologic
mechanisms, we wanted to establish the mathematical time
course for decay of the canal-induced sensation of lateral
tilt during gondola centrifugation. Thus, the study aim was
twofold: Firstly, we wanted to compare the power function
and the exponential function with respect to goodness of fit
and discuss our findings in connection with the literature on
the form of forgetting. Secondly, we wanted to consider
some mechanisms and decay phenomena at the neuro-
physiologic level, which could possibly be of significance
for the phenomenon recorded in the centrifuge. These
comprise the so-called head-direction system as a basis for
Fig. 1 Schematic illustration of the intra-vestibular conflict occurring
in a swing-out gondola centrifuge. During acceleration of the
centrifuge, the gondola is rolled so that the test subject remains
upright with respect to the G vector (resultant of the Earth’s gravity
force and the centrifugal force). Therefore, the graviceptive systems
do not receive a roll-tilt stimulus. However, the inclination (h) of the
gondola and subject with respect to the Earth-horizontal plane is a roll
angular displacement stimulus to the semicircular canals. Recording
of the SVH via adjustment of a luminous line in darkness provides a
measure of how the subject perceives this angular displacement
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the sense of direction as well as spatial cells and short-term
neural processes in the hippocampus.
Methods
Subjects
Data from 27 healthy subjects (9 females and 18 males),
aged 21–51 years, were included in the study. The subjects
did not have any experience of manoeuvring an aircraft and
they were not motorcycle drivers or athletes on a com-
petitive level. The subjects participated with their informed
consent and were free to withdraw at any time during the
experiment. The test procedures were in accordance with
the declaration of Helsinki and were approved by the
human ethics committee in Stockholm.
Centrifugation
The experiments were performed in the swing-out gondola
centrifuge at KTH in Solna, Sweden. The radius of this
centrifuge is 7.25 m. Rotation is anti-clockwise (as seen
from above). The gondola is tangentially pivoted and
deflects outwards in the direction of the resultant force
vector (vectorial sum of the Earth gravity force and the
centrifugal force) (see Fig. 1). Heading forwards, the sub-
ject was fixed in the gondola by means of safety belts and a
head holder. The head was positioned so that a line from
the external auditory meatus to the inferior margin of the
orbit was tilted upwards (nose up) approximately 10 with
respect to the gravitational horizontal. The inter-ocular line
was gravitationally horizontal. The subject was observed in
infrared light using a video camera and he or she was
always able to communicate with the experimenter via a
two-way intercom system. The subject’s heart rate and
rhythm were monitored continuously by means of
electrocardiography.
Data were obtained in two experimental series. In series
A, 12 subjects (three females and nine males, aged
22–41 years, denoted subjects 1–12) were exposed to three
different G levels (1.1G, 1.7G, and 2.5G). The subjects
participated in two sessions with an interval ranging
between 1 h and 6 days. In the first session the G levels
were presented in ascending order, in the second the order
was reversed. In series B, 15 subjects (six females and nine
males, aged 21–51 years, denoted 13–27) were exposed to
1.1G and 2.5G in air as well as immersed in water to the
neck. Five of the subjects (No. 13–17) in series B under-
went the test twice with an interval of 1–7 days. In the
present analysis we will use data obtained at 2.5G without
water immersion. Data for subjects 1–12 have been
included in an earlier publication (Tribukait and Eiken
2006b). An analysis of the effects of water immersion
(subject 13–27) will be presented elsewhere.
The centrifuge was accelerated from stationary to 2.5G.
At 2.5G the angular velocity of the centrifuge about its
main axle is 101/s and the frontal plane (roll) inclination
of the gondola is 66. The angular acceleration of the
centrifuge was 15/s2 in series A and 7/s2 in series B; i.e.
the 2.5-G level was attained within 7 and 14 s, respec-
tively. Thus, in both series the mean frontal-plane angular
velocity was well above the stimulus threshold for the
semicircular canals. The recording time at 2.5G was 6 min.
Pauses between runs were 20 min (minimum); during the
pauses the gondola was opened and the light was turned on.
Measurements of the SVH
In front of the subject there was a line of red light-emitting
diodes subtending a visual angle of 6.5. The line could be
rotated about the subject’s naso-occipital (visual) axis. The
subject used two push-buttons on a remote control to adjust
the line, every time it was switched on, so that it appeared
to be horizontal (i.e. coincided with the subject’s sponta-
neous imagination of the horizon of the external world).
When pleased with a setting, the subject pressed a third
button, which extinguished the line. The deviation of the
line from the gravitoinertial horizontal was then recorded
with an accuracy of 0.1. Before the line was switched on
again it was rotated 5–20 (randomly), alternately clock-
wise and counter-clockwise with respect to the subject’s
latest setting. Except for the line the gondola was com-
pletely dark.
The subject was instructed to imagine the horizon of the
sea and to adjust the line so that it was parallel with this
horizon. In case of any sensation of being tilted sideways,
he or she should indicate the horizon in relation to which he
or she felt tilted, not the transversal plane of the own head.
The subject was encouraged to trust his or her own feelings
rather than thinking and calculating.
Prior to centrifugation an initial series of 8 settings of
the luminous line was performed. During centrifugation,
data collection commenced (i.e. the line was switched on)
as soon as the 2.5-G level was attained. The test subjects
made 3–5 settings of the line per minute.
Definitions and treatment of data
Tilt of the SVH to the right (right end of the line set down,
from the subject’s point of view) is denoted positive; tilt to
the left is denoted negative. For each subject, the 1-g value
for the SVH was calculated as the mean of the 8 settings
made in the beginning of the experimental session. When
establishing the exponential time course for the decay of
the SVH tilt, we used the function SVH = Ae-bt ? C,
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where C represents an asymptote. This third parameter is
motivated by the fact that normal individuals, while grav-
itationally upright, often have a deviation (albeit usually
\2.5) of the SVH from the true gravitational horizontal
(Dai et al. 1989; Tribukait 2006); at an increased gravi-
toinertial force vector, acting in parallel with the subject’s
head-to-seat (z) axis, this component of the SVH can be
even greater (Tribukait and Eiken 2006b). For the sake of
comparability with respect to goodness of fit, we have used
this third parameter also when fitting the power function.
Least squares curve fitting was performed by means of
Microsoft Excel Problem Solver, using the so-called mul-
tistart for global optimization. Assuming that the values of
SVH have the same uncertainty irrespective of the point in
time, each datum is given equal weight for curve fitting,
which is the default procedure when uncertainties in y are
unknown (Harris 1998). Curve fittings were performed for
every single run. For individuals who underwent two runs,
mean values for A, b and C, as well as for the root mean
square (RMS) error, has been calculated prior to perform-
ing statistics on group level.
In order to see how pooling data from different subjects
can influence the form of the forgetting curve, curve fitting
to group data was performed in three different ways: (1)
The 6-min recording period was divided into 15 equal time
intervals. For the individual, the mean time and SVH value
was calculated for each interval. Then, for the group, the
mean time and SVH value was calculated for each interval.
Curve fitting was performed to the resulting 15 data points.
(2) The same procedure was employed with the recording
interval divided into 5 equal intervals. (3) Exponential and
power function fits were made to all individual data points
(n = 921).
Results
When the subjects were sitting upright in the 1-g envi-
ronment, the SVH was close to the true gravitational hor-
izontal. The group mean was -0.64 ± 1.14 (SD). The
greatest deviation (-3.1) was shown by subject 4.
Acceleration of the centrifuge induced a sensation of
head and body tilt to the left. Consequently, the subjects
adjusted the luminous line so that it was tilted to the right
with respect to the horizontal plane of the gondola (i.e. the
line was rotated clockwise from the subject’s point of
view). This SVH tilt gradually decayed during constant
angular velocity of the centrifuge. Data for six individuals
are shown in Fig. 2.
Table 1 presents, for each individual, the best-fitting
three-parameter exponential function. Corresponding find-
ings for the power function are shown in Table 2. In
addition to the constants A, b, and C, the extreme values
assumed by the functions within the observation interval
are also shown. Since none of the subjects made any set-
tings of the line when t was \4 s, we have defined the
observation interval as the time period between 4 and
360 s. This also makes it possible to compare the extreme
values of the two functions, which would not be feasible
for very small values of t, since the power function
approaches infinity as t goes to zero from the right.
In all 27 cases, exponential curve fitting gave values for
initial and final SVH tilts of magnitudes similar to those
really observed, corresponding to an initial tilt sensation
smaller than the actual tilt (66) and an asymptote close to
0. Group means (±1 SD) for A and C were 27.8 ± 15.2
and 0.5 ± 6.1, respectively. The time constant for
exponential decay of the SVH tilt can be calculated as
T = 1/b. The group mean for T was 85 ± 62 s.
Also the power function seemed to give a reasonable
approximation within the observation interval (the period
during which data points were obtained). However, the
asymptote (C) was generally far beyond the physiological
range, i.e. it would suggest that centrifugation in the long
run causes a sensation of being rotated in roll (clockwise)
by several hundred degrees (see Table 2).
As regards the RMS error, this was smaller for the
exponential function than for the power function in the vast
majority of cases (see Table 3). Group means for the RMS
error were 2.416 ± 0.984 and 3.160 ± 1.537, respec-
tively (i.e. the RMS was 31 % higher for the power func-
tion). The difference between these two means is
statistically significant (paired t test, p\ 0.0001).
Curve fitting was also performed on the basis of group
means for 15 and 5 time intervals, respectively; in both
cases the RMS error was notably greater for the power
function than for the exponential function (see Fig. 3).
However, when the functions were fit to all 921 data points
(Fig. 4), the difference in RMS error between the expo-
nential (RMS = 7.20) and power functions (RMS = 7.39)
was negligible.
Discussion
One reason to mathematically characterize psychological
or behavioural memory phenomena is that this might
facilitate the identification of underlying neuronal mecha-
nisms; if a particular memory process has a time course
similar to that of a biochemical reaction then there is the
possibility that the latter is the mechanism behind the
former (cf. Tarnow 2008, 2009). Consequently, the fol-
lowing discussion has two major sections. The first relates
the present methodology and findings to other studies on
the time course for forgetting. The second deals with cer-
tain neural mechanisms, which have been extensively
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studied in rats and monkeys and which could possibly be of
significance for the decay of the SVH tilt during centrifu-
gation. In particular, we will focus on the so-called head-
direction system and the sense of direction as well as on a
few hippocampal processes whose time courses are similar
to that found in the present study.
The form of the forgetting curve
On the present findings
The present findings clearly show that for a simple spatial
orientation task (adjusting a luminous line in darkness so
that it coincides with the perceived horizontal plane) the
forgetting of a roll angular displacement is better repre-
sented by an exponential function than by a power func-
tion; the RMS was smaller for the exponential function in
the vast majority of cases.
A simple exponential decay is usually defined by the
formula y = Ae-bt, where A is the initial value of y (at
t = 0); the time constant T is defined as 1/b. As regards the
SVH, there is often a small deviation from the true hori-
zontal. In vestibularly healthy subjects, sitting upright in
the static 1-g environment, this deviation is rarely greater
than 2.5 but it appears to be a comparatively persistent
individual characteristic (Tribukait 2006). At an increased
G level in a centrifuge this static component (i.e. after
decay of semicircular canal effects) of the SVH can be
greater (Tribukait and Eiken 2006b), possibly because of
asymmetries in the graviceptive systems. This must be
taken into account when establishing the time course for
the decline in the SVH tilt. Thus, when establishing the
exponential time course for the decay of the SVH tilt, we
use the function SVH = Ae-bt ? C, where C represents
the asymptote. In several other memory tasks, where an
amount of information is to be recalled, C\ 0 is impos-
sible and C[ 0 would imply that a proportion of the ini-
tially presented information will remain in memory
forever. On the present measurement scale, however, 0
(the horizontal plane of the gondola) does not represent an
absolute limit. Rather, the individual asymptote C corre-
sponds to zero in a task where an amount of information is



































































































Fig. 2 The SVH as a measure
of roll tilt in six subjects. Each
data point represents one setting
of the luminous line. Time 0 is
the beginning of the 2.5-G
plateau. As a rule, the SVH tilt
is considerably smaller than the
real tilt of the gondola, and it
decays with time, approaching
an asymptote close to 0 by the
end of the recording period.
Continuous lines represent best-
fitting exponential functions;
dotted lines represent best-
fitting power functions. Please,
note that the vertical scales are
different
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to be recalled. Nevertheless, although the individual
asymptote often differed notably from zero, the group
mean did not. In addition, in no case did the initial value
for the exponential function (A ? C) exceed the magnitude
of the roll tilt of the gondola (66 at 2.5G).
For the sake of comparability with respect to goodness
of fit we have used an asymptote, C, also when fitting the
power function. This asymptote tended to assume a nega-
tive value, often far beyond the physiological range (i.e. it
would suggest a sensation of being rotated several revo-
lutions in roll, which is clearly unreasonable in the present
experimental situation). Since the power function goes to
infinity as t approaches 0 from the right, we have restricted
our attention to an interval ranging from 4 s to 360 s (i.e.
the interval during which empirical data were obtained).
Within this interval the power function gave reasonable
values for all individuals. Nevertheless, even if its param-
eters were not constrained to what might be considered a
physiological range, only in a few single cases did the
power function provide a better fit (in terms of RMS error)
to data than the exponential function.
A brief history of the quantitative study of forgetting
In 1682, the physicist and inventor Robert Hooke presented
a model of memory that implies a power function for decay
Table 1 Individual results of
fitting (unweighted least squares
sum) the three-parameter
exponential function
(SVH = Ae-bt ? C) to the
settings of the line
Subject A () b (s-1) C () F(4) () F(360) ()
1 45.7 30.3 0.0223 0.0101 7.7 5.6 49.6 34.7 7.9 6.4
2 17.6 31.7 0.0104 0.0439 6.6 3.0 23.5 29.6 7.0 3.0
3 41.8 48.8 0.0101 0.0105 -3.9 -4.0 36.2 42.8 -2.8 -2.9
4 36.3 18.3 0.0052 0.022 -13.2 -2.7 22.4 14.1 -7.6 -2.7
5 22.7 11.4 0.012 0.0334 1.2 3.3 22.9 13.3 1.6 3.3
6 15.4 17.8 0.0084 0.0094 4.8 -0.4 19.7 16.8 5.5 0.2
7 14.5 24.0 0.0057 0.0163 2.3 3.6 16.6 26.1 4.2 3.6
8 38.4 33.2 0.012 0.019 8.5 6.3 45.1 37.1 9.0 6.4
9 9.8 10.7 0.0058 0.0082 2.8 3.0 12.4 13.3 4.0 3.5
10 46.0 48.2 0.0146 0.0172 4.8 2.3 48.2 47.3 5.0 2.4
11 31.7 18.7 0.0034 0.0087 -16.5 -7.8 14.7 10.2 -7.2 -7.0
12 16.4 16.4 0.0154 0.0302 2.3 2.2 17.7 16.8 2.4 2.2
13 26.5 10.8 0.0665 0.0856 5.1 1.3 25.5 9.0 5.1 1.3
14 27.2 22.4 0.0108 0.0086 -1.0 -4.2 25.0 17.5 -0.5 -3.1
15 50.7 60.0 0.0289 0.0278 -3.1 -3.6 42.0 50.1 -3.1 -3.6
16 19.3 10.0 0.0424 0.051 2.7 2.0 19.0 10.1 2.7 2.0
17 60.5 67.8 0.0041 0.0022 -11.3 -25.8 48.1 41.2 2.5 4.9
18 22.4 0.0074 -0.5 21.3 1.1
19 36.1 0.0142 7.1 41.2 7.3
20 18.4 0.0124 4.4 21.9 4.6
21 50.5 0.0161 -3.7 43.7 -3.5
22 19.8 0.0146 7.0 25.7 7.1
23 6.6 0.0216 2.2 8.3 2.2
24 19.2 0.0118 7.6 25.9 7.8
25 17.1 0.0057 -0.2 16.5 2.0
26 47.2 0.0208 -2.8 40.6 -2.7
27 11.7 0.0217 -0.0 10.7 0.0
Mean 27.76 0.01805 0.49 26.49 1.99
Median 22.39 0.0146 2.28 21.33 2.45
SD 15.18 0.01468 6.10 12.70 4.10
The extreme values of the function during the observation interval, i.e. at t = 4 s and t = 360 s, are also
shown. For individuals who have undergone two runs (i.e. Subject 1–17), the means for run 1 and run 2
have been calculated before performing group statistics. Values of the constants are rounded in order to
keep the table within reasonable limits; during the curve-fitting procedure the number of significant digits
was[10 for each parameter
Cogn Neurodyn (2016) 10:7–22 13
123
(see Hintzman 2003, for an analysis). The systematic
experimental study of human forgetting seems to have
started 200 years later, namely with the investigations by
Ebbinghaus (1885) on his own ability to remember lists of
nonsense syllables. He measured the time necessary for re-
learning lists at different time intervals—retention inter-
vals—after first having learnt them. Naturally, re-learning a
given list required less time than learning it at the first
occasion. The time saved because of the first learning
occasion decreased in a characteristic way with increasing
retention intervals (ranging from 21 min to 31 days). Many
attempts to mathematically characterize this ‘‘savings
function’’ have been made (see Rubin and Wenzel 1996 or
White 2001, for references).
Conceivably, the mathematical characteristics of forget-
tingmight differ betweenmemory systems. On the one hand,
it seems reasonable that a very simple task, as that employed
in the present study, will yield forgetting curves reflecting
basic neural mechanisms. On the other hand, the forgetting
of complex impressions might be optimized with respect to
the odds that a given event will occur again in the natural
environment (Anderson and Schooler 1991); an individual’s
forgetting of a particular situation would, thus, not bemerely
a passive process—or a failure phenomenon—but adapted
Table 2 Individual results of
fitting (unweighted least squares
sum) the three-parameter power
function (SVH = At-b ? C) to
the settings of the line
Subject A () b C () F(4) () F(360) ()
1 112.2 3350.1 0.2256 0.0026 -24.7 -3294.5 57.4 43.5 5.0 4.7
2 4445.1 61.4 0.0010 0.4056 -4412.2 -4.4 26.7 30.6 6.8 1.3
3 4330.9 9509.6 0.0027 0.0013 -4265.4 -9439.3 49.3 53.2 -2.8 -2.2
4 6115.0 51.4 0.0012 0.1498 -6076.2 -25.4 28.6 16.3 -4.3 -4.1
5 4666.9 51.5 0.0013 0.7716 -4631.4 2.6 27.0 20.3 -0.1 3.2
6 84.0 3584.1 0.0891 0.0012 -44.5 -3558.0 29.7 20.1 5.2 0.8
7 9590.4 308.3 0.0004 0.0208 -9565.3 -270.8 19.8 28.8 2.5 2.0
8 9814.5 451.5 0.0010 0.0170 -9748.7 -404.4 52.2 36.6 8.2 4.1
9 4541.3 9547.8 0.0006 0.0003 -4521.3 -9527.1 16.2 16.7 4.0 3.8
10 9834.9 1827.9 0.0012 0.0062 -9763.8 -1763.3 54.8 48.9 1.9 -0.9
11 7757.7 9598.4 0.0008 0.0005 -7727.5 -9578.9 21.6 12.8 -6.2 -8.8
12 104.4 33.5 0.0472 0.3271 -77.7 -3.4 20.1 17.8 1.4 1.5
13 53.4 26.7 0.7321 1.0439 4.0 1.3 23.3 7.5 4.7 1.3
14 9671.1 9667.6 0.0006 0.0006 -9635.7 -9637.8 27.4 21.8 1.3 -4.3
15 105.2 122.9 0.2165 0.2169 -36.3 -41.4 41.7 49.6 -6.9 -7.1
16 32.6 18.9 0.4014 0.5932 -1.1 1.2 17.6 9.5 2.0 1.8
17 14,325 14,077 0.0008 0.0006 -14,247 -14,017 62.6 49.6 11.2 11.6
18 4792.0 0.0010 -4760.1 25.2 3.7
19 14,577.3 0.0006 -14,521 44.6 5.3
20 8776.1 0.0005 -8746.7 23.2 3.5
21 169.1 0.1296 -85.3 56.0 -6.5
22 6135.7 0.0008 -6102.3 26.7 4.6
23 22.4 0.4738 0.7 12.3 2.0
24 9211.9 0.0005 -9175.6 29.9 9.2
25 9224.8 0.0005 -9197.3 21.1 0.4
26 1906.9 0.0053 -1854.4 38.5 -6.1
27 3900.3 0.0006 -3887.1 10.0 -0.5
Mean 4913.1 0.1205 -4870.2 30.3 1.4
Median 4792.0 0.0053 -4760.1 24.9 2.0
SD 4236.3 0.2129 4236.5 14.5 4.7
The extreme values of the function during the recording interval, i.e. at t = 4 s and t = 360 s, are also
shown. For individuals who have undergone two runs (i.e. Subject 1–17), the means for run 1 and run 2
have been calculated before performing group statistics. Although the functional values for t = 4 s and
t = 360 s were within reasonable limits, the power function tended to assume an asymptote (C) far beyond
the physiological range. Values of the constants are rounded in order to keep the table within reasonable
limits; during the curve-fitting procedure the number of significant digits was[10 for each parameter
14 Cogn Neurodyn (2016) 10:7–22
123
to the declining probability of encountering a similar situa-
tion again.
A common distinction is that between short-term and
long-term memory. In 1973 Wickelgren suggested that this
distinction could be made on the basis of the form of the
retention function; he had observed that while the expo-
nential function provided a good fit to certain data for
retention intervals smaller than 20 s, for intervals ranging
between 20 s and 2 years the power function was more
adequate. However, in a later publication Wickelgren
(1974) refuted the distinction in favour of his ‘‘single-trace
fragility theory’’, stating that the decay of a memory trace
is determined by the passage of time as well as by inter-
ference according to the function m = k(1 ? bt)-we-pt.
According to this view, the retention curve could be pre-
dominated either by the power-function characteristic of
time decay or by the exponential-function characteristic of
interference, the latter, according to Wickelgren, being the
case in many short-term memory tasks.
Whereas the power function has since long possessed a
certain status within psychology—in laws regarding the
perception of stimulus intensity (Stevens 1970) as well as
when it comes to the effects of training (several examples
are given by Newell and Rosenbloom 1981)—Wickelgren
is often quoted for having introduced it in the study of
forgetting. In 1991 Wixted and Ebbesen presented three
experiments which differed considerably not only with
respect to the time scale but also as regards the nature of
the task; in a delayed matching-to-sample task with
pigeons the maximum retention interval was 6 s while in a
face-recognition test with human test subjects the retention
interval ranged between 1 h and 2 weeks. Strikingly, in all
cases the power function provided a better fit to data than
five alternatives, including the exponential function (see
Table 3 The RMS error for each individual curve fit
Subject Data points RMS () exponential RMS () power
Run 1 Run 2 Run 1 Run 2 Run 1 Run 2
1 19 18 3.085 2.304 4.089 2.058
2 20 17 3.596 1.846 4.019 1.496
3 17 20 3.414 2.765 4.233 4.376
4 16 18 4.265 1.487 6.037 2.018
5 16 19 2.802 1.374 3.349 1.593
6 17 20 1.375 1.545 1.267 2.095
7 27 26 2.121 1.780 2.560 1.576
8 21 24 3.504 2.935 4.061 3.748
9 14 18 0.943 0.595 1.102 0.835
10 21 24 3.849 3.278 5.207 5.196
11 21 24 1.812 2.427 3.177 3.134
12 21 22 0.796 0.626 0.963 0.934
13 27 26 1.479 1.515 1.578 1.646
14 24 24 3.069 1.880 4.286 2.419
15 20 24 2.918 3.774 5.023 5.703
16 23 23 1.915 1.830 2.379 1.911
17 24 23 3.477 3.442 6.869 6.726
18 16 2.136 3.135
19 26 3.399 4.430
20 22 1.671 2.135
21 20 1.977 2.459
22 19 3.004 3.531
23 16 1.193 1.304
24 15 4.474 4.648
25 19 1.253 1.725
26 20 4.151 5.898
27 26 2.059 2.213
Mean 2.416 3.160
Median 2.136 3.074
The number of settings of the line (data points) is also shown for each
run. In only four cases (centrifuge runs) out of 44, the RMS was
smaller for the power function than for the exponential function. It
can also be noted that the RMS was considerably smaller than the
change in SVH during the recording interval (see Table 1; Fig. 2). For
individuals who have undergone two runs, the mean RMS for run 1
and run 2 has been calculated before performing group statistics
25.0e-0.0146t + 2.2; RMS = 0.346
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Fig. 3 Adaptation of the exponential function (continuous lines) and
the power function (dotted lines) to group data. The recording period
has been subdivided into 5 or 15 equal time intervals. For the
individual, a mean value (for time as well as for the SVH) has been
calculated for each interval. Then, group means have been obtained in
a corresponding way. To the unaided eye both curves might appear to
be adequate fits to the data points. Nevertheless, in both cases the
RMS error was considerably smaller for the exponential function
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also Wixted and Ebbesen 1997). In the search for regu-
larities and laws Rubin and Wenzel (1996) made adapta-
tions of 105 different 2-parameter functions to 210 sets of
forgetting data found in the literature. The power function
and the exponential in the square root of time were among
the four that could be satisfactorily fit to a wide range of
data.
The effect of curve fitting to group data
Several authors have pointed out that if there is a sub-
stantial inter-individual variability in the time constant for
a truly exponential memory decay, then group data may
nevertheless be best represented by a power function
(Anderson 2001; Anderson and Tweney 1997; Murre and
Chessa 2011). This observation has been made also in the
study of learning. Heathcote et al. (2000) analyzed 40 data
sets representing 475 subjects in 24 skill-acquisition
experiments. In more than 80 % of individual cases the
exponential function provided a better description of the
time course for learning. However, averaging produced a
bias in favour of the power function. In the present mate-
rial, the individual RMS error was on average 31 % greater
for the power function than for the exponential function;
however, the difference in RMS was negligible if a single
curve fit was made to all 921 data points. This confirms that
averaging truly exponential forgetting curves may generate
a power function.
According to Sikstro¨m (1999) forgetting in accordance
with the power law would occur also within individuals if
performance is dependent on multiple memory traces
decaying exponentially with different time constants. Thus,
on the perceptual or behavioural level exponential forget-
ting curves would most likely be encountered if the mea-
sured quantity corresponds to a basic percept, such as the
subjective visual horizontal.
Criteria for data sets useful for discriminating
between functions
Rubin et al. (1999) have proposed six criteria that would
define a data set useful for discriminating between math-
ematical functions. These are, briefly: (1) there should be
nine or more retention intervals. (2) Time values should be
precise. (3) The data set should have a large ratio of the
most to least amount remembered and a large ratio of the
longest to shortest retention intervals. (4) To make the time
between presentation and testing unambiguous, each item
should be presented only once. (5) The activity that fills the
retention intervals should be constant. (6) To prevent
generating a group function that is not applicable to indi-
viduals, retention functions should be fitted to data of
individuals.
Although some of these criteria are perhaps not directly
applicable to the stimulus and task of the present study, it
might be noted that (1) all individuals made 15 or more
settings of the luminous line during the 360-s recording
interval, (2) for each setting there is a precise time value,
(3) in all cases the ratio between the change in SVH during
the recording interval and the RMS was large; the same
holds true regarding the ratio between the time values for
the last and first settings, (4) the nature of the task used in
the present study is such that multiple measurements can be
made after one single stimulus, (5) it might be assumed that
any mental activity would not considerably influence a
basic vestibular percept like the SVH, (6) curve fitting
could be performed in every individual case.
Thus, also on the basis of such task-independent criteria



































Fig. 4 Adaptation of the exponential function (upper diagram) and
the power function (lower diagram) to all settings of the line made by
all subjects. Although the two curves clearly have different forms,
they are similar in terms of goodness of fit (RMS error)
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visual indicator to quantify the perceptual effects of a
vestibular stimulus, could serve as a tool in the study of
short-term forgetting. If the decline of the SVH represents a
more general mechanism for short-term memory, as could
possibly be established by considering inter-individual
variability and the degree of correlation across tasks, then
the simplicity of the present test paradigm would be useful,
for instance, when investigating how pharmacological
substances influence short-term memory.
Neurophysiological considerations
The perceptual representation system
In the present study we have used a psychophysical method
to record how a short-term memory for semicircular canal
information is reflected in a simple visual percept. It is a
point of the method that the SVH is not likely to be
influenced by cognitive reasoning; the orientation of a line
is among the basic properties of visual stimuli that are
analysed in the primary visual cortex, V1 (Hubel and
Wiesel 1977, Spillmann 2014). A large number of studies
have elucidated the nature of a non-conscious system
devoted to elementary attributes of visual objects or
sceneries. This so-called perceptual representation system
(Tulving and Schacter 1990) is located early in the cortical
processing stream but beyond V1 (see Magnussen and
Greenlee 1999, for a review). It is constituted by a number
of independent mechanisms, each comprising a separate
memory function, which process, in parallel, the different
dimensions of visual impressions. A pioneering study on
this system was performed by Hegelmaier (1852), who
tested his own memory for the length of lines, i.e. a visual
attribute, the retention of which is not likely to be influ-
enced by verbal coding strategies. More recent works have
investigated the short-term memory for spatial frequency
(Magnussen et al. 1990), motion (Magnussen and Greenlee
1992), and—notably—orientation (Magnussen et al. 1998).
The perceived stability of the visual world during
changes in roll head position is another phenomenon that
seems likely to be attained via such unconscious process-
ing. In humans, ocular counter-torsion—‘‘external com-
pensation’’ for head tilt—is only vestigial (i.e. it amounts to
approximately 10 % of the head-tilt angle); our perception
of the visual surroundings as upright also during head tilt
with respect to gravity must therefore be dependent on a
purely neural mechanism, sometimes denoted ‘‘internal
compensation’’ (Bischof 1974; Petrov and Zenkin 1973).
As to the localisation in the brain of such vestibular
influence on visual perception one possibility is the parietal
cortex (Andersen 1997; Bremmer et al. 2002), a region
which has important functional connections with the hip-
pocampus (Save et al. 2005).
The hippocampus
When considering spatial memory phenomena and the
sense of balance a brain region of particular interest is the
hippocampal formation. It plays a key role both in spatial
orientation (O’Keefe 1990) and in the formation and
retrieval of memories, including the linkage of episodes to
a spatial context (Burgess et al. 2002; Hayakawa et al.
2015; Kumaran and Maguire 2007; Ventriglia 2008;
Wagatsuma and Yamaguchi 2007). The hippocampus
receives input from many areas of the cerebral association
cortex, e.g. the parietal cortex, whose integrity is signifi-
cant for several spatial functions (for a review of experi-
mental evidence, see Rolls 1996). The rodent hippocampus
is well known for the so-called place cells, a set of neurons,
each having its maximum firing rate when the animal is at a
certain position in space (O’Keefe 1979). Also in monkeys,
single cell recordings have revealed a variety of hip-
pocampal neurons activated in conjunction with spatial
stimuli or tasks (for a review, see Rolls 1996). A cell type
common in primates is the ‘‘view cell’’, i.e. pyramidal
neurons whose activity is dependent on what part of the
surroundings the monkey is looking at irrespectively of its
own position (Rolls and O’Mara 1995; Killian et al. 2012;
Rolls et al. 1997). It also appears that the firing of view
cells is independent of the position of the eye with respect
to the head (Georges-Francois et al. 1999). It has been
convincingly argued that while the rodent hippocampus
contains a map-like representation with neurons repre-
senting places where the rat can be, the corresponding
system in the primate hippocampus would be devoted to
visual exploration of the surroundings (Rolls 2006). Nev-
ertheless, a functioning view-cell system must be depen-
dent also on mechanisms for tracking the animal’s position
and orientation with respect to the surroundings, i.e. on
place cells and head direction cells (see below). Even if
these cell types have been studied mainly for the horizontal
plane it is tempting to postulate that similar neural mech-
anisms exist also for the roll (frontal) plane, e.g. when it
comes to the ability to perceive the orientation of a line
with respect to gravity.
Several lines of research indicate a certain relationship
between the hippocampus and the sense of balance. It has
even been proposed that the development of the hip-
pocampus during evolution was to a high extent dependent
on vestibular information about head movements and about
the orientation of the head in the gravitational force field
(Smith et al. 2009). More specifically, place cells in the
rodent hippocampus can be modulated by vestibular stim-
ulation (Gavrilov et al. 1995; Wiener et al. 1995). In
monkeys, there are hippocampal neurons responding to
passive whole-body angular displacements even in the
absence of visual cues (O’Mara et al. 1994). In humans,
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stimulation of the semicircular canals by caloric irrigation
causes an activation of the hippocampus, as revealed by
means of fMRI (Vitte et al. 1996; Suzuki et al. 2001).
Bilateral loss of vestibular function disrupts the activity of
hippocampal place cells in rodents (Russell et al. 2003,
Stackman et al. 2002); in humans it may result in a sub-
stantial reduction in the volume of the hippocampus
(Brandt et al. 2005). Thus, although neural mechanisms of
spatial orientation are difficult to study directly in human
subjects, there are indirect evidences as to the significance
of the hippocampus for vestibular phenomena also in
humans.
The head direction system
A navigational system must also be capable of keeping
track of the animal’s direction. Neurons whose firing rate is
a function of the animal’s head direction in the plane of
locomotion have been found in several regions of the
mammalian brain. These so-called ‘‘head direction (HD)
cells’’ are hierarchically organized in a circuit originating
in the dorsal tegmental nucleus (Sharp et al. 2001b) and
projecting serially via the lateral mammillary nucleus
(Blair et al. 1998; Stackman and Taube 1998), anterodorsal
thalamus (Taube 1995; Blair and Sharp 1995) and post-
subiculum (Ranck 1984; Taube et al. 1990a) to the
entorhinal cortex (Sargolini et al. 2006) the latter being a
major link between the hippocampus and other regions of
the brain (Hayakawa et al. 2015; Zhang et al. 2013). For
detailed accounts on the head direction system, the reader
should consult reviews by Hartley et al. (2013), Knierim
and Hamilton (2011) or Taube (2007).
Head direction cells integrate multimodal information
regarding the animal’s movements with respect to the
surroundings. The functional integrity of the semicircular
canals is critical for the HD system—for the mere gener-
ation of a stable HD signal as well as for its continuous
updating during head movements. Thus, whereas the
properties of HD cells are maintained in darkness, per-
manent inactivation of the semicircular canals leads to an
irreversible disruption of the HD signal (Muir et al. 2004;
Stackman and Taube 1997; Stackman et al. 2002). Nev-
ertheless, visual input about external landmarks seems
likely to be necessary to avoid the accumulation of errors in
the HD system; rotation of a salient visual landmark can
induce a corresponding shift in the head direction signal
(Taube 1995; Taube et al. 1990b). Thus, the way of func-
tioning of the head direction system reflects an intimate
interaction between vision and the sense of balance.
The HD system is believed to constitute a continuous
attractor network which can perform angular path inte-
gration, i.e. integrate the angular-velocity signal from the
semicircular canals over time to obtain a measure of
angular displacement (Barry and Burgess 2014; Clark and
Taube 2012; Sharp et al. 2001a). A representation of
angular head velocity is conveyed from the medial
vestibular nucleus via the supragenual nucleus (Biazoli
et al. 2006) and the nucleus prepositus hypoglossi (Lannou
et al. 1984) to the dorsal tegmental nucleus (Brown et al.
2005) (For a review, see Yoder and Taube 2014). In
models of this neural integrator, HD cells are intercon-
nected in a circular arrangement, each cell firing maximally
for a particular head direction. Neurons with similar pre-
ferred head directions have excitatory connections whereas
cells which differ greatly in preferred direction inhibit each
other. This principle for interconnections gives rise to a
self-maintaining activation hill (the attractor state) which
corresponds to the HD signal. At a given point in time, the
firing pattern can only represent one single head direction,
but, in case of a head turn, the system integrates the canal
angular-velocity signal over time whereby the activity hill
is smoothly moved to a new stable state (Barry and Burgess
2014; Clark and Taube 2012).
The HD system has several characteristics in common
with the oculomotor neural integrator (Robinson 1989; see
Taube and Bassett 2003, for an analysis). However, in
oculomotor integrator neurons, whose firing rate is pro-
portional to the deviation of the eye from its neutral posi-
tion, there is a tendency to ‘‘leak’’. In other words, when an
animal is gazing in an eccentric direction in darkness, the
eyes gradually return to their neutral position, and, in
parallel, there is a decreasing firing in oculomotor inte-
grator neurons. Considering the HD system as a ring
attractor network, there seems to be no reason to assume
that there would be such decay phenomena or any partic-
ular neutral direction. Nevertheless, it has been observed
that upon removing external visual landmarks or extin-
guishing the light, the preferred direction of HD cells may
drift during several minutes (Goodridge et al. 1998; Taube
et al. 1990b). Further, during sensory conflicts, where
vision and the sense of balance do not provide unanimous
information, the preferred direction of a HD cell was often
found to partially shift, its response being a compromise
between the information from the two senses (Goodridge
et al. 1998; Taube et al. 1990b).
The properties and organization of the HD system have
been elucidated mainly via electrophysiological experi-
ments on rats, but HD cells have been identified in several
other species, including monkeys (Robertson et al. 1999;
Rolls 2006). Studies using fMRI suggest that HD cells exist
in the human medial parietal (Baumann and Mattingley
2010) and medial temporal (Vass and Epstein 2013) lobes.
Although the HD system has been investigated almost
exclusively for the plane of navigation, it is reasonable to
assume that memory processes for the roll (frontal) plane
have a related neurophysiologic basis. In both cases it is a
18 Cogn Neurodyn (2016) 10:7–22
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matter of semicircular canal information that must be
integrated over time to yield an estimate of angular head
displacement. Further, the shifts in a HD cell’s preferred
direction observed during visuo-vestibular conflicts are
reminiscent of the decay in the SVH tilt found during the
otolith-semicircular canal conflict in the centrifuge.
Finally, the changes in preferred direction of HD cells
often occurred during several minutes (Goodridge et al.
1998; Taube et al. 1990b), which is compatible with the
slow time course for the SVH observed in the present
study.
Short-term memory and neuronal dynamics
Short-term memory phenomena are generally believed to
depend on neuronal activation, or a change in action
potential discharge, persisting after the presentation of a
stimulus. Such so-called persistent neural activation has
been observed in many areas of the cortex as well as in
subcortical regions of the brain (see Curtis and Lee 2010 or
Major and Tank 2004, for references). The mechanisms by
which activity is maintained can, in principle, be intrinsic
to individual neurons—as for instance when repeated brief
stimuli result in a step-like depolarization via calcium
influx at dendrites—as well as related to synaptic plasticity
or neural network dynamics (for references, see Curtis and
Lee 2010).
The above-mentioned hippocampal mechanisms for
spatial orientation, as well as the role of the hippocampus
in memory processes, makes it particularly relevant to
consider this brain region when discussing the time con-
stant for decay of the SVH tilt during gondola centrifuga-
tion. One mechanism that has been much studied in the
hippocampus is the temporary increase in synaptic strength
denoted short-term potentiation (STP). Anwyl et al. (1988)
used in vitro slice preparations for studying STP in area
CA1 pyramidal cells of the rodent hippocampus. In certain
conditions the time constant for decay of STP was 60–80 s.
More recently, it has been reported that interneurons in
mice hippocampal slices are capable of performing a slow
integration that causes action potential initiation in the
distal axon (Sheffield et al. 2011). In these neurons repe-
ated somatic current injections eventually triggered per-
sistent firing, decaying with a time constant of 50–150 s.
Thus, these cells were functioning like a leaky integrator.
The phenomenon has been observed also in hippocampal
slices from rats and it could be elicited with stimulus pat-
terns recorded in vivo in an awake rat, suggesting that it
was not an artefact of excessive spiking stimulation (Sh-
effield et al. 2011). Although these hippocampal decay
phenomena have so far not been analyzed with respect to
mathematical form (e.g. whether they proceed according to
an exponential or a power function), they are both
compatible with the time constant found in the present
study (T = 85 s).
If the semicircular canal memory phenomenon con-
cerned in the present paper were related to any of these
mechanisms, then it would be of a somewhat more general
interest regarding human hippocampal functioning, which
is difficult to study directly in normal subjects. Possibly,
the present test paradigm could be useful in the study of
how the hippocampus is influenced by pharmacological
substances. In a clinical perspective it should be noted that
the roll inclination (swing out) of the gondola constitutes a
tangible canal stimulus also for G levels considerably
lower than 2.5G, making it feasible to test not only healthy
subjects.
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