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Abstract: Machine learning techniques have been widely applied to solve the problem of predicting protein secondary structure from 
the amino acid sequence. They have gained substantial success in this research area. Many methods have been used including k-Nearest 
Neighbors (k-NNs), Hidden Markov Models (HMMs), Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs), which 
have attracted attention recently. Today, the main goal remains to improve the prediction quality of the secondary structure   elements. The 
prediction accuracy has been continuously improved over the years, especially by using hybrid or ensemble methods and incorporating 
evolutionary information in the form of profiles extracted from alignments of multiple homologous sequences. In this paper, we inves-
tigate how best to combine k-NNs, ANNs and Multi-class SVMs (M-SVMs) to improve secondary structure prediction of globular pro-
teins. An ensemble method which combines the outputs of two feed-forward ANNs, k-NN and three M-SVM classifiers has been applied. 
Ensemble members are combined using two variants of majority voting rule. An heuristic based filter has also been applied to refine the 
prediction. To investigate how much improvement the general ensemble method can give rather than the individual classifiers that make 
up the ensemble, we have experimented with the proposed system on the two widely used benchmark datasets RS126 and CB513 using 
cross-validation tests by including PSI-BLAST position-specific scoring matrix (PSSM) profiles as inputs. The experimental results 
reveal that the proposed system yields significant performance gains when compared with the best individual classifier.
Keywords: protein secondary structure prediction, k-Nearest Neighbors, feed-forward Neural Networks, Multi-class Support Vector 
Machines (M-SVMs), ensemble method, Position-Specific Scoring Matrix (PSSM) profilesBouziane et al
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Introduction
Gaining  information  about  proteins  both  structurally 
and functionally remains an ultimate goal in biological 
and medical research due to their importance in living 
organisms of which they are the major components. 
Proteins are large and complex organic compounds that 
consist of amino acids joined by peptide backbones. 
The  poly-peptide  chains  thus  constituted  are  called 
primary structures that can fold into complicated three-
dimensional (3-D) structures (native structures) which 
largely  describe  their  functions. Thus,  it  is  essential 
to know the protein’s three-dimensional structure so 
as to infer its function. With recent advances in large 
genome  sequencing  projects,  there  is  an  increasing 
need to determine this structure. The number of protein 
sequences deposited in the PDBa continues to grow much 
faster than the number of known protein structures and 
the major interest in current time is then to bridge this 
ever-widening gap between sequences and structures. 
Amino acid sequence (primary or 1-D structure) contains 
sufficient information specifying the three-dimensional 
structure.1 However, structure determination from known 
sequence is not a straightforward task. It is laborious, 
expensive, very time-consuming and sometimes, even 
impossible to use purely experimental techniques such as 
X-ray crystallography and Nuclear Magnetic Resonance 
spectroscopy. Thus, in silico methods present alternative 
approaches to accomplish this task with low cost and 
reduced time and effort. Therefore many methods have 
been  rigourously  explored  to  perform  the  essential 
intermediate step on the way to predicting this structure, 
which is to predict the secondary (2-D) structure from the 
primary structure. The secondary structure (SS) consists 
of local folding regularities maintained by hydrogen 
bonds.  Three  classes  (patterns)  characterize  the  SS: 
α-helices,  β-sheets (Extended-strands) and coils (the 
remaining non regular conformations). Given a protein 
sequence, the Protein Secondary Structure Prediction 
(PSSP) problem is to predict whether each amino acid 
also known as residue is in either α-helix (H), β-sheet 
(E) or coil (C) state. From the point of view of pattern 
recognition, this can be seen as a 3-class discrimination 
problem.
Since the 1970s, many approaches for PSSP have 
been developed. The first efforts have been made for 
predicting the SS solely from the amino acid sequence 
using simple linear statistics and expert rules   taking 
into account only the physico-  chemical properties of 
single amino acids.2–4 The average tree-state   per-residue 
score Q3 (a prediction accuracy measure that gives the 
percentage of correctly predicted secondary structures) 
of  these  methods  referred  to  as  the  first  generation 
methods was in the range 50%–54%. Around 1988, 
the PSSP methods have been extended in various ways 
to include correlations among amino acids.5,6 The first 
use of ANNs by Qian and Sejnowski7 improved the Q3 
score to 62%. This second generation of sequence alone 
prediction methods have not been sufficient to achieve 
successful PSSP, and it was claimed that predictions 
cannot be better than 65(±2)%.8 The PSSP methods 
have improved substantially since 1990 through the use 
of the evolutionary information exploiting the infor-
mation coming from homologous sequences. The use 
of multiple alignments of protein sequences instead of 
single amino acid sequences revolutionised SS predic-
tion. With this third generation of PSSP methods, the 
Q3 score exceeded 70%. Advances in computing tech-
niques and the availability of large families of homolo-
gous sequences have led to methods that are generally 
available via the web. The flagship for this genera-
tion of methods was PHD8,9 which has been inspired 
by the basic architecture of Qian and Sejnowski. It 
improved the prediction accuracy to over 70%. Other 
profiles-based  methods  also  became  available  such 
as  SOPMA,10  DSC,11  NNSSP12  and  PREDATOR.13 
Recently, there have been approaches which achieve 
even higher accuracy (.75%) using consensus of the 
existing methods to prediction refinement. The meth-
ods have gradually improved in accuracy in the works 
of Riis and Krogh,14 Jones15 with PSIPRED, Cuff and 
Barton16 with Jpred, Baldi et al17 with SSpro, Pollastri 
et al with Porter18 an evolution of SSpro, Bondugula 
and Xu19 with MUPRED,   Karplus et al20 with SAM-
T99sec and Petersen et al21 with GOR V. The predic-
tive quality of these availible PSSP   servers is evaluated 
and compared within the frameworks of several initia-
tives including CASPb (Critical Assessment Structure 
Prediction), CAFASPc (Critical Assessment of Fully 
Automated Structure Prediction) and EVAd (EValua-
tion of Automatic protein structure prediction). PSSP 
a Brookhaven Protein Data Bank of solved structures availible at http://www.
rcsb.org/pdb/.
b http://predictioncenter.org/.
c http://www.cs.bgu.ac.il/dfischer/CAFASP5/.
d http://cubic.bioc.columbia.edu/eva/.Ensemble method for protein secondary structure prediction
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methods  based  on  Support  Vector  Machines  have 
also  been  developed  and  have  been  demonstrating 
good  performance.22–28  An    overview  of  the  earliest 
SVM-based PSSP methods can be found in.29
Currently the performance of all the best PSSP 
methods in term of Q3 score is between 75% and 
80% depending on the training and the test datasets. 
All the recent above-mentioned methods use homol-
ogy as the important factor to determine the SS and 
consensus to improve the prediction quality. Thus it 
would make sense to tackle the PSSP problem using 
these two factors. The concept of combining classi-
fiers to benefit from their strengths so as to improve 
the performance has long been established. However, 
the choice of an effective combiner may be a difficult 
task in addition of the problem of generating a set 
of classifiers with reasonably good individual perfor-
mance and independent (no biased) predictions.
In this study, we investigate how performance can 
be enhanced by combining k-Nearest Neighbors, Arti-
ficial Neural Networks and Multi-class Support Vec-
tor Machines, incorporating position-specific scoring 
matrix (PSSM) profiles to predict the SS of globular 
proteins. To do so, two variants of the majority voting 
rule are used. Simple Majority Voting (SMV) which 
counts  the  votes  and  allocates  a  queried  residue  to 
the class that gains the majority votes and Weighted 
Majority Voting (WMV) which weights each vote by 
the corresponding classifier prediction accuracy. If two 
or more classes gain the same vote (conflicting deci-
sion), SMV uses two strategies. The first one consists 
in the traditional scheme of SMV which chooses one 
of the classes arbitrarily (SMV) and the second scheme 
that we used and named in our experiments “Influenced 
Majority Vote” (IMV), assigns the class predicted by 
the best classifier in the ensemble. We also used a heu-
ristic based filter to refine the predictions obtained by 
each scheme of the ensemble method proposed.
The remainder of this paper is organized into three 
sections starting with section 2 which describes in 
detail the general framework of the proposed   system. 
The experimental results are summarized in   section 3, 
followed by a conclusion and an overview of future 
work drawn in section 4.
Materials and Methods
This section describes the general framework used 
for achieving the goal of the analysis described in 
this  article.  It  first  introduces  the  PSSP  problem, 
presents the datasets used and then explains the detail 
of methods and algorithms used to implement and 
test the proposed system in predicting the secondary 
structures of globular proteins.
Data encoding and PSSP problem 
formulation
Within known protein structures, the most frequent 
secondary  structures  are  α-helices  and  β-sheets. 
Beside these two common structures, six other rare 
types of structures are further proposed by Diction-
ary  of  Secondary  Structures  of  Proteins  program 
(DSSP)30  which  are  explicitly  I ( π-helix),  G  (310-
helix), B (isolated β-bridge), T (hydrogen bonded 
turn), S (bend) and the rest, which leads to a total 
of eight types. These eight types of structures can 
be grouped into three larger classes: α-helices (H), 
β-sheets (E), and coils (C) using assignment scheme. 
Standard assignments do not exist, so defining the 
bondaries between helix, strand and coil structures 
is arbitrary. The assignment method influences the 
prediction accuracy,16 so one generally tends to use 
a translation scheme which leads to higher estimates 
of accuracy. In addition to the DSSP method which 
is adopted by PHD,8 other reduction methods have 
been proposed in the literature such as STRIDE,31 
DEFINE,32  KAKSI33  and  so  on.  In  this  study,  we 
concentrate exclusively on the DSSP method since 
it has been the most widely used reduction method. 
One can find five main DSSP assignment schemes 
which are explicitly: (1) H,G and I to H; E to E; all 
other states to C; (2) H,G to H; E,B to E; all other 
states to C; (3) H,G to H; E to E; all other states to C; 
(4) H to H; E,B to E; all other states to C; (5) H to 
H; E to E; all other states to C. Here, we adopted the 
scheme (2) since it is usually used in many studies. 
This assignment scheme treats B (isolated β-bridge) 
as part of a β-sheet (E) which increases the propor-
tion of state (E).
The  primary  structure  which  is  described  as  a 
sequence  of  amino  acids  in  the  polypeptide  chain 
can be represented as a string on the finite alphabet 
A with |A| = 20 (number of naturally occurring amino 
acids).
Let A = {A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, 
T, Y, V, W} be a set of all amino acids, each letter cor-
responding to a different amino acid. The prediction Bouziane et al
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of the secondary structure can be described as the 
  following mapping:
 
{,   ,,,,,, ,, ,,,,,,,
,,,
AC  D  E  F  G  H  I  K  L  M  N  P  Q  R  S 
T  Y  V  W W EC
n n } ,,} →
PSSP H {
 
(1)
Each  amino  acid  in  the  sequence  of  length  n 
belongs to one of the three structural conformations 
H, E or C. A large number of methods for ensuring 
such mapping have been developed and nowadays the 
perfect discrimination of the three classes (H, E, C) 
remains a challenge. A computational method which 
can effectively translate the sequence into an accurate 
structure is urgently required. The major methods based 
on  supervised  learning  have  adopted  a  windowing 
technique for generating training and testing sequences. 
The window consisting of fixed number of amino acids 
centred on the residue to be predicted (queried residue) 
is used to incorporate the influence of the neighbors into 
the prediction. To generate different input sequences, 
the window slides over the protein sequence, and one 
amino acid is considered at a time. The output value 
represents  the  secondary  structure  predicted  of  the 
queried residue. Many studies have demonstrated that 
the window size influences the quality of the prediction. 
Qian and Sejnowski7 varied the window size from 1 to 
21 and empirically found 13 to be the most effective. 
In this study, we used the same window size.
PSSM generation
Multiple  alignments  can  produce  position-specific 
profiles,  which  provide  crucial  information  about 
structure. Using position-specific profiles as inputs 
for  structure  prediction  can  improve  5%–10%  the 
prediction accuracy than the sequence alone.8 Position-
specific  profiles  are  mainly  generated  by  position-
specific iterated BLAST (PSI-BLAST) searches34 and 
Hidden Markov Models.35 The multiple alignment is 
converted into a profile: for each position, the vector 
of amino acid frequencies is calculated based on the 
alignment. Here, we performed PSI-BLAST to obtain 
the profile for each sequence, setting the parameter j 
(number of iterations) to 3, using an e value of 0.01 
with the NCBI’s nre database as the sequence database. 
The PSSM has 20 × n elements, where n is the length 
of the target sequence and each element represents 
the log-likelihood of particular residue substitution 
based  on  a  weighted  average  of  BLOSUM6236 
matrix scores for a given alignment position in the 
template. The profile matrix elements obtained in the 
range ±7 are scaled to the required 0–1 range by using 
LIBSVM  software.37  The  profiles  obtained  were 
then used as inputs to each classifier. Prediction at a 
given position depends on amino acid frequencies in 
the profile at the position and neighboring positions 
within a range defined by the window of size 13 in 
our experiments, then each input vector has 20 × 13 
components.
Training and test datasets
Many datasets have been used in the PSSP experi-
ments and different prediction accuracies have been 
reported. Predicting the structure of small proteins 
is  naturally  easier  and  faster  than  predicting  the 
structure of large proteins. In this study, we experi-
ment on and test the proposed system on sequences 
of  different  sizes  using  two  widely  used  datasets. 
The first one is the dataset of 126 globular protein 
chains proposed by Rost and Sander,8 referred to as 
the  RS126  dataset.  It  has  been  extracted  from  the 
initial RS130 dataset (excluding the four membrane 
protein chains 1pre_C, 1pre_H, 1pre_L, 1pre_M). It 
is a non-homologous dataset, that no two proteins in 
the set share more than 25% sequence identity over 
a length of more than 80 residues. It contains 23349 
residues with 32% α-helix, 23% β-sheet, and 45% 
coil. The second dataset has been constructed by Cuff 
and Barton16 referred to as CB513 dataset. It has 513 
non-homologous   protein chains with a total of 84119 
residues and has the following distribution: 36.4% 
α-helix, 22.91% β-sheet and 41.5% coil. It includes 
the CB396 dataset and almost all sequences of RS126 
dataset  except  eleven  protein  chains  that  have  an 
SD score (pairwise sequence similarity measure) of 
at least five.16,15 In order to estimate the generaliza-
tion error, methods are typically tested using k-fold 
cross-validation, where a dataset is split into k subsets. 
In each step of the cross-validation, k − 1 of them are 
used for training and the remaining one for testing. 
The process is repeated k times, until all the k subsets 
are used once for testing. The prediction accuracy is 
estimated by calculating the average accuracy across 
all the k steps. In this study, we used the seven-fold 
cross-  validation on both RS126 and CB513 datasets. e ftp://ftp.ncbi.nih.gov/blast/db.Ensemble method for protein secondary structure prediction
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Ensemble method
In this section, we first describe the proposed ensemble 
method, starting with the ensemble members and then 
we introduce the three voting combination schemes 
used in our experiments SMV, IMV and WMV. The 
heuristic based-filter used to refine the predictions is 
also described in this section.
K-Nearest Neighbor classifier
The k-Nearest Neighbor (k-NN) algorithm classifies 
an example by assigning it the label most frequently 
represented  among  the  k  nearest  examples  which 
are  closest  examples  according  to  a  distance-based 
weighting (Euclidean, Manhattan, etc). The example 
is classified by a majority vote of its neighbors. The 
strategy is that classes with the more frequent examples 
tend to dominate the prediction of the new example. 
Proper choice of the parameter k depends on the data. 
In practice, k is usually chosen to be odd. Many studies 
attempt to find a variant of  k-NN rule and appropriate 
distance  measure  that  improve  the  performance  of 
the k-NN algorithm. In our study, instead of using the 
Euclidean distance to measure the distance between 
examples,  we  used  the  algorithm  CPW  (Class  and 
Prototype Weights learning) proposed in38 with default 
parameters. The algorithm uses a distance weighting 
scheme  that  will  lead  to  better  prediction  accuracy 
than the traditional k-NN classifier. CPW learns the 
corresponding weights by gradient descent algorithm 
based on update equations which are explicitly derived 
by  (approximately)  minimizing  the  leaving-one  out 
classification error of the training set.
Feed-forward neural networks
The  Multi-Layer  Perceptron  (MLP)  and  the  Radial 
Basis Function Neural Network (RBFNN) are the most 
commonly used feed forward Neural Network models 
in computational biology. In PSSP, they have produced 
the most accurate SS for the majority of the past few 
years. The MLP is an improvement of the Perceptron39 
including one or more transition layers known as hid-
den layers. The units in the input layer are connected to 
units in the hidden layers, which in turn are connected 
to units in the output layer. Each connection is associ-
ated with a weight. The MLP units take a number of 
real-valued  inputs  and  generate  a  single  real-valued 
output,  according  to  an  activation  function  (transfer 
function) applied to the weighted sum of the outputs 
of the units in the preceding layer. The most commonly 
used   activation function in this network is a sigmoid 
function.40 The  learning  algorithm  can  be  expressed 
using generalized Delta rule and back propagation gra-
dient descent.41 In the RBFNN each hidden unit imple-
ments a radial activated function, whose outputs are 
inversely proportional to the distance from the center of 
the units. In pattern classification applications the most 
used radial activated function is the Gaussian.42,43 The 
Gaussian’s centers influence critically the performance 
of the RBFNN. Poggio and Girosi43 showed that using 
all the training data as centers may lead to network over-
fitting as the number of data becomes too large, and the 
gradient descent approach used to update the RBFNN 
centers moved the centers towards the majority of the 
data. To avoid these situations, they suggested the use 
of a clustering algorithm to position the centers.
For both the two NNs, the global error E at the   output 
layer can be either a sum of squared   differences of the 
desired outputs di and the actually calculated outputs oi 
of each output unit i, and can be expressed as:
 
Ed o ii
i
=− ∑()
2   (2)
Or a log-likelihood cost function defined as:
 
Ed i
i
=

 

  ∑ log
d
o
i
i
  (3)
The MLP in this study consists of an input layer, 
a hidden layer and an output layer. It is trained using 
the standard back-propagation algorithm. The hidden 
and the output layer units have sigmoid activation 
  function. For the RBFNN, we have adopted QuickRBFf 
package44 which uses an efficient least mean square 
error  method  to  determine  the  weights  associated 
with the links between the hidden layer and the output 
layer based on the Cholesky decomposition method. 
It is capable of delivering the same level of prediction 
accuracy as the SVM classifier.
Support vector machines and multi-class 
support vector machines
Recently Support Vector Machines (SVM) technique 
has been applied successfuly in many applications. 
Up  to  now  the  highest  accuracy  is  achieved  by 
approaches using it. Designed by Vladimir Vapnik 
f http://muse.csie.ntu.edu.tw/yien/quickrbf/index.php.Bouziane et al
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and his colleagues45,46 as a direct implementation of 
the  Structural  Risk  Minimisation  (SRM)  inductive 
principle.47  It  was  originally  designed  for  binary 
(two-class labels) classification. SVMs look for the 
optimal separating hyperplane between two classes by 
maximizing the margin between the classes. Basically, 
SVMs can only solve binary classification problems, 
they treat the linear case (optimal hyperplane) and the 
non-linear case by introducing of kernel satisfying 
Mercer’s conditions.48 In the non-linear case, non-
negative slack variables ξi have been introduced to 
characterize the empirical risk (classification error). 
Let us consider x ∈ N a point in a hyperspace of 
dimension N, so a class of hyperplanes can be defined 
as w ⋅ x + b = 0, where w ∈ N represents the weight 
vector  normal  to  the  hyperplane  and  b  ∈    the 
distance of the hyperplane to the origin (bias). The 
SVM solves the following problem:
 
min
1
2 1
wwC
t
i
i
N
⋅+
= ∑ξ   (4)
 
st .. ,, ,,. ywxb iN i
t
ii i ⋅ +     ≥− ≥= 10 1 ξξ 
  (5)
where xi is a N-dimensional input (an example of N), 
yi ∈ {−1, 1}a label in two class problem, C a predefined 
positive real number commonly named soft margin 
constant which represents the penalty parameter and 
ξi are slack variables.49 The first term of the objective 
function  given  in  (4)  ensures  the  regularization  by 
minimising the l2 norm of the weight coefficients. The 
second term represents the empirical risk, ξi = 0 indi-
cates that the examples are perfecty linearly separable 
whereas a nonzero ξi means that the classifier intro-
duced some error on the corresponding example. The 
constraint given in (5) tries to put each example on the 
correct side of the hyperplane. In a multi-class prob-
lem, an example x can belong to one of Q $ 3 classes 
and the class label is given as y ∈ {1, …, Q}. There are 
two basic approaches in the literature to solve multi-
class problem. The first and commonly used approach 
consists of   decomposing the problem to several inde-
pendent bi-class problems and   combines their results 
to determine the class label (decomposition methods) 
such as one vs one50 (experimented in this study), one 
vs rest,51 Directed Acyclic Graph (DAGSVM),52 and 
Error Corrected Output Coding (ECOC).53 The second 
approach  solves  directly  the  problem  by  extending 
the standard formulation of the SVM to multi-class 
case by solving a single optimisation problem using 
standard Quadratic Programming (QP) optimisation 
techniques. To briefly describe the Multi-class SVMs 
(M-SVMs) used in this study, let us introduce a primal 
formulation  of  a  multi-class  problem. We  consider 
then the case of Q-classes classification problems with 
Q $ 3. Each object is represented by its description 
x ∈ χ (input space). Let us represent by Y the set of the 
classes y which is identified with the set of indices of 
the classes: {1, …, Q}. The link between a description 
x and a class y can be expressed by a joint feature map 
denoted by φ: χ → H(κ,(⋅)) which ensures a map into the 
high dimensional feature space H induced by κ, a pos-
itive semidefinite function on χ2 and a canonical dot 
product (⋅), where data mapped in this space can be 
compared by using the similarity mesure κ such as:
  ∀ ′ ∈ ′ =⋅ ′ (, ), (, )( )( ) xx xx xx χκ φφ
2   (6)
The function κ is called kernel. The output   function 
for a class y ∈ Y can then be defined as:
  ∀∈ ∀∈ =+ xy Yh xw bw xy b yy χφ ,, (:,) (,(,)) .  (7)
with b = (bj)1#j#Q and w = (wj)1#j#Q. Thus for each class, 
it is associated an hyperplane and the classification 
function consists of assigning to an examlpe x a class 
y* as follows:
 
yh xw b
yY
y *a rgmax( :, ) =
∈
  (8)
In the SVM formulation (bi-class case), the   training 
algorithm amounts to finding the optimal values of the 
couples (w; b) for a given choice of the kernel κ and a 
soft margin constant C. If these two hyperparameters 
are  properly  selected,  they  produce  excellent  clas-
sification  result  and  good  generalization.  The  two 
commonly used families of kernels are polynomial 
kernels and radial basis functions. Polynomial kernels 
are of the form: κ(x, x′) = (x ⊗ x′ + 1)p where the case 
p = 1 gives a linear kernel. The most common form of 
radial basis function (RBF) is a Gaussian distribution 
calculated as: κ
γ (, ) xx e
xx ′ =
− ′  −  2
 with γ . 0. Beyond 
these two families, there has been interesting work 
developing other kernels. Let us now describe the Ensemble method for protein secondary structure prediction
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M-SVMs of our interest. The two M-SVMs are the 
one of Weston and Watkins (M-SVMWW)54 and the one 
of Crammer and Singer (M-SVMCS).55 The machines 
share the same architecture but they exhibit distinct 
properties. A simple introduction of the two M-SVMs 
is presented here by giving only the primal formu-
lation  of  the  training  algorithm  for  each  M-SVM, 
further details for each machine can be found in the 
references below.
Problem  1:  Weston  and  Watkins  M-SVM 
(M-SVMWW)54
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Problem  2:  Crammer  and  Singer  M-SVM 
(M-SVMCS)55
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where δ is the Kronecker symbol.
LIBSVM
LIBSVM software37 supports various SVM formula-
tions for classification, regression, and distribution esti-
mation. In this study C-Support Vector   Classification 
(C-SVC)45,46  using  one-against-one  (pairwise  cou-
pling) technique which constructs one SVM for each 
pair of classes has been used. For a problem with Q 
classes, Q(Q − 1)/2 SVMs are trained and a   maximum 
voting strategy selects the correct class. Here three 
SVMs are constructed (H/E, E/C, and C/H).
Majority voting combination rule
Various  studies  have  used  the  majority  vote  for 
classifier combination. In this study two variants of 
majority vote have been experimented. Simple Major-
ity  Voting  (SMV)  and  Weighted  Majority  Voting 
(WMV) will be introduced in detail in this section.
•  Simple Majority Voting (SMV)
Let us consider χ a set of N examples and C 
a  set  of  Q  classes.  Let  us  define  an  algorithm 
set S = {A1, A2, AM} which contains the M classi-
fiers used for the voting. Each example x ∈ χ is 
assigned to have one of the Q classes. Each classi-
fier will have its prediction for each example. The 
final class assigned to each example is the class 
predicted by the majority of classifiers (gaining 
the majority votes) for this example. This can be 
formulated as follows. Let cl ∈ C denotes the class 
of an example x predicted by a classifier Al, and let 
a counting function Fk defined as:
 
Fc cc
cc
kl
lk
lk () = ≠
= {0
1
  (11)
where cl and ck are the classes of C. The count of 
total votes for class ck can then be defined as:
 
TF c kk l
l
M
=
= ∑ ()
1
  (12)
The predicted class c for an example x using the 
algorithm set S is defined to be a class that gains 
the majority vote as:
 
cS xT
kQ
k ==
∈
() argmax
{, } 1
  (13)
If two or more classes gain the same vote (con-
flicting  decision),  two  strategies  are  used.  The 
first strategy chooses one of the classes arbitrarily 
(SMV). The second strategy that we named in our 
experiments  “Influenced  Majority  Vote”  (IMV) 
chooses the class predicted by the best classifier in 
the ensemble.
•  Weighted Majority Voting (WMV)
Certain classifiers can be more qualified than 
others. Weighting the decisions of the   classifiers 
by  their  prediction  accuracy  can  reinforce  the 
  decision of those qualified classifiers, what makes 
it   possible to give more importance to their deci-
sion  in  the  vote  and  consequently  may  further 
improve the   overall performance than that can be 
obtained by SMV (where all classifiers have iden-
tical weights). In WMV, each vote is weighted by 
the prediction accuracy value of the classifier that Bouziane et al
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we denote here Acc. The count of total votes for a 
class ck in (12) can then be redefined as:
 
TA cc AF c kl kl
l
M
=×
= ∑ () ()
1
  (14)
The class receiving the greatest total weight is 
chosen.
The  three  voting  schemes  are  evaluated  in  this 
study using different prediction accuracy measures.
Refining the predictions
In addition to combining classifiers, we apply filter 
based on explicit rules to “clean up” the predictions 
obtained by the ensemble method. The filter makes 
the  predictions  more  realistic  by  excluding  such 
physically unlikely structures. To assess the prediction 
accuracy, many PSSP methods filtered/smoothed the 
predictions by using different strategies.8,12,56 The main 
condition for obtaining a coherent structure is that the 
shortest length of the consecutive state H must be 
three and two for the consecutive state E. Filtering out 
all isolated helix and strands residues can improve the 
performance of the method. We have conceived an 
heuristic based-code to filter the prediction obtained 
by the ensemble method. We used the filter proposed 
by Salamov and Solovyev12 and added the following 
rules: [EHE] → [EEE], [HEH] → [HHH], [HCH] → 
[HHH], [ECE] → [EEE], [HEEH] → [HHHH] and 
all helices of length one or two are converted to coils, 
all strands of length one are converted to coils.
Prediction accuracy assessment
In this article, the experimental results are reported with 
several methods for performance evaluation of both the 
ensemble method and the selected ensemble members 
on RS126 and CB513 datasets. The methods used are 
Cross-Validation (section 2.3), Confusion Matrix and 
three accuracy measurements. A   description of these 
methods will be given in the following subsections.
confusion matrix
In order to compute the statistics, a matrix of size 3 × 3 
named confusion matrix (contingency table) has been 
used, M = (Mij)1#i, j#3, where Mij denotes the number 
of residues observed in state i and predicted in state j. 
The rows indicate the states of the secondary structure 
obtained by DSSP and the columns show the states 
of the secondary structure predicted by the classifier. 
The number of correctly predicted examples is the 
sum of diagonal elements in the matrix, all others are 
incorrectly predicted.
Prediction accuracy measurements
Several  standard  accuracy  measures  have  been 
suggested in the literature. The most popular measure 
is the three-state overall per-residue accuracy known 
as  Q3.
7,57  Complementary  measures  such  as  the 
Matthews correlation coefficients (CH, CE, CC)58 and the 
segment overlap SOV9,59 are also currently calculated to 
evaluate the performance. Here it will be more concise 
to use these three measures to estimate and compare 
the performance of the proposed system.
•  Per-residue prediction accuracy Q3: gives percent-
age of residues whose structural class is correctly 
predicted. It is obtained as:
 
Q
N
Mii
i
3
1
3
100
1
=×
= ∑   (15)
For each type of secondary structure the per-
  residue  accuracy  can  also  be  calculated,  for 
example:
 
Q
n
M H
H
ii =× 100
1
  (16)
with nH residues observed in helix state. N repre-
sents the total number of residues in the sequence.
•  The Pearson’s Matthews correlation coefficients 
for a particular state i ∈ {C, E, H} it is given by
 
C
pn uo
puponuno
i
ii ii
iiiiiiii
=
−
++++ () () () ()
  (17)
With pi = Mii the number of correctly predicted 
residues in state i, nM ij k ki j =
≠ ∑ ∑
3 3
 the number 
of residues that were correctly rejected (true nega-
tives),  oM ii j ji =
≠ ∑
3
 the number of residues that 
were incorrectly predicted to be in state i (false 
 positives), uM ii j ji =
≠ ∑
3  the number of residues 
that  were  incorrectly  rejected  (false  negatives). 
The result is a   number between −1 and 1, where 
the value 1   corresponds to a perfect prediction, 
−1    indicates  a  complete    disagreement  and 
0   indicates that the prediction has no   correlation 
with the observed structure.Ensemble method for protein secondary structure prediction
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•  The Segment OVerlap measure SOV
Proposed firstly by Rost et al9 and modified by 
Zemla et al,59 it is based on the average overlap 
between the observed and the predicted segments.
 
SOV
n
OV SS SS
OV SS
H
H SH
=
+ ∑
1 12 12
12
min
max
(, )( ,)
(, )
δ
  (18)
S1 and S2 are the observed and predicted sec-
ondary structure segments in the helix state, SH is 
the number of all ovelapping segment pairs (S1, S2), 
minOV (S1, S2) is the length of the actual overlap of 
S1 and S2 and maxOV (S1, S2) is the length of total 
extent for which either of the segments S1 or S2 
has a residue in helix state, nH is the total number 
of amino acid residues observed in the helix con-
formation. The definition of δ(S1, S2) is as follows:
δ(, )
(, )( ,)
(, )
(. (
SS
OV SS OV SS
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12
12 12
12
05
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×
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
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
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




  (19)
where, len(Si) is the number of amino acid resi-
dues in the segment Si. The SOV for all three states 
is given by;
have been conducted in C on linux platform. For the 
M-SVMs, the use of a proper kernel function with 
its optimal parameters can achieve high prediction 
accuracy. However, there are no effective theoretical 
methods for model selection and the optimization of 
kernel parameters may become quite diffcult due to 
computing time. In this study, we used the gaussian 
radial basis function (RBF) kernel for both C-SVC, 
the M-SVM of Weston and Watkins (M-SVMWW) and 
the  M-SVM  of  Crammer  and  Singer  (M-SVMCS). 
This kernel choice is motivated by the fact that the 
RBF kernel is more suitable for complex classification 
problems. The parameters γ and C have been used 
after trials. Different γ and C pairs have been tested 
to find out the optimum parameter values. Finally, 
for  C-SVC  the  parameter  of  the  kernel  function 
γ = 0.0031, the regularization parameter C = 1.0 were 
adopted for the RS126 and γ = 0.0015 and C = 10 for 
CB513. For the two M-SVMs, we used C = 1.0. Also, 
it remains difficult to determine appropriate structure 
of the Artificial Neural Networks (ANNs), so the MLP 
has been experimented using a single hidden layer 
with 10 units which has been found to be the most 
effective number in our training stage. QuickRBF is 
used with 12000 selected centers. The performance 
SOV
n
OV SS SS
OV SS
lenS
res
(%)
(, )( ,)
(, )
() =
+
×





1 12 12
12
1
min
max
δ
 

 

  × ∑ ∑
∈ Si iHEC () ,,
100
Here,  S1  and  S2  are  the  observed  and  predicted 
  secondary structure segments in state i and S(i) is 
the number of all ovelapping segment pairs (S1, S2) 
in state i.
Experimental Results and Discussion
In this section, we report the results of our experiments 
obtained using the seven-fold cross validation on both 
RS126 and CB513 datasets. We first evaluate the six 
individual classifiers with and without refining their 
outputs by applying the proposed filter and then try to 
evaluate whether and how much voting can improve 
the  prediction  accuracy.  Morover,  a  comparison  is 
made  between  the  three  voting  schemes  with  and 
without  filtering  the  predictions.  The  experiments 
of all classfiers has been evaluated using the Q3, SOV 
and Matthews correlation coefficients (CH/E/C).
Prediction accuracies of the six individual 
classifiers
The  six  selected  classifiers  have  been  evaluated 
  individually so as to estimate their performance in pre-
dicting the three conformational states. Table 1 shows 
that  the  best  individual  classifier  for  RS126  data-
set  is  M-SVMWW.  QuickRBF  and  M-SVMCS  also 
achieve good prediction   accuracy. The results show 
that C-SVC and k-NN are here poorer performing 
classifiers  in  the  ensemble.  Table  2  reports  the 
eventual performance that we can obtain if we filter 
each individual classifier outputs.
(20)Bouziane et al
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The results obtained on CB513 dataset are reported 
in Tables 3 and 4. Both QuickRBF, MSVMWW and 
M-SVMCS  achieve  good  performance.  C-SVC 
achieves better accuracy for CB513 than RS126. The 
poorer-performed  classifiers  are  the  k-NN  and  the 
MLP. Table 4 shows that after   filtering the outputs, 
the Q3 and SOV scores increased significantly.
Generally, coils are predicted quite well, helices 
are predicted moderately well and strands are pre-
dicted rather poorly. Our analysis shows the same 
trend. All the results on both RS126 and CB513 con-
firmed this well. It can be clearly seen that the coil 
predictions have a high prediction accuracy compared 
to the β-sheet as well as the α-helix. The results show 
also that each classifier has its particular stengths and 
weaknesses  in  predicting  structural  conformations. 
The high number of predicted coils here is mainly due 
to the fact that shorter secondary structure elements 
are harder to predict.
Prediction accuracies of the ensemble 
method using the three voting schemes
Tables 5 and 7 report the results obtained by the three 
voting schemes on RS126 and CB513   without   refining 
the  obtained  outputs.  We  can  see  that  Influenced 
Majority  Voting  (IMV)  gives  better  results  than 
  Simple Majority Voting (SMV) but the results given by 
Weighted Majority Voting (WMV) are best. By com-
bining the classifiers predictions, the SOV increased 
significantly, which means that the   segments predic-
tion quality becomes better. The best Q3 score has 
been achieved by WMV for both RS126 and CB513. 
The prediction accuracies after applying the filter to 
the predictions are listed in Tables 6 and 8. A compari-
son between prediction accuracies for each conforma-
tional state in terms of Q3 and SOV scores is plotted in 
Figure 1 for RS126 and Figure 2 for CB513.
We can see in Figure 1 and Figure 2 that the QH/E/C 
and SOVH/E/C scores obtained using the three combi-
nation schemes are higher than the scores achieved 
by  the  best  individual  classifier  in  the  ensemble. 
  Furthermore,  the  scores  achieved  are  even  higher 
than those obtained by refining the predictions of the 
best individual classifier. We can see also that the coil 
prediction quality is more pronounced as well as the 
helix conformation. If WMV is used, the prediction 
accuracies of coil conformations increase obviously. 
The gain in prediction quality is then more significant 
using WMV as majority voting combination scheme 
rather than SMV.
Table 1. Performance comparison of the six individual classifiers for RS126 dataset.
Classifiers Accuracy measures
Q3(%) QH(%) QE(%) QC(%) cH cE cC SOVH(%) SOVE(%) SOVC(%) SOV(%)
M-SVMWW 78.11 77.36 65.80 84.46 0.724 0.624 0.610 73.0 65.7 70.2 70.1
M-SVMCS 77.79 77.17 64.85 84.35 0.710 0.621 0.611 72.9 66.0 71.4 70.9
c-SVc 72.58 66.91 55.30 84.55 0.630 0.522 0.534 64.0 61.1 66.5 64.1
rBFnn 77.05 75.92 62.49 84.72 0.709 0.601 0.595 71.0 62.0 68.1 67.1
MLP 74.42 73.25 61.24 81.47 0.662 0.554 0.562 64.0 60.9 63.9 62.7
k-nn 72.69 66.88 50.00 87.33 0.605 0.521 0.557 64.0 53.2 98.2 63.2
Table 2. Performance comparison of the six individual classifiers for RS126 dataset after applying the filter to the predictions.
Classifiers +  
filter
Accuracy measures
Q3(%) QH(%) QE(%) QC(%) cH cE cC SOVH(%) SOVE(%) SOVC(%) SOV(%)
M-SVMWW 78.35 76.56 64.93 85.92 0.735 0.624 0.612 76.9 66.6 71.3 73.4
M-SVMCS 77.94 76.49 63.75 85.64 0.719 0.619 0.611 76.0 66.9 72.2 73.7
c-SVc 72.67 66.12 54.24 85.78 0.642 0521 0.530 67.0 61.9 67.4 67.5
rBFnn 77.21 74.78 62.16 85.98 0.718 0.604 0.593 75.0 65.8 70.6 72.3
MLP 74.83 72.50 60.68 83.11 0.678 0.555 0.564 71.9 63.6 68.4 70.1
k-nn 72.99 66.57 48.03 89.10 0.633 0.518 0.551 71.3 52.9 67.4 66.7Ensemble method for protein secondary structure prediction
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All the experimental results reported above show 
that  the  proposed  system  exploits  the  prediction 
power  of  the  selected  classifiers  but  it  is  also 
influenced by the worst classifiers. In all the cases, 
the propposed system works more effectively than 
the  individual  classifiers.  In  this  study,  we  have 
presented a real case to demonstrate the advantage 
of combining classifiers. Our results, as shown in 
all  the  Tables,  demonstrate  substantially  higher 
accuracy  achieved  by  M-SVMs  as  compared  to 
MLP, k-NN and C-SVC. The experiments provided 
evidence  from  the  several  tests  conducted  that 
combining  highly  accurate  classifiers  improve 
significantly  the  performance  and  that  majority 
voting rule is a robust way to combine powerful 
classifiers. Figure 3 summarizes the performances 
of the individual classifiers and the three schemes 
of the ensemble method proposed with and without 
refining the predictions.
The aim of combining multiple classifiers is to 
obtain better performance than individual classifier. 
Here,  the  experimental  evaluation  using  the  two 
standard datasets RS126 and CB513 show that the 
proposed framework indeed improve the prediction 
quality.  The  results  reported  here  are  highly 
encouraging  since  they  reveal  that  the  proposed 
framework is capable of producing higher Q3 and 
SOV  scores  than  that  achieved  by  PHD,  DSC, 
PREDATOR, NNSSP and Jpred as well as previously 
developed SVM-based methods and similar to the 
current prominent PSSP methods such as PSIPRED, 
SSpro,  SAM-T99sec.  It  is  difficult  to  compare 
exactly  our  results  against  the  results  reported 
in  recently  published  studies  directly  because  it 
will not be a fair comparison to compare only the 
absolute Q3 values, since different DSSP assignment 
schemes and different training sets and test proteins 
are used. However, further efforts must be made to 
design efficient combination system to obtain finer 
predictions of structural conformations, especially 
of β-sheet structures which remain the most difficult 
to  predict.  The  evidence  clearly  supports  the 
conclusion that combining classifiers is of benefit to 
this problem. More tests with larger training and test 
datasets using different DSSP assignment schemes 
and including further M-SVMs are in progress to 
obtain  a  more  statistically  increase  in  prediction 
accuracy. It should also be noted that there is scope 
for  further  improvement  of  the  post-processing 
filter.
Table 4. Performance comparison of the six individual classifiers for CB513 dataset after applaying  the filter to the predicitions.
Classifiers +  
filter
Accuracy measures
Q3(%) QH(%) QE(%) QC(%) cH cE cC SOVH(%) SOVE(%) SOVC(%) SOV(%)
M-SVMWW 76.34 76.13 64.36 82.85 0.714 0.619 0.569 73.1 66.5 69.4 72.7
M-SVMCS 76.34 76.16 64.79 82.61 0.715 0.618 0.569 73.1 66.6 69.4 72.8
c-SVc 73.55 71.35 55.34 84.97 0.681 0568 0.526 70.3 59.2 65.5 68.2
rBFnn 76.30 76.56 62.04 83.64 0.710 0.615 0.573 73.1 65.9 70.0 72.9
MLP 73.69 73.87 62.19 79.63 0.666 0.570 0.536 71.0 65.4 67.9 70.7
k-nn 73.18 80.40 56.74 76.05 0.656 0.551 0.533 73.5 60.8 66.6 70.1
Table 3. Performance comparison of the six individual classifiers for CB513 dataset.
Classifiers Accuracy measures
Q3(%) QH(%) QE(%) QC(%) cH cE cC SOVH(%) SOVE(%) SOVC(%) SOV(%)
M-SVMWW 76.08 76.95 64.48 81.51 0.704 0.614 0.568 71.4 65.1 67.9 69.7
M-SVMCS 76.11 76.97 64.96 81.33 0.706 0.614 0.568 71.0 65.3 67.8 69.5
c-SVc 73.32 72.31 55.78 83.43 0.673 0.564 0.523 67.3 58.1 64.8 65.2
rBFnn 76.04 77.39 62.46 82.15 0.700 0.611 0.572 70.7 64.8 69.1 70.1
MLP 72.97 74.15 62.09 77.77 0.645 0.560 0.532 62.8 62.5 64.7 63.3
k-nn 72.82 81.06 57.29 74.39 0.642 0.549 0.536 72.4 59.6 64.0 66.9Bouziane et al
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Figure 1. The Q3 (A) and SOV (B) scores for the three voting schemes on the RS126 dataset. QH/E/C and SOVH/E/C are respectively the predicted 
Q and SOV scores for each conformational state (helix, strand and coil).
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Figure 2. The Q3 (A) and SOV (B) scores for the three voting schemes on the CB513 dataset. QH/E/C and SOVH/E/C are respectively the predicted 
Q and SOV scores for each conformational state (helix, strand and coil).
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Conclusion
Ensemble classifier combination has been   extensively 
studied in the last decade, and has been shown to be 
successful  in  improving  the  performance  of  diverse 
applications. Protein secondary structure prediction is an 
important step towards predicting the   tertiary structure of 
proteins and then their function. Therefore, an accurate 
prediction is strongly required. The effectiveness of the 
methods used depends crucially on the parameters. A 
problem which occurs for this study is the selection of 
ideal parameters for each predictor. We believe that at 
least three optimization processes are mainly important 
to perform in PSSP for prediction quality such as for 
example  encoding  scheme,  sliding  window  size  and 
parameter optimization. The interesting point emerging 
from  our  study  is  that  when  multiple  classifiers  are 
combined,  the  gain  in  performance  is  not  always 
guaranteed, especially when poor-performed classifiers 
are integrated. The voting results shows that when low-
er-quality classifiers are added in, the better classifiers 
are steadily drowned out. So the gain in performance 
will be more pronounced by including better-performed 
classifiers, while including poor-performed classifiers 
decrease the prediction accuracy. Consequently, the rel-
ative merits of maintaining the best and eliminating the 
weakest can be considered. This study also shows that 
the SVMs remain the major competitor of ANNs in the 
field of machine learning. The prediction result shows 
that β—sheets were predicted much more poorly than 
helices or coils. Generally, coils are the easiest to predict, 
while β—sheets with their long range interactions are 
the most difficult. Nevertheless, additional experiments 
can be performed in order to enhance the strengths of the 
integrated classifiers and to merge other relevant classi-
fiers using skew datasets so as to improve the accuracy 
of the predictions. The PSSP methods are now relatively 
mature but despite this progress, much remains to be 
done. Further improvement is still needed by in silico 
PSSP methods to reach the precision provided by the 
experimental techniques. In future research, additional 
information will be included, such as amino acid phys-
iochemical properties, to investigate possible improve-
ments to our approach, which will be evaluated on more 
proteins collected from the PDB SELECT database.
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