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Abstract
Soft functions defined in terms of matrix elements of soft fields dressed by Wilson
lines are central components of factorization theorems for cross sections and decay rates
in collider and heavy-quark physics. While in many cases the relevant soft functions are
defined in terms of gluon operators, at subleading order in power counting soft functions
containing quark fields appear. We present a detailed discussion of the properties of the
soft-quark soft function consisting of a quark propagator dressed by two finite-length
Wilson lines connecting at one point. This function enters in the factorization theorem
for the Higgs-boson decay amplitude of the h → γγ process mediated by light-quark
loops. We perform the renormalization of this soft function at one-loop order, derive
its two-loop anomalous dimension and discuss solutions to its renormalization-group
evolution equation in momentum space, in Laplace space and in the “diagonal space”,
where the evolution is strictly multiplicative.
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1
1 Introduction
Soft-collinear effective theory (SCET) offers a convenient framework for analyzing the factor-
ization properties of cross sections and scattering amplitudes sensitive to different, hierarchical
scales [1–4]. The corresponding factorization theorems contain hard functions, jet functions
and soft functions, which receive contributions from different momentum regions in Feynman
diagrams. The hard functions correspond to Wilson coefficients obtained when the full theory
is matched onto SCET, while the jet and soft functions are defined in terms of matrix elements
in the low-energy effective theory. Soft functions – matrix elements of non-local products of
soft fields dressed by Wilson lines – play a particularly important role in the factorization
theorems, because they often capture the physics at the longest relevant distance scales in a
given process. In some cases the soft functions are non-perturbative objects, whereas in others
they can be calculated using perturbation theory.
Recently, there has been a growing interest in understanding factorization at subleading
power in scale ratios. In this case a large number of hard, jet and soft functions appear.
In particular, while at leading power soft emissions are eikonal and can be described by soft
Wilson lines, at subleading power the emission of soft fermions and power-suppressed emissions
of soft gauge bosons need to be taken into account. Particularly interesting is the case of soft
quark emission, which is absent at leading power. At subleading order in the SCET expansion
there is a unique interaction that couples a soft quark to collinear quarks and gauge fields [3].
As a concrete example, we have considered in [5] the case of the h→ γγ decay amplitude
induced by b-quark loops. The relevant soft function is derived from the vacuum matrix
element of the soft quark propagator dressed by two finite-length soft Wilson lines, i.e.
− (4pi)
1−
Nc
eγE µ2 〈0|T TrSn¯(0, r1n¯) qs(r1n¯) q¯s(r2n)Sn(r2n, 0) |0〉 , (1)
where the trace is over color (but not spinor) indices, and  = (4 − d)/2 is the dimensional
regulator. The prefactor is chosen for later convenience. We have introduced two light-like
reference vectors nµ and n¯µ (with n · n¯ = 2) aligned with the directions of the two photons
in the h → γγ process. The soft quark fields are displaced from the Higgs vertex at position
z = 0 by light-like distances along the n and n¯ light cones. The Wilson lines Sn and Sn¯
connect the soft quarks with the Higgs vertex and ensure that the matrix element is gauge
invariant. A different soft-quark soft function, which is relevant for inclusive cross sections,
was introduced in [6] and has been studied further in [7, 8].
In the context of the SCET, soft quarks couple to collinear fields via subleading interactions
in the SCET Lagrangian [3]. In our case the soft matrix element in (1) is sandwiched between
projection operators Pn =
/n /¯n
4
from the right, where it connects to n-collinear fields, and
P¯n¯ =
/n /¯n
4
from the left, where it connects with n¯-collinear fields. In the first step, we define a
soft function S(`+`−) via the Fourier transform of the above matrix element with respect to
the coordinates r1 and r2,
i
2
S(`+`−)Pn = −(4pi)
1−
Nc
eγE
∫
dr1 e
ir1`−
∫
dr2 e
−ir2`+
× µ2 〈0|T Tr P¯n¯ Sn¯(0, r1n¯) qs(r1n¯) q¯s(r2n)Sn(r2n, 0)Pn |0〉 .
(2)
2
Reparameterization invariance [9] ensures that the soft function S only depends on the product
w = `+`− of the Fourier variables `±. At lowest order in perturbation theory (but not beyond)
these variables can be identified with the light-cone components n · ` and n¯ · ` of the soft
momentum `µ flowing through the soft quark propagator. In the next step we define a new
soft function S(w) in terms of the discontinuity of the function S(`+`−), i.e.
S(w) =
1
2pii
[S(w + i0)− S(w − i0)] . (3)
Our definition of the soft function differs from the one in [5] by a factor (−Ncαb/pi), where
αb = α/9 is the electromagnetic coupling of the b quark.
In Section 2 we collect the expression for the bare soft function obtained at one-loop order.
A heuristic derivation of the non-local renormalization factor, which subtracts the divergences
in the bare function, is presented in Section 3 along with the expression for the renormalized
soft function. In Section 4 we discuss the renormalization-group (RG) evolution equation
satisfied by the soft function and present a conjecture for its anomalous dimension at two-
loop order. We also construct an exact solution to the RG equation at next-to-leading order
(NLO) in RG-improved perturbation theory. The asymptotic behavior of the RG-improved
soft function for large values w  m2b is studied in Section 5, where we introduce the concept
of dynamical scale setting. Section 6 contains a discussion of the properties of the Laplace
transform of the soft function, which satisfies a novel form of RG evolution equation. In
Section 7 we study the soft function in the “diagonal space”, in which its RG evolution is
strictly local in w. To this end we generalize the concept of the “dual space” introduced in
[10, 11] to higher orders of perturbation theory. Finally, in Section 8 we analyze in detail
the double convolution integral T3 arising in the factorization theorem for the h → γγ decay
amplitude [5] and show that, after a suitable rapidity regularization in the diagonal space, this
quantity is RG invariant and free of endpoint divergences. Section 9 contains a summary of
our main results and some conclusions. Several technical details of our analysis are presented
in three appendices.
2 One-loop expression for the bare soft function
At one-loop order in perturbation theory the bare soft function has been calculated to all
orders in the dimensional regulator  = (4 − d)/2 in terms of hypergeometric functions [5].
The relevant Feynman graphs are shown in Figure 1. Due to the multipole expansion applied
to soft fields in interaction terms with collinear fields, the soft momentum component `+ enters
at the left lower vertex, while `− goes out at the right lower vertex, as indicated in the first
graph. In more complicated diagrams, such as the second graph, the assignment of momenta
becomes non-trivial due to the presence of the Wilson lines (see [5] for a detailed discussion).
As a result, one finds that the soft function S(w) defined via the discontinuity of the diagrams
shown in Figure 1 has support for all values w > 0, even though at leading order (first graph)
the discontinuity arises only if w > m2b . When expanded about  = 0 the result reads
S(0)(w) = mb,0 µ
2
[
S(0)a (w) θ(w −m2b,0) + S(0)b (w) θ(m2b,0 − w)
]
, (4)
3
++ + · · ·
+ +
ℓ+ ℓ−
Figure 1: Representative Feynman diagrams contributing to the soft function S(`+`−) up to O(αs)
(taken from [5]). We use a double-line notation to represent the finite-length soft Wilson lines. The
three points mark the vertices connecting to the incoming Higgs boson (top) and the outgoing photons
(bottom). The soft function S(w) in (3) is given by the discontinuity of S(w).
where
S(0)a (w) =
eγE
Γ(1− )
(
w −m2b,0
)− [
1 + 
CFαs,0
4pi
2eγE
3− 2
1− 2 Γ()
(
m2b,0
)1−
w −m2b,0
]
+
CFαs,0
4pi
[(
− 2
2
+
6

+
2

ln
(
1− 1
wˆ0
)
+ 12− pi
2
3
)(
w −m2b,0
)−2
− 2 Li2
( 1
wˆ0
)
− 2 (ln wˆ0 − 1) ln
(
1− 1
wˆ0
)
− 3 ln2
(
1− 1
wˆ0
)
+O()
]
,
S
(0)
b (w) =
CFαs,0
4pi
(
m2b,0
)−2 [− 4

ln(1− wˆ0) + 6 ln2(1− wˆ0) +O()
]
.
(5)
Here αs,0 is the bare QCD coupling and mb,0 denotes the bare mass of the b-quark. We
have pulled out a factor eγE/ (4pi) from the bare coupling, as appropriate in the MS scheme.
Moreover, we have defined the dimensionless ratio wˆ0 = w/m
2
b,0.
To express the result in terms of physical parameters we renormalize the coupling according
to αs,0 = µ
2 Zα αs(µ), where Zα = 1 + O(αs). From now on αs ≡ αs(µ) always denotes the
renormalized coupling. The most convenient scheme for the renormalization of the b-quark
mass is the pole scheme, in which the mass is defined by the position of the pole in the
renormalized quark propagator [12]. We denote the pole mass by mb. At one-loop order one
finds that
δm2b = m
2
b −m2b,0 =
CFαs,0
4pi
2eγE
3− 2
1− 2 Γ()
(
m2b,0
)1−
. (6)
Renormalizing the quark mass in the pole scheme removes entirely the loop correction to the
lowest-order term shown in the first line of the expression for Sa(w) in (5). After the bare
parameters have been renormalized, we obtain
S(0)(w) = mb
[
S(0)a (w) θ(w −m2b) + S(0)b (w) θ(m2b − w)
]
, (7)
4
where
S(0)a (w) =
[
1 +
CFαs
4pi
(
−3

+ 3 ln
m2b
µ2
− 4 +O()
)]
eγE
Γ(1− )
(
w −m2b
µ2
)−
+
CFαs
4pi
[(
− 2
2
+
6

+
2

ln
(
1− 1
wˆ
)
+ 12− pi
2
3
)(
w −m2b
µ2
)−2
− 2 Li2
( 1
wˆ
)
− 2 (ln wˆ − 1) ln
(
1− 1
wˆ
)
− 3 ln2
(
1− 1
wˆ
)
+O()
]
,
S
(0)
b (w) =
CFαs
4pi
(
m2b
µ2
)−2 [
− 4

ln(1− wˆ) + 6 ln2(1− wˆ) +O()
]
,
(8)
where now wˆ = w/m2b . The remaining 1/
n poles must be removed by renormalizing the soft
function itself. A feature that is at first sight surprising is the appearance of the 1/ pole
in the function S
(0)
b , which vanishes at lowest order. It is obvious that this pole can only be
removed by means of a renormalization factor ZS(w,w
′;µ) that is non-local in the space of
w values. In the following section we will present a conjecture for this renormalization factor
and show that it indeed removes all remaining singularities.
3 Renormalization of the soft function
The soft-quark soft function appears in the analysis of the factorization theorem for the am-
plitude for the radiative Higgs-boson decay h→ γγ induced by loops containing light b-quarks
[5]. While this is not the dominant contribution to the decay amplitude (which instead comes
from loops containing top-quarks or W bosons), this particular contribution has an interest-
ing structure, since it receives large double-logarithmic corrections of order ααnsL
2n+2 with
n ∈ N0, where L = ln(M2h/m2b)− ipi [13–17]. Mh  mb denotes the mass of the Higgs boson.
In a recent paper [5], two of us have derived a factorization theorem in SCET, with which
these large logarithms can eventually be resummed to all orders in perturbation theory. The
factorization theorem contains three terms: a term T1 involving a hard function H1 multiplied
with the h → γγ matrix element of a local SCET operator containing a Higgs field and two
photon fields, a second term T2 involving the convolution of a hard function H2 with a non-
local SCET operator containing a Higgs field, a photon field and two collinear quark fields,
and a third term T3 containing a hard function H3 multiplied with a double convolution of
the soft-quark soft function with two jet functions. In the first two terms the SCET matrix
elements live at the scale mb, however the matrix element in third term depends in addition on
an intermediate scale of order
√
Mhmb. We have presented arguments in [5] suggesting that
the third term should by itself be RG invariant. More accurately, we found that when this
term is evaluated as a convolution over bare functions, with cutoffs implemented to remove
endpoint divergences, almost all 1/n poles cancel out. A single remaining pole term propor-
tional to ζ3/ can be attributed to the fact that the implementation of cutoffs on the bare
functions is not strictly compatible with RG invariance (see also the discussion in Section 8).
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We will now rely on these arguments to derive the renormalization condition for the soft
function. In terms of bare functions, the third term of the factorization theorem for the b-
quark induced h→ γγ decay amplitude takes the form (for now we omit the cutoffs required
to defined this expression properly)
T3 = H
(0)
3
∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
J (0)(Mh`−) J (0)(−Mh`+)S(0)(`+`−) . (9)
Note that one of the jet functions J (0)(p2) is evaluated at time-like momentum (p2 > 0) and
the other one at space-like momentum (p2 < 0). The renormalization of the hard function
is well understood, with the corresponding anomalous dimension being known to three-loop
order [18]. The renormalization of the jet function J(p2) was derived at one-loop order a long
time ago [19] and has recently been extended to two loops [20]. One finds that the time-like
(space-like) jet functions at different p2 values mix with each other. The renormalization
conditions can be written in the form
H3(µ) = Z
−1
33 (µ)H
(0)
3 ,
J(±Mh`, µ) =
∫ ∞
0
d`′ ZJ(±Mh`,±Mh`′;µ) J (0)(±Mh`′) ,
(10)
where at one-loop order
Z−133 (µ) = 1 +
CFαs
4pi
[
2
2
− 2

(
ln
−M2h
µ2
− 3
2
)]
+O(α2s) ,
ZJ(±Mh`,±Mh`′;µ) =
[
1 +
CFαs
4pi
(
− 2
2
+
2

ln
∓Mh`
µ2
)]
δ(`− `′) + CFαs
2pi
`Γ(`, `′) +O(α2s) .
(11)
Here and below −M2h ≡ −M2h − i0 and −p2 ≡ −p2 − i0. We have introduced the symmetric
distribution [19]
Γ(ω, ω′) =
[
θ(ω − ω′)
ω(ω − ω′) +
θ(ω′ − ω)
ω′(ω′ − ω)
]
+
. (12)
The plus prescription is defined such that, when Γ(ω, ω′) is integrated with a function f(ω′),
one must replace f(ω′)→ f(ω′)− f(ω) under the integral.
Using the inverse of the relations (10) we can express the first three functions in the
double convolution for T3 in (9) in terms of their renormalized counterparts. Requiring that
the combined expression for T3 is scale independent we then obtain
T3 = H3(µ)
∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
J(Mh`−, µ) J(−Mh`+, µ)S(`+`−, µ) , (13)
where the renormalized soft function is defined as
S(`+`−, µ) = Z33(µ)
∫ ∞
0
d`′−
`−
`′−
Z−1J (Mh`
′
−,Mh`−;µ)
×
∫ ∞
0
d`′+
`+
`′+
Z−1J (−Mh`′+,−Mh`+;µ)S(0)(`′+`′−) .
(14)
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At one-loop order the inverse renormalization factors are given by the same expressions as in
(11), but with the signs in front of αs reversed. The above renormalization condition can be
simplified by carefully evaluating the convolution of the three Z factors. After some algebra
we find the simple form
S(w, µ) =
∫ ∞
0
dw′ ZS(w,w′;µ)S(0)(w′) , (15)
where
ZS(w,w
′;µ) =
[
1 +
CFαs
4pi
(
2
2
− 2

ln
w
µ2
− 3

)]
δ(w−w′)− CFαs
pi
w Γ(w,w′) +O(α2s) . (16)
Note that the same plus distribution Γ(w,w′) as in (12) appears, and that the logarithmic
terms contained in Z33 and Z
−1
J have conspired to generate a logarithm of the ratio w/µ
2.
This fact has already been anticipated in [5].
It is not at all obvious that this definition of the renormalized soft function ensures that all
1/n pole terms in (8) are removed. Our “derivation” of the renormalization factor ZS is only a
conjecture, since the convolution of the four bare functions in (9) contains endpoint divergences
for `± →∞ and is thus ill-defined. Nevertheless, applying the renormalization condition (15)
to the bare soft function in (7) we find that the renormalization factor ZS(w,w
′;µ) indeed
removes all 1/n pole terms. Note that (contrary to the one-loop renormalization of the jet
function [19]) the plus distributions have a non-trivial effect, because the lowest-order soft
function is not constant, see (8). For the renormalized soft function at one-loop order we
obtain
S(w, µ) = mb
[
Sa(w, µ) θ(w −m2b) + Sb(w, µ) θ(m2b − w)
]
, (17)
with
Sa(w, µ) = 1 +
CFαs
4pi
[
− L2w − 6Lw + 3Lm + 8−
pi2
2
+ 2Li2
( 1
wˆ
)
− 4 ln
(
1− 1
wˆ
)(
Lm + 1 + ln
(
1− 1
wˆ
)
+
3
2
ln wˆ
)]
,
Sb(w, µ) =
CFαs
pi
ln(1− wˆ) [Lm + ln(1− wˆ)] .
(18)
We have defined Lw = ln(w/µ
2) and Lm = ln(m
2
b/µ
2). Figure 2 shows the renormalized soft
function S(w, µ) in units of mb as a function of the dimensionless ratio wˆ = w/m
2
b . We use
mb = 4.8 GeV for the b-quark pole mass and choose µ = mb for the renormalization scale.
Note that both curves are discontinuous at wˆ = 1.
4 Renormalization-group evolution
The dependence of the renormalized soft function on the scale µ can be controlled by means
of the RG evolution equation
d
d lnµ
S(w, µ) = −
∫ ∞
0
dw′ γS(w,w′;µ)S(w′, µ) , (19)
7
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Figure 2: Renormalized soft function S(w, µ)/mb for µ = mb at tree level (dashed) and one-loop
order (solid).
where the anomalous dimension is obtained from the coefficient of the single 1/ pole in ZS
via
γS(w,w
′;µ) = 2αs
∂Z
[1]
S (w,w
′;µ)
∂αs
= −CFαs
4pi
[(
4 ln
w
µ2
+ 6
)
δ(w − w′) + 8w Γ(w,w′)
]
+O(α2s) .
(20)
We have checked explicitly that our expression for the renormalized soft function in (17)
satisfies the evolution equation (19) at O(αs).
4.1 Two-loop anomalous dimension
We can derive additional information by using the known RG equations obeyed by the hard
and jet functions. To all orders in perturbation theory, the evolution equation for the hard
function takes the form [18, 21]
d
d lnµ
H3(µ) =
[
Γcusp(αs) ln
−M2h
µ2
+ 2γq(αs)
]
H3(µ) , (21)
where Γcusp is the light-like cusp anomalous dimension in the fundamental representation of
SU(Nc) [22], and γq is the anomalous dimension of the quark field in light-cone gauge [21].
The cusp anomalous dimension is known to four-loop order while γq is known to three loops.
The anomalous dimension for the jet function has only recently been calculated at two-loop
order [20]. The renormalized jet functions in (13) obey the RG evolution equation
d
d lnµ
J(p2, µ) = −
∫ ∞
0
dx γJ(p
2, xp2;µ) J(xp2, µ) . (22)
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Compared with (11) we have introduced a dimensionless integration variable x, such that this
relation holds for both time-like and space-like values of p2. The anomalous dimension is given
by
γJ(p
2, xp2;µ) =
[
Γcusp(αs) ln
−p2
µ2
− γ′(αs)
]
δ(1− x) + Γcusp(αs) Γ(1, x)
+ CF
(αs
2pi
)2 θ(1− x)
1− x h(x) +O(α
3
s) ,
(23)
where
h(x) = ln x
[
β0 + 2CF
(
lnx− 1 + x
x
ln(1− x)− 3
2
)]
. (24)
The local terms (with x = 1) can to all orders by expressed in terms of the cusp anomalous
dimension and an anomalous dimension γ′(αs). Since the plus distribution contained in Γ(1, x)
is linked with the logarithmic term, it is also multiplied by Γcusp. However, starting at two-
loop order additional non-local terms arise, whose explicit form was obtained in [20] by using
the RG invariance of the B− → γ`−ν¯ decay rate along with the calculation of the two-loop
anomalous dimension of the B-meson light-cone distribution amplitude (LCDA) performed
in [23].
With the help of the above expressions we can write the anomalous dimension for the soft
function defined in (19) in the more general form
γS(w,w
′;µ) = −
[
Γcusp(αs) ln
w
µ2
− γs(αs)
]
δ(w − w′)− 2Γcusp(αs)w Γ(w,w′)
− 2CF
(αs
2pi
)2 w θ(w′ − w)
w′(w′ − w) h
(
w
w′
)
+O(α3s) ,
(25)
where
γs(αs) = 2γq(αs) + 2γ
′(αs) . (26)
Explicit expressions for the various anomalous dimensions are given in Appendix A. While
the one-loop expression for the soft anomalous dimension shown in (20) is derived from the
one-loop renormalization factor ZS, whose explicit form is checked by the fact that it properly
removes all 1/n pole terms in the bare soft function at one-loop order, we stress again that the
two-loop form of the anomalous dimension shown above should be considered as a conjecture.
4.2 Exact solution to the RG equation
The RG equation (19) and the associated anomalous dimension γS in (25) are closely related
to the corresponding equations for the leading-twist LCDA φB+(ω) of the B meson [24–26].
This correspondence is discussed in more detail in Appendix B. Structurally, the anomalous
dimension γS differs from the anomalous dimension for the LCDA by the argument of the
logarithm (w/µ2 versus ω/µ, because w has mass dimension 2 while ω has mass dimension
1) and a factor 2 in front of the non-local terms. In solving the evolution equation for the
soft function we will use and extend some of the strategies developed in the literature on the
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B-meson LCDA. We will see, however, that the additional factor 2 in front of the non-local
terms in the anomalous dimension give rise to major complications.
A closed analytic solution to the evolution equation (19) can be obtained based on the
observation that, on dimensional grounds, any pure power wa provides an eigenfunction of the
evolution kernel. To see this, note that the integrals [25]
F(a) ≡
∫ ∞
0
dw′w Γ(w,w′)
(
w′
w
)a
= −[H(a) +H(−a)] , (27)
where H(a) = ψ(1 + a) + γE is the harmonic-number function, and
H(−a) ≡ 1
β0
∫ ∞
0
dw′
w θ(w′ − w)
w′(w′ − w) h
(
w
w′
)(
w′
w
)a
(28)
define two dimensionless functions of the exponent a, which are analytic in the complex a-
plane with pole singularities at all positive and negative (for F only) integer values of a. Our
choice of the function H(−a) is consistent with the definition
H(a) =
1
β0
∫ 1
0
dx
1− x h(x)x
a
=
(
3CF
β0
− 1
)
ψ′(1 + a) +
2CF
β0
[
ψ′(1 + a)
a
−
(
1
a2
+ 2ψ′(1 + a)
)
H(a)
] (29)
introduced in [20]. It follows that the ansatz
(
w
µ2s
)η−aΓ(µs,µ)
exp
[
2S(µs, µ) + aγs(µs, µ)
]
exp
[
2
αs(µ)∫
αs(µs)
dα
Γcusp(α)
β(α)
F
(
η − aΓ(µs, µα)
)]
× exp
[ αs(µ)∫
αs(µs)
dα
β(α)
[
2CF
( α
2pi
)2
β0H
(
aΓ(µs, µα)− η
)
+O(α3)
]] (30)
with αs(µα) ≡ α provides a solution to the RG equation (19) with the initial condition (w/µ2s)η
at some matching scale µ = µs, at which the soft function is free of large logarithms. Here
β(αs) = dαs/d lnµ is the QCD β-function, and we have introduced the RG functions (the first
of which should not be confused with the soft function)
S(µs, µ) = −
αs(µ)∫
αs(µs)
dα
Γcusp(α)
β(α)
α∫
αs(µs)
dα′
β(α′)
,
aΓ(µs, µ) = −
αs(µ)∫
αs(µs)
dα
Γcusp(α)
β(α)
.
(31)
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They are the solutions to the equations
d
d lnµ
S(µs, µ) = −Γcusp(αs) ln µ
µs
,
d
d lnµ
aΓ(µs, µ) = −Γcusp(αs)
(32)
with the boundary conditions S(µs, µs) = 0 and aΓ(µs, µs) = 0. The function aγs(µs, µ) is
defined analogously to aΓ(µs, µ). Note that both S(µs, µ) and aΓ(µs, µ) take negative values if
µ > µs, because the cusp anomalous dimension is a positive quantity. Explicit expressions for
these objects obtained at NLO in RG-improved perturbation theory are given in Appendix A.
Changing variables in the integral in the exponent in the first line of (30) from α to
% = aΓ(µs, µα) allows us to perform this integral in closed form. Moreover, in the exponent of
the term in the second line we can use that β(αs) = −β0 α2s/(2pi) + . . . at leading order. We
can thus rewrite (30) in the more compact form
US(w;µ, µs)
(
w
µ2s
)η Γ2(1− η + aΓ(µs, µ))Γ2(1 + η)
Γ2
(
1 + η − aΓ(µs, µ)
)
Γ2(1− η)
× exp
[
− CF
αs(µ)∫
αs(µs)
dα
pi
[
H
(
aΓ(µs, µα)− η
)
+O(α)
]]
,
(33)
where we have defined the evolution function
US(w;µ, µs) =
(
we−4γE
µ2s
)−aΓ(µs,µ)
exp
[
2S(µs, µ) + aγs(µs, µ)
]
, (34)
which satisfies US(w;µs, µs) = 1.
In order to apply this solution, we need to recast the initial condition for the soft function
at the matching scale µs in such a way that it is written as a superposition of pure powers
(w/µ2s)
η
. To this end, we express S(w, µs) in terms of its Laplace transform with respect to
ln(w/m2b), which in general is defined as
S˜(η, µ) =
∫ ∞
0
dw
w
S(w, µ)
(
w
m2b
)−η
. (35)
In fixed-order perturbation theory the integral converges for 0 < η < 1. We thus write
S(w, µs) =
1
2pii
c+i∞∫
c−i∞
dη S˜(η, µs)
(
w
m2b
)η
, (36)
with 0 < c < 1. Since the right-hand side of (36) exhibits a power-law dependence on w, we
11
can use the solution (33) to express the soft function at a different scale µ > µs as
S(w, µ) = US(w;µ, µs)
1
2pii
c+i∞∫
c−i∞
dη S˜(η, µs)
(
w
m2b
)η Γ2(1− η + aΓ(µs, µ))Γ2(1 + η)
Γ2
(
1 + η − aΓ(µs, µ)
)
Γ2(1− η)
× exp
[
− CF
αs(µ)∫
αs(µs)
dα
pi
H
(
aΓ(µs, µα)− η
)
+O(α2s)
]
.
(37)
In this expression the contour must be chosen such that 0 < c < 1 + min
(
0, aΓ(µs, µ)
)
, which
in turn requires aΓ(µs, µ) > −1.1 Relation (37) provides an exact solution of the evolution
equation (19) in the approximation where one ignores the yet unknown three-loop non-local
terms in the soft anomalous dimension in (25), which would enter in the indicated higher-order
corrections in the exponent of the last factor. However, this solution requires the Laplace
transform S˜(η, µs) of the soft function at the matching scale µs.
Clearly, it would be more convenient to have a solution of the evolution equation that
relates S(w, µ) in a more direct way with the initial condition S(w, µs). To obtain it, we use
the fact that the exponent in the second line of (37) is of higher order in αs and hence can be
expanded out. Eliminating the Laplace transform S˜(η, µs) by means of (35) we then obtain
S(w, µ) = US(w;µ, µs)
∫ ∞
0
dw′
w′
S(w′, µs)
1
2pii
c+i∞∫
c−i∞
dη
( w
w′
)η Γ2(1− η + aΓ(µs, µ))Γ2(1 + η)
Γ2
(
1 + η − aΓ(µs, µ)
)
Γ2(1− η)
×
[
1− CF
β0pi
αs(µ)∫
αs(µs)
dα
∫ 1
0
dx
1− x h(x)x
aΓ(µs,µα)−η +O(α2s)
]
,
(38)
where we have used the definition of the function H(a) in (29). The integrand of the integral
over η has single and double poles located at η = n+aΓ(µs, µ) and η = −n for n ∈ N. As long
as aΓ(µs, µ) > −1, these two series of poles lie on different sides of the integration contour
if we choose 0 < c < 1 + aΓ(µs, µ). The integral can then be expressed in terms of Meijer
G-functions (see e.g. [27, 28] for a detailed discussion). This yields
S(w, µ) = US(w;µ, µs)
∫ ∞
0
dw′
w′
S(w′, µs)
[
G 2,24,4
(
−a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣∣ w′w
)
− CF
β0pi
∫ 1
0
dx
1− x h(x)
αs(µ)∫
αs(µs)
dα xaΓ(µs,µα)G 2,24,4
(
−a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣∣ xw′w
)
+O(α2s)
]
,
(39)
1This condition is always satisfied in practice. At leading order it is equivalent to the inequality αs(µ) >
exp
(− β02CF )αs(µs) ≈ 0.056αs(µs), where the numerical value refers to nf = 5 light-quark flavors.
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where a = aΓ(µs, µ). This form of the solution is valid as long as one considers an upward
scale evolution (µ > µs), for which a < 0. The Meijer G-function appearing above becomes
singular when the last argument approaches 1,
lim
z→1
G 2,24,4
(
−a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣∣ z) = −sin 2piapi Γ(1 + 4a)|1− z|1+4a +O(1) . (40)
This is an integrable singularity only as long as a < 0. It is possible to relate the Meijer G-
function to an expression involving a hypergeometric function and its derivatives by performing
the contour integral in (38) using the theorem of residues. This is discussed in more detail in
Appendix C.
There are two further simplifications that can be made, because the second term inside the
brackets in relation (39) is of O(αs). For this term it is thus sufficient to use the leading-order
expressions for the soft function and for the RG function
aΓ(µs, µα) =
2CF
β0
ln
α
αs(µs)
+O(αs) , (41)
where β0 =
23
3
is the one-loop coefficient of the β-function evaluated with nf = 5 light quark
flavors (see Appendix A). We then find the final solution
S(w, µ) = US(w;µ, µs)
[∫ ∞
0
dx
x
S(w/x, µs)G
2,2
4,4
(
−a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣∣ 1x
)
−mb CFαs(µs)
pi
∫ 1
0
dx
1− x
h(x)
β0
r
1+
2CF
β0
lnx − 1
1 + 2CF
β0
lnx
G 2,24,4
(
−a,−a, 1−a, 1−a
0, 1, 0, 0
∣∣∣∣ xm2bw
)
+O(α2s)
]
,
(42)
with r = αs(µ)/αs(µs) and a = aΓ(µs, µ). The Meijer G-function enjoys the properties
G 2,24,4
(
−a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣∣ 1z
)
= zaG 2,24,4
( −a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣ z) = G 2,24,4( 0, 0, 1, 11+a, 1+a, a, a ∣∣∣ z) , (43)
which can be used to restrict the last argument to values in the interval [0, 1]. This is partic-
ularly useful for a numerical evaluation.
Relation (42) provides the desired result for the exact evolution of the soft function from
the matching scale µs to a different scale µ at NLO in RG-improved perturbation theory. In
evaluating this result consistently one should use the one-loop expression (17) for the soft
function S(w, µs) at the matching scale, the two-loop expression for the anomalous dimension
γs and the three-loop expression for the cusp anomalous dimension (see Appendix A). In the
literature on double logarithmic resummations this approximation is often referred to as the
next-to-next-to-leading logarithmic (NNLL) approximation. It correctly resums logarithms of
the form αnsL
k with 2n− 3 ≤ k ≤ 2n [29].
The above solution simplifies considerably if one works at leading order in RG-improved
perturbation theory, corresponding to the NLL approximation, which resums the logarithms
with 2n − 1 ≤ k ≤ 2n. One then uses the two-loop approximation for the cusp anomalous
13
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Figure 3: Renormalized soft function S(w, µ)/mb for µ = mb (red), 10 GeV (orange), 20 GeV
(green) and 40 GeV (blue), at leading order (left) and NLO (right) in RG-improved perturbation
theory. The soft matching scale is set to µs = mb in all cases.
dimension, the one-loop approximation for γs and the tree-level matching condition for the
soft function at the scale µs. In this approximation the integral over the Meijer G-function in
(42) can be performed analytically, and we find
SLO(w, µ) = mb US(w;µ, µs)G
2,2
4,4
(
−a,−a, 1−a, 1−a
0, 1, 0, 0
∣∣∣∣ m2bw
)
; a = aΓ(µs, µ) . (44)
In Figure 3 we show the renormalized soft function S(w, µ) at different values of the
renormalization scale µ and fixed matching scale µs = mb = 4.8 GeV. These solutions are
derived by evolving the fixed-order expression at the matching scale µs = mb obtained from
(17), and shown in Figure 2, to the scale µ using the leading-order and NLO solutions to the
RG equation presented in (44) and (42), respectively. Note that the discontinuous behavior
of the soft function at w = m2b present in fixed-order perturbation theory (see Figure 2) has
been smoothed out after RG evolution to a higher scale. However, for relatively low values
of µ a prominent feature near w = m2b remains.
5 Asymptotic behavior and dynamical scale setting
In the solutions discussed in the previous section it is important that the matching scale µs is
chosen such that the initial condition S(w, µs) for the soft function is free of large logarithms.
At one-loop order and beyond, the explicit expression for this initial condition involves the
logarithms Lw = ln(w/µ
2) and Lm = ln(m
2
b/µ
2), see (18). The RG-improved solutions for the
soft function are thus well defined as long as µs ∼ mb ∼
√
w are all of the same order. Indeed,
in Figure 3 we have set µs = mb and varied w up to a maximum value such that
√
w <
√
3mb.
Clearly, it would be desirable to be able to treat the two soft scales mb and w as independent
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and extend the solution for the soft function up to values w  m2b . We now show how this
can be accomplished.
We have seen in (16) and (25) that the renormalization factor and the anomalous dimension
for the soft function do not contain any reference to the b-quark mass. Apart from the prefactor
of mb in the normalization of the soft function, nothing prevents us from studying this function
and its RG evolution in the limitmb → 0 or, more properly, w/m2b →∞. Denoting the function
in this limit by S∞(w, µ), we find from (17) (with w > 0)
S∞(w, µ) = mb
[
1 +
CFαs
4pi
(
−L2w − 6Lw + 3Lm + 8−
pi2
2
)
+O(α2s)
]
= mb(µ)
[
1 +
CFαs
4pi
(
−L2w − 6Lw + 12−
pi2
2
)
+O(α2s)
]
.
(45)
One subtle point is that in this limit one should use the running b-quark mass mb(µ) in the
prefactor, as shown in the second line. The reason is that the pole mass contains a logarithm
Lm in its definition,
mb = mb(µ)
[
1 +
CFαs
4pi
(−3Lm + 4) +O(α2s)
]
, (46)
and hence the limit mb → 0 would be singular. Once this is done, the higher-order corrections
to the soft function in the limit of large w  m2b only contain powers of the logarithm Lw
and constants. This fact greatly simplifies the solution of its RG evolution equation. In a first
step, we define a new function S∞(Lw, µ) via
S∞(w, µ) ≡ mb(µ) S∞(Lw, µ) . (47)
From (33) it follows that the general solution to the evolution equation for S∞(w, µ) can be
written in the form [20]
S∞(w, µ) = mb(µs)US(w;µ, µs) S∞(∂η, µs)
(
w
µ2s
)η Γ2(1− η + aΓ(µs, µ))Γ2(1 + η)
Γ2
(
1 + η − aΓ(µs, µ)
)
Γ2(1− η)
×
[
1− CF
αs(µ)∫
αs(µs)
dα
pi
H
(
aΓ(µs, µα)− η
)
+O(α2s)
] ∣∣∣∣∣
η=0
.
(48)
At NLO in RG-improved perturbation theory one can set η = 0 in the argument of the function
H, because the tree-level term in S∞(Lw, µs) is a constant. In this expression, which is indeed
much simpler than the exact solution (42), one needs the explicit form of the function H(a)
given in (29).
The NLO solutions (42) and (48) are formally independent of the matching scale µs. In the
limit where w  m2b it is inconsistent to evaluate them with a fixed scale choice µs = O(mb).
Rather, one should make a dynamical scale choice, such that µ2s = rsw with rs = O(1). In
the asymptotic solution (48) the dependence on w then enters via the running coupling αs(µs)
15
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Figure 4: Different solutions for the soft function S(w, µ) obtained at NLO in RG-improved
perturbation theory. The renormalization scale is fixed at µ = 60 GeV. The solid line shows the result
(42) evaluated with the dynamical scale choice µs = max(mb,
√
w). The dashed line corresponds to
the same solution with fixed µs = mb. The dash-dotted curve shows the asymptotic solution (48)
with µs =
√
w. The right panel illustrates the behavior at larger values of w.
only. Note that for a fixed value of the renormalization scale µ there is always a range of w
values for which µs > µ. It is important in this context that the asymptotic solution is not
restricted to the case where µ > µs, unlike the solution in (42).
Figure 4 shows different results for the soft function S(w, µ) obtained at NLO in RG-
improved perturbation theory. The renormalization scale is fixed to µ = 60 GeV. We still
normalize our results to the b-quark pole mass, such that the plots can be compared with
those in Figure 3. We evaluate the ratio mb(µ)/mb at NLO in RG-improved perturbation
theory (see Appendix A for details). The dashed curve shows our previous solution computed
from (42) with the fixed scale choice µs = mb. The dash-dotted curve shows the asymptotic
solution for w  mb obtained from (48) by setting µs =
√
w. The solid curve shows the
solution derived from (42) using the dynamical scale choice µs = max(mb,
√
w). To obtain it,
we rewrite (17) by pulling out the running mass mb(µ) rather than the pole mass. This has
the effect of replacing the term (3Lm + 8) in the expression for the function Sa(w, µ) in (18)
by 12. The fact that there is no such compensating effect for the function Sb(w, µ), which
starts at O(αs), explains the small difference between the solid and dashed lines in the region
of small w. We then use this modified form for the matching condition S(w, µs). The solid
curve provides the optimal RG-improved solution for the soft function valid for small and large
values of w. Note, however, that in practice we cannot evaluate this solution for arbitrarily
large w values, because this would violate the condition µs < µ, which is a prerequisite for the
analytic solution shown in (42) to hold. We observe that the solution with the fixed choice
µs = mb of the matching scale breaks down for w > 3m
2
b , because the “large logarithms”
ln(w/µ2s) arising in this region are not resummed in this case. The asymptotic solution (48)
provides an accurate description for w > 10m2b , and it can be evaluated for arbitrarily large
values of w. The right panel in the figure shows the solution up to w = (10mb)
2.
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6 Soft function in Laplace space
A much simpler solution to the RG evolution of the soft function is found in Laplace space.
We define the Laplace transform S˜(η, µ) of the soft function at the scale µ as shown in (35).
It then follows from (37) that
S˜(η, µ) = US(m
2
b ;µ, µs)
Γ2
(
1 + η + aΓ(µs, µ)
)
Γ2(1− η)
Γ2
(
1− η − aΓ(µs, µ)
)
Γ2(1 + η)
× exp
[
− CF
αs(µ)∫
αs(µs)
dα
pi
H
(− η + aΓ(µ, µα))+O(α2s)
]
S˜
(
η + aΓ(µs, µ), µs
)
.
(49)
Contrary to (39) no integral over the soft function is required. Instead, under a scale trans-
formation the argument of the Laplace transform is shifted by an amount aΓ(µs, µ). Re-
call that the Laplace transform S˜(η, µs) of the soft function at the matching scale µs exists
for 0 < η < 1, as is evident from the explicit formula shown in (51) below. It then fol-
lows from the above result that the Laplace transform at a higher scale µ > µs exists for
−aΓ(µs, µ) = |aΓ(µs, µ)| < η < 1.
It is not difficult to check that (49) is the solution of the partial differential equation(
d
d lnµ
+ Γcusp(αs)
∂
∂η
)
S˜(η, µ)
=
[
Γcusp(αs)
(
ln
m2b
µ2
+ 2F(−η)
)
− γs(αs) + 2CFβ0
(αs
2pi
)2
H(−η) +O(α3s)
]
S˜(η, µ) ,
(50)
where the functions F(a) and H(a) have been defined in (27) and (29), respectively. This
generalized RG evolution equation for S˜(η, µ) can be derived from relation (36), with µs
replaced by µ, and the RG equation for the soft function following from (19) and (25).
The Laplace transform S˜(η, µs) at the matching scale µs can be derived from the NLO
expression for the soft function given in (17). At one-loop order we obtain
S˜(η, µs) =
mb
η
{
1 +
CFαs(µs)
4pi
[
− 2
η2
− 2
η
(Lm + 3)− L2m − 3Lm + 8−
3pi2
2
+ 4Lm
[
H(η) +H(−η)]+ 4(1 + η)H(η)
η
− 4[H2(η) +H2(−η)]− 2ψ′(1 + η) + 4ψ′(1− η)]} .
(51)
As before H(a) is the harmonic-number function and Lm = ln(m
2
b/µ
2
s). Given this result, it
is straightforward to work out the NLO solution for S˜(η, µ) at a different scale from (49).
The solution for the Laplace transform of the soft function derived here is more than
just an academic result. In fact, it is well known that many factorization theorems involving
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complicated convolutions of jet and soft functions take on a particularly simple form in Laplace
space (see e.g. [30, 31]). The reason is that after RG improvement the jet functions J(p2) can
often be written as a derivative operator acting on a factor
(
p2/µ2j
)a
with some exponent a.
Thus the convolution of one or more such jet functions with a soft function evaluates naturally
to the Laplace transform of the soft function.
7 Soft function in the diagonal space
It has been shown in [10, 11] that one can bring RG evolution equations of the type (19) –
in the approximation where the non-local two-loop contributions in the anomalous dimension
γS shown in the second line of (25) are neglected – into a simpler form using a suitably
chosen integral transformation. The so-called “dual” soft function s(w, µ) obtained after this
transformation obeys an evolution equation that is local in the variable w and hence much
easier to solve. In the context of our problem, this equation would take the form
d
d lnµ
s(w, µ) =
[
Γcusp(αs) ln
we−4γE
µ2
− γs(αs)
]
s(w, µ) . (52)
We discuss the construction of the dual soft function in the above-stated approximation in
Appendix D. It requires a straightforward extension of the technology developed in [10].2
When the non-local two-loop contributions neglected above are put back in place, we find
that the dual soft function obeys the RG equation
d
d lnµ
sdual(w, µ) = −
∫ ∞
0
dw′ γdualS (w,w
′;µ) sdual(w′, µ) (53)
with
γdualS (w,w
′;µ) = −
[
Γcusp(αs) ln
we−4γE
µ2
− γs(αs)
]
δ(w − w′)
− 2CF
(αs
2pi
)2 w θ(w′ − w)
w′(w′ − w) h
(
w
w′
)
+O(α3s) .
(54)
This follows from the analogy with the case of the B-meson LCDA discussed in Appendix B, for
which the two-loop anomalous dimension in the dual space has been derived in [23]. Equation
(54) is simpler than (25), because the term proportional to the plus distribution Γ(w,w′) has
been eliminated. However, starting at two-loop order the dual anomalous dimension contains
non-local terms with w 6= w′, thus upsetting the original motivation for the construction of
the dual space. The complexity of the original evolution equation is therefore reduced only
marginally. In this sense the approach of [10, 11] leads to a hybrid representation, in which
the one-loop anomalous-dimension kernel is diagonalized but higher-order corrections to it are
not. We will now generalize the approach of [10, 11] and construct what we refer to as the
“diagonal space”, in which the RG equation for the soft function retains the simple local form
(52) to all orders of perturbation theory.
2The use of the word “dual” in this context is misleading. The Laplace variable η is dual to the momentum-
space variable ln(w/m2b) in the sense that small η corresponds to large w and vice versa. On the contrary, the
variables w in momentum space and in the dual space have similar physical meaning (as the square of a soft
momentum scale).
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7.1 Construction of the diagonal space
The key observation is based on the structure of the solution to the RG equation for the Laplace
transform of the soft function given in (49). Shifting the Laplace variable η by −aΓ(µs, µ) we
can rearrange this solution in the form
Γ2
(
1 + η − aΓ(µs, µ)
)
Γ2
(
1− η + aΓ(µs, µ)
) exp[− CF αs(ρ)∫
αs(µ)
dα
pi
H
(− η + aΓ(µs, µ) + aΓ(µ, µα))+O(α2s)
]
× S˜(η − aΓ(µs, µ), µ)
= US(m
2
b ;µ, µs)
Γ2(1 + η)
Γ2(1− η) exp
[
− CF
αs(ρ)∫
αs(µs)
dα
pi
H
(− η + aΓ(µs, µα))+O(α2s)
]
S˜(η, µs) ,
(55)
where we have used that aΓ(µs, µ) + aΓ(µ, µα) = aΓ(µs, µα). The auxiliary scale parameter ρ
is arbitrary and only serves to split up the integral into two terms. It follows that the function
g(w, η, µ, ρ) ≡ Γ
2(1 + η)
Γ2(1− η) exp
[
−CF
αs(ρ)∫
αs(µ)
dα
pi
H
(−η+aΓ(µ, µα))+O(α2s)
]
S˜(η, µ)
(
w
m2b
)η
, (56)
has a particularly simple behavior under RG evolution, namely
g
(
w, η − aΓ(µs, µ), µ, ρ
)
= US(w;µ, µs) g(w, η, µs, ρ) . (57)
Under scale evolution from µs to µ the second argument of g gets shifted and the entire
function is rescaled by the η-independent factor US. If we integrate both sides of this equation
over a suitably chosen contour in the complex η-plane, which runs parallel to the imaginary
axis with Re(η) = c in the interval 0 < c < 1 + min
(
0, aΓ(µs, ρ)
)
, then the shift becomes
unobservable. Indeed, defining the soft function in the diagonal space via the inverse Laplace
transform
s(w, µ, ρ) =
1
2pii
c+i∞∫
c−i∞
dη g(w, η, µ, ρ) , (58)
where −aΓ(µs, µ) < c < 1 + min
(
0, aΓ(µ, ρ)
)
, we obtain the simple result
s(w, µ, ρ) = US(w;µ, µs) s(w, µs, ρ) . (59)
This function obeys the local RG equation (52) to all orders in perturbation theory.3 In
our discussion we have only included the non-local two-loop terms in the anomalous dimen-
sion (25), but the method described here can readily be extended to higher orders. When terms
3It would be possible to avoid the occurrences of exponentials of γE in relations such as (52) by inserting the
factor e4γEη under the integral on the right-hand side of (58), thereby rescaling the w variable in the diagonal
space by e4γE . This would be analogous to the transition from the MS to the MS subtraction scheme.
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beyond the two-loop order are taken into account, one just needs to add the corresponding
higher-order corrections in the exponential in (56).
The soft function in the diagonal space depends on the auxiliary factorization scale ρ in
addition to the renormalization scale µ. While its evolution in µ is local, as shown in (52),
the evolution in ρ is more complicated. From (56) it follows that
d
d ln ρ
s(w, µ, ρ) =
[
2CF
(
αs(ρ)
2pi
)2 ∫ 1
0
dx
1− x h(x)x
aΓ(µ,ρ) +O(α3s)
]
s(w/x, µ, ρ) . (60)
In all physical quantities the dependence on the scale ρ drops out. Note that logarithms of the
scale ratio ρ/µ are already resummed in this expression, so there is no need to choose these
two scales to be of the same order.
7.2 Transformation between momentum space and diagonal space
Without loss of generality we write the linear relations connecting the original soft function
S(w, µ) with the soft function s(w, µ, ρ) in the diagonal space in the general form
s(w, µ, ρ) =
∫ ∞
0
dx√
x
FS(x, µ, ρ)S(xw, µ) ,
S(w, µ) =
∫ ∞
0
dx√
x
F invS (x, µ, ρ) s(w/x, µ, ρ) ,
(61)
where the two transfer functions FS and F
inv
S explicitly depend on the renormalization scale
µ and on the auxiliary scale ρ. Combining (58), (56) and (35) we find that
√
xFS(x, µ, ρ) =
1
2pii
c+i∞∫
c−i∞
dη
Γ2(1 + η)
Γ2(1− η) x
−η exp
[
− CF
αs(ρ)∫
αs(µ)
dα
pi
H
(− η + aΓ(µ, µα))+O(α2s)
]
.
(62)
Likewise, from (36) and (56) we obtain
√
xF invS (x, µ, ρ) =
1
2pii
c+i∞∫
c−i∞
dη
Γ2(1− η)
Γ2(1 + η)
xη exp
[
CF
αs(ρ)∫
αs(µ)
dα
pi
H
(− η + aΓ(µ, µα))+O(α2s)
]
,
(63)
where in an intermediate step we have defined the Laplace transform of the function s(w, µ, ρ)
in analogy with (35). Changing the sign of the integration variable η brings the factor in front
of the exponential to the same form as in (62).
We now use the fact that the arguments of the exponentials in both expressions can be ex-
panded in a perturbative series in αs(µ), with coefficients that depend on the ratio αs(ρ)/αs(µ).
Expanding the transfer functions at NLO in the form
FS(x, µ, ρ) = FS,0(x) +
CFαs(µ)
pi
FS,1(x, r) +O(α2s) ; r =
αs(ρ)
αs(µ)
, (64)
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and similarly for F invS (x, µ, ρ), we obtain
FS,0(x) = F
inv
S,0 (x) =
1√
x
G 2,00,4
(
1, 1, 0, 0
∣∣x) ,
FS,1(x, r) = − 1√
x
∫ 1
0
dy
1− y
h(y)
β0
r
1+
2CF
β0
ln y − 1
1 + 2CF
β0
ln y
G 2,00,4
(
1, 1, 0, 0
∣∣xy) ,
F invS,1 (x, r) =
1√
x
∫ 1
0
dy
1− y
h(y)
β0
r
1+
2CF
β0
ln y − 1
1 + 2CF
β0
ln y
G 2,00,4
(
1, 1, 0, 0
∣∣∣ x
y
)
.
(65)
To arrive at this form we have employed the leading-order approximation for aΓ(µ, µα) shown
in (41) and the definition (29) relating H(a) to the function h(x) in (24). The solutions involve
another example of a Meijer G-function. An alternative expression involving a hypergeometric
function and its derivative can be derived by performing the integral in (62) using the theorem
of residues. This is discussed further in Appendix C.
While the transfer functions for the soft function are given by rather complicated expres-
sions, they nevertheless enjoy some nice properties. Combining the two relations in (61) one
can derive the orthonormality condition (with a, b > 0)∫ ∞
0
dxFS(xa, µ, ρ)F
inv
S (xb, µ, ρ) = δ(a− b) . (66)
To prove this identity directly one uses the useful relation∫ ∞
0
dx
x
xη
′−η =
∫ ∞
−∞
dy eity = 2pi δ(t) = 2pii δ(η′ − η) , (67)
which holds for purely imaginary (η′ − η) = it. We also find that powers of x are very simply
transformed into the diagonal space, because∫ ∞
0
dx√
x
FS(x, µ, ρ)x
b =
Γ2(1 + b)
Γ2(1− b) exp
[
− CF
αs(ρ)∫
αs(µ)
dα
pi
H
(− b+ aΓ(µ, µα))+O(α2s)
]
. (68)
Expanding this relation in powers of b yields the transformation rules for positive integer
powers of ln x.
7.3 Convolution T3 in the diagonal space
Remarkably, the factorization formula (13) retains its form in the diagonal space, i.e.
T3 = H3(µ)
∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
j(Mh`−, µ, ρ) j(−Mh`+, µ, ρ) s(`+`−, µ, ρ) . (69)
Here j(p2, µ, ρ) denotes the jet function in the diagonal space. To derive this relation we need
the inverse transfer function for the jet function in the diagonal space, which we define as
J(p2, µ) =
∫ ∞
0
dx√
x
F invJ (x, µ, ρ) j(p
2/x, µ, ρ) . (70)
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Figure 5: Leading-order transfer functions for the soft function (solid) and the jet function (dashed).
In analogy with (62) we find (drawing on expressions derived in [20])
√
xF invJ (x, µ, ρ) =
1
2pii
c+i∞∫
c−i∞
dη
Γ(1 + η)
Γ(1− η) x
−η exp
[
− CF
αs(ρ)∫
αs(µ)
dα
2pi
H
(− η + aΓ(µ, µα))+O(α2s)
]
.
(71)
Expanding this function in a perturbative series as in (64) we obtain
F invJ,0 (x) = J1(2
√
x) ,
F invJ,1 (x, r) = −
1
2
∫ 1
0
dy
1− y
h(y)
β0
r
1+
2CF
β0
ln y − 1
1 + 2CF
β0
ln y
√
y J1(2
√
xy) .
(72)
To establish that relation (69) holds we need to show that
FS(x, µ, ρ) =
∫ ∞
0
dz
z
F invJ (z, µ, ρ)F
inv
J
(x
z
, µ, ρ
)
. (73)
Using the representation for F invJ (x) given in (71) along with the identity (67) we find that the
right-hand side of (73) indeed leads to the expression for the soft transfer function shown in
(62). In Figure 5 we show the behavior of the leading-order transfer functions FS,0(x) for the
soft function and FJ,0(x) = J1(2
√
x) for the jet function. Both functions vanish in the limit
x→ 0 and oscillate for values x > 1. The transfer function for the jet function oscillates more
rapidly, but apart from this the two functions exhibit a rather similar behavior.
It is important that the jet functions and the soft function in (69) are evaluated at the
same auxiliary scale ρ. Only then the dependence on ρ cancels out. In analogy with (60), we
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Figure 6: Renormalized soft function sLO(w, µ)/mb in the diagonal space at leading order in RG-
improved perturbation theory for µ = mb (red), 10 GeV (orange), 20 GeV (green) and 40 GeV (blue).
The plot on the right illustrates the rapid oscillations of these functions for small values of w.
find that the jet function in the diagonal space satisfies the different equation
d
d ln ρ
j(p2, µ, ρ) =
[
− CF
(
αs(ρ)
2pi
)2 ∫ 1
0
dx
1− x h(x)x
aΓ(µ,ρ) +O(α3s)
]
j(xp2, µ, ρ) . (74)
It is then straightforward to check that the double convolution on the right-hand side of (69)
is independent of ρ.
7.4 Leading-order soft function in the diagonal space
Given the transformations in (61) we can calculate the soft function s(w, µ, ρ) in fixed-order
perturbation theory from the expression for the original soft function shown in (17). In this
way we obtain s(w, µs, ρ) in the form of a numerical integral, where µs denotes the matching
scale, at which a fixed-order expansion is well behaved. We can then evolve the obtained
result to a different renormalization scale µ 6= µs using the explicit solution (59) of the local
RG equation in the diagonal space.
At leading order in RG-improved perturbation theory it is possible to derive a simple
formula for s(w, µ, ρ), which in this approximation is independent of the auxiliary scale ρ.
Using that at the matching scale
S(w, µs) = mb θ(w −m2b) +O(αs) , (75)
one can express the RG-evolved soft function in the diagonal space in terms of another Meijer
G-function. We find
sLO(w, µ) = mb US(w;µ, µs)
∫ ∞
0
dx√
x
FS,0(x) θ(xw −m2b)
= mb US(w;µ, µs)G
2,0
0,4
(
0, 1, 0, 0
∣∣∣∣ m2bw
)
.
(76)
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Note that the last form is structurally similar to the momentum-space result shown in (44).
In Figure 6 we show the leading-order solution for the soft function sLO(w, µ) at different
values of the renormalization scale µ and fixed matching scale µs = mb = 4.8 GeV. The
behavior of the results in the region w > m2b is qualitatively similar to the behavior seen in
momentum space, see Figure 3. However, for w  m2b the soft function in diagonal space
undergoes rapid oscillations, as shown in the right panel. These oscillations do not appear
to have a physical interpretation, but they arise as a consequence of the peculiar integral
transformation (61) that links functions in the diagonal space with those in momentum space.
Beyond the leading order it is difficult to obtain results for the soft function in the diagonal
space, because the oscillatory behavior of the transfer function makes it challenging to evaluate
the slowly converging integral on the right-hand side of the first relation in (61) numerically.
8 RG-invariance of the convolution integral T3
Several of the derivations performed in this paper rely on the assumption that one can pretend
that the convolution integral
T3 = H3(µ)
∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
J(Mh`−, µ) J(−Mh`+, µ)S(`+`−, µ) (77)
is RG invariant, even though this quantity is ill defined. We will now present arguments
indicating that this assumption can indeed be justified. However, we will also see that in
order to properly define the quantity T3 one needs to introduce a rapidity regulator, and that
a generic rapidity regularization scheme is in conflict with RG invariance.
To see what the problem is, let us evaluate the right-hand side of (77) using the expression
for the jet function obtained at leading order in RG-improved perturbation theory [20], which
reads
JLO(p
2, µ) = exp
[
− 2S(µj, µ)− aγ′(µj, µ)
] Γ(1− aΓ(µj, µ))
Γ
(
1 + aΓ(µj, µ)
) (−p2e−2γE
µ2j
)aΓ(µj ,µ)
, (78)
where µj is an appropriate matching scale. This leads to
T3,LO = H3(µ) exp
[
− 4S(µj, µ)− 2aγ′(µj, µ)
] Γ2(1− aΓ(µj, µ))
Γ2
(
1 + aΓ(µj, µ)
)
×
∫ ∞
0
dw
w
S(w, µ)
(−M2h we−4γE
µ4j
)aΓ(µj ,µ) ∫ ∞
0
d`−
`−
,
(79)
which is undefined. Note that RG resummation can cure the divergence of the first integral
w → ∞, but it does not help to regularize the divergent integral over `−. We could have
chosen to use two different matching scales µj− and µj+ for the two jet functions, which would
generate an extra factor `
aΓ(µj−,µj+)
− but still leaves a divergent integral. The divergence results
from the fact that we are integrating over an infinite range of rapidities in the contribution T3
and it requires regularization.
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8.1 RG invariance and rapidity regularization
Two different rapidity regularization schemes were considered in [5], and in both cases it was
observed that the convolution T3 by itself is not RG invariant. In that paper the regulators
were applied to expression (9), which is written in terms of bare functions. Here we will
follow an analogous approach and apply the regulators to expression (77), which is formulated
in terms of renormalized functions. In the first scheme, one introduces an analytic rapidity
regulator δ and an associated scale ν [32, 33]. It has been shown in [5] that a consistent way to
do this, which preserves the analytic properties of the h→ γγ decay amplitude, is to replace∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
→
∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
(
Mh(`+ − `−)− i0
ν2
)−2δ
. (80)
In the second scheme one uses hard cutoffs on the integrals over `± in such a way that∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
→ lim
σ→−1
∫ Mh
0
d`−
`−
∫ σMh
0
d`+
`+
. (81)
The parameter σ should be thought of as being a positive quantity. Only after evaluating the
integrals must one take the limit σ → (−1− i0) by analytic continuation.
When deriving the RG equation for the soft function based on the hypothesis of the
RG invariance of T3 it was important that the integrals in (77) run from 0 to ∞ and that
the integration measures d`±/`± are invariant under rescalings of these variables. Imposing
rapidity regulators as shown above is, in general, not compatible with this derivation. Indeed,
using the RG equations for the hard, jet and soft functions given in (21), (22) and (19), along
with the relations (25) and (26), we find that after the regulators are imposed the convolution
integral T3 is no longer RG invariant. In the analytic regularization scheme we obtain
dT analytic3
d lnµ
= H3(µ)
∫ ∞
0
dxK(x, µ)
∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
S(`+`−, µ)
×
{[(
Mh(`+ − x`−)
ν2
)−2δ
−
(
Mh(`+ − `−)
ν2
)−2δ ]
J(xMh`−, µ) J(−Mh`+, µ)
+
[(
Mh(x`+ − `−)
ν2
)−2δ
−
(
Mh(`+ − `−)
ν2
)−2δ ]
J(Mh`−, µ) J(−xMh`+, µ)
}
,
(82)
where we have dropped the “−i0” prescription for brevity. In the cutoff scheme we obtain
instead
dT cutoff3
d lnµ
= lim
σ→−1
H3(µ)
∫ ∞
0
dxK(x, µ)
×
[∫ Mh/x
Mh
d`−
`−
∫ σMh
0
d`+
`+
J(xMh`−, µ) J(−Mh`+, µ)S(`+`−, µ)
+
∫ Mh
0
d`−
`−
∫ σMh/x
σMh
d`+
`+
J(Mh`−, µ) J(−xMh`+, µ)S(`+`−, µ)
]
.
(83)
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In both cases the kernel K is given by
K(x, µ) = Γcusp(αs) Γ(1, x) + CF
(αs
2pi
)2 θ(1− x)
1− x h(x) +O(α
3
s) . (84)
Note that “local” terms in the RG equations (those with x = 1) do not contribute in (82) and
(83). To show that RG invariance is lost it suffices to work with the lowest-order approxima-
tions for all quantities involved, namely4
H3(µ) =
Ncαb
pi
yb√
2
+O(αs) , J(p2, µ) = 1 +O(αs) ,
S(w, µ) = mb θ(w −m2b) +O(αs) .
(85)
We then obtain
dT analytic3
d lnµ
=
Ncαb
pi
yb√
2
mb
CFαs
4pi
(−M2h m2b
ν4
)−δ
8Γ2(δ)
Γ(1 + 2δ)
[−H(δ)−H(−δ)] +O(α2s) ,
dT cutoff3
d lnµ
=
Ncαb
pi
yb√
2
mb
CFαs
4pi
16ζ3 +O(α2s) .
(86)
In the limit δ → 0 the first expression gives the same result as the second one.
Can one find a better rapidity regularization scheme that preserves RG invariance? A
third possibility, in which a cutoff |y| < ycut is placed on the rapidity y = 12 ln `+`− of the soft
momentum, is explored in Appendix E. It offers a small improvement on the schemes discussed
above in the sense that the breaking of RG invariance occurs first at two-loop order. Yet the
fundamental question posed above remains. The key to answering it is the observation that
the breaking of RG invariance is linked to the non-locality of the kernel function K(x, µ), i.e.
the fact that it does not vanish for x 6= 1. In Section 7 we have constructed the diagonal
space, in which the evolution is strictly local in w and hence K(x, µ) vanishes for x 6= 1. In
this space the integrand of the convolution (69) is RG invariant at each point in the (`+, `−)
plane, and thus RG invariance is preserved for all of our rapidity regularization schemes.
The fact that one can find RG-invariant regularization schemes implies that the logic
followed in this paper is self consistent. Assuming that T3 is RG invariant is then a sensible
and well-defined thing to do, and from this hypothesis we have derived the two-loop evolution
equations studied in this work. Good things never come without a price, though. While
imposing rapidity regulators in the diagonal space does not destroy RG invariance, it does
interfere with the cancellation of the dependence on the auxiliary scale ρ introduced in the
construction of the diagonal space. The differential equations (60) and (74) are then no longer
sufficient to guarantee that T3 as defined in (69) is independent of ρ. This is not a serious
problem, however, since T3 by itself is not a physical quantity. It is only one out of three terms
in a factorization theorem.
4We have chosen the normalization of the hard function H3 differently from [5] in order to compensate for
the different normalization of our soft function.
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8.2 Regularized convolution T3 in the diagonal space
We have just shown that it is possible to define an RG-invariant convolution T3 by applying
the rapidity regularization in the diagonal space. What we have not yet demonstrated is
that this convolution is well defined. At fixed order in perturbation theory the integral over
w diverges at infinity.5 We will now show that this endpoint divergence is removed after
RG improvement. It suffices to show this at leading order in RG-improved perturbation
theory, because higher-order corrections do not change the functional form of the solutions in
a significant way. For concreteness, we employ the analytic regularization scheme (80), where
the regularized convolution T3 in the diagonal space takes the form
T analytic3 = H3(µ)
∫ ∞
0
d`−
`−
∫ ∞
0
d`+
`+
j(Mh`−, µ) j(−Mh`+, µ) s(`+`−, µ)
×
(
Mh(`+ − `−)− i0
ν2
)−2δ
.
(87)
We now use the following solutions for the various component functions, valid at leading order
in RG-improved perturbation theory:
H3,LO(µ) =
Ncαb
pi
yb(µh)√
2
exp
[
2S(µh, µ)− 2aγq(µh, µ)
](−M2h
µ2h
)−aΓ(µh,µ)
,
jLO(p
2, µ) = exp
[
− 2S(µj, µ)− aγ′(µj, µ)
](−p2e−2γE
µ2j
)aΓ(µj ,µ)
,
sLO(w, µ) = mb exp
[
2S(µs, µ) + aγs(µs, µ)
](we−4γE
µ2s
)−aΓ(µs,µ)∫ ∞
0
dx√
x
FS,0(x) θ(xw −m2b) .
(88)
The hard matching scale µh must be chosen such that the hard function H3(µh) is free of
large logarithms. Natural choices are µ2h ≈ M2h or µ2h ≈ −M2h . When combining the various
exponentials in these expressions we use the identities
aΓ(ν1, µ)− aΓ(ν2, µ) = aΓ(ν1, ν2) ,
S(ν1, µ)− S(ν2, µ) = S(ν1, ν2)− aΓ(ν2, µ) ln ν1
ν2
(89)
for the RG functions as well as relation (26) to bring the answer to the explicitly µ-independent
form
T analytic3,LO =
Ncαb
pi
yb(µh)√
2
mb exp
[
2S(µs, µj) + 2S(µh, µj) + aγs(µs, µj)− 2aγq(µh, µj)
]
×
(−M2h
µ2h
)−aΓ(µh,µj)(m2b
µ2s
)−aΓ(µs,µj) Γ2(δ)
2Γ(2δ)
(−M2h m2b
ν4
)−δ
× e4γE aΓ(µs,µj)
∫ ∞
0
dw
w
(
w
m2b
)−aΓ(µs,µj)−δ ∫ ∞
0
dx√
x
FS,0(x) θ(xw −m2b) .
(90)
5There is no divergence for w → 0, because the soft function vanishes at the origin.
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The integral in the last line can be performed by changing variables from w to z = xw/m2b
and using the property (68) of the transfer function. This gives∫ ∞
1
dz
z
z−a−δ
∫ ∞
0
dx√
x
FS,0(x)x
a+δ =
Γ(a+ δ) Γ(1 + a+ δ)
Γ2(1− a− δ) . (91)
Taking the limit δ → 0, we obtain the final result
T analytic3,LO =
Ncαb
pi
yb(µh)√
2
mb exp
[
2S(µs, µj) + 2S(µh, µj) + aγs(µs, µj)− 2aγq(µh, µj)
]
×
(−M2h
µ2h
)−aΓ(µh,µj)(m2b
µ2s
)−aΓ(µs,µj)
e4γEa
Γ(a) Γ(1 + a)
Γ2(1− a)
×
[
1
δ
+ ln
ν4
−M2h m2b
+ 2ψ(1 + a) + 2ψ(1− a)− 1
a
]
; a = aΓ(µs, µj) .
(92)
If the calculation is done in the cutoff regularization scheme (81) one finds the same result
without the 1/δ pole and with ν2 replaced by (−M2h). Note that the integral over z in (91)
converges for a + δ > 0 only, which for δ → 0 would require an unphysical choice µj < µs.
Nevertheless, the above expression can be used to consistently define the result for any choice
of scales by analytic continuation in a. The 1/δ pole and the associated logarithm involving
the scale ν result from the rapidity divergence and need to cancel against corresponding terms
in other contributions to the factorization theorem for the h→ γγ decay amplitude.
To summarize this discussion, we find that the regularized convolution T3 in the diagonal
space is RG invariant to all orders of perturbation theory and free of endpoint divergences.
This observation explains a posteriori why our heuristic arguments used in Sections 3 and 4
led to consistent results for the renormalization and scale evolution of the soft function. In the
resummed expression for the convolution T3 given above all large logarithms are contained in
the RG functions S(µ1, µ2) and ai(µ1, µ2) except for a single power of the rapidity logarithm.
For natural choices of the matching scales µs ≈ mb and |µh| ≈Mh the terms in the second line
are free of large logarithms. As a final comment, we emphasize that expression (92) has no
well-defined fixed-order expansion, because the limit a→ 0 does not exist. The reason is that
the endpoint divergence of the original integral in (13) has been removed by resummation.
When one attempts to “undo” the resummation by expanding the result in powers of αs one
encounters terms of order 1/α2s and 1/αs. These terms must cancel against similar terms
contained in the other two contributions (T1 and T2) to the factorization theorem for the
h→ γγ amplitude.
9 Conclusions
In this work we have presented a detailed analysis of the renormalization and the scale evo-
lution of the soft-quark soft function S(w, µ), defined in terms of the discontinuity of the soft
quark propagator dressed by two finite-length Wilson lines connecting at one point. This func-
tion appears in the factorization formula for the h → γγ decay amplitude induced by loops
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of light quarks, recently worked out by two of us [5]. The results we have obtained and the
techniques we have developed have a more general importance in the context of understand-
ing SCET factorization theorems at subleading order in power counting, where soft functions
containing soft quarks dressed by Wilson lines become a generic feature. The relevance of our
results thus extends beyond the practical purpose of studying the h→ γγ process.
A central argument of our work has been the hypothesis that the third term T3 in the
h→ γγ factorization theorem, which involves a hard function and a double convolution of two
radiative jet functions with the soft-quark soft function, should be RG invariant. This does not
necessary have to be realized, but it is suggested by certain observations made in [5]. Based on
this assumption we have derived the non-local renormalization factor ZS of the soft function at
one-loop order in QCD, and we have shown that it successfully removes all the 1/n poles of the
bare soft function. The cancellation is highly non-trivial due to the non-local structure of the
counterterms and the fact that the leading-order bare soft function is not simply a constant.
This observation puts our hypothesis on firmer grounds. From this result we have derived
the one-loop anomalous dimension of the soft function, which closely resembles the structure
of the anomalous dimension of the leading-twist B-meson light-cone distribution amplitude.
Pushing further, we have used existing results for the two-loop anomalous dimensions of the
hard and jet functions to present a conjecture for the two-loop anomalous dimension of the
soft function. It would be highly desirable to test this result by a direct two-loop calculation
of the soft function.
Using our expression for the two-loop anomalous dimension we have presented an analytic
closed-form solution to the non-local RG evolution equation satisfied by the soft function in
momentum space. The result obtained at NLO in RG-improved perturbation theory, shown
in (42), involves integrals over Meijer G-functions. We find that after RG evolution the
discontinuous behavior of the soft function at w = m2b seen in fixed-order perturbation theory
is smoothed out. We have also studied the asymptotic behavior of the soft function for large
values w  m2b and emphasized the need for a dynamical choice of the soft matching scale
in this context. We have then studied the RG evolution of the soft function in Laplace space
and in the so-called diagonal space, where its RG evolution is local in the w variable. The
construction of the diagonal space in higher orders of perturbation theory requires a non-trivial
extension of the dual-space formalism developed in [10, 11]. We have explicitly constructed the
transfer functions connecting the diagonal space with momentum space. Beyond the leading
order in perturbation theory, functions in the diagonal space depend on an auxiliary scale ρ,
which cancels in predictions for physical quantities. We have derived the differential equations
governing the dependence on ρ.
Finally, we have studied the structure of the double convolution integral T3 in more detail,
finding that it requires rapidity regulators in order to be well defined. Using three different
rapidity regularization schemes we have shown that introducing the regulators in momentum
space breaks the RG invariance of T3. However, RG invariance can be preserved by imposing
the rapidity regulators in the diagonal space. We have presented an explicit expression for
T3 at leading order in RG-improved perturbation theory, in which large logarithms of the
scale ratio (−M2h/m2b) are resummed to all orders of perturbation theory. The resummation
improves the behavior of the convolution at large momenta and tames an endpoint divergence
for w →∞.
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The results obtained in this work constitute an important step toward understanding the
many subtleties and complexities of SCET factorization beyond the leading order in power
counting. Not only will they help to resum the large logarithms on the h→ γγ decay amplitude
beyond the leading double-logarithmic approximation; more generally, we are confident that
the techniques of solving the difficult non-local RG equations of soft functions developed in
this work will find applications in many other factorization theorems of interest.
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A Anomalous dimensions and RG functions
The exact solutions (42) and (D.3) can be evaluated by expanding the anomalous dimensions
and the QCD β-function as perturbative series in the strong coupling. We work consistently at
NLO in RG-improved perturbation theory, keeping terms through order αs in the expressions
for the Sudakov exponent S and the functions aΓ and aγs . We define the expansion coefficients
as
Γcusp(αs) = Γ0
αs
4pi
+ Γ1
(αs
4pi
)2
+ Γ2
(αs
4pi
)3
+ . . . ,
β(αs) = −2αs
[
β0
αs
4pi
+ β1
(αs
4pi
)2
+ β2
(αs
4pi
)3
+ . . .
]
,
(A.1)
and similarly for the anomalous dimension γs. Substituting these expansions in (31) one
obtains [18]
aΓ(µs, µ) =
Γ0
2β0
[
ln
αs(µ)
αs(µs)
+
(
Γ1
Γ0
− β1
β0
)
αs(µ)− αs(µs)
4pi
+O(α2s)
]
,
S(µs, µ) =
Γ0
4β20
{
4pi
αs(µs)
(
1− 1
r
− ln r
)
+
(
Γ1
Γ0
− β1
β0
)
(1− r + ln r) + β1
2β0
ln2 r
+
αs(µs)
4pi
[(
β1Γ1
β0Γ0
− β2
β0
)
(1− r + r ln r) +
(
β21
β20
− β2
β0
)
(1− r) ln r
−
(
β21
β20
− β2
β0
− β1Γ1
β0Γ0
+
Γ2
Γ0
)
(1− r)2
2
]
+O(α2s)
}
,
(A.2)
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where r = αs(µ)/αs(µs). The function aγs(µs, µ) is given by an analogous expression. Whereas
the two-loop anomalous dimensions and β-function are required for aΓ and aγs , the expression
for the Sudakov exponent S also involves the three-loop coefficients Γ2 and β2.
We now list relevant coefficients of the anomalous dimensions and the QCD β-function,
quoting all results in the MS renormalization scheme. For the convenience of the reader, we
also give numerical results for Nc = 3 and nf = 5. The two-loop cusp anomalous dimension
Γcusp was obtained long ago [22], while the three-loop coefficient was derived in [34]. The
results are
Γ0 = 4CF =
16
3
,
Γ1 = 4CF
[
CA
(
67
9
− pi
2
3
)
− 20
9
TFnf
]
≈ 36.8436 ,
Γ2 = 4CF
[
C2A
(
245
6
− 134pi
2
27
+
11pi4
45
+
22
3
ζ3
)
+ CATFnf
(
−418
27
+
40pi2
27
− 56
3
ζ3
)
+ CFTFnf
(
−55
3
+ 16ζ3
)
− 16
27
T 2Fn
2
f
]
≈ 239.208 .
(A.3)
The anomalous dimension γs follows from (26) and can be determined up to two-loop order
using the explicit expressions for γ′ and γq given in [5] and [21, 35], respectively. We find
γs,0 = −6CF = −8 ,
γs,1 = C
2
F
(− 3 + 4pi2 − 48ζ3)+ CFCA(655
27
− 55pi
2
9
− 4ζ3
)
+ CFTF nf
(
−188
27
+
20pi2
9
)
≈ −151.280 .
(A.4)
Finally, the expansion coefficients for the QCD β-function to three-loop order are
β0 =
11
3
CA − 4
3
TFnf =
23
3
,
β1 =
34
3
C2A −
20
3
CATFnf − 4CFTFnf ≈ 38.6667 ,
β2 =
2857
54
C3A +
(
2C2F −
205
9
CFCA − 1415
27
C2A
)
TFnf +
(
44
9
CF +
158
27
CA
)
T 2Fn
2
f
≈ 180.907 .
(A.5)
We choose to work with nf = 5 active quark flavors, because we are mainly interested in RG
evolution to a scale µ between the mass scales of the bottom and top quarks.
In the analysis in Section 5 we need the ratio of the running b-quark mass mb(µ) defined
in the MS scheme and the pole mass mb. At NLO in RG-improved perturbation theory this
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ratio is given by
mb(µ)
mb
=
(
αs(µ)
αs(mb)
)− γm,0
2β0
[
1− CFαs(mb)
pi
− γm,1β0 − γm,0β1
2β20
αs(µ)− αs(mb)
4pi
+O(α2s)
]
,
(A.6)
where the one- and two-loop coefficients in the anomalous dimension of the quark mass are
given by [12]
γm,0 = −6CF , γm,1 = −3C2F −
97
3
CFCA +
20
3
CFTFnf . (A.7)
B Light-cone distribution amplitude of the B-meson
The RG evolution equation (19) and the associated anomalous dimension γS in (25) are closely
related to the corresponding equations for the leading-twist light-cone distribution amplitude
φB+(ω) of the B meson defined in heavy-quark effective theory [24]. This quantity obeys the
differential equation
d
d lnµ
φB+(ω, µ) = −
∫ ∞
0
dω′ γ+(ω, ω′;µ)φB+(ω
′, µ) , (B.1)
where [20, 23, 25]
γ+(ω, ω
′;µ) = −
[
Γcusp(αs) ln
ω
µ
− γη(αs)
]
δ(ω − ω′)− Γcusp(αs)ω Γ(ω, ω′)
− CF
(αs
2pi
)2 ω θ(ω′ − ω)
ω′(ω′ − ω) h
(
ω
ω′
)
+O(α3s) .
(B.2)
The anomalous dimension γS in (25) differs from γ+ by the argument of the logarithm (w/µ
2
versus ω/µ) and the factor 2 in front of the non-local terms. As a result of this, one finds
that the solution to the evolution equation (B.1) can be written in terms of hypergeometric
functions [26] rather than the more complicated Meijer G-functions in (53).
C Solution in terms of hypergeometric functions
In the derivations in Sections 4.2 and 7.2 we have written some results in terms of Meijer G-
functions. Here we relate these functions to the more familiar hypergeometric functions. We
begin with the solution to the RG equation of the soft function. For aΓ(µs, µ) < 0 it is possible
to perform the contour integral in (38) using the theorem of residues. The integrand contains
double and single poles in the complex η-plane located at η = −n and η = n + aΓ(µs, µ),
where n ∈ N. For w > w′ (w < w′), we can close the contour in the upper (lower) half plane
and pick up the residues of the single poles. We assume that aΓ(µs, µ) > −1, such that all of
the poles in the second series lie in the lower half plane. The expression for the residues of the
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single poles involves Γ-functions and their derivatives. Comparing the answer with (39) and
denoting z = min(w,w′)/max(w,w′) < 1, we find that
G 2,24,4
( −a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣ z) = Γ2(2 + a)
Γ2(−a) z G(z, a) ,
G 2,24,4
(
−a,−a, 1−a, 1−a
1, 1, 0, 0
∣∣∣∣ 1z
)
= z1+a
Γ2(2 + a)
Γ2(−a) G(z, a) ,
(C.1)
where
G(z, a) =
2a
1 + a
G1(z, a)−
[
2pi
tanpia
+ 4H(a) + ln z
]
G2(z, a)− 4G3(z, a) . (C.2)
Here H(a) = ψ(1 + a) + γE is the harmonic-number function, and the functions Gi are given
by
G1(z, a) = 4F3(1+a, 1+a, 1+a, 2+a; 2, 2, 2; z) ,
G2(z, a) = 4F3(1+a, 1+a, 2+a, 2+a; 1, 2, 2; z) ,
G3(z, a) = (∂p1 + ∂q1) 4F3(1+a, 1+a, 2+a, 2+a; 1, 2, 2; z) .
(C.3)
The derivatives in the last expression act on the indices of the hypergeometric function
4F3(p1, p2, p3, p4; q1, q2, q3; z). The functions Gi(z, a) are real-valued for z < 1 and are sin-
gular in the limit z → 1−. Using the properties of the hypergeometric functions we have
derived the precise form of this singularity shown in (40).
We have also encountered the Meijer G-function in the calculation of the transfer function
FS(x, µ) needed for the calculation of the soft function in the diagonal space. At leading
order one can ignore the exponential containing the integral over the function H in (61). The
integrand of the η-integral then has double and single poles at values η = −n with n ∈ N.
Evaluating the integral using the theorem of residues, we obtain
G 2,00,4
(
1, 1, 0, 0
∣∣x) = x [2 0F3(2, 2, 2;x)− ( lnx+ 4γE + 4∂q1) 0F3(1, 2, 2;x)] . (C.4)
D Soft function in the dual space
The dual soft function constructed following the approach of [10, 11] is related to the original
soft function via
sdual(w, µ) =
∫ ∞
0
dx
x
S(xw, µ)
1
2pii
c+i∞∫
c−i∞
dη
Γ2(1 + η)
Γ2(1− η) x
−η ≡
∫ ∞
0
dx√
x
FS,0(x)S(xw, µ) , (D.1)
where the transfer function FS,0(x) has been given in (65). As a consequence of the fact that
no higher-order corrections to the transfer function are included in this approach, the function
sdual(w, µ) obeys the non-local RG evolution equation (53). The technique we have developed
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in Section 4.2 can be applied to solve this equation. In analogy with (38) we obtain
sdual(w, µ) = US(w;µ, µs)
∫ ∞
0
dw′
w′
sdual(w
′, µs)
× 1
2pii
c+i∞∫
c−i∞
dη
( w
w′
)η [
1− CF
β0pi
αs(µ)∫
αs(µs)
dα
∫ 1
0
dx
1− x h(x)x
aΓ(µs,µα)−η +O(α2s)
]
,
(D.2)
with the simplification that the Γ-functions appearing in (38) are now absent. The integral
over η thus evaluates to a δ-function rather than a Meijer G-function, yielding
sdual(w, µ) = US(w;µ, µs)
×
[
sdual(w, µs)− CFαs(µs)
pi
∫ 1
0
dx
1− x
h(x)
β0
r
1+
2CF
β0
lnx − 1
1 + 2CF
β0
lnx
sdual
(w
x
, µs
)
+O(α2s)
]
.
(D.3)
It can readily be checked that this solution obeys the RG equation (53) at two-loop order.
This result is simpler than the corresponding relation (42) obtained in momentum space, but
not as simple as the solution (59) found in the diagonal space.
E Rapidity cutoff scheme
In Section 8.1 we have evaluated the convolution integral T3 using two different rapidity
regularization schemes. As an interesting and rather natural alternative we now consider a
third scheme, in which a cut |y| < ycut is imposed directly on the rapidity y = 12 ln `+`− of the
soft momentum. When this is done, the regularized convolution T3 takes the form
T rapidity3 = H3(µ)
∫ ∞
0
dw
w
∫ ycut
−ycut
dy J(Mh
√
w e−y, µ) J(−Mh
√
w ey, µ)S(w, µ) , (E.1)
and it is straightforward to show that
dT rapidity3
d lnµ
= H3(µ)
∫ ∞
0
dxK(x, µ)
∫ ∞
0
dw
w
S(w, µ)
∫ ycut
−ycut
dy
×
[
2J(Mh
√
xw e−y, µ) J(−Mh
√
xw ey, µ)− J(xMh
√
w e−y, µ) J(−Mh
√
w ey, µ)
− J(Mh
√
w e−y, µ) J(−xMh
√
w ey, µ)
]
.
(E.2)
When one uses the lowest-order expression for the jet function from (85) the right-hand side
vanishes. However, this is no longer true when the O(αs) corrections to the jet function are
taken into account. Hence, it follows that
dT rapidity3
d lnµ
= O(α2s) (E.3)
in this regularization scheme scheme.
34
References
[1] C. W. Bauer, D. Pirjol and I. W. Stewart, Phys. Rev. D 65, 054022 (2002) [hep-
ph/0109045].
[2] C. W. Bauer, S. Fleming, D. Pirjol, I. Z. Rothstein and I. W. Stewart, Phys. Rev. D 66,
014017 (2002) [hep-ph/0202088].
[3] M. Beneke, A. P. Chapovsky, M. Diehl and T. Feldmann, Nucl. Phys. B 643, 431 (2002)
[hep-ph/0206152].
[4] For a review, see: T. Becher, A. Broggio and A. Ferroglia, Lect. Notes Phys. 896, pp.1
(2015) [arXiv:1410.1892 [hep-ph]].
[5] Z. L. Liu and M. Neubert, JHEP 04, 033 (2020) [arXiv:1912.08818 [hep-ph]].
[6] I. Moult, I. W. Stewart and G. Vita, JHEP 1911, 153 (2019) [arXiv:1905.07411 [hep-ph]].
[7] I. Moult, I. W. Stewart, G. Vita and H. X. Zhu, arXiv:1910.14038 [hep-ph].
[8] I. Moult, G. Vita and K. Yan, arXiv:1912.02188 [hep-ph].
[9] A. V. Manohar, T. Mehen, D. Pirjol and I. W. Stewart, Phys. Lett. B 539, 59 (2002)
[hep-ph/0204229].
[10] G. Bell, T. Feldmann, Y. M. Wang and M. W. Y. Yip, JHEP 1311, 191 (2013)
[arXiv:1308.6114 [hep-ph]].
[11] V. M. Braun and A. N. Manashov, Phys. Lett. B 731, 316 (2014) [arXiv:1402.5822 [hep-
ph]].
[12] R. Tarrach, Nucl. Phys. B 183, 384-396 (1981).
[13] M. I. Kotsky and O. I. Yakovlev, Phys. Lett. B 418, 335 (1998) [hep-ph/9708485].
[14] R. Akhoury, H. Wang and O. I. Yakovlev, Phys. Rev. D 64, 113008 (2001) [hep-
ph/0102105].
[15] A. A. Penin, Phys. Lett. B 745, 69 (2015) [Errata: Phys. Lett. B 751, 596 (2015); Phys.
Lett. B 771, 633 (2017)] [arXiv:1412.0671 [hep-ph]].
[16] T. Liu and A. A. Penin, Phys. Rev. Lett. 119, no. 26, 262001 (2017) [arXiv:1709.01092
[hep-ph]].
[17] T. Liu and A. Penin, JHEP 1811, 158 (2018) [arXiv:1809.04950 [hep-ph]].
[18] T. Becher, M. Neubert and B. D. Pecjak, JHEP 0701, 076 (2007) [hep-ph/0607228].
[19] S. W. Bosch, R. J. Hill, B. O. Lange and M. Neubert, Phys. Rev. D 67, 094014 (2003)
[hep-ph/0301123].
35
[20] Z. L. Liu and M. Neubert, arXiv:2003.03393 [hep-ph].
[21] T. Becher and M. Neubert, JHEP 0906, 081 (2009) [Erratum: JHEP 1311, 024 (2013)]
[arXiv:0903.1126 [hep-ph]].
[22] I. A. Korchemskaya and G. P. Korchemsky, Phys. Lett. B 287, 169 (1992).
[23] V. M. Braun, Y. Ji and A. N. Manashov, Phys. Rev. D 100, no. 1, 014023 (2019)
[arXiv:1905.04498 [hep-ph]].
[24] A. G. Grozin and M. Neubert, Phys. Rev. D 55, 272 (1997) [hep-ph/9607366].
[25] B. O. Lange and M. Neubert, Phys. Rev. Lett. 91, 102001 (2003) [hep-ph/0303082].
[26] S. J. Lee and M. Neubert, Phys. Rev. D 72, 094028 (2005) [hep-ph/0509350].
[27] A. M. Mathai and R. K. Saxena, Generalized Hypergeometric Functions with Applications
in Statistics and Physical Sciences (Springer, Berlin, 1973).
[28] R. Beals and J. Szmigielski, Notices of the American Mathematical Society 872, vol. 60,
no. 7 (2013) [https://www.ams.org/notices/201307/rnoti-p866.pdf].
[29] T. Becher, M. Neubert and G. Xu, JHEP 07, 030 (2008) [arXiv:0710.0680 [hep-ph]].
[30] M. Neubert, Phys. Rev. D 72, 074025 (2005) [arXiv:hep-ph/0506245 [hep-ph]].
[31] T. Becher and M. Neubert, Phys. Rev. Lett. 97, 082001 (2006) [arXiv:hep-ph/0605050
[hep-ph]].
[32] T. Becher and M. Neubert, Eur. Phys. J. C 71, 1665 (2011) [arXiv:1007.4005 [hep-ph]].
[33] J. Chiu, A. Jain, D. Neill and I. Z. Rothstein, JHEP 05, 084 (2012) [arXiv:1202.0814
[hep-ph]].
[34] S. Moch, J. A. M. Vermaseren and A. Vogt, Nucl. Phys. B 688, 101 (2004) [hep-
ph/0403192].
[35] S. Moch, J. A. M. Vermaseren and A. Vogt, JHEP 0508, 049 (2005) [hep-ph/0507039].
36
