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Abstract
I consider a self-gravitating, N-body system assuming that the N constituents follow regular orbits about the center
of mass of the cluster, where a central massive object may be present. I calculate the average over a characteristic
timescale of the full, N-body Hamiltonian including all kinetic and potential energy terms. The resulting effective
system allows for the identification of the orbital planes with N rigid, disk-shaped tops, that can rotate about their
fixed common centre and are subject to mutual gravitational torques. The time-averaging imposes boundaries on the
canonical generalized momenta of the resulting canonical phase space. I investigate the statistical mechanics induced
by the effective Hamiltonian on this bounded phase space and calculate the thermal equilibrium states. These are a
result of the relaxation of spins’ directions, identified with orbital planes’ orientations, which is called vector resonant
relaxation. I calculate the dependence of spins’ angular velocity dispersion on temperature and calculate the velocity
distribution functions. I argue that the range of validity of the gravitational phase transitions, identified in the special
case of zero kinetic term by Roupas, Kocsis & Tremaine, is expanded to non-zero values of the ratio of masses between
the cluster of N-bodies and the central massive object. The relevance with astrophysics is discussed focusing on stellar
clusters. The same analysis performed on an unbounded phase space accounts for continuous rigid tops.
1 Introduction
The statistical mechanics of self-gravitating systems [1] belongs to the general research field called statistical mechanics
of long-range interacting systems [2] and has been enjoying growing attention [3–18]. A long-range interacting system is
defined [19] as the one with magnitude of inter-particle potential energy bounded by r−a, with a ≤ d, where d denotes the
dimensionality of the system and r the distance between two particles. Despite the advances, the theoretical foundation
of statistical mechanics of self-gravitating systems faces difficulties and it remains an open, flourishing subject, not as
yet fully understood. The fundamental difficulties were first realized in 1962, when Antonov showed that there exists no
global entropy maximum state of the Newtonian self-gravitating gas [20]. Nevertheless, it was realized that equilibrium
states, which are stable at certain timescales and corresponding to local entropy maxima, can exist [21, 22], despite
the presence of the gravothermal instability [23]. More recently, I generalized the later to the relativistic regime and
identified its relativistic counterpart [24, 25], showing that the gravothermal instability has two aspects, a low-energy
and a high-energy one. An integrated part of the gravothermal instability is inequivalence of ensembles [26, 27] and
stable equilibrium states with negative specific heat [22,25,28]. These issues are also related to the problem of defining
a canonical ensemble in long-range interacting systems, tackled by several authors [6, 27, 29].
Here, I focus on the statistical mechanics of a long-range interacting system, motivated by astrophysics. Systems
like stellar clusters, that may host a central massive black hole, or planetary systems, contain bodies that follow regular
orbits around the cluster’s center of gravity. The orbits are regular for most of the bodies inside the radius of influence of
a central massive object. This might also be the case for nearly-spherical clusters not hosting a central massive object,
like Globular Clusters, at least significantly close to the center (certainly inside the radius containing half the mass of
the cluster), though at the outer parts of such clusters most orbits may be irregular (chaotic) [30].
For such type of systems Rauch & Tremaine [31] found that the statistical relaxation of vectors of in-plane orbital
angular momentum proceeds towards thermal equilirbium faster and independently than the rest degrees of freedom in
a process called Resonant Relaxation. This is a type of internal thermal equilibrium achieved and applied at limited
1
timescales. The orbital angular momentum’s vectors’ directions (the orbital planes’ orientations) relax in several, realistic
circumstances independently from their magnitudes, in which case the process is called Vector Resonant Relaxation
(VRR). The relaxation of orbital angular momentum’s magnitudes is called Scalar Resonant Relaxation. Resonant
Relaxation has been studied in astrophysical settings [32–36] especially with numerical simulations [37–40], but also on
a kinetic theory basis [41–45].
The method of time-averaging of gravitational orbits and their approximation with rigid wires was introduced by
Gauss and has been extensively used in planetary dynamics [46]. In Ref. [47], the time-averaging was applied in a
VRR system without any reference to a kinetic energy term. A dynamics of non-canonical variables (the components
of orbital planes’ direction vector) satisfying the SO(3) algebra on a non-canonical phase space is induced by solely the
effective potential energy term of VRR. For this dynamics, Roupas, Kocsis & Tremaine [48] identified gravitational phase
transitions in VRR. They calculated the spacial distribution of orbital planes’ orientation vectors at thermodynamic
equilibrium.
In this work, I will again apply the time-averaging method over the apsidal precession’s time-scale, but now on
the full N -body Hamiltonian, with all kinetic terms consistently included. The resulting “rigid-body decomposition”
of the effective energy accounts for three terms determining the evolution; namely, a rotational, normal kinetic term
accounting for the orbital planes’ precession and nutation, a spin kinetic term accounting for the in-plane rotation
and the gravitational interaction term at quadrapole and higher order. This effective Hamiltonian describes rigid,
disk-shaped, spinning tops allowed to rotate about any of their diameters crossing the common fixed centre, in direct
analogy with rigid body dynamics [49] Torques on each disk develop due to mutual gravitational attraction. The general
dynamical equations of motion of VRR are calculated in the rigid-body decomposition. They naturally induce new
physical parameters, which connect the physical properties of the effective system (rigid annular disks) with these of
the implicit system (orbiting point masses). These parameters are the moments of inertia and spin magnitudes of the
effective rigid disks. They are connected with the averaging time-scale and the ratio ε of the mass of the cluster to
that of the central object. The gravitational couplings mediate the two views –implicit and effective– of the system
and allow for such relations to emerge. The aforementioned SO(3) evolution induced by a zero kinetic term turns out
to be the approximation of the special limit ε = 0 at zeroth order. More importantly, the identified relations between
properties of the implicit and effective systems allow for the generalization of the dynamics and the validation and
further generalization of the gravitational phase transitions in the cases that the clusters’ mass is comparable to that of
the central massive object. I specify the dynamical conditions for which such generalization may be valid. Last, but not
least, I calculate the dependence of the dispersion of disks’ precession and nutation on temperature. It depends on ε
and moments of inertia in a non-trivial way. Due to the later dependence, it is possible that different families of bodies
acquire different dispersions, even at orders of magnitude.
Note that VRR resembles mathematically in certain aspects the Hamiltonian mean-field model (HMF) [50, 51] and
the interested reader might find instructive the analogy.
In the next section 2 I time-average the self-gravitating N -body Hamiltonian, demonstrate the equations of motion
that emerge and calculate the boundaries of the effective, canonical phase space. In section 3 I develop in detail
the statistical mechanics of the system. I formally define the microcanonical, the canonical and the Gibbs-canonical
ensembles and consider a thermodynamic limit. In section 4, I discuss the inequivalence of ensmbles. In section 5 I
review, validate and generalize the VRR gravitational phase transitions. In section 6 I inspect the kinetic energy term
and calculate the dependence of the velocity dispersion on temperature. In section 7 I briefly modify the analysis to
account for continuous rigid bodies. In the final section 8 I discuss the results.
2 Dynamics of Self-Gravitating Systems with regular Orbits
2.1 The N-body Energy
Consider a self-gravitating N -body system, consisted of N bodies with masses mi, i = 1, . . . , N , and a massive body
with mass
M• ≫ mi, (1)
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which lies fixed in the centre of mass. The energy of this self-gravitating N -body system may be written as
EN-body =
∑
i
{
1
2
mi|vi(t)|2 −GmiM•|ri(t)|
}
−
∑
i>j
{
G
mimj
|rj(t)− rj(t)|
}
. (2)
I denote vi, ri, mi, the velocity and position vector of each body with respect to the center of mass, and the mass of each
body, respectively. In this frame of reference the dipole and all other odd terms of l vanish in a multipole expansion [52]
1
ri − rj =
∞∑
l=0
(min {|ri|, |rj |})l
(max {|ri|, |rj |})l+1
Pl(rˆi · rˆj), (3)
where Pl denotes the Legendre polynomials (for a relevant, though different, approach regarding the expansion of
potential energy see also [53]). The monopole l = 0 term contributes the energy U0 = −GM⋆,i/ri, whereM⋆,i =M⋆(r <
ri) denotes the cluster’s mass enclosed within ri. The potential energy may be decomposed to the sum of U0 and
the quantity UQ, which itself denotes the sum between quadrapole l = 2 and higher order terms (but also monopole
contributions on mass mi from r > ri, which will be later neglected due to symmetry considerations)
U ≡ −
∑
i>j
G
mimj
|rj − rj | = −
∑
i
G
miM⋆,i
|ri| + UQ. (4)
Therefore, finally the total energy of the system may be decomposed as
EN-body = EK(t) + UM(t) + UQ(t), (5)
where
EK(t) ≡
∑
i
1
2
mi|vi(t)|2, (6)
UM(t) ≡ −
∑
i
G
miMi
|ri(t)| , (7)
and
Mi ≡M• +M⋆,i =M• +M⋆(r < ri). (8)
The N -body decomposition (5) is the one, most useful for our purposes. The monopole term UM accounts for the binding
of each body mi with the cluster. If the quadrapole and higher contributions were to be neglected all bodies would
follow planar Keplerian orbits, not interacting mutually. Our analysis will account for the case that the quadrapole
and higher contributions are such, that at certain timescales they disturb the orbital planes’ orientation, but not the
in-plane elements of each orbit.
The current analysis applies to the case
M• ≫ mN. (9)
but also it may be good approximation in the case (which induces different characteristic timescales)
M• & mN. (10)
It is relevant even in the absence of a central massive object
M• = 0, (11)
since it has been shown in Ref. [40] that vector resonant relaxation and the rigid body approximation apply under certain
conditions in Globular Clusters not hosting an intermediate massive black hole. Astrophysically, the condition (9) may
be expected to hold at certain parts of a star cluster hosting a supermassive black hole, called a Nuclear Star Cluster
in the centre of certain galaxies [32, 54]. The condition (10) may be expected to be relevant among others with core
collapsed Globular Clusters that host an intermediate massive black hole surrounded by a black hole subcluster [55,56].
3
2.2 Timescales
I assume that the bodies follow regular orbits. The orientation of each ellipse on the orbital plane (the line of apsis)
fluctuates (apsidal precession) due to the rest of the bodies at timescales
taps ∼ M
M⋆
torb, (12)
with M = M• +M⋆. For condition (10) it is of about the same order, though longer, than the orbital period torb ∼√
a3/GM , where a is the semi-major axis. The orbital angular momentum directions (orientation of orbital planes)
reaches statistical equilibrium at the vector resonant relaxation timescale [31]
tVRR ∼
√
Ntaps. (13)
Note that the precession and nutation of orbital planes (not the apsidal precession) fluctuates in a nearly spherical
potential, satisfying condition (10), at the same timescale t⊥ ∼ tVRR [31]. I will average over a timescale tav with
respect to which the orbital, binding, energy (and therefore the semi-major axis ai) and angular momentum magnitude
(and therefore the eccentricities ei) are adiabatic invariants
torb < tav ≪ tVRR ≪ tSR, t2b (14)
where tSR = (M/m)torb denotes the characteristic relaxation timescale of angular momentum magnitudes, called scalar
resonant relaxation, and t2b = (M
2/Nm2)torb that of non-resonant two-body relaxation [31]. For condition (10) we have
tSR ∼ t2b and for condition (9) we have tSR ≪ t2b. The tav can be chosen to be of the order of the apsidal precession
timescale
tav ∼ taps (15)
For example it can be the maximum apsidal precession period at the outskirts of the cluster r = R, namely tav ∼
(M/M⋆)
√
R3/GM .
The orbits can therefore be averaged over a sufficient tav keeping the semi-major axis and eccentricity of each orbit
fixed, and also assuming that the orbital plane’s orientation is not significantly varied due to gravitational torques in
this timescale. For condition (9) it is torb ≪ taps and the result of averaging is a non-homogeneous annular disk. For
conditions (10), (11) it is torb ∼ taps and the result of time-averaging is a rosette type of shape which is non-closing.
Averaging over a few apsidal precession periods (for i star with ai < R) the resulting shape resembles a rigid, annular
disk, or a ring for small eccentricities. In Appendix A I discuss Keplerian orbits and orbits subject to apsidal precession
and I further discuss averaging over time in Appendix B.
2.3 Rigid-Body Decomposition
The velocity vi may be decomposed to a planar velocity v‖,i, that is the velocity component parallel to the orbital
plane, and a normal velocity component v⊥,i that is orthogonal to the orbital plane. The N -body decomposition may
be averaged over time as
E ≡ K⊥ +K‖ + Us + UVR, (16)
where “VR” stands for vector resonant relaxation and
K⊥ ≡
∑
i
〈
1
2
miv
2
⊥,i
〉
tav
, (17)
K‖ ≡
∑
i
〈
1
2
miv
2
‖,i
〉
tav
, (18)
Ub ≡ −
∑
i
〈
G
miMi
ri
〉
tav
, (19)
UVR ≡ 〈UQ〉tav , (20)
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where 〈•〉tav denotes the average over a timescale tav. The normal kinetic term K⊥ represents the kinetic rotational
energy about any diameter of the orbital planes (energy of precession and nutation of orbital planes), the spin kinetic term
K‖ represents the in-plane kinetic rotational energy (energy of Keplerian rotation and apsidal precession), the binary
term Ub represents the gravitational interaction at monopole order of each body with the cluster (interaction energy
of binaries, each composed of the two masses mi and Mi), the VR-interaction term UVR represents the gravitational
interaction between orbits at quadrapole (and higher) order.
I show in Appendix B that the first term (17) may be written as
K⊥(t) =
∑
i
1
2
Iiω⊥,i(t)
2, (21)
where Ii is the constant moment of inertia of the i disk (all are non-homogeneous) given in (198) for nearly-Keplerian
orbits. The normal angular velocity ω⊥,i(t) depends on time, because each orbit is subject to torques from the rest of
the orbits due to UQ. The primary effect of gravitational potential during the timescales considered is the evolution
of ω⊥,i(t), which describes the precession and nutation of the orbital planes. The system relaxes towards thermal
equilibrium, because of the exchange of potential and kinetic energy, between the disks. The arithmetic parameter (1/2)
highlights the analogy with rigid body dynamics [49] and is introduced due to the perpendicular axis theorem applied
to an annular disk. The energy K⊥ is the rotational kinetic energy of the disks, due to the rotation of each one about
any of its diameters.
I assume that the second term (18) may be written as
K‖ =
∑
i
Iiω
2
‖,i = const.. (22)
It is constant in the timescales considered. The moment of inertia Ii in expression (22) is the same with that of (21). In
this form, K‖ represents the spinning kinetic energy of the annular disks, described by the normal kinetic term, where
‘spinning’ refers to the rotation of a disk about the primary axis perpendicular to the plane of the disk. The angular
velocity ω‖,i is given for nearly-Keplerian orbits in Eq. (202).
The binary term Ub adds only a constant negative shift to the Hamiltonian in the timescales considered. It is for
nearly-Keplerian orbits Ub = −
∑
GmiMi/ai (see Appendix (B). The role of this monopole term Ub is to keep the
bodies mi bound to the cluster and will be neglected from the VR-Hamiltonian as a constant shift to the potential
energy. Its role is similar to the role of the electromagnetic binding energy which binds the molecules of a continuous
rigid body and allows us to identify it as such.
Now, regarding the interaction term (23) of the rigid-body decomposition it can be written, using the multipole
expansion (3), as
UVR = −1
2
∑
i6=j,l
Jij,lPl(ni(t) · nj(t)) (23)
with Jij,l = Jij,l(mi, ai, ei,mj , aj , ej). This term expresses the gravitational interaction, at quadrapole and higher order
between disks with a common fixed centre. The unit normal vectors ni are parallel to the orbital angular momentum
and perpendicular to the orbital plane of the disk i. By definition
n˙i = ω⊥,i. (24)
Regarding the coupling constants Jij,l, an expression is given for example in [47] for condition (9). Here we do not need
a specific expression.
To conclude, I consider the following rigid-body decomposition of the time-averaged energy
E = K⊥ +K‖ + UVR ≡
∑
i
1
2
Iiω⊥,i(t)
2 +
∑
i
Iiω
2
‖,i −
1
2
∑
i6=j,l
Jij,lPl(ni(t) · nj(t)). (25)
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2.4 The Lagrangian
Consider a spherical coordinate system with its centre fixed at the centre of mass of the cluster and denote with (θi, φi)
the positions of the unit normals
ni = (sin θi cosφi, sin θi sinφi, cos θi), (26)
and ψi the additional Euler angle, which describes the spin of the disk i, that is the rotation about the primary axis
which crosses disk’s center perpendicularly to the disk. It is by straightforward geometrical considerations [49]
ω⊥ = θ˙ieˆθ + sin θiφ˙eˆφ, ω‖ =
(
ψ˙i + cos θiφ˙i
)
eˆψ. (27)
Thus, the Lagrangian of the system is written as
L =
∑
i
{
1
2
Ii
(
θ˙2i + sin
2 θiφ˙
2
)
+ Ii
(
ψ˙i + cos θiφ˙i
)2}
− UVR(cos θij(θi − θj , φi − φj)) (28)
where
cos θij =
1
4
(cos(θi − θj)(cos(φi − φj) + 1)− cos(θi + θj)(cos(φi − φj)− 1)) . (29)
We get the integrals of motion, i = 1, . . . , N ,
si ≡ pψ,i = ∂L
∂ψ˙i
= 2Ii(ψ˙i + cos θiφ˙i) = 2Iiω‖,i = const., (30)
which express the preservation of binding energies, that is of the planar kinetic energies K‖,i. The generalized momenta
for each body are
pθ,i ≡ ∂L
∂θ˙i
= Iiθ˙i, pφ,i ≡ ∂L
∂φ˙i
= sin2 θiIiφ˙i + si cos θi. (31)
2.5 Hamiltonian and Equations of Motion
We are now able to write the general, canonical Hamiltonian of vector resonant relaxation
H({θ, φ, pθ, pφ}) =
∑
i
{
p2θ,i
2Ii
+
(pφ,i − si cos θi)2
2Ii sin
2 θi
}
+ UVR({θ, φ}). (32)
The potential energy UVR contains quadrapole terms and higher, as in (23). The angle θij between disks i and j is given
in (29). The Hamilton equations of motion
p˙θ,i = −∂HVR
∂θi
, p˙φ,i = −∂HVR
∂φi
(33)
give the canonical system
θ˙i =
1
Ii
pθ,i, φ˙i =
1
Ii sin
2 θi
(pφ,i − si cos θi) (34)
p˙θ,i =
cos θi (pφ,i − si cos θi)2
Ii sin
3 θi
− si (pφ,i − si cos θi)
Ii sin θi
− ∂UVR
∂θi
, p˙φ,i = −∂UVR
∂φi
(35)
and the equations of motion
Iiθ¨i − Ii sin θi cos θiφ˙2i + si sin θiφ˙i = −
∂UVR
∂θi
(36)
Ii sin
2 θiφ¨i + 2Ii sin θi cos θiθ˙iφ˙i − si sin θiθ˙i = −∂UVR
∂φi
. (37)
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These may also be written in a useful vector form
n˙i = ni ×
(
Ωi − Ii
si
n¨i
)
, (38)
where
Ωi =
1
si
∑
j
∑
l
Jij,lnjP ′l (ni · nj). (39)
We used the chain rule ∂/∂φ = (∂n/∂φ)(∂(n · nj)/∂n)(∂/∂(n · nj)) and denote P ′l (x) = dPl(x)/dx. For example,
truncating at the quadrapole order we get
Ωi =
1
si
∑
j
Jijnj(ni · nj), (40)
where Jij = 3Jij,2.
2.6 Phase Space Boundaries
In the following sections we will study the statistical mechanics generated by the canonical Hamiltonian (32). We need
therefore to determine the boundaries of phase space, compatible with the time-averaging procedure. Apparently, no
bound needs to be imposed on the position angles θ ∈ [0, pi], φ ∈ [0, 2pi]. However, determining the value of bounds on
generalized momenta requires careful investigation.
Firstly, we have to investigate the boundaries imposed by the dynamics itself. It shall be proven useful to rescale the
physical parameters of the system. The strength of the interaction is determined by the two-body coupling constants
Jij . The physical properties of each disk are determined by two additional parameters; the moment of inertia Ii and
the spin magnitude si. I introduce the arithmetic averages of these parameters
J =
1
N2
∑
i>j
Jij , I =
1
N
∑
i
Ii, s =
1
N
∑
i
si, (41)
which averages are used to scale each parameter as
J˜ij =
Jij
J
, I˜i =
Ii
I
, s˜i =
si
s
. (42)
The new ‘tilde’ non-dimensional parameters are very useful in that for similar bodies, they all are of order 1. This
property may allow us to distinguish between different families of bodies.
We inspect now the equations of motion (38). Invoking the triangle inequality, we have at quadrapole order that
|Ωi| =
∣∣∣∣∣∣
1
si
N∑
j=1
Jijnj(ni · nj)
∣∣∣∣∣∣ ≤
JN
s
1
s˜i

 1
N
N∑
j=1
J˜ij

 ≡ t−1c J˜is˜i , (43)
where J˜i =
∑
j J˜ij/N is also of order one for a family of similar bodies. The timescale
tc =
s
JN
. (44)
is induced naturally by the dynamics. Considering equations (30), (198), (202) the spin scales as s ∼ m√GMa. The
gravitational coupling scales as J ∼ Gm2/a. Therefore tc scales like the apsidal precession timescale, that is the
averaging timescale we use for VRR,
tc ∼ M
mN
√
a3
GM
∼ taps ≡ tav. (45)
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The general equations of motion (38) may be rescaled in the completely equivalent form (with no additional assumption
imposed) as
dni
dt˜
= ni ×
(
Ω˜i − ε I˜i
s˜i
d2ni
dt˜2
)
, (46)
where time is scaled with the characteristic timescale
t˜ =
t
tc
. (47)
We have denoted Ω˜i = tcΩi, giving at quadrapole order Ω˜i =
1
N
∑
j J˜ijnj(ni · nj)/s˜i. It is |Ω˜i| ≤ J˜i/s˜i. In (46),
naturally emerged the crucial, non-dimensional control parameter
ε ≡ IJN
s2
. (48)
Since the moment of inertia (198) scales as I ∼ ma2, the control parameter scales as
ε ∼ mN
M
, (49)
where M =M⋆ +M•. Therefore ε
−1 measures the intensity of gravitation of the central mass M• with respect to that
of the cluster M⋆. It is ε < 1.
The general equations of motion (46) impose consequently (at least at quadrapole order) the following inequality for
all disks i ∣∣∣∣dni(t)dt˜
∣∣∣∣ ≤ J˜is˜i + εAi(t), ∀i = 1, . . . , N. (50)
where we denote Ai the non-dimensional angular acceleration
Ai(t) ≡ I˜i
s˜i
∣∣∣∣d2ni(t)dt˜2
∣∣∣∣ . (51)
All calculations up to here have been performed on the general equations of motion (38) without imposing any
condition. The constraint (50) is naturally satisfied by the dynamics itself. Now, I wish to inspect to what extent is the
time-averaging procedure of VRR combatible with the induced dynamics. The identification (45) of the characteristic
timescale with the averaging timescale allows us to write the extreme condition of validity of the averaging procedure∣∣∣∣dni(t)dt˜
∣∣∣∣
VRR
≤ 1, (52)
for all orbits. This expresses the fact that the angular velocity of the orbital planes |ω⊥| = |dn/dt| cannot be higher
than the frequency at which the planes themselves are defined. Orelse the definition of such an orbital plane fails.
According to the implicit bound (52), the VRR-constraint (52) is satisfied for a system subject to an evolution which
satisfies at all t > tc that
J˜i
s˜i
+ εAi(t) . 1. (53)
For a family of similar orbits, this is satisfied if Ai(t) < ε
−1 for all t > tc.
For ε ≪ 1 this translates simply to non-diverging accelerations and therefore (52) is then typically satisfied. Note
that the general evolution (46) becomes at zeroth order of ε.
dni
dt
= ni ×Ωi, ε→ 0. (54)
Such type of equations of motion for VRR were firstly suggested in [47], where they were generated directly from the
potential energy term applying the SO(3) Poisson algebra satisfied by the components of ni without any reference to a
kinetic term.
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In addition, it might very well be the case that Ai(t) < ε
−1, for ε of order one or smaller, at the timescales involved
and for astrophysical systems of interest (this depends on the physical conditions at timescales t < tc). Then, the
constraint (52) is satisfied. Such a case requires further investigation, but it is possible, and is supported by numerical
simulations [40] of Globular Clusters. Certainly, the lower that ε is, the more consistently in time the VRR-constraint
(53) is expected to be satisfied and for more orbits. I will consider in our statistical mechanics’ analysis all values
ε < 1. (55)
If ε ≪ 1 the central massive object M• dominates completely the gravitational potential. As ε gets closer to one, the
mass of the cluster M⋆ becomes more comparable to the mass of the central massive object and for ε ∼ 1 the later is
totally absent. I stress once more that the analysis is valid, for ε not negligible at zeroth order, only for these initial
conditions t < tc, that for the vast majority of orbits the constraint (53) is satisfied at t > tc and at least up to times
t ∼ tVRR, when thermal equilibrium is expected to be achieved. Even in the case ε≪ 1 we will be able to quantify the
effect of different ε values no matter how small the later is assumed to be.
We have to translate the constraint (52) to boundaries of our canonical phase space. The normal angular velocity of
the disks ω⊥ = dn/dt is related with the generalized momenta (31) as∣∣∣∣dnidt
∣∣∣∣
2
≡ θ˙2i + sin2 θiφ˙2i =
1
ε2t2c
(
p˜2θ,i
I˜2i
+
(p˜φ − s˜i cos θi)2
I˜2i sin θ
2
i
)
, (56)
where
p˜θ,i =
pθ,i
s
, p˜φ,i =
pφ,i
s
. (57)
Combining (56) with (52) we get (
p˜θ,i
I˜i
)2
+
(
p˜φ,i − s˜i cos θi
I˜i sin θi
)2
≤ ε2. (58)
This bound (58) defines the region of the canonical phase space, that is accessible by the generalized momenta. The
accessible values of the ith generalized momenta form an elliptical disk D in phase space.
Besides the control parameter ε, another key quantity for our analysis is the angular velocity ω⊥ = dn/dt, as in (27).
It describes the magnitude of both precession and nutation, that is the magnitude of angular velocity of the effective
disks (orbital planes) rotating about any of their diameters (excluding spinning). Its dispersion may be expected to
attain a constant value at thermal equilibrium at times t ∼ tVRR ≫ tc. We rescale ω⊥ by tc and introduce the quantity
ωi ≡ |tcω⊥,i| =
∣∣∣∣dnidt˜
∣∣∣∣ = 1ε
{(
p˜θ,i
I˜i
)2
+
(
p˜φ,i − s˜i cos θi
I˜i sin θi
)}1/2
, 0 ≤ ωi ≤ 1. (59)
Next, I introduce the transformations
p˜θ,i(ωi, ui, θ
′
i) = I˜iεωi cosui,
p˜φ,i(ωi, ui, θ
′
i) = I˜iεωi sin θ
′
i sinui + s˜i cos θ
′
i,
θi(ωi, ui, θ
′
i) = θ
′
i,
(60)
with ui ∈ [0, 2pi]. The θ′ is introduced to allow us consistently calculate the Jacobian of the transformation, which equals
ε2I˜2i ωi. I stress that the canonical phase space element is
dτ =
N∏
i=1
dθi dφi dp˜θ,i dp˜φ,i, (61)
which does not include the solid angle. The later will naturally emerge by the transformation (60). Indeed, the total
phase space volume element, including the limits of any integration, is transformed under (60) as
∫ 2π
0
∫ π
0
∫∫
D
N∏
i=1
dφidθi dp˜θ,idp˜φ,i {· · · } =
∫ 2π
0
∫ π
0
∫ 2π
0
∫ 1
0
N∏
i=1
ε2I˜2i ωidAiduidωi {· · · }, (62)
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where I mean an N -integral for each integration symbol. I denote dAi the solid angle
dAi ≡ sin θidθidφi. (63)
Note that according to the definition of generalized momenta (31), the transformations (60) give for the nutation
and precession of orbital planes, respectively,
dθi
dt˜
= ωi(t˜) cosui(t˜), (64)
dφi
dt˜
= ωi(t˜)
sinui(t˜)
sin θi(t˜)
. (65)
These expressions will allow us to calculate ensemble averages of θ˙, φ˙ over the transformed phase space element (62).
For reasons of completeness, I will consider also the case of continuous rigid bodies in section 7. These are not
subject to (52) and therefore allowed to probe the whole phase space. The εRB of continuous rigid bodies is finite and
given by equation (48).
3 Equilibrium Statistical Mechanics of Vector Resonant Relaxation
3.1 Microcanonical Ensemble
In the microcanonical ensemble I impose conservation of the time-averaged energy (32)
H ({θ, φ, pθ, pφ}) = E. (66)
It expresses the exchange between the effective disks of gravitational dynamical energy and rotational kinetic energy
about any diameter of a disk. Therefore, it expresses the relaxation to thermal equilibrium of their angular velocities
along with their orientation.
In addition to the energy constraint (66), the system is subject to the conservation of total spin (related to the sum
of planar angular momentum of each mass mi)
S =
N∑
i
sini = const. (67)
For simplicity, from now on I denote
K ≡
∑
i
{
p2θ,i
2Ii
+
(pφ,i − si cos θi)2
2Ii sin
2 θi
}
, U ≡ UVR. (68)
I define a microcanonical ensemble, as the ensemble of microstates corresponding to a certain macrostate (E,S). I
use the 4D phase-space volume
Ω(E,S) =
1
b2NN !
∫
dNθ dNφdNpθ d
Npφ δ(E −H({θ, φ, pθ, pφ})δ(S −
∑
i
sini(θi, φi)). (69)
I define the entropy of the system as (not to be confused with spin vector S and its magnitude)
SB(E,S) = k lnΩ(E,S). (70)
I emphasize that the correct phase space volume element is dNθ dNφdNpθ d
Npφ induced by the relevant canonical
variables.
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3.2 Canonical Ensemble
Next, I introduce the following Laplace transform of Ω(E,S)
Z(β,S) ≡
∫
dE Ω(E,S)e−βE (71)
which allows us to define a canonical ensemble as the ensemble of microstates corresponding to certain values of (β,S).
The macroscopic variable β is the conjugate variable to E in the sense of (71). The Helmholtz free energy is defined as
F (β,S) = − 1
β
lnZ(β,S). (72)
The kinetic energy may be written in the rescaled parameters which I introduced in section 2.6
K ≡ JN
∑
i
1
2ε
(
p˜2θ,i
I˜i
+
(p˜φ,i − s˜i cos θi)2
I˜i sin
2 θi
)
= JN
∑
i
ε
2
I˜iω
2
i . (73)
Introducing in addition the non-dimensional quantity
β˜ = JNβ, (74)
the canonical partition function (71) may be written
Z =
1
N !
∫ π
0
∫ 2π
0
∫∫
D
N∏
i=1
dθi dφi

dp˜θ,i dp˜φ,i e
−β˜
∑
1
2ε
(
p˜2
θ,i
I˜i
+
(p˜φ,i−s˜i cos θi)
2
I˜i sin
2 θi
)
 e−β Uδ(S −
∑
i
sini), (75)
=
1
N !
∫ π
0
∫ 2π
0
N∏
i=1
dAi
{∫ 2π
0
dui
∫ 1
0
dωi ε
2I˜2i ωi e
−
∑ β˜ε
2 I˜iω
2
i
}
e−β Uδ(S −
∑
i
sini), (76)
where I invoke the transformations (60), which suggest the use of phase space volume (62). The integration over each
dωi, dui can be straightforwardly preformed∫ 2π
0
dui
∫ 1
0
dωi ε
2I˜2i ωi e
− β˜ε2 I˜iω
2
i =
2piε
β˜
I˜i
(
1− e− β˜ε2 I˜i
)
. (77)
Finally, the canonical partition function is written as
Z =
1
N !
(
2piε
β˜
)N ∫ N∏
i=1
dAi hi(εβ˜) e−β Uδ(S −
∑
i
sini), (78)
where
hi(εβ˜) = I˜i
(
1− e− β˜ε2 I˜i
)
. (79)
3.3 Gibbs-canonical Ensemble
Finally, I define the Gibbs-canonical ensemble. I introduce the following Laplace transform of Z(β,S)
Ξ(β,γ) ≡
∫
dS Z(β,S)e−γ·S =
∫∫
dS dE Ω(E,S)e−(βE+γ·S). (80)
The parameter γ is the variable conjugate to the spin S and acquires dimensions of angular velocity over energy. One
may associate with γ · dS/β a quantity of work performed by the system because of external disturbances, similarly to
the work PdV done under constant pressure for gases.
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Substituting Eq. (78) into (80), we get
Ξ(β,γ) =
1
N !
(
2piε
β˜
)N ∫ ∏
i
dAihi(β) e−(β U+γ·S), (81)
where S satisfies here
S =
N∑
i=1
sini. (82)
I define the Gibbs free energy
G(β,γ) = − 1
β
ln Ξ(β,γ). (83)
We get
βG(β,γ) =
N
β˜
+ ξ(β,γ) − ln (2piε)N
N !
, (84)
where
ξ(β,γ) = − ln
∫ ∏
i
dAihi(β) e−(β U+γ·S) (85)
Definitions (80) and (83) suggest that the spin as an ensemble mean may be given by
〈S〉ens =
∂(βG)
∂γ
, (86)
where it is
〈S〉ens ≡
∫
dS S
∫
dE Ω(E,S)e−(βE+γ·S)∫
dS
∫
dE Ω(E,S)e−(βE+γ·S)
. (87)
Incorporating eqs (84) we get
〈S〉 =
∫ ∏
i
dAi S fA(θi, φi), (88)
where the spacial, N -particle angular distribution function is
fA(θi, φi) =
hi(β) e
−(β U+γ·S)∫ ∏
j dAjhj(β) e−(β U+γ·S)
. (89)
Definitions (80) and (83) also suggest that the energy, as an ensemble mean, can be calculated as
〈E〉ens =
∂(βG)
∂β
. (90)
Applying again (84) we get
〈E〉ens = 〈K〉ens + 〈U〉ens , (91)
where the potential energy is
〈U〉ens =
∫ ∏
i
dAi U fA(θi, φi), (92)
and the kinetic energy is
〈K〉ens = NkT
{
1− β˜ 1
N
N∑
i=1
∂ lnhi
∂β˜
}
. (93)
The typical kinetic energy term NkT , reflects the presence of two kinetic degrees of freedom, namely, precession and
nutation of orbital planes. The corrections to this term, due to the VRR phase space bound (58), are governed by εβ˜
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(not ε itself) and also by the moment of inertia I˜i = Ii/I, because of the function hi(εβ˜; I˜i) as in Eq. (79). I will inspect
in detail the VRR kinetic energy (93) in the separate section (6).
Let us first define a thermodynamic limit. The Gibbs partition function
Ξ(β,γ) =
∫∫
dEdS Ω(E,S)e−β(E+γ·S) =
∫∫
dEdS e−N(−
SB(E,S)
kN
+Nβ E
N2
+γ S
N
), (94)
may be calculated by use of the saddle point method for N → ∞, provided that the following dimensionless variables
(be careful not to confuse the entropy SB with spin) are held constant
S˜B = SB
kN
, β˜ = JNβ, E˜ =
E
JN2
, γ˜ = sγ, S˜ =
S
Ns
. (95)
Note that JNβ and E/JN2 are the analogues of the variables (Gm2/R)Nβ and E/(Gm2/R)N2 used to define a proper
thermodynamic limit for the 2-body relaxation of the self-gravitating gas [57]. We may write
Ξ(β,γ) = sJN3
∫∫
dE˜dS˜ e−N(−S˜B+β˜E˜+γ˜·S˜) (96)
and now provided that S˜B, β˜, E˜, γ˜, S˜ are held constant in the limit N →∞ the integral is dominated by the minimum
of the exponent. Therefore, by Eq. (83) Ξ = exp(−βG), we have up to additive constants
β˜G˜(β˜, γ˜) = inf
E˜,S˜
(−S˜B(E˜, S˜) + β˜E˜ + γ˜S˜), (97)
where
G˜(β˜, γ˜) =
G(β, γ˜)
JN2
. (98)
The values E˜e, S˜e satisfying the minimum of (97) define the stable statistical equilibrium of the system for fixed values
of β˜, γ˜. For these values we can write
β˜G˜(β˜, γ˜) = −S˜B(E˜e(β˜, γ˜), S˜e(β˜, γ˜)) + β˜E˜e(β˜, γ˜) + γ˜S˜e(β˜, γ˜). (99)
Similarly, working with the canonical partition function (71) and defining
F˜ (β˜, S˜) =
F (β,S)
JN2
. (100)
we get
β˜F˜ (β˜, S˜) = inf
E˜
(−S˜B(E˜, S˜) + β˜E˜). (101)
This reveals that β˜F˜ (β˜, S˜) is the Legendre-Fenchel transform [2] of S˜B(E˜, S˜) with respect to the energy. The value E˜e
satisfying the minimum of (101) defines the stable statistical equilibrium of the system for fixed values of β˜ and S˜ (our
canonical ensemble). For this value we can write
β˜F˜ (β˜, S˜) = −S˜B(E˜e(β˜, S˜), S˜) + β˜E˜e(β˜, S˜). (102)
The equilibria defined by either minima of free energy (101) or maxima of entropy are identical. Nevertheless, for long-
range interacting systems, the stability properties of these equilibria under conditions of constant energy (microcanonical
formulation) are different than their stability under conditions of constant temperature (canonical formulation) during
a phase transition. Mathematically, this is because of the irreverisbility of the Legendre-Fenchel transform (102) in this
case. Physically, this is because it is impossible for the system to achieve phase separation during the phase transition
due to the non-additivity of energy. The phase transition proceeds in the canonical ensemble by jumping from one phase
to the other through out-of-equilibrium states, while this region is replaced by stable states with negative heat capacity
in the microcanonical case (physically, constant energy conditions). This is further discussed in Section 4, following [2].
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Finally, let us provide the transform between canonical and Gibbs-canonical ensembles. We may write Eq. (97) as
β˜G˜(β˜, γ˜) = inf
S˜
(
inf
E˜
(−S˜B(E˜, S˜) + β˜E˜) + γ˜S˜
)
, (103)
which by use of (101) becomes
G˜(β˜, γ˜) = inf
S˜
(F˜ (β˜, S˜) + γ˜S˜). (104)
which reveals that G˜(β˜, γ˜) is the Legendre-Fenchel transform of F˜ (β˜, S˜) with respect to the spin. By use of Eqs. (99),
(102) we get
G˜(β˜, γ˜) = F˜ (β˜, S˜e(β˜, γ˜)) + γ˜S˜e(β˜, γ˜). (105)
Because of the additivity of spin it is not expected to appear inequivalence between canonical and Gibbs-canonical
ensembles. However, there is inequivalence between Gibbs-canonical and microcanonical ensembles of the similar nature
as that between canonical and microcanonical cases.
4 Inequivalence of Ensembles
According to Eqs. (101), (102), the function β˜F˜ is the Legendre-Fenchel transform of normalized entropy S˜B with
respect to energy. In order for microcanonical and canonical ensembles to be equivalent in the thermodynamic limit,
this transform should be invertible for all E˜, i.e. the function E˜ = E˜(β˜, S˜) should be invertible with respect to β˜.
However, this is not guaranteed if the normalized entropy is not a strictly concave function as emphasized in Ref. [2].
The reason these authors indicate is that the Legendre-Fenchel transform is by definition a concave function. Therefore
the inverse transform of (101)
S˜ ′B(E˜, S˜) = inf
β˜
(−β˜F˜ (β˜, S˜) + β˜E˜) (106)
is concave by definition. If for some range of parameters S˜ is not concave, then for sure
S˜ ′B 6= S˜B , when S˜B not concave, (107)
and the ensembles are not equivalent. This occurs in long-range interacting systems, like the one I investigate here,
undergoing a phase transition. Then, there appears a convex ‘intruder’ in the specific entropy S˜B which in the case
of short-range systems is replaced by its concave envelope [2], restoring the ability to perform an inverse Legendre
transform. This envelope corresponds to a phase separation. However, this operation cannot be performed if the energy
of the system is non-additive, that is the case of long-range interacting systems. Therefore, during a phase transition
the equivalence of ensembles breaks down in such systems. States that are not stable in the canonical ensemble, i.e.
under physical conditions of constant temperature, are stable in the microcanonical ensemble, i.e. under conditions of
constant energy. The microcanonical specific heat [2]
Cmic. =
∂E
∂T
= − 1
T 2
∂2S
∂E2
< 0, if
∂2SB
∂E2
> 0, (108)
is negative in the convex region ∂2S/∂E2 > 0 (recall that due to the non-additivity it is impossible to define a concave
envelope of higher entropy). However, the canonical specific heat is always positive
Ccan. =
∂ 〈E〉ens
∂T
=
1
T 2
〈
(∆E)2
〉
ens
> 0. (109)
Equivalently, one may consider that the additional constraint E = const. of the microcanonical ensemble prevents
the modes which destabilize the system in the canonical ensemble (presence of a heat bath) from developing. In a short
range system these variations would guide the system towards the state of phase separation in both ensembles, which
state nevertheless does not exist in a long-range interacting system, because of energy’s non-additivity. The long-range
interacting system will stay trapped in a negative specific-heat state when energy is preserved in a phase-transition
region.
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Figure 1: The gravitational phase transitions of VRR are not affected by the kinetic energy term, even for disks with
different moments of inertia. They are valid for the whole range of values 0 < ε < 1, corresponding to 0 < mN/M < 1.
Top: The distribution function of spin direction vectors fA(θ, φ) for the five, distinct non-equivalent thermodynamic
equilibrium states that can be identified. Σ1 represents the uniaxial, ordered phase, Σ2 and Σ4 are unstable states for
any temperature and spin, Σ3 represents the disordered phase, while Σ5 represents a metastable biaxial phase which
decays either to Σ1 or Σ3. Bottom: (a) The order parameter Q, for W = 0 with respect to temperature for various
values of the total spin S˜. A first order phase transition occurs for S˜ < S˜C between the ordered states Σ1, with high
Q, and disordered states Σ3, with lower Q. It becomes second-order at the critical point C. (b) The phase transition
temperature as a function of the total spin.
5 Gravitational Phase Transitions for Equal Couplings
Here I briefly review the VRR gravitational phase transitions, discovered firstly for zero kinetic term in [48]. It is
instructive for the rest of the paper to identify the possible spacial equilibrium distributions. More importantly, I will
show that the kinetic term has not any effect in the spacial equilibrium distributions of any family of disks. Therefore
the VRR gravitational phase transitions do hold and remain unaltered for any value of ε ∼ mN/M < 1.
I will assume equal couplings and spins
J˜ij = 1, s˜i = 1. ∀i, j = 1, . . . , N. (110)
For now I assume for simplicity also I˜i = 1, but the moments of inertia may not be equal and the analysis of this section
still holds, as we will discuss later in this section. The condition (110) accounts for a single family of orbits with very
similar properties. I also truncate the interaction energy UVR (23) at the quadrapole denoting it
U = −J
2
∑
i6=j
(
(ni · nj)2 − 1
3
)
. (111)
I shall calculate the distribution function and the self-consistency equations for the order parameters, which need to be
identified.
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I introduce the N matrices qi
qi(ni) ≡ ni ⊗ ni − 1
3
I, that is qµν i ≡ nµ,inν,i − 1
3
δµν , (112)
where the Greek indices denote the coordinates of each disk. The normalized potential energy is then written as
U˜(ni · nj) ≡ U
JN2
= − 1
2N2
N∑
i=1
N∑
j=1
qi(ni) · qj(nj) + 1
3
, (113)
where the dot denotes contraction qi · qj ≡ qµν,iqµν,j and I use the Einstein’s summation rule for the Greek indices.
The Gibbs partition function (81) becomes, incorporating also Eq. (110)
Ξ(β˜, γ˜S) =
(
2piεh(β˜)
β˜
)N
e−Nβ˜/3
N !
∫ N∏
i=1
dAi exp

−N

− β˜
2
1
N2
N∑
i=1
N∑
j=1
qi(ni) · qj(nj) + γ˜ · 1
N
∑
i
ni



 , (114)
and h(θi) is given by Eqs. (79) subject to the assumption ( 110).
Following [48], I define the matrix M
M =
1
N
N∑
i=1
qi. (115)
It is
1
N2
N∑
i=1
N∑
j=1
qi · qj =M ·M. (116)
I apply the Hubbard-Stratonovich transformation
exp
(
−1
2
M ·M
)
=
(
1
2pi
) 9
2
∫ +∞
−∞
3∏
σ,λ=1
dQσλ exp
(
1
2
Q ·Q−Q ·M
)
, (117)
where I introduced the matrix Q, which will play the role of the macroscopic variable that defines a macrostate, like
the energy did in Eq. (96). We get
Ξ(β˜, γ˜) =
(
h(β˜)
β˜
)N {
e−Nβ˜/3(2piε)N
(2pi)9/2N !
}∫ +∞
−∞
3∏
σ,λ=1
dQσλe
−N ln{∫ dA exp(−β˜( 12Q·Q−Q·q)−γ˜·S˜)}−1 . (118)
The saddle point gives in the thermodynamic limit (95), N ≫ 1
G˜(β˜, ω˜S) = inf
Q
{
− ln
∫
dA e−β˜( 12Q·Q−Q·q)−γ˜·S˜
}
+ g(β˜), (119)
where g(β˜) some function of β˜ which gives rise to a kinetic energy term. We will discuss this term in the next section
(6). The matrix Q encapsulates the “order parameters” of the system. Defining
ξ(Q) = − ln
∫
dA e−β˜( 12Q·Q−Q·q)−γ˜·S˜ (120)
the condition (119) gives at equilibrium
∂ξ
∂Q
∣∣∣∣
Q=Qe
= 0 (121)
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which results to the self-consistency equation for the matrix order parameter (I drop the subscript ‘e’ here and imply
equilibrium values for Q)
Q =
∫
dAq(n) fA(n), (122)
where
fA(n) =
eβ˜Q·q(n)−γ˜·S˜(n)∫
dA eβ˜Q·q(n)−γ˜·S˜(n) , (123)
The self-consistency equations define the equilibrium configurations of the system and are equivalent to a mean field
theory1 They do not depend on the kinetic term.
Even in case of disks with different moments of inertia Ii, we would get the same self-consistency equations and
therefore identical spacial equilibrium distributions. This is evident from equation (92) for the ensemble mean of U on
the N -particle distribution, which gives
〈U〉ens =
∫ ∏N
i=1 dAi U e−(βU+γ·S)∫ ∏N
i=1 dAi e−(βU+γ·S)
. (124)
The functions hi(β), defined in (79) and which emerge from the kinetic term Iiω
2
i /2, drop out in the ensemble mean of
quantities depending only on spacial degrees of freedom. Thus, the kinetic term does not affect the spacial equilibrium
distribution and as a consequence the later is not affected by the value of ε. The VRR gravitational phase transitions
discovered for a zero kinetic term in [48] do hold in any case.
The self-consistency equations (122) have been solved in [48]. It has been proven there that the total spin is aligned
with the eigenvalues of the matrix Q. In the spherical coordinate system of sections 2, 3, this matrix may be written as
Q =

 − 12Q+ 12W 0 00 − 12Q− 12W 0
0 0 Q

 (125)
where we define
Q =
∫
qfA(θ, φ)dA , q = cos2 θ − 1
3
, (126)
W =
∫
wfA(θ, φ)dA , w = sin2 θ cos 2φ. (127)
The system is characterized by two order parameters Q andW . The former describes deviation from spherical symmetry
and the later from axial symmetry, so that W = 0 corresponds to axially symmetric states and Q = W = 0 to exactly
isotropic states.
The system is subject to first order gravitational phase transitions between a uniaxial, ordered phase and a disordered
phase, which become second order at a certain critical point occuring for spin S˜C = 0.14 and temperature T˜C = 0.15.
In Figure 1 there are depicted the various phases of the system and the phase diagram for axially symmetric equilibria.
6 Precession and Nutation of Orbital Planes
The kinetic energy of the system is associated with the angular velocity dispersion of the disks, about any of their
diameters, as in Eq. (73) of section 2.6, that I rewrite here as
K =
ε
2
JN2
(
1
N
N∑
i=1
I˜iω
2
i
)
. (128)
1The same result (122) one may obtain by calculating the first order variations with respect to the mean-field entropy SMF =
−k ∫ dτfMF ln fMF of one-particle distribution function fMF, subject to the constraints of fixed energy, spin, and number of particles.
One will get fMF = fA. I shall not perform this here. The interested reader may consult [48] on the spacial distribution, while we will discuss
the kinetic part in section 6.
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The angular velocity magnitude ωi, defined in (59), is the magnitude of nutation θ˙ and precession φ˙ of the effective disks
(orbital planes) scaled with the characteristic timescale, which gives
ωi =
{(
dθi
dt˜
)2
+ sin2 θi
(
dφi
dt˜
)2}1/2
=
√
ω2nut,i + ω
2
prec,i, (129)
where I define the angular velocities describing nutation and precession
ωnut,i ≡ dθi
dt˜
, ωprec,i ≡ sin θi dφi
dt˜
. (130)
Note that while ωi is strictly positive, being a magnitude, the ωnut,i and ωprec,i may be positive or negative, being rates
of change.
Having reviewed this, we will in the followings inspect the expression (93) for the kinetic energy as an ensemble
average, which may be written as
Kens = NkT
{
1− εβ˜
2
1
N
N∑
i=1
I˜i
e−I˜i
εβ˜
2
1− e−I˜i εβ˜2
}
. (131)
6.1 Identical Effective Disks
Let us assume first that all effective disks acquire about the same moment of inertial I˜i ≃ 1, which means Ii ≃ I, where
I =
∑
i Ii/N is the mean moment of inertia. Then, according to the expression of the moment of inertia Eq. (198), all
bodies mi are of about the same mass, lie at about the same distance ai from the center of the cluster and have about
the same eccentricities. The effect of the later is limited and cannot contribute a ratio greater than Ii/I = 2.5 or lower
than 0.4.
The kinetic energy (131) becomes simply
Kens = NkT
(
1− εβ˜
2
1
e
εβ˜
2 − 1
)
, I˜i ≃ 1, ∀ i. (132)
The kinetic energy depends on the ratio εβ˜ = ε JN/kT . At very low values kT/JN ≪ ε, temperature acquires its
typical kinetic interpretation K ∼ NkT , since the phase space boundary lies at infinity in this case.
Equation (132) reveals further that the kinetic energy is bounded
Kens ≤ Kc ≡ ε
4
JN2, (133)
as expected by the VRR-bound in phase space (58). This upper limit is attained at sufficiently high temperature
kT/JN ≫ ε.
At thermal equilibrium, the dispersion
σ2 ≡ 1
N
∑
i
ω2i , (134)
will acquire its ensemble average value
σ2ens =
〈
ω2
〉
ens
=
2Kens
ε JN2
=
2
εβ˜
(
1− εβ˜
2
1
e
εβ˜
2 − 1
)
, (135)
that is
σ → σens(εβ˜), for t→ tVRR. (136)
This is a prediction regarding the dynamics of (38) for any ε, provided they satisfy the constraint (53). Likewise it is a
prediction about the SO(3) dynamics (54), which is an approximation of (38) to zeroth order in ε≪ 1.
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Figure 2: The velocity dispersion σ2 =< ω2 > of VRR, given in Eq. (135), with respect to temperature T for disks
with equal moments of inertia I˜i = 1. It is the dispersion of precession and nutation angular velocity magntitude
ω scaled by the characteristic frequency t−1c , of effective disks (orbital planes) at thermal equilibrium. Four values
of ε ∼ mN/(M⋆ +M•) are considered. In case that the massive body M• dominates completely the potential (ε .
10−3), the equilibrium states attain the maximum possible dispersion σ2max = 1/2 already at very low temperature
(kT/JN . 10−3) corresponding to very ordered states. This constant value is sustained for any higher temperature,
including the disordered states. For 0.1 . ε ≤ 1, the temperature does affect the velocity dispersion at any temperature
kT/JN ≤ kTP /JN = 0.15. I emphasize TP , because at about this value occur all gravitational phase transitions.
Especially for ε = 1, at T ≤ TP , the temperature acquires a typical kinetic interpretation kT ∼ σ2. Such type of
dependence is true at any temperature kT/JN ≪ ε for all ε no matter how small. The angular velocity satisfies ω < 1
in every case for all disks.
In Figure (2) is depicted the dispersion with respect to temperature for different values of ε. It is bounded
σens ≤ σc, σc =
√
2
2
. (137)
The σc does correspond to the characteristic energy (133). This characteristic dispersion of VRR is attained in the limit
εβ˜ ≪ 1,
σ → σc, for kT/JN ≫ ε. (138)
For ε ≪ 1, we get that, in effect, this is the dispersion for all equilibria above T = 0! The SO(3) evolution (54) will
attain dispersion equal to 1/
√
2 at thermal equilibrium.
At this point I remark, that due to the long-range character of the interaction, the system may be trapped in quasi-
stationary states. The system’s evolution, described by Eq. (38), is governed by a Vlasov equation. The system may
be subject to violent relaxation that will result to a quasi-stationary state of the Lynden-Bell type [21], like in the case
of Hamiltonian Mean Field Model [58, 59]. In such a state the nutation and precession of orbital planes will be much
more intense. This possibility requires further investigation.
According to the partition function (76), the one-particle distribution of angular velocity is
fK(ω) =
εβ˜
2pi h(εβ˜)
e−
β˜ε
2 ω
2
{
≃ 1/pi , for kT/JN ≫ ε
≃ εβ˜2π e−
β˜ε
2 ω
2
, for kT/JN ≪ ε (139)
Recall that ω ∈ [0, 1], u ∈ [0, 2pi] and that integration is performed in ωdω du. The integration ∫ 1
0
ω2fK(ω) 2piωdω will
yield exactly the ensemble’s dispersion (135).
By use of (64), (65), we may calculate the ensemble averages of nutation and precession velocity. These are zero
because of the odd cosine and sine terms. However, their dispersion is non-zero, and on the contrary we get√
〈ω2nut〉ens =
√〈
ω2prec
〉
ens
=
1
2
σens. (140)
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Figure 3: I consider ε = 10−3 and two families of effective disks in VRR. The family A with high moments of inertia
I˜A = ε
−1 and the family B with low moments of inertia I˜B = ε. It is depicted the quantity < I˜ω > which is nearly
equal to σA =
〈
ω2A
〉
for these parameters’ values. We infer that although ε≪ 1, the temperature may acquire a kinetic
interpretation even up to the phase transition point kTP /JN = 0.15, for disks with sufficiently high moments of inertia
with respect to the rest of the cluster of disks.
6.2 Different Families of Effective Disks
Assume that there are n≪ N different families of disks with different moments of inertia I˜F,i, for the Fi family and the
multitude of each family is NF,i. The kinetic energy Eq. (135) becomes
Kens = NkT
(
1− NF,1
N
κ1
eκ1 − 1 − · · · −
NF,n
N
κn
eκn − 1
)
. (141)
It depends now on the quantities
κi = I˜F,i
εβ˜
2
, i = 1, . . . , n, (142)
and the ratios NF,i/N . The kinetic energy is now related to the quantity < I˜ω
2 >, instead of single dispersion and we
have
NF,1
N
I˜F,1σ
2
F,1 + · · ·+
NF,n
N
I˜F,nσ
2
F,n =
2
εβ˜
(
1− NF,1
N
κ1
eκ1 − 1 − · · · −
NF,n
N
κn
eκn − 1
)
. (143)
Due to the dependence on the moments of inertia it can very well be the case that ε≪ 1, but κi = O(1) for a family
Fi, if the moments of inertia deviate from the mean value by ε
−1. This is realistic. For example, consider ε = 10−3, which
may refer to a subcluster of 104 stars of massM⊙ and a central massive black hole 10
7M⊙. Then a family A of stars that
may be
√
103 ≃ 30 times further away than the rest of stars satisfies the relation I˜Aε = 1. For demonstrating purposes,
in Figure 3 I consider such a system, assuming also I˜B = ε. The number of disks are then NA/N = (1− I˜B)/(I˜A − I˜B),
NB/N = (I˜A − 1)/(I˜A − I˜B). It is therefore I˜BNB/N ≪ 1, I˜Bε≪ 1, while the corresponding quantities for A are ≃ 1.
I plot the quantity 〈
I˜ω2
〉
=
2
εβ˜
(
1− NA
N
I˜A
εβ˜
2
eI˜A
εβ˜
2 − 1
− NB
N
I˜B
εβ˜
2
eI˜B
εβ˜
2 − 1
)
. (144)
It is 〈
I˜ω2
〉
=
NA
N
I˜Aσ
2
A +
NB
N
I˜Bσ
2
B ≃ σ2A. (145)
Even though it is ε = 10−3 ≪ 1, the dispersion of the family A, with I˜A = ε−1 follows a linear dependence on
temperature almost up to the phase transition temperature kTP /JN = 0.15. In general, disks with higher moment of
inertia acquire less velocity dispersion, which depends on temperature up to higher values of the later.
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7 Continuous Rigid Bodies
The case of continuous rigid bodies is much simpler than effective rigid disks, whose rigidity emerges at timescales
t > tc. The continuous rigid bodies are not subject to the phase space boundary constraint (58). The integration of the
partition function is calculated in the whole range p˜ ∈ (−∞,+∞) giving
ZRB =
1
N !
∫ π
0
∫ 2π
0
∫∫ +∞
−∞
N∏
i=1
dθi dφi

dp˜θ,i dp˜φ,i e
−β˜
∑
1
2ε
(
p˜2
θ,i
I˜i
+
(p˜φ,i−s˜i cos θi)
2
I˜i sin
2 θi
)
 e−β Uδ(S −
∑
i
sini), (146)
=
1
N !
∫ π
0
∫ 2π
0
N∏
i=1
dAi
{∫ 2π
0
dui
∫ ∞
0
dωi ε
2I˜2i ωi e
−
∑ β˜ε
2 I˜iω
2
i
}
e−β Uδ(S −
∑
i
sini), (147)
which gives
ZRB =
1
N !
(
2piε
β
)N ∫ π
0
∫ 2π
0
N∏
i=1
dAi I˜ie−β Uδ(S −
∑
i
sini). (148)
The partition function of the Gibbs-canonical ensemble likewise is written as
ΞRB =
1
N !
(
2piε
β
)N ∫ π
0
∫ 2π
0
N∏
i=1
dAi I˜ie−β U−γ˜·S . (149)
The kinetic energy is simply
KRB = NkT. (150)
The ensemble mean of potential energy
URB =
∫ ∏N
i=1 dAi U e−β U−γ˜·S∫ ∏N
i=1 dAi e−β U−γ˜·S
, (151)
in the case of equal couplings and spins will give the same self-consistency equations with VRR, Eq. (122). Therefore
the system is subject to the same phase transitions described in 5.
8 Conclusions
I argue here that the general, VRR Hamiltonian in the time-averaging framework is Eq. (32). It is directly analogous
to rigid-body dynamics. It is a function of canonical variables, namely the Euler angles and their generalized momenta.
The general, VRR equations of motion are Eqs. (38), subject to the constraint (53). The following identifications
ε ≡ IJN/s2 ∼ mN/M and tc ≡ s/JN ∼ taps emerge naturally in the canonical dynamics. They connect properties
of the implicit system –orbiting point masses– on the one hand with the effective system –rigid annular disks– on the
other.
The time-averaging imposes boundaries on the canonical generalized momenta of the resulting canonical phase space,
Eq. (58). The study of statistical mechanics induced by the effective Hamiltonian on this bounded phase space gives
the partition functions (78), (81) and the thermodynamic limit (95). The thermal equilibrium states are a result of the
relaxation of spins’ directions (direction vector of spin of the effective disks), identified with orbital planes’ orientations.
I validate the VRR gravitational phase transitions and suggest their generalization to non-zero values of ε. These
phase transitions occur between ordered phases, at low temperature, and disordered phases, at higher temperature.
I emphasize that the phase transitions are purely gravitational, because no other effect or interaction besides gravity
intervenes unlike for example the case of phase transitions in gravitational systems related to the presence of fermions
or bosons [60, 61]. The gravitational phases encountered here are manifestation solely of the gravitational interaction,
averaged out towards an effective description, in the same sense that magnetic phase transitions are manifestation of
the magnetic interaction or the liquid-gas transitions are manifestation of effective electromagnetic interactions.
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The dependence of spins’ angular velocity dispersion on temperature is given in(135) in the case of a family of bodies
with equal moments of inertia. The dispersion depends on the quantity Iεβ, and is also bounded by a characteristic
VRR dispersion’s value σc, Eq. (137). The boundary value σc is attained in the limit Iεβ → 0. For very small ε values
(dominating central massive object), even equilibria of very ordered states (low T ) acquire the σc value, which persists
at any higher temperature. However, there can always be found a temperature low enough (therefore an equilibrium
ordered enough) such that the boundary lies at infinity. This means in effect that for these states the dispersion (squared)
follows a linear dependence on temperature. For ε & 10−1 the dispersion does not acquire the boundary value, but does
depend on temperature T , for any T . TP , where TP is the phase transition temperature. In addition, because of the
dependence of the dispersion on the moment of inertia, different families of bodies acquire different dispersions on the
same temperature.
I remark that due to the long-range character of the interaction, the system may be trapped in quasi-stationary
states. Just like in the case of Hamiltonian Mean Field Model [58, 59] the system may be subject to violent relaxation
that will result to a quasi-stationary state of the Lynden-Bell type [21]. In such a state the nutation and precession of
orbital planes will be different than the one described here, although the spacial distribution will be the same. This
possibility requires further investigation.
There are many directions in which this analysis can be improved in the future. I can suggest two of them, that will
allow for the results to be more realistically applicable to physical systems. The first is the generalization of the phase
transitions for non-equal couplings. The second is the generalization to the case of families of objects with different
moments of inertia that will allow for more general results be drawn with respect to the dispersion of nutation and
precession.
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A Keplerian Orbits and Apsidal Precession
In this Appendix I review well known material regarding Keplerian orbits and discuss apsidal precession.
A Keplerian bound orbit is an ellipse generated by the evolution of a gravitationally bound, 2-body system consisted
of a body with mass m and another body M , which interact mutually via Newtonian gravitation. Here I assume
that M ≫ m (in our N -body system, the analogue is the ith body with mass mi interacting with the central mass
Mi =M• +M⋆,i, with M⋆,i =M⋆(r < ri)). Due to angular momentum conservation the orbit lies on a plane.
Consider a barycentric coordinate system, where I denote r the distance between the two bodies and ψ the angle
between the position of m and a reference direction on the same plane, with origin the barycentre. The 2-body
Hamiltonian may be written in this system as HK = (1/2)µ(r˙
2 + r2ψ˙2) − GµMtot/r, where Mtot = M +m ≃ M and
µ = mM/Mtot ≃ m and therefore
HK =
1
2
m
(
r˙2 + r2ψ˙2
)
− k
r
, k = GmM. (152)
The subscript “K” accounts for “Keplerian”. The angular momentum conservation
LK = mr
2ψ˙ (153)
allows for elimination of ψ and introduction of the effective spherical potential
Ueff(r) =
L2K
2mr2
− k
r
. (154)
The Hamiltonian may now be decomposed as
HK(r, r˙) =
1
2
mr˙2 + Ueff(r) = EK = const. (155)
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Since 2(E − Ueff(r))/m = r˙2 ≥ 0, the orbit is bound by two values
rp ≤ r ≤ ra (156)
called periastron (rp) and apoastron (ra) defined by
EK − Ueff(rp,a) = 0. (157)
We get the solutions
rp = a(1− e), ra = a(1 + e), (158)
where the constants a, e are defined by
a ≡ − k
2EK
, e ≡
√
1 +
2EKL2K
mk2
. (159)
We will need several times in the followings the equations
EK − Ueff = −EK
r2
(ra − r)(r − rp) = mk
2
2L2K
(
e2 − x2) , x = L2K
mkr
− 1 (160)
The energy constraint gives
dr
dt
= ±1
r
√
k
ma
(ra − r)(r − rp) = ± k
Lk
√
e2 − x2. (161)
Combining with Eq. (153) in the form
dψ
dt
=
LK
mr2
, (162)
we get the differential equation of the orbit
dψ = ± LK√
2m
r−2√
EK − Ueff(r)
dr = ±
√
L2Ka
km
r−1√
(ra − r)(r − rp)
dr = ∓ 1√
e2 − x2 dx. (163)
This may be integrated straightforwardly by use of the integral∫
dx√
e2 − x2 = arcsin
(x
e
)
(164)
and get
r(ψ) =
a(1− e2)
1 + e cosψ
, (165)
where we used (159). This is the equation of an ellipse with semi-major axis a and eccentricity e. We assumed the initial
condition r(ψ = 0) = rp, equivalently x(0) = e. Equation (159) gives the Keplerian energy and angular momentum of
the system with respect to the semi-major axis and eccentricity as
EK = −GmM
2a
(166)
LK = m
√
GMa(1− e2). (167)
The binding energy of the binary is equal to Eb = |EK |.
We may define the orbital period torb as the time needed to return to rp starting from this point. Using Eq. (161)
we can calculate the period as
torb = 2
√
ma
k
∫ ra
rp
r√
(ra − r)(r − rp)
dr = 2
√
a
GM
∫ ra−rp
0
r + rp√
r((ra − rp)− r)
dr. (168)
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The integrals
In(A) =
∫ A
0
rn√
r(A− r)dr (169)
are related to the beta function
In(A) = AnB(n+ 12 , 12 ) = An
Γ(12 )Γ(n+
1
2 )
Γ(n+ 1)
= pi
An
4n
(2n)!
(n!)2
, (170)
where Γ is the gamma function. It is now straightforward to get
torb = 2
√
a
GM
(I1(2ea) + a(1− e)I0(2ea)) (171)
which gives for Keplerian orbits
torb,K = 2pi
√
a3
GM
. (172)
The line connecting rp (periapsis) and ra (apoapsis) is called the line of apsides. During one orbital period the line
of apsides is dislocated by an angle ∆ψaps = 2pi − ψaps(torb) that may be calculated by use of equations (163) as
∆ψaps = 2pi − 2 LK√
2m
∫ ra
rp
r−2√
EK − Ueff(r)
dr. (173)
For Keplerian orbits we get straightforwardly by use of the integral (164) that
∆ψaps,K = 2pi − 2
∫ +e
−e
1√
e2 − x2 dx = 0. (174)
In case that ∆ψaps 6= 0 we say that the orbit is subject to apsidal precession. The apsidal precession period is then
taps =
2pi
∆ψaps
torb. (175)
We are interested in the apsidal precession induced to an orbit by the collective effect of the (Newtonian) gravitation
from other bodies of the cluster. Let us assume that this effect amounts to an external effective spherical potential,
which mimics the effect of an additional constant angular momentum induced externally to the system
Uext =
L2ext
2mr2
(176)
and therefore acts as an additional centrifugal force
Fext(r) = − d
dt
(
L2ext
2mr2
)
=
L2ext
mr3
. (177)
The angular momentum of the body is preserved
L = mr2ψ˙ = const. (178)
and the Hamiltonian may be written as
H =
1
2
mr˙2 + Ueff(r) = E = const., (179)
where now
Ueff(r) =
L2(1 + η2)
2mr2
− k
r
, (180)
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and
η =
Lext
L
. (181)
In direct analogy with the Keplerian orbit, we get that the orbit is bounded due to E − Ueff(r) ≥ 0 which gives now
rp,R ≤ r ≤ ra,R, (182)
with
rp,R = aR(1− eR), ra,R = aR(1 + eR), (183)
where ‘R’ stands for “Rosette” for reasons to be understood later and
aR ≡ − k
2E
, eR ≡
√
1 +
2EL2
mk2
(1 + η2). (184)
The differential equation of the orbit is now
dψ = ± L√
2m
r−2√
E − Ueff(r)
dr = ±
√
L2aR
km
r−1√
(ra,R − r)(r − rp,R)
dr = ∓ 1√
1 + η2
1√
e2 − x2 dx. (185)
Just like in the Keplerian case this equation can be integrated to give the equation of the orbit
r(ψ) =
aR(1 − e2R)
1 + eR cos (Hψ)
, H =
√
1 + η2. (186)
This equation describes an in-plane precessing orbit, which forms the shape of a rosette. The energy and angular
momentum of the body are
E = −GmM
2aR
(187)
L = m
√
GMaR(1− e2R). (188)
The orbital period is equal to that of a Keplerian orbit with semi-major axis aR
torb = 2pi
√
a3R
GM
. (189)
Let us calculate the period of precession taps. We have by Eq. (173)
∆ψaps = 2pi − 2 1√
1 + η2
∫ +e
−e
1√
e2 − x2 dx, (190)
which gives
∆ψaps = 2pi
(
1− 1√
1 + η2
)
. (191)
Therefore
taps =
(
1− 1√
1 + η2
)−1
torb, (192)
which allows us also to express H as
H =
(
1− torb
taps
)−1
. (193)
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(a)
taps
torb
= 5, ∆t = 10taps (b)
taps
torb
=
√
28, ∆t = 10taps (c)
taps
torb
= 100, ∆t = taps
Figure 4: The orbit is closed if taps/torb is a rational number (a). If it is irrational then after a few precession periods
the orbit resembles an annular disk as in (b). In (c) we set the apsidal precession period to be much longer than the
orbital period and demonstrate that the resulting orbit resembles an annular disk within a single precession period. In
all cases we set aR(1− e2R) = 1, eR = 0.5.
The orbit defined by Eq. (183) is a rosette. If the ratio (taps/torb) is a rational number then the rosette closes after
time interval equal to taps as in Figure 4(a). In the overwhelmingly more probably case that (taps/torb) is irrational the
rosette is non-closing and after a few apsidal precession periods the system resembles an annular disk as in Figure 4(b).
In Figure 4(c) I show that if taps ≪ torb, then within one precession period the orbit resembles an annular disk.
Note that the apsidal precession angular velocity is not constant in time, but equals
ωaps(t) = η
L
mr(t)2
. (194)
It represents the angular velocity of the special rotating frame of reference at which the orbit would appear as a Keplerian
ellipse.
B Time-average of Kinetic Terms
In this Appendix we calculate the time-average of the kinetic terms (17), (18) and binary term 19) in the caseM• ≫ mN ,
which refers to nearly-Keplerian orbits with torb ≪ taps. Since the apsidal precession proceeds very slowly we can
integrate independently first over torb and then over taps.
We first calculate the normal term K⊥. We assume that v⊥,i = ω⊥r and assume that ω⊥ consider variations of ω⊥
at timescales longer than the averaging timescales. We have
KVR =
∑
i
1
2
miω
2
⊥,i
(
1
2pi
1
torb,i
∫ 2π
0
dψaps
∫ torb
0
ri(t)
2dt
)
=
∑
i
1
2
miω
2
⊥,i
(
1
torb,i
∫ torb
0
ri(t)
2dt
)
, (195)
where we assumed that the apsidal precession is so slow that r(t)i is independent from ψaps. The ri(t) describes the
Keplerian ellipse Eq. (165) and we may use the results from Appendix A. We have by use of equations (161), (158) that
KVR =
∑
i
1
2
miω
2
⊥,i
1
2pi
√
GMi
a3i
2
∫ ra,i
rp,i
r2i
r˙i
dri =
∑
i
1
2
miω
2
⊥,i
1
piai
∫ 2eiai
0
(ri + rp,i)
3√
ri(2eiai − ri)
dri. (196)
Using the integrals (170) it is straightforward to get
KVR =
∑
i
1
2
Iiω
2
⊥,i, (197)
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where
Ii =
1
2
mia
2
i
(
1 +
3
2
e2i
)
. (198)
This is the moment of inertia of an annular disk rp ≤ r ≤ ra, about any of its diameters, with surface density
σ(r) =
1
2pi2a
1√
(ra − r)(r − rp)
. (199)
The calculation of the planar term (spin) is straightforward. It equals the sum of mean kinetic energy of Keplerian
orbits
K‖ =
∑
i
GmiMi
2ai
= const. (200)
If we interpret this energy as the sum of spinning energies of the effective annular disks calculated above, we have
K‖ =
∑
i
Iiω
2
‖,i, (201)
where the constant effective angular velocity is given by
ω‖,i =
√
GMi
2a3i
(
1 +
3
2
e3i
)−1/2
. (202)
Using (200), (166), the binary term (19) is straightforwardly given by
Us = −
∑
i
GmiMi
ai
= const. (203)
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