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GENERATING MONOTONE QUANTITIES FOR THE HEAT EQUATION
JONATHAN BENNETT AND NEAL BEZ
Abstract. The purpose of this article is to expose and further develop a simple yet surprisingly
far-reaching framework for generating monotone quantities for positive solutions to linear heat equa-
tions in euclidean space. This framework is intimately connected to the existence of a rich variety
of algebraic closure properties of families of sub/super-solutions, and more generally solutions of
systems of differential inequalities capturing log-convexity properties such as the Li–Yau gradient
estimate. Various applications are discussed, including connections with the general Brascamp–Lieb
inequality and the Ornstein–Uhlenbeck semigroup.
To Michael Cowling on his 65th birthday.
1. Introduction
The identification of functionals which vary monotonically as their inputs flow according to a given
evolution equation is generally considered to be more of an art than a science. Such monotonicity
results have many consequences and, in particular, allow for a deeper understanding of a variety
of important inequalities in analysis through what is often described as the semigroup method, or
semigroup interpolation. This method, which will be illustrated several times throughout this paper,
has been extraordinarily effective across mathematics, impacting on areas such as information theory,
kinetic theory, geometric analysis and harmonic analysis; see for example the articles [6], [32], [42],
[53] and [14], along with the forthcoming discussion in Section 6.
The purpose of this paper is to describe and develop a simple framework within which a rich variety
of monotone quantities for positive solutions of the heat equation on Rn may be “generated”. As will
become apparent, this framework turns out to be particularly effective within geometric aspects of
harmonic analysis.1
Often the monotonicity of a functional under a diffusion semigroup, such as the heat semigroup,
is a consequence of an underlying convexity/concavity property. The simplest situation is when the
functional itself is convex/concave. Arguing formally, suppose that a functional F (acting on functions
on Rn say) is concave – that is,
F
(
f + g
2
)
≥ F(f) + F(g)
2
,
and translation-invariant – that is,
F(f(· − a)) = F(f) for all a ∈ Rn.
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derivatives of solutions, such as many classical Lyapunov functionals.
1
2 JONATHAN BENNETT AND NEAL BEZ
If u : R+ × Rn → R+ solves the heat equation ∂tu = ∆u, that is u = Ht ∗ f where Ht is the heat
kernel on Rn, then
F(Ht ∗ f) = F
(∫
f(· − y)Ht(y)dy
)
≥
∫
F(f(· − y))Ht(y)dy = F(f);
thus by the semigroup property of Ht we conclude that t 7→ F(u(t, ·)) is nondecreasing. It should be
noticed that Ht could be replaced by any positive mass-preserving convolution semigroup here. As a
result the use of such a functional in semigroup interpolation will tend to generate an inequality with
a very large class of extremisers (such as Ho¨lder’s inequality for example). Typically the inequalities
of interest in analysis have very special extremisers and are thus associated with functionals that
are not convex/concave. In the next section we describe an approach to generating more interesting
monotone quantities; see [16] for the origins of this. This will be somewhat expository in nature, with
our main contributions contained in the more sophisticated framework described in Section 3. Some
proofs will be collected in Section 4, followed by further results and remarks in Sections 5 and 6.
2. An algebraic approach
In what follows it will be convenient, and sometimes necessary, to consider more general heat equa-
tions of the form
(1) ∂tu = div(A
−1∇u)
where A is a (symmetric) positive-definite matrix. This will allow for different diffusion coefficients
and more general anisotropic flows. The reader may wish to bear in mind the particular case where
A is a multiple of the identity, as much of what follows is applicable in that case.
Our approach is based on two simple observations. The first is that if u : R+ × Rn → R+ is a
(sufficiently regular) supersolution of (1), that is,
(2) ∂tu ≥ div(A−1∇u),
then
(3) t 7→
∫
Rn
u(t, x) dx
is nondecreasing.2 This is a straightforward consequence of the divergence theorem, since (again, if u
is sufficiently regular),
d
dt
∫
Rn
u(t, x) dx =
∫
Rn
∂tu(t, x) dx ≥
∫
Rn
div(A−1∇u) dx = 0.
The second observation is that families of supersolutions are (algebraically) closed under many more
operations than families of genuine solutions. For example, if u1, u2 are supersolutions of (1) then
their geometric mean u˜ := u
1/2
1 u
1/2
2 is also a supersolution. This is a consequence of the elementary
identity
∂tu˜− div(A−1∇u˜)
u˜
=
1
2
(
∂tu1 − div(A−1∇u1)
u1
+
∂tu2 − div(A−1∇u2)
u2
)
+
1
4
〈
A−1
(∇u1
u1
− ∇u2
u2
)
,
(∇u1
u1
− ∇u2
u2
)〉
.
2Or, more generally, the quantity t 7→
∫
Rn
u(t, x)w(x) dx is nondecreasing for any (sufficiently regular) “A-
subharmonic” (− div(A−1∇w) ≤ 0) weight w.
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Notice that the monotonicity of the quantity∫
Rn
u
1/2
1 u
1/2
2
is an immediate consequence of these two observations, as is for example, the quantity
(4)
∫
Rn
u
1/4
1 u
1/4
2 u
1/2
3 ,
by a repeated application of the closure property. Here u1, u2, u3 are suitably regular solutions to the
heat equation. As a result, provided there are enough closure properties of this type, a wide variety
of monotone quantities such as (4) may be generated algebraically.
Fortunately there are many more algebraic closure properties of families of supersolutions. Below we
collect together a variety of such properties, beginning with the most elementary that also preserve
genuine solutions. In what follows the differential operators div, ∇ and ∆ should be understood to
act in the number of variables dictated by context.
2.1. Positive linear combinations. If u1, u2 are supersolutions of (1) and λ1, λ2 > 0 then u˜ :=
λ1u1 + λ2u2 is also a supersolution.
2.2. Tensor products. If ∂tu1 ≥ div(A−11 ∇u1) and ∂tu2 ≥ div(A−12 ∇u2), then ∂tu˜ ≥ div((A1 ⊕
A2)
−1∇u˜), where u˜ := u1 ⊗ u2.
2.3. Compositions with linear transformations. Suppose that L is an invertible linear transfor-
mation on Rn. Then for the spatial composition u˜ := u ◦ L,
∂tu ≥ div(A−1∇u) ⇒ ∂tu˜ ≥ div((L∗AL)−1∇u˜).
In particular, if L is orthogonal with respect to the inner product 〈x, y〉A := 〈Ax, y〉, then u is a
supersolution to (1) if and only if u˜ is.
2.4. Concave images. Suppose that B : Rm+ → R+ is nondecreasing (in the sense that ∂jB ≥ 0 for
each j = 1, . . . ,m) and is concave (that is, the hessian D2B is negative semidefinite). If u1, . . . , um
are supersolutions of (1) then u˜ := B(u1, . . . , um) is also a supersolution of (1). This is a direct
consequence of the identity
(5) ∂tu˜− div(A−1∇u˜) =
m∑
j=1
∂jB(u)(∂tuj − div(A−1∇uj))−
n∑
ℓ=1
〈D2B(u)Xℓ, Xℓ〉,
where u := (u1, . . . , um) and the jth component of X
ℓ ∈ Rm is equal to the ℓth component of
A−1/2∇uj. Examples include the generalised geometric mean B(x) = xp11 · · ·xpmm , where the pj ≥ 0
are such that p1 + · · ·+ pm = 1, and harmonic addition B(x) = (x−11 + · · ·+ x−1m )−1. In this context
the function B is sometimes referred to as a Bellman function; see [40].
2.5. Anisotropic geometric means. The particular example of geometric means above may be
extended to a certain directional setting provided we permit the diffusion matrix A to change with
j. For each j = 1, . . . ,m suppose that Lj : R
n → Rnj is a surjective linear transformation and pj is
a nonnegative exponent. Suppose further that, for each j = 1, . . . ,m, Aj is a positive definite linear
transformation on Rnj such that
(6) M :=
m∑
j=1
pjL
∗
jAjLj
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is invertible3, and
(7) LjM
−1L∗j = A
−1
j .
Then, for
u˜ :=
m∏
j=1
(uj ◦ Lj)pj
we have that
(8) ∂tuj ≥ div(A−1j ∇uj) for all j = 1, . . . ,m ⇒ ∂tu˜ ≥ div(M−1∇u˜).
This is a direct consequence of the identity
∂tu˜− div(M−1∇u˜)
u˜
=
m∑
j=1
pj
(
∂tuj − div(A−1j ∇uj)
uj
)
+
m∑
j=1
pj
〈
L∗jAjLj(wj − w), (wj − w)
〉
,
which may be seen from a careful inspection of the proof of Proposition 8.9 in [20]. Here wj ∈ Rn is
any vector satisfying AjLjwj = ∇(log uj) ◦ Lj, such as
(9) wj := L
∗
j(LjL
∗
j )
−1A−1j ∇(log uj) ◦ Lj , and w :=M−1
m∑
j=1
pjL
∗
jAjLjwj .
This closure property, which is of course a generalisation of Closure Property 2.3, immediately recovers
the monotonicity of
t 7→
∫
Rn
m∏
j=1
(uj ◦ Lj)pj
established in [30] and [20]. This monotonicity generates the celebrated geometric Brascamp–Lieb
inequality of Ball [3] and Barthe [4], [5] by semigroup interpolation; see [30] and [20] for further
details. An important special case is the hypercontractive inequality for the Ornstein–Uhlenbeck
semigroup.
Example 2.1 (Hypercontractivity of the Ornstein–Uhlenbeck semigroup). Let
dγ(y) =
1
(2π)n/2
e−
1
2 |y|
2
dy
be the normalised gaussian measure on Rn, and let L be the differential operator
L = ∆− 〈x,∇〉.
Associated to this operator is the Ornstein–Uhlenbeck flow
esLF (x) =
∫
Rn
F (e−sx+
√
1− e−2sy) dγ(y)
which is well-known to satisfy the hypercontractivity inequality (see [48])
(10) ‖esLG‖Lq(dγ) ≤ ‖G‖Lp(dγ)
for any 1 < p < q <∞ and s > 0 which satisfy
(11) e2s =
q − 1
p− 1 .
The hypercontractivity inequality may be reduced via duality to∫
R2n
B(F1 ◦ L1, F2 ◦ L2) dγ ≤ B
(∫
Rn
F1 dγ,
∫
Rn
F2 dγ
)
3By taking traces and summing this reveals p1n1 + · · ·+ pmnm = n as a necessary condition.
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for nonnegative Fj ∈ L1(dγ), with
B(x1, x2) = x
α1
1 x
α2
2 ,
where (α1, α2) = (
1
q′ ,
1
p ), Lj : R
2n → Rn are given in block form by
L1 = (In 0) and L2 = (ρIn
√
1− ρ2In),
and ρ = e−s. When formulated in this way, the hypercontractivity inequality is a consequence of the
following monotonicity property proved by Ledoux in [41] (see [38] for a similar approach).
Theorem 2.2. Let Fj ∈ L1(dγ) be nonnegative and Uj(t, ·) = etLFj for j = 1, 2. If
U˜(t, x) = B(U1(t, L1x), U2(t, L2x)),
then
(12) t 7→
∫
R2n
U˜(t, ·) dγ
is nondecreasing for t > 0.
If uj is given by
e−
1
2 |x|
2
Uj(t, x) = e
ntuj(
1
2e
2t, etx)
then it is easily verified that ∂tuj = ∆uj , and we shall show that Theorem 2.2 is a consequence of
the closure property (8) for an appropriate choice of mappings Lj and with m = 3 (the remaining
heat-flow arising from the measure dγ). 4
Writing τ = 12e
2t and making the change of variables y = etx reveals that∫
R2n
U˜(t, x) dγ(x) = (2τ)
n
2 (α1+α2−1)
∫
R2n
u1(τ, L1y)
α1u2(τ, L2y)
α2×
exp( 14τ (α1|L1y|2 + α2|L2y|2 − |y|2))
(4πτ)
n
2
dy.
Making the change of variables z = (L1y, L2y) leads to∫
R2n
U˜(t, x) dγ(x) =
(2π)
n
2 (1−α1−α2)
(1− ρ2)n2
∫
R2n
u1(τ, L1z)
α1u2(τ, L
⊥
1 z)
α2u3(τ, L3z)
α3 dz,
where L⊥1 = (0 In), u3(t, ·) = et∆δ0, α3 = 2− α1 − α2 and
L3 = [(1 +
1
q − 1p )(q − p)]−1/2(( pq′ )1/2 In − ( qp′ )1/2 In).
Observe that
M := α1L
∗
1L1 + α2(L
⊥
1 )
∗L⊥1 + α3L
∗
3L3 =
1
1− ρ2
(
In −ρIn
−ρIn In
)
is clearly invertible with
M−1 =
(
In ρIn
ρIn In
)
.
From this, straightforward calculations show that
L1M
−1L∗1 = L
⊥
1 M
−1(L⊥1 )
∗ = L3M
−1L∗3 = In.
Thus, by (8), u˜ given by
u˜(τ, z) := u1(τ, L1z)
α1u2(τ, L
⊥
1 z)
α2u3(τ, L3z)
α3
is a supersolution for the heat equation ∂τu = div(M
−1∇u) on R2n, from which Theorem 2.2 follows.
4Moreover, our argument shows that Theorem 2.2 holds for suitably regular supersolutions of the Ornstein–Uhlenbeck
equation, the resulting uj
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2.6. Convolution-based operations. This example is rather different from the previous ones as it
involves a non-pointwise (and non-local) operation. As with Closure Property 2.5 we will need to
consider different diffusion matrices, although in this case they will necessarily be multiples of the
identity. Let n ≥ 1 and 0 < p, p1, p2 < ∞ satisfy 1p1 + 1p2 = 1 + 1p , and 0 ≤ σ, σ1, σ2 < ∞ satisfy
p1p
′
1σ1 = p2p
′
2σ2 and σp = σ1p1 + σ2p2 (for example σj =
1
pj |p′j |
, σ = 1p|p′| ). Finally define u˜ in terms
of u1, u2 : R+ × Rn → R+ by
u˜1/p = u
1/p1
1 ∗ u1/p22 ,
where convolution is taken with respect to the spatial variables on Rn. It is shown in [16] that if pj ≥ 1
and ∂tuj ≥ σj∆uj for j = 1, 2, then ∂tu˜ ≥ σ∆u˜. A similar statement is also obtained for subsolutions
provided pj ≤ 1; that is, if ∂tuj ≤ σj∆uj for j = 1, 2 then ∂tu˜ ≤ σ∆u˜.5 By semigroup interpolation
these statements quickly lead to the sharp forward and reverse Young’s convolution inequalities (the
sharp forward inequality due to Beckner [12] and Brascamp–Lieb [28], and the sharp reverse inequality
due to Brascamp–Lieb [28]). An interesting historical discussion of semigroup interpolation in related
contexts, tracing back to the work of Stam [49] in the late 1950’s, may be found in [51]; see also the
forthcoming Remark 4.1.
The Closure Properties 2.1–2.6 may be combined and iterated to generate a number of interesting
and nontrivial monotone functionals from the point of view of geometric and harmonic analysis. For
example, they quickly lead to direct heat-flow proofs of the sharp forward and reverse forms of the
iterated sharp Young’s convolution inequality, and thus certain sharp forms of the Hausdorff–Young
inequality; see [16]. Also noteworthy are the sharp Strichartz inequalities for the time-dependent free
Schro¨dinger equation in spatial dimensions one and two; for example it is well known (see [35] and
[39]) that
(13) ‖eis∆f‖L4s,x(R×R2) ≤ 2−1/2‖f‖L2(R2),
with equality occurring precisely on gaussians f . For this we have the representation formula
‖eis∆f‖4L4s,x(R×R2) =
1
4
∫
O
∫
(R2)2
f ⊗ f(ρx)f ⊗ f(x) dxdρ,
which has its origins in [39]; here O is the group of isometries of R4 fixing the directions (1, 0, 1, 0)
and (0, 1, 0, 1), and dρ is the right-invariant Haar probability measure on O. If u is a positive solution
(or indeed supersolution) to the heat equation ∂tu = ∆u on R
2, and u˜ : R+ × R4 → R+ is given by
u˜ :=
1
4
∫
O
(u⊗ u)1/2(ρx)(u ⊗ u)1/2(x) dρ,
then using Closure Properties 2.2, 2.3, 2.4 and 2.1 in sequence, we find that the function u˜ is also a
supersolution. As a consequence the quantity
t 7→ ‖eis∆(u1/2)‖4L4s,x(R×R2) =
∫
(R2)2
u˜
is nondecreasing for (suitably regular) solutions u of the heat equation. Comparing the limiting
behaviour of this as t → 0 and t → ∞ is quickly seen to recover (13); see [18] for the origins of this
argument.
The main purpose of this paper is to explore how these algebraic closure properties may be adapted to
handle more sophisticated systems of differential inequalities featuring natural log-convexity estimates,
such as the well-known Li–Yau gradient estimate. This will allow us to generate wider classes of
monotone quantities which rely on such additional convexity ingredients. This approach is already
touched upon in [16], and implicitly in [20].
5Strictly speaking, for u˜ to be sufficiently regular (and even defined at all) the above closure properties require
additional technical ingredients – see [16] for further discussion.
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3. Algebraic properties of systems of differential inequalities
As we have seen through the algebraic closure properties described so far, classes of supersolutions
of the heat equation (1) exhibit much less rigid structure than classes of genuine solutions. While
focusing exclusively on supersolutions has proved to be of some benefit from the point of view of
systematically generating monotone quantities, it does unfortunately require us to abandon certain
subtle and potentially useful structural properties enjoyed by genuine solutions. In particular, it is
well known that a genuine solution of (1) satisfies the log-convexity estimate
(14) D2(log u) ≥ −A
2t
(in the sense that D2(log u) + A2t is positive semidefinite), a statement that is equivalent to the log-
convexity of u/HA,t, where
(15) HA,t(x) := det
(
A
4πt
)
e−
〈Ax,x〉
4t
is the heat kernel. We note that on taking the trace of this inequality we obtain the so-called Li–Yau6
gradient estimate [43]
(16) ∆(log u) ≥ − trA
2t
;
see [32] for further discussion of this inequality in the setting of semigroup interpolation. As may be
expected given the explicit role of the heat kernel in (14), simple examples show that a supersolution
need not satisfy the Li–Yau estimate (16) (and thus (14)); for example, direct calculation reveals that
(17) u(t, x) :=
1
(4πt)n/2
(
e
|x|2
4t + e
|x−1|2
4t
)−1
,
which is merely a harmonic mean of translated isotropic heat kernels, is a supersolution of ∂tu = ∆u
((1) with A being the identity) for which (16), and thus (14), fails for every (t, x) ∈ R+ × Rn.
However, in surprisingly many cases the estimate (14) (or alternatively (16)) may simply be imposed
on supersolutions, while maintaining or extending the desired algebraic closure properties. This leads
to algebraic closure properties of a system of differential inequalities incorporating both (2) and (14),
and are described in Subsections 3.1–3.6 below. For ease of comparison, these are structured as in
Subsections 2.1–2.6 in the previous section. Of course these system closure properties generate a
variety of monotone quantities that are not generated by those in Section 2.
As may be expected, the first three closure properties are straightforward to verify and are left to
the reader.
3.1. Positive linear combinations. Let λ1, λ2 > 0 and u˜ := λ1u1 + λ2u2. If
∂tuj ≥ div(A−1∇uj) and D2(log uj) ≥ −A
2t
for j = 1, 2, then
∂tu˜ ≥ div(A−1∇u˜) and D2(log u˜) ≥ −A
2t
.
This follows from the elementary fact that a positive linear superposition of log-convex functions is
log-convex. It should be noticed that this closure property decouples in the sense that
∂tuj ≥ div(A−1∇uj), j = 1, 2 ⇒ ∂tu˜ ≥ div(A−1∇u˜)
6This inequality is naturally formulated in the setting of Riemannian manifolds with nonnegative Ricci curvature,
and many of our conclusions – being local in nature – would appear to hold in such generality. We do not pursue this.
8 JONATHAN BENNETT AND NEAL BEZ
and
D2(log uj) ≥ −A
2t
, j = 1, 2 ⇒ D2(log u˜) ≥ −A
2t
independently. Our next two properties decouple in a similar way.
3.2. Tensor products. Let u˜ := u1 ⊗ u2. If
∂tuj ≥ div(A−1j ∇uj) and D2(log uj) ≥ −
Aj
2t
for j = 1, 2, then
∂tu˜ ≥ div((A1 ⊕A2)−1∇u˜) and D2(log u˜) ≥ −A1 ⊕A2
2t
.
3.3. Compositions with linear transformations. Let u˜ := u ◦ L, where L is an invertible linear
transformation on Rn. If
∂tu ≥ div(A−1∇u) and D2(log u) ≥ −A
2t
then
∂tu˜ ≥ div((L∗AL)−1∇u˜) and D2(log u˜) ≥ −L
∗AL
2t
.
3.4. Concave images. In this context the desired closure property can fail unless we impose a further
condition on the concave function B.
Theorem 3.1. Suppose B : Rm+ → R+ is concave and increasing in each variable. If uj : R+×Rn →
R+ is given such that
∂tuj ≥ div(A−1∇uj)
for all j = 1, . . . ,m, then u˜ := B(u1, . . . , um) satisfies
∂tu˜ ≥ div(A−1∇u˜).
Moreover, if the function Θ : Rm → R, given by
(18) Θ(x1, . . . , xm) := logB(e
x1 , . . . , exm)
is convex and
D2(log uj) ≥ −A
2t
for all j = 1, . . . ,m, then
D2(log u˜) ≥ −A
2t
.
In the absence of the convexity of Θ, the second part of the closure property in Theorem 3.1 may
fail dramatically, as our next result demonstrates. For simplicity we restrict our attention to m = 2.
Theorem 3.2. If B : R2+ → R+ is increasing and homogeneous of degree 1 then the log-convexity
inequality (14) is preserved under B if and only if Θ is convex. Moreover, if the scalar function h :=
Θ(0, ·) is strictly concave, then there exist solutions u1, u2 : R+ × Rn → R+ for which u˜ := B(u1, u2)
fails to satisfy (14) for all (t, x).
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For the concave homogeneous function B(x1, x2) = (x
−1
1 +x
−1
2 )
−1, a routine calculation reveals that
h′′(x) = − e
x
(1 + ex)2
< 0
for all x ∈ R. This explains why the particular supersolution u given by (17) fails to satisfy the Li–Yau
estimate (14) everywhere. However, if we are prepared to sacrifice the full closure property, and focus
only on the immediate monotone quantities, then naturally such considerations involving Θ cease to
be relevant.
The closure property in Theorem 3.1 also decouples as in Closure Properties 3.1–3.3. Our next
closure property, which does not decouple, tells us that we may relax the concavity hypothesis on B
provided we mitigate this with some growth in t.
Theorem 3.3. Suppose B : Rm+ → R+ is twice differentiable, increasing in each variable, and that
there exists λ ≥ 0 such that
(19) D2B(x) ≤ λdiag
(
∂1B(x)
x1
, · · · , ∂mB(x)
xm
)
for all x ∈ Rm+ .
If uj : R+ × Rn → R+ is given such that
∂tuj ≥ div(A−1∇uj) and D2(log uj) ≥ −A
2t
for all j = 1, . . . ,m, then u˜ := t
λn
2 B(u1, . . . , um) satisfies
∂tu˜ ≥ 1
1 + λ
div(A−1∇u˜).
Moreover, if the function Θ : Rm → R given by (18) is convex, then
1
1 + λ
D2(log u˜) ≥ −A
2t
.
Of course such non-autonomous mappings u 7→ u˜ take us out of the realm of monotone functionals
F , as the following corollary clarifies.
Corollary 3.4. Suppose B : Rm+ → R+ is twice differentiable, increasing in each variable, and that
there exists λ ≥ 0 such that (19) holds. Then, for suitable solutions u1, . . . , um : R+ × Rn → R+ of
the heat equation ∂tuj = div(A
−1∇uj), the function
t 7→ tλn2
∫
Rn
B(u1(t, ·), . . . , um(t, ·))
is nondecreasing.
Example 3.5. The simplest interesting example of Theorem 3.3 is the case m = 1, B(x) = xp and
λ = p− 1 for some p ≥ 1. This case follows immediately from the identities
∂tu˜− div(p−1A−1∇u˜)
u˜
= p
(
∂tu− div(A−1∇u)
u
)
+ (p− 1) tr
(
A−1
(
D2(log u) +
A
2t
))
and
D2(log u˜) = pD2(log u),
from which it is clear that the claimed closure property may not be decoupled. In this particular case
Corollary 3.4 may be found in [20].
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Example 3.6. Let p, q ∈ R be such that p ≥ max{1, q}, and let B : R2+ → R+ be given by
B(x) = ‖x‖pℓq .
Then
1
p
(
D2B(x)−(p− 1) diag
(
∂1B(x)
x1
,
∂2B(x)
x2
))
= (q − p)B(x) p−2qp (x1x2)q−2
(
x22 −x1x2
−x1x2 x21
)
which means B satisfies the hypotheses of Theorem 3.3 with λ = p− 1. Consequently, for such p and
q, and for a pair of solutions u1, u2 : R+ × Rn → R+ of the same heat equation, the quantity
t 7→ t (p−1)n2
∫
Rn
(u1(t, x)
q + u2(t, x)
q)
p
q dx
is nondecreasing.
Example 3.6 may also be seen by a two-fold application of the simpler Example 3.5, combined
with Closure Property 3.1. This alternative approach illustrates well the purpose of our algebraic
framework. A further such example, combining Closure Properties 3.1–3.4, leads to the monotonicity
of the quantity
t 7→ tα− 12 ‖eis∆(uα)‖L4s,x(R×R2)
for all α ≥ 1/2 and (suitably regular) solutions u of the heat equation on R2; see Section 2 for further
discussion in the case α = 1/2.
3.5. Anisotropic geometric means.
Theorem 3.7. For each j = 1, . . . ,m suppose that Lj : R
n → Rnj is a surjective linear transformation
and pj a nonnegative exponent. Suppose further that for each j = 1, . . . ,m, Aj is a positive definite
linear transformation on Rnj such that M , defined in (6), is invertible, and
(20) LjM
−1L∗j ≤ A−1j .
Let
u˜ := t
1
2 (
∑
j pjnj−n)
m∏
j=1
(uj ◦ Lj)pj .
If
∂tuj ≥ div(A−1j ∇uj) and D2(log uj) ≥ −
Aj
2t
for all j = 1, . . . ,m, then
∂tu˜ ≥ div(M−1∇u˜) and D2(log u˜) ≥ −M
2t
.
As will be apparent from its proof, Theorem 3.7 decouples if and only if (20) holds with equality for
each j, and under the scaling condition
∑
j pjnj = n. This closure property has implications beyond
that of the simpler Closure Property 2.5. In particular, semigroup interpolation, beginning now at
time t = 1, generates the inequality∫
Rn
m∏
j=1
fj(Ljx)
pjdx ≤
∏m
j=1 det(Aj)
pj/2
det(M)1/2
m∏
j=1
(∫
R
nj
fj
)pj
,
where for each j, the input function fj takes the form HAj ,1 ∗ µj , where HAj ,t denotes the heat
kernel defined by (15), and µj is a positive finite Borel measure on R
nj . As the functions fj are
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each solutions to heat equations at time t = 1, this may be interpreted as a certain regularised (or
discretised) Brascamp–Lieb inequality that permits a sharp formulation. In [20] such inequalities
are used to give a heat-flow proof of Lieb’s fundamental theorem on the exhaustion of the general
Brascamp–Lieb constant by centred gaussians.
3.6. Convolution-based operations. In the context of our convolution-based operations it con-
tinues to be necessary to restrict attention to isotropic flows, where A is a positive multiple of the
identity. (Indeed, if the following closure properties were to hold for an anisotropic flow, then semi-
group interpolation would contradict the known characterisation of extremisers for either the forward
or reverse Young’s convolution inequalities.)
Theorem 3.8. Define u˜ in terms of u1, u2 by u˜
1/p = u
1/p1
1 ∗ u1/p22 where 1p1 + 1p2 = 1 + 1p and
p1, p2 ≥ 1. Suppose σ1p2p′2 = σ2p1p′1 and σp = σ1p1 + σ2p2. Then
(1) If
∂tuj ≥ σj∆uj
for j = 1, 2, then
∂tu˜ ≥ σ∆u˜,
(2) and if
D2(log uj) ≥ − I
2σjt
for j = 1, 2, then
D2(log u˜) ≥ − I
2σt
,
where I denotes the identity on Rn.
It is implicit in the statement of Theorem 3.8 that u1 and u2 satisfy certain technical hypotheses
ensuring that all terms which arise are well-defined (and are satisfied when u1 and u2 are solutions of
the appropriate heat equation); see [16] for further discussion.
The closure property in Theorem 3.8 decouples as in (3.1)–(3.3). However, the main point here is
that Theorem 3.8 may be combined with other system closure properties which may not decouple. For
example, combining with Theorem 3.3 (in the simplest case of Example 3.5) generates the monotonicity
of expressions of the form t 7→ tα‖u1/p11 (t, ·)∗u1/p22 (t, ·)‖Lp(Rn), for 1p1 + 1p2 ≥ 1+ 1p and suitable α ≥ 0;
see [16] for the origins of this.
In the next section we provide proofs of Theorems 3.2, 3.3, 3.7 and 3.8.
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4. Proof of Theorems 3.2, 3.3, 3.7 and 3.8
4.1. Proof of the Theorem 3.3. Let u = (u1, . . . , um) and perform straightforward computations
to get
∂tu˜− 1
1 + λ
div(A−1∇u˜) = tλn2
m∑
j=1
∂jB(u)(∂tuj − div(A−1∇uj)
+
λ
1 + λ
t
λn
2
m∑
j=1
∂jB(u) div(A
−1∇uj)
+
λn
2
t
λn
2 −1B(u)
− t
λn
2
1 + λ
m∑
j,k=1
∂j,kB(u)〈A−1/2∇uj , A−1/2∇uk〉.
Since D2(log uj) +
1
2tA ≥ 0 it follows that the trace of A−1(D2(log uj) + 12tA) is nonnegative and
therefore
div(A−1∇uj) ≥ |A
−1/2∇uj |2
uj
− n
2t
uj.
Hence, applying both hypotheses on each uj, and using that B is increasing in each variable, we obtain
∂tu˜− 1
1 + λ
div(A−1∇u˜) ≥ λ
1 + λ
t
λn
2
m∑
j=1
∂jB(u)
( |A−1/2∇uj |2
uj
− n
2t
uj
)
+
λn
2
t
λn
2 −1B(u)− t
λn
2
1 + λ
m∑
j,k=1
∂j,kB(u)〈A−1/2∇uj , A−1/2∇uk〉
and therefore
∂tu˜− 1
1 + λ
div(A−1∇u˜) ≥ t
λn
2
1 + λ
[ m∑
j=1
λ
∂jB(u)
uj
|A−1/2∇uj |2
−
m∑
j,k=1
∂j,kB(u)〈A−1/2∇uj , A−1/2∇uk〉
]
+
λn
2(1 + λ)
t
λn
2 −1
[
(1 + λ)B(u)−
m∑
j=1
∂jB(u)uj
]
.
The two terms in square brackets are nonnegative as a consequence of our hypothesis (19) on the
hessian of B. For the first square-bracketed term, this is true since
m∑
j=1
λ
∂jB(u)
uj
|A−1/2∇uj|2 −
m∑
j,k=1
∂j,kB(u)〈A−1/2∇uj, A−1/2∇uk〉
=
n∑
ℓ=1
〈(
λdiag
(
∂1B(u)
u1
, · · · , ∂mB(u)
um
)
−D2B(u)
)
Xℓ, Xℓ
〉
where Xℓ ∈ Rm has jth component equal to the ℓth component of A−1/2∇uj.
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For the second term, take x ∈ Rm+ and observe that
〈x,∇〉
(
(1 + λ)B(x) −
m∑
j=1
∂jB(x)xj
)
= λ〈x,∇B(x)〉 −
m∑
j,k=1
∂j,kB(x)xjxk
=
〈(
λdiag
(
∂1B(x)
x1
, · · · , ∂mB(x)
xm
)
−D2B(x)
)
x, x
〉
which is nonnegative thanks to (19). Since B(0) ≥ 0, upon integrating, it follows that
(21) (1 + λ)B(x) −
m∑
j=1
∂jB(x)xj ≥ 0
for all x ∈ Rm+ . Hence ∂tu˜ ≥ 11+λ div(A−1∇u˜).
Finally, to see the closure of the log-convexity inequality, first observe the identity
(D2(log u˜))j,k =
m∑
i=1
∂iΘ(log u)(D
2(log ui))j,k + 〈D2Θ(log u)∂j log u, ∂k log u〉
for the (j, k) component of D2(log u˜). From the convexity of Θ it follows that
n∑
j,k=1
〈D2Θ(log u)∂j log u, ∂k log u〉XjXk
=
〈
D2Θ(log u)
( n∑
j=1
Xj∂j log u
)
,
n∑
k=1
Xk∂k log u
〉
is nonnegative for each X ∈ Rn, and therefore
D2(log u˜) ≥
m∑
i=1
∂iΘ(log u)D
2(log ui).
Each ∂iΘ(log u) is nonnegative since B is increasing in each variable, hence the log-convexity estimate
imposed on each ui implies
D2(log u˜) ≥ −A
2t
m∑
i=1
∂iΘ(log u).
However, it is clear from the definition of Θ that
m∑
i=1
∂iΘ(log x) =
1
B(x)
m∑
i=1
∂iB(x)xi
for each x ∈ Rm+ , and by (21), 11+λD2(log u˜) ≥ −A2t clearly follows.
4.2. Proof of the Theorem 3.2. We begin with two simple observations. The first is that since B
is homogeneous of degree 1,
Θ(s1 + τ, s2 + τ) = τ +Θ(s1, s2)
for all τ, s1, s2 ∈ R. In particular, taking τ = −s1, we obtain Θ(s1, s2) = s1 + h(s2 − s1) where we
recall that h := Θ(0, ·). Thus,
(22) D2Θ(s1, s2) = h
′′(s2 − s1)
(
1 −1
−1 1
)
,
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which is positive semidefinite for all s if and only if h′′ ≥ 0. The second observation, which follows
directly from Euler’s homogeneous function theorem and the definition of Θ, is that ∂1Θ, ∂2Θ ≥ 0
and
(23) ∂1Θ+ ∂2Θ ≡ 1.
From the proof of Theorem 3.3, we have the identity
(24) (D2(log u˜))j,k =
2∑
i=1
∂iΘ(log u)(D
2(log ui))j,k + 〈D2Θ(log u)∂j log u, ∂k log u〉
and the fact that if Θ is convex then the matrix defined by the second term on the right-hand side
is positive semidefinite. Thus, if Θ is convex and u1, u2 satisfy (14), then by (23) it follows that u˜
satisfies (14).
Suppose now that D2Θ(s) fails to be positive semidefinite for some s ∈ R2. By (22) we have that
necessarily h′′(s2 − s1) < 0. For a1, a2 ∈ Rn let u1, u2 : R+ × Rn → R+ be given by
uj(t, x) = e
t∆δaj (x) =
1
(4πt)n/2
e−
|x−aj |
2
4t .
Since ∆(log uj) = − n2t for all (t, x) ∈ R+ × Rn and each j = 1, 2, elementary calculations using
(22)–(24) reveal that
(25) ∆(log u˜) = − n
2t
+ h′′
( |x− a1|2 − |x− a2|2
4t
) |a1 − a2|2
4t2
.
Finally observe that, for any given (t, x), we may choose a1 6= a2 satisfying
|x− a1|2 − |x− a2|2
4t
= s2 − s1
and so ∆(log u˜) < − n2t . From this it follows that if Θ is not convex, then (14) is not preserved. The
final conclusion of Theorem 3.2 is also clear from the above by choosing such u1, u2 with a1 6= a2.
4.3. Proof of Theorem 3.7. A very close inspection of the proof of Proposition 8.9 in [20] reveals
the identity
∂tu˜− div(M−1∇u˜)
u˜
=
m∑
j=1
pj
(
∂tuj − div(A−1j ∇uj)
uj
)
+
m∑
j=1
pj
〈
L∗jAjLj(wj − w), (wj − w)
〉
+
m∑
j=1
pj〈(A−1j − LjM−1L∗j )AjLjwj , AjLjwj〉
+
m∑
j=1
pj tr
(
(A−1j − LjM−1L∗j)
(
D2(log uj) +
Aj
2t
))
,
where wj and w are given in (9). Theorem 3.7 now follows from this identity combined with the more
elementary
D2(log u˜) =
m∑
j=1
pjL
∗
jD
2(log uj)Lj
and the definition of M .
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4.4. Proof of Theorem 3.8. We begin with the closure of the log-convexity estimate. The scalar
version which runs parallel to this closure property (i.e. if ∆(log uj) ≥ − n2σj t for j = 1, 2, then
∆(log u˜) ≥ − n2σt ) was established in [16] (see Theorem 6), however since this is an independent
result, we provide a proof of the matrix version stated in Theorem 3.8 (naturally, following a similar
approach).
We have
u˜2/p
p
∂ij(log u˜) = u˜
1/p∂ij(u˜
1/p)− ∂i(u˜1/p)∂j(u˜1/p)
and depending on which term we apply the derivatives, we have the following alternative expressions
∂ij(u˜
1/p) =

1
p1p2
u
1/p1
1 ∂i(log u1) ∗ u1/p22 ∂j(log u2)
1
p21
u
1/p1
1 ∂i(log u1)∂j(log u1) ∗ u1/p22 + 1p1u
1/p1
1 ∂ij(log u1) ∗ u1/p22
1
p22
u
1/p1
1 ∗ u1/p22 ∂i(log u2)∂j(log u2) + 1p2u
1/p1
1 ∗ u1/p22 ∂ij(log u2).
Hence, for any λ1 and λ2 (to be specified momentarily) we may express
u˜2/p
p
∂ij(log u˜) = I
1
ij + I
2
ij + II
1
ij + II
2
ij + II
3
ij − II4ij
where
I1ij :=
λ1
p1
u˜1/p(u
1/p1
1 ∂ij(log u1) ∗ u1/p22 )
I2ij :=
λ2
p2
u˜1/p(u
1/p1
1 ∗ u1/p22 ∂ij(log u2))
II1ij :=
λ1
p21
u˜1/p(u
1/p1
1 ∂i(log u1)∂j(log u1) ∗ u1/p22 )
II2ij :=
λ2
p22
u˜1/p(u
1/p1
1 ∗ u1/p22 ∂i(log u2)∂j(log u2))
II3ij :=
1− λ1 − λ2
p1p2
u˜1/p(u
1/p1
1 ∂i(log u1) ∗ u1/p22 ∂j(log u2))
II4ij := ∂i(u
1/p1
1 ∗ u1/p22 )∂j(u1/p11 ∗ u1/p22 ).
For arbitrary X ∈ Rn, from the hypothesis D2(log uk) ≥ − I2σkt for the Ikij terms, we have
u˜2/p
p
〈D2(log u˜)X,X〉 ≥ − u˜
2/p
2t
(
λ1
σ1p1
+
λ2
σ2p2
)
|X |2 +N
where the function N : R+ × Rn → R is given by
N :=
λ1
p21
u˜1/p(u
1/p1
1 〈∇(log u1), X〉2 ∗ u1/p22 )
+
λ2
p22
u˜1/p(u
1/p1
1 ∗ u1/p22 〈∇(log u2), X〉2)
+
1− λ1 − λ2
p1p2
u˜1/p(u
1/p1
1 〈∇(log u1), X〉 ∗ u1/p22 〈∇(log u2), X〉)
− 〈∇(u1/p11 ∗ u1/p22 ), X〉2.
Choosing
λk =
( 1
p′
k
1
p′1
+ 1p′2
)2
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it follows that
λ1
σ1p1
+
λ2
σ2p2
=
1
σp
and thus we are left to show that N is a nonnegative function. However, if gk : R+×Rn → R is given
by
gk :=
λ
1/2
k
pk
〈∇(log uk), X〉,
then the pointwise identity
2N(x) =
∫
u
1/p1
1 (x− y)u1/p22 (y)u1/p11 (x− z)u1/p22 (z)×
|g1(x− y) + g2(y)− (g1(x− z) + g2(z))|2 dydz
is readily verified by expanding the square term in the integrand and making use of the fact that
λ
1/2
1 + λ
1/2
2 = 1, from which it is clear that N(x) ≥ 0.
The remaining claim in Theorem 3.8 was proved in [16] from which we may distill the identity
∂tu˜− σ∆u˜
u˜(p−2)/p
=
p
p1
u˜1/p
(
u
1/p1
1
∂tu1 − σ1∆u1
u1
∗ u1/p22
)
+
p
p2
u˜1/p
(
u
1/p1
1 ∗ u1/p22
∂tu2 − σ2∆u2
u2
)
+
1
2
∫
u
1/p1
1 (x− y)u1/p22 (y)u1/p11 (x− z)u1/p22 (z)×
|v1(x− y) + v2(y)− (v1(x− z) + v2(z))|2 dydz,
where vk : R+ × Rn → Rn is given by
vk :=
(
pσk
pkp′k
)1/2
∇(log uk).
In this way we see a striking similarity between the proofs of both closure properties in Theorem 3.8.
Remark 4.1. If we consider n = 1 for simplicity, Toscani [51] observed a beautiful connection between
the nonnegativity of the function N , defined above, and Stam’s heat-flow monotonicity proof in [49]
(see also [22]) of the entropy power inequality
(26) e2H(Y1+Y2) ≥ e2H(Y1) + e2H(Y2)
for independent random variables Y1 and Y2 (with equality for gaussian random variables). Here,
H(Y ) = − ∫
R
f log f is the entropy functional of the random variable Y with probability density f . A
key inequality in the argument of Stam is
(27) α21I(f1) + α
2
2I(f2) ≥ (α1 + α2)2I(f1 ∗ f2)
for probability densities f1, f2, where I(f) =
∫
R
(f ′)2
f is the Fisher information of f , and α1, α2
are constants. One can check that (27) follows from the nonnegativity of N , with fj = u
1/pj , by
multiplying by (f1 ∗ f2)−1 and integrating (see [51] for further details on this perspective).
5. Further results
5.1. Other forms of concavity. As may be expected the Closure Properties 2.4 and 2.5 have a
common generalisation involving a certain directional notion of concavity introduced in this context
by Ledoux [41] and Ivanisvili–Volberg [40]. Here we adopt the terminology from [41].
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Definition 5.1. Given a smooth function B on an open subset of Rm and Γ = (Γj,k), where Γj,k is
an nj × nk matrix, we say that B is Γ-concave if
(28)
m∑
j,k=1
∂j,kB〈Γj,kvk, vj〉 ≤ 0
for all vectors vj ∈ Rnj , j = 1, . . . ,m.
If nj = n and Lj = I for each 1 ≤ j ≤ m then the Γ-concavity of B reduces to
m∑
j,k=1
∂j,kB〈vj , vk〉 =
n∑
ℓ=1
m∑
j,k=1
∂j,kBvj,ℓvk,ℓ =
n∑
ℓ=1
〈D2Bvℓ, vℓ〉 ≤ 0
for all m-tuples of vectors (v1, . . . , vm) ∈ (Rn)m. Here vk,ℓ denotes the ℓth component of vk, and
vℓ = (v1,ℓ, . . . , vm,ℓ) for each k = 1, . . . ,m and ℓ = 1, . . . , n. This is of course equivalent to the
concavity of B in the classical sense.
A simple example of a related closure property is the following:
Theorem 5.2. Suppose B : Rm+ → R+ is twice differentiable and increasing in each variable. For
j = 1, . . . ,m, suppose Lj : R
n → Rnj is an isometry (i.e. LjL∗j = I) and let uj : R+ × Rnj → R+ be
given such that ∂tuj ≥ σ∆uj. If B is Γ-concave, where Γj,k = LjL∗k, then u˜ := B(u1◦L1, . . . , um◦Lm)
satisfies ∂tu˜ ≥ σ∆u˜.
Proof. Define u ◦ L = (u1 ◦ L1, . . . , um ◦ Lm) and observe that
∆u˜ =
m∑
j,k=1
∂j,kB〈LjL∗k(∇uk) ◦ Lk, (∇uj) ◦ Lj〉+
m∑
j=1
∂jB(u ◦ L)∆(uj ◦ Lj).
Since Lj is an isometry, ∆(uj ◦ Lj) = (∆uj) ◦ Lj , and so
(29) ∂tu˜− σ∆u˜ =
m∑
j=1
∂jB(u ◦ L)(∂tuj − σ∆uj)− σ
m∑
j,k=1
∂j,kB〈LjL∗k(∇uk) ◦ Lk(∇uj) ◦ Lj〉,
from which the theorem follows. 
Similar closure properties also hold in the context of Section 3. We refer the reader to [40] and [41]
for further discussion of this notion of concavity and its manifestations in geometric analysis.
5.2. Closure properties for the Ornstein–Uhlenbeck equation. One may equally well adopt
the perspective taken in this paper for supersolutions of Ornstein–Uhlenbeck equations, and in some
circumstances (but not all) the theory is equivalent. Here we content ourselves with some selected
observations in the isotropic case where A = σ−1I for some σ > 0, and the corresponding differential
operator
Lσ = σ∆− 〈x,∇〉.
For solutions U : R+ × Rn → R+ of the Ornstein–Uhlenbeck equation ∂tU = LσU , it is appropriate
to replace (14) with the assumption that U is log-convex. We also observe that if U is a (sufficiently
regular) supersolution
∂tU ≥ LσU
then
t 7→
∫
Rn
U(t, ·) dγσ
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is nondecreasing, where
dγσ(x) =
1
(2σπ)n/2
e−|x|
2/(2σ).
In the case σ = 1 we have L = L1 and dγ = dγ1 introduced earlier in Example 2.1.
The following theorem is the natural analogue of Theorem 3.3.
Theorem 5.3. Suppose B : Rm+ → R+ is twice differentiable and increasing in each variable, and
that there exists λ ≥ 0 such that (19) holds. If Uj : R+ × Rn → R+ is given such that
∂tUj ≥ LσUj and D2(logUj) ≥ 0
for all j = 1, . . . ,m, then U˜ := B(U1, . . . , Um) satisfies
∂tU˜ ≥ L σ
1+λ
U˜ .
Moreover, if Θ : Rm → R given by (18) is convex, then
D2(log U˜) ≥ 0.
Proof. If U = (U1, . . . , Um) then
∂tU˜ − L σ
1+λ
U˜ =
m∑
j=1
∂jB(U)(∂tUj − LσUj)
+
σλ
1 + λ
m∑
j=1
∂jB(U)∆Uj − σ
1 + λ
m∑
j,k=1
∂j,kB(U)〈∇Uj ,∇Uk〉.
Since Uj is log-convex, it follows that Uj∆Uj ≥ |∇Uj |2, and since Bj is increasing in each variable,
we obtain
1 + λ
σ
(∂tU˜ − L σ
1+λ
U˜) ≥ λ
m∑
j=1
∂jB(U)
Uj
|∇Uj |2 −
m∑
j,k=1
∂j,kB(U)〈∇Uj ,∇Uk〉,
which is nonnegative by (19).
Also, as in the proof of Theorem 3.3, if we assume that Θ is convex, then
D2(log U˜) ≥
m∑
i=1
∂iΘ(logU)D
2(logUi).
Since Θ is increasing in each variable, it is clear that the log-convexity of each Ui implies the log-
convexity of U˜ . 
We include the above proof since Theorem 3.3 does not in general appear to imply Theorem 5.3. If
B is homogeneous, then one can establish such an implication using that
e−
1
2σ |x|
2
(∂tU − LσU)(t, x) = e(n+2)t(∂tu− σ∆u)(12e2t, etx)
if
(30) e−
1
2σ |x|
2
U(t, x) = entu(12e
2t, etx).
Applying Theorem 5.3 with B(x) = xp, λ = p− 1 ≥ 0 and U : R+ ×Rn → R+ satisfying ∂tU = LU ,
yields ∂t(U
p) ≥ L1/p(Up), and hence
t 7→
∫
Rn
U(t, ·)p dγ1/p
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is nondecreasing. It is vital that the measure in the above integral depends on p. In fact, if we
substitute with the standard gaussian measure, the quantity
t 7→
∫
Rn
U(t, ·)p dγ
is nonincreasing7. This latter observation reunites us with the hypercontractivity inequality (10) and
implies that the left-hand side of the inequality is nonincreasing in the parameter s (and hence the
well-known fact that the inequality is valid for all s larger than the critical value satisfying (11)).
As described in Example 2.1, the hypercontractivity inequality may be seen as a consequence of Clo-
sure Property 2.5 involving anisotropic geometric means of heat supersolutions via the monotonicity
of the quantity in (12). We observe here that Ledoux’s original proof of this monotonicity may also
be viewed as a closure property of Ornstein–Uhlenbeck supersolutions. For simplicity, we exhibit this
for n = 1 in which case
∂tU˜ − LU˜ =
2∑
j=1
∂jB(∂tUj − LUj)−
2∑
j,k=1
∂jkB〈Γjkvj , vk〉
where
Γ :=
(
1 ρ
ρ 1
)
, vj :=
U ′j ◦ Lj√
2
(
1
1
)
(the meaning of the notation B, ρ, L1 and L2 can be found in Example 2.1). As shown by Ledoux,
B is Γ-concave and hence ∂tUj ≥ LUj for j = 1, 2 implies that ∂tU˜ ≥ LU˜ .
6. Contextual remarks
The idea of using heat-flow monotonicity as a tool traces back to at least the work of Linnik [45] and
Stam [49] in the late 1950s. Linnik gave an information-theoretic proof of the central limit theorem
and Stam was focussed on a rigorous justification of the entropy power inequality (26). The Boltzmann
H-functional is simply a sign change away from the entropy functional, and a short time later, this
connection to collisional kinetic theory was capitalised upon by McKean [46] who built on the work of
Linnik in his study of the approach to equilibrium for Kac’s caricature of a Maxwellian gas. Further
discussion of these early instances in the use of heat-flow monotonicity may be found in Toscani [52].
Subsequent important developments include the work of Bakry–E´mery [2] in the study of hypercon-
tractivity and logarithmic Sobolev inequalities, and Borell [23], [24] in the context of the Pre´kopa–
Leindler and Ehrhard inequalities from geometric analysis. Ideas of Borell were taken up by Barthe–
Cordero-Erausquin [7] and Barthe–Huet [10], resulting in a heat-flow argument which simultaneously
yields the sharp forward and reverse Brascamp–Lieb inequalities (see [4], [5] for further details on the
reverse inequality). This approach is based on the preservation of appropriate functional inequalities
under heat-flow, but appears to be different from the heat-flow proofs of the (forward) Brascamp–
Lieb inequalities in [30] and [20] (and hence Closure Property 2.5). Substantial further developments
have also been made in Brascamp–Lieb-type inequalities outside the realm of euclidean space; see, for
example, [8], [9], [30].
The choice of flow is often dictated by the nature of extremisers of an underlying inequality, and
whilst gaussian, heat-flow is an obvious candidate. Naturally, the semigroup technique has also been
fruitful in the context of other flows. For example, Carlen–Carrillo–Loss [29] employed a nonlinear flow
7This can be seen, for example, using (30) to convert to heat-flow, and then identity (5) with the convex function
B(x1, x2) = x
p
1
x
1−p
2
.
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based on fast-diffusion in proving a certain case of Lieb’s sharp Hardy–Littlewood–Sobolev inequality
[44] (see also [33]). We also mention some very recent work of Dolbeault–Esteban–Loss [34] where it
was shown how nonlinear flows of this (porous media) type on smooth compact connected Riemannian
manifolds without boundaries may be used to establish the rigidity of certain elliptic PDE in such a
geometric setting.
The purpose of this discussion is to provide a sense of context for the current work, rather than to
provide a comprehensive historical account of major developments. The enthusiastic reader is again
encouraged to look at the surveys [6], [32], [42] and [14] for further examples and yet broader perspec-
tive. We continue this section with rather more focussed contextual remarks concerning the interface
with harmonic analysis, and we close by identifying certain basic limitations of the perspectives of the
current paper.
6.1. Discrete flows and induction-on-scales. Despite our attempt to systematise the identifi-
cation of monotone quantities for heat-flow, the viability of semigroup interpolation as a means to
establish a given functional inequality remains very far from clear in most situations (a good example,
which appears to be beyond the scope of this article, is the heat-flow proof of the (non-endpoint)
multilinear Kakeya inequality in [21]). However, in some circumstances at least, certain more robust
discrete analogues of this semigroup method, whereby the exact monotonicity property is weakened
to a suitable recursive inequality across discrete time scales, appear to be more effective. This dis-
crete “monotonicity”, often referred to as the method of induction-on-scales, has been very effective
in harmonic analysis in recent years; see for example [13], [15], [17], [19], [26], [27], [37], where this
perspective is developed in the context of a variety of useful generalisations of the Brascamp–Lieb
inequality. Earlier instances in harmonic analysis, where this connection is somewhat less explicit,
begin with [25]; see also the examples [54] and [50] (Proposition 3.3).
It is also appropriate to mention discrete flows of a rather different nature which have arisen in
a variety of contexts. The monotonicity of entropy along the central limit theorem is manifestly
concerned with a discrete evolution and this problem (often called Shannon’s problem) was resolved
by Artstein et al. in [1]. The central limit theorem itself was used as a tool to establish Nelson’s
hypercontractivity inequality by Gross [36] and similar ideas were used by Beckner [11], [12] in order
to prove that gaussians extremise the Hausdorff–Young inequality for the Fourier transform on Rn.
An example of a discrete flow which is arguably rather more intimately connected with the semigroup
method may be found in work of Carlen–Loss [31], where a discrete-flow proof of Lieb’s sharp Hardy–
Littlewood–Sobolev inequality [44] was found. Here, the flow is cleverly constructed by alternatively
applying the action of a certain conformal transformation with the action of spherical symmetric
decreasing rearrangement, to produce a sequence of functions converging strongly to an extremiser
(for any positive input). We also note that there is an intimate connection between such induction-
on-scales arguments and the Bellman function technique, which has proved to be immensely powerful
in modern harmonic analysis; see [47], for example.
6.2. Basic limitations. While perhaps surprisingly powerful, our algebraic framework for generating
monotone quantities for positive solutions of the heat equation has some important limitations. First
of all, it will only generate quantities (or functionals) that are monotone on solutions if they are also
monotone on (certain) supersolutions. This can have some unfortunate consequences. For instance,
for solutions u, quantities of the form ∫
Rn
B(u(t, x)) dx
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are invariant (modulo harmless additive constants) under subtracting linear terms from the mapping
B, while for supersolutions they are not. For example, the quantity(∫
Rn
u
1/2
1 u
1/2
2
)2
−
∫
Rn
u1
∫
Rn
u2 =
∫
Rn
∫
Rn
(
(u1 ⊗ u2)1/2(u2 ⊗ u1)1/2 − u1 ⊗ u2
)
is monotone on solutions, but is not necessarily monotone on supersolutions. Typically we run into
such difficulties whenever a functional involves “differences”. For example, if u1, u2 are genuine solu-
tions then
Qp(t) :=
(∫
Rn
u
1/p
1 u
1/p
2
)2
−
∫
Rn
u
2/p
1
∫
Rn
u
2/p
2
=
∫
Rn
∫
Rn
(
(u1 ⊗ u2)1/p(u2 ⊗ u1)1/p − (u1 ⊗ u2)2/p
)
=− 1
2
∫
Rn
∫
Rn
(
(u1 ⊗ u2)1/p − (u2 ⊗ u1)1/p
)2
satisfies
Q′p(t) =
2
p
(
1− 1
p
)∫
Rn
u
1/p
1 u
1/p
2
∫
Rn
|v1 − v2|2u1/p1 u1/p2
+
2
p
(
2
p
− 1
)∫
Rn
∫
Rn
|u1(x)1/pu2(y)1/pv1(x) − u2(x)1/pu1(y)1/pv2(x)|2 dxdy,
and is thus nondecreasing for any 1 ≤ p ≤ 2. Here vj = ∇(log uj). Again, Qp is not in general
nondecreasing on supersolutions u1, u2.
8 This limitation is reflected in the first order (monotonicity)
condition imposed on the function B in Closure Property 2.4, which is an unavoidable concession to
our algebraic framework (of course, unlike the concavity hypothesis, this condition is not invariant
under linear changes of variables involving differences). As a result, another important non-example
is the entropy functional − ∫
Rn
f log f , which for similar reasons is monotone on solutions, but not in
general on supersolutions.
For similar reasons it also unclear how to incorporate derivatives into such an algebraic framework.
One might recall that the Dirichlet energy ∫
Rn
|∇u|2
is decreasing under heat flow; indeed the heat equation is a gradient flow for this functional. While it
is a fact that
∂tu = ∆u ⇒ ∂tu˜ ≤ ∆u˜
for u˜ := |∇u|2, it is of course not true that
∂tu ≤ ∆u ⇒ ∂tu˜ ≤ ∆u˜.
It would seem likely that a framework that would also generate such “difference” or “differential”
quantities would be quite different from the one we present in this paper.
8We remark that the monotonicity of Qp for any 1 ≤ p ≤ 2 generates the Cauchy–Schwarz inequality by semigroup
interpolation.
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