Abstract. This paper analyzes time-propagation of Dirac observables -using Heisenberg representation -in the light of various pseudodifferential operator algebras. We have discussed such matters earlier (cf. [Co3], [Co15, [Co16] ), observing the elegant relation to classical physics coming into play, also giving insight into a (sort of) magnetic moment, representing the spin.
Introduction
In this paper we try to apply rigorous mathematics to analyze two different physical problems, attached to Dirac's first order symmetric hyperbolic 4 × 4-system of partial differential equations, using calculus of pseudodifferential operators, resp. Fourier integral operators. In sections 3 through 6 we have a class of electro-magnetic potentials vanishing at |x| = ∞, including the Coulomb potential with its singularity smoothened out. In sections 7 to 12 we deal with a Dirac particle under the (time-dependent) potential of an electro-magnetic wave, such as occurring at the Compton effect.
In the first case we mainly focus on the spin of the particle: We can establish a mechanical spin, as a 3-vector, travelling with the particle, behaving just like a mechanical angular momentum should, in this relativistic environment.
But, on the other hand, there is another 3-vector κ, also travelling with the particle, with its motion along the particles orbit entirely determined by the two components B andẋ × E, combined in a way not expected for the magnetic field, the moving particle see's. Actually if either E = 0 or B = 0, then the movement of κ fits that of a magnetic moment. But then there is a difference in strength of these two magnetic moments by a factor (1 + √ 1 −ẋ 2 ). That factor 1 will be ≈ 2, for relativistically smallẋ. While we think that , perhaps a better mathematical construction might correct this, so that the vector κ might be regarded as the magnetic moment generated by the spinning charge of the particle, we are left open, with this problem.
In the second case -an electron under an X-ray-wave -we also end up with a contradiction to general expectation: a possible mathematical rediscovery of simple (or multiple) collision between the Dirac particle and photons of energy hν and momentum hν/c, from Dirac's and Maxwells equations only. Looking at old standard text, such as Sommerfeld [So1] , ch.1, sec.7, this was believed to be impossible to explain from Dirac-or electro-magnetic wave theory. But we believe now, it probably can be explained -and without using second quantization, i.e., without quantizing the electro-magnetic field.
The organization of the paper seems clear, after these remarks. In sec.2 we give some basics of Dirac's equation; in sec.3 we try to give hints about 3 different algebras of pseudodifferential operators, with the main effort on explaining various asymptotically convergent Leibniz formulas: the asymptotic convergence to be regarded none other than that of the well known Hankel-asymptotic expansions for Bessel-functions at infinity: totally divergent, but still extremely useful.
Unfortunately, as a retired mathematician, working alone, we feel quite helpless in examining the huge physical literature on the subject. We are very grateful to have available the large reference section in the book of B. Thaller [Th1] of 1992 on Dirac's equation, but apologize in advance to anyone who might have worked in similar directions without our knowledge.
Elementary Facts on Dirac Operators
We depart from the non-relativistic Dirac equationψ + iHψ = 0 withψ = ∂ψ/∂t, and the 'Dirac operator' (2.1)
with a set α j , β of self-adjoint 4 × 4-(Dirac)-matrices satisfying (2.2) α j α l + α l α j = 2δ jl , β 2 = 1 , α j β + βα j = 0 , j, l = 1, 2, 3, and with real-valued potentials V(t, x), A j (t, x) , j = 1, 2, 3.. The first order differential operator H in the 3 variables x 1 , x 2 , x 3 has 'symbol' (2. 3) h(t, x, ξ) = 3 j=1 α j (ξ j − A j (t, x)) + β + V(t, x) , D j = 1 i ∂/∂x j , so that we may write H = h(t, x, D). For the mathematics of the differential equationψ + iHψ = 0 the spectral behaviour of the 4 × 4-matrix-valued function h(t, x, ξ) is important. Clearly h(t, x, ξ), as a self-adjoint 4×4-matrix, has real eigenvalues. We get (h−V) 2 = 1+|ξ −A| 2 = ξ −A 2 , a scalar multiple of 1, as a consequence of relations (2.2) . Accordingly, h can only have the eigenvalues λ ± = V ± ξ − A , and the orthogonal projections on corresponding eigenspaces are given by (2.4) p ± (t, x, ξ) = 1 2 (1 ± 1 ξ − A(t, x) h(t, x, ξ)) .
A calculation shows that both eigenspaces are two-dimensional, for every t, x, ξ. There even will be a need for a unitary 4 × 4-matrix Υ diagonalizing the self-adjoint h(t, x, ξ), then also supplying a natural orthonormal set of eigenvectors. For this we introduce the 4 × 4-matrix (2.5) Υ(t, x, ξ) = 1 2(1 + υ 0 ) (1 + υ 0 − βαυ) , υ(x, ξ) = ξ − A(t, x) ξ − A(t, x) , υ 0 (x, ξ) = 1 ξ − A(t, x) .
Using (2.2) again, a calculation shows that we have (2.6) Υ * Υ = 1 , Υ * hΥ = V(t, x) + ξ − A(t, x) β for all t, x, ξ .
Accordingly, the matrix Υ will diagonalize h(t, x, ξ) for every t, x, ξ, if we select a set of Dirac matrices such that β equals the diagonal matrix with entries 1, 1, −1, −1. Actually, we are going to use two kinds of Dirac matrices α j , β. Introducing the 2 × 2-Pauli matrices writing the 4 × 4-matrices as 2 × 2-matrices of 2 × 2-blocks. This indeed checks with the conditions (2.2), while, indeed, β is the diagonal matrix with entries as desired above.
Another set of Dirac matrices will be used in sections 7-11. There we set (2.9) α 1 = −1 0 0 1 , α 2 = i 0 σ 3 −σ 3 0 , α 3 = i 0 σ 2 −σ 2 0 , β = 0 1 1 0 , again checking with (2.2). The set (2.9) will not have β diagonal but, instead, have α 1 with that property, this being helpful when we use the positive x 1 -direction as the direction of an incoming X-ray. The set (2.9) may be related to (2.8) by conjugating each matrix (2.8) with a certain constant real orthogonal 4 × 4-matrix. The lemma, below, is valid for any choice of Dirac matrices α, β satisfying (2.2), and the corresponding projections p ± (ξ) of (2.4), setting V = A j = 0 , j = 1, 2, 3. Its proof is a calculation. Lemma 2.1. We have (2.10) p ± (ξ)α j p ± (ξ) = ±s j (ξ)p ± (ξ) , j = 1, 2, 3 , p ± (ξ)βp ± (ξ) = ±s 0 (ξ)p ± (ξ) ,
where we have set s j (ξ) = ξ j / ξ , s 0 (ξ) = 1/ ξ , j = 1, 2, 3.
It is known that the Dirac equationψ + Hψ = 0 has a solution ψ(t, x) satisfying ψ(0, x) = ψ 0 (x) where ψ 0 (x) may be any complex 4-vector-valued function satisfying |ψ 0 (x)| 2 dx < ∞. In fact, we get (2.11) |ψ(t, x)| 2 dx = |ψ 0 (x)| 2 dx , for all t .
Defining a linear operator U (t) in the Hilbert space H of squared integrable 4-vector-functions by setting U (t)ψ 0 (x) = ψ(t, x) one finds that U (t) is unitary. We call U (t) the propagator of Diracs equation.
Coming to Quantum Mechanics, we first notice 2 that one may introduce physical units for length, time, energy and electrical charge making = c = m e = |e| = 1, denoting charge and mass of the electron by e and m e . That will give the Dirac operator the form (2.1).
A 'state' (of the electron-positron system) then is described by a unit-vector in H -a 4-vectorfunction ψ 0 (x) with ψ 2 = |ψ 0 (x)| 2 dx = 1 . The observable quantities -called 'observables' -are given by (unbounded) self-adjoint operators (acting on a subspace of H). The theory predicts the statistical expectation value (2.12)Ȃ ψ0 = ψ 0 , Aψ 0 for the observable A in the state ψ 0 , where ., . denotes the inner product in the Hilbert space H.
One may predict such expectation-value of the observable A for a future time, starting with the state ψ 0 at time t = 0, by using the state ψ t (x) = ψ(t, x), with above solution ψ(t, x) of the Dirac equation, starting with ψ 0 at t = 0. Or else, we get (2.13)Ȃ ψt = ψ t , Aψ t = U (t)ψ 0 , AU (t)ψ 0 = ψ 0 , A t ψ 0 =Ȃ tψ 0 , with above 'propagator' of Dirac's equation, setting A t = U * (t)AU (t).
So, for future predictions of A in the state ψ 0 at t = 0 , we either must obtain the solution ψ t = ψ(t, x) of Dirac's equations, or else, the observable A t = U * (t)AU (t). Traditionally, getting ψ t is called the 'Schrödinger representation', and, getting A t the 'Heisenberg representation'.
While a general unbounded self-adjoint operator of H will qualify as observable, we should emphasize the two observables x and D (with components x j , D j , j = 1, 2, 3,) known as location and momentum. In classical theory knowledge of location and momentum will completely determine the state of the pointsystem we consider here. In Quantum Mechanics, we find that the -so-called -dynamical observables all are built from combinations of D and (functions of) x : they are differential operators.
The Fourier transform F , defined as (2.14) F ψ(ξ) = ψ ∧ (ξ) = (2π)
will define a unitary operator of H with the property that (2.15) F DF * = multiplication by x , F xF * = −D . The unit of energy is mc 2 ≈ 0.5M eV . This will make c = m = = |e| = 1. Furthermore, we must choose units of electromagnetic field strength to absorb the factor e -rather |e| -the elementary charge (while e (of course) counts as a negative charge). Note that, with these units, we get E = −grad V − A |t , B =curl A as electrostatic and magnetic field strength, resp. Also, for the Coulomb potential we get V(x) = − We observe that our quantum theory might just as well be performed by using the Fourier transformed states ψ ∧ and observables A ∧ = F AF * instead of ψ and A. We then might speak of the momentum representation, since then the momentum observables D will be 'diagonal' (i.e., will be multiplication operators). For a differential operator observable A the operator A t = U * (t)AU (t) in general will not be a differential operator. But we find it a rewarding problem to look at observables with the property that A t is a pseudodifferential operator.
Some Global Pseudodifferential Operator Algebras on R 3
We will discuss here the calculus of ψdo-s of 3 special algebras of pseudodifferential operators (abbrev. ψdo-s).
Note, the location observables (of multiplication by) x j and momentum observables D l generate an algebra of differential operators (containing all linear combinations of finite products of these operators). Clearly D j and x j do not commute -we get [D j , x j ] = 1 i . These differential operators may be written in the form
using multi-index notation, where a θ (x) andã θ (x) usually are different functions. Calculations among differential operators then are governed by the so-called Leibniz formulas.
Generally we decide to use the first form of (3.1) when writing a differential operator, keeping multiplications to the left of differentiations. For a polynomial a(x, ξ) = θ a θ (x)ξ θ in ξ we write
then calling a(x, ξ) the symbol of the differential operator a(x, D).
with symbols given by the formulas
The sums in (3.3) are finite, since the derivatives ∂ θ ξ of a polynomial in ξ vanish as soon as |θ| is larger than its order. The formulas are easily verified for a(x, ξ), b(x, ξ) polynomials of order 0 or 1. Then an induction proof can be given.
With the Leibniz formulas we then can control sums, products and adjoints of differential operators. It was the merit of Hörmander [Hoe2] to design a technique for extending this calculus of differential operators to a larger class of symbols, no longer being polynomials in ξ , then getting a class of pseudodifferential operators, and providing a meaning to the Leibniz formulas. We are using this technique here, in a slightly different form, for construction of some (global) algebras of ψdo-s.
First of all we use the Fourier transform (2.13) and (2.14) to write the action of (3.2) as
Clearly we also may write this as
Both these formulas are easily verified for smooth compactly supported u(x), assuming a(x, ξ) as a polynomial in ξ. But, note, they may be meaningful also for functions a(x, ξ) which are not polynomials in ξ.
Coming to pseudodifferential operators, we then must specify some classes of symbols a(x, ξ) with formulas (3.4)-(3.5) being meaningful, and also find a new meaning of the Leibniz formulas. Definition 3.2. A smooth function f (x) will be called 'of polynomial growth' -with order m -if we have |f
, for all multi-indices θ, with constants c θ depending on θ, but not on x.
Here the order m is allowed to be any real -positive or negative. For negative m one might rather speak of a decay, instead of growth. We also allow order −∞, then assuming that f (x) allows all orders. The class of functions of order −∞ is usually denoted by S. It will serve as source for our functions u(x) in formulas (3.4),(3.5), then guaranteeing existence of all integrals.
We will use 3 spaces of symbols a(x, ξ), in the following, called ψc , ψq , ψp. In essence, the class ψc will consist of all a(x, ξ), defined and smooth for all x, ξ ∈ R 3 which are of polynomial growthindependently -in the variables x (with order m 2 ) and ξ (with order m 1 ). There are two orders then combined into a (double-)order m = (m 1 , m 2 ). On the other hand, the (larger) class ψq will contain all a(x, ξ) such that all x-derivatives ∂ ι x a(x, ξ) are of polynomial growth -order m -in the variables ξ with constants c θ of def. 3.2 independent of x, for some real m independent of ι, θ.
Finally, the class ψp consists of all a(x, ξ) in ψq which are independent of x 2 , x 3 and periodic (with period 2π/ω) in x 1 , with a given fixed (circular) frequency ω = 2πν.
To be precise, let us restate this as follows.
Definition 3.3. (i) The class ψc of symbols (we call 'strictly classical') consists of all functions a(x, ξ) defined and smooth for all 6 variables x, ξ and such that
for all multi-indices θ, ι, and all x, ξ ∈ R 3 with constants c θ,ι independent of x, ξ.
The class of all such functions a(x, ξ), for a given order m = (m 1 , m 2 ) will be denoted by ψc m . We also define ψc = ψc ∞ = ∪ m ψc m , ψc −∞ = ∩ m ψc m .
(ii) The class ψq consists of all smooth functions a(x, ξ), defined for (x, ξ) ∈ R 6 such that
for some m ∈ R and all ι, θ , x, ξ .
We again use ψq m for the class of symbols of order m, and define ψq = ψq ∞ = ∪ m ψq m , ψq −∞ = ∩ m ψq m .
(iii) The class ψp m consists of all a(x 1 , ξ) ∈ ψq m , independent of x 2 , x 3 and 2π/ω-periodic in x 1 , where ω > 0 is some given fixed positive number; we again set ψp = ψp ∞ = ∪ m ψp m , ψp −∞ = ∩ m ψp m .
We refer to [Co5] , ch.1 for a proof of the fact that the integrals at right of (3.4)-(3.5) exist, in the order stated, whenever u ∈ S and a(x, ξ) ∈ ψq, defining a continuous operator A = a(x, D) on the space S -and then also on the space S ′ of temperate distributions. The classes of such operators then will be called Opψc , Opψp , Opψq , etc.
We again must refer to ch.1 of [Co5] to see that there are Leibniz formulas with integral remainder valid, in the sense that, for product and adjoint among operators a(x, D), b(x, D) ∈ Opψq, the differences
3) may be expressed as certain integrals, involving very singular integrals (called 'finite parts') of derivatives of the symbols involved. Using these we then get the following result 3 . Theorem 3.4. Opψc = ∪Opψc m and Opψq = ∪Opψq m are adjoint invariant graded algebras. The Leibniz formulas (3.3) for product and adjoint hold in the sense of asymptotic convergence (mod Opψc −∞ ) and (mod Opψq −∞ ), resp., of the infinite series ∞ j=0 occurring . The classes Opψc −∞ and Opψq −∞ are two-sided * -ideals of Opψc and Opψq, respectively.
In thm. 3.4 we used the following concepts.
Definition 3.5. (i) A sequence {a n (x, ξ) ∈ ψc} is said to converge asymptotically (mod ψc −∞ ) to a(x, ξ) if the order m = (m 1 , m 2 ) of the difference a(x, ξ) − a n (x, ξ) tends to (−∞, −∞) as n → ∞ . Then also we shall say that A n = a n (x, D) tends to A = a(x, D) asymptotically (mod Opψc).
(ii) A sequence {a n (x, ξ) ∈ ψ q } is said to converge asymptotically (mod ψq −∞ ) to a(x, ξ) if the order of the difference a(x, ξ) − a n (x, ξ) tends to −∞ as n → ∞ . Then also we shall say that A n = a n (x, D) tends to A = a(x, D) asymptotically (mod Opψq).
The essence of the proof of thm.3.4 then will be that the 'integral remainders' representing the differences c(x, ξ)
3), must be shown to be symbols of orders tending to −∞, as N → ∞.
We also need Proposition 3.6. Let r = c or r = q. For any sequence of symbols {a j (x, ξ) :
A proof (a la Hoermander) may be found in [Co5] ,(ch.1,lemma 6.4, p.75. (Or else, cf. [Co16] footnote 18 on p.18) (for r = c only, but it may be adapted for r = q).
Proposition 3.7. (i) The class Opψc −∞ consists of all integral operators Ku(x) = R 3 k(x, y)u(y)dy with kernel k(x, y) in S(R 6 ).
(ii) The class Opψq −∞ consists of all ψdo-s C = c(x, D) with symbol c having all x-derivatives belonging to S in the ξ-variable, uniformly for all x ∈ R 3 .
For the proof of (i) cf. Finally, among results about ψdo-s, we also need to look at a representation of ψdo-s involving both representations (3.1) -i.e., allowing multiplications left and right from differentiations. This means generalizing (3.4) by writing
where the symbol a(x, y, ξ) now depends on 9 variables x, y, ξ ∈ R 3 , and satisfies the estimates
The class of all smooth a(x, y, ξ) defined over R 9 satisfying (3.10) will be denoted by ψqlr m , with
Such operators a(M l , M r , D) belong to Opψq m , if the symbol a(x, y, ξ) satisfies (3.10), and there exists a Leibniz formula (asymptotic (mod
Again, this is a matter of slightly adapting things around f'la. (5.5) on p.70 of [Co5] .
We shall have to deal intensively with operators of this kind in sections 11 and following. It then even will be necessary to discuss some facts regarding Fourier integral operators with symbol and phase functions in ψqlr. For more detail we refer to sec.12.
Time-Independent Potentials vanishing at ∞
We return to the Dirac equation and will assume here that the potentials A j , V of H in (2.1) do not depend on t, and will have the limit zero, as |x| → ∞. Moreover, we shall assume that V(x) and A j (x) , j = 1, 2, 3 are of polynomial growth, order −1. We then get H ∈ Opψc (1,0) , and
The propagator U (t) then may be written as U (t) = e −iHt ; it commutes with H for every t. However, it does not belong to Opψc. In [Co3] , [Co16] (and in numerous other articles) we then asked the question for observables A with the property that the Heisenberg transform A t = e iHt Ae −iHt belongs to Opψc, for all t. In essence this implies that A = a(x, D) has its symbol a(x, ξ) commuting with the symbol h(x, ξ) of H, for very large |x|+|ξ|. Recall, the matrix h(x, ξ) has the two eigenvalues λ ± (x, ξ) = V(x)± ξ −A(x) , of multiplicity 2 each, and their spectral projections p ± (x, ξ) of (2.4) separate the states belonging to electron and positron, respectively. The fact that a(x, ξ) must commute with h(x, ξ) implies that a(x, ξ) takes the spaces of electron and positron states into themselves -in some weakened sense. Clearly, this should be a desirable property, in view of the various contradictions or paradoxes in older literature, stemming from violation of this property.
In earlier publications we were using the name precisely predictable for observables A with A t ∈ Opψc, and we proposed that the rule (2.12) of predicting the statistical expectation-value should be applicable only to precisely predictable observables. While total energy and (often also) total angular momentum trivially are precisely predictable, other observables -like x j and D l do not have this property, but they are approximately predictable -with a preset error -in the sense that there are precisely predictable observables in their close neighbourhood.
Here we will attempt to describe the essentials of the theory, omitting a discussion of a large amount of technical proofs, already discussed in close detail in [Co16] .
Suppose A t = e iHt Ae −iHt belongs to Opψc m , for some fixed m = (m 1 , m 2 ), and all t. So, we have
. Assume also that the time-derivativeȧ t (x, ξ) exists and belongs to ψc m−e 2 where e 2 = (0, 1). Differentiating for t we get
Since H and A t are ψdo-s , by assumption, we may use the Leibniz formula of lemma 3.1 to obtain a symbol for the commutator [H,
where we use the (generalized) Poisson-brackets
In (4.3) the terms at right have orders m + e 1 , m + e 1 − e, m + e 1 − 2e, · · · , with e 1 = (1, 0), so, the asymptotic sum mod ψc −∞ exists, by prop.3.6. With (4.3) we may express (4.2) symbol-wise in the form 
e., this commutator vanishes as |x| + |ξ| → ∞.
Vice versa, (4.5) suggests, that we might attempt construction of a precisely predictable A = a(x, D) ∈ Opψc by starting with a (self-adjoint) q(x, ξ) ∈ ψc m with the property that [h(x, ξ), q(x, ξ)] = 0 for all x, ξ, and then trying to find a z(x, ξ) ∈ ψc m−e such that a = q + z satisfies (4.5). Noting that the terms at right of (4.5) are of order (m + e 1 ) , (m + e 1 ) − e , (m + e 1 ) − 2e , (m + e 1 ) − 3e · · · with e = (1, 1)
, we might neglect all terms at right of (4.5) but the first two, then getting an equation valid modulo ψc m−e 2 −e only:
Let us assume that we also have a t (x, ξ) = q t (x, ξ) + z t (x, ξ) with [h(x, ξ), q t (x, ξ)] = 0 ∀x, ξ, where q t (x, ξ) ∈ ψc m , z t ∈ ψc m−e ,q t ∈ ψc m−e 2 ,ż t ∈ ψc m−e 2 −e . Then we may omit further terms, vanishing or being of order m − e 2 − e:
We start an iteration by assuming (4.6) as a sharp equation -not only modulo ψc m−e 2 −e . Assuming q t known we obtain an equation for z t :
Attempting to solve this matrix-commutator equation for z we observe the following:
Proposition 4.2. Equation (4.7) has no solution, unless the right hand side Z t = i({h, q t } −q t ) satisfies
If (4.8) holds, then an infinity of solutions is given by (4.9)
with the eigenvalues λ ± of h(x, ξ), where c t (x, ξ) may be any symbol commuting with h(x, ξ) -i.e., we must have
The proposition is easily verified, using facts on spectral projections:
The interesting fact now is that -while we know q t only for t = 0 (where we should have q 0 = q), the solvability conditions (4.8) will resolve into a set of partial differential equations determining q t for all t, from its initial-value q 0 , so that we then indeed may use (4.9) to obtain the desired z t (including z = z 0 ). Moreover, this set of differential equations relates to the classical equations determining the propagation of the particle, as we shall see.
Of course, this will only supply a solution to equation (4.7), not the real thing (4.5). However, then, we shall set up an iteration, getting us a solution of (4.5) modulo ψc −∞ , using prop.3.6. In combination with prop.3.7 this indeed will be enough to construct a precisely predictable observable a(x, D) = q(x, D) + z(x, D) in Opψc m , with lower order z, starting from an arbitrarily given symbol q ∈ ψc m , commuting with h.
There is a mountain of technicalities in our way, all discussed in detail in [Co16] . Here we shall focus on the above first step, solving eq. (4.7).
Let us try to evaluate the conditions (4.8). The assumption [h, q] = 0 implies that q = q
where
We first work with a simplifying assumption that q + and q − are scalar multiples of p + and p − , resp., a condition trivially satisfied by symbols being scalar multiples of the 4 × 4-unit matrix. In that case we shall be successful if we assume the same for q 
The proof is a calculation (cf. [Co16] , p.93). Applying this to (4.8), using (4.10), these equations assume the form (4.12)q
Two things are interesting here: First of all, the two equations (4.8) have split into separate equations for q + t and q − t -the first involves only q + t , the second only q − t . Secondly, both these equations now are first order partial differential equations for a scalar dependent variable:
Solving the initial-value problem for equations (4.13) is a simple matter, just involving ordinary differential equations: For the first equation (4.13) look at the first order system of 6 ODE-s
in the 6 unknown functions x(t), ξ(t), of the single variable t. Given any initial real 6-vector (x 0 , ξ 0 ) there is a unique curve x(t), ξ(t) in R 6 solving (4.14+), passing through (x 0 , ξ 0 ) at t = 0. In fact, the entire 'phase space' R 6 is filled with such 'orbits' with no two of them intersecting.
We then may look at the first (4.13) along such a curve x(t), ξ(t). Substituting (4.14+) we get (4.15)
amounting to
) must be a constant -independent of talong any such curve.
Here we consider the flow defined by the system (4.14+): For any fixed t introduce the diffeomorphism ν + t : R 6 → R 6 defined by letting (x, ξ) move along the solution curve of (4.14+) through it for a distance t (positive or negative, according to the sign of t). Then consider the expression q
This function is constant -independent of τ , as a consequence of the above. Thus , setting τ = t and τ = 0, and using that ν 0 (x, ξ) = (x, ξ), we get
So -since q 0 = q is given, we indeed have obtained a well defined q t (x, ξ) = q(ν + t (x, ξ)) as the only possible candidate for solving (4.7).
Observation 4.4. It should be noted here that the differential equations are the classical equations of motion 4 for a (spinless) electron moving in the electromagnetic field defined by V and A j .
A similar discussion -of course -will hold for the second condition (4.8), resulting in another (Hamiltonian) system
In each case we also get a z + t , z − t from (4.9), and a q t + z t solving (4.6), thus completing the first step of our iteration. The flow ν − t will describe the classical motion of a spinless positron.
A discussion of the elements of the proof of thm.4.5, below, is given in [Co16] , chapters 4 and 5. We also might refer to [Co3] and [Co5] where the same facts are discussed.
The more general case, where q + , q − are not necessarily multiples of the identity, is more complicated -and, perhaps, more interesting, since magnetic spin-problems will appear. It will be discussed in the next following section.
Theorem 4.5. Assume a given symbol q ∈ ψc m with [h(x, ξ), q(x, ξ)] = 0 ∀(x, ξ), and such that we have
Then there exists a symbol a t (x, ξ) = q t (x, ξ) + z t (x, ξ) ∈ ψc m , for all t, satisfying
and such that z t ∈ ψc m−e while (4.25)
with the two flows ν + t , ν − t generated by the classical motions of the spinless electron and positron, respectively.
The symbol z t (x, ξ) may be chosen such that a t (x, ξ) is self-adjoint for all x, ξ. Then the operator
is a precisely predictable observable.
4 Explicitly, the system (4.14+) for λ + = ξ − A + V looks like this:
The first equation may be solved for ξ − A: We get
Equating the derivativeξ of (4.18) with the second (4.17) gives
In (4.19) we get ∂tA(x(t)) = lẋl (t)A |x l (x(t)). Now we use the relation
As a consequence (4.19) assumes the form
But electric and magnetic field E and H as functions of A and V are given by the formulas
and the relativistic mass (of the particle with rest mass 1) will be
, in the physical units we employ here. Accordingly
Clearly this exactly describes the acceleration of the electron under the force of the (time-dependent) electromagnetic field acting on it. 5 This condition simply means that q(x, ξ) is a scalar multiple of the identity in each of the two eigenspaces S ± = S ± (x, ξ)
of the symbol h(x, ξ).
A General Commuting q(x, ξ) and a Magnetic 3-Vector κ t (x, ξ)
In this section we shall discuss the more general case where q is not scalar in the eigenspaces of h. We still look for a solution of the commutator equation (4.7), i.e.,
keeping in mind prop. 4.2 with solvability condition (4.8). But we must replace prop.4.3 :
Proposition 5.1. We get
Proof Clearly we have
Simplifying (5.3) we first recall that λ
So, in the first term at right of (5.3) we may replace q t by q + t . The same follows for the second term, so that (5.1+) follows: Indeed, we get
After prop.5.1 it is clear that we again have split the two solvability conditions (4.8) into separate systems for q ± t : The first cdn. involves only q + t , the second only q − t . Using (5.1+) and differentiating along the solution curves of the Hamiltonean system (4.14+) for λ + we may rewrite the first (4.8) as
In the case of a q(x, ξ) scalar in the two eigenspaces S ± (x, ξ), as discussed in thm.4.5, we only needed the two eigenvalues λ ± (x, ξ) to set up our first approximation. In the present more general case we will obtain explicit 2 × 2-matrices of q ± (x, ξ) with respect to a natural orthonormal base of S ± (x, ξ) of the symbol h(x, ξ). Getting restricted to only use the Dirac matrices α j , β of (2.8), so that β is the diagonal matrix defined there, we recall the orthogonal matrix Υ of (2.5), known to satisfy (2.6), i.e.,
. We may rewrite this as
) . The columns of the 4 × 2-matrices Υ ± (x, ξ) are eigenvectors to λ ± (x, ξ), of length 2(1 + υ 0 ), and mutually orthogonal.
We then have q
column-wise, we may introduce the 4 × 4-matrices
and then get
We now use (5.9) to translate (5.4+) into a 2 × 2-matrix form. Using that p 2 = p for " ± " implies
where we restricted to "+" and dropped the "+" in notation. Evidently, the first term of (5.10) has the matrix ((κ ′ tjl )). The matrices of the other two terms may be written as W + t κ t with a certain linear map W + t taking 2 × 2-matrices to 2 × 2-matrices. Thus (5.10) may be written as
with " ′ " of (5.4+). Using the hamiltonian system (4.14+) this again will turn into a system of 4 ODE-s along the classical electron-particle flow for the 4 scalar functions κ
Proposition 5.2. Relation (5.11) may be rewritten as
with the directional derivative " ′ " of (5.4+) and the 2 × 2-matrix commutator [., .], where the 2 × 2-matrix Θ + is defined as
Proof: Indeed, (dropping "+", and with " ′ "= any directional derivative) we have pp jl = p jl , hence showing that the last term in (5.10) has the desired commutator form giving the second term at right of (5.13) For the second term of (5.10) note that p
, where we wrote χ l = 1 2(1+υ0) ϕ j , for a moment. The ϕ j and χ l satisfy χ l , ϕ q = δ lq , implying that χ
Accordingly, the second term of (5.10) will give
, giving the first term at right of (5.13). Q.E.D. Of course there is an analogous consideration for "−" which will be left to the reader.
Here let us pass from the 2 × 2-matrix representation of q + t to the so-called Garding-Wightman representation of 2 × 2-matrices: Lemma 5.3. Every complex 2 × 2-matrix a = ((a jk )) may be uniquely written in the form
with the Pauli-matrices σ j of (2.7), where κ 0 , κ are real if and only if a is self-adjoint.
The proof of lemma 5.3 is trivial.
If we substitute κ
Here we used the well known formula
The first equation (5.16) states what we already know from sec.3: If q t is a scalar in S + the we have κ + t a multiple of the identity, so that κ + t = κ t0 while κ t = 0. So, κ t is constant on the flow ν + t . Assuming that the corresponding also holds for q − t we then again get the statement of thm.4.5. For the second equation (5.16), we again involve the system (4.14+) of ODE-s and its flow ν + t . We get
along any solution curve x(t), ξ(t) of the system (4.14+). With the flow ν t we get
a system of 3 ODE-s in 3 unknown functions of the variable τ . We know the solution κ t−τ (ν t (x, ξ)) at τ = t where it becomes κ 0 (ν t (x, ξ)) with the matrix κ 0 of q
determined for all τ , and especially for τ = 0, where we get κ t ((x, ξ)). The components of κ remain symbols in ψc m , as a consequence of our discussion in [Co16] , ch.5. Corresponding statements hold for "-", and the existence result of thm.4.5 will be following again.
Observation 5.4. The second (5.15) appears interesting from a different viewpoint: Clearly the expression
may be interpreted as the rate of change (in time) of the real 3-vector κ t (x, ξ) progressing on its orbit through (x, ξ), while subtracting the orbital rate of change. According to (5.15), this vector equals a vector product − F (x, ξ) × κ t (x, ξ) with a certain 3-vector − F(x, ξ).
As will be shown in sec.6, below, the vector F (x, ξ) will be a linear combination of magnetic vectorsthe magnetic induction B(x, ξ) and a vector of the formẋ × E, at (x, ξ), where we used (4.18) to replace ζ = ξ − A(x) byẋ -the velocity of the particle.
So, we might have reason to regard the vector κ + t (x, ξ) as a magnetic moment vector, traveling with the particle -since it reacts to the fields at the location (x, ξ) of the particle. But, as we shall find, the magnetic field, this vector 'sees', is not the relativistic field of the moving particle at the point (x, ξ). So, while we are tempted to interpret κ t as a magnetic spin-vector, traveling with the particle, there will be some paradoxes appearing, possibly to be eliminated by a better setup?
Extension of Theorem 4.5
It now will be a matter of a (lengthy) calculation to verify that the vector F plays the role of a magnetic field vector.
Proposition 6.1. The 3-vector F is explicitly given as
with 6 ζ = ξ − A(x) and the field vectors
Proof. To simplify calculations, we note that the matrices Θ occur only in the commutator of equation (5.13). When we evaluate them we may omit any additive term giving a scalar multiple of the 2 × 2-identity matrix, because its contribution to the commutator will vanish. We shall write 'a = b(mod 1)' if b − a is a scalar multiple of the 2 × 2-identity matrix. In other words, the term F 0 of the decomposition of Θ is irrelevant, hence shall be ignored. Again we shall focus on " +", and shall omit +-sub-(super-)scripts in notation wit some exceptions. Let us write Ω + = 1 2(1+υ0) Υ + , then we get
where we recall that
First we look at (the 2 × 2-matrix)
recalling that we have Ω *
, and,
using (5.17) again.
6 Note, we have
, by (4.19), if we relate (x, ξ) to (x,ẋ) using the classical equations of motion of (4.14+).
Thus we get -all (mod 1) -
Next we calculate
The result is this:
The last term equals
and we get
All together we get
Next we set out to calculate the other part −2 ζ Θ 1 of the matrix Θ of (5.13). Here it might be some help to go back and write (6.12) 2 ζ pp |ξ p |x p = pp ξ h |x p ,
is scalar, using (5.17).
2 υ 0 α k where the first term at right will generate a scalar multiple of 1, hence may be ignored. Also,
But we have
with ρ = σ 0 0 σ , where again the first term may be ignored, when we substitute this into (6.14). We get
A matrix calculation then gives (6.17) (1, iσγ) σB 0 0 σB (
We
All together we then get
Collecting things, up to here: We have
with Θ 1 of (5.19) and
We then may write Θ = − i 2 σ. F to get (6.1), proving prop.6.1, q.e.d.
Theorem 6.2. We consider (time-independent) local potentials V(x), A(x) satisfying (3.6) with m = (0, −1) as described early in sec.4. Assume we have a symbol q(x, ξ) ∈ ψc m such that q(x, ξ) commutes with h(x, ξ) for all x, ξ. Let κ + (x, ξ) and κ − (x, ξ) be the matrices representing q(x, ξ) in its two eigenspaces S ± (x, ξ), with respect to the orthonormal bases given by the columns of the 4 × 4-matrix Υ(x, ξ) of (2.5) with Dirac matrices α, β of (2.8), and let κ ± 0 = trace (κ ± ) and κ ± = trace σκ ± be given by the GardingWightman decomposition of κ ± .
Then there exists a symbol z(x, ξ) ∈ ψc m−e , e = (1, 1) such that A = a(x, D) = q(x, D) + z(x, D) is a precisely predictable observable. In particular, we have
of the Garding-Whigtman decomposition (5.15) of their 2 × 2-matrices, with respect to orthonormal bases linked to the diagonalization (2.6) of h(x, ξ), as follows: (i) We have
where ν ± t : R 6 → R 6 is the flow, letting each point (x, ξ) wander along the solution (x(t), ξ(t)) of (4.14±)
for a time-length t counted positive or negative. Here we should remind of the fact that the system (4.14±) may be rewritten as a set of second order equations in x only of the form
for λ = λ + , and,
for λ = λ − , with electrical field strength E and magnetic induction B induced by V and A.
(ii) The two real 3-vectors κ ± τ −t (ν ± τ (x, ξ)) will satisfy the equations
(iii) Formulas (6.22) and (6.24) are valid only asymptotically, modulo ψc m−e , assuming that the initial symbol q(x, ξ) belongs to ψc m . That is, they may be trusted if either |x| is large or ifẋ ≈ 1 = velocity of light -or both.
However, an infinite sequence of improvements can be constructed, by solving (iteratively) a system of differential equations similar to (5.16), leading to exact symbols a = q + z , a t = q t + z t with (6.22), (6.24) being true asymptotically, modulo ψc −∞ .
The κ-vectors of Total Angular Momentum
Most of the dynamical observables, generally considered, are scalar in C 4 , so also scalar in the two eigenspaces S ± , implying that the two vectors κ ± t will vanish identically, for all x, ξ. An exception is the total angular momentum defined as J = S + L , where L = x × D is the orbital angular momentum while S = 1 2 σ 0 0 σ usually is interpreted as the (mechanical) spin of the particle. It is known that the self-adjoint operator J commutes with H, assuming that A = 0 , V = V(|x|), so that e iHt Je −iHt = J. So, J is precisely predictable, if V(|x|) satisfies our assumptions. On the other hand, the spin S , as defined above, certainly is not precisely predictable. Neither is L, although thm.4.5 allows construction of a lower order correction L corr , such that L + L corr is precisely predictable. Note, we have L ∈ Opψc (1,1) , hence L corr ∈ Opψc (0,0) . We may write J = (J + L corr ) + (S − L corr ) and then reinterpreted the (precisely predictable) observable S corr = S − L corr ∈ Opψc (0,0) as the spin. Checking this symbol-wise one finds that (modulo lower order) we get
where the right hand side makes sense also for general potentials, and then commutes with h(x, ξ) also for general potentials, not necessarily (0, V(|x|)). We then proposed to generally redefine the spin observable, using the right hand side of (7.1).
Here we are interested only in the two vectors κ ± for the (corrected) spin and the total angular momentum. Note, the orbital angular momentum L is scalar in S ± , hence will not contribute to the κ ± .
So, both J and S corr have the same κ Proposition 7.1. Looking at the 2 × 2-matrices κ j± (x, ξ) of the matrices p + (x, ξ)S j p + (x, ξ) and
for a spin component S j with respect to the orthonormal bases of S ± used in sec.5 and sec.6, we get
where we have replaced the ξ-variable byẋ with the relationẋ = λ |ξ ⇔ ξ = A(x) +ẋ √ 1−ẋ 2 , as this was done in the two earlier sections. Using (7.2) we then at once obtain the components of the vectors κ j± by using (5.15):
To express this alternately: . At arbitrarily speedsẋ there will be a relativistic shortening in the perpendicular directions, and no shortening in the parallel directionwith respect toẋ.
Proof of prop.7.1.
We discuss the "+" case only, with "-" going similarly. Using (6.3) we get κ + = Υ * + SΩ + with γ as stated there. That is, we get
A calculation gives
Transforming onto the variableẋ again we get the desired equation (7.2). Q.E.D.
An Electron under Electro-Magnetic Radiation
We next consider a time-dependent Dirac operator of the form
where we use the Dirac matrices α, β of (2.9). Symbolwise we may write
Clearly we then have the potentials V = A 1 = A 2 = 0 , A 2 = ε 0 sin ω(x 1 − t). The corresponding electro-magnetic field then is defined as
corresponding to a plane polarized wave of (circular) frequency ω propagating in the positive x 1 -direction, with E and B oscillating in the (x 1 , x 2 )-and (x 1 , x 3 )-plane, respectively. This Dirac operator H does not belong to Opψc. But it will belong to the class ψp 1 of def.3.3 (iii). Since H = H(t) now depends on t, the propagator U (t) no longer is an exponential function. However, due to the special form of time-dependency, we find that U (t) is a product of two exponentials:
Proposition 8.1. The propagator U (t) such that U (t)ψ 0 = ψ(t, x) solvesψ + iH(t)ψ = 0 (with H(t) of (8.1)), and ψ(0, x) = ψ 0 (x), has the form
Moreover, the propagator U (τ, t) solving the problem with initial-values at t = τ may be written as
Proof. We get (
, since H 0 is translation invariant. Thus we may writeψ + iH(t)ψ = 0 as
Here we set χ(t, x) = T t ψ(t, x) = ψ(t, x + te 1 ), and use that
Equation (8.4) then may be written as
In other words, the substitution χ(t, x) = T t ψ = ψ(t, x + te 1 ) converts the Dirac equation into equ. (8.6), where now the operator H(t) of (8.1) is replaced by the (time-independent) operator
It is evident then that (8.6) will be solved by
Or else, we may write this as (8.9) ψ = T −t e −iKt ψ 0 , proving (8.2), while (8.3) then follows trivially. Q.E.D.
Note, for this Dirac operator, the total energy H(t) is not constant -it fluctuates periodically, with period 2π/ω. For t = 0 the spectral decomposition of K, not of H(0) will provide the split between electron and positron. The spectral theory of K can be worked out explicitly. We shall find that K has continuous spectrum along all of R. But there is a strong singularity at t = 0. We shall set (8.10)
with the spectral spaces H e , H p of K belonging to the intervals (0, ∞) and (−∞, 0) respectively. Then H e and H p are defined as the spaces of electron states and positron states, resp., at t = 0. It may be seen that these spaces converge towards the well known electron and positron spaces for H 0 = αD + β as the amplitude ε 0 tends to 0, so that H(t) → H 0 .
As time t progresses, the spaces H e , H p will change; at time t we will set
However, when looking at propagation of states, while solving Dirac's equation, we shall find that still electrons remain electrons and positrons remain positrons, as time progresses.
Indeed, a state ψ 0 ∈ H e will propagate to ψ(t, x) = U (t)ψ 0 = T −t e −iKt ψ 0 , where e −iKt ψ 0 ∈ H e , since e −iKt leaves all spectral spaces of K invariant. So, it follows that ψ(t, .) ∈ H e (t) -indeed, an eletron state remains an electron state. Similar with positron states. Regarding prediction of expectation values, things remain as discussed earlier: For a state ψ 0 ∈ H and an observable A we get the expectation value ψ 0 , Aψ 0 For a future time then, if ψ t = U (t)ψ 0 or also A t = U * (t)AU (t) the predicted expectation value then will be ψ t , Aψ t = ψ 0 , A t ψ 0 , marking Schrödinger or Heisenberg representation.
Lemma 8.2. We have
That is, the changes of expectation values of total energy and of momentum component D 1 at time t are related: Defining A t = U * (t)AU (t) for an arbitrary observable A, we get
Proof. We get (8.14)
Q.E.D.
We shall need details of the spectral theory of the operator K but will discuss this in a later section. Right now let us focus on an attempt to repeat the procedures of earlier sections, regarding potentials vanishing at |x| = ∞, for the present Dirac operator H(t) of (2.1). As already observed, we no longer have H(t) ∈ Opψc, but rather have H(t) ∈ Opψp 1 ⊂ Opψq 1 , with the larger symbol classes of sec.3. With some exceptions we then shall focus entirely on time-propagation of symbols of the form q(ξ) -independent of x, with q ∈ ψc (m,0) , and with q(ξ) commuting with h 0 (ξ) = αξ + β, for all ξ. Of special interest will be the case of q(ξ) = ξ 1 (and also q(ξ) = ξ j , j = 2, 3), -that is, of the momentum observables.
For such a symbol q(x) the operator q(D) is translation invariant: Especially we get
Therefore our attempt to repeat earlier arguments for the case of a q ∈ ψc will focus on the assignment a(x, ξ) → a t (x, D) = e iKt a(x, D)e −iKt equivalent to the ODE-initial-value problem
The theorem, below, will address the initial-value problem (8.16) modulo ψq −∞ . We shall require another lengthy argument involving calculus of Fourier integral operators (to be discussed in sec's 11 f.) to also cover the corresponding Heisenberg transform U * (t)AU (t). However, the results of sec.10, below, addressing only the case of a simple photon-collision , will not be affected by these more complicated things.
Theorem 8.3. Given any self-adjoint (4 × 4-matrix-valued) symbol q(ξ) ∈ ψc (m,0) , independent of the location variable x , depending on the momentum variable ξ only, and such that the commutator
I) There exists a (lower order) 'correction symbol' z(x 1 , ξ) ∈ ψp m−1 with [h 0 (ξ), z(x 1 , ξ)] + = h 0 (ξ)z(x 1 , ξ)+z(x 1 , ξ)h 0 (ξ) = 0 for all x 1 , ξ, such that the initial-value problem (8.16) with a 0 (x, ξ) = q(ξ) + z(x 1 , ξ) admits a solution a t (x, ξ) modulo ψq −∞ of the form
II) The symbols q t (x 1 , ξ) , z t (x 1 , ξ) have x 1 -Fourier-series-expansions
where the sums over n are finite if looked at modulo ψp m−j , for every j = 1, 2, . . .. That is, for every j = 1, 2, . . . only a finite number of the coefficients q t,n , z t,n are not in ψp m−j . Accordingly, the corresponding ψdo-s are of the form
III) In momentum space -looking at the Fourier transformed operators
with the translation operator T κ u(x) = u(x 1 + κ, x 2 , x 3 ). IV) In general the "corrected operator" A(t) = q(D) + z(x 1 − t, D) of (8.17) may not be self-adjoint, so, it may not count as an observable. However, we may take the self-adjoint operator
In particular note that
withz t of (8.24) for t = 0, now is self-adjoint, hence counts as an observable. On the other hand, it is important to emphasize that we no longer have [h 0 (ξ),q t (x 1 , ξ)] = [h 0 (ξ),z t (x 1 .ξ)] + = 0, although both still are symbols of one order lower than required. V) Going into momentum space again, we find that
In contrast to our procedure of previous sections -where we were simplifying previously published things, we shall attempt to discuss a full proof of thm.8.3 in sections below.
The Photon Hypothesis
Note, in thm.8.3 we were including the Fourier transformed operators, defined as A ∧ = F AF −1 for an important reason: This will transform us to the momentum representation, where the momentum observables D j appear as multiplication operators ψ ∧ → ξ j ψ ∧ (ξ). Formally, a ψdo a(x, D) will have
, with notation as in (3.9). Especially, we get
This latter formula we find interesting: Looking at (8.20) it appears that , for a q(D) as in thm.8.3 the Heisenberg transformed (a t (x, D) ) ∧ splits up into a (discrete) sum of terms consisting of products T nω f (ξ). So, these terms have their momentum variable translated by an integer multiple of nω in the x 1 -direction -the direction of our radiation. Recalling our constants = c = m e = |e| = 1, we get dimensions right when we claim this nω as an integer multiple of ω/c = hν/c. With that, there arises the suspicion that this points to a collision of the electron (positron) with a discrete number of particles, all having momentum hν/c -so, with Photons ? We will work on such assumption, when we now sketch a proof of thm.8.3, focusing on the special case of q(ξ) = ξ j , j = 1, 2, 3. At the same time this will prepare us for the proof of the general case.
Recalling the operator K = H(0) − D 1 of (8.7), we consider the expression A t = e iKt Ae −iKt and assume that A t = a t (x, D) is a ψdo, for all t, and then write
then seeking to write this symbolwise, assuming that we work with symbols a(x 1 , ξ) ∈ ψp, as defined in def.2.3(iii), independent of x 2 , x 3 .
Proposition 9.1. For a ψdo C = c(x 1 , D) ∈ ψp m we have
by using the Leibniz formula (3.3) (with the infinite series there breaking off). For the term ε 0 α 2 sin ωx 1 we proceed directly.
So, we get (9.3), q.e.d. With prop.9.1 and (9.2) we then conclude that the symbol a t of A t = e iKt a(x 1 , D)e −iKt must satisfy the equation
assuming that A t andȦ t belong to Opψp. We note that (9.8) is a differential equation in the variables t, x 1 , but also is governed by the commutator [h 0 , a t ] representing a term of order m + 1, assuming a t ∈ ψp m . Decomposing again (9.9) a t = a
Since all terms in (9.8) but the commutator-term are of order m or less we conclude that (9.11)
So, we have proven this:
Proposition 9.2. If an operator A = a(x 1 , D) ∈ ψp m has the above property that A t = e iKt Ae −iKt = a t (x 1 , D) (mod ψq −∞ ), where a t andȧ t belong to ψp m (mod ψq −∞ ) then (9.9),(9.10),(9.11) lead to a decomposition a t (x 1 , ξ) = q t (x 1 , ξ) + z t (x 1 , ξ) where q t ∈ ψp m , z t ∈ ψp m−1 all (mod ψq −∞ ) while
In particular this decomposition applies to the case t = 0, so that also (mod
Vice versa, focusing on construction of ψdo-s of the form a(D) with e iKt a(D)e −iKt ∈ ψp, it is clear then that we might start with [h 0 , a] = 0, and then have to add a "lower order correction" z(x 1 , ξ) ∈ ψp m−1 (and with [h 0 , z] + = 0) to make above equ. (9.8) possible. For this task we will use an iteration, starting with a given initial self-adjoint q(ξ) commuting with h 0 (ξ), the construction seeking for a z t of lower order and a commuting q t with q 0 = q such that a t = q t +z t will solve (9.8) with higher and higher accuracy, as |ξ| → ∞.
Remembering that (9.8) is an equation for a 4 × 4 matrix-function a t we distinguish three steps, to be iterated infinitely:
Step I We omit some lower order terms in (9.8), then trying to solve that as a sharp equation.
Step II: We multiply the (simplified) (9.8) left and right by p + (and left and right by p − ) obtaining two differential equations to be solved. That will get us an approximate q t .
Step III: We multiply (9.8) left and right by p + and p − , respectively (or by p − and p + , resp.). That will give us equations to obtain an approximate z t .
.
These steps, applied alternately, in iteration, will result in an infinite sequence of improvements satisfying eq. (9.8) modulo ψp m−j only, for j = 1, 2, . . .. Then an asymptotic limit (mod ψq −∞ (in the sense of prop.3.7) must be taken to obtain an a 
Clearly we get B 0 = 0, while
Here the expression C t belongs to Opψp −∞ , since its symbol satisfies (9.8) modulo ψp −∞ . It follows that (9.14)
Here we are facing a slight difficulty:
Observation 9.3. Note, the above C t is the error occurring in our procedure of solving the ODE-initialvalue problem (8.16). That error belongs to Opψq −∞ -its differentiation order is −∞. Since it is a ψdo, its momentum representation [i.e., its Fourier transform] only provides a negligible contribution if applied to functions with support for very large ξ.
On the other hand, the error
We shall show in sec. 13, below, that this kind operator belongs to Opψq −∞ if we assume that P + C τ P − = P − C τ P + = 0 for all τ ∈ [0, t], where P + , P − denote the orthogonal projections onto the spaces H e and H p of electron (positron) states, resp. The projections P + , P − , as spectral projections of K, commute with K and with e iKt . Thus, if we introduce a 'commuting part' κ c (R) = P + RP + + P − RP − , for general operators R, then we get
where then Γ
∈ Opψq −∞ also is a ψdo, so that the right hand side of (9.17) indeed is a ψdo in Opψq m .
We shall see later that P + , P − are ψdo-s in Opψq 0 , and that the passage R → κ c (R) to the commuting part may be carried into the infinite series of thm 8.3 with little or no change. In particular, the discussion in thm. 10.4, involving only the first and second terms of these infinite series' -i.e., only a single collision between a Dirac particle and a photon -will not be affected at all.
Actually, the projections p + (D) , p − (D) used in our iteration are close to P + and P − , resp., as shall be seen, so that the commuting terms at each step of the iteration are almost commuting with respect to P + , P − .
It is easy then to return to our propagator U (t) = T −t e −iKt of the Dirac operator (8.1): Just rewrite (9.17) as
Proposition 9.4. We have
Here the problem remains to relateá 0 (x 1 , t) to the given symbol q(ξ) of thm.8.3. We shall discuss that in more detail in sec 13, after we control the operators P + , P − .
The Momentum Observables
Focusing on the 3 momentum coordinates as observables, we start with the initial self-adjoint symbol q(ξ) = ξ j ∈ ψc (m,0) with m = 1 , for fixed j = 1, 2, 3. where j = 1 will give the momentum coordinate in the direction of our radiation. In particular we recall (8.13), i.e.,
indicating a relation between the development of the observables H(t) and D 1 , looking at their Heisenberg transforms.
We then want to apply thm.8.3 to the special cases of q(ξ) = ξ j , j = 1, 2, 3, and also discuss the details of the iteration, completing the proof of thm.8.3.
So, in (9.8), we set a t = q t +z t , where q t ∈ ψp 1 , z t ∈ ψp 0 and [h 0 (ξ), q t (x 1 , ξ)] = 0 , [h 0 (ξ), z t (x 1 , ξ)] + = 0, for all x 1 , ξ. In that substitution we tend to ignore all terms of order m−1 (= 0 for q = ξ j ). In addition, z t also will be regarded as of order m − 1, and will be ignored, a fact to be confirmed later on, after solving for q t , z t modulo ψp 0 -assuming that initially, at t = 0, we have q 0 (x 1 , ξ) = ξ j , j = 1, 2, 3.
Proposition 10.1. The operation c(x, ξ) → (Xc)(x, ξ) (with X of (9.3)) lowers the differentiation order m of c ∈ ψp m by one unit -to ψp m−1 .
Also, if a symbol M (x, ξ) commutes with h 0 (ξ) = αξ + β then we get
Indeed, looking at (9.3) we observe that c(x, ξ +ωe 1 )−c(x, ξ) = ω 0 dκc |ξ1 (x, ξ +κe 1 ) has differentiation order m − 1 if c(x, ξ) has order m. Similar with the second term in (9.3), so that (Xc) has order m − 1. For the second statement we observe that
We get
Here we apply the multiplication p + {XX}p + of 'step II', noting that p + [h 0 , z t ]p + = 0, and that p + Z(q t )p + ∈ ψp 0 , due to prop.10.1, so that (10.2) simplifies to
The sharp D.E. (10.2') with initial-value q + 0 (x 1 .ξ) = ξ j p + (ξ) has the unique solution q
So, we will get just
Next we apply step III -multiplying p + {XX}p − with a t = q(ξ) + z t (x 1 , ξ) in (9.8), using that q t is independent of x and t, and that
we get
Assuming thatż t also is of order m − 1 and omitting all terms of order m − 1 this reads
Since division by ξ lowers the order by 1 we thus get (also, repeating the procedure with p − {XX}p + ) (10.6) z
Both, z ± t and z ∓ t are approximations modulo ψp m−2 , m=1, to be improved in the next iteration.
Remark 10.2. Note that our z ± t , z ∓ t of (10.6) also are independent of t, just as the q t = q, so thaṫ z t = 0 while also z ± t|x1 , z ∓ t|x1 ∈ ψp m−1 , so that (10.5') indeed is satisfied modulo ψp m−1 . In our special case where q(ξ) is scalar -so that it commutes with the matrices α ± (ξ) -we even get
where z + t , z − t ∈ ψp m−1 still remain undetermined -they will be fixed in the next iteration.
For the next iteration we return to steps I and II: With above q t = q and z t of (10.7) we set (10.8)
recalling that z t still has the free symbols z 
where we used thatq
We want to look at (10.9) modulo ψp m−2 , hence will drop all terms of order m − 2:
keeping in mind that z t is independent of x 2 , x 3 , also that -for c t = z Relation (10.10) again will be regarded as a differential equation for z + t . We may write it as (10.11)
This (with initial value z + 0 (x 1 , ξ)) is solved by integration; we get (10.12)
We assume z + 0 = 0 as to leave the original commutative part q = q 0 untouched. Then we get (10.14) z
We still simplify our F t of (10.11), omitting more terms of order m − 2: Write (10.15)
Applying prop.10.1 we may omit z ± t and z ∓ t in the first term, at right and q in the second term, so that (10.16)
The last term still simplifies :
Due to (10.6) this F t is independent of t. It belongs to ψp m−1 , and it is a finite sum
with certain f j (ξ) ∈ ψc (m−1,0) . We may write the integrand of (10.14) as
. So, (6.16) then assumes the form
The integrals t 0 dτ e ijωτ (s1(ξ)−1) in (10.17+) belong to ψc 0 -they may be evaluated explicitly, of course.
So, z + t of (10.17+) indeed belongs to ψp m−1 . A similar procedure, using the multiplication p − {XX}p − will lead to construction of a z − t of the form
Four our iteration it is important to note that, while the x 1 -Fourier series expansion of z ± , z ∓ extended only from −1 to +1 , it now will go from −2 to +2. One will see that all future such correction symbols have finite sums, but with range increasing while the order decreases to −∞. As a consequence, even the asymptotic infinite sum to be defined eventually will have only a finite number of terms not of order µ, for any µ ∈ R.
We now have q t = q and z t = z ± + z ∓ + z + t + z − t completely determined, up to an error in ψp m−1 and ψp m−2 , respectively. Applying step III again then will result in corrections (mod ψp
We have discussed the above for general q(ξ) to fill in the iteration, used for the proof of thm.8.3. It should be clear now, how this will go, and we regard that proof complete.
However, we must remind of the fact that this a t (x, ξ) of (8.17) only solves the initial value problem (8.16) modulo ψq −∞ ; it will not yet lead to the Heisenberg transform of a 0 (x, D) as a ψdo a t (x, D) modulo ψq −∞ . We have indicated the steps necessary in sec.9 (cf. Obs.9.3). Still, we will continue to also apply thm.8.3 to q(ξ) = ξ j , noting that an argument of sec.13, below will get us to the same expansion (mod ψq −1 ) for our Heisenberg transform.
For the special q(ξ) = ξ j , we have in the present section, we get z
So, the observables D 2 , D 3 will not change in time, modulo ψq −1 . For q = ξ 1 (10.14) assumes the form
Similarly,
with γ t (ξ) of (10.20).
In this way we have calculated our symbol a t = q t + z + t + z − t modulo ψq −1 , for the observable D 1 . Of course there will be terms modulo ψp −2 · · · with stronger and stronger decay as |ξ| → ∞, but the above lists all terms of order 0. for the operator D 1 . The a t thus obtained will not give a self-adjoint (D 1 ) t , but we have pointed out how to remedy this.
We summarize Theorem 10.3. Regarding the symbols a t = q t + z t andȃ t =q t +z t for the 3 observables D 1 , D 2 , D 3 modulo ψq −1 , we get
that is, for j=2,3, we have
For j = 1 we get (as formulas modulo ψq −1 )
In particular, calculating mod ψq −1 , the correction term for self-adjointness of a t (x, D) also vanishes, so that a t (x 1 , D) already is self-adjoint modulo ψq −1 .
We the come to the following:
The proof is a calculation, mainly focusing on self-adjointness (mod Opψq −1 ) of the corresponding operator terms.
Remark 10.5. Recall again: A special argument, as sketched at end of sec.9, accessible only through the spectral theory of the operator K, is needed to derive thm's 10.3 and 10.4, after clearing thm.8.3. This is to be discussed in sec.13, below.
Observation 10.6. It is clear that the first term at right of (10.23) addresses the electron part of the state, while the second term addresses positrons. The symbol of the electron part may be rewritten as
Note the right hand side is a difference of a time-independent term and a term propagating like a wave with speed 2θ(ξ). For large |ξ| -as dominant here -we have s 1 (ξ) ≈ ξ 1 /|ξ| = cos λ , with the angle λ between the vector ξ and the radiation direction ξ 1 . It follows that 2θ(ξ) ≈ (1 − cos λ) = 2 cos(λ/2). In other words, this propagation speed will display the same dependence on the direction as Compton's wave-length dependence (cf. Sommerfeld [So1] , p.50). Clearly this term, marking a single collision with a photon, is of one order lower than the original observable. The further terms, (we shall not calculate), will be of lower and lower order, hence of lesser and lesser probability since we deal with large |ξ|.
Notice also: the term (10.25) vanishes for t = 0, marking the fact, that we do not need a correction z(x 1 , t) for our present q(ξ) = ξ j , when working only mod ψq −1 .
Spectral Theory of the Operator
So far, regarding the proof of thm.9.4, we have solved the differential equationȧ t = i. symbol ([K, A t ]) modulo ψq −∞ . But, in order to get back to our desired A t = e iKt Ae −iKT = a t (x, D) ( mod ψq −∞ ) , we now will have to involve Fourier integral operators. Actually, we shall get a representation of e −iKt as a sum of two Fourier integral operators, if we just invoke the spectral theorem for the self-adjoint operator K. In fact, this even brings about the additional advantage that the two FIO-s obtained are mutually orthogonal in our Hilbert space: their products vanish. Considering the spectral theory of the operator K, we may separate off the variables x 2 , x 3 , since the coefficients of K are only dependent on x 1 . In other words, we may take the Fourier transform with respect tox = (x 2 , x 3 ). This leads us to a new operator
Recall, we are using the matrices α, β of (2.9). Thus we may write (11.1) block-matrix-wise as
with ∂ = ∂ x1 , this being thex-Fourier-transformed operator K of (8.7). Writing ∂ x1 f = f ′ , and ψ = ( u v ), the equation Kψ = λψ dissolves into this:
As earlier, let P (τ ) = σ 3 (ξ 2 − A 2 (τ )) + σ 2 ξ 3 . We observe that
is a scalar. So, in particular,
The two equations (11.3) combine into one (scalar) first order differential equation
for the variable u only. Equation (11.6) is solved by
i 2λ
Once we have u explicitly we may use the second (11.3) to also get v. All together we get
where c is independent of x 1 . Looking at (11.8) we observe that ψ, as a function of x 1 , never will be L 2 (R), except for vanishing c.
Thus there will not be any point-eigenvalues of the operator of x 1 . On the other hand, there should be continuous spectrum on all of R since (for c constant in λ) an integral dλψ , will be L 2 (R) defining a wave-packet.
One might see that there is some 'separation at λ = 0' in this continuous spectrum, insofar as the function ψ(x 1 ,ξ, λ) becomes very discontinuous there. Indeed, the point λ = 0 here separates the line −∞ < λ < ∞ into the half-lines (−∞, 0) and (0, ∞). The corresponding partition of unity (11.9) 1 = P (−∞,0) + P (0,∞)
with spectral projections P ∆ of K will generate the split into electron states and positron states: We may write (with H = L 2 (R)) (11.10) H e = {u ∈ H : P + u = u} , H p = {u ∈ H : P − u = u} , where (11.11)
with thex-Fourier transformF .
We now want to get the explicit spectral projections of K of (11.2). A practical way to achieve this is a technique of complex analysis developed by Titchmarsh [Ti1] .
Recalling the resolvent representation of spectral projections: For a self-adjoint N × N -matrix X , we may obtain the spectral projection P ∆ for any closed interval ∆ of the real axis by the formula (11.12)
where Γ denotes any simple closed (positively oriented) curve in the complex plane encircling all eigenvalues on ∆ but none of the others. Indeed, this is true, because, if ϕ 1 , . . . , ϕ N denotes an orthonormal base of eigenvectors to eigenvalue λ 1 , . . . , λ N then we may write (11.13) (X − λ)
Then the residue theorem will imply (11.12).
In case where the two endpoints of the interval ∆ = [λ 1 , λ 2 ] are not eigenvalues, we may build such a curve Γ from the two complex segments ∆ ± iε , with ε > 0 small and short vertical connecting segments from λ j − iε to λ j + iε. It then is evident that we must have (11.14)
Formula (11.14) also holds for unbounded self-adjoint linear operators like our K above -for a more detailed discussion note the book [Ti1] of Titchmarsh.
To implement (11.14) for K of (11.2) we set up the resolvent ODE Kψ − λψ = χ , ψ = (
That is, we must solve the system (11.15) 2iu
We must pick the unique solution in
Here we assume λ = µ − iε , ε > 0; then the homogeneous equation −2u
with ρ(x 1 ) = x1 0 P (τ ) 2 dτ , and ι(τ ) = ρ(τ )/τ . Here u of (11.17) and its inverse vanish exponentially as x 1 → ∞, and as x 1 → −∞, respectively. Hence the solution of (11.16) in L 2 will be (11.18)
We also need (11.18) for the adjoint (K − (µ − iε)) −1 * = (K − (µ + iε)) −1 , So, we also must set λ = µ + iε , ε > 0. Then the L 2 -solution of the ODE will change to this:
Writing P ∆ = ((P jl ∆ )) j,l=1,2 as a 2 × 2-block matrix, acting on ξ = ( f g ), we get
Being in control of the spectral projections of the operator K, we may apply the spectral theorem, for a representation G(K) = G(λ)dP λ , where G(λ) denotes any function of the real variable λ. Accounting for the singularity at λ = 0 we write
Clearly then we may use (11.26) to express the differential dP λ by dλ.
and corresponding formulas for G − (K), where ∞ 0 dτ has been replaced by
In (11.28) we interchange integrals and write
Note, for the term (G(K)) − of (11.27) we get the same kind of formulas -the difference being that the inner integral now extends from −∞ to 0, instead from 0 to ∞ :
Here we would like to transform the inner integrals. Substitute
to be used with both (11.29) and (11.29-). With λ = µ + ι 2 + µ 2 we get an invertible map µ ↔ λ with λ > 0 and
useful for (11.29), while λ = µ − ι 2 + µ 2 implies λ < 0 and gives an invertible map with µ ↔ λ and
So, (11.31) is useful for a transformation of (11.29) while (11.31-) will work for (11.29-). For the 4 inner integrals I jl we get
and
We substitute (11.35±) into (11.32±) and interchange integrals again, renaming integration variables (τ, µ) → (y 1 , −ξ 1 ):
In (11.33) we recall that
by a calculation. Notice that (11.33) already gives (thex-F-transform) of G(K) as a sum of 2 one-dimensional 'formal' ψdo-s. To get back to the operator K of (8.7) we must replace ψ(x 1 ) = ( f g )(x 1 ) in above formulas by
and then apply the inversex-F-transform to the Gψ.
Theorem 11.1. For the operator K of (8.7) and a function G(λ) : (R) → C we have G(K) = (G(K)) + + (G(K)) − in the sense of (11.27) where
again using the vectors η = (ξ 1 , ξ 2 − c(
Clearly the operators G(K) ± are formal ψdo-s , with their symbol containing the factors G(−ξ 1 ± η 2 + a 2 ). But it will depend on the choice of the function G(λ) whether these will be operators belonging to one of our classes Opψq m . We shall find that true if we choose G(λ) ≡ 1 but false for G(λ) = e −iλt . In the latter case the operators assume a form we shall call FIO-ψdos.
A Class of Global Fourier Integral Operators
The functions G(λ), most important for us here, are G(λ) ≡ 1 , G(λ) = λ , G(λ) = e −iλt . For G(λ) ≡ 1 the operators (G(K)) ± will give the two projections P + , P − separating the spaces of electron and positron states, at t = 0. Clearly they appear as formal (left-right-multiplying) ψdo-s
with the 2 × 2-block-symbols
We should remind of the fact that we have c = c(x 1 , y 1 ) , d = d(x 1 , y 1 ) given by (11.35) , or, explicitly, for A 2 (τ ) = ε 0 sin ωτ , by
with φ(κ) = sin κ/κ , and that
With that it is easily confirmed that we have all the symbols (12.1),(12.1-) belonging to ψqlr 0 , as defined by the estimates (3.10), so that we verified that P + , P − ∈ Opψq 0 . In addition, with (12.1),(12.1-), we have obtained explicit ψqlr 0 -symbols of the operators P ± -valid for the Dirac matrices (2.9) only.
Of course, we have P + + P − = 1. Looking at above symbols (12.1),(12.1-) we note that, indeed, p The latter symbol is not ≡ 1, although it turns out to be ≡ 1 for A 2 ≡ 0, and, also, for general A 2 (τ ), and x 1 = y 1 . This points to the fact that the assignment a(x, y, ξ) → a(M l , M r , D) is not bi-unique: an operator A=a(M l , M r , D) may be represented by many different symbols b(x, y, ξ), exactly one of them independent of y, then giving
There will be an asymptotic Leibniz formula, to get this b(x, ξ) from a(x, y, ξ):
Applying this to the symbol (12.3) it is found that the term of order 0 at right of (12.4) is ≡ 1, thus, at least, confirming that P + + P − = 1 (mod Opψq −1 ). Applying now thm.11.1 to the function G(λ) = e −iλt we again obtain e −iKt as a sum of two 'formal'
ψdo-s, given by (11.37) and (11.37-). Their ψdolr-symbols are given by (12.5) e −it(ξ1+ √ η 2 +a 2 ) p + (x 1 , y 1 , ξ) and e −it(ξ1− √ η 2 +a 2 ) p − (x 1 , y 1 , ξ) , resp. , with p ± of (12.1). Evidently the symbols (12.5) do not belong to ψqlr -any derivative landing on the exponential factor producing no decay in the required sense. However, referring to [Co5] , p.53, we observe that these ψdo-symbols (12.5) still belong to the space ST defined there. As a consequence, the 'finite-partsingular integrals' defined there still exist; we have the Beals formulas as well as the Leibniz formulas with integral reminder of ch.1, sec's 4 and 5 valid, although no asymptotically convergent Leibniz formulas can be derived, for a ψdo-calculus. Actually, a different interpretation then is customary: Following Hörmander [Hoe4] such operators are written in the form (12.6)
Au(x) = 1 (2π) 3 dξ dye iϕ(x,y,ξ) a(x, y, ξ)u(ξ) , with a symbol a(x, y, ξ) ∈ ψq, as before, and with a (real-valued) 'phase function' ϕ(x, y, ξ) . In our present case we will have (12.7) ϕ(x, y, ξ) = ξ(x − y) + ϕ 0 (x, y, ξ) with ϕ 0 = t(ξ 1 ± η 2 + a 2 ) ; note, we have ϕ(x, y, ξ) , ϕ 0 (x, y, ξ) ∈ ψqlr 1 . Hörmander introduced the name 'Fourier integral operator' (abbrev. FIO) for operators of this form. One may find an extensive theory of 'local' FIO-s -applicable only to functions defined in a bounded subdomain of R 3 , or also on a compact manifold [cf. although only for phase functions and symbols in ψc -not in ψq, as we require. In [Cr1] we find results for composition of our kind of FIO-s, but only for special phase functions: They cover the case of AB , BA where B is a ψdo [it has ϕ 0 ≡ 0], and also the case A * BA, again with B a ψdo: Then A * BA also is a ψdo. Essential ingredient of the discussion is the fact that e iψ(x,y,ξ) is a symbol in ψclr 0 whenever ψ(x, y, ξ) ∈ ψc 0 , while this is not true for ψ of order > 0. Although Coriasco discusses only the case where symbols and phase functions belong to ψclr, we find that his results extend to symbols and phase functions in ψqlr if the asymptotic convergence modulo ψc −∞ in his results is replaced by asymptotic convergence modulo ψq −∞ . We state the result required here in thm.12.1, below, without discussing the (very technical) proof, strongly leaning on Coriasco's methods. That proof uses the finite part integral, and our 'Leibniz formulas with integral reminder' of [Co5] , ch.1-still valid here, as noted above. More details about that proof may be found in [Co17] .
Theorem 12.1. Let C = c(x, D) ∈ Opψq m , and let P ± be the two projections (12.1),(12.1-). Then we have (12.8) e iKt P + CP + e −iKt ∈ Opψq m , e iKt P − CP − e −iKt ∈ Opψq m , and, likewise, (12.9) U * (t)P t + C t P t + U (t) ∈ Opψq m , U * (t)P t − C t P t − U (t) ∈ Opψq m , C t = T −t CT t , for the propagator U (t) of our Dirac equation, with H(t) of (8.1), and the projections P t ± = T −t P ± T t onto the electron (positron) spaces H e (t) , H p (t) at time t of (8.11).
Returning to the Heisenberg Transform
Finally, after gaining control on the FIO-analysis of the operators e −iKt we now may address the gap between thm.8.3 and its application to obtain the operator U * (t)a ∞ 0 (x, D)U (t) as a ψdo in Opψq. We had pointed out at the end of sec.9 that we should replace A Observation 13.1. Looking at the quantum mechanical application: We are mainly interested in predicting an observable R in a pure electron (or pure positron) state; that is in a state ψ satisfying P + ψ = ψ (or, P − ψ = ψ). If P + ψ = ψ then the expectation value for an observable R = q(D) ∈ Opψq, at time t, may be written as (13.1) U (t)ψ, RU (t)ψ = ψ, e iKt T t q(D)T −t e −iKt ψ = ψ, e iKt P + RP + e −iKt ψ = ψ, κ c (R)e −iKt ψ , using that q(D) is translation invariant, i.e., T t q(D)T −t = q(D), and that P − ψ = P − P + ψ = 0 , giving P + RP + ψ = (P + RP + + P − RP − )ψ = κ c (R)ψ. So, the operator e iKt κ c (R)e −iKt really is governing prediction of R = q(D) in the sense of the Heisenberg transform, for all times. And, according to thm. 12.1, this operator belongs to Opψq, at all t.
Proposition 13.2. With the symbols p ± (ξ) = This, and similar observations will indeed show the statement, q.e.d. Now let us come back to formulas (10.21),(10.22),(10.23): According to our arguments, so far, this was just a rewriting of (8.17), with its following Fourier series expansion, for the special case of q(D) = D j , j = 1, 2, 3, listing the terms of order 0 and 1 explicitly, while ignoring all terms of order less than 0. But, recall, this only solves the initial-value problem (8.16) modulo Opψq −∞ ; it does not make e −Kt a 0 (x, D)e −iKt a ψdo in Opψq.
On the other hand, looking at (9.17) -now established, since we proved thm. 12.1, it is clear that we get . For any observable R write R t = U * (t)RU (t). , with the propagator U (t) of the Dirac equatioṅ ψ + iH(t)ψ = 0, with the Dirac operator H(t) of (8.1), marking a Dirac particle under the influence of a plane polarized electro-magnetic wave in the x 1 -direction. We might point again to observation 10.6, above: For our conjecture that the two terms at right of (13.10) mark the possibility of a collision between the Dirac particle and a 'photon' , we can offer only two reasons: (i) the fact that -in the momentum representation -these terms mark a shift of energy by ±hν and of momentum by ±hν/c , while multiple collisions will shift by discrete integer multiples of that; (ii) that a directional shift of propagation speed will enter, similar in nature as that observed by Compton for the shift of wavelength.
Perhaps others might see more details, in these matters.
