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Recently fabricated two-dimensional phosphorene crystal structures have demonstrated great potential in
applications of electronics. In this paper, strain effect on the electronic band structure of phosphorene was
studied using first-principles methods including density functional theory (DFT) and hybrid functionals. It was
found that phosphorene can withstand a tensile stress and strain up to 10 N/m and 30%, respectively. The
band gap of phosphorene experiences a direct-indirect-direct transition when axial strain is applied. A moderate
−2% compression in the zigzag direction can trigger this gap transition. With sufficient expansion (+11.3%) or
compression (−10.2% strains), the gap can be tuned from indirect to direct again. Five strain zones with distinct
electronic band structure were identified, and the critical strains for the zone boundaries were determined.
Although the DFT method is known to underestimate band gap of semiconductors, it was proven to correctly
predict the strain effect on the electronic properties with validation from a hybrid functional method in this work.
The origin of the gap transition was revealed, and a general mechanism was developed to explain energy shifts
with strain according to the bond nature of near-band-edge electronic orbitals. Effective masses of carriers in the
armchair direction are an order of magnitude smaller than that of the zigzag axis, indicating that the armchair
direction is favored for carrier transport. In addition, the effective masses can be dramatically tuned by strain, in
which its sharp jump/drop occurs at the zone boundaries of the direct-indirect gap transition.
DOI: 10.1103/PhysRevB.90.085402 PACS number(s): 73.22.−f, 62.20.D−, 62.23.Kn
I. INTRODUCTION
Two-dimensional (2D) layered crystal materials have at-
tracted extensive research efforts in recent years, such as
graphene [1,2] and molybdenum disulfide [3], for their
potential applications in future electronics. Most recently, re-
searchers have successfully fabricated new 2D few-layer black
phosphorus [4–7] and found that this material is chemically
inert and has great transport properties. It was reported that it
has a carrier mobility up to 1000 cm2/V·s 4 and an on/off ratio
up to 104 [5] was achieved for the phosphorene transistors
at room temperature. In addition, this material shows a finite
direct band gap at the center of Brillouin zone [4,5,8–10] (in
contrast to the vanishing gap in graphene), which creates the
potential for additional applications in optoelectronics.
Tailoring electronic properties of semiconductor nanostruc-
tures has been critical for their applications. Strain has long
been used to tune electronic properties of semiconductors
[11,12]. As a practical issue, strain is almost inevitable
in fabricated monolayer nanostructures, manifesting as the
formation of ridges and buckling [13,14]. A more interesting
case comes from intentionally introduced and controlled
strains, though. Methods for introducing strain include lat-
tice mismatch, functional wrapping [15,16], material doping
[17,18], and direct mechanical application [19]. It was found
that nanostructures maintain integrity under a much higher
strain than their bulk counterparts [20,21], which dramatically
expands the strength of applicable strain to nanostructures.
In particular, 2D layered materials, such as graphene and
MoS2, possess superior mechanical flexibility and can sustain
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a spectacularly large strain (25%) [22–24]. We calculated
the stress-strain relation in phosphorene and found that it
can withstand a tensile strain up to 30%. Compared to other
2D materials such as graphene, phosphorene demonstrates
superior flexibility with an order of magnitude smaller Young’s
modulus [25]. This is especially useful in practical large
magnitude-strain engineering of this material.
As already demonstrated by several research groups,
strain shows remarkable effects in modifying the electronic
properties of phosphorene. For example, Rodin et al. [8],
using density functional theory (DFT) and tight-binding
models, predicted an anisotropic dispersion relation with a
direct band gap for phosphorene. They analyzed the localized
orbital composition of the band edge states and suggested a
semiconductor-to-metal transition with compression. Liu et al.
[5] briefly reported the sensitive dependence of the band gap on
in-layer stress and a critical compressive strain of 3% to trigger
the direct-to-indirect band gap transition. Fei and Yang [26]
theoretically predicted that the preferred conducting direction
in phosphorene can be rotated by 90° with an appropriate
biaxial or uniaxial strain based on the anisotropicity of the
material [5,8,27].
However, a full picture of detailed and systematic analysis
of the strain effect on the band structure is still missing. For
example, what is the elastic limit for phosphorene? Where is
the conduction/valence band edge located when the band gap
becomes indirect? Is there any additional critical strain to trig-
ger the band gap transition? What is the mechanism/origination
for this direct-indirect band gap transition? In this paper,
we will answer these questions by providing tension-strain
relation and a full analysis of strain effects on the band structure
of phosphorene. By revealing the evolution of band structure
with strain, it is clear to see the shift of the band edges and
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gap transitions. Several critical strains have been identified to
trigger the direct-indirect transition. In addition, with sufficient
large tensile (+11.3%) or compressive (−10.2%) strain, the
indirect band gap was found to become direct again. Five strain
zones with distinct band structure were identified. This detailed
analysis on the direct-indirect band gap transition is crucial
for optical applications of phosphorene. For example, Peng
and Copple at Arizona State University predicted a similar
direct-indirect band gap transition in GaAs nanowires with
uniaxial strains [28,29] and the gap transition was observed in
a recent experiment [30] in which the luminescence of GaAs
nanowires can be switched on and off under the influence of a
uniaxial stress.
In this paper, we also discuss in detail the mechanism for
the gap transition by examining the bond nature of near-band-
edge electronic orbitals. This mechanism has been applied
successfully in many other semiconductor nanostructures
[28,29,31–38]. Effective masses of charge carriers (thus carrier
mobility) were also found to be drastically tuned by strain.
II. SIMULATION DETAILS
The first-principles DFT [39] calculations were carried
out using the Perdew-Burke-Ernzerhof (PBE) exchange-
correlation functional [40] along with the projector-augmented
wave potentials [41,42] for the self-consistent total energy
calculations and geometry optimization. Both standard DFT
with generalized gradient approximation (GGA) and hybrid
functional [43,44] methods were adopted to investigate the
strain effect on the electronic properties of phosphorene. In
the hybrid Heyd-Scuseria-Ernzerhof (HSE)06 method [43,44],
the exchange-correlation functional uses a mixing parameter
to incorporate Hartree-Fock (HF) exact exchange functional
and the PBE functional. In this study, the fraction of the HF
exchange was set to be the default value α = 0.25. Both
methods of the DFT-PBE and HSE06 give consistent results of
the strain effects on the electronic band structures, including
the direct-indirect band gap transition and the gap variation
trends with strain.
The calculations were performed using the Vienna Ab initio
Simulation Package [45,46]. The kinetic energy cutoff for the
plane wave basis set was chosen to be 350 eV. The reciprocal
space was meshed at 14 × 10 × 1 using the Monkhorst-Pack
method. The energy convergence criteria for electronic and
ionic iterations were set to be 10−5 eV and 10−4 eV,
respectively. Such parameter settings ensure the calculations
were converged within 5 meV in total energy per atom. To
simulate a monolayer of phosphorene, a unit cell with periodic
boundary condition was used. A vacuum space of at least 16 ˚A
was applied to minimize the interaction between layers. In
band structure calculations, 21 points were collected along
each high symmetry line in reciprocal space.
Unlike a flat structure of graphene, the single layer black
phosphorus has a puckered honeycomb structure with each
phosphorus atom covalently bonded with three adjacent atoms
(see Fig. 1). The initial structure of phosphorene was obtained
from black phosphorus [47]. Our calculated lattice constants
for bulk black phosphorus are a = 3.308 ˚A, b = 4.536 ˚A, and
c= 11.099 ˚A, in good agreement with experimental values [47]
and other theoretical calculations [5,27]. The relaxed lattice
FIG. 1. (Color online) Snapshots of 2D phosphorene and its band
structure. The dashed rectangle in (b) indicates a unit cell. The energy
in the band structure is referenced to vacuum level.
constants for a monolayer of phosphorene are a = 3.298 ˚A
and b = 4.627 ˚A.
Starting with the relaxed phosphorene, strain within the
range of ±12% was applied in either the x (zigzag) or y
(armchair) direction to explore its effects on the band structure.
The applied strain is defined as εx = ax−ax0ax0 ,εy =
ay−ay0
ay0
, where
ax(ay) and ax0(ay0) are the lattice constants along the x (y)
direction for the strained and relaxed structures, respectively.
The positive values of strain refer to expansion, while negative
corresponds to compression. With each axial strain applied, the
lattice constant in the transverse direction was fully relaxed
through the technique of energy minimization to ensure the
force in the transverse direction is a minimum.
III. RESULTS AND DISCUSSIONS
A. Stress-strain relation and critical strain limit of phosphorene
Generally, a compression applied in an axial direction
results in an expansion in the transverse direction. The applied
axial strains in the x (y) direction and the transverse strain
response in the y (x) direction are reported in Fig. 2(a).
The Poisson’s ratio, ν = − dεtransverse
dεaxial
, was found to be 0.7 and
0.2 for the axial strain applied in the zigzag and armchair
directions, respectively. These significantly different Poisson’s
ratios further indicate the anisotropic nature of phosphorene.
Figure 2(b) presents the change in the total energy of
phosphorene as a function of the applied axial strain. The
deeper energy surface for εx suggests that strain is more
difficult to apply in the zigzag than the armchair direction.
To estimate the elastic limit of phosphorene, we calculated
the stress (force per unit length) [48] of phosphorene as
a function of tensile strain, using the method described in
the references [49,50]. This method of calculating stress-
strain relation was originally introduced for three-dimensional
crystals. In a 2D monolayer phosphorene, the stress calculated
from the Hellmann-Feynman theorem was modified to be
the force per unit length [48]. The tensile strain is applied
in either the zigzag or armchair direction. Our calculated
stress-strain relation is presented in Fig. 2(c). It shows that
phosphorene can sustain a stress up to 10 N/m and 4 N/m
in the zigzag and armchair directions, respectively. The
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FIG. 2. (Color online) (a) The applied axial strains in the x and y axes and their transverse strain response in the y and x directions,
respectively. (b) The change in the total energy as a function of the applied strain. (c) The stress as a function of tensile load for phosphorene.
Phosphorene can withstand a critical tensile strain up to 30% in the armchair direction. The different behaviors along the x and y directions in
(a)–(c) indicate the anisotropic nature of phosphorene.
corresponding tensile strain limits are 27% and 30% along the
zigzag and armchair axes, respectively. This predicted elastic
strain limit is close to that found in other 2D materials such as
graphene and MoS2 [22–24], suggesting that phosphorene is
highly flexible and may have potential applications in flexible
displays.
B. Strain effect on the band structure of phosphorene
Our DFT predicted band gap for 2D phosphorene is 0.91 eV,
which is in agreement with other theoretical work [5,10].
It is well known that DFT underestimates the band gap of
semiconductors, and the advanced Green’s function method
(GW) can provide improved predictions. The GW gap for
phosphorene calculated by Tran et al. [10] is about 2.0 eV.
However, the present work is mainly focused on the strain
effect on the band structure, and the advanced hybrid functional
method HSE06 gives results of the strain effects on the
electronic band structures consistent with that of the DFT-PBE
method. In addition, previous studies [32] on Si nanoclusters
showed that the energy gap calculated by DFT obeys a similar
strain-dependency as the optical gap predicted by the advanced
configuration interaction method and the quasiparticle gap.
Therefore, we expect that the DFT can correctly predict
the general trends of strain effect on the band structure and
near-gap states in phosphorene.
By comparing the band structure of phosphorene at different
values of axial strains, we found that strain has a remarkable
effect on the band structure along two particular K directions,
 to X (0.5, 0, 0) and  to Y (0, 0.5, 0), respectively. For
simplification, we only plot the band structure along these two
directions in Figs. 3 and 4.
Figure 3 presents the effect of strain εx (applied in the zigzag
direction) on the band structure. Figure 3(f) is for the relaxed
phosphorene with a direct band gap at . With an increase of
tensile strain, the band gap becomes indirect, then transitions
back to direct. For example, at εx = +9%, it shows an indirect
band gap with the conduction band minimum (CBM) shifted
from  to K1 (0, 0.3, 0), while the valence band maximum
(VBM) remains at . At εx = +12%, it gives a direct gap with
both the CBM and VBM at K1 (0, 0.3, 0). Similarly, with an
increase in compression, the gap first transitions to indirect
FIG. 3. (Color online) The strain εx (applied in the zigzag direction) manipulated direct-indirect band gap transition in 2D phosphorene.
Positive strain indicates expansion, while negative corresponds to compression. All energies are referenced to vacuum level. Starting from
the relaxed structure, the band gap experiences a direct-indirect-direct transition with both tensile and compressive strain. The direct/indirect
nature of the band gap is the result of the competition among the energies of near-band-edge states A–F. The dashed lines are guide for eye for
the energy shifts of states B, D, E, and F.
085402-3
XIHONG PENG, QUN WEI, AND ANDREW COPPLE PHYSICAL REVIEW B 90, 085402 (2014)
FIG. 4. (Color online) The strain εy (applied in the armchair direction) manipulated direct-indirect band gap transition in phosphorene.
All energies are referenced to vacuum level. The band gap shows a direct-indirect transition with expansion/compression. The direct/indirect
nature of the gap results from the energy competition of near-band-edge states A, B, C, and G. The dashed lines are a guide for viewing the
energy shifts of states B and G.
and then back to direct. For instance, at εx = −8%, the gap is
indirect with the CBM remaining at  while the VBM shifted
to K2 (0.15, 0, 0). When εx = −12%, it shows a direct gap
with both the CBM and VBM at .
Figure 3 clearly demonstrates that the direct/indirect nature
of the band gap is the result of the competition of the energies
of several near-band-edge states. With an increase in tensile
strain, the energy of the CB at K1 (0, 0.3, 0), labeled as state
D in Fig. 3(g), reduces rapidly and becomes equal to that of
state C (CB at , i.e., the original CBM) when εx = +8%.
With the strain higher than +8%, state D has a lower energy
than C; thus, D becomes the CBM. Similar behavior occurs
with the VB. The energy of state B at K1 (0, 0.3, 0) increases
faster than A (VB at , i.e., the original VBM). At εx =
+12%, B has a higher energy than A and thus represents the
VBM.
On the side of compression, the CBM is always located at
 (state C); however, the VBM demonstrates an interesting
transition. First, at εx = −2%, the VB at K2 (0.15, 0, 0),
labeled as state E in Fig. 3(c), shows an equal energy with A
(i.e., VB at ). With increased compression, the energy of state
E is higher than that of A, indicating a direct-to-indirect gap
transition. At εx = −12%, the energy of a sub-VB (the pink
band) state F at  has a higher energy than E and becomes the
VBM, showing a direct band gap at .
Figure 4 shows the effect of strain εy (applied in the
armchair direction) on the band structure of phosphorene. It
demonstrates that both expansion and compression can convert
the band gap to indirect. For instance, at εy = +8% and +12%,
the gap is indirect with the VBM at , while the CBM shifted
from  to X. At the side of negative strain, the gap is indirect
at εy = −12% with the VBM at K1 (0, 0.3, 0). It is clear
that the two VB states A and B compete for the VBM, and
the two CB states C and G (CB at X) exchange dominance
for the CBM. The energy shift of states B and G with strain
are more prominent than their competing states A and C,
respectively.
C. Strain effect on the band gap of phosphorene
The band gap is defined as the energy difference between
the CBM and VBM. From Figs. 3 and 4, the gap strongly
depends on strain. In Fig. 5, the gap is plotted as a function of
both strains εx and εy .
For the strain applied along the zigzag direction in Fig. 5(a),
the band gap is initially increased with tensile strain from a
value of 0.91 eV for the relaxed structure and reaches the
maximal value of 0.99 eV at +4% strain, then drops rapidly
with further increased expansion. At εx = +12%, the band
gap is reduced to 0.22 eV. To see if the gap reduces to zero
with further increased tensile strain, we explored even larger
strain +13% up to +16% with a 1% increment. The gap was
not found to close. It reaches a minimal value of 0.06 eV at
+14% strain and then opens up again for larger strain.
On the side of negative strain εx , the gap reduces, mainly
resulting from the downward shift of the CBM (see Fig. 3). At
εx = −12%, the gap sharply drops to 0.04 eV from the value
of 0.55 eV at −10% strain. This is due to the fact that the VBM
was replaced by a newly raised sub-VB (state F). To explore
if the band gap reduces to zero with a larger compression, we
explored the −13% strain and found that the DFT gap indeed
closed up.
In Fig. 5(a), five strain zones were identified based on
their distinct band structure. Zone I is for a direct band gap
within the strain range −12% to −10.2%, in which the CBM
is represented by state C and the VBM is given by state F.
Zone II corresponds to an indirect band gap from −10.2% to
−2%, where the VBM is state E. Zone III is a direct gap at
 from −2% to +8%. Zone IV is an indirect gap from +8%
to +11.3%, where the CBM is at (0, 0.3, 0). Zone V shows a
direct band gap with both the CBM and VBM at (0, 0.3, 0).
The critical strains of −10.2%, −2%, +8%, and +11.3% are
the zone boundaries that are determined in the next section.
Figure 5(b) presents the band gap as a function of strain
applied in the armchair direction. The reduced gap value with
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FIG. 5. (Color online) The band gap of 2D phosphorene as a function of strain εx applied in the zigzag (left) and εy in the armchair (right)
directions, respectively. Five (three) strain zones were identified for εx (εy) based on its distinct band structures. Zones I, II, III, IV, and V in
(a) are corresponding to the direct (d), indirect (in), direct, indirect, and direct gap, respectively. The critical strain for the gap transition are
−10.2%, −2%, +8%, and +11.3%. The gap closes up at εx = −13%. Zones VI, VII, and VIII in (b) present the indirect, direct, and indirect
gap, respectively; the critical strains of the zone borders are εy = −9% and +6.8%.
compression mainly results from the downward shift of the
CBM and upward change of the VBM (see Fig. 4). The drop
of the gap value at +12% results from the fact that the CBM is
replaced by the CB at X (state G). Three unique strain zones
are characterized. Zone VI is for an indirect band gap from
−12% to −9% where the VBM is located at (0, 0.3, 0). Zone
VII is for direct band gap at  from −9% to +6.8%. Zone
VIII shows an indirect band gap in the strain range +6.8% to
+12%, in which the CBM is at X.
D. Validation of the strain effects using hybrid functionals
Since DFT at the GGA level is known to underestimate
the band gap of semiconductors, it is important to test the
robustness of the calculated strain effects on the band structures
of phosphorene. We used the advanced hybrid functional
HSE06 to calculate the band structures of phosphorene under
different values of axial strain in the zigzag direction, and the
results are presented in Fig. 6. Comparing the HSE06 predicted
band structures in Figs. 6(a)–(e) with that of the DFT in Fig. 3,
one can conclude that both methods give the consistent results
of the strain effects on the band structures. For example, the
direct band gap of the material without strain (0%) converts to
indirect under +9% strain and then becomes direct again with
+12% strain. On the side of compression, the gap is indirect
and direct under −8% and −12% strains, respectively. We
also used the HSE06 method to calculate the band structures
of phosphorene under different values of strain in the armchair
direction and found that they are in great agreement with those
obtained from the standard DFT.
The band gaps predicted by the DFT and HSE06 as a
function of strains εx and εy are presented in Figs. 6(f) and
FIG. 6. (Color online) (a)–(e) Hybrid functional HSE06 predicted band structures of 2D phosphorene with different values of strain εx
in the zigzag direction. Starting with the relaxed structure, the band gap experiences a direct-indirect-direct transition with both tensile and
compressive strain, which is in great agreement with that predicted by the standard DFT. (f), (g) Band gaps predicted by the standard DFT and
HSE06 for both strains εx and εy . Although DFT underestimates the band gap, its calculated gap-strain variation trend is consistent with that
of HSE.
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6(g). It is clear that the HSE06 has a better prediction on
the band gap value. The HSE06 calculated band gap for the
relaxed phosphorene is 1.61 eV, which is 0.7 eV higher than
the DFT gap. However, both methods of the DFT and HSE06
calculated the same gap variation trends with strain. Therefore,
we can conclude that DFT correctly predicts the general trends
of strain effects on the band structure and near-gap states in
phosphorene, including the direct-indirect band gap transition
and the gap variation trends with strain.
E. Strain effect on the near-band-edge orbitals
To determine the critical strain in which the direct-indirect
band gap transition occurs, we plotted the energies of the
near-band-edge states A–G (labeled in Fig. 3 and Fig. 4) as
a function of strain in Fig. 7. As seen from Figs. 3 and 4,
these are the states that compete for the CBM and VBM, thus
their energies determine the direct/indirect nature of the gap. In
Fig. 7, the energies of the states display a nearly linear function
with strain. For instance, the energy of state B increases with
a positive strain εx while decreasing with a negative strain εx .
In contrast, states D and F show opposite trends. The energy
of state E remains unaffected by strain. This linear shift of
energy is not unique to phosphorene. It is also observed in
other semiconducting nanostructures [28,29,31–38,51–54].
In Fig. 7, the conduction states were represented by hollow-
dashed lines, while valence states are given by solid lines. In
Fig. 7(a), state C represents the CBM from −12% strain up to
+8%, at which the energy of state D equals to that of C. From
+8% to +12% strain, D has a lower energy than C, thus D
represents the CBM. The energy crossover of these two states
gives the critical strain +8% for the direct-indirect band gap
transition.
For the VBs, two states A and B compete for the VBM
at the positive strain, while three states A, E, and F battle at
compression. State A represents the VBM for positive strain
up to +11.3%, where C catches up and becomes the VBM.
For the negative strain, the energy of A was first exceeded by
E at −2% strain, and E becomes the VBM in the strain range
from −2% to −10.2%. At −10.2% strain, F catches up and
represents the VBM for compression higher than −10.2%.
In the case of strain εy in Fig. 7(b), the energy crossover
of two conduction states C and G occurs at +6.8% strain and
that of two valence states A and B at −9%.
To understand the different trends of states A–G in Fig. 7,
their electronic orbitals, including charge distribution and
wave function, were explored. The wave function character
was examined by projecting the wave function onto s, p, and
d orbitals at each ionic site. It was found that states A and E
are pz orbitals, B is py , C is dominated by pz (86%) mixed
with py , D is dominated by py (56%) with a mixture of s
orbital, F is px , and G is dominated by px (59%) mixed with s
orbital. Their electron density contour plots and wave function
character are presented in Fig. 8.
We developed a general mechanism [29] to explain the
different energy shifts with strain based on the Heitler-
London’s exchange energy model [55]. The different en-
ergy shifts with strain were found to be closely related to
the bonding/antibonding nature of the orbitals [29]. In the
Heitler-London model, the energies of the bonding and
antibonding states are given by the equations,
Ebonding = 2E0 + e
2
R
+ K + H
1 + S2 (1)
Eantibonding = 2E0 + e
2
R
+ K − H
1 − S2 , (2)
where E0 is the energy for an isolated atom, K represents the
classical Coulomb energy between the electron-electron and
electron-ion interactions, and S is the overlap integral of the
orbitals between different atomic sites, which is usually much
smaller than 1. The square of S is even smaller. Therefore,
the exchange integral term H may be playing a dominant role
in determining the different energy variation behaviors with
strain in the bonding and antibonding situation. The exchange
H is given by
H =
∫∫
ψ∗a (r1)ψ∗b (r2)
(
1
r12
− 1
r2a
− 1
r1b
)
×ψb(r1)ψa(r2)dr1dr2, (3)
where the exchange H is contributed from either nonclassical
electron-electron (i.e., 1
r12
, positive) or electron-ion interaction
(i.e.,− 1
r2a
− 1
r1b
, negative). For s orbitals or any mixed orbitals
in which electron density are not extremely localized, the
contribution of the electron-ion interaction is dominated over
the electron-electron interaction in the exchange H . As the
atomic distance increases (corresponding to a positive tensile
strain), the energy contributed from the electron-ion interaction
increases more rapidly compared to the energy reduction of
the electron-electron contribution [see Eq. (3)], which results
in an increased value for H . An increased H value also causes
the bonding energy Ebonding to increase and the antibonding
energy Eantibonding to decrease, based in Eqs. (1) and (2). These
trends are represented by the schematic in Fig. 8(h). For the
case of nonbonding, in which the wave function overlap is
minimal, the energy is expected to be insensitive to strain.
Now to examine the electron density contour plots and wave
function character in Fig. 8 to determine their bond nature.
State A in Fig. 8(a) suggests nonbonding in the x and an
antibonding character in the y direction based on its sign of
phase factor along the y direction. B is bonding in the x while
displaying antibonding in the y direction. C, which is domi-
nated by pz orbital, illustrates a bonding nature in the x while
nonbonding in the y direction. States D, E, and F demonstrate
antibonding, nonbonding, and antibonding, respectively, in the
x axis. State G is antibonding in the y direction. State D is a
mixture of py and s orbitals. Since the overlap of the py orbital
in the x direction is small, the s orbital is plotted in Fig. 8(d)
to determine its bonding/antibonding status in the x direction.
The same case is applied to state G in Fig. 8(g).
The bond nature of these seven states combined with the
schematic in Fig. 8(h) can be used to explain their energy
variation in Fig. 7. For example, D is antibonding in the x
direction and is expected to decrease with tensile strain from
Fig. 8(h). This is in agreement with the curve of D in Fig. 7(a).
B is bonding in the x while antibonding in the y direction.
According to Fig. 8(h), its energy is expected to increase with
εx while decreasing with εy , which is consistent with Fig. 7.
Other curves in Fig. 7 can be explained in the same manner.
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FIG. 7. (Color online) The energies of the near-edge states A–G as a function of strain applied in the zigzag (left) and armchair (right)
direction, respectively. The critical strains for the direct-indirect gap transition are determined by the energy crossover of competing states. (a)
Energy crossover of the competing VB states A, E, and F occurs at εx = −2%, −10.2%, and +11.3% strains. The energies of the competing
CB states C and D are equal at εx = +8% strain. (b) Energies of the VB states A and B crosses at εy = −9%, and two CB states C and G meets
at εy = +6.8%. Strain Zones I–VIII are also labeled.
F. Strain effect on the effective masses of charge carriers
The effective masses of the electron and hole can be readily
calculated according to the formula m∗ = 2( d2E
dk2
)−1 from the
band structure. For relaxed phosphorene, the effective mass
of the electron is predicted to be 1.24 me in the zigzag and
0.16 me in the armchair direction. The effective mass of the
hole is 4.92 me in the zigzag and 0.15 me in the armchair
direction. These calculated effective masses are in agreement
with other theoretical work [26,27]. The significantly smaller
effective masses in the armchair direction suggest that charge
carriers prefer transport in that direction.
The effective masses of the electron and hole as a function
of both strains εx and εy are presented in Fig. 9. The effective
masses of the electron and hole can be dramatically tuned
by strain. In addition, it was found that the sudden jump
(drop) in the effective masses occurs around the strain zone
boundaries (i.e., critical strains) for the direct-indirect band
FIG. 8. (Color online) (a)–(g) The electron density contour plots and schematic of the wave function character (i.e., the projected major
orbital and sign of phase factor) of the near-band-edge states A–G in 2D phosphorene. Their dominant orbitals and bond status (in the horizontal
axis) were listed at the bottom of each state. (h) A schematic of energy response to axial strain for three typical cases of bonding, nonbonding,
and antibonding.
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FIG. 9. (Color online) Effective masses of the electron (left) and hole (right) as a function of strain εx (top) and εy (bottom). Five (three)
strain zones for εx (εy) are also labeled. The sharp shift in effective masses occurs around the zone boundaries for the direct-indirect gap
transition.
gap transition. For example, in Fig. 9(a), the effective mass of
the electron in the zigzag direction is an order of magnitude
bigger than that along the armchair direction in Zones I, II,
and III. At the zone boundary of III and IV, the effective mass
in the zigzag direction drops sharply, while in the armchair
direction it jumps suddenly. This sharp transition suggests
the zigzag direction is favored for electron transport [26].
Figure 9(b) shows that the hole prefers transport in the armchair
direction in Zones II–V; however, in Zone I, it favors the zigzag
direction.
For the case of strain applied in the y direction, Fig. 9(c)
suggests that the armchair direction is favored for the electron
transport in Zones VI and VII, while the situation becomes
opposite in Zone VIII. For the hole in Fig. 9(d), the effective
mass in the armchair direction is insensitive to strain, while
in the zigzag direction it experiences a dramatic shift. The
much smaller value of effective mass in the armchair direction
indicates the hole predominately prefers transport in the
armchair direction in Zone VII and VIII. However, the sharp
reduction of the effective mass in the zigzag direction at Zone
VI makes this axis competitive with the armchair direction for
the hole transport.
The effective mass presented in Fig. 9 is a direct conse-
quence of the strain effect on the band structure in Figs. 3 and
4. In particular, the sharp change in the effective masses results
from the direct-indirect band gap transition. For example, to
understand the sudden shift of the effective mass at εx =
+8% in Fig. 9(a), refer to the band structure of Fig. 3(h)
along  to Y . Compared to the +4% strain in Fig. 3(g), the
downward shift of state D at +8% strain largely reduces the
band dispersion at state C, thus increasing the effective mass
of the electron dramatically at εx = +8%. When εx is bigger
than +8%, the CBM is shifted away from C to D; thus, the
effective mass of the electron was calculated from D, which
has a much smaller effective mass resulting from the more
dispersive band structure. Another sharp shift in the effective
mass of the hole occurs at εx = −12% in Fig. 9(b), which is a
direct consequence of Fig. 3(a). At εx = −12%, the energy of
sub VB state F exceeds E and becomes the VBM. The effective
mass along the x direction is now calculated based on this new
state F instead of E. Similarly for the case of εy strain, the
striking transition of the effective mass of the electron from
+4% to +8% strain in Fig. 9(c) results from the +6.8% critical
strain.
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IV. CONCLUSIONS
Using ab initio calculations, we provided a detailed
analysis of strain effects on the electronic band structure
of 2D phosphorene. We found the following to be true.
(i) Phosphorene can withstand a tensile stress and strain up
to 10 N/m and 30%, respectively. (ii) The band gap of 2D
phosphorene has direct-indirect-direct transitions with axial
strain. (iii) Five strain zones with distinct electronic band
structure were identified, and the critical strains for the zone
boundaries were determined. (iv) Although the DFT method is
known to underestimate the band gap of semiconductors, it was
proven to correctly predict the strain effect on the electronic
properties with verification via the hybrid functional method.
(v) The origin of the gap transition was revealed, and a general
mechanism was developed to explain the near-band-edge
energy shifts according to the bond nature of their electronic
orbitals. (vi) In relaxed phosphorene, effective masses of the
electron and hole in the armchair direction are an order of
magnitude smaller than that of the zigzag direction, suggesting
that the armchair direction is favored for carrier transport.
(vii) Effective masses can be dramatically tuned by strain.
(viii) The sharp jump/drop in the effective masses occurs at
the zone boundaries of direct-indirect gap transition.
Phosphorene has demonstrated superior mechanical flexi-
bility and can hold a large tensile strain of 30%, which opens
doors for applications in flexible displays. Having a direct band
gap is essential for materials in optical applications. Our paper
shows that a moderate −2% strain in the zigzag direction can
trigger the direct-to-indirect band gap transition. Our predicted
strain Zones II, IV, VI, and VIII should be avoided for optical
applications due to the indirect band gap in the material within
these strain zones. Carrier mobility is an essential parameter
to determine performance of electronics and it is inversely
dependent on the effective masses. We demonstrated that strain
can dramatically tune the effective masses; thus, it can be
used to modify carrier mobility of phosphorene in electronics
applications.
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