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Abstract
We consider the problem of modelling restricted interactions between continuously-
observed time series as given by a known static graph (or network) structure. For this
purpose, we define a parametric multivariate Graph Ornstein-Uhlenbeck (GrOU) process
driven by a general Le´vy process to study the momentum and network effects amongst
nodes. We distinguish the cases of the network-level GrOU and the node-level GrOU
processes where the latter allows for the directed graph edges to be node-dependent. Given
general likelihood frameworks, we derive maximum likelihood estimators and their usual
properties (existence, uniqueness, consistency and efficiency). To quantify the estimation
uncertainty, we present two novel central limit theorems under general assumptions with
closed-form covariance matrices as the time horizon goes to infinity. Finally, we extend
the Le´vy-driven case to include a stochastic volatility modulation term and show that the
central limit theorems still hold.
Keyword s: Ornstein-Uhlenbeck processes, multivariate Le´vy process, continuous-time like-
lihood, maximum likelihood estimator, graphical modelling, central limit theorem.
1 Introduction
We model multivariate time series with limited interactions between one another, that is
within a graph and network-like structure. In this context, nodes are the value of time series
at a given time and edges are the links between those time series. To accommodate this
graph structure, we introduce a purpose-built parametric continuous-time model: the Graph
Ornstein-Uhlenbeck (GrOU) process. We consider the problem of estimating those sparse in-
teractions with continuous-time observations driven by a general Le´vy process (Masuda 2004,
2007) or modulated by stochastic volatility (Pigorsch & Stelzer 2009b). This extends the
graph-inspired OU model driven by a Brownian motion from Matulewicz (2017). More pre-
cisely, this model is a specific case of the multivariate Le´vy-driven Ornstein-Uhlenbeck (OU)
process incorporating the graph structure in its parametrisation(s) and the results hereby
presented extend the recent models found in the literature on statistical inference for the
multivariate OU processes with Brownian noise (Basak et al. 2008, Hpfner 2014, Matulewicz
2017) and the univariate Le´vy-driven case (Mai 2014). The modelling flexibility is two-fold:
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first, the two configurations give some granularity control and permit in-depth analysis of,
say, some network region as the resulting graph is directed. Second, this continuous-time ap-
proach allows to deal with unevenly-spaced or event-driven datasets found in energy markets
(Simonov et al. 2017) and engineering (Liu et al. 2017).
A discrete-time equivalent named the Network Vector Autoregression (NAR) model was
introduced in Zhu et al. (2017) and tackles the problem of estimating both the momentum
(impact of a node current value on its increment) and network (impact of the neighbours’
value) effects. In this article, we consider continuously-observed OU processes and derive
parametrisations for either the network level (one momentum and one network terms for the
whole graph) or the node level (one momentum parameter for each node and one for each
neighbour). More generally, the estimation of Le´vy-driven OU processes have been largely
considered: e.g. driven by a Le´vy subordinator (Masuda 2010) or by a Le´vy process with
heavy tails (Gushchin et al. 2020).
We refer to Sorensen (1991) for a general theory of the likelihood inference for continuously-
observed jump diffusions. Masuda (2004, 2007) present the essential assumptions and results
on ergodicity of Le´vy-driven OU processes and recent developments are introduced in Kevei
(2018), Sandric´ (2016). Asymptotic efficiency of the maximum likelihood estimators (MLE)
in the univariate case has been derived in Mai (2014) via the theory of exponential families
(Ku¨chler & Sørensen 1997).
In this article, we consider square-integrable Le´vy-driven OU processes observed contin-
uously and extend the reasoning from Mai (2014) to the multivariate case. We derive a
likelihood ratio for the GrOU process under two distinct parametrisations (i.e. at network
and node levels) which characterises an exponential family in both cases Ku¨chler & Sørensen
(1997), Mancini (2009). We derive their respective MLEs which are well-defined and con-
sistent in general. Additionally, we prove that the model is locally asymptotically normal
(Le Cam & Lo Yang 1990) and those estimators are efficient in the sense of Ha´jek-Le Cam’s
convolution theorem (Ha´jek 1970, Le Cam & Lo Yang 1990). We also obtain two central
limit theorems for those estimators with explicit covariance matrices under weak integra-
bility conditions. We extend our framework with a matrix-valued OU stochastic volatility
modulation term (Pigorsch & Stelzer 2009b) along with a pure-jump term and show that
the resulting process would still be ergodic using the mixing criterion from Fuchs & Stelzer
(2013). We conclude that our results would still hold conditional on the knowledge of this
volatility process.
In Section 2, we present the GrOU model in its two configurations: one with network-level
momentum and network parameters and one with a node-level granularity of interactions and
we show that those estimators are well-defined. Then, in Section 3, we set up the likelihood
framework in each configuration and prove the existence and uniqueness of the MLEs for
both the network-level and node-level cases. In Section 4, we prove that this model is locally
asymptotically normal and that those estimators are then efficient in the sense of Ha´jek-
Le Cam. We also present two novels central limit theorems for multivariate Le´vy-driven
GrOU process in continuous time with explicit covariance matrix. Finally, in Section 5, we
extend our framework to include an OU-type stochastic volatility term and we show the
preservation of stationarity and ergodicity of the resulting process under standard regularity
and independence assumptions. This implies that conditional on the stochastic volatility, the
central limit theorems from Section 4 hold.
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2 A Graph Ornstein-Uhlenbeck process
In this section, we define the Graph Ornstein-Uhlenbeck (GrOU) process with two parametri-
sations.
2.1 Notations
We consider a filtered probability space (Ω,F , (Ft, t ∈ R),P0) to which all stochastic processes
are adapted. We consider two-sided Le´vy processes (Lt, t ∈ R) (i.e stochastic processes with
stationary and independent increments and continuous in probability and L0 = 0d, P0−a.s.)
(Brockwell 2009, Remark 1) which are without loss of generality assumed to be ca`dla`g and
we write Yt− := lims↑tYs for any t ∈ R. For any probability measure P, we denote by Pt its
restriction to the σ-field Ft for any t ∈ R.
We denote by det the matrix determinant, the space of {0, 1}-valued d × d matrices by
Md({0, 1}), the space of real-valued d×d (resp. n×d) matrices byMd(R) (resp.Mn,d(R)), the
linear subspace of d×d symmetric matrices by Sd, the (closed in Sd) positive semidefinite cone
(i.e. with the real parts of their eigenvalues non-negative) by S+d and the (open in Sd) positive
definite cone (i.e. with the real parts of their eigenvalues positive) by S++d . In particular,
Id×d ∈Md(R) denotes the d× d identity matrix.
We denote by λleb the one-dimensional Lebesgue measure. For a non-empty topological
space, B(S) is the Borel σ-algebra on S and π is some probability measure on (S,B(S)). The
collection of all Borel sets in S × R with finite π ⊗ λleb-measure is written as Bb(S × R).
Also, the norms of vectors and matrices are denoted by ‖ · ‖. We usually take the Euclidean
(or Frobenius) norm but due to the equivalence between norms, our results are not norm-
specific and are valid under any norm in Rd or Md(R). In addition, for an invertible matrix
M ∈ Md(R), we define 〈x,y〉M := x
⊤M−1y for x,y ∈ Rd. Finally, for a process Xt =
(X
(1)
t , . . . ,X
(d)
t )
⊤ ∈ Rd we denote by [X]t the matrix ([X
(i),X(j)]t) of quadratic co-variations
up to time t ≥ 0.
In this article, ⊗ denotes the Kronecker matrix product, ⊙ is for the Hadamard (element-
wise) matrix product and vec is the vectorisation transformation where columns are stacked
on one another. We denote by vec−1(x) := (vec(Id×d)
⊤⊗ Id×d)(Id×d⊗x) ∈ Md(R) for x ∈ R
the inverse vectorisation transformation.
2.2 Model definition
We recall the construction of Ornstein-Uhlenbeck processes and introduces two parametrisa-
tion specific to the modelling of graph structures.
2.2.1 Graph dynamics and parametrisations
Consider a d-dimensional process Yt = (Y
(1)
t , . . . , Y
(d)
t )
⊤ for t ≥ 0 and its left limit process
Yt− := lims↑tYs for any t ≥ 0 and consider the stochastic differential equation (SDE) for a
positive definite dynamics matrix Q
dYt = −QYt−dt+ dLt, t ≥ 0, (1)
for a two-sided d-dimensional Le´vy process Lt = (L
(1)
t , . . . , L
(d)
t )
⊤ (Brockwell 2009, Remark
1) such that Y0 is independent of (Lt, t ≥ 0) (Masuda 2004, Section 1); see the definition of
L in Section 2.2.2.
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In this article, we propose a parametric model for Q which encompasses a given graph
structure where, say, one observes d processes, named nodes mapped one-to-one to the com-
ponents of Y. Assume that the undirected links between them are described by a matrix
A = (aij) ∈ Md({0, 1}), called either the adjacency matrix or network topology. The entries
are in {0, 1}: aij = 1 for an existing link between node i and j, 0 otherwise. We assume that
aii = 0 for all i ∈ {1, . . . , d}.
Assumption 1. We assume that A is deterministic, static in time and known.
For i ∈ {1, . . . , d}, define ni := 1 ∨
∑
j 6=i aij, which counts the number of neighbouring
nodes the i-th node is connected to, or node degree. We can now defined the row-normalised
adjacency matrix
A := diag(n−11 , . . . , n
−1
d )A.
We introduce the network-level two-dimensional parameter θ := (θ1, θ2)
⊤ ∈ R2 describing the
network effect and the momentum effect respectively, and define the matrix
Q = Q(θ) := θ2Id×d + θ1A. (2)
This yields the following SDE for any i ∈ {1, . . . , d}:
dY
(i)
t = −θ2Y
(i)
t dt− θ1n
−1
i
∑
j 6=i
aijY
(j)
t dt+ dL
(i)
t , t ≥ 0.
Recall that we denote by ⊙ the Hadamard product and by vec−1 the inverse vectorisation
transformation. One can generalise this notation to have
Q = Q(ψ) := (Id×d +A)⊙ vec
−1(ψ), where ψ ∈ Rd
2
. (3)
This gives the following SDE for any i ∈ {1, . . . , d}:
dY
(i)
t = −ψiiY
(i)
t dt− n
−1
i
∑
j 6=i
aijψd(i−1)+jY
(j)
t dt+ dL
(i)
t , t ≥ 0.
In this sense, there exists a general positive definite dynamics matrix Q˜ such that ψ := vec(Q˜)
in Equation (1), i.e.
Q(ψ) = (Id×d +A)⊙ Q˜. (4)
The second parametrisation alleviates the scarcity of network interactions imposed by θ yet
exposes the estimation to the curse of dimensionality. For simplicity, one may write Q for
Q(θ) or Q(ψ) when the context is clear. With Q(θ), we restrict the interactions to the
network and momentum effects. This extends the current framework to partially observable
networks (e.g. too large for computations) where an exploration process needs to take place
(Dereich & Mrters 2013, Section 5). This makes the estimation robust again the curse of
dimensionality coming from the number of nodes. We now define the GrOU process as
follows.
Definition 1. The Graph Ornstein-Uhlenbeck (GrOU) process is a ca`dla`g process (Yt, t ≥ 0)
satisfying Equation (1) for some two-sided Le´vy noise (Lt, t ∈ R) where Q is given by either
Equation (2) or by Equation (3) such that Q is positive definite. This process is then called
a θ-GrOU process or a ψ-GrOU process, respectively.
We give sufficient conditions for Q to be positive definite in both cases in Section 2.3.
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2.2.2 The driving Le´vy noise
We take L to be defined by the Le´vy-Khintchine characteristic triplet (b,Σ, ν) with respect
to the truncation function τ(z) := I{x∈Rd:‖x‖≤1}(z) where I denotes the indicator function.
More explicitly, the Le´vy-Khintchine representation yields, for t ∈ R,
E
{
exp
(
iu⊤Lt
)}
= exp
{
t
(
iu⊤b−
1
2
u⊤Σu+
∫
Rd\{0d}
(
exp
[
iu⊤z
]
− 1− iu⊤zτ(z)
)
dν(z)
)}
,
where u, b ∈ Rd, Σ ∈ S++d and ν is a Le´vy measure on R
d satisfying
∫
Rd\{0}(1∧‖z‖
2)ν(dz) <
∞.
Again, without loss of generality, consider that P0 is a probability measure where (Lt, t ∈
R) is a ca`dla`g Le´vy process as mentioned above. Also, we denote by Pt,0 the probability
measure P0 restricted to the σ-field Ft as introduced in Section 2.1.
2.3 Stationary solution
Recall that S++d is the set of d × d matrices such that the real parts of the eigenvalues are
positive.
Remark 2.3.1. Note that Q ∈ S++d if and only if det(e
−tQ)
t→+∞
−−−−→ 0 (Masuda 2004).
Given the standard OU processes theory from Brockwell et al. (2007), Masuda (2004), we
assume the following:
Assumption 2. Suppose that Q ∈ S++d and that the Le´vy measure ν(·) satisfies the log
moment condition: ∫
‖z‖>1
ln ‖z‖ν(dz) <∞.
Then, under Assumption 2, there is a unique strictly stationary solution of the above SDE
given by
Yt = e
−(t−s)Q
Ys +
∫ t
s
e−(t−u)QdLu, for any t ≥ s ≥ 0. (5)
Recall that the Le´vy-Khintchine characteristic triplet of L with respect to the truncation
function τ is denoted (b,Σ, ν). Proposition 2.1, Masuda (2004) yields that the transition
probability from x at time t denoted P(t,x, ·) is characterised by the triplet (bt,x, Ct, νt)
(with respect to τ) defined as
bt,x := e
−tQx+
∫ t
0
e−sQbds+
∫
Rd
∫ t
0
e−sQz
[
τ(e−sQz)− τ(z)
]
dsν(dz),
Ct :=
∫ t
0
e−sQCe−sQ
⊤
ds, νt(S) :=
∫ t
0
ν(esQS)ds, for any S ∈ B(Rd),
where the limit as t → ∞ leads a characteristic triplet of the form (b∞, C∞, ν∞) which
characterises the unique invariant distribution of Y denoted by π i.e. Yt
D
−−→ Y∞ ∼ π as
t→∞.
Proposition 2.3.2. If θ2 > 0 such that θ2 > |θ1|, then Q(θ) ∈ S
++
d .
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Proof. Recall that the Gersˇgorin’s circle theorem states that any eigenvalue of Q(θ) is found
in a closed circle of centre Qii = θ2 and radius equal to the sum of non-diagonal entries of
the i-th row
∑
j 6=i |Qij| for some i ∈ {1, . . . , d}. Since A is row-normalised and given that
θ2 > |θ1|, we conclude that the eigenvalues must be in an open disk with center θ2 and radius
|θ1|. This disk is positioned in the positive half-plane and do not contain the origin. This
yields that all eigenvalues are strictly positive.
Proposition 2.3.2 makes practical sense as it requires that the auto-regressive part of the
model is predominant in absolute terms. For the node-level parametrisation ψ, we obtain the
following
Proposition 2.3.3. If we have
ψi(d−1)+i > 0 and ψd(i−1)+i > n
−1
i
∑
j 6=i
|ψd(i−1)+j | for any i ∈ {1, . . . , d},
then Q(ψ) ∈ S++d . This means that vec(ψ) =: Q˜ ∈Md(R) has positive diagonal elements.
Proof. Remark that the off-diagonal elements of the i-th row of Q(ψ) give
n−1i
∑
j 6=i
aij|ψd(i−1)+j | ≤ n
−1
i
∑
j 6=i
|ψd(i−1)+j | < |ψd(i−1)+i|.
Similarly to the proof of Proposition 2.3.2, applying Gersˇgorin’s circle theorem yields the
expected result.
Remark 2.3.4. The model defined in Equation 1 is a generalisation of the (discrete-time)
Vector Autoregressive (VAR) model (Sims 1980) with a depth of 1. If, for any j ∈ N, we set
t = j∆n, s = (j − 1)∆n for a step size ∆n > 0 and j ∈ N. We then denote the sampled
process by Xj = (X
(1)
j , . . . ,X
(d)
j )
⊤ for j ∈ N, where X
(k)
j = Y
(k)
j∆n
. Hence we have the VAR(1)-
representation
Xj = ΦXj−1 + Zj, j ∈ N,
where the VAR(1) parameter matrix is given by
Φ = e−∆Q = e−∆(θ1A+θ2Id×d) = e−∆θ1Ae−∆θ2Id×d ,
and we have an i.i.d. noise sequence given by
Zj =
∫ j∆
(j−1)∆
e−(j∆−u)QdLu.
However, this exponentiated parametrisation suffers from a strong identifiability issue as ex-
plained in Fasen (2013) since we ought to take the logarithm of a matrix (Culver 1966). Also,
the model is then limited to evenly-spaced observations.
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3 Likelihood and estimators
Suppose we observe the process Y continuously on [0, T ] for T ∈ R ∪ {∞} and let t ∈
[0, T ]. In this section, we present the likelihood framework of interest and derive closed-form
formulas for the network-level and node-level maximum likelihood estimators. Recall the
ergodic theorem of a process (Yt, t ∈ R) satisfying Equation (1) is given by:
Proposition 3.0.1. (Theorems 2.1 & 2.6, Masuda (2007))
Suppose that Assumptions 1 and 2 hold. Then (Yt, t ∈ R) admits a unique invariant distri-
bution π for any choice of the law η of the initial value Y0. Moreover, for any measurable
function g : Rd 7→ Rk satisfying E [‖g(Y∞)‖] :=
∫
Rd
‖g(y)‖π(dy) <∞ and for any η, we have
1
t
∫ t
0
g(Ys)ds
t→∞
−−−→ E [g(Y∞)] :=
∫
Rd
g(y)π(dy), Pη − a.s. (6)
where Pη is the law of Y associated with the initial value Y0 ∼ η.
According to Section 2.3, recall that Yt
D
−−→ Y∞ ∼ π as t → ∞ where π is the invariant
distribution characterised by (b∞, C∞, ν∞). This result is essential for the asymptotic prop-
erties of the model statistical inference and was further extended in Kevei (2018), Sandric´
(2016). We present the general likelihood framework used for GrOU processes.
3.1 A general likelihood
Consider the case of a general positive definite dynamics matrix Q. Following Equation
(2), the Radon-Nikodym derivative of the corresponding d-dimensional Ornstein-Uhlenbeck
process is expressed as follows (Mai 2014, Pap & van Zuijlen 1996):
dPt,Y
dPt,0
= exp
{
−
∫ t
0
〈QYs, dY
c
s〉Σ −
1
2
∫ t
0
〈QYs,QYs〉Σds
}
, t ∈ [0, T ], (7)
where Ycs is the continuous P0-martingale part and PY is a probability measure equivalent
to P0 such that the process in Equation (7) is a martingale. Similarly to Pt,0, Pt,Y is the
restriction of PY on Ft for any t ∈ R. We note that, since Σ ∈ S
++
d , Σ is invertible and hence
Equation (7) is well-defined.
Remark 3.1.1. In the rest of the article, we write t = T (i.e. t is the time horizon itself)
and consider the likelihood at time t directly.
3.2 Network-level case
In this section, we write the likelihood for θ-GrOU processes and obtain the corresponding
maximum likelihood estimator along with its existence and uniqueness. Consider the following
notations
Notation 3.2.1. Define the deterministic positive definite matrix
G∞ :=
(
E
(
〈AY∞,AY∞〉Σ
)
E
(
〈AY∞,Y∞〉Σ
)
E
(
〈AY∞,Y∞〉Σ
)
E (〈Y∞,Y∞〉Σ)
)
,
and define
Ht := −
(∫ t
0 〈AYs, dY
c
s〉Σ∫ t
0 〈Ys, dY
c
s〉Σ
)
such that [H]t =
(∫ t
0 〈AYs,AYs〉Σds
∫ t
0 〈AYs,Ys〉Σds∫ t
0 〈AYs,Ys〉Σds
∫ t
0 〈Ys,Ys〉Σds
)
.
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Using Equation (2), we deduce that∫ t
0
〈Q(θ)Ys,Q(θ)Ys〉Σds = θ
⊤ · [H]t · θ. (8)
Lemma 3.2.2. Suppose that Assumptions 1 and 2 hold and that Y has finite second moments.
Then, we have that t−1[H]t converges almost surely to G∞ as t→∞. Therefore, [H]t = O(t)
componentwise as t→∞ and we obtain that E (|[H]t|)→∞ componentwise as t→∞.
Proof. By stationarity and ergodicity, t−1[H]t converges almost surely to G∞ as t→∞. This
matrix has finite elements since Y has finite second moments. By Jensen’s inequality, we
obtain E (|Ht|) ≥ |E ([H]t) |. By Fubini’s theorem and stationarity we have that E ([H]t) =∫ t
0 G∞dt = O(t) componentwise as t → ∞ and hence E (|[H]t|) → ∞ componentwise as
t→∞.
We then set up a likelihood framework (in the sense of Section 2, Morales et al. (2000))
for the θ-GrOU process as follows:
Proposition 3.2.3. From Equation (7), we obtain the following likelihood ratio Lt(θ;Y):
Lt(θ;Y) :=
dPt,Y
dPt,0
= exp
(
θ⊤Ht −
1
2
θ⊤ · [H]t · θ
)
, θ ∈ R2.
Additionally, t 7→ Ht and t 7→ θ
⊤ · [H]t · θ (for a fixed θ) are ca`dla`g hence bounded and
Ft-measurable for any finite t ∈ R.
Proof. According to Lemma 3.2.2, H and [H] are finite for finite time t ≥ 0 large enough and
therefore the likelihood is defined on Θ := {θ ∈ R2 : |θ⊤ · [H]t · θ| < ∞, ∀t ≥ 0} = R
2. By
the properties of the stochastic integral with respect to the continuous martingale part of Y,
t 7→ Ht is indeed ca`dla`g.
From Proposition 2.3.2, we define a compact set Θ̂ such that
Θ̂ ⊆ {(θ1, θ2)
⊤ ∈ R2 : θ2 > 0 and θ2 > |θ1|}.
We state the main result on the existence and uniqueness of the continuous-time Maximum
Likelihood Estimator (MLE) using Notation 3.2.1:
Theorem 3.2.4. (Network-level MLE with continuous-time observations)
Suppose that Assumptions 1 and 2 hold. Assume that the θ-GrOU process Y is observed in
continuous time and has finite second moments. Then, the MLE θ̂t on the compact set Θ̂
solves the equation
Ht = [H]t · θ̂t, for t ≥ 0.
Moreover, θ̂t satisfies the following properties:
1. We have det([H]t) > 0 Pt,Y − a.s. for t ≥ 0 large enough and
θ̂t = [H]
−1
t ·Ht.
2. The MLE θ̂t exists almost surely and uniquely under Pt,Y.
Proof. See Appendix A.2.
This concludes the presentation of the two-parameter estimator. The node-level estimator
is to be defined in the following section.
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3.3 Node-level case
We focus on the ψ-GrOU processes and define their likelihood along with the corresponding
MLE. From Basak et al. (2008), one deduces an intermediary result:
Lemma 3.3.1. (Adapted from Theorem 4.1, Basak et al. (2008))
Consider the d×d matrix Kt :=
∫ t
0 YsY
⊤
s ds. This matrix is P0-almost surely nonsingular for t
large enough in the sense that lim inft→∞ t
−1λmin(Kt) > 0 and we also have that λmax(Kt) =
O(t) P0−a.s. Here, λmin and λmax are respectively the smallest and largest eigenvalues (which
are real since Kt is symmetric).
Proof. See Appendix A.3.
We define the node-level equivalent to Ht as follows
Definition 2. We define the node-level integrated response vector as At := −
∫ t
0 Ys⊗Σ
−1dYcs
such that [A]t := Kt ⊗Σ
−1 for any t ≥ 0.
As hinted by Equation (4), we first derive the likelihood under unrestricted network in-
teractions before applying the network topology (as a linear transformation of the former).
The corresponding node-level likelihood is formulated as follows:
Proposition 3.3.2. We consider the dynamics dYt = −Q˜Yt−dt + dLt for some general
parameter ψ = vec(Q˜) ∈ Rd
2
as given in Proposition 2.3.3. The likelihood with respect to ψ
is given by
Lt(ψ;Y) = exp
(
ψ⊤ · At −
1
2
ψ⊤ · [A]t ·ψ
)
, ψ ∈ Rd
2
,
where (At) is given in Definition 2.
Proof. See Appendix A.4.
Remark 3.3.3. To obtain the MLE of vec(Q(ψ)), we factor in the network topology A by
transforming linearly ψ into vec(Id×d +A) ⊙ψ as per Equation (4). Therefore, there is no
need to reformulate the likelihood given in Proposition 3.3.2.
Define a compact set Ψ̂ ⊆ Rd
2
such that
Ψ̂ ⊆
{
ψ ∈ Rd
2
: ψd(i−1)+i > ni
∑
j 6=i
|ψd(i−1)+j | > 0, ∀i ∈ {1, . . . , d}
}
, (9)
that is where Q(ψ) is diagonally dominant: this ensures the well-definedness of the GrOU
process. Similarly to the network-level case, we denote by
(
Pψ
Y
, ψ ∈ Ψ̂
)
the statistical models
of Le´vy-driven Ornstein-Uhlenbeck processes with respect to the likelihood from Proposition
3.3.2 indexed on Ψ̂.
We formulate an equivalent to Theorem 3.2.4 for the ψ-GrOU process
Theorem 3.3.4. (Node-level MLE with continuous-time observations)
Suppose that Assumptions 1 and 2 hold. Assume that the ψ-GrOU process Y is observed in
continuous time and has finite second moments. Then, the MLE ψ̂t on the compact set Ψ̂
solves the equation
At = [A]t · ψ̂t, for t ≥ 0.
Moreover, ψ̂t satisfies the following properties:
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1. Since det([A]t) > 0 Pt,Y − a.s. for t ≥ 0 large enough and
ψ̂t = [A]
−1
t · At.
2. The MLE ψ̂t exists almost surely and uniquely under Pt,Y.
Proof. Recall that
∫ t
0 YsY
⊤
s ds is Pt,Y−a.s. invertible (see Lemma 3.3.1). The same argument
as for Theorem 3.2.4 can be applied.
4 Asymptotic theory with continuous-time observations
In this section, we consider having access to a continuous flow of data and we derive the asymp-
totic properties of the afore-mentioned estimators as well as an augmented estimator on the
wholeQmatrix. We consider the estimators efficiency in the sense of Ha´jek-Le Cam’s convolu-
tion theorem (Ha´jek 1970, Section 2) under local asymptotical normality (Le Cam & Lo Yang
1990, Chapter 5, Section 6).
4.1 Network-level estimator asymptotics
We now prove the consistency of the MLE for the θ-GrOU process on a compact set Θ̂.
Proposition 4.1.1. (Consistency of the estimator)
Suppose Assumptions 1 & 2 hold. Suppose that (Yt, t ≥ 0) satisfies Equation (1) and has
finite second moments for θ ∈ Θ˜ where Θ˜ is a compact set in Θ. The MLE θ̂t is a consistent
estimator under PY in the sense that θ̂t
p
−−→ θ as t→∞.
Proof. See Appendix A.5.
We denote by
(
PθY, θ ∈ Θ̂
)
the statistical models of Le´vy-driven Ornstein-Uhlenbeck
processes with respect to the likelihood from Proposition 3.2.3 indexed on Θ̂. We obtain the
following property for this sequence:
Lemma 4.1.2. The family of statistical models
(
PθY, θ ∈ Θ̂
)
with respect to
(
Lt(θ;Y) : θ ∈ Θ̂
)
is locally asymptotically normal.
Proof. See Appendix A.6
The central limit theorem for θ̂ is given as follows
Theorem 4.1.3. Suppose that (Yt, t ≥ 0) satisfies Equation (1) and has finite second mo-
ments for θ ∈ Θ˜. In addition, suppose that E
[
exp(θ⊤Ht)
]
< ∞ for t large enough. Then,
the MLE θ̂t satisfies under PY
[H]
1/2
t ·
(
θ̂t − θ
)
D
−−→ N (0, I2×2), as t→∞. (10)
Moreover, θ̂t is efficient in the sense of Ha´jek-Le Cam’s convolution theorem.
Proof. See Appendix A.7.
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Corollary 4.1.4. Under the same assumptions as in Theorem 4.1.3, one obtains
t1/2(θ̂t − θ)
D
−−→ N
(
02,G
−1
∞
)
, as t→∞,
where
G∞ :=
(
E
(
〈AY∞,AY∞〉Σ
)
E
(
〈AY∞,Y∞〉Σ
)
E
(
〈AY∞,Y∞〉Σ
)
E (〈Y∞,Y∞〉Σ)
)
,
which is positive definite by Cauchy-Schwarz’s inequality.
Proof. Recall the result of Lemma 3.2.2; the continuous mapping theorem yields that ([H]t/t)
1/2 →
G
1/2
∞ PY-a.s. By application of Theorem 4.1.3 and Slutsky’s lemma, we conclude directly.
4.2 Node-level estimator asymptotics
We present a decomposition for the node-level MLE ψ̂ in the following lemma:
Lemma 4.2.1. In the context of Theorem 3.3.4, we have that
ψ̂t −ψ = [A]
−1
t Mt, t ≥ 0,
where Mt :=
∫ t
0 Ys ⊗ dWs is the (martingale) remainder vector and [A]t = Kt ⊗ Id×d.
Proof. See Appendix A.8.
Similarly to Section 4.1, we denote by
(
Pψ
Y
: ψ ∈ Ψ̂
)
the statistical models of Le´vy-driven
Ornstein-Uhlenbeck processes with respect to the likelihood from Proposition 3.3.2 indexed
on Ψ̂. We obtain the following property for this sequence:
Lemma 4.2.2. The family of statistical models
(
Pψ
Y
: ψ ∈ Ψ̂
)
with respect to
(
Lt(ψ;Y) : θ ∈ Ψ̂
)
is locally asymptotically normal.
Proof. We can apply a similar argument to the proof of Lemma 4.1.2 in Rd.
As presented in Theorem 4.1.3, we obtain a node-level central limit theorem with continuous-
time observations as follows:
Theorem 4.2.3. Assume Assumptions 1 & 2 hold and that Proposition 2.3.3 can be applied.
In addition, suppose that E
[
exp(ψ⊤AΣt )
]
< ∞ for t large enough and ψ ∈ Ψ̂. Then, ψ̂t is
consistent and we obtain:
t1/2(ψ̂t −ψ)
D
−−→ N
(
0d2 ,E
(
Y∞Y
⊤
∞
)−1
⊗Σ
)
, as t→∞,
where we recall that E
(
Y∞Y
⊤
∞
)
=
∫∞
0 e
−sQΣe−sQ
⊤
ds. Moreover, ψ̂t is efficient in the sense
of Ha´jek-Le Cam’s convolution theorem.
Proof. See Appendix A.9.
We have derived an essential result for a general dynamics matrix Q˜ with diagonal elements
dominating the average off-diagonal parameters row-wise. We extend the result to include
the network topology and derive a corollary for such a graph-constrained estimator as follows:
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Corollary 4.2.4. In the same setting as in Theorem 4.2.3, we have:
t1/2
{
vec
[
Q(ψ˜t)
]
− vec
[
Q(ψ)
]}
D
−−→ N
(
0d2 ,DA · E
(
Y∞Y
⊤
∞
)−1
⊗Σ ·DA
)
, as t→∞,
where DA := diag
(
vec(Id×d +A)
)
.
Proof. By a property of the Hadamard product, observe that vec (Q(ψ)) = vec(Id×d +A)⊙
ψ = diag(vec(Id×d +A)) ·ψ =DA ·ψ. By Theorem 4.2.3, we conclude directly.
The term DA highlights the application of the network topology and yields a generalised
form of the two-dimensional central limit theorem given in Corollary 4.1.4.
Remark 4.2.5. Fasen (2013) proved a similar central limit theorem but for the regression on
e−Q itself which remains an alternative to the MLE approach, but suffers from identifiability
issues which are avoided here.
5 An extension to a volatility-modulated GrOU process
We extend the framework of Section 2 to include a stochastic volatility term modelled by a pos-
itive semidefinite Ornstein-Uhlenbeck (PSOU hereafter) process as defined in Pigorsch & Stelzer
(2009a,b) and a time-changed jump term.
For the latter term, we adapt the univariate framework introduced in Barndorff-Nielsen & Veraart
(2012) to the multivariate case. We find that the volatility modulation and the jump term
preserve the core properties of the model - i.e. its stationarity and ergodicity - which in turn
imply that extensions of the results from Sections 3 and 4 hold.
Notation 5.0.1. For a process (Xt, t ≥ 0) ⊆ R
d, we denote by ϕXt(u) := E
[
exp
(
iu⊤Xt
)]
its characteristic function at time t. Similarly, for an Md(R)-valued process (X t), we write
ϕXt(u) := E
[
exp
(
itr(u⊤X t)
)]
. Finally, we denote by logϕ(·) the so-called distinguished
logarithm of ϕ for an infinitely divisible distribution (Sato et al. 1999, Lemma 7.6)
Remark 5.0.2. For a two-sided Le´vy process (Lt, t ∈ R) ⊆Md(R) and for adapted processes
(At = (Aij,t), t ≥ 0), (Bt = (Bij,t), t ≥ 0) ⊆ Md(R) with respect to L, we denote by∫ t
0 AadLsBs the matrix whose (i, j)-th element is given by
∑
k,l
∫ t
0 Aik,sBlj,sdLkl,s.
5.1 Model extension
Consider the continuous-time process (Y
(v)
t , t ≥ 0) satisfying the stochastic differential equa-
tion
dY
(v)
t = −QY
(v)
t dt+Σ
1/2
t dWt + dJTt , t ≥ 0, (11)
where (Σt, t ∈ R) is a ca`dla`g stochastic volatility (SV) process. In addition, (Wt, t ∈
R) is a d-dimensional Brownian motion process, (Tt, t ∈ R) is an increasing continuous
process where Tt → ±∞ P0-a.s. as t → ±∞ and (Jt, t ∈ R) is a two-sided pure-jump Le´vy
process with characteristic triplet (γJ,0, νJ) with respect to the truncation function τ(z) :=
I{x∈Rd:‖x‖≤1}(z) (see Section 2.2.2). Under standard regularity conditions (see Sections 5.3.3
& 5.4), we know that the unique candidate for a stationary solution to Equation (11) is
Y
(v)
t =
∫ t
−∞
e−(t−s)QΣ1/2s dWs +
∫ t
−∞
e−(t−s)QdJTs , t ∈ R, (12)
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where both terms are well-defined by Corollary 4.1, Basse-O’Connor et al. (2014) (see Sections
5.3.2 & 5.4.2). Note that we have now extended the domain from t ≥ 0 to t ∈ R (Brockwell
2009, Remark 1). We study each term separately in Sections 5.3 & 5.4.
Regarding the volatility process, consider a positive definite matrix V ∈ S++d and a two-
sided d × d matrix Le´vy subordinator (Lt, t ∈ R) (Barndorff-Nielsen & Pe´rez-Abreu 2008)
such that (Σt, t ∈ R) is a stationary positive semidefinite Ornstein-Uhlenbeck (PSOU) process
(Pigorsch & Stelzer 2009b), i.e. given by
Σt =
∫ t
−∞
e−(t−s)V dLse
−(t−s)V ⊤ , t ∈ R. (13)
We recall the existence conditions of this stationary process in Section 5.3.1.
Assumption 3. We assume the independence between W, L, J and T .
In the following two subsections, we characterise both terms presented in the stationary
solution in Eq. (12). We then prove that the resulting process (Y
(v)
t ) is mixing hence ergodic
which requires additional definitions presented in the following section.
To prove the ergodicity of the model presented in Section 5.1, we augment our framework
with another class of stochastic processes: the mixed moving average (MMA) processes which
have well-studied asymptotic behaviour such as the mixing and ergodic properties (see Section
5.2).
5.2 Le´vy bases, MMA processes and the mixing property
In this section, we recall the definitions of Le´vy bases, characteristic quadruplet and Le´vy-
driven MMA processes.
Definition 3. (Fuchs & Stelzer 2013, Definition 3.1) A d-dimensional Le´vy basis on S × R
is an Rd-valued random measure Λ = {Λ(B) : B ∈ Bb(S × R)} satisfying:
(a) the distribution of Λ(B) is infinitely divisible for all B ∈ Bb(S × R);
(b) for any n ∈ N and pairwise disjoint sets B1, . . . , Bn ∈ Bb(S × R) the random variables
Λ(B1), . . . ,Λ(Bn) are independent and
(c) for any pairwise disjoint sets (Bi ∈ Bb(S × R), i ∈ N) satisfying
⋃
n∈NBn ∈ Bb(S × R)
the series
∑∞
n=1Λ(Bn) converges almost surely and it holds that Λ(
⋃
n∈N) =
∑
n∈N Λ(Bn)
almost surely.
Remark 5.2.1. Here, we take S = S++d and note that a definition of S
+
d -valued Le´vy bases
on S × R would be formulated similarly.
As in Barndorff-Nielsen & Stelzer (2011), Fuchs & Stelzer (2013), we restrict ourselves to
time-homogeneous and factorisable Le´vy bases, i.e. with characteristic function
E
[
exp
(
iz⊤Λ(B)
)]
= exp (logϕ(z)×Π(B)) , for any B ∈ Bb(S
++
d × R),
where Π = π ⊗ λleb is the product of a probability measure π on S++d and the Lesbesgue
measure on R and z 7→ ϕ(z) is the characteristic function of an infinitely divisible distribution
(Section 2.2.2) characterised, say, by a triplet (γ,Σ, ν).
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Let γ˜(A) := γ and Σ˜(A) := Σ be trivial maps from S++d to, respectively, R
d and S+d , and
let ν˜(dx,A) := ν(dx) be an extension of ν to Rd × S++d . As per Section 3, Fuchs & Stelzer
(2013) and p. 162 Barndorff-Nielsen et al. (2018), any such quadruplet (γ˜, Σ˜, ν˜, π) charac-
terises completely in law a Le´vy basis Λ in the sense of Definition 33, Barndorff-Nielsen et al.
(2018) where π is then called the intensity measure (as an extension of the control measure
from Rajput & Rosinski (1989)).
For the existence of integrals with respect to a Le´vy basis, see Theorem 3.2, Fuchs & Stelzer
(2013) and Theorem 2.7, Rajput & Rosinski (1989).
We recall the definition of multivariate MMA processes as follows:
Definition 4. (Fuchs & Stelzer 2013, adapted from Definition 3.3) Let Λ be an Rd-valued
Le´vy basis on S × R and let f : § × R→Mn,d(R) be a measurable function. If the process∫
S
∫
R
f(A, t− s)Λ(dA, ds),
exists in the sense of Theorem 3.2, Fuchs & Stelzer (2013), for all t ∈ R, it is called an
n-dimensional mixed moving average process (MMA for short). The function f is said to be
its kernel function.
Finally, we also recall the definition of mixing processes:
Definition 5. A process (Yt, t ∈ R) is mixing if and only if, for any t ∈ R
P ({Yt ∈ A} ∩ {Yt+h ∈ B}) −→ P(Yt ∈ A)P(Yt+h ∈ B), as h→∞,
for any A ∈ F t−∞ = σ({Ys, s ≤ t}), B ∈ F
∞
t+h = σ({Ys, s ≥ t+ h}).
It is straightforward to observe that this implies ergodicity. Fuchs & Stelzer (2013) adapt
the mixing conditions given in Maruyama (1970) and Rosin´ski & Z˙ak (1997) to the multivari-
ate context and prove that Le´vy-driven MMA processes are mixing (Theorem 3.5 therein).
5.3 Stochastic volatility component
This PSOU process and several extensions have been developed and studied in the last decade
(Barndorff-Nielsen & Stelzer 2011, Barndorff-Nielsen & Veraart 2012, Fuchs & Stelzer 2013,
Pigorsch & Stelzer 2009a,b). The ability to model specific marginal distributions whilst
remaining tractable gives a flexible and powerful method to augment our original model
(Pigorsch & Stelzer 2009b, Sections 4.2 and 5).
Denote by ρ : Sd → Sd the linear operator X 7→ V X +XV
⊤ such that etρ(Sd) = Sd
(Pigorsch & Stelzer 2009b, Section 3).
5.3.1 Invariant distribution and operator self-decomposability
The literature focuses on the existence and uniqueness of the invariant distribution given in
Equation (13) (Masuda 2004, Pigorsch & Stelzer 2009b). Suppose that∫
S
+
d
(log ‖Z‖ ∨ 0)νL(dZ) <∞, (14)
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then, there exists a unique invariant distribution FΣ (according to Prop. 2.2, Masuda (2004),
and Th. 4.1 & 4.2, Sato & Yamazato (1984)) which we take in its matrix-valued form.
The distribution FΣ is operator self-decomposable with respect to the linear operator ρ
(Pigorsch & Stelzer 2009b, Prop. 4.3). Hence, FΣ is absolutely continuous if the support
of L is non-degenerate (i.e. νL(a + S) < 1 for any a ∈ Sd and S ⊆ Sd such that dim(S) ≤
dim(Sd) − 1, see Yamazato (1983)). In that case, note that this stationary distribution is
almost surely concentrated on S++d with respect to the Lebesgue measure (Pigorsch & Stelzer
2009b, Th. 4.4).
According to Section 2.3, Pigorsch & Stelzer (2009b), one can write for t ≥ 0 that
Σt = e
−tV Σ0e
−tV ⊤ +
∫ t
0
e−(t−s)V dLse
−(t−s)V ⊤ ,
or, in vectorised form, that
vec(Σt) = e
−t(V ⊗Id×d+Id×d⊗V )vec(Σ0) +
∫ t
0
e−(t−s)(V ⊗Id×d+Id×d⊗V )dvec(Ls).
Note that if V ∈ S++d then V ⊗Id×d+Id×d⊗V ∈ S
++
d . In particular, remark that (Σt, t ≥ 0)
satisfies
dΣt = −
(
V Σt− +Σt−V
⊤
)
dt+ dLt, t ≥ 0, (15)
where Σ0 ∈ S
+
d .
We conclude that (Σt) is an MMA process as given in Fuchs & Stelzer (2013).
Proposition 5.3.1. Suppose the framework given in Sections 5.1 & 5.3 holds. Then, (Σt, t ∈
R) is an MMA process as given in Definition 4.
Proof. See Appendix A.10.
5.3.2 Characteristic function
Recall that (Lt, t ∈ R) is taken to be a two-sided matrix Le´vy subordinator process: a
process that is S+d -increasing (such that Lt − Ls ∈ S
+
d for any t > s) and of finite variation
(Barndorff-Nielsen & Stelzer 2007). It is characterised by a triplet (γL,0, νL) where γL ∈ S
+
d
and νL is a Le´vy measure on the space of positive semidefinite matrices S
+
d such that∫
S
+
d
(‖Z‖ ∧ 1)νL(dZ) <∞, and νL({0}) = 0. (16)
According to Part 1, Barndorff-Nielsen & Shiryaev (2015), given Equation (16), its charac-
teristic function at time t ∈ R given by
ϕLt(U) := exp
{
t
[
itr(γLZ) +
∫
S
+
d
\{0}
(
eitr(ZU) − 1
)
νL(dZ)
]}
, for U ∈ Sd, (17)
with respect to the truncation function τ˜(X) ≡ 0 on Md(R) (Barndorff-Nielsen & Shiryaev
2015, Part 1).
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Theorem 4.9, Pigorsch & Stelzer (2009b) yields that if V ∈ S++d and Equations (14) &
(16) hold, then the PSOU process (Σt, t ∈ R) is strictly stationary and its distribution is
infinitely divisible with characteristic function
ϕΣ(U) = exp
{
itr(γΣ) +
∫
S
+
d
\{0}
(
eitr(ZU) − 1
)
νΣ(dZ)
}
, for U ∈ Sd,
where γΣ := ρ
−1(γL) ∈ S
+
d and
νΣ(S) :=
∫ ∞
0
∫
S
+
d
\{0}
IS
(
e−sV Ze−sV
⊤
)
νL(dZ)ds, for S ∈ B(S
+
d \{0}).
In that case, note that νΣ(Sd\S
+
d ) = 0.
Following the characterisation of (Σt, t ∈ R), we present the second part of the noise in
Equation (11) which is a pure-jump time-changed Le´vy process.
5.3.3 Stochastic volatility of a multivariate OU process
Suppose that (Σt) is strictly stationary. Let a < b ∈ R ∪ {±∞} and consider the process
F
(1)
ab =
∫ b
a
e−(b−s)QΣ1/2s dWs.
By Proposition 5.3.1, (Σt) is an Le´vy-driven MMA process hence locally uniformly bounded
as given by Theorem 4.3, (ii), Barndorff-Nielsen & Stelzer (2011). Therefore, for any t ≥ 0,
the integral ∫ t
−∞
e−(t−s)QΣse
−(t−s)Q⊤ds is a Lebesgue integral of (Σt) ω-wise. (18)
We obtain the following distributional property for F
(1)
ab :
Proposition 5.3.2. The distribution of F
(1)
ab is non-degenerate in the sense of Yamazato
(1983) for any a < b ∈ R ∪ {±∞}
Proof. See Appendix A.11.
In the case when a = −∞, we can prove the stationarity of the stochastic volatility term
as follows
Proposition 5.3.3. If (Σt, t ∈ R) is strictly stationary, then (F
(1)
−∞t, t ∈ R) is strictly
stationary.
Proof. See Appendix A.12.
5.4 Pure-jump component
Let us next consider the pure-jump process (JTt , t ∈ R). Suppose that∫
Rd
(log ‖z‖ ∨ 0)νJ(dz) <∞, (19)
as well as ∫
Rd
(‖z‖2 ∧ 1)νJ(dz) <∞. (20)
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5.4.1 Characteristic function
Since J is a pure-jump Le´vy process and given Equation (20), we have
ϕJ1(u) = exp
{
iu⊤γJ +
∫
Rd\{0}
(
eiu
⊤z − 1− iu⊤zτ(z)
)
dνJ(dz)
}
.
We recall that a stochastic process X is adapted with respect to T if X is constant on any
interval [Tt−, Tt] for any t ∈ R. According to Lemma 10.14, Jacod (1979), since T−t →
−∞ as t → −∞ and T is continuous, then J is T -adapted. Similarly to Section 1.2.2,
Barndorff-Nielsen & Veraart (2012), all the base properties of J carry over to the time-changed
process. Therefore, the characteristic function of (JTt) is given by
ϕJTt (u) = exp {Tt · logϕJ1(u)} .
This implies that (JTt , t ∈ R) has a characteristic triplet (TγJ,0, T ⊗ νJ).
5.4.2 Integrated time-changed pure-jump process
Let a < b ∈ R ∪ {±∞} and consider the process
F
(2)
ab :=
∫ b
a
e−(b−s)QdJTs .
Consider the case where a < b ∈ R∪{±∞}. According to Corollary 4.1, Basse-O’Connor et al.
(2014), this integral in well-defined since ‖e−sQx‖ ≤ ‖x‖ for any s ≥ 0 and
∫
Rd
(‖z‖2 ∧
1)νJ(dz) <∞ from Equation (20).
Conditional on the knowledge of T and by independence between T and J, Lemma 15.1,
p. 496, Cont & Tankov (2004) yields
E
[
exp
(
iu⊤F
(2)
at
) ∣∣∣T ] = E [exp(∫ t
a
iu⊤e−(t−s)QdJTs
) ∣∣∣∣T]
= exp
[∫ t
a
logϕJ1
(
e−(t−s)Q
⊤
u
)
dTs
]
.
Additionally, F(2) has a characteristic triplet with drift∫ Tt
a
e−(Tt−s)QγJds+
∫ Tt
a
∫
Rd
e−(Tt−s)Qx
[
τ(e−(Tt−s)Qx)− τ(x)
]
νJ(dx)ds,
and Le´vy measure ∫ Tt
a
∫
Rd\{0}
IE
(
e(Tt−s)Qx
)
νJ(dx)ds, E ∈ B(R
d),
by Lemma 3, Kallsen & Shiraev (2002).
Proposition 5.4.1. (F
(2)
−∞t, t ∈ R) is strictly stationary.
Proof. We prove the statement similarly to Proposition 5.3.3 since (Tt) is almost surely in-
creasing.
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Proposition 5.4.2. Suppose the framework given in Sections 5.1, 5.3 & 5.4 holds. Then,
(F
(2)
−∞t, t ∈ R) is a Le´vy-driven MMA process hence mixing.
Proof. See Appendix A.13.
Proposition 5.4.2 is important since the time-changed pure-jump component does not
benefit from the Gaussian structure of F(1) and MMA processes alleviate this complication.
5.5 Stationarity and ergodicity
If Equations (14), (16) and (19) hold, then (Y
(v)
t , t ∈ R) can be expressed as
Y
(v)
t = F
(1)
−∞t + F
(2)
−∞t, t ∈ R, (21)
as given in Equation (12). Both terms have characteristic functions given in Sections 5.3.2
and 5.4.2. Similarly to the Le´vy-driven case in Masuda (2004), Equation (21) yields solutions
which have operator self-decomposable distributions given the independence between L, W,
J and T . Indeed, we write for t2 > t1 ∈ R
Y
(v)
t2 = e
−(t2−t1)QY
(v)
t1 + F
(1)
t1t2 + F
(2)
t1t2 ,
where the three terms on the right-hand side are independent and the stationary distribution
is absolutely continuous if the support of J is non-degenerate (see Section 5.3.1).
Proposition 5.5.1. Suppose the framework given in Sections 5.1, 5.3 & 5.4. If (Σt, t ∈ R)
is strictly stationary, then (Y
(v)
t , t ∈ R) is also strictly stationary.
Proof. From the stationarity of both right-hand side terms of Equation (21) given by Propo-
sitions 5.3.3 and 5.4.1, we conclude directly.
We prove that (Σt, t ∈ R) and (Y
(v)
t , t ∈ R) are ergodic in the following proposition
Proposition 5.5.2. Suppose the framework given in Sections 5.1, 5.3 & 5.4 holds. Then,
(Σt, t ∈ R) and (Y
(v)
t , t ∈ R) are mixing and hence ergodic.
Proof. See Appendix A.14.
The mixing and ergodicity properties of (Σt) are important for statistical inference on
the stochastic volatility which is outside the scope of this article. We have proved that
the resulting process is well-defined, stationary and ergodic. Therefore, conditional on the
stochastic volatility, the estimator central limit theorems from Section 4 hold under stochastic
volatility modulation.
6 Conclusion
In this article, we tackle the problem of modelling sparse interactions between multiple time
series. Our contribution involves applying a parametric continuous-time model to a graph
structure and studying its asymptotic properties. We are interested in estimating the mo-
mentum of a node (self-interaction) and the impact of its neighbours on its value (cross-
interactions). For this purpose, we have defined the Graph Ornstein-Uhlenbeck process – a
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Le´vy-driven Ornstein-Uhlenbeck process adapted for graph structures – of which we propose
two different configurations. We first consider a network-level parametrisation where there is
only one parameter to characterise momentum across all nodes and one other parameter for
the network effect. The first estimator is robust against the curse of dimensionality whilst only
providing a scarce feedback on network interactions. Then, we consider an augmented version
of this estimator with node-dependent momentum parameter and a different network effect
for each of a node’s neighbours. We derive the well-definedness, existence, uniqueness and effi-
ciency of those estimators and we prove two novel central limit theorems as time horizon goes
to infinity. Finally, we extend this Le´vy-driven case to include a stochastic volatility term and
show that these results still hold under standard regularity and independence assumptions.
This work is the a step towards understanding the behaviour of continuous-time stochastic
processes on graph structures and extends the work of Matulewicz (2017) to a more general
driving noise. It allows to consider unevenly-spaced or event-driven data sources whilst a study
of the applicability of such a model on real datasets and further extending the empirical work
by Mai (2014) is left for future research.
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A Proofs
A.1 Notations
To match the framework from Ku¨chler & Sørensen (1997), we introduce the standard notation
for Jacobian and Hessian matrix as follows:
Notation A.1.1. Consider any mapping (t,θ) 7→ Ct(θ) where t ∈ (0,∞) and θ ∈ R
k for
some k ∈ N. Define Θ := {θ ∈ Rk : |Ct(θ)| <∞, ∀t ≥ 0} such that for a fixed t, θ 7→ Ct(θ)
is a twice-differentiable mapping on int Θ. The Jacobian and the Hessian matrices with
respect to θ are denoted ∇Ct(θ) and ∇
2Ct(θ) and defined, respectively, as
∇Ct(θ) :=
(
∂Ct(θ)
∂θj
, j ∈ {1, . . . , k}
)⊤
and ∇2Ct(θ) :=
(
∂2C(θ)
∂θi∂θj
, i, j ∈ {1, . . . , k}
)
,
for any θ ∈ int Θ.
A.2 Proof of Theorem 3.2.4
Consider the following definition of a steep mapping from Section 2.2, Ku¨chler & Sørensen
(1997): with the notations from Notation A.1.1, for a fixed t ∈ (0,∞), if θ 7→ Ct(θ) is a
differentiable convex map such that for any θ0 ∈ int Θ and θ1 ∈ Θ\int Θ we have
∂
∂α
Ct ((1− α)θ0 + αθ1) −→∞, as α→ 1, (22)
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then Ct is said to be steep. Note that a sufficient condition for this property to be true is to
have Θ = Rk (Ku¨chler & Sørensen 1997, Section 2.2). In this context, we define
Ct(θ) :=
1
2
∫ t
0
〈Q(θ)Ys;Q(θ)Ys〉Σds,
and, from Notation 3.2.1, recall that we have
Ht := −
(∫ t
0 〈AYs, dY
c
s〉Σ∫ t
0 〈Ys, dY
c
s〉Σ
)
such that [H]t =
(∫ t
0 〈AYs,AYs〉Σds
∫ t
0 〈AYs,Ys〉Σds∫ t
0 〈AYs,Ys〉Σds
∫ t
0 〈Ys,Ys〉Σds
)
,
and that 2Ct(θ) = θ
⊤ · [H]t · θ by Equation (8).
Proof of Theorem 3.2.4. According to Proposition 3.2.3, the likelihood is defined for any
θ ∈ R2 and remark that Ct(θ) is the cumulant generating function of Ht. Theorem 8.2.1,
Ku¨chler & Sørensen (1997) requires that (a) the said likelihood representation is minimal
which is true since H has almost surely affinely independent components (Ku¨chler & Sørensen
1997, Section 4); (b) θ 7→ θ is injective which is trivially true; (c) the cumulant function
θ 7→ Ct(θ) to be defined on a set Θ independent of t and to be steep - again, this is also true
since by Lemma 3.2.2 θ 7→ Ct(θ) is defined on R
2 with |[H]|t < ∞ a.s. componentwise for a
fixed t ≥ 0 large enough (Ku¨chler & Sørensen 1997, criterion in Section 2.2).
In closed-form, we obtain from Proposition 3.2.3 and Notation A.1.1 that:
∇ ln {Lt(θ;Y)} =
(
−
∫ t
0 〈AYs, dY
c
s〉Σ − θ1
∫ t
0 〈AYs,AYs〉Σds− θ2
∫ t
0 〈AYs,Ys〉Σds
−
∫ t
0 〈Ys, dY
c
s〉Σ − θ1
∫ t
0 〈AYs,Ys〉Σds− θ2
∫ t
0 〈Ys,Ys〉Σds
)
,
= Ht − [H]t · θ.
Therefore, under necessary conditions, the MLE θ̂t up to time t ≥ 0 large enough is given by
[H]−1t ·Ht, i.e.
θ̂t = det([H]t)
−1
( ∫ t
0 〈Yu−, dY
c
u〉Σ
∫ t
0 〈AYv,Yv〉Σdv −
∫ t
0 〈AYu−, dY
c
u〉Σ
∫ t
0 〈Yv,Yv〉Σdv∫ t
0 〈AYu−, dY
c
u〉Σ
∫ t
0 〈AYv,Yv〉Σdv −
∫ t
0 〈Yu−, dY
c
u〉Σ
∫ t
0 〈AYv,AYv〉Σdv
)
.
Regarding the existence and uniqueness of the estimator, by application of Theorem 8.2.1,
Ku¨chler & Sørensen (1997), the maximum likelihood estimator exists and is unique if and only
if |Ht| <∞ Pt,Y-a.s. componentwise and if det([H]t) > 0. The first condition is satisfied again
by Lemma 3.2.2 whilst the second remains to be checked.
More precisely, the almost-sure positiveness of the determinant of the matrix [H]t is proved
using Fubini’s theorem along with the Cauchy-Schwarz’s inequality (in both its inner product
and integral forms) as follows:∫ t
0
〈AYu,AYu〉Σdu×
∫ t
0
〈Yv,Yv〉Σdv ≥
(∫ t
0
|〈AYu,Yu〉Σ|du
)2
since 1 ≥ I{u = v}.
Here, (ineq)equalities are almost sure with respect to the martingale measure Pt,Y. Finally,
observe that the Cauchy-Schwarz inequalities are actually sharp since the diagonal of A is
zero. More precisely, the i-th component of AYu is not linearly dependent with the i-th
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component of Yu since diag
(
A
)
= 0. Thus, we conclude since the determinant of [H]t,
denoted det([H]t), has the following value:
det([H]t) =
∫ t
0
〈AYs,AYs〉Σds×
∫ t
0
〈Ys,Ys〉Σds−
(∫ t
0
〈AYs,Ys〉Σds
)2
> 0 Pt,Y − a.s.,
for any t ≥ 0. We have then proved that this estimator exists and is unique on R2. By
convexity of the likelihood, it is also unique on any compact set on which it exists which
concludes the proof.
A.3 Proof of Lemma 3.3.1
Proof. To prove that lim inft→∞ t
−1λmin(Kt) > 0, one mainly uses Proposition 3.0.1 with the
vectorised matrix YsY
⊤
s , denoted vec(YsY
⊤
s ) which yields
1
t
∫ t
0
vec(YsY
⊤
s )ds
P0−a.s.−−−−−→ Et,Y
(
vec(Y∞Y
⊤
∞)
)
<∞, as t→∞,
which can clearly be written in its matrix form. Similarly to Masuda (2004) and Matulewicz
(2017), the stationary solution presented in Equation (5) gives away that the limiting (ergodic)
quantity is positive definite a.s. since we have
Et,Y
{
Y∞Y
⊤
∞
}
=
∫ ∞
0
e−sQE
(
L1L
⊤
1
)
e−sQ
⊤
ds,
which is positive definite. The result follows immediately and by extension, for t large enough,
we can deduce that Kt is almost-surely positive definite.
A.4 Proof of Proposition 3.3.2
Suppose that Q˜(= vec−1(ψ)) is such that Proposition 2.3.3 holds.
Proof of Proposition 3.3.2. Recall the likelihood from Equation (7). The first term (up to its
sign) is given by
∫ t
0 〈Q˜Ys, dY
c
s〉Σ which can be reformulated as follows∫ t
0
〈Q˜Ys, dY
c
s〉Σ =
∫ t
0
d∑
n=1
d∑
m=1
d∑
l=1
Q˜mlY
(l)
s (Σ
−1)mndY
(n),c
s
=
d∑
l=1
d∑
m=1
d∑
n=1
Q˜ml(Σ
−1)mn
∫ t
0
Y (l)s dY
(n),c
s
=
d∑
l=1
d∑
m=1
Q˜ml
d∑
n=1
(
(Σ−1)mn
∫ t
0
Y (l)s dY
(n),c
s
)
= ψ⊤ · Id×d ⊗Σ
−1 ·
∫ t
0
Ys ⊗ dY
c
s,
Similarly, one obtains that∫ t
0
〈Q˜Ys, Q˜Ys〉Σ =
∫ t
0
d∑
n=1
d∑
m=1
d∑
l=1
d∑
j=1
Q˜ml(Σ
−1)mnY
(l)
s Y
(j)
s Q˜njds
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=
d∑
n=1
d∑
m=1
d∑
l=1
d∑
j=1
Q˜ml
∫ t
0
Y (l)s Y
(j)
s ds(Σ
−1)mnQ˜nj
=
d∑
n=1
d∑
m=1
d∑
l=1
d∑
j=1
ψd(l−1)+m
∫ t
0
Y (l)s Y
(j)
s ds(Σ
−1)mnψd(j−1)+n.
Since ψ = vec(Q˜), we have that∫ t
0
〈Q˜Ys, Q˜Ys〉Σds = ψ
⊤ ·
∫ t
0
YsY
⊤
s ds⊗Σ
−1 · ψ.
Finally, using that (AC) ⊗ (BD) = (A ⊗ B) · (C ⊗ D) with A,B,C,D four matrices with
dimensions such that the products AC and BD are well-defined, one obtains∫ t
0
〈Q˜Ys, Q˜Ys〉Σds = ψ
⊤ ·
(
Id×d ⊗Σ
−1
)
· (Kt ⊗ Id×d) · ψ = ψ
⊤ · [A]t · ψ,
which concludes the proof. Given the stationary and square integrability of Y, A and [A]
are a.s. finite for t < ∞ and we have that Ψ :=
{
ψ ∈ Rd
2
: |ψ⊤ · [A]t · ψ| <∞, ∀t ≥ 0
}
=
Rd
2
.
A.5 Proof of Proposition 4.1.1
Proof of Proposition 4.1.1. Similarly to Section A.2, we define
Ct(θ) :=
1
2
∫ t
0
〈Q(θ)Ys;Q(θ)Ys〉Σds.
We verify point-by-point the conditions of Theorem 8.3.1, Ku¨chler & Sørensen (1997) to show
the consistency of the MLE under PY. Let θ ∈ Θ̂.
First, Lemma 3.2.2, we have
t−1[H]t
P0−a.s.−−−−−→ G∞,
which is positive definite by Cauchy-Schwarz’s inequality (see Section A.2) and independent
of θ ensuring that
‖t−1[H]t −G∞‖
p
−−→ 0, as t→∞. (23)
Then, we prove that [H]
−1/2
t · (Ht − ∇Ct(θ)) is stochastically bounded for t ≥ 0 large
enough. It requires to prove that for any ǫ > 0, there exists K > 0 such that
sup
θ∈Θ˜
Pt,Y{|t
−1/2G−1/2∞ · (Ht −∇Ct(θ))| > K} < ǫ.
Remark that by ergodicity
[H]
−1/2
t ·Ht = t
1/2([H]t/t)
−1/2
Ht/t = O(t
1/2), P0 − a.s.
as t→∞ independently of θ. Recall that ∇Ct(θ) = [H]t · θ. We have that [H]
−1/2
t · ∇Ct(θ)
has almost-surely finite components for any t ≥ 0. Indeed, those are ca`dla`g quantities which
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converge almost surely to a quantity that is O(t1/2) as t→∞. Therefore, those components
cannot explode with a probability larger than 0 for any t ≥ 0 large enough - say above some
fixed t1 ≥ 0. This is valid on the compact set Θ˜ hence we have proved the uniform stochastic
boundedness of
{
[H]
1/2
t · (Ht −∇Ct(θ)) : t ≥ t1
}
on Θ̂. Therefore, thanks to the latter and
(23), Theorem 8.3.1, Ku¨chler & Sørensen (1997) yields that θ̂t
p
−−→ θ as t→∞.
A.6 Proof of Lemma 4.1.2
We prove that the likelihood converges locally to a Gaussian shift experiment (Ha´jek 1970).
Since dYct = dWt −Q(θ)Yt−dt, we decompose H into a stochastic term H
(s) and a drift term
H(d) defined for any t ≥ 0 by
H
(s)
t := −
(∫ t
0 〈AYs, dWs〉Σ∫ t
0 〈Ys, dWs〉Σ
)
and H
(d)
t :=
(∫ t
0 〈AYs,Q(θ)Y〉Σds∫ t
0 〈Ys,Q(θ)Ys〉Σds
)
,
such that Ht
d
= H
(s)
t +H
(d)
t . Remark that
H
(d)
t
d
= [H]tθ, (24)
since Q(θ) = θ2Id×d + θ1A. According to Proposition 3.2.3, we define the log-likelihood
lt(θ;Y) := lnLt(θ;Y) for θ ∈ Θ̂. By the almost sure finiteness of H and [H], for any h ∈ R
2,
we obtain as increment of the log-likelihood the following:
lt(θ + t
−1/2h;Y)− lt(θ;Y) = t
−1/2h⊤Ht − t
−1/2h⊤[H]tθ −
t−1
2
h⊤[H]th
= t−1/2h⊤H
(s)
t + t
−1/2h⊤H
(d)
t − t
−1/2h⊤[H]tθ −
t−1
2
h⊤[H]th
= t−1/2h⊤H
(s)
t −
t−1
2
h⊤[H]th, by Equation (24).
Then, observe the following: (i) H(s) is a square integrable martingale (under PθY) by the
square integrability of Y; (ii) H(s) is continuous hence H
(s)
t − H
(s)
t− = 0 because Y is ca`dla`g;
(iii) t−1[H]t → G∞, P0−almost surely (by Theorem 3.0.1) hence in probability where G∞ is a
(deterministic) positive definite. This also yields the convergence of the covariance matrix of
H
(s)
t as t→∞. Then, by Theorem A.7.7, Ku¨chler & Sørensen (1997), we obtain the pairwise
convergence (
t−1/2H
(s)
t ,
t−1
2
[H]t
)
D
−−→
(
G1/2∞ η,
1
2
G∞
)
, as t→∞,
where η is a 2-dimensional standard normal random variable and therefore
l(θ + t−1/2h;Y)− l(θ;Y)
D
−→ h⊤G1/2∞ η −
1
2
h⊤G∞h, as t→∞. (25)
We conclude that the family of statistical models
(
PθY, θ ∈ Θ̂
)
is locally asymptotically
normal since G∞ is deterministic.
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A.7 Proof of Theorem 4.1.3
Proof of Theorem 4.1.3. Using the notations of Section A.5 (proof of Proposition 4.1.1), we
have that t 7→ ∇Ct(θ) = [H]t ·θ is continuous with bounded variation on compact intervals as
a time integral of an L1 integrand. Condition 8.3.2, Ku¨chler & Sørensen (1997) holds since:
(a) Ht is continuously-valued in time; (b) t
−1∇2Ct(θ) = t
−1[H]t → G∞ under PY which is
positive definite; (c) by Fubini-Tonelli’s theorem, we have the same limit for the expected
information matrix
t−1 · E {[H]t}
P0−a.s.−−−−−→ G∞,
since Ys has finite second moments for any s ≥ 0. Hence, by Theorem 8.3.4, Ku¨chler & Sørensen
(1997), we obtain that
[H]
1/2
t
(
θ̂t − θ
)
D
−−→ N (0, I2×2), as t→∞.
Regarding the asymptotic efficiency, recall that θ̂ := [H]−1t Ht and from Lemma 4.1.2 and
its proof (Equations (24) & (25)), we obtain that that t1/2(θ̂− θ) is asymptotically Gaussian
with an asymptotic variance of G−1∞ which is the corresponding Fisher information matrix.
According to the Ha´jek-Le Cam’s convolution theorem for locally asymptotically normal
experiments (Le Cam & Lo Yang 1990), we obtain the Ha´jek-Le Cam asymptotic efficiency
of the estimator.
A.8 Proof of Lemma 4.2.1
Proof of Lemma 4.2.1. Similarly to Example 8.3.6, Ku¨chler & Sørensen (1997), remark that
Equation (1) in particular for the continuous part of Y yields dYct = −QYtdt + dWt. Since
ψ̂ can be written [A]−1t At, we have ψ̂t = [A]
−1
t ([A]tψ + Mt) = ψ + [A]
−1
t Mt where Mt =∫ t
0 Yt ⊗ dWt. Remark that Mt is a martingale under P0 since Yt ∈ L
2(Rd).
A.9 Proof of Theorem 4.2.3
Proof of Theorem 4.2.3. Denote Gψ∞ := E{Y∞Y
⊤
∞} ⊗ Σ
−1. The proof is similar to that of
Proposition 4.1.1 where we define for ψ = vec(−Q˜)
Ct(ψ) :=
1
2
∫ t
0
〈Q˜(ψ)Ys, Q˜(ψ)Ys〉Σds =
1
2
ψ⊤ · [A]t · ψ.
Observe that ∇2Ct(ψ) = [A]t = Kt ⊗Σ
−1 and we have by ergodicity
t−1[A]t −→ E(Y∞Y
⊤
∞)⊗Σ
−1 = Gψ∞ P0 − a.s., as t→∞,
since t−1
∫ t
0 Y
(i)
s Y
(j)
s ds→ E
(
Y
(i)
∞ Y
(j)
∞
)
P0−a.s. as t→∞. Remark that t
−1E ([A]t) converges
to the same limit and that
[A]
−1/2
t At = t
1/2 · ([A]t/t)
−1/2 · A/t = O(t1/2) P0 − a.s., as t→∞,
since Gψ∞ has almost-surely finite components and positive definite.
Theorem 8.3.4, Ku¨chler & Sørensen (1997) gives a central limit theorem with [A]
1/2
t as the
scaling matrix. Since the stochastic boundedness and finite variation over bounded intervals
A PROOFS 25
of
{
[A]−1t (At −∇Ct(ψ)) : t ≥ 0
}
on Ψ̂ can be proved similarly to the proof of Proposition
4.1.1, we can now apply Theorem 8.3.4, Ku¨chler & Sørensen (1997) and conclude that, as
t→∞,
[A]
−1/2
t (ψ̂t −ψ)
D
−−→ N (0d2 , Id2×d2) .
and, by Slutsky’s lemma,
t1/2(ψ̂t −ψ)
D
−−→ N
(
0d2 ,E(Y∞Y
⊤
∞)
−1 ⊗Σ
)
.
A.10 Proof of Proposition 5.3.1
Proof of Proposition 5.3.1. We define πV := δV a probability measure on S
++
d and there
exists an S+d -valued Le´vy basis ΛL on S
++
d ×R corresponding to the characteristic quadruplet
(γL,0, νL, πV ). We denote by vec(ΛL) =
{
vec(Λ(B)) : B ∈ Bb(S
++
d × R)
}
the Rd
2
-valued
Le´vy basis corresponding to ΛL and we rewrite (Σt, t ∈ R) as follows:
vec(Σt)
d
=
∫
S
+
d
∫
R
I[0,∞)(t− s)e
−(t−s)(A⊗Id×d+Id×d⊗A)vec(ΛL(dA, ds)),
which can also be interpreted as a d2-dimensional Le´vy-driven MMA process which is mixing
(Fuchs & Stelzer 2013, Theorem 3.5).
A.11 Proof of Proposition 5.3.2
Proof of Proposition 5.3.2. Recall that
vec
(∫ b
a
e−(b−s)QΣse
−(b−s)Q⊤ds
)
=
∫ b
a
e−(b−s)(Q⊗Id×d+Id×d⊗Q)vec(Σs)ds.
Using the stationarity of (Σt) and Equation (18), by Fubini’s theorem we have
∫ b
a
e−(b−s)(Q⊗Id×d+Id×d⊗Q)vec(Σs)ds
=
∫ b
a
e−(b−s)(Q⊗Id×d+Id×d⊗Q
⊤)
∫ s
−∞
e−(s−u)(V ⊗Id×d+Id×d⊗V
⊤)vec(dLu)ds
=
∫ b
a
e−(b−s)(Q⊗Id×d+Id×d⊗Q
⊤)
∫ 0
−∞
e−v(V ⊗Id×d+Id×d⊗V
⊤)vec(dLv)ds
=
∫ 0
−∞
∫ b
a
e−(b−s)(Q⊗Id×d+Id×d⊗Q
⊤)e−v(V ⊗Id×d+Id×d⊗V
⊤)ds× vec(dLv)
= ρ−1(Q)
[
Id×d − e
−(b−a)(Q⊗Id×d+Id×d⊗Q
⊤)
] ∫ 0
−∞
e−v(V ⊗Id×d+Id×d⊗V
⊤)vec(dLv).
Using Equations (16) & (17), we apply Corollary 4.1, Basse-O’Connor et al. (2014) to have
that ∫ b
a
e−(b−s)QΣse
−(b−s)Q⊤ds <∞, a.s.
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for any a < b ∈ R∪{±∞}. Indeed, the first and second conditions are true by assumption and
definition of the subordinator L whilst the third condition is true if we consider equivalently
the truncation functions τ(z) := I{x∈Rd:‖x‖≤1}(z) on R
d and τd(Z) := I{X∈Md(R):‖X‖≤1}(Z)
on Md(R) instead of the truncation function τ˜(x) ≡ 0 on both R
d and Md(R) as given in
Part 1, Barndorff-Nielsen & Shiryaev (2015) and used in Section 5.3.2. By the independence
between L and W, we obtain that
E
(
eiu
⊤F
(1)
ab
∣∣∣σ ({Σs, s ∈ [a, b]})) = exp{−1
2
u⊤
(∫ b
a
e−(b−s)QΣse
−(b−s)Q⊤ds
)
u
}
,
where σ({Σs, s ∈ [a, b]}) is the σ-algebra generated by (Σs, a ≤ s ≤ b). Hence, for some
c1 > 0 small enough, we have for ‖u‖ ≤ c1
E
(
eiu
⊤F
(1)
ab
∣∣∣σ ({Σs, s ∈ [a, b]})) ≤ 1− 1
2
u⊤
(∫ b
a
e−(b−s)QΣse
−(b−s)Q⊤ds
)
u a.s.
Let c2 :=
1
2 mini,j
(∫ b
a e
−(b−s)QE (Σ1) e
−(b−s)Q⊤ds
)
ij
and then, by Fubini’s theorem, the dis-
tribution of F
(1)
ab is non-degenerate since
E
(
eiu
⊤F
(1)
ab
)
≤ 1− c2‖u‖
2, for any ‖u‖ ≤ c1,
for some c2 > 0 according to Proposition 24.19, Sato et al. (1999).
A.12 Proof of Proposition 5.3.3
Proof of Proposition 5.3.3. Let k ∈ N, 0 ≤ t1 < · · · < tk and h > 0. Then
(F
(1)
t1+h
, . . . ,F
(1)
tk+h
)
d
=
(∫ ti+h
−∞
e−(ti+h−si)QΣ1/2si dWsi , i ∈ {1, . . . , k}
)
,
and defining ui = si − (ti + h) + t1 for all i ∈ {1, . . . , k} yields
(F
(1)
t1+h
, . . . ,F
(1)
tk+h
)
d
=
(∫ t1
−∞
e−(t1−ui)QΣ
1/2
ui+h+ti−t1
dWui+ti−t1+h, i ∈ {1, . . . , k}
)
.
By strict stationarity of (Σt), we have
(Σu1+h, . . . ,Σuk+tk−t1+h)
d
= (Σu1 , . . . ,Σuk+tk−t1),
and we conclude that
(F
(1)
t1+h
, . . . ,F
(1)
tk+h
)
d
= (Yt1 , . . . ,Ytk),
and this result on finite-dimensional distributions gives the strict stationarity of F(1).
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A.13 Proof of Proposition 5.4.2
Proof of Proposition 5.4.2. We define πQ := δQ, a probability measures on S
++
d , where δ is
the Dirac delta distribution. According to Section 5.2, there exist an Rd-valued Le´vy basis ΛJ
on S++d ×R associated with the quadruplet (T ×γJ,0, T ⊗ νJ, πQ). By independence between
(Jt) and (Tt), we obtain that
F
(2)
−∞t
d
=
∫
Rd
∫
R
I[0,∞)(Tt − s)e
−(Tt−s)Avec(ΛJ(dA, ds)), ∀t ∈ R.
Both of those quantities can be interpreted as Le´vy-driven MMA process similarly to Equation
(4.5), Fuchs & Stelzer (2013). Therefore, it is mixing by Theorem 3.5, Fuchs & Stelzer (2013).
A.14 Proof of Proposition 5.5.2
Proof of Proposition 5.5.2. Using Proposition 5.3.1 and the proof of Proposition 5.3.2, recall
that (Σt, t ∈ R) is an MMA process hence mixing (Fuchs & Stelzer 2013, Theorem 2.5)
Theorem such that for all t ∈ R ∪ {∞}∫ t
−∞
e−(t−s)QΣse
−(t−s)Q⊤ds <∞ a.s.,
as a Lebesgue integral of (Σt) ω-wise (see Equation (18)). Also, recall that (F
(1)
−∞t, t ∈ R) is
stationary by Proposition 5.3.3. From the integrability of (Σt), we remark that (F
(1)
−∞t, t ∈ R)
is a centred Gaussian process where its autocovariance function Acov(h) := E
(
F
(1)
−∞tF
(1)
−∞t+h
)
for h ≥ 0 (and some t ∈ R) is given by
Acov(h) = E
[∫ t
−∞
e−(t−u)QΣ1/2u dWu
(∫ t+h
−∞
e−(t+h−v)QΣ1/2v dWv
)⊤]
=
[∫ t
−∞
e−(t−u)QE (Σu) e
−(t−u)Q⊤
]
e−hQ
⊤
, by Fubini’s theorem,
= O(e−hQ
⊤
) = o(1), as h→∞ since E(Σt) = −ρ
−1(E (L1)) <∞,
where we recall that ρ(X) = V X +XV ⊤.
According to Sections 3.7 & 4.12, Dym & McKean (2008), given that F(1) is stationary
and a centred Gaussian process such that its autocovariance Acov is continuous and such that
Acov(h) = o(1) as h → ∞, we conclude that (F
(1)
−∞t) is mixing. Therefore, by Proposition
5.4.2, (Yt, t ∈ R) is the sum of two mixing processes hence itself mixing and ergodic.
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