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Abstract
We propose a general study of the convergence of a Hermite subdivision
scheme H of degree d > 0 in dimension 1. This is done by linking Hermite sub-
division schemes and Taylor polynomials and by associating a so-called Taylor
subdivision (vector) scheme S. The main point of investigation is a spectral
condition. If the subdivision scheme of the ﬁnite diﬀerences of S is contractive,
then S is C0 and H is Cd. We apply this result to two families of Hermite
subdivision schemes, the ﬁrst one is interpolatory, the second one is a kind of
corner cutting, both of them use Obreshkov interpolation polynomial.
1 Introduction
A Hermite subdivision scheme H of degree d is a recursive scheme for computing
a function φ : R → R and its d derivatives φ′, . . . , φ(d). The initial state of the
scheme is a vector function f0 : Z → Rd+1. The ﬁrst component of f0 is a control
value for φ, the second component, for φ′ and so on. The sequence of reﬁnements
fn : Z → Rd+1, n > 0, is recursively deﬁned through a family of (d + 1) × (d + 1)
matrices {A(α) = (aij(α))i,j=0,...,d}α∈Z, a ﬁnite number of them being non-zero, by
Dn+1fn+1(α) =
∑
β∈Z
A(α− 2β)Dnfn(β), α ∈ Z, n ≥ 0, (1)
where D is the diagonal matrix whose diagonal elements are 1, 1/2, . . . , 1/2d.
Another way of writing the previous equation is
f
(i)
n+1(α)/2
i(n+1) =
∑
β∈Z
d∑
j=0
aij(α− 2β)f (j)n (β)/2jn, i = 0, 1, . . . , d (2)
1
for α ∈ Z, where fn(α) =
(
f
(0)
n (α), . . . , f
(d)
n (α)
)T ∈ Rd+1.
The family of matrices {A(α)}α∈Z is called the mask of the Hermite subdivision
scheme H. The support ofH is the smallest interval [σ, σ′] containing {α ∈ Z : A(α) =
0}.
The analysis of interpolatory Hermite subdivision schemes of degree 1 has been ini-
tiated by Merrien [13] and by Dyn and Levin [7]. The ﬁrst investigations of Hermite-
type subdivision schemes of degree larger than 1 have been proposed by Merrien [14],
Dyn and Levin [8], Zhou [18], Han [9] and Yu [17]. They have given the theory and
the tools (through Fourier transforms for the last three) for analyzing the convergence
and smoothness of Hermite-type interpolatory schemes. However, there has been no
such analysis for noninterpolatory Hermite subdivision schemes. In this paper, we
expect to cover this gap.
The paper is divided into seven sections including the introduction. In Section 2,
we deﬁne the notion of Cd convergence for a Hermite subdivision scheme H of degree
d and the Taylor condition about the reﬁnements of H. The main result of Section
3 is that a nondegenerate Hermite subdivision scheme H satisfying a weak form of
the Taylor condition always satiﬁes a spectral condition. This spectral condition
has many implications such as the reproduction of polynomials. In Section 4, with
every Hermite subdivision scheme H satisfying the spectral condition, we associate a
vector subdivision scheme S, the so-called Taylor subdivision scheme. In Section 5,
we propose a suﬃcient condition for Cd convergence of a Hermite subdivision scheme
of degree d. This criterion is that the subdivision matrix T of the ﬁnite diﬀerences
arising from the Taylor subdivision scheme is contractive. When this is the case,
the Taylor subdivision scheme is C0 and the Hermite subdivision scheme is Cd. In
Section 6, for every positive integer d, we consider two speciﬁc Hermite subdivision
schemes HISd and HCCd. The ﬁrst one is interpolatory by solving a basic Hermite
problem whose solution is a piecewise Hermite polynomial. The second one is non
interpolatory and is a kind of corner cutting which is a generalization of the well
known Chaikin’s algorithm. For each of these schemes, for d = 1, 2, 3, we compute
the subdivision matrix T and we check that its spectral radius is < 1.
2 Convergence and Taylor Condition
We deﬁne the notion of Cd convergence for a Hermite subdivision scheme H of degree
d and the Taylor condition about the reﬁnements of H.
Definition 1 We say that a Hermite subdivision scheme of degree d is Cd if for
every sequence of reﬁnements fn : Z → Rd+1, there exists a Cd-function φ : R → R
for which for every  > 0 and for every L > 0, there exists N such that for every
n > N , for every α ∈ [−L2n, L2n], |f (0)n (α)− φ(α/2n)| < , |f (1)n (α)− φ′(α/2n)| < ,
2
...,|f (d)n (α)−φ(d)(α/2n)| < . The function φ is called the limit function associated to
the reﬁnements fn.
Definition 2 Let d be a positive integer, we say that a sequence of fn : Z → Rd+1
fulﬁlls the Taylor condition if for every  > 0 and for every L > 0, there exists N
such that for every n > N ,
|f (i)n (α + 1)/2in −
d∑
j=i
1
(j − i)!f
(j)
n (α)/2
jn| < /2dn (3)
for i = 0, . . . , d, for every α ∈ [−L2n, L2n]. The Taylor condition is satisﬁed by
a Hermite subdivision scheme if every sequence of its reﬁnements fulﬁlls the Taylor
condition.
Lemma 1 Let φ : R → R be a Cd function. If for every α ∈ Z, we set f (0)n (α) =
φ(α/2n), f
(1)
n (α) = φ′(α/2n),..., f
(d)
n (α) = φ(d)(α/2n), then the Taylor condition (3)
is satisﬁed by the sequence fn = (f
(0)
n , f
(1)
n , ..., f
(d)
n )T .
Proof: Let i ∈ {0, 1, ..., d}, the Taylor expansion gives the existence of θi ∈]0, 1[
such that
φ(i)((α + 1)/2n) =
d−1∑
j=i
φ(j)(α/2n)
(j − i)! /2
n(j−i) +
φ(d)((α + θi)/2n)
(d− i)! /2
n(d−i)
or equivalently
φ(i)((α + 1)/2n)
2in
−
d∑
j=i
φ(j)(α/2n)
(j − i)!2jn =
φ(d)((α + θi)/2n)− φ(d)(α/2n)
(d− i)!2dn
From that, for every L > 0, since φ(d) is uniformly continuous on [−L,L + 1], for
i = 0, . . . , d,
φ(i)((α + 1)/2n)/2in −
d∑
j=i
1
(j − i)!φ
(j)(α/2n)/2jn = o(1/2dn)
uniformly for every α ∈ [−L2n, L2n] as n→∞.

A Hermite subdivision scheme is interpolatory if A(0) = D and for all α ∈ Z with
α = 0, A(2α) = 0. In this case, for α ∈ Z, fn(α) = fn+1(2α).
Corollary 2 In a given interpolatory Cd Hermite subdivision scheme of degree d, the
Taylor condition (3) is satisﬁed.
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3 Spectral properties of Hermite schemes
The main result of this section is that a nondegenerate Hermite subdivision scheme
H satisfying a weak form of the Taylor condition will verify a spectral condition. This
spectral condition has many implications, in the ﬁrst instance the determination of
the behavior of the reﬁnements of H. Before reaching the main result, some lemmas
are required. We use the notation Pd for the space of polynomials of degree inferior
or equal to d.
Lemma 3 Let p(x) ∈ Pd and f(α) = (p(α), p′(α), ..., p(d)(α))T , for α ∈ Z, then
f (i)(α + 1)−
d∑
j=i
f (j)(α)/(j − i)! = 0
for i = 0, 1, ..., d, for every α ∈ Z.
Proof: Let p(x) ∈ Pd, then p(d+1)(x) = 0. Let i ∈ {0, 1, ..., d}, the Taylor expansion
of p(i) (the ith derivative of p) is p(i)(x) =
∑d
j=i p
(j)(a)(x − a)j−i/(j − i)!. We set
a = α, x = α + 1, we obtain f (i)(α + 1) =
∑d
j=i f
(j)(α)/(j − i)!. 
Lemma 4 Let f = (f (0), f (1), ..., f (d))T where f (i) : [a, b] ∩ Z→ R, i = 0, 1, ..., d and
where b− a ≥ 1, we assume that for i = 0, 1, ..., d, for every α ∈ [a, b− 1] ∩ Z,
f (i)(α + 1)−
d∑
j=i
f (j)(α)/(j − i)! = 0, (4)
then there exists a polynomial p of degree less than or equal to d such that f(α) =
(p(α), p′(α), ..., p(d)(α))T for every α ∈ [a, b] ∩ Z.
Proof: If a /∈ Z, we substitute a by min[a, b]∩Z and we set p(x) =∑dk=0 f (k)(a)/k!(x−
a)k and v(α) = (p(α), p′(α), ..., p(d)(α))T and h(α) = f(α) − v(α) for α ∈ [a, b] ∩ Z.
We deﬁne the linear map Qf = g where g : [a, b− 1]∩Z→ Rd+1 is deﬁned as follows
g(i)(α) = f (i)(α + 1)−
d∑
j=i
f (j)(α)/(j − i)!, i = 0, 1, ..., d.
From Lemma 3, Qv = 0. By hypothesis, Qf = 0, thus Qh = 0. It follows that for
every α ∈ [a, b− 1], and for i = 0, 1, ..., d, we get h(i)(α + 1) =∑dj=i h(j)(α)/(j − i)!.
Since h(a) = 0, by induction, we get that for every α ∈ [a, b], h(α) = 0 so that f = v.

The two previous lemmas provide a characterization of the ﬁnite diﬀerence equa-
tion (4). We recall a lemma (Proof can be found in [5] Lemma 20)
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Lemma 5 Let z0, z2, ..., zd be d+1 distinct complex numbers and p0, p1, ..., pd be d+1
nonzero vector polynomials with values in the same ﬁnite vector space, we assume that
the sequence of vectors
∑d
k=0 pk(n)z
n
k converges to c. If c = 0, then there exists an
integer j ∈ [0, d] such that zj = 1 and pj(n) ≡ c and for every other integer k ∈ [0, d],
|zk| < 1. If c = 0, then for every integer k ∈ [0, d], |zk| < 1.
Lemma 6 Let H be a Hermite subdivision scheme of degree d with mask {A(α)}α∈Z
whose support is contained in [σ, σ′]. Let E be the set of vectors v = (v(0), v(1), ..., v(d))T
where v(i) : [−σ′,−σ] → C, i = 0, 1, ..., d. We consider the linear operator T in E:
Tv(α) =
∑−σ
β=−σ′ A(α − 2β)v(β). Let v ∈ E and let fn be a sequence of reﬁnements
fn such that ∀α ∈ [−σ′,−σ] f0(α) = v(α), then ∀α ∈ [−σ′,−σ] Dnfn(α) = T nv(α).
Proof: We set vn = T
nv for n = 0, 1, 2, .... We prove by induction that ∀α ∈
[−σ′,−σ] Dnfn(α) = vn(α). By hypothesis, this is the case for n = 0. Let us assume
that for a given integer n, ∀α ∈ [−σ′,−σ] Dnfn(α) = vn(α). If α ∈ Z, then we obtain
Dn+1fn+1(α) =
∑
β∈Z
A(α− 2β)Dnfn(β).
If α ∈ [−σ′,−σ] and β /∈ [−σ′,−σ], then α − 2β /∈ [−σ′,−σ] and A(α − 2β) = 0. It
follows that
Dn+1fn+1(α) =
−σ∑
β=−σ′
A(α− 2β)Dnfn(β) = Tvn(α) = vn+1(α)
whenever α ∈ [−σ′,−σ]. 
Definition 3 A Hermite subdivision scheme of degree d is nondegenerate if for each
i ∈ {0, 1, ..., d}, there exists an integer ai and a sequence fn of reﬁnements such that
limn→∞ f
(i)
n (ai) = 0
Theorem 7 Let H be a nondegenerate Hermite subdivision scheme of degree d with
mask {A(α)}α∈Z. We also assume the following condition is satisﬁed: for every se-
quence of reﬁnements fn : Z→ Rd+1,
f (i)n (α + 1)/2
in −
d∑
j=i
1
(j − i)!f
(j)
n (α)/2
jn = o(1/2dn) α ∈ Z, i = 0, 1, ..., d. (5)
Then for every k = 0, . . . , d, there is a unique polynomial pk(x) of degree k with its
leading coeﬃcient equal to 1/k! such that the vector function vk : Z → Rd+1 where
vk(α) = (pk(α), . . . , p
(d)
k (α))
T is an eigenvector of (A(α− 2β))α,β∈Z for the eigenvalue
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1/2k. Moreover, if fn is a sequence of reﬁnements of H, then there exist constants
c0, c1,, ..., cd such that for every α ∈ Z,
f (i)n (α)/2
in =
d∑
k=0
ckp
(i)
k (α)/2
kn + o(1/2dn), i = 0, 1, ..., d. (6)
In particular, limn→∞ f
(i)
n (α) = ci for i = 0, 1, ..., d.
Proof: For i ∈ {0, . . . , d}, let fn be a sequence of reﬁnements and ai ∈ Z such that
lim
n→∞
f (i)n (ai) = 1 (7)
(H is nondegenerate).
Let σ, σ′ ∈ Z be such that the support of H is contained in [σ, σ′] and ai ∈
[−σ,−σ′]. If E is the set of vectors v = (v(0), v(1), ..., v(d))T where v(i) : [−σ′,−σ] → C,
i = 0, 1, ..., d, we deﬁne the linear operator T in E by Tv(α) =
∑−σ
β=−σ′ A(α−2β)v(β).
Let us denote m(z) =
∏K
k=1(z − λk)µk the minimal polynomial of T where the λk are
distinct, then we deﬁne Ek as the kernel of (T − λkI)µk . According to the primary
decomposition of a vector space (see Theorem 4.2 in Lang [10]), E is the direct sum
of Ek: E = ⊕Kk=1Ek.
Let F be the set of vectors w = (w(0), w(1), ..., w(d))T for which there exists a
polynomial p ∈ Pd satisfying for i = 0, . . . , d, for all α ∈ [−σ′,−σ] w(i)(α) = p(i)(α).
If λk is an eigenvalue such that |λk| ≥ 1/2d, let us show that Ek ⊂ F .
For v ∈ Ek, we deﬁne the sequence: v0 = v, v+1 = (T − λkI)vl,  ≥ 0 and
ﬁnally we set ν = min{ ≥ 0 : v+1 = 0}. Let f0 : Z → Rd+1 be deﬁned by ∀α ∈
[−σ′,−σ], f0(α) = v(α) (for any α /∈ [−σ′,−σ], the choice of f0(α) may be arbitrary),
we consider the sequence of reﬁnements generated by f0. By Lemma 6, we obtain
Dnfn(α) = T
nv(α) for n = 0, , 1, 2, ... and ∀α ∈ [−σ′,−σ]. Since Tv = v+1 + λkv
and v = 0 for  > ν, we can prove recursively that T
nv =
∑ν
=0
(
n

)
λn−k v with(
n

)
= 0 if n < . This can be written
f (i)n (α)/2
in =
ν∑
=0
(
n

)
λn−k v
(i)
 (α) i = 0, . . . , d, α ∈ [−σ′,−σ] (8)
From (5) and (8), we obtain
lim
n→∞
ν∑
=0
(
n

)
2dnλn−k [v
(i)
 (α + 1)−
d∑
j=i
v
(j)
 (α)
(j − i)! ] = 0 (9)
for any α ∈ [−σ′,−σ−1], and i = 0, 1, ..., d. From (9) and Lemma 5, since 2d|λk| ≥ 1,
we get v(i)(α+1)−∑dj=i v(j)(α)(j−i)! = 0. From Lemma 4, there exists a polynomial pk ∈ Pd
6
such that v(0)(α) = pk(α), v
(1)(α) = p′k(α), ..., v
(d)(α) = p
(d)
k (α), α ∈ [−σ′,−σ]. Thus
Ek ⊂ F . From this inclusion of sets, we obtain the inequality∑
|λk|≥1/2d
dimEk ≤ dimF = d + 1. (10)
Let i ∈ {0, . . . , d}, ai ∈ [−σ′,−σ] and let fn be a sequence of reﬁnements such
that (7) is satisﬁed. We set w(α) = f0(α), α ∈ [−σ′,−σ]. The vector w has a
unique decomposition in E: w =
∑K
k=0wk with wk ∈ Ek. For k = 1, ..., K, we
deﬁne the sequence: wk0 = wk, wk,+1 = (T − λkI)wkl,  ≥ 0 and ﬁnally we set
νk = min{ ≥ 0 : wk,+1 = 0}. Then T nw =
∑K
k=0
∑νk
=0
(
n

)
wkλ
n−
k . More precisely,
we get
f (i)n (α)/2
in =
K∑
k=0
νk∑
=0
(
n

)
λn−k w
(i)
k (α), ∀α ∈ [−σ′,−σ], i = 0, 1, ..., d. (11)
From (7), (11) and from Lemma 5, we deduce that 1/2i is an eigenvalue of T .
Since this is true for i = 0, . . . , d, from (10), we obtain that dimEk = 1 if λk =
1/2i, this means that νk = 0. The eigenvector corresponding to eigenvalue λk is
the vector vk = (pk, p
′
k, ..., p
(d)
k )
T . Any eigenvalue not in {1/2i : i = 0, 1, ..., d} is in
the disk |λ| < 1/2d. If we reorder the eigenvalues in such a way that λk = 1/2k
for k = 0, 1, ...d, then Equation (11) becomes Equation (6) where ck is the number
deﬁned by wk = ckvk.
Let us show that the degree of pk is k for k = 0, 1, ..., d. In (6) let us use the
sequence of reﬁnements fn for which (7) is satisﬁed. From Lemma 5, we get cip
(i)
i (ai) =
0 and cjp
(i)
j (ai) = 0 for for i = 0, 1, ..., d and j < i. We obtain that ci = 0 for
i = 0, 1, ..., d, p
(i)
i (ai) = 0 and p(i)j (ai) = 0 for j < i. The degree of pk is max{ :
pk(ai) = 0} = k since we know that p()k (ai) = 0 for k < .
Since the degree of pk is k, then for i, k ∈ {0, 1, ..., d}, the limit of p(i)k (α)2(i−k)n is
δik and the limit of f
(i)
n (α) is ci as n→∞.
As σ and σ′ may be chosen arbitrarily large in absolute values and that the
polynomials pk are unique up to a multiplicative factor, the proof is complete. 
Remark 1 If the Taylor condition is satisﬁed by a sequence of vector function fn :
Z→ Rd+1, then its weak form (5) is valid.
We put the main statement of the previous theorem in the form of a deﬁnition.
Definition 4 A Hermite subdivision scheme of degree d satisﬁes the spectral condi-
tion if for k = 0, . . . , d, there is a polynomial pk of degree k with its leading coeﬃcient
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equal to 1/k! such that for all α ∈ Z∑
β∈Z
A(α− 2β)vk(β) = vk(α)/2k (12)
where vk(α) = (pk(α), p
′
k(α), . . . , p
(d)
k (α))
T .
Definition 5 A Cd function φ is reproduced by a Cd Hermite subdivision scheme if
it is the limit function associated with a sequence of reﬁnements fn of this scheme.
Theorem 8 We consider a Hermite subdivision scheme of degree d which satisﬁes the
spectral condition, then any polynomial of degree less than or equal to d is reproduced
by the scheme.
Proof: For k ∈ {0, . . . , d}, let pk(x) be the polynomial deﬁned in Theorem 7 which
provides the eigenvector vk appearing in (12). We set f0(α) = (pk(α), p
′
k(α), . . . , p
(d)
k (α))
T ,
then by (1) and (12), we get by induction that Dnfn = f0/2
kn and f
(i)
n (α)/2in =
p
(i)
k (α)/2
kn, i = 0, 1, ..., d, for n = 1, 2, 3, .... Let
∑k
=0 cx
/! be the Taylor expan-
sion of pk, we will show that the limit function associated with the reﬁnements fn is
φ(x) = ckx
k/k!. We distinguish 3 cases.
Case i > k: f
(i)
n (α) = p
(i)
k (α)2
(i−k)n = 0, φ(i)(α/2n) = 0 so that f (i)n (α)− φ(i)(α/2n) =
0,
Case i = k: f
(k)
n (α) = p
(k)
k (α) = ck, φ
(k)(α/2n) = ck and again, f
(k)
n (α)−φ(k)(α/2n) =
0,
Case i < k: then f
(i)
n (α) = 2(i−k)np
(i)
k (α) = 2
(i−k)n∑k
=i cα
−i/( − i)!, φ(i)(α/2n) =
2(i−k)nckαk−i/(k − i)! and f (i)n (α)− φ(i)(α/2n) = 2(i−k)n
∑k−1
=i cα
−i/(− i)!. Finally
f
(i)
n (α)− φ(i)(α/2n) = O(1/2n) uniformly for α ∈ [−L2n, L2n] as n→∞.
According to Deﬁnition 1, φ is the limit function associated with the reﬁnements
fn. The polynomial x
k is reproduced and by linearity, any polynomial of degree less
or equal to d is reproduced by the scheme. 
Corollary 9 A Hermite subdivision scheme of degree d which satisﬁes the spectral
condition is nondegenerate.
The function xd is the associated limit function of reﬁnements fn. In Deﬁnition
3, take these reﬁnements and a = 1.
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4 Associated subdivision scheme
Given a Hermite subdivision scheme H satisfying the spectral condition, we will
associate a vector subdivision scheme S, the so-called Taylor subdivision scheme. We
begin by recalling what a vector subdivision scheme is and when it is aﬃne.
Definition 6 A vector subdivision matrix of order p is a matrix function S : Z2 →
Rp×p for which there exists an interval [σ, σ′], σ, σ′ ∈ Z, σ ≤ σ′ such that S(α, β) = 0
whenever α− 2β /∈ [σ, σ′]. If g0 : Rp → R, then the recursive formula
gn+1(α) =
∑
β∈Z
S(α, β)gn(β)
generates the reﬁnements of g0 and deﬁnes a vector subdivision scheme S of order p.
The interval [σ, σ′] is a support of S. If there exists a matrix function B : Z→ Rp×p
such that S(α, β) = B(α− 2β), then B is the mask of S.
Definition 7 A vector subdivision matrix S (and its corresponding vector subdivision
scheme) is aﬃne if
∑
β∈Z
∑p
j=1 sij(α, β) = 1, α ∈ Z, i = 1, 2, ..., p, where sij(α, β)
are the entries of S(α, β). The subdivision scheme is scalar if p = 1.
For f = (f (0), . . . , f (d))T where f (i) : Z → C, i = 0, . . . , d, we deﬁne the operator
Pf = g = (g(0), . . . , g(d))T where
g(0)(α) = f (d)(α)
g(i)(α) = i!
(
f (d−i)(α + 1)−
i∑
j=1
f (d−j)(α)
(i− j)!
)
, i = 1, ..., d
⎫⎪⎬
⎪⎭
If P0, P1 are the respective square matrices of order d + 1⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 · · · 0 1
0 0 0 · · · −1 0
...
...
... · · · ... ...
0 0 − (d−2)!0! · · · − (d−2)!(d−3)! 0
0 − (d−1)!0! − (d−1)!1! · · · − (d−1)!(d−2)! 0
−d!0! −d!1! − d!2)! · · · − d!(d−1)! 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 · · · 0 0
0 0 0 · · · 1! 0
...
...
... · · · ...
0 0 (d− 2)! · · · 0 0
0 (d− 1)! 0 · · · 0 0
d! 0 0 · · · 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (13)
then
Pf(α) = P0f(α) + P1f(α + 1). (14)
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Theorem 10 Let H be a Hermite subdivision scheme of degree d which satisﬁes the
spectral condition and whose mask A(α) = (aij(α))i,j=0,...,d has support included in
[σ, σ′]. Let fn = (f
(0)
n , f
(1)
n , . . . , f
(d)
n )T , n = 0, 1, 2, . . . be the reﬁnements of a H, we
set gn = 2
ndPDnfn and C(α) = 2
d(P0A(α) + P1A(α+ 1)) where P, P0, P1 are deﬁned
in (13-14). If we deﬁne the matrix function B(α) = (bij(α))i,j=0,...,d by
bi,d−j(α) =
1
(d− j)!
∞∑
β=1
j∑
k=0
ci,k(α− 2β)(β − 1)
j−k
(j − k)! , j = 0, . . . , d− 1 (15)
bi,0(α) = cid(α) (16)
for i = 0, . . . , d, then the support of B is contained in [σ − 1, σ′] and the sequence gn
is the sequence of reﬁnements of an aﬃne vector subdivision scheme S whose mask
is B.
Proof: Let us ﬁnd a condition that a matrix function B should satisfy in order that
the functions gn = 2
ndPDnfn are the reﬁnements of a vector subdivision scheme of
mask B.
gn+1(α) =
∑
β∈Z
B(α− 2β)gn(β) = 2nd
∑
β∈Z
B(α− 2β)PDnfn(β)
gn+1(α) = 2
(n+1)dPDn+1fn+1(α) = 2
(n+1)d
∑
β∈Z
PA(α− 2β)Dnfn(β).
Since∑
β∈Z
B(α− 2β)PDnfn(β) =
∑
β∈Z
B(α− 2β)[P0Dnfn(β) + P1Dnfn(β + 1)]
=
∑
β∈Z
[B(α− 2β)P0 + B(α + 2− 2β)P1]Dnfn(β),
such a condition is
B(α)P0 + B(α + 2)P1 = C(α) = 2
d(P0A(α) + P1A(α + 1)).
Let us remark that the support of C is included in [σ − 1, σ′].
When comparing the jth column of B(α)P0+B(α+2)P1 with that of C and using
the deﬁnition of P0 and P1, we get the following equations:
bi,d−j(α + 2) =
ci,j(α)
(d− j)! +
j∑
k=0
(
d− k
d− j
)
bi,d−k(α), j = 0, 1, ..., d− 1, (17)
bi,0(α) = ci,d(α). (18)
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Both Equations (16) and (18) are the same. In order to solve (17), we note
that C(α) = 0 if α < σ − 1 and we set B(α) = 0 for α < σ − 1. Obviously, the
functions bi,d−j(α + 2), i = 0, 1, ..., d, j = 0, 1, ..., d − 1 can be computed recursively
for α = σ − 1, σ, σ + 1, .... Let us check that (15) is a solution of (17).
We deﬁne the matrix function B by (15-16). Matrix B is well deﬁned and has the
property that B(α) = 0 for α < σ−1 since C(α) = 0 if α < σ−1. Let i ∈ {0, 1...., d},
j ∈ {0, 1...., d− 1} and α ∈ Z, then, as the support of C is bounded,
(d− j)!
j∑
k=0
(
d− k
d− j
)
bi,d−k(α) =
j∑
k=0
∞∑
β=1
k∑
=0
ci,(α− 2β)(β − 1)k−
(j − k)!(k − )!
=
∞∑
β=1
j∑
=0
j−∑
k=0
ci,(α− 2β)(β − 1)k
(j − − k)!k! =
∞∑
β=1
j∑
=0
ci,(α− 2β)βj−
(j − )!
since
j−∑
k=0
(j − )!
(j − − k)!k! (β − 1)
k = (β − 1 + 1)j− = βj− (from binomial theorem).
Consequently, we get
ci,j(α) + (d− j)!
j∑
k=0
(
d− k
d− j
)
bi,d−k(α) =
∞∑
β=0
j∑
=0
ci,(α− 2β)βj−
(j − )!
=
∞∑
β=1
j∑
=0
ci,(α + 2− 2β)(β − 1)j−
(j − )! = (d− j)!bi,d−j(α + 2).
(17) is satisﬁed and the sequence gn is the sequence of reﬁnements of the vector
subdivision scheme whose mask is B.
Before studying the support of B, let us show that
∑
β∈Z
j∑
k=0
(β − 1)j−k
(j − k)! ci,k(α− 2β) = 0, j = 0, . . . , d− 1. (19)
We use the basis of Pd−1 composed with the polynomials pk of degree k, k =
0, . . . , d − 1 such that the vector function vk(α) = (pk(α), . . . , p(d)k (α))T is an eigen-
vector of the supermatrix H = (A(α− 2β))α,β∈Z for the eigenvalue 1/2k. We have
P0
∑
β∈Z
A(α− 2β)vk(β) + P1
∑
β∈Z
A(α + 1− 2β)vk(β) = 1
2k
(P0vk(α) + P1vk(α + 1)).
From Lemma 3, we obtain P0vk(α)+P1vk(α+1) = 0 and
∑
β∈ZC(α−2β)vk(β) = 0.
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For j ∈ {0, 1, ..., d−1}, the vector function wj(α) = (q(α), q′(α), ..., q(d)(α))T where
q(α) = (α−1)j is a linear combination of {vk}k=0,1,...,d−1 and
∑
β∈ZC(α−2β)wj(β) =
0, i.e. (19) is satisﬁed.
Let us study the support of B. Since the support of C is included in [σ − 1, σ′],
from (15)-(16),we deduce that the support of B is included in [σ−1,+∞). Let α > σ′,
then cij(α−2β) = 0 for i, j = 0, 1, ..., d and for β < 1. ¿From that and from (15)-(19)
we obtain bi,d−j(α) = 0 for j = 0, . . . , d − 1 and for i = 0, . . . , d. Moreover, from
(16), we obviously get bi,0(α) = 0 for i = 0, ..., d. The support of B is contained in
[σ − 1, σ′].
To prove that the vector subdivision scheme S whose mask is B is aﬃne, we
use the eigenvalue 1/2d of H and the associated eigenvector built from the vector
function vd(α) = (pd(α), . . . , p
(d)
d (α))
T where pd is a polynomial of degree d which can
be chosen such that its leading coeﬃcient is 1/d!.
If we deﬁne f0 = vd, then for all α ∈ Z,
Df1(α) =
∑
β∈Z
A(α− 2β)f0(β) = f0(α)/2d.
We get g1(α) = 2
dPDf1(α) = Pf0(α) = g0(α). From Lemma 3, we deduce g0(α) =
Pvd(α) = (1, . . . , 1)
T . Since g1(α) =
∑
β∈ZB(α − 2β)g0(α) = g0(α), we obtain the
last result of the Theorem. 
Definition 8 The vector subdivision scheme with mask B is called the Taylor subdi-
vision scheme associated with H.
5 Criterion of convergence for a Hermite scheme
We will propose a suﬃcient condition for Cd convergence of a Hermite subdivision
scheme of degree d. This criterion is that the subdivision scheme of the ﬁnite diﬀer-
ences arising from the Taylor subdivision scheme is contractive. Before reaching the
main theorem, we need a lemma.
Lemma 11 Let fn : Z→ R be a sequence of functions. We assume that limn→∞ fn(0) =
c and that there exists a continuous function ψ : R → R such that for every L > 0,
2n∆fn(α)−ψ(α/2n) = o(1) uniformly for α ∈ [−L2n, L2n] as n→∞. Then for every
L > 0, fn(α)− c−
∫ α/2n
0
ψ(t) dt = o(1) uniformly for α ∈ [−L2n, L2n] as n→∞.
Proof: Let ε > 0 and let L > 0, there exists an integer N1 > 0 such that
(∀n > N1) (∀β ∈ Z ∩ [−L2n, L2n]) |2n∆fn(β)− ψ(β/2n)| < ε. (20)
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Now since ψ is uniformly continuous on [−L,L], there exists N2 ≥ N1 such that
(∀n > N2) (∀β ∈ Z ∩ [−L2n, L2n − 1]),∣∣∣∣∣ψ(β/2n)/2n −
∫ (β+1)/2n
β/2n
ψ(t)dt
∣∣∣∣∣ < ε/2n (21)
For n > N2, let α ∈ [0, L2n] ∩ Z. As fn(α) = fn(0) +
∑α−1
β=0 ∆fn(β), with (20), we
obtain ∣∣∣∣∣fn(α)− c−
α−1∑
β=0
ψ(β/2n)/2n
∣∣∣∣∣ ≤ |fn(0)− c|+ Lε.
From (21), we get∣∣∣∣∣
α−1∑
β=0
ψ(β/2n)/2n −
∫ α/2n
0
ψ(t) dt
∣∣∣∣∣ ≤
α−1∑
β=0
∣∣∣∣∣ψ(β/2n)/2n −
∫ (β+1)/2n
β/2n
ψ(t) dt
∣∣∣∣∣ < Lε.
It follows from both previous inequalities that∣∣∣∣∣fn(α)− c−
∫ α/2n
0
ψ(t) dt
∣∣∣∣∣ ≤ |fn(0)− c|+ 2Lε.
We have a similar result for α ∈ [−L2n, 0]∩Z. Let N > N2 be such that |fn(0)−c| < ε
whenever n > N . We have proved (∀n > N) (∀α ∈ [−L2n, L2n] ∩ Z)
|fn(α)− c−
∫ α/2n
0
ψ(t) dt| ≤ (2L + 1)ε
and the conclusion can easily be deduced. 
Definition 9 We say that a vector subdivision scheme S of order p is C0 if for
every sequence of reﬁnements fn : Z → Rp of S, there is a continuous function
φ : R → Rp such that for every  > 0 and for every L > 0, there exists N such that
||fn(α)−φ(α/2n)|| <  for every n > N and every α ∈ [−L2n, L2n]. The function φ is
called the limit function associated with the reﬁnements fn. If for any limit function,
all its components are the same, we say that S is C0 with equal components.
Theorem 12 Let H be a Hermite subdivision scheme of order d which satisﬁes the
spectral condition. Let B(α) = (bij(α))i,j=0,1,...,d be the mask of the Taylor subdivision
scheme S associated with H. We deﬁne the functions s, t : Z2 → R
s((d + 1)α + i, (d + 1)β + j) = bij(α− 2β), α, β ∈ Z, i, j = 0, 1, ..., d, (22)
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t(α, β) = −
β∑
γ=−∞
[s(α + 1, γ)− s(α, γ)] =
∞∑
γ=β+1
[s(α + 1, γ)− s(α, γ)]. (23)
If, moreover, there is an integer n such that
max{
∑
β∈Z
|tn(α, β)| : α ∈ [0, (d + 1)2n − 1]} < 1 (24)
where (tn(α, β)) is the n-th power of the subdivision matrix T = (t(α, β))α,β∈Z, then
the Taylor subdivision scheme S is C0 with equal components and the Hermite subdi-
vision scheme H is Cd.
Proof: In the ﬁrst part, we show that the Taylor subdivision scheme S is C0.
Let gn = (g
(0)
n , g
(1)
n , . . . , g
(d)
n )T , n = 0, 1, 2, . . . be the reﬁnements of S, we deﬁne the
sequence hn : Z→ R by setting hn((d+1)α+ i) = g(i)n (α), α ∈ Z, i = 0, 1, ..., d. There
is no essential diﬀerence between gn and hn. hn is the sequence of reﬁnements of a
non-uniform binary subdivision scheme whose subdivision matrix S = (s(α, β))α,β∈Z
is given by (22). The reﬁnement rule is hn+1(α) =
∑
β s(α, β)hn(β). We still call
this scheme S. From Theorem 10, the subdivision matrix is aﬃne: for every α ∈ Z,∑
β s(α, β) = 1.
Since S is aﬃne, we can deﬁne the subdivision matrix T = (t(α, β)) with (23)
(see Equations (3.7) and (3.8) of [1] or Proposition 10 of [3]). As it is shown in [3],
the sequence of the ﬁnite diﬀerences ∆hn = hn(α + 1) − hn(α) is the sequence of
reﬁnements of the subdivision scheme whose subdivision matrix is T .
The subdivision matrix T (like S) is periodic of period d+1, i.e. t(α+2d+2, β+
d + 1) = t(α, β). Let tn(α, β) the entries of the matrix T
n, then T n is periodic with
the following meaning
tn(α + (d + 1)2
n, β + d+ 1) = tn(α, β). (25)
We verify this periodicity recursively through the following equations:
tn+1(α + (d + 1)2
n+1, β + d + 1)) =
∑
γ∈Z
t(α + (d+ 1)2n+1, γ)tn(γ, β + d + 1)
=
∑
γ∈Z
t(α, γ − (d + 1)2n)tn(γ, β + d + 1)
=
∑
γ∈Z
t(α, γ)tn(γ + (d + 1)2
n, β + d + 1)
=
∑
γ∈Z
t(α, γ)tn(γ, β) = tn+1(α, β)
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From (24) and from (25), we obtain that the matrix T n is contractive:
||T n||∞ = sup
∑
β∈Z
|tn(α, β)| : α ∈ Z} < 1.
This inequality is a criterion for the C0 convergence of S (see Theorem 3.3 of [1],
Theorem 2.4 of [11], Theorem 3.2 of [12] or Theorem 4 of [6]). The subdivision
scheme S is C0.
Let θ be the limit function of the reﬁnements hn and let L > 0, then hn(α) −
θ(α/2n) = o(1) uniformly for α ∈ [−L2n, L2n]. We set ψ(x) = θ((d + 1)x) and we
get that for i = 0, 1, ..., d, g
(i)
n (α) − ψ(α/2n) is the sum of the two terms hn((d +
1)α + i) − θ(((d + 1)α + i)/2n) and θ(((d + 1)α + i)/2n) − θ((d + 1)α/2n). Let
L > 0, then gn(α) − ψ(α/2n) = o(1) uniformly for α ∈ [−L2n, L2n]. The limit of
the sequence of reﬁnement gn is the vector function (ψ(x), ψ(x), ..., ψ(x))
T with d+1
equal components. The Taylor subdivision scheme S associated with H is C0 with
equal components.
In this second part of the proof, we prove that the Hermite subdivision scheme
H is Cd. Let fn = (f (0)n , f (1)n , ..., f (d)n )T be a sequence of reﬁnements of H and let
gn = (g
(0)
n , g
(1)
n , ..., g
(d)
n )T = 2dnPDnfn be the corresponding sequence of reﬁnements
of S, we have
g(d−i)n (α) = 2
dn(d− i)!
(
f (i)n (α + 1)/2
in −
d−1∑
j=i
f
(j)
n (α)/2jn
(j − i)!
)
, i = 0, ..., d− 1
g
(0)
n (α) = f
(d)
n (α).
⎫⎪⎬
⎪⎭ .
Since S is C0 with equal components, there exists a continuous function ψ : R → R
such that for every L > 0, g
(i)
n (α)−ψ(α/2n) = o(1), i = 0, 1, ..., d uniformly for every
α ∈ [−L2n, L2n] as n→∞.
Then
f (d)n (α)− ψ(α/2n) = o(1), (26)
and for i = 0, . . . , d− 1,
f (i)n (α + 1)/2
in −
d−1∑
j=i
1
(j − i)!f
(j)
n (α)/2
jn − ψ(α/2n)/(d− i)! = o(1/2dn) (27)
uniformly for every α ∈ [−L2n, L2n] as n→∞.
By Theorem 7, for i = 0, 1, ...d, the sequence f
(i)
n (0) converges as n→∞, and we
set ci = limn→∞ f
(i)
n (0). Then we deﬁne
φ(x) =
d−1∑
k=0
ckx
k +
1
(d− 1)!
∫ x
0
(x− t)d−1ψ(t) dt.
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Let k ∈ {0, 1, ..., d}, we consider Property (Pk) : for every  > 0 and for every
L > 0, there exists N such that |f (k)n (α) − φ(k)(α/2n)| <  for every n > N and for
every α ∈ [−L2n, L2n]. We proceed with a backward ﬁnite recursion, ﬁrst showing
(Pd), then (Pd−1), ..., down to (P0).
(Pd) is (26) since ψ(x) = φ
(d)(x).
For Property (Pd−1), we use (27) with i = d− 1 and we obtain that the sequence
2n∆f
(d−1)
n (α)−ψ(α/2n) = o(1). Since the sequence f (d−1)n (0) converges, using Lemma
11, we conclude that the sequence
f (d−1)n (α)− cd−1 −
∫ α/2n
0
ψ(t) dt = f (d−1)n (α)− φ(d−1)(α/2n) = o(1)
uniformly for every α ∈ [−L2n, L2n] as n→∞.
Now let us assume (Pd),. . . ,(Pk+1) for k ∈ {0, . . . , d−1}. Again, we use (27) with
i = k and we obtain that the sequence
∆f (k)n (α)/2
kn −
d−1∑
j=k+1
f
(j)
n (α)/2nj
(j − k)! −
ψ(α/2n)/2dn
(d− k)! = o(1/2
dn)
uniformly for every α ∈ [−L2n, L2n]. We multiply the previous sequence by 2(k+1)n
and we know from the recursion hypotheses that the sequences f
(j)
n (α) are uniformly
bounded for j > k + 1 and f
(k+1)
n (α) − φk+1(α/2n) = o(1) uniformly for every α ∈
[−L2n, L2n] as n→∞. We deduce that the sequence 2n∆f (k)n (α)− φk(α/2n) is o(1).
Since the sequence f
(d−1)
n (0) converges, using Lemma 11 again, we conclude that
f
(k)
n (α)− φ(k)(α/2n) = o(1) uniformly for every α ∈ [−L2n, L2n] as n→∞, which is
Property (Pk).
Then (Pk) is true for k = 0, . . . , d, i.e. H is Cd. 
6 Examples of Hermite subdivision schemes
For every positive integer d, we consider two speciﬁc Hermite subdivision schemes, the
ﬁrst one is interpolatory and is obtained by solving a Hermite problem, the second one
is a kind of corner cutting. For each of these schemes, we consider the corresponding
Taylor subdivision scheme S and the subdivision scheme of ﬁnite diﬀerences T with
their subdivision matrices S, T .
Before the deﬁnitions, we recall the Obreshkov interpolation polynomial [15]. Let
d, e ≥ 0 and let y = (y(0), y(1), ..., y(d)) and z = (z(0), z(1), ..., z(e)) be two vectors, one
from Rd+1, the other from Re+1, the polynomial p of degree 2d + 1 that satisﬁes
p(i)(a) = y(i), i = 0, 1, ..., d; p(i)(b) = z(i), i = 0, 1, ..., e
16
is the Obreshkov interpolation polynomial
p(x) =
d∑
j=0
y(j)
(x− b)e+1
j!(a− b)e+1
d−j∑
k=0
(
e + k
k
)
(x− a)j+k
(b− a)k
+
e∑
j=0
z(j)
(x− a)d+1
j!(b− a)d+1
e−j∑
k=0
(
d + k
k
)
(x− b)j+k
(a− b)k .
This formula is also given in the contribution of Sendov and Andrew [16], p.403. We
limit ourselves to the case e = d. We deﬁne
uj(t) =
1
j!
d−j∑
k=0
(
d + k
k
)
tj+k(1− t)d+1, vj(t) = (−1)juj(1− t), j = 0, 1, . . . , d.
By substitution and diﬀerentiation, with t = (x− a)/(b− a), we obtain
p(i)(a + (b− a)t)(b− a)i =
d∑
j=0
[y(j)u
(i)
j (t) + z
(j)v
(i)
j (t)](b− a)j , i = 0, 1, ...d.
If we deﬁne the two matrices U(t) = (u
(i)
j (t))i,j=0,1,...,d and V (t) = (v
(i)
j (t))i,j=0,1,...,d,
the matrix form of the previous equation is
D(b− a)f(a + (b− a)t) = U(t)D(b− a)y + V (t)D(b− a)z (28)
where f = (p, p′, ..., p(d))T and D(h) is the diagonal matrix whose diagonal is 1, h, ..., hd,
(here h = b− a). We also remark that
V (t) = SU(1− t)S (29)
where S is the diagonal matrix whose diagonal is 1,−1, ..., (−1)d.
6.1 Hermite interpolation scheme: HIS
Let d > 0 and let w : Z → Rd+1 be a family of Hermite data. Let us consider the
unique piecewise polynomial φ : R→ R such that on every interval [α, α+ 1], α ∈ Z,
φ is a polynomial of degree ≤ 2d + 1 and
φ(α) = w(0)(α), φ′(α) = w(1)(α), ..., φ(d)(α) = w(d)(α), α ∈ Z. (30)
Figure 1 is about the degree d = 2. Three piecewise polynomials φ0, φ1, φ2 are
considered for three Hermite problems:
∀α ∈ Z
⎧⎨
⎩
φ0(α) = δα0, φ
′
0(α) = 0, φ
′′
0(α) = 0, (ﬁrst problem),
φ1(α) = 0, φ
′
1(α) = δα0, φ
′′
1(α) = 0, (second problem),
φ2(α) = 0, φ
′
2(α) = 0, φ
′′
2(α) = δα0, (third problem).
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Figure 1: Basic Hermite interpolation functions and their derivatives of order 1 and
2 in the Hermite interpolation scheme of degree 2
Figure 1 provides the graphs of these functions with their two ﬁrst derivatives.
Let us come back to the general Hermite problem (30). By sampling φ and its
derivatives, we deﬁne a sequence of functions fn : Z→ Rd+1,
fn(α) = (φ(α/2
n), φ′(α/2n), ..., φ(d)(α/2n))T . (31)
In (28), we set a = α/2n, b = (α + 1)/2n, y = fn(α), z = fn(α + 1) and we obtain
two equations by choosing t = 0 then t = 1/2:
Dnfn+1(2α) = D
nfn(α),
Dnfn+1(2α + 1) = U(1/2)D
nfn(α) + V (1/2)D
nfn(α + 1).
If we multiply each left side of these equations by D , we get a Hermite subdivision
scheme of degree d. The nonzero matrices of its mask are A(0) = D, A(1) = DU(1/2),
18
A(−1) = DV (1/2) and we obtain
Dn+1fn+1(α) =
∑
β
A(α− 2β)Dnfn(β).
We call it the Hermite polynomial interpolation scheme of degree d, HISd. It is an
interpolatory scheme. Obviously the limit function of the reﬁnements fn is φ.
For d = 1, 2, 3, the respective values of A(1) = DU(1/2) are
1
8
(
4 1
−6 −1
)
,
1
64
⎛
⎝ 32 10 1−60 −14 −1
0 −24 −4
⎞
⎠ , 1
768
⎛
⎜⎜⎝
384 132 18 1
−840 −228 −24 −1
0 −360 −84 −6
2520 5040 360 18
⎞
⎟⎟⎠ .
The ij-entry of A(−1) = DV (1/2) is (−1)i+j times the corresponding entry of A(1)
as it can be seen by (29).
As already said, the scheme HISd is Cd, but this is also implied by Theorem 12
as we will see. Before this, we verify that the spectral condition is satisﬁed.
Lemma 13 Let {A(α)} be the mask of HISd with d > 0, then for k = 0, 1, ..., 2d+ 1,
the vector function vk(α) = (pk(α), p
′
k(α), ..., p
(d)
k (α))
T where pk(x) = x
k is an eigen-
vector of the supermatrix H = (A(α− 2β))α,β∈Z with the eigenvalue 1/2k.
Proof: Let p be a polynomial of degree less than or equal to 2d + 1. If we sample
p and its derivatives on 2d + 1 data, then the Hermite interpolating polynomial is p
again by unicity. We set v(α) = (p(α), p′(α), ..., p(d)(α))T , v is a vector function from
Z to R(d+1). Let V = (v(α))α∈Z. If we deﬁne W = (w(α))α∈Z = HV then
w(α) =
∑
β∈Z
A(α− 2β)v(β).
From (31), we deduce that w(α) = (q(α), q′(α), ..., q(d)(α))T where q(x) = p(x/2).
For k ∈ {0, 1, ..., 2d + 1}, if p(x) = xk then q = xk/2k and the corresponding vector
Vk = (vk(α))α∈Z is an eigenvector of H with the eigenvalue 1/2k. 
From Lemma 13 and Theorem 10, we can associate to HISd the corresponding
Taylor subdivision scheme Sd. The mask of the subdivision scheme Sd is B and can
be computed by Theorem 10. From B, we get the subdivision matrix S. Since Sd is
aﬃne, we deﬁne the subdivision scheme ∆Sd of the ﬁnite diﬀerences whose subdivision
matrix is T . From Theorem 12, a criterion for the Cd convergence of HPPd is that
there exists an integer n for which ||T n||∞ < 1. We apply this criterion for the ﬁrst
schemes HIS1, HIS2 and HIS3.
19
For the scheme HIS1, the subdivision matrices S = (s(α, β)) and T = (t(α, β))
are both periodic s(α+ 4, β + 2) = s(α, β) and t(α+ 4, β + 2) = t(α, β) for α, β ∈ Z.
The respective matrices (s(α, β)) and (t(α, β)) for α = 0, 1, 2, 3 and β = 0, 1, 2 are
1
4
⎛
⎜⎜⎝
4 0 0
1 4 −1
−1 6 −1
−1 4 1
⎞
⎟⎟⎠ , 14
⎛
⎜⎜⎝
3 −1 0
2 0 0
0 2 0
−1 3 0
⎞
⎟⎟⎠ .
The entries s(α, β), t(α, β) are 0 if α = [0, 3] and β /∈ [0, 2]. With this information, S
and T are entirely known. After computations, we obtain ||T ||∞ = 1 and ||T 2||∞ =
5/8. Since ||T 2||∞ < 1, HIS1 is C1.
For the scheme HIS2, the subdivision matrices S and T are both periodic s(α +
6, β +3) = s(α, β) and t(α+6, β +3) = t(α, β) for α, β ∈ Z. The respective matrices
(s(α, β)) and (t(α, β)) for α ∈ [0, 5] and β ∈ [0, 4] are
1
16
⎛
⎜⎜⎜⎜⎜⎜⎝
16 0 0 0
−1 −14 30 1
2 −20 32 2
−4 24 0 −4
1 46 −30 −1
0 48 −28 −4
⎞
⎟⎟⎟⎟⎟⎟⎠
,
1
16
⎛
⎜⎜⎜⎜⎜⎜⎝
17 31 1 0
−3 3 1 0
6 −38 −6 0
−5 −27 3 0
1 −1 −3 0
0 48 20 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The entries s(α, β), t(α, β) are zero if α = [0, 5] and β /∈ [0, 4]. The ﬁve ﬁrst norms
||T n||∞, n = 1, ..., 5, are 4.25, 4.75, 3.2422, 1.8643, 0.9962. Since ||T 5||∞ < 1, the
Hermite scheme HIS2 is C2.
In a similar way, it is possible to verify that the Hermite scheme HIS3 is C3 by
checking that ||T 7||∞ = 0.7486 < 1 for the corresponding subdivision matrix T .
6.2 Hermite corner cutting: HCCd
For every integer d ≥ 0, we deﬁne another Hermite subdivision scheme of degree d.
Let us denote f0 : Z→ Rd+1 a given family of control vectors. For n = 0, 1, 2, ..., we
will deﬁne recursively fn+1 from fn by considering the unique piecewise polynomial
φn : R→ R such that for every α ∈ Z
φn(α/2
n) = f (0)n (α), φ
′
n(α/2
n) = f (1)n (α), ..., φ
(d)
n (α/2
n) = f (d)n (α)
and φn is a polynomial of degree ≤ 2d + 1 in [α/2n, (α + 1)/2n]. The reﬁned family
of control vectors is set according to the rule
f
(i)
n+1(α) = φ
(i)
n (α/2
n+1 + 1/2n+2), i = 0, ..., d, α ∈ Z. (32)
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Figure 2: Hermite corner cutting of degree one
In Figure 2, we illustrate the reﬁnement fn+1 of fn according to (32) with d = 1.
Small black squares are related to fn and dots, to fn+1.
In (28), we set a = α/2n, b = (α+ 1)/2n, y = fn(α), z = fn(α+ 1) and we obtain
two equations by choosing t = 1/4 and t = 3/4:
Dnfn+1(2α) = U(1/4)D
nfn(α) + V (1/4)D
nfn(α + 1),
Dnfn+1(2α + 1) = U(3/4)D
nfn(α) + V (3/4)D
nfn(α + 1).
If we multiply each left side of these equations by D, we get a Hermite subdivision
scheme of degree d. The nonzero matrices of its mask are A(0) = DU(1/4), A(−2) =
DV (1/4), A(1) = DU(3/4), A(−1) = DV (3/4) and we obtain
Dn+1fn+1(α) =
∑
β
A(α− 2β)Dnfn(β).
We call it the Hermite corner cutting scheme of degree d, HCCd.
If d = 0, the previous formula becomes
fn+1(2α) = 3/4fn(α) + 1/4fn(α + 1)
fn+1(2α + 1) = 1/4fn(α) + 3/4fn(α + 1)
In this case this scheme is precisely Chaikin’s algorithm [2], which belongs to a class
of algorithms described by G. de Rham [4]. The name of corner cutting has been
given to the class of de Rham’s algorithms.
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Let us look at the mask of HCC1. The matrices A(0) = DU(1/4), A(1) =
DU(3/4) respectively are
1
64
(
54 9
−36 6
)
,
1
64
(
10 3
−36 −10
)
.
The matrices A(−2) = DV (1/4) and A(−1) = DV (3/4) can be computed from (29).
The ij-entry of A(−1) is (−1)i+j times the corresponding entry of A(1), the ij-entry
of A(−2) is (−1)i+j times the corresponding entry of A(0).
In the case of HCC2, the respective matrices A(0) = DU(1/4) and A(1) =
DU(3/4) of its mask are
1
2048
⎛
⎝ 1836 378 27−1080 324 54
−2880 −2016 −144
⎞
⎠ , 1
2048
⎛
⎝ 212 78 9−1080 −380 −42
3880 864 80
⎞
⎠ .
A computation by symmetry provides A(−1) and A(−2).
The fact that the scheme HCCd satisﬁes the spectral condition comes from the
following lemma.
Lemma 14 Let {A(α)} be the mask of the Hermite corner cutting of degree d > 0,
then for k = 0, 1, ..., 2d+ 1, the vector function vk(α) = (pk(α), p
′
k(α), ..., p
(d)
k (α))
T
where pk(x) = (x− 1/2)k is an eigenvector of the supermatrix H = (A(α− 2β))α,β∈Z
with the eigenvalue 1/2k.
Proof: We use a similar proof to the one of Lemma 13. With the same no-
tations, from v(α) = (p(α), p′(α), ..., p(d)(α))T , with (32), we obtain that w(α) =
(q(α), q′(α), ..., q(d)(α))T where q(x) = p(x/2 + 1/4). For k ∈ {0, 1, ..., 2d + 1}, if
p = (x − 1/2)k, then q = (x − 1/2)k/2k and Vk is an eigenvector of H with the
eigenvalue 1/2k. 
From Lemma 13 and Theorem 10, we can associate with HCCd the corresponding
Taylor subdivision scheme Sd. We consider the subdivision scheme ∆Sd of the ﬁnite
diﬀerences whose subdivision matrix is T . From Theorem 12, HCCd is Cd if there
exists an integer n for which ||T n||∞ < 1. We apply this criterion for the ﬁrst schemes
HCC1, HCC2 and HCC3.
For the scheme HCC1, the subdivision matrices S = (s(α, β)) and T = (t(α, β))
are both periodic s(α+ 4, β + 2) = s(α, β) and t(α+ 4, β + 2) = t(α, β) for α, β ∈ Z.
The respective matrices (s(α, β)) and (t(α, β)) for α = 0, 1, 2, 3 and β = 0, 1, 2, 3, 4
are
1
32
⎛
⎜⎜⎝
6 36 −10 0 0
−6 44 −6 0 0
−10 36 6 0 0
−3 10 18 10 −3
⎞
⎟⎟⎠ , 132
⎛
⎜⎜⎝
12 4 0 0
4 12 0 0
−7 19 7 −3
−3 7 19 −7
⎞
⎟⎟⎠ .
22
The entries s(α, β), t(α, β) are 0 if α = [0, 3] and β /∈ [0, 4]. With this information, S
and T are entirely known. After computations, we obtain ||T ||∞ = 9/8 and ||T 2||∞ =
5/8. Since ||T 2||∞ < 1, HCC1 is C1.
For Figure 3, let j ∈ {0, 1, 2}, we consider the initial state of HCC2, f0(α) =
δα0(δj0, δj1, δj2)
T for α ∈ Z. The corresponding sequence of reﬁnements fn converges
to a vector function: (φj, φ
′
j, φ”j)
T . Figure 3 provides the graphs of these functions.
The support of each function φj is [−1, 2].
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Figure 3: Basic limit functions and their derivatives of order 1 and 2 in the Hermite
corner cutting of degree 2
For the scheme HCC2, the subdivision matrix T is periodic t(α+6, β+3) = t(α, β)
for α, β ∈ Z. The matrix (t(α, β)) for α ∈ [0, 5] and β ∈ [0, 5] is
1
256
⎛
⎜⎜⎜⎜⎜⎜⎝
−24 −808 −88 0 0 0
24 296 24 0 0 0
−112 −1040 −48 0 0 0
19 677 227 101 291 21
−12 −228 −64 −64 −176 −12
33 599 165 291 645 31
⎞
⎟⎟⎟⎟⎟⎟⎠
.
The entries t(α, β) are zero if α = [0, 5] and β /∈ [0, 5]. The ﬁve ﬁrst norms ||T n||∞,
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n = 1, ..., 5, are 6.8906, 5.2480, 2.8572, 1.4597, 0.7342. Since ||T 5||∞ < 1, HCC2 is
C2.
In a similar way, it is possible to verify that the Hermite corner cutting of degree 3
is C3 by checking that ||T 7||∞ = 0.6840 < 1 for the corresponding subdivision matrix
T .
7 Conclusion
Our goal was to get a criterion for the Cd convergence of a Hermite subdivision
scheme H of degree d > 0 in dimension 1. Under the spectral condition, we trans-
formed the Hermite subdivision scheme H into the Taylor subdivision scheme S and
the Cd-convergence of H has been reduced to the C0-convergence of S with equal
components. This criterion has been applied to two families of Hermite subdivision
schemes, the ﬁrst being interpolatory, the second being the extension of corner cut-
ting to Hermite subdivision schemes. Noninterpolatory schemes seem to be smoother
than interpolatory ones.
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