ABSTRACT: Several algorithms are presented. The standard algorithm generates all N anticliques of a graph with v vertices in time O(N v 2 ). It can be adapted to e.g. generate all maximum cardinality anticliques, or just one maximum anticlique. The latter is our main achievement and was programmed using the Mathematica 6.0 code. For a random (45, 92)-graph G a maximum anticlique of size 21 was found in 1.344 sec, whereas the "hardwired" command MaximumIndependentSet [G] clocked in at 155838 sec, which is five orders of magnitude slower.
Introduction
Throughout G will be a finite simple graph with vertex set V = {1, 2, · · · , v}. What we call an anticlique X in this article is also known as independent or stable set of G, i.e. no two vertices in X are adjacent. The maximum cardinality of an anticlique in G is denoted by α(G), and the number of all anticliques of G is its Fibonacci number f (G). The name derives from the fact that for n-element paths P n one clearly has f (P n ) = f (P n−1 ) + f (P n−2 ) For other specific situations more involved recurrence relations can be exploited to get the asymptotic value of f (G n ) for various classes G n (n ∈ N) of graphs [PT] .
We present an algorithm, called the standard (a, B)-algorithm which computes f (G) for random graphs. The standard (a, B)-algorithm can be adapted to produce one maximum anticlique (i.e. α(G)), or all maximum anticliques, or (more general but also more expensive) all anticliques of fixed cardinality k, or all inclusion-maximal anticliques. Although a clique of G is the same as an anticlique in the complementary graph G c , and thus all our results about anticliques carry over to cliques, the specific nature of our algorithms directly applies only to anticliques.
Here comes the section break up. In section 2 the standard (a, B)-algorithm is described in some detail. Rather than generating the N = f (G) anticliques one by one, it generates "multivalued rows" r each one of which may encode a vast number N (r) of anticliques. This can be done in time O(N v 2 ). Since N (r) is readily computed and the number of rows r is usually small compared to N , computing N is considerably faster than generating all anticliques by expanding the rows.
In section 3 we adapt the standard (a, B)-algorithm so as to find just one maximum anticlique and thus α(G). This is the most impressive of our three algorithms. We compare it with the standard branch and bound method for integer programming. In section 4 we specialize to bipartite graphs, because for them a maximum anticlique can be found by a well known O(w √ v) algorigthm (w = number of edges) which sounds like a worthy competitor. In Section 5 we report how the "one maximum" (a, B)-algorithm performed on random graphs G of various edge density when pitted against MATHEMATICA's hardwired command MaximumIndependentSet [G] ; respectively how it compared against BipartiteMatchingAndCover on random bipartite graphs.
Section 6 is devoted to generating all maximum anticliques. We outline a couple of combinatorial generating problems that fit this umbrella. In fact, they all can be viewed as generating all "systems of nondegenerate representatives", a natural generalization of the classic systems of distinct representatives. In all random test cases the (a, B)-algorithm counted all maximum anticliques before MaximumIndependentSet [G] had found the first one. We close (Section 7) with some remarks on the production of all (inclusion-) maximal anticliques, which lends itself to the computation of the independence polynomial [LM1] .
Generating all anticliques
Let us illustrate the standard (a, B)-algorithm on this (5, 6)-graph:
For each y ∈ V let B(y) be the set of neighbours of y, so e.g. B(2) = {1, 4}. A subset X of the vertex set V = {1, 2, · · · , v} (here v = 5) is an anticlique if and only if it satisfies these v conditions
Beginning with the powerset C = 2 V we shall continuously shrink C by excluding all X which are not anticliques, until at the end exactly the family C ⊆ 2 V of all anticliques remains. As with any application of the principle of exclusion (which is discussed more formally in [W1] ), its efficiency hinges upon the compact representability of the usually huge and fast changing set families C. In the "worst case" a subset X ⊆ V must be represented by its characteristic 0, 1-vector of length v, (so X = {2, 4} is (0, 1, 0, 1, 0)) but often that can be avoided. For instance, we write (2, 2, 2, 2, 2) for 2 V with the understanding that each label 2 stands for "either 1 or 0". In view of (1), we impose upon (2, 2, 2, 2, 2) the "anti-implication" 1 → 2, 4, 5, that is, we exclude the bad X's and retain those X ∈ (2, 2, 2, 2, 2) that satisfy (1 ∈ X ⇒ 2, 4, 5 ∈ X). Using the symbolism a → B akin of (1) we define the many-valued row
as the family of all these X's. (Throughout the algorithm at most the five symbols 0, 1, 2, a, b will occur in any one row.) Here r is an unsplit son of (2, 2, 2, 2, 2). So far, so good. But how to sieve all X ∈ r that satisfy the anti-implication 2 → 1, 4? We first split r into the disjoint union of two candidate sons:
Notice that if we force 2 ∈ X then, because of 1 → 2, 4, 5, we also force 1 ∈ X. Since 1 → 2, 4, 5 holds for any set X with 1 ∈ X, the third, fourth and fifth component of X's characteristic vector are now free to be 1 or 0. This explains why r 1 = (0, 1, 2, 2, 2). On the other hand, if we force 2 ∈ X, then for such X's the anti-implication 1 → 2, 4, 5 is equivalent to 1 → 4, 5. This explains why r 2 = (a, 0, 2, b, b). By splitting r we managed that the new anti-implication 2 → 1, 4 trivially holds for all X ∈ r 2 , and is easily imposed upon r 1 by switching its fourth component from 2 to 0:
One then proceeds as follows: A few comments are in order. We could have continued by imposing the third anti-implication 3 → 4 on r's proper sons r ′ 1 and r 2 , then 4 → 1, 2, 3, 5 on all arising rows, and then 5 → 1, 4. But we did it the LIFO kind of way (last in, first out), i.e. we always only processed the top row of our working stack, and labelled the other rows with the index of their pending anti-implications (PA). Thus at first both r ′ 1 and r 2 had P A = 3. It just so happened that r ′ 1 satisfied 3 → 4 already. In fact it satisfied all remaining anti-implications. Hence it was removed and constituted the first row of a growing output stack (shown top right). The sole remaining row of the working stack being subjected to the condition 3 → 4 resulted in a splitting akin to before. The top row had P A = 4 (which held already) and then P A = 5. Having imposed 5 → 1, 4 by splitting, the arising two rows are put on the output stack. Continuing that way one arrives at the complete output stack on the bottom right which represents a total of f (G) = 3 + 1 + 1 + 2 + 4 = 11 anticliques of G. For instance, the unique maximum anticlique X = {2, 3, 5} is a member of the bottom row. Notice that all singleton anticliques, as well as the empty anticlique, occur in various rows. We sometimes refer to a collection of many-valued rows as a context. Theorem: Let G be a graph with vertex set V = {1, 2, · · · , v}. Then the (a, B)-algorithm generates the N anticliques X ⊆ V in time O(N v 2 ).
Proof. We impose our anti-implications 1 in the order 1 → B(1), · · · , v → B(v), where 1, 2, · · · , v is any fixed ordering of V . Consider a "generic" top row r of the working stack which has t → B (B = B(t)) as pending anti-implication. In order to impose it upon r we assume by induction that the symbol ρ at position t in row r is either 0, 2 or b (but neither a nor 1). If we think of the vertices as being processed from "left to right", the situation is as follows:
By induction we may assume that to the right of ρ there is no symbol a or 1, but we also must not write these symbols to the right of ρ in the upcoming process of changing row r.
Case 1: ρ = 0 or the whole of B consists of 0's. Then t → B is satisfied by all X ∈ r, so r survives unaltered.
Case 2: ρ = 2.
Case 2.1: There is a 1 within B. Then put ρ = 0 since the sets X ∈ r that satisfy t → B are precisely the ones with t ∈ X.
Case 2.2: B consists only of 0's and of 2's (at least one of the latter by the Case 1). Then put ρ = a and put b on all the 2's within B.
Case 2.3: There is no 1 and at least one a or b on a B-position. Consider the row
which is typical in that it illustrates all four possibilities: from a 1 → b 1 only a 1 is in B; from a 2 → b 2 b 2 the premise and a nonempty part (possibly all) of the anticonclusion is in B; from a 3 → b 3 b 3 only a proper part of the anticonclusion is in B; and from a 4 → b 4 only the complete anticonclusion is in B. A moment's thought shows that the sets X ∈ r that satisfy t → B are precisely the ones in the (disjoint) union of r ′ and r ′′ , where
Case 3: ρ = b.
Case 3.1: There is a 1 within B. Then put ρ = 0 and leave the rest. That is, unless b constitutes the whole anticonclusion in its anti-implication a → b; in which case additionally change a to 2. Case 3.2: There is no 1 within B. Then split r into r ′ and r ′′ . Here r ′ has ρ = 0 and is defined exactly as in case 3.1. As to r ′′ , it has ρ = 1 and 0's on all B-positions. This entails repercussions outside B which are exactly analogous to Case 2.3. But how to change the antiimplication a → b · · · b whose (say) first b = ρ has been turned to ρ = 1? If a has been in B, it has already been set to 0; otherwise put a = 0 now. As to the b's in a → 1 b · · · b which have not been put to 0 (being in B), switch them to 2.
The above shows that one is never forced to delete rows, and that imposing an anti-implication on a row of length v costs O(v). There are at most N final rows (the ones on the output stack) because they are mutually disjoint and each encodes at least one anticlique. Each final row arises by the imposement of exactly w anti-implications, and each imposing costs O(v). Since no deletious occur, no other work has been done, and so the claimed O(N v 2 ) bound results.
Notice that the number of final rows is usually much smaller than N since one final row can comprise millions of anticliques. Also, it is easy to see that the working stack can at most contain w rows at any given moment. If a row does not split (cases 1, 2.1, 2.2, 3.1), we say that it undergoes trivial changes.
Finding one maximum cardinality anticlique
It is welll known that finding a maximum anticlique is NP-hard, and so no mathematical performance guarantee of type O(· · ·) has been attempted for the method described below; the numerics in section 5 must suffice.
Consider a generic 5-valued row r and this X ∈ r:
Like symbols are adjacent in (3) only for easier visualization and notation. It would be possible but distracting to give a completely precise definition of a 5-valued row r = (ρ 1 , ρ 2 , · · · , ρ v ). Rather, the following concepts will do. Let zeros(r) be the set of positions of 0's, so
and define ones(r) and twos(r) similarly. Furthermore, let premset(r) be the set of positions k occupied by the symbols a i (1 ≤ i ≤ s). Thus premset(r) collects all "premises" a i . Finally, for each k ∈ premset(r) let anticonc(r, k) be the set of positions occupied by the symbols b i (assuming that at position k is a i ). Formally, the X in (3) is X = V − (zeros(r) ∪ premset(r)), and it is clear that X is a maximum cardinality member of r. It is unique iff all anticonc(r, k) (k ∈ premset(r)) have cardinality ≥ 2. For any row r put (4) w max (r) := max{|X| : X ∈ r} = v − |zeros(r)| − |premset(r)| To find one maximum anticlique, we initialize the output stack by (0, 0, · · · , 0) and put currentmax := 0. Throughout the whole procedure the output stack contains only one member. We shall change the (a, B)-algorithm of section 2 as follows. Besides its PA pointer each row r in the working stack is accompanied by its continuously updated w max (r) value. In particular, the first row r = (2, 2, · · · , 2) has w max (r) = v, and so w max (r) > currentmax. Generally, this is what happens when r reaches the top of the working stack. If w max (r) ≤ currentmax, then r is deleted. Otherwise r is processed and either gives rise to an unsplit son r ′ , or to two candidate sons r 1 , r 2 . Now r ′ respectively r 1 , r 2 are processed as usual but additionally each is facing deletion if its w max -value is ≤ currentmax. Suppose either r ′ or one (or both) proper son r ′ i is finalized, i.e. all anti-implications have been imposed on it. If its w max is ≤ currentmax, then it is thrown away. On the other hand, if say w max (r ′ 2 ) > currentmax, then we update currentmax := w max (r ′ 2 ) and substitute the previous member of the output stack by r ′ 2 . The algorithm stops when the working stack is empty. At this moment the unique row r max of the output stack is such that every (often unique) maximum cardinality member X of r max is a maximum anticlique of G. Thus α(G) = |X| is found.
Instead of updating currentmax again and again, we may also fix some threshold k at the outset. Proceeding similarly as above, the algorithm then either provides us with an anticlique of size > k, or states that all anticliques have size ≤ k.
What we just described is a branch and bound algorithm, albeit of a novel kind with its 0, 1, 2, a, b symbolism. Let us compare it with, say, the standard branch and bound procedure for integer programming (IP). As to branching, that is cheap for IP; some fractional component of the linear programming (LP) relaxation (x * 1 , · · · , x * n ), say x * 4 = 6.8, yields two subproblems by adding the inequalities x 4 ≤ 6 and x 4 ≥ 7 respectively. As seen in the proof of the Theorem, branching (i.e. row splitting) is a bit more expensive in the (a, B)-algorithm but still benign. As to upper bounding, that is costly for (IP) where an LP-maximal solution needs to be computed, whereas evaluating (4) is almost gratuitous.
As opposed to IP branch and bound, it does not make sense to pick the pending subproblems (= many-valued rows) merely according to their high w max (r) value. Equally important is it that r has few anti-implications pending, i.e. P A(r) must be high. The present implementation always picks the top row in the working stack, but it is conceivable that selecting r according to some weighing of w max (r) and P A(r) would further boost performance. Notice that the (a, B)-algorithm can be adapted to find a maximum weight anticlique with respect to a weighing w : V → N. Furthermore, the (a, B)-algorithm could easily be parallized [XI] : Each processor sends its updated currentmax values to the shared memory which in turn forwards it to all processors.
The bipartite case
In each graph G the complements V − X of the anticliques X are exactly the vertex covers Y , i.e. each edge of G is incident with at least one vertex of Y . It is easily seen that running the (a, B)-algorithm it suffices to inflict all anti-implications y → B(y) where y ranges over a vertex cover of G. In general it may be hard to find a small vertex cover but each bipartite graph has one of cardinality ≤ 1 2 |V |, namely the smaller of the two color classes.
For any graph G let ν(G) be the maximum size of a matching in G, and let τ (G) be the minimum size of a vertex cover of G. Then ν(G) ≤ τ (G) [S, p.260] , and ν(G) = τ (G) takes place whenever G is bipartite. A fast way to compute α(G) in a v-element bipartite graph G is thus
Here ν(G) can be computed in time O(w √ v) where w is the number of edges [S, Theorem 16.4 ]. Once a maximum matching is found one can construct from it a minimum vertex cover (and whence a maximum anticlique) in time O(w) [S. Thm.16 .6].
Our (a, B)-algorithm benefits from G being bipartite twofold. Say the color classes have v 1 and v 2 vertices respectively, where v 1 ≤ v 2 and v 1 + v 2 = v. First, the (a, B)-algorithm can be run on a v 1 -element vertex cover (namely the smaller color class), and second we can start with currentmax := v 2 instead of currentmax := 0 as before. A comparison of these two methods to compute α(G) comes in the next section.
Numerics
We compared the (a, B)-algorithm, implemented in the Mathematica 6.0 high level code, with the hardwired command MaximumIndependentSet. Mathematica 6.0 allows one to generate random v-graphs G of any desired edge density 0 ≤ d ≤ 1. For each choice of v ∈ {30, 40, 50, 60, 70, 80, 90} and d ∈ {0.1, 0.3, 0.5, 0.7, 0.9} we generated three random (v, w)-graphs G 1 , G 2 , G 3 of edge density d and picked the G i for which the quotient of processing times was the least disastrous for MaximumIndependentSet -unless the running time of the latter was more than 20000 sec, in which case the other runs were omitted. Besides α(G i ), the running times 2 and their proportions, we also report the number rsp of row splittings occuring in the (a, B)-algorithm. The number of times that rows only underwent trivial changes (as defined in section 2) was usually 20% to 60% of rsp. What strikes the most, for v fixed the size of α(G) effects MaximumIndependentSet vastly more than the (a, B)-algorithm. For instance, for v = 40 and α(G) = 7 respectively α(G) = 16, MaximumIndependentSet took 11 respectively 8058 seconds, whereas the times were 0.265 respectively 1.485 seconds for the (a, B)-algorigthm. Put another way, for v fixed the performance gap gets the bigger the spaser G is. However, also dense graphs G with hence small α(G) showcase a large gap if v is large enough. For instance, a random graph G with v = 400 and d = 0.9 had α(G) = 5 (rsp = 7050) and the times were 19 sec versus 30 ′ 843 sec.
From the structure of the (a, B)-algorithm it is not surprising that for v firxed the time is essentially proportional to rsp (check e.g. v = 90 and d = 0.3, d = 0.1). Although rsp itself likely depends exponentially on α(G), the degree of exponentiality is more benign than for its competitor. Notice that for rsp fixed the (a, B)-time t(v) for a v-graph appears to be sublinear in the sense that t(kv) < kt(v).
As to the k-threshold method mentioned in section 4, for the (90, 1155)-graph G we set k := 13 and got a 14-element anticlique in less than 1 second! Of course, the prize is that we do not know whether this is the maximum size. Putting β := 14, the threshold-variant took 107 seconds to respond: All anticliques have size ≤ k. Thus α(G) = 13 could be established in 107 + 1 = 108 seconds which is better than the 151 seconds of the currentmax-method. Unfortunately, nobody tells us in advance that k = 13, 14 are the right values to pick.
Let us compare the (a, B)-algorithm with the MATHEMATICA-command BipartiteMatchingAndCover which for a bipartite graph G computes both a maximum matching and a minimum vertex cover, as outlined in section 4. We fixed one color class to be of cardinality v 1 = 50, and the other had cardinality v 2 = 50, 150, 450, 1950 respectively. The edge densities were d = 0.1, 0.5, 0.9. Here are the times The key observation is that for fixed v 2 increasing the edge density d impedes BipartiteMatchingAndCover since this algorithm depends linearly on the number of edges w. But it benefits the (a, B)-algorithm because whenever an anti-implication i → B(i) causes a row r to split into r 1 (with 0 at position i) and r 2 (with 1 at position i), the row r 2 collects a large number of 0's (namely |B(i)| many) which in view of (4) likely makes w max (r 2 ) smaller than the big (≥ v 2 ) value of currentmax, and so r 2 is cancelled. Indeed, e.g. starting with currentmax := 0 instead of currentmax = v 2 increases the time from 0.063 to over 9 seconds for the bipartite graph with v 2 = 450 and d = 0.5. The above also entails, and the table confirms it, that the sheer increase of v 2 (edge density being fixed) already benefits the (a, B)-algorithm. Of course, as testified by the 6438 versus 1 second, the other side of the medal is that the (a, B)-algorithm is severly beaten on sparse bipartitie graphs with roughly equally sized color classes.
Finding all maximum cardinality anticliques
For any natural number k we can generate the (possibly empty) family of all anticliques of cardinality > k with an obvious adaption of the k-threshold algorithm of section 3. As a special case, this yields all maximum cardinality anticliques:
a) Obtain α(G) by any method, e.g. by the (a, B)-algorithm of section 3. (As seen below, sometimes α(G) is known beforehand.)
To get an idea of the algorithm's performance, the (70, 2169)-graph above had 46 maximum anticliques which were found in 0.156 + 0.234 sec. The 6 maximum anticliques of size 21 in the (45, 92)-graph were found in 1.344 + 2.328 sec. As to combinatorial properties of the core of a graph, which is defined as the intersection of all maximum anticliques, we refer to [LM2] .
The remainder of this section is dedicated to applications. We present a kind of paradigm of which three manifestations will be sketched. Let E 1 , · · · , E m be finite nonempty, not necessarily disjoint sets, and let * be a commutative binary operation on their union E, such that either x * y = ⊤ or x * y =⊥ for all x, y ∈ E. A system of representatives is any tuplet (x 1 , · · · , x m ) such that x i ∈ E i for all 1 ≤ i ≤ m. The problem to generate all systems of nondegenerate representatives (SNR) in the sense that x i * x j = ⊤ for all 1 ≤ i < j ≤ m amounts to generate all maximum anticliques in some obvious graph G whose vertex set is partitioned into cliques
As a first manifestation, recall Hall's 2 m sufficient and necessary condition for the existence of a system (x 1 , · · · , x m ) of distinct representatives (SDR). Determining their precise number N can be handled by classical inclusion-exclusion (Ryser's formula), but also fits our framework in that we simply define x * y := ⊤ if and only if x = y. As is well known, computing N (with Ryser or otherwise) amounts to counting all maximal matchings in a bipartite graph with m "left" and n "right" vertices (n := |E 1 ∪ · · · ∪ E m |), or equivalently to evaluating the permanent of a (0, 1)-matrix with m rows and n ≥ m columns. The special case m = n can also be interpreted as counting permutations subject to forbidden positions.
Instead of merely encoding x = y, the operation * can take care of any "aversion" between representatives x and y (put x * y =⊥). In this way SNR's can model many structures not linkable to bipartite matchings. For instance, permutations subject to restrictions other than forbidden positions may also fit the SNR paradigm. Specifically, in order to generate all linear extensions (topological sortings) of a n-element poset (P, ≤) put E i := P × {i} (1 ≤ i ≤ n) and define * by (x, i) * (y, j) = ⊤ :⇔ (i < j and x < y) or (j < i and y < x)
The third manifestation of the SNR paradigm concerns an algorithmic issue arising in the principle of exclusion itself, but comes in other guises as well. Namely, consider these three contexts C 1 := r 1 ∪ r 2 ∪ r 3 , C 2 = r 4 ∪ r 5 ∪ r 6 , C 3 = r 7 ∪ r 8 , each C i being the disjoint union of its 3-valued rows:
r 1 1 2 0 r 2 2 1 1 r 3 2 0 1 r 4 1 1 2 r 5 0 2 0 r 6 1 0 2 r 7 2 1 0 r 8 1 2 0
Computing C 1 ∩ C 2 ∩ C 3 amounts to "multiplying out" the contexts. Trouble is that most of the "products" may be empty, thus causing costs without benefits. In our case only three out of 3 · 3 · 2 = 18 products are nonempty, for instance r 1 ∩ r 4 ∩ r 7 = (1, 1, 0). The problem can be dealt with by putting E 1 = {r 1 , r 2 , r 3 }, E 2 = {r 4 , r 5 , r 6 }, E 3 = {r 7 , r 8 }, and defining r i * r j := ⊤ iff r i ∩ r j = ∅. In this way the nonempty products can be predicted.
Finding all inclusion-maximal anticliques and the independence polynomial
Generating all inclusion-maximal anticliques with the (a, B)-mechanism is more cumbersome than generating the maximum cardinality anticliques. Here is a brief outline. Consider, say, this many-valued row r ⊆ 2 V , V := {1, 2, · · · , 13}:
1 2 3 4 5 6 7 8 9 10 11 12 13 2 0 1 2
The inclusion-maximal sets contained in r obviously are these 2 3 sets:
Say T 1 , · · · , T n is the list of inclusion-maximal anticliques obtained so far, i.e. from the rows finalized so far. It seems the only sensible way to update that list is by comparing X 1 with all T j and do the following: If X 1 and T j are incomparable, proceed to T j+1 . If X 1 ⊇ T j , drop T j from the list and proceed to T j+1 . If X 1 ⊆ T j drop X 1 and process X 2 the same way. There is another method which is significantly more advantageous the smaller |X i | is with respect to the final list length n. It is explained in [W2] for the task of generating all inclusion-minimal transversals of a given family of sets.
Actually, note that the inclusion-maximal anticliques X are the complements of the inclusionminimal vertex covers Y , which in turn can be viewed as the inclusion-minimal transversals of the family of edges of G. The [W2]-algorithm proceeds edge-wise, the (a, B)-algorithm vertexwise, and there are usually more edges than vertices. As detailed in [W2] , unless G is easily decomposed (e.g. a tree), it hence is better to use the (a, B)-algorithm to get all minimal vertex covers of G than use the [W2] -algorithm to get all maximal anticliques of G.
Recall that the inclusion-maximal anticliques X i of G for instance feature in the chromatic number of G, since this is the minimum number χ(G) of X i 's necessary to cover the vertex set V . Computing χ(G) with the (a, B)-algorithm compares favorably to the hardwired ChromaticNumber, albeit a nasty bottleneck is finding a minimum cover of maximal anticliques (rather than the maximal anticliques themselves).
More satisfying was it to use the row-wise inclusion-maximal sets to compute the independence polynomial [LM1] of a graph G. It is defined as
where s k is the number of k-element anticliques of G. Notice that f (G) = I(G, 1). As to the computation of the coefficients s k , each s k is the sum of all s k (r) := {X ∈ r : |X| = k} where r ranges over all finalized rows produced by the standard (a, B)-algorithm. Put c := |ones(r)| + |twos(r)|, and let β 1 , · · · , β t be the lengths of the anti-conclusions appearing in r. In order to get s k (r), first list all solutions x = (x 1 , · · · , x t ) of
The weight of a solution is defined as w(x) := w(x 1 )w(x 2 ) · · · w(x t ), w(x i ) :=
It is easy to see that s k (r) is the sum of all w(x) where x ranges over all solutions of (5). For instance, the row r from before has c = 3, β 1 = 3, β 2 = 1, β 3 = 2. Putting k = 8 the solutions of (5) are x = (3, 1, 1) and x ′ = (2, 1, 2), hence s 8 (r) = w(x) + w(x ′ ) = 3 3 (1 + 1)(1 + 2) + 3 2 (1 + 1) 2 2 = 12 00 00 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 00 00 11 11 11 11 00 00 00 11 11 11 2 5 4 3
