We consider conjugation action of symmetric group on the semigroup of all partial functions and develop a machinery to investigate character formulas and multiplicities. In particular, we determine nilpotent matrices whose orbit under symmetric group afford the sign representation. Applications to rook theory are offered.
Introduction
Our goal in this paper is to contribute to the general field of combinatorial representation theory by using some ideas from semigroup theory, rook theory, as well as graph theory. Classical rook theory is concerned with the enumerative properties of file and rook numbers in relation with other objects of mathematics [3] . In particular, enumeration of functions satisfying various constraints falls into the scope of rook theory. Here, we focus on partial functions, also known as partial transformations, on [n] := {1, . . . , n} with the property that the associated graph of the function is a labeled rooted forest.
There is an obvious associative product on the set of all partial transformations on [n]; the composition f • g of two partial transformations f and g is defined when the domain of f intersects the range of g. The underlying semigroup, denoted by P n is called the partial transformation semigroup [6] . Of course, the identity map on [n] is a partial transformation whence P n is a monoid. Moreover, the subset R n ⊂ P n consisting of injective partial transformations forms a submonoid of P n . R n is known as (among combinatorialists) the rook monoid since its elements have interpretations as non-attacking rook placements on the "chessboard" [n] × [n] (see [8, 16] ). It has a central place in the structure theory of reductive algebraic monoids. See [22, 23] .
The symmetric group S n is the group of invertible elements in both of the monoids P n and R n . In this work, we compute the decompositions of certain representation S n on "nilpotent partial transformations." Since there is no obvious 0 element in P n , we explain this using a larger monoid. Let T n denote the full transformation semigroup which consists of all maps from {0, 1, . . . , n} into {0, 1, . . . , n}. Clearly, the partial transformation semigroup P n is canonically isomorphic to the subsemigroup P * n ⊂ T n consisting of elements α : {0, 1, . . . , n} → {0, 1, . . . , n} such that α(0) = 0. An element g ∈ T n is called nilpotent if there exists a sufficiently large k ∈ N such that for any x ∈ {0, 1 . . . , n}, g k (x) = g(g(· · · (x) · · · )) = 0. An element f of P is called nilpotent if, under the canonical identification f → g = g f of P with P * , the corresponding (full) transformation g is nilpotent.
The sets of nilpotent elements of P n and R n are denoted by Nil(P n ) and Nil(R n ), respectively. There is a beautiful way of representing, in terms of graphs, of the elements of these sets of nilpotent transformations. To build up to it, we first mention some useful alternative ways of representing elements of P n .
Recall that a partial transformation is a function f : A → [n] that is defined on a subset A of [n] . We write the data of f as a sequence f = [f 1 , f 2 , . . . , f n ], where f i = f (i) if i ∈ A, and f i = 0 otherwise. Equivalently, f is given by the matrix f = (f i,j ) n i,j=1 defined by
Conveniently, in the matrix notation, the composition operation on partial functions transfers to the matrix multiplication. Finally, a more combinatorial way of representing f ∈ P n is described as follows. Starting with n labeled vertices (labeled by the elements of [n]), if f (i) = j, then we connect the vertex with label i by an outgoing directed edge to the vertex with label j. The resulting graph is called the digraph of the partial transformation f . In Figure 1 The use of digraphs in rook theory goes back to Gessel's creative work [9] . This approach is taken much afar by Haglund in [12] and Butler in [2] . As far as we are aware of, the nilpotent rook placements in combinatorics made its first appearance in Stembridge and Stanley's influential work [25] on the immanants of Jacobi-Trudi matrices, where, essentially, the authors consider only those rook placements fitting into a staircase shape board. However, Stembridge and Stanley do not pursue the representation theoretic properties as we do here.
Following the terminology of [3] , we call f ∈ P n a k-file placement if the rank of its matrix representation is k, and similarly, we call f ∈ R n a k-rook placement if the rank of its matrix representation is k. The basic observation that our paper builds on is that the symmetric group acts on nilpotent k-file placements as well as on the nilpotent k-rook placements. In fact, there is a more general statement from semigroup theory: the unit group of a monoid (with 0) acts on the set of nilpotent elements of the semigroup. Here we focus on the partial transformation monoid and the rook monoid. The main reason for confining ourselves only to these two special semigroups is twofold. First of all, the resulting objects from our investigations, namely, the labeled rooted forests, has significance not only in modern algebraic combinatorics ( [7, 11, 13, 14] , see [1] , also) but also in the theory of classical transformation semigroups (see [6] ). Secondly, much studied but still mysterious plethysm operation ( [19, 15] ) from representation theory has a very concrete combinatorial appearance in our work. Furthermore, rooted trees and forests play a very important role for computer science (see [17] ). There are plenty of other reasons to focus on these objects for statistical and probabilistic purposes. Now we are ready to give a brief overview of our paper and state our main results. In Section 2, we introduce the necessary notation and state some of the results that we use in the sequel. The purpose of Section 3 is to give a count of the number of file placements (partial transformations) according to the sizes of their domains. It turns out this count is the same as that of the "labeled rooted forests." We prove in our Theorem 3.3 that the number of nilpotent k-file placements is equal to n−1 k n k . This numerology is the first step towards understanding the S n -module structure on the set of all nilpotent file placements. Towards this goal, we devote whole Section 4 to study n = 3 case.
At the beginning of Section 5 we show that the conjugation action on a nilpotent file placement does not alter the underlying unlabeled rooted forest. Moreover, we observe that the action is transitive on the labels. Let σ be a labeled rooted forest. We denote the resulting representation, that is to say, the orbit of σ under the conjugation action, by o(σ) and call it the odun of σ. We observe in Theorem 5.4 that the representation o = o(σ) is related by a simple operation to o(τ ) if τ is the labeled rooted forest that is obtained from σ by removing the root. As a simple consequence of this fact, we obtain our first recursive relation among the characters of oduns of forests. Another important observation we make in the same sections is that the adding of k new isolated vertices to a given rooted forest corresponds to tensoring the original representation by the k-dimensional standard representation of S k . This is our Theorem 5.7. There is even more general statement that we record in Remark 5.8: If the rooted forest σ is written as a disjoint union τ ∪ ν of two other rooted forests which do not have any identical rooted subtrees, then o(σ) = o(τ )⊗o(ν).
In Section 6 we prove our master plethysm result, Theorem 6.1, which states that if a rooted forest τ (on mk vertices) is comprised of k copies of the same rooted tree σ (on m vertices), then the odun of τ is given by the compositional product of the standard kdimensional representation of S k with o(σ). Combined with Remark 5.8 this result gives us a satisfactorily complete description of the rooted forest representations.
The main purpose of Section 7 is to determine when sign representation occurs in a given odun. The surprising combinatorial result of this section states that the sign representation occurs in o(σ) if and only if σ is "blossoming." A rooted forest is called blossoming if it has no rooted subtree having (at least) two identical maximal terminal branches of odd length emanating from the same vertex. By counting blossoming forests, we show that the total occurrence of sign representation in all rooted forest representations (on n vertices) is equal to 2 n−2 . The labeled rooted forest associated with a non-attacking rook placement has a distinguishing feature; it is a union of chains. From representation theory point of view the ordering of the chains does not matter, therefore, there is a correspondence between the number of rooted forest representations (of non-attacking rooks) and partitions. In Section 8 we make this precise. These results are simple applications of the previous sections.
In our "Final Remarks" section we give a formula for the dimension of a forest representation and compare our result with Knuth's hook-length formula. Finally, we close our paper in Section 10 by presenting tables of irreducible constituents of the nilpotent k file placements.
Preliminaries

Terminology of forests
A rooted tree σ is a finite collection of vertices such that there exists a designated vertex, called the root (or the ancestor), and the remaining vertices are partitioned into a finite set of disjoint non-empty subsets σ 1 , . . . , σ m , each of which is a tree itself. We depict a tree by putting its root at the top so that the following terminology is logical: if a vertex a is connected by an edge to another vertex b that is directly above a, then a is called a child of b. Any collection of rooted trees is called a rooted forest. In particular, a tree is a forest. The elements of the set [n] = {1, . . . , n} are often referred to as labels. Cayley's theorem states that there are n n−1 labeled rooted trees on n vertices. Since adding a new vertex to a forest on n vertices results in a tree on n + 1 vertices (by connecting the roots to the new vertex), and vice versa, Cayley's theorem is equivalent to the statement that there are (n + 1) n−1 labeled rooted forests on n vertices.
Basic character theory
It is well-known that the irreducible representations of S n are indexed by partitions of n. If λ is a partition of n (so we write λ ⊢ n), then the corresponding irreducible representation is denoted by V λ .
Let R 0 denote the ring of integers Z and let R n , n = 1, 2, . . . denote the Z-module spanned by irreducible characters of S n . We set R = n≥0 R n . In a similar fashion, let Λ denote the direct sum n≥0 Λ n , where Λ n is the Z-module spanned by homogenous symmetric functions of degree n, and Λ 0 = Z. Both of these Z-modules are in fact Z-algebras, and the Frobenius characteristic map
is a Z-algebra isomorphism. Here, z ρ denotes the quantity i≥1 i m i m i !, where m i is the number of occurrence of i as a part of ρ, χ ρ is the value of the character χ on the conjugacy class indexed by the partition ρ = (ρ 1 , . . . , ρ r ), and p ρ is the power sums symmetric function l , where (β 1 , . . . , β l ) ranges over all distinct permutations of (λ 1 , . . . , λ l ). Any of the sets {s λ } λ⊢n , {m λ } λ⊢n , and {p λ } λ⊢n forms a Q-vector space basis for the vector space Λ n ⊗ Z Q. Kostka numbers K λµ are defined as the coefficients in the expansion s λ = µ⊢n K λµ m µ .
Symmetric functions and plethysm
The plethysm of the Schur functions s λ • s µ is the symmetric function obtained from s λ by substituting the monomials of s µ for the variables of s λ . To spell this out more precisely we follow [20] . The plethysm operator on symmetric functions is the unique map • : Λ × Λ → Λ satisfying the following three axioms:
P3. For all g ∈ Λ, the map h → h • g, h ∈ Λ defines a Q-algebra homomorphism on Λ.
In general, computing the plethysm of two arbitrary symmetric functions is not easy. Fortunately, there are some useful formulas involving Schur functions:
and
Here, g and h are arbitrary symmetric functions, c λ µ,ν is a scalar, and γ
In (2.1) the summation is over all pairs of partitions µ, ν ⊂ λ, and the summation in (2.2) is over all pairs of partitions µ, ν such that |µ| = |ν| = |λ|. In the special case when λ = (n), or (1 n ) we have
3)
where λ ′ denotes the conjugate of λ. In a similar vein, if ρ denotes a partition, then the coefficient of s µ in p ρ • h n is given by K (ρ) µ,nρ , the generalized Kostka numbers. Since we need this quantity in one of our calculations, we define it. A generalized tableau of type ρ shape µ and weight nρ = (nρ 1 , nρ 2 , . . . , nρ m ) is a sequence T = (ν (0) , ν (1) , . . . , ν (m) ) of partitions satisfying the following conditions
) which is ±1. (Once again, see [21] Chapter I, §5, Example 24 for definition of σ ρ j (·)). Finally, we define K
where the sum ranges over all generalized tableau T of type ρ, shape µ, and of weight nρ.
Re-counting nilpotent rooks
Recall that a nilpotent file placement is the one with no cycles in its associated directed labeled graph. We have a simple lemma re-interpreting this definition using matrices. 
. . , i r }, hence no power of f can be zero. Conversely, if f is nilpotent, then for any a ∈ A, some power of f vanishes on a. Therefore, a, f (a), f 2 (a), . . . does not return to a to become a cycle.
Remark 3.2. The proof of the above lemma implies that a file placement (hence, a nonattacking rook placement) f : A → [n] is nilpotent if and only if there does not exist a subset
This observation is recorded in [18] .
The number of nilpotent k-file placements is equal to
Proof. It is a well known variation of the Cayley's theorem that the number of labeled forests on n vertices with k roots is equal to
, Theorem D, pg 70. Since the labeled directed graph of a nilpotent partial transformation has no cycles, it is a disjoint union of trees and the total number of vertices is n. Therefore, it remains to show that the labeled forest of a k-file placement f has exactly n − k connected components. We prove this by induction on k.
If k = 1, then the forest of f has one component on two vertices and n − 2 singletons. Therefore, the base case is clear. Now we assume that our claim is true for k − 1 and prove it for k-file placements. Let j ∈ A be a number that is not contained in the image of f whose existence is guaranteed by Lemma 3.2. Definef : A − {j} → [n] by settingf (i) = f (i) for i ∈ A − {j}. Therefore,f is a (k − 1)-file placement agreeing with f at all places except at {j}, where it is undefined. By our induction hypothesis, the forest off has exactly n−(k −1) connected components. Observe that the forest of f differs from that off by exactly one directed edge from j to f (j). Since {j} is a connected component off , the number of connected components of f is one less than that off , hence the proof is complete. . Let us say a few words about the exponential generating series of N k,n . Define E x (y) by
For the following identities, see [10, Chapter 5].
1.
3.
Let t n+1 denote the number of rooted trees on n + 1 vertices. Manipulation of the generating functions lead to the following non-trivial recurrence for t n 's:
This equation indicates that the number of nilpotent file placements is not as easily expressible as one wishes.
A case study
We start with fixing our notation. The set of all nilpotent k-file placements on [n]×[n] board is denoted by C k,n . In other words,
). Let C n denote the union
Obviously, there is a single nilpotent partial transformation on {1}. For n = 2, the nilpotent partial transformations are
and for n = 3 we have Tables 1 and 2 g we see that
• C 0,3 is the trivial representation V (3) .
• 1,1) . Going back to cases n = 1 and n = 2, we compute also that, as a representation of S 1 , C 0,1 is the unique irreducible (trivial) representation V (1) of S 1 . Similarly, C 0,2 = V (2) , and V (1,1) . We listed the decomposition tables for n = 4, 5 and n = 6 at the end of the paper.
Induced representations and labeled rooted forests
the character of the conjugation action on nilpotent k-file placements. Since S n action does not change the number of rooks, we have χ n = n−1 k=0 χ k,n . The module C 0,n = V (n) is the trivial representation of S n , so we are going to focus on the cases where k ≥ 1.
Lemma 5.1. For i = 1, . . . , n − 1, let (i, i + 1) ∈ S n denote the simple transposition that interchanges i and i + 1. If σ = σ f is a labeled rooted tree corresponding to a nilpotent k-file placement f , then the underlying unlabeled rooted tree of (i, i + 1) · σ is equal to that of σ. Moreover, if o is a fixed unlabeled rooted tree, then S n acts transitively on the set of elements σ ∈ C k,n whose underlying tree is equal to o.
Proof. Suppose [f 1 , f 2 , . . . , f n ] is the one line notation for f . The conjugation action of s i on f has the following effect: 1) the entries f i and f i+1 are interchanged, 2) if f l = i for some 1 ≤ l ≤ n, then f l is replaced by i + 1. Similarly, if f l ′ = i + 1 for some 1 ≤ l ′ ≤ n, then f l ′ is replaced by i. These operations do not change the underlying graph structure, they act as permutations on labels only. Hence, u((i, i + 1) · σ) = u(σ).
To prove the last statement we fix a labeled rooted tree σ. It is enough to show the existence of a permutation which interchanges two chosen labels i and k on σ without changing any other labels. Looking at the one-line notation for f , we see that the action of transposition (i, k) gives the desired result.
Caution: Recall our terminology from the introductory section; the odun o(σ) of σ is the S n -representation on the orbit S n · σ. By Lemma 5.1, we see that the odun is completely determined by the underlying (unlabeled) rooted tree. Therefore, if there is no danger of confusion, we use the word "odun" for the underlying unlabeled structure as well.
Corollary 5.2. The multiplicity of the trivial character in χ n is the number of rooted forests on n vertices. Equivalently, χ (n) , χ n = number of rooted trees on n + 1 vertices.
Proof. This is a standard fact: The multiplicity of the trivial representation in any permutation representation is equal to the number of orbits of the action. By Lemma 5.1, this number is equal to the number of oduns (unlabeled rooted trees).
Example 5.3. Let σ be a labeled rooted forest, and let o = o(σ) denote its odun. We denote the corresponding character by χ o(σ) . Here, we produce three examples of forest representations, decomposed into irreducibles that we use in the sequel.
1.
o
Theorem 5.4. Let σ ∈ C k,n be a labeled rooted forest on n vertices. Let χ 1 denote the character of the unique (1 dimensional) representation of S 1 . If σ denotes the labeled rooted tree obtained from σ by connecting its roots to a new root, which is labeled by n + 1, then
Proof. Adding a vertex with label n + 1 as the unique root transforms σ to an element σ in C n,n+1 . The S n+1 -orbit of σ decomposes into exactly n + 1 orbits. If the root of an orbit A has label i, then the representation of the Young subgroup S 1 × S n on A is isomorphic to the S n representation on the set S n · σ, which, by definition, is the odun of σ. Note that S 1 × S n is the stabilizer subgroup in S n+1 of the label i. Therefore,
Notice also that here we are repeating the definition of an induced representation. The subgroup S n × S 1 of S n+1 acts on o( σ) by fixing the label of the new vertex n + 1. But this representation is isomorphic to S n -module o(σ). Hence, our proof follows.
Corollary 5.6. The character χ n−1,n of C n−1,n is equal to χ 1 (χ 0,n−1 +χ 1,n−1 +· · ·+χ n−2,n−1 ).
Proof. This follows from the fact that the elements of C n−1,n are obtained from those of C n−1 by adding a single vertex as the new root.
The idea of the proof of our next result is identical to that of Theorem 5.4, so we skip it.
Theorem 5.7. Let χ (k) denote the character of the standard representation of S k . Suppose that σ has m connected components. If σ is the labeled rooted forest obtained from σ by adding k isolated roots (hence it has m + k connected components), then
Remark 5.8. More general than Theorem 5.4 with an almost identical proof is the following statement: Suppose ν is a labeled rooted forest of the form τ ∪ ν (disjoint union), where τ and ν are labeled rooted trees on m and k vertices, respectively. If τ and ν do not have any identical connected component, then
Using Theorems 5.7 and 5.4 we perform a sample calculation of the characters for small k.
Proposition 5.10. For any integer n with n ≥ 3, we have
Proof. (i) A nilpotent 1 file placement from C 1,n is a sequence f = [f 1 , . . . , f n ] of length n with a unique non-zero entry f i = j ∈ [n] such that i = j. As a labeled rooted tree σ = σ f is an array of n vertices labeled from 1 to n, and the ith vertex is connected to the jth by a directed edge. See (ii) It is easy to verify that the underlying forest of an element σ ∈ C 2,n is one of the three forests which are depicted in Figure 5 .2. Thus, the proof follows from Theorem 5.7 in
• 6 Plethysm and labeled rooted trees.
We start with some preliminary observations. First of all, since a labeled rooted tree σ is obtained from a collection σ 1 , . . . , σ r of rooted subforests by adding a vertex attached to all of their roots, we know from Theorem 5.
In the light of Remark 5.8, we assume that all subforests are distinct in the sense that, if a tree τ is a connected component in σ i , then (an isomorphic copy of) τ does not appear in any other subforest σ j as a connected component. Therefore, for our purposes it suffices to investigate the representation of S rm on a forest which is comprised of r copies of the same rooted tree on m vertices. Theorem 6.1. Let σ ∈ C n be a labeled rooted forest consisting of r copies of the same labeled rooted tree τ . In this case, the representation o(σ) is equal to the composition product (plethystic substitution) of χ o(τ ) with χ (r) . In other words,
Proof. Let m denote the number of vertices in τ . Since σ has n vertices and it contains r copies of τ , n = mr. Observe that the wreath product S r ≀S m (the normalizer of S m ×· · ·×S m (r-copies) in S n ) acts on o(σ) as follows: S r acts on S r ≀S m by permuting the connected blocks (copies of τ ) and S m acts on individual labeled rooted trees. Let us denote this representation of S r ≀ S m by W . Our S n -representation is nothing but the induction of W from S r ≀ S m to S n . It is well-known that the character of such a representation is given by the plethysm of the corresponding characters. (See Macdonald [21] Appendix A.) Since the character of permutation representation of S r on r letters is χ (r) , the proof is complete.
Corollary 6.3. Let λ = (λ 1 , . . . , λ r ) be a partition of n, and let σ be a labeled rooted forest comprised of λ 1 copies of labeled rooted tree σ 1 , λ 2 copies of labeled rooted tree σ 2 , and so on. If the oduns (the underlying trees) of σ i 's (i = 1, 2, . . . ) are all different from each other, then character of S n -module o(σ) is given by
Proof. The only point that we have to be careful is when m i = 1 for some i. But χ 1 •χ λ = χ λ for any character χ λ . The rest of the proof follows from Theorem 6.1 and Remark 5.8.
Given n, a nonnegative integer, a sequence of positive numbers (γ 1 , . . . , γ r ) is called a composition of n if r i=1 γ i = n. In the next corollary, the symbol |= stands for the "composition of". Corollary 6.5. The character of the k-file placements C k,n is given by (6.6) where the second summation is over all tuples of distinct rooted trees such that m i |o i | = n.
Proof. Follows from Corollary 6.3.
The sign representation
In this section we compute the multiplicity of the sign representation in a forest representation. Surprisingly, asymmetry in the underlying rooted tree is a source of regularity in the associated representation.
Let o = o(σ) be the odun of a labeled rooted tree and let F o denote the corresponding Frobenius characteristic. Removing the root from o gives a forest τ . Let o 1 , . . . , o r be the list of distinct connected components (subtrees) of τ . By Corollary 6.3 we see that 
(Thus, F τ is the Frobenius characteristic of the odun of the forest that is obtained from o by removing its root.) Determining the full decomposition of F o into Schur polynomials seems to be difficult because of plethysms. In this section, we are going to focus on computing the coefficient of
. . , r. Therefore, we are going to focus initially on the multiplicity of
We start with a more general formula.
(by the axioms of plethysms).
By the same token, but more generally we have
Thus, in (7.3) the sign representation s (1 m ) occurs if and only if µ = (1 k ) and
On the other hand, λ = (1 k ) implies that
More generally, by using the same idea we obtain
The reasoning which we used right after equation (7.2) gives more:
In conclusion, we have the following 'simplification/duality' result:
Lemma 7.5. Let F o denote the Frobenius characteristic of an odun o of a rooted tree on n vertices, and let h = F τ denote the Frobenius characteristic of the odun of the rooted forest on n − 1 vertices obtained from o by removing its root. In this case, we have
As far as the sign representation is concerned, we have the following crucial definition. Definition 7.6. A (rooted) subtree a of a rooted tree is called a terminal branch (TB for short) if any vertex of a has at most 1 successor. A maximal terminal branch (or, MTB for short) is a terminal branch that is not a subtree of any terminal branch other than itself. The length (or height) of a TB is the number of vertices it has. We call a rooted tree blossoming if all of its MTB's are of even length, or no two odd length MTB's of the same length are connected to the same parent. A rooted tree which is not blossoming is called dry.
Lemma 7.7. If an odun o is an MTB of length l, then for any m ≥ 2
Proof. Observe that removing the root from an MTB results in another MTB whose length is one less than the original's. The rest of the proof follows from Lemma 7.5 and axiomatic properties of plethysm.
We proceed with extending our Definition 7.6 to forests.
Definition 7.8. We call a rooted forest blossoming if the rooted tree obtained by adding a new root to the forest is a blossoming tree. Otherwise, the forest is called dry.
Note that if a forest is blossoming, then all of its connected components are blossoming. Also, if a single connected component is dry, then the whole forest is dry. In Figure 7 .1 we have listed all blossoming forests up to 4 vertices. Proposition 7.9. Let λ be a partition with |λ| = l > 1 and let τ be a rooted forest on m vertices.
If τ is a blossoming forest, then s
Proof. We prove both of our claims by induction on m. It is straightforward to verify them for m = 1 and 2, so, we assume that our claim is true for all forests with |τ | < m. Suppose o 1 , . . . , o r are the oduns of the connected components of the forest τ . Note that if τ is a rooted tree, then by part 3 of Lemma 7.5 our problem reduces to the forest case. Let
Now we are ready to start the induction argument. On one hand, if τ is dry, at least one of its rooted subtrees is dry. Without loss of generality, let o 1 denote the dry one. Thus,
On the other hand, if τ is blossoming, all of its rooted subtrees are blossoming. Therefore,
0 otherwise.
In this case, that is whenμ = (1 s ), we calculate that K (ν) µ,i 1ν = 1. (Follows from the explicit description of the generalized Kostka numbers as given in [5] ). Therefore,
But it follows from µ = (s) that γ λ µ,ν = δ λ,ν , the Kronecker delta function. Thus, λs (1 m ) , s λ • g 1 g 2 reduces to λs (1 m ) , s λ •g 2 , which, by induction, is equal to 1 if τ , hence g 2 is blossoming.
As an application of Proposition 7.9 we determine the multiplicity of the sign representation in C k,n . It boils down to the counting of blossoming trees.
Theorem 7.10. In C n−1,n the sign representation occurs exactly 2 n−3 times, and in C n the sign representation occurs 2 n−2 times.
By Corollary 5.6, it suffices to prove that χ n , χ (1 n ) = 2 n−2 . We cast our problem in symmetric function language. Let T n denote the Frobenius characteristic ch(χ n ), and let T n−1,n denote ch(χ n−1,n ). We already know that T n−1,n = s (1) T n , hence that T n−1,n , s (1 n ) = T n−1 , s (1 n−1 ) . Therefore, by Proposition 7.9, it suffices to find the number of blossoming trees on n vertices. Proposition 7.11. The number of blossoming forests on n vertices is 2 n−2 .
Proof. Let a n denote the number of blossoming forests on n vertices without any isolated vertices, and let b n denote the number of blossoming forests on n vertices with an isolated vertex. Set d n = a n + b n . Clearly, d n is the total number of blossoming forests on n vertices. Few values of a n and b n 's are a 1 = a 2 = a 3 = 1, a 4 = 3, a 5 = 5, and
There are obvious relations among a n 's, b n 's, and d n 's. For example, adding an isolated vertex to a blossoming forest without an isolated vertex gives b n+1 = a n for all n ≥ 1.
(7.12)
Similarly, we obtain all blossoming forests on n vertices with no isolated vertex by attaching a new single vertex to the isolated vertex of a forest, or by attaching a new root to all of the connected components. We depict this in Figure 7 .2. The relation we obtain here is a n = b n−1 + d n−1 = 2b n−1 + a n−1 for n ≥ 3. (7.13)
By combining (7.12) and (7.13) we arrive at a single recurrence, a n = 2a n−2 + a n−1 (7.14)
with initial conditions a 0 = a 1 = 0, a 2 = 1. Let f (x) denote the generating series f (x) = n≥0 a n x n . A straightforward generating function computation gives
Denoting the generating series of d n by G(x), the relationship d n = a n + b n = a n + a n−1 tells us
whose power series expansion is G(x) = n≥2 2 n−2 x n .
• 
denote its generating function. We think of generating series H = ∞ n=0 s (n) as an operator acting (on the left) on series of symmetric functions by plethysm. By (7.1) we see that the Frobenius characteristic series of χ k,n is
Therefore, a lá Polya, the functional equation that is satisfied by Y is found to be
Equivalently, we have 17) where H is the operation of applying the operator H (plethysitically) on the left, exponentiating the result, and then multiplying it by s (1) . Thus, the solution to the Lagrange inversion problem (7.17) gives us the Frobenius characteristic of χ n−1,n .
Non-attacking nilpotent rooks
Non-attacking rook placements are special file placements, hence they correspond to special labeled rooted forests. Indeed, the odun of a non-attacking nilpotent k-rook placement has exactly n − k connected components, each of which is a rooted tree whose vertices have at most one sibling. In other words, each connected component is a chain. Since the ordering of these components does not play a role as far as the underlying labeled structure is concerned, the odun of the forest is completely determined by the sizes of the corresponding chains. Therefore, we have a one-to-one correspondence between oduns of nilpotent non-attacking k-rook placements on an n × n board and the partitions of n with exactly n − k parts. Let us denote the Frobenius characteristic of the nilpotent non-attacking n − k-rook placements by Z k,n . By the discussion above and by (7.1) we re-express Z k,n as in
where m i is the number of times the part i occurs in λ. Let us denote by R k,n the set of all non-attacking k-rook placements on [n] × [n]. Since R n = n k=1 R k,n , the corresponding Frobenius characteristic of nilpotent rook placements is Z n := k=1 Z k,n . Theorem 8.2. The number of nilpotent non-attacking n − k-rook placements is given by
Theorem 8.3. For any n ≥ 2 and 1 ≤ k ≤ n − 1, the total number of irreducible representations in Nil(R n−k,n ) is equal to p(k, n) = #number of partitions of n with k non-zero parts.
Similarly, the occurrence of the sign representation in Nil(R n−k,n ) is equal to the number of partitions of n with k parts (λ 1 , . . . , λ k ) such that for i = 1, . . . , k, λ i is even, or λ j = λ i for all j ∈ [n] − {i}.
Proof. The proof follows from the discussion above and Proposition 7.9.
Final remarks
Suppose λ = (λ 1 , . . . , λ k ) = (1 m 1 2 m 2 . . . ) ⊢ n is the partition type of the odun o(τ ) of a nilpotent n − k non-attacking rook placement τ . The scalar product F o(τ ) , s n (1) gives the dimension of the corresponding S n -module. Since we are working with permutation representations, the cardinality of an S n -set gives the dimension of the corresponding representation, therefore, the number of labelings of the odun o(τ ) is equal to the dimension of the corresponding forest representation. Now, the formula dim O o(τ ) = F o(τ ) , s g(b) . The famous 'hook-length formula' of Knuth [17] which is proven by Sagan in his thesis [24] asserts that the number of natural labelings of o is equal to
Let τ be as in the previous paragraph so that its odun o(τ ) consists of m 1 chains of length 1, m 2 chains of length 2, and so on. We add a new root to τ to obtain a rooted tree σ = σ τ . Since , which is different than dim F o . In the next subsection we explain a more general dimension formula for the dimension of a rooted forest representation.
Dimension of a forest representation
In the remainder of this subsection σ denotes an unlabeled rooted forest. If a is a vertex of σ, then we denote by σ 0 a the rooted subforest {b ∈ σ : b < a}, and denote by σ a the rooted subtree {b ∈ σ : b ≤ a}. Finally, let γ a denote the set γ a = {a 1 , . . . , a r }, the complete list of children of a whose corresponding subtrees σ a i are distinct, that is to say σ a i = σ a j if 1 ≤ i = j ≤ r. In this case, we denote by m(a; a i ) (i = 1, . . . , r) the multiplicity of σ a i in σ Proof. We start with the assumption that σ is a rooted tree on n + 1 vertices. Let σ 0 denote the forest obtained from σ by removing the root. Since the dimension of the representation is equal to F σ , s 
