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The Appalachian Mountains in eastern Tennessee are known for landslides, and
landslides are reported to cause millions of dollars of damage. To aid in the estimation of
future susceptibility, geographic information systems was used to perform a logistic
regression, to identify landslides in eastern Tennessee. Landslide model results validated
using K-fold cross validation. The model results suggest that the environmental variables
slope, soil, landcover/vegetation, and distance to roads were significant factors related to
landslide susceptibility. The susceptibility map showed that 86.8% of urban areas in
eastern Tennessee were at highest susceptibility for landslides, possibly due to lower
amounts of landcover. By overlaying past landslides on landslide susceptibility for
accuracy, areas with high landslide susceptibility were found in areas along main
highways and interstates. This model is a first step in using GIS to increase the
awareness of landslide susceptibility in the regions and may ultimately lead to better
preparation.
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CHAPTER I
INTRODUCTION
During the past forty years, population growth and expansion of road networks
into hazardous areas has increased (Alexander, 1989, 1995; Rosenfeld, 1994; Carrara et
al., 2003). The result has led to an increased impact of natural hazards around the world.
In mountainous areas, natural hazards, such as landslides, can cause substantial economic
loss and excessive casualties. The most disastrous landslides have claimed as many as
100,000 lives (China) (Li and Wang, 1992; Dai, et al., 2002).
Landslides in eastern Tennessee occur every year and vary in size. Sometimes,
depending on the conditions, there are multiple landslides in one year. From 1991 to
1998 there were at least 2 landslides per year, except for 1995. During these years, 1997
had the most landslides per year for this area, which was 7. Landslides can be very
dangerous and cause vast amounts of damage in eastern Tennessee. For example, in fall
2009 eastern Tennessee had two major landslides which caused $10.2 million in direct
costs to repair the interstate and re-stabilize the slope (Appalachian Regional
Commission). Commercial revenue loss for these slides was estimated to be about $1
million per day until the interstate was reopened (Appalachian Regional Commission;
www.wncvitalityindex.org). The economic loss in eastern Tennessee would possibly
decrease if awareness was increased. For awareness to increase, areas susceptible to
landslides should be reviewed and mitigation plans devised to reduce the losses, which
1

can be done through effective planning and management (Slosson and Krohn, 1982;
Schuster and Leighton, 1988; Schuster, 1996).
The term “landslides” is an encompassing term used to describe any type of
ground slope failure. They are known as geologic hazards that occur on spatial and
temporal scales in mountainous landscapes (McKean and Roering, 2004; Sabokbar et al.,
2014). Landslides, as defined by Cruden (1991), are the movement of a mass of rock,
debris or earth down a slope. Varnes (1978) states that landslides can include fall,
topples, slides, spreads, and flows. Some factors, or triggering events, that can cause
landslides are: unstable man-made slopes (Mukhlisin, et al, 2010), uneven degrees of
weathering (Ayalew and Yamagishi, 2005), weak rock units, over adequate precipitation
(Ohlmacher and Davis, 2003; Dai et al., 2002; Bai et al., 2010; Baeza and Corominas,
2001; Dewitte et al., 2010), and earthquakes (Kamp et al., 2008; Van Westen et al., 2008;
Wang and Cobb, 2012; Dai and Lee, 2002).
This thesis will look at areas with past landslides, common variables associated
with landslides, and landslide susceptibility in eastern Tennessee. The objectives of this
study are:
1. To analyze areas with previous landslides and create a landslide
inventory map,
2. To use geospatial techniques to investigate the contribution of
landslide related variables (slope, soil, elevation, aspect,
landcover/vegetation, geology/lithology, and distance to roads),
3. To use logistic regression to create a model to determine which areas
are at,
2

4. And to compare susceptible areas of past landslides and literature.
The hypothesis at the beginning of study is that areas along the Tennessee/North
Carolina border and within the Great Smoky Mountains will have the highest
susceptibility for landslides. This would be due to the degree of high slopes in the area as
well as the many road cuts made along the mountain sides to build highways through the
mountains.
Studies on landslide susceptibility, using geospatial techniques in eastern
Tennessee are not as common in this area. The majority of successful landslide
susceptibility studies done in China and India use geospatial techniques. Therefore, this
research is significant due to no other studies done in the area using geospatial
techniques. Additionally, this study will help identify areas at high landslide
susceptibility where there are no previous records of landslides occurring there. This
study will aid government officials in determining which areas are in need of mitigation
plans for landslides.
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CHAPTER II
LITERATURE REVIEW
Landslides are a costly hazard in eastern Tennessee and other parts of the world.
The purpose of this chapter is to provide a review of current literature on landslides and
susceptibility. This chapter will also provide a section on how GIS can be used to model
landslide susceptibility.
Landslide susceptibility literature is more prevalent in the east, mostly in China
(Bai, et al., 2010; Dai, et al., 2001; Zhang, et al., 2012), Japan (Ayalew and Yamagishi,
2005), Iran (Feizizadeh, et al., 2014; Sabokbar, et al., 2014), Mediterranean (Carrara, et
al., 2003; Shaban, et al., 2001; Guzzetti, et al., 1999), Korea (Lee and Min, 2001), and
Malaysia (Huat and Ali, 2012; Mukhlisin et al., 2010). The three studies in China were
all done in mountainous areas, with Bai et al., 2010 and Zhang et al., 2012, using
multivariate approaches and Dai et al., 2001 using a qualitative approach. All three of
these studies found that slope was statistically significant for their areas. Zhang et al.,
2012 also found geology (dominant rock type) to be statistically significant. Bai et al.,
2010 found other variables to be statistically significant, such as: aspect, soil type, land
cover, elevation, slope angle, distance to drainage lines, and petrofabrics type. These
studies are relevant to this thesis as all areas are in mountainous terrain similar to that of
eastern Tennessee and they are also looking at landslide susceptibility for their specific
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areas. For example, these studies use a lot of the same variables, such as slope, geology,
soil, landcover, and distance to roads.
The study in Japan (Ayalew and Yamagishi, 2005) was done in the KakudaYahiko Mountains in central Japan and found that slope and distance to road to have the
strongest relationship with landslides. Other variables such as geology, aspect, elevation,
and lineaments were used, however, they were not statistically significant. The three
studies in the Mediterranean (Carrara, et al., 2003; Shaban, et al., 2001; Guzzetti, et al.,
1999) determined that distance to roads was a statistically significant variable in
mountainous terrain.
The Lee and Min, 2001 study of Yongin, Korea used a logistic regression analysis
to determine which areas within the study area are at susceptible to landslides. Logistic
regression is a multivariate regression analysis. This study used nine different layers
consisting of multiple types. For example, one layer was topography which consisted of
thirteen different types consisting of: water, valley area, plain, diluvial terraces,
mountainous areas, hilly and mountainous area, valley and alluvial fan, lower hilly area,
piedmont slope area, hilly area, river flood area, river and sea flood area, lower hilly and
hilly area. A few of those types include: valley area, lower hilly area, plain, and river
flood area. This study is again significant because of the mountainous location and the
use of logistic regression.
The two studies done in Malaysia (Huat and Ali, 2012; Mukhlisin et al., 2010)
found that slope was the number one variable associated with landslides. Both studies
were in areas with higher slopes.

5

A few studies found in the United States include Idaho (Gritzner et al., 2001),
Washington (Wartman, et al., 2014; LaHusen et al., 2016; Moon et al., 2015), Ohio
(Nandi and Shakoor, 2009), western Colorado (Regmi et al., 2010), and Kansas
(Ohlmacher and Davis, 2003), with three of these studies (Idaho, western Colorado, and
Washington) done in mountainous areas.
The studies done in Washington, Idaho, and western Colorado were all done in
mountainous areas using statistical approaches. All of the studies found slope to be
statistically significant to landslides. The study done by Gritzner et al., 2001, was
another one of the few studies to find both elevation and slope to be statistically
significant. Many of the studies only found slope (threshold of 35 degrees) to be
statistically significant due to there being a high correlation between slope and elevation.
The study in Ohio (Nandi and Shakoor, 2009) was a study that used both bivariate
and multivariate methods to analyze landslide susceptibility. The study found that the
multivariate method, using logistic regression, was found to be the better model for
predicting landslide susceptibility. The results indicated that slope angle, proximity to
streams, soil erodibility, and soil type were statistically significant.
Ohlmacher and Davis, 2003, used logistic regression analysis and found slope to
the most important variable in assessing areas for landslide susceptibility. Geologic units
consisting mostly of shale, siltstone, and sandstone were also found to be susceptible to
landslides. The study also looked at soil type, however, soil type was highly correlated
with geologic units.
As mentioned above, previous studies of landslide susceptibility used a number of
variables, with most studies encompassing the same variables such as slope, elevation,
6

aspect, soil, proximity to streams, landcover, geology, and distance to roads. The
maximum number of variables used in one paper was seventeen (Regmi et al., 2010),
however most research only uses five to twelve variables. Most variables were broken
down into subcategories while others were lumped together. For example, variables of
soil erodibility, soil type, and liquidity index are placed in the same category (Nandi and
Shakoor, 2009; Sabokbar et al., 2014; Bai et al., 2010). While land cover/vegetation are
broken down into different types of vegetation, such as trees, shrubs, and grasses (Nandi
and Shakoor, 2009; Sabokbar et al., 2014). The most commonly used variables include
elevation, slope, aspect, soil, geology/lithology, landcover and distance to roads. Given,
that research articles are sentient GIS-landslide literature, this thesis will adopt similar
methodologies to the ones described above. Variables included in this study reflect the
ones in these previous studies that were shown to be significant. Table 2.1 shows other
studies that used the same landslide variables.
2.1

Effect of landslide related variables on landslides
This section will cover how each of the seven landslide related variables chosen

for this study affects landslides and how GIS can be used to model.
Elevation: The elevation with high gradients are more susceptible to landslides
(Ayalew and Yamagishi, 2005). For example, if a cliff goes from 0 to 30
meters in less than 1 meter, then it is said to have a steep gradient. The
higher the gradient the less stable the land is (Dai et al., 2001; Regmi et
al., 2010; Bai et al., 2010; Gritzner et al., 2001).
Slope: Slope affects landslides when they become unstable due to undercutting,
weathering and erosion. Once the slope is unstable gravity will eventually
7

overcome the slope and the land will slide downhill (Bai, et al., 2010;
Ayalew and Yamagishi, 2005; Huat and Ali, 2012; Mukhlisin et al., 2010;
Gritzner et al., 2001; Regmi et al., 2010;).
Aspect: Aspect is the direction which the slope faces in radians. Due to the
weather patterns, some slope faces may receive more rain/weathering than
another. This could attribute to an uneven degree of weathering and lead
to a landslide (Regmi et al, 2010; Bai et al., 2010; Feizizadeh et al., 2014).
Soil: Soils can be composed of materials or minerals that are known to be weaker
and more susceptible to landslides such as silt, clay, and sand (Regmi et
al., 2010; Lee and Min, 2001; Ohlmacher and Davis, 2003). For the
purpose of this thesis, the soil variable will be on percentage of clay in the
soil.
Geology: Geology is similar to soils in that is it can be susceptible to landslides if
it is composed of weaker units such as clay, shale, siltstone, and
sandstone. Geology can also include placement of rock units, such as a
clay being on top of a shale. It is the rock type most dominant in the area.
Landcover: Landcover affects landslides depending on the type of vegetation, or
lack of, is in the area. For example, a slope covered in forests is less
susceptible than a bare slope with no vegetation. For this study, landcover
was looked at based on tree canopy percentage. The higher the percentage
results in more trees in the area. This is due to the fact that trees help hold
the soil or rock in place during weathering whereas a bare slope will not
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have vegetation to keep the land from sliding (Nandi and Shakoor, 2009,
Feizizadeh et al., 2014; Lee and Min, 2001).
Distance to roads: This is a landslide related variable that can be prominent in
mountainous area. For example, if the mountain side was cut to put in a
highway, then the stability of that slope could be compromised and lead to
an unstable slope and a landslide. The more roads in mountainous terrain
could lead to a higher number of unstable slopes (Ayalew and Yamagishi,
2005; Shaban et al., 2001; Carrara et al., 2003; Guzzetti et al., 1999).
GIS has been used in the majority of the studies in the landslide susceptibility
literature. GIS is used to perform spatial analysis of the different landslide related
variables. GIS can also be used for modeling landslide susceptibility as well as other
factors. A GIS-based statistical model can be built which can produce a range of 0-1 for
the map. Then the map will need to be classified into different classes with different
ranks. For example, if a map is divided into 5 classes then it will have the susceptibility
of very low, low, moderate, high, and very high for landslides.
With this thesis, both numerical and categorical variables will be used. The
numerical variables will be: slope, elevation, aspect, landcover/vegetation, soil, and
distance to roads. The only categorical variable will be geology; therefore, this variable
will be analyzed differently from the numerical variables. When evaluating landslide
susceptibility there are two approaches: qualitative or quantitative.
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Table 2.1

Landslide related variables chosen based on literature review

Variables
Elevation

Former studies using the same landslide related variables
Ayalew and Yamagishi (2005), Dai et al. (2001), Regmi et al.
(2010), Bai et al. (2010), Gritzner et al. (2001)
Slope
Dai et al. (2001), Regmi et al. (2010), Bai et al. (2010), Gritzner et
al. (2001), Feizizadeh et al. (2014), Lee and Min (2001),
Ohlmacher and Davis (2003)
Aspect
Regmi et al. (2010), Bai et al. (2010), Feizizadeh et al. (2014),
Soil
Regmi et al. (2010), Lee and Min (2001), Ohlmacher and Davis
(2003), Shuzui (2001)
Geology
Ayalew and Yamagishi (2005), Feizizadeh et al. (2014), Lee and
Min (2001), Ohlmacher and Davis (2003)
Landcover
Nandi and Shakoor (2009), Feizizadeh et al. (2014), Lee and Min
(2001)
Distance to Roads Ayalew and Yamagishi (2005), Shaban et al. (2001)
Table adapted from Sabokbar et al., 2014
2.2

Qualitative Approach
Qualitative methods are knowledge driven methods that rely on opinions from

experts and are typically field based (Aleotti and Chowdhury, 1999; Nandi and Shakoor,
2009). The importance of this method also depends on how well the investigator
understands the geomorphic process acting upon the terrain. Qualitative methods are
better for larger areas where there is limited data. During the late 1970s, qualitative
methods were used widely, however during the last few decades with the development of
geographic information system (GIS) technology, quantitative methods have become
more popular (Bai et al., 2010; Zhou et al., 2002; Chung et al., 2002; Van Westen et al.,
2003, 2008; Glade, 2005). During the last decade, scientists who use the qualitative
approach tend to use a hybrid approach that incorporates some of both methods. The
hybrid approach is both knowledge and data driven and is known as a semiquantitative
(Goetz et al., 2011; Sabokbar et al., 2014; Ayalew and Yamagishi, 2005; Grozavu, et al.,
2013). A qualitative approach evolves into a semiquantitative approach when ranking
10

and weighting are incorporated. For example, analytical hierarchy process (AHP) is
based on building a hierarchy of variables by using a pair-wise comparison method to
decide which variables are more important by ranking each variable, and then assigning
weights to each of those variables (Ayalew and Yamagishi, 2005; Dai et al., 2001; Kamp
et al., 2008). The weights and ranking of the instability factors are based according to the
investigator’s assumption of their importance in causing a landslide (Guzzetti et al.,
1999). AHP has been criticized for its inability to handle uncertainties and imprecisions
associated with mapping of the scientist’s perception to “crisp numbers” (Chen et al.,
2010; Feizizadeh et al., 2014). The integration of fuzzy logic methods is incorporated to
deal with the uncertainty.
Another example of a qualitative method is weighted linear combination.
Weighted linear combination (WLC) involves a combination of landslide controlling
parameters by applying a primary level weight to each class of a certain parameter and a
secondary level weight to the parameters themselves (Ayalew and Yamagishi, 2005).
2.3

Quantitative Approach
Quantitative methods are data driven methods and focus on the numerical

expressions of the relationships between the independent variables and landslides. One
of the main factors of this approach is that past conditions are indicative of future
conditions and areas of prior landslides are assumed to be susceptible to future landslides
because they maintain similar environmental characteristics (Sabokar et al., 2014; Dai
and Lee, 2002; Nandi and Shakoor, 2009; Donati and Turrini, 2002; Carrara et al., 1991;
Schicker and Moon, 2012; Guzzetti et al., 1999). There are two types of quantitative
approaches: deterministic and statistical.
11

Deterministic approaches focus on the engineering principles of slope instability
in terms of the factor of safety and require extensive amounts of data which are therefore
better suited for smaller study areas (Gritzner et al., 2001; Ohlmacher and Davis, 2003).
Deterministic approaches focus on slope stability analyses, however this approach will
only work if the ground conditions are uniform across the region and landslides are
common throughout the area as well as easy to analyze. The limitation of using a
deterministic model is that it leads to broad simplification and the input data requirements
to use the model effectively are difficult to obtain (Dai et al., 2002; Ayalew and
Yamagishi, 2005).
2.3.1

Statistical Approach
Quantitative methods, using bivariate or multivariate techniques for landslide

susceptibility analysis, are used in a statistical approach and determines the combination
of variables that lead to landslides in the past (Bai et al., 2010; Ayalew and Yamagishi,
2005; Sabokbar et al., 2014; Dai and Lee, 2002). Bivariate and multivariate techniques
are widely used in landslide susceptibility literature and became popular with the
development of computers and the technology of geographic information systems
(Gritzner et al., 2001). Bivariate analysis compares landslide inventory maps with maps
of landslide influencing parameters in order to rank the classes according to their role in
landslide formation. The ranking here is usually done using landslide densities (Ayalew
and Yamagishi, 2005). For example, the effect of each variable on the occurrence of
landslide is evaluated independently and the variables are later combined for a unique
equation (Nandi and Shakoor, 2009; Agterberg and Cheng, 2002; Thiart et al., 2003;
Conoscenti et al., 2008). The bivariate statistical analysis is considered a quantitative
12

method, however when assigning weights to the variables there is a certain degree of
subjectivity and the factors are not independent of each other leading to a high or low
correlation (Aleotti and Chowdhury, 1999; Leroi, 1996). Bivariate statistical analysis is
used for landslide susceptibility analysis some, however multivariate statistical analysis is
used more.
2.3.2

Multivariate Analysis
Multivariate statistical approaches are commonly used to map landslide

susceptibility and take on the landslide characteristics (independent variables) of
associated with past landslides in the area to see which contribute the most to slides
(Gritzner et al., 2001; Jibson and Keefer, 1988; Pike, 1988; Carrara, 1989; Carrara et al.,
1991; Anbalagan, 1992; Maharaj, 1993). One example of a multivariate analysis in a
principal component analysis (PCA). PCA identifies the combination of characteristics
that delineate multivariate samples to identify spatial pattern (Sabokbar et al., 2014). The
use of PCA can be used to assess the effects of the different landslide related variables in
a study area. The method will allow researchers to decide which factors such as
topographical, geological, or soil, affect the area the most. If geographical weighting is
included and processed as a geographically weighted regression, then the process
becomes a geographical weighted principal component analysis (GWPCA). GWPCA is a
good method to use in mapping landslide susceptibility if the study area is not known to
have specific landslide related variables (Sabokbar et al., 2014).
The use of some multivariate statistical models is hindered by the fact that they
need continuous data. If the use of categorical data is necessary it can be used, however,
the use of dummy variables will need to be used to indicate the presence of absence of
13

landslides. The problem with this is that the number of variables will increase related to
how many categories there are for each independent variable, therefore it is better to use
logistic regression.
2.3.2.1

Logistic Regression
Logistic regression is the most widely used analysis used for mapping landslide

susceptibility (Bai et al., 2010; Ohlmacher and Davis, 2003; Atkinson and Massari, 1998,
Guzzetti et al., 1999; Dai and Lee, 2002; Suzen and Doyuran, 2004; Ayalew and
Yamagishi, 2005; Chang et al., 2007; Gorsevski et al., 2000; Afifi and Clark, 1998; Can
et al., 2005; Chau and Chan, 2005; Wang and Sassa, 2005; Duman et al., 2006; Greco et
al., 2006; Dominguez-Cuesta et al., 2007; Nefeslioglue et al., 2008; Garcia-Rodriguez et
al., 2008). Logistic regression allows the user to form a multivariate regression relation
between a dependent variable and several independent variables (Atkinson and Massari,
1998; Lee and Min, 2001; Bai et al., 2010). This type of regression is better that just a
normal multivariate regression because it provides an appropriate link function to the
usual linear regression. Another advantage of logistic regression is that it allows for
variables to be either continuous, discrete, or a combination of both and be free of data
distributions (Lulseged and Hiromitsu, 2004; Lee and Min, 2001; Dai et al., 2001; Lee,
2005; Lee and Sambath, 2006; Suzen and Doyuran, 2004; Nefeslioglu et al., 2008; Nandi
and Shakoor, 2009). The algorithm of logistic regression takes the maximum likelihood
of a dependent variable and estimates the probability of whether a landslide will happen
or not (Atkinson and Massari, 1998; Lee and Min, 2001; Dai and Lee, 2002). The more
independent variables used the more complete the model will be, however, this is only if
those variables play a major role in landslides (Ayalew and Yamagishi, 2005).
14

2.4

Gaps in Literature
In reviewing the literature, there are a few mentions of landslides in the state of

Tennessee (Barbaccia, 2012; Loeb and King, 2011; Wolosick 2010; Baird and Harden,
1994; Montgomery and Dietrich, 1994; Jibson and Keefer, 1989).
Barbaccia, 2012, did a study on landslides in Maury County Tennessee and the
damage the slide caused to the road, as well as the bridge, on State Route 7. This study
may be outside of the study area (south of Nashville), however, there is similarity in the
fact that roads are also a factor in the vicinity outside of the study area. Another study
south of Nashville was done by Loeb and King, 2011. This study focused on landslides
and urban forests and the effect of different species of trees. This study actually found
that slope was no statistically significant, however, it does still fall within the state of
Tennessee.
Baird and Harden, 1994, looked over landslides along I-40 from Hartford,
Tennessee, in Cocke County, to the North Carolina border, however, the focus of this
study was to identify the dates the slopes failed and determine what the meteorological
conditions were at the time of the landslide. Unfortunately, this study, being within
eastern Tennessee, did not focus on the landslide related variables nor landslide
susceptibility.
Liddle and Bakaletz, 2008, did a study of landslides impacts on Tennessee coal
fields, however, this study only covered one county, Scott County, in the study area
focusing on a 25 acre slide that occurred there on January 27, 2005. Overall, no studies
cover the same study area and use the same methodology as this research.
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CHAPTER III
STUDY AREA
Eastern Tennessee encompasses an area covering various subranges of the
Appalachian Mountain Range including the Great Smoky, Unaka, Blue Ridge, Bald,
Cumberland, Iron and Unicoi Mountains. The region also includes the Great
Appalachian Valley, and the far western regions of the area include portions of the
Cumberland Plateau. The study area was chosen based on past landslides in this region
of Tennessee documented by the Tennessee Department of Transportation (TDOT).
TDOT divides the state into four regions as shown by Figure 3.1 and this study covers
Region 1. Twenty-four counties, with an area of 25,314 km2, make up Region 1 along
with cities such as Knoxville, Johnson City, Gatlinburg, Sevierville, and Pigeon Forge
(Figure. 3.1).
The study area has a temperate climate meaning warm summers and mild winters,
and getting most of the state’s snowfall. The average temperature is 57℉ (14℃) with the
majority of the precipitation occurring in the winter and early spring, especially March
(Tennessee Climatological Service, 2014). The average annual precipitation (2000-2015)
for Eastern Tennessee is 50.4 inches (1280.16 mm; National Oceanic and Atmospheric
Administration, NOAA, 2016).
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3.1

Elevation
Tennessee is composed of many valleys and ridges, with an overall elevation

change of 1809 meters. The highest elevation, 2016 meters, is in southern Sevier County
right next to North Carolina along the side of Clingman’s Dome. The lowest elevation of
207 meters is along the interior of the study area within the Great Appalachian Valley.
The Great Appalachian Valley makes up a series of low ridges and valleys which
constitutes the majority of the study area (Rodgers, 1993). Being in a mountainous
terrain and included in other studies, it was decided that elevation should be included in
this study.

Figure 3.1

Tennessee Department of Transportation (TDOT) Regions.

Data provided by ESRI
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3.2

Slope
The slope of the study area ranges from 0 to 84 degrees. The majority of the

Great Appalachian Valley has slopes ranging from 0-11 degrees. The Cumberland
Plateau has a vast amount of slopes with the same angle as well as the Appalachians. The
northern part of the Great Appalachian Valley, as well as along the valley walls and most
of the Appalachian Mountains, have slopes ranging from 12-35 degrees. Only areas
within the Appalachian Range and the eastern part of the Cumberland Plateau, along the
valley wall, have slopes greater than 35 degrees. The slopes within the study area have
aspects of all directions. In almost every landslide susceptibility literature covered for
this study, slope has been the most significant, especially for study areas within
mountains.
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Figure 3.2

Study Area
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Cumberland Plateau

Great Appalachian Valley

Appalachian Mountains

Figure 3.3

3.3

Map of slope

Soil
Soil data was obtained from Natural Resources Conservation Service (NRCS),

which is a division within the United States Department of Agriculture (USDA). The
taxonomy of soils, by the USDA, is classified into five different classes: order, suborder,
great group, subgroup, family, and series with order being the most general/broad class
down to series as the finest/specific class. The series class is explained by the USDA as:
“The separation of soils at the series level of this taxonomy can be based
on any property that is used as criteria at higher levels in the system. The
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criteria most commonly used include presence of, depth to, thickness of,
and expression of horizons and properties diagnostic for the higher
categories and differences in texture, mineralogy, soil moisture, soil
temperature, and amounts of organic matter.”
The different types of soil in the study area include clay, sand, peat, and silt. Clay
makes up 50 percent of the soil in the study area which is known to play a major role in
landslide susceptibility (Shuzui, 2001). Peat makes up less than one percent of the soil
and 21% of the soil is silt. The remainder of the soil is a mixture of different types. The
type of soil can affect landslides directly. For example, an area that receives a heavy
amount of rainfall in a short time and is composed of a soil that drains poorly will have a
higher landslide probability. Rainfall/precipitation is the triggering factor of landslides in
eastern Tennessee, however it is not incorporated into the model, just discussed as the
trigger. The discussion of how precipitation might affect landslide susceptibility is
covered in detail in the discussion chapter of this thesis. This thesis uses clay percentage
as the soil variable in the model. Soil is a variable that can lead to slope instability which
can contribute to landslides, therefore it will be included in this thesis.
3.4

Geology
The geology of the area ranges from Precambrian to Pennsylvanian in age, with a

very small section of a sand and silt Quaternary deposit in the northwestern part of the
study area. The Precambrian rocks are composed of a crystalline complex including
igneous and metamorphic rocks (Rodgers, 1993). The Cambrian and Ordovician aged
rocks are predominately carbonates and are over a mile thick. Between the Lower and
Middle Ordovician there lies a disconformity. Sandstone and silt compose the Silurian
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aged rocks which are less than 304 meters thick. Above the Silurian rocks is another
layer of carbonate rocks which are Devonian in age. A second disconformity lies within
the Upper Devonian. There is a thin layer of Devonian shale above this disconformity
which transitions into the basal Mississippian (Rodgers, 1993). The Pennsylvanian aged
rocks, a sequence of sedimentary rocks up to 14,500 or 16,000 meters thick, lie within the
valley and are only well preserved in some places. After the deposition of the
Pennsylvanian rocks, the entire sequence was deformed, many folds and thrust faults
were produced. Along with the deformation occurred several small igneous intrusions
(Rodgers, 1993). Geology may be closely related to soils, as found in Ohlmacher and
Davis, 2003, however, it needs to be included as a separate variable to determine if it is
significant or not. Again, will be analyzed based on dominant rock type.
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Figure 3.4

3.5

Geology map of study area

Landcover
Landcover in the study area was based on the percentage of tree canopy. The

higher the percentage, the more trees in that specific area. By using percentage of tree
canopy, the data will be numerical and will include all landcover/vegetation in the area.
Tree canopy data was obtained from the National Landcover Database for 2011. The
study area has landcover/vegetation ranging from wetlands to forests with 3 percent of
the study area consisting of open water. Almost 60 percent of the study area is covered in
forest, specifically deciduous, mixed and evergreen forests. Cultivated crops and
pasture/hay makes up 20 percent of the landcover with the remaining area covered in
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wetlands, various developed areas, shrubs grasslands, and barren land. Landcover has
been included in studies as well, Nandi and Shakoor (2009); Feizizadeh et al. (2014); Lee
and Min (2001). With eastern Tennessee containing multiple types of landcover,
percentage of tree canopy will be included in this thesis to determine its significance.
3.6

Landslides
Past landslide data was collected from the Tennessee Department of

Transportation. The department was just beginning to make geospatial files for past
landslides, therefore the data was limited to only 28 point shapefiles located within the
study area. The dates of those slides range from 1985 to 2000. A landslide inventory
map was composed to show the location of the slides in the area (Figure 3.5). The
landslides are laying on the Digital Elevation Model (DEM) with the roads present.
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Elevation in meters

Figure 3.5

Landslide inventory map of study area (Landslides 1985-2000)

Data provided by TDOT, National Elevation Dataset, and TIGER (United States Census
Bureau)
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CHAPTER IV
METHODS AND ASSESSMENT OF VARIABLES
4.1

Data Preparation
Once all collected, data was projected into Tennessee State Plane (in meters).

The next step was to convert all data for the seven environmental variables into the same
data type. With data coming from different sources and in different formats, each
variable was analyzed and then a decision was made as to which steps to take to convert
each. Table 4.1 is a summarized table that shows the sources for all data. Histograms of
all seven variables can be found in Appendix C.
Table 4.1

Landslide variable data and sources

Variable
Source
Spatial Resolution
Elevation
National Elevation Dataset, www.ned.usgs.gov
28.1 meters
Slope
28.1 meters
Aspect
28.1 meters
28.1 meters
Soil
USDAa, www.websoilsurvey.nrcs.usda.gov/
b
Geology
USGS
Landcover
NLCDc, USFS www.mrlc.gov/
28.1 meters
d
Distance to roads
TIGER
a
United States Department of Agriculture
b
United States Geological Survey, mrdata.usgs.gov/
c
National Land Cover Database (NLCD), NLCD 2011, United State Forest Service
(USFS) Tree Canopy
d
TIGER products, United States Census Bureau
The first data to be collected were the topographic factors of elevation, slope, and
aspect. The data came as a Tagged Image File Format (TIFF) of a digital elevation
model (DEM), and therefore had to be converted into a workable raster (a raster that is
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capable of being able to have analysis methods performed). The slope was obtained from
the same DEM using the “Slope” tool under “Surface Analysis” within the “Spatial
Analyst Tools.” Slope is calculated in ArcGIS using Horn’s algorithm (Esri, 2016,
Burrough and McDonell, 1998), where nearest cells are weighted more than diagonal
cells. Horn’s algorithm, calculated in degrees is:
Slope_degrees = ATAN(rise_run)*57.29578

(4.1)

where ATAN is the arctangent, rise_run is the horizontal change(dz/dx) over the vertical
change (dz/dy), and 57.29578 is the truncated version of the result from 180/pi (ESRI;
ArcGIS Desktop Tool Reference, 2016). The rise_run can also be written as:
rise_run = √([𝑑𝑧/𝑑𝑥]2 + [𝑑𝑧/𝑑𝑦]2 )

(4.2)

Next the slope raster had to be converted into an integer grid. This was done
using the Raster Calculator under “Spatial Analyst Tools/ Map Algebra.” Aspect was
obtained by doing a surface analysis of the DEM using the “Aspect” spatial analysis tool
to produce the slope direction of each cardinal and intermediate directions as well as the
number of slopes facing that direction (ESRI; ArcGIS Desktop Tool Reference, 2016,
Burrough and McDonell, 1998). Aspect is also calculated using Horn’s algorithm and
then converted into radians using “Raster Calculator.” Aspect is calculated as:
Aspect in degrees = 57.29578 * ATAN2 ([dz/dy], [dz/dx])

(4.3)

Aspect conversion to radians = Float("aspect" * 3.141593 / 180)

(4.4)

Soil and landcover data were already in raster format and only needed to be
resampled to a 30-meter raster using the “Resample” tool under Data Management Tool/
Raster Processing. However, the geology data was originally a polygon shapefile and
had to be converted into a 30m raster using a vector-to-raster conversion in ArcGIS
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10.3.1 and the road shapefile was left as a raster. The last step was to take each layer and
clip it to the boundary area of the study area. This was done using the “Clip” tool.
4.2

Extraction of values for past landslides
Within ArcMap 10.3.1, multiple dataframes were created, each one consisting of

the past landslide data and one of the grids (rasters). Next was to determine what the
value was for each raster (slope, aspect, elevation, soil, and landcover/vegetation) at each
landslide point. This process was done by using “Extract Value to Points” under the
Spatial Analyst Tools. Once completed for each grid a process used to create random
points was executed.
4.3

Creating random points
The creation of random points for this study was necessary in order to run a t-test.

A two-sample t-test will be executed later to compare the sample means of each variable.
A sample mean is an estimation of the population mean. There are currently only the
sample means of the 28 past landslides and a two sample t-test requires the sample mean
of two independent samples. To account for the second sample, random points were
created within the study area. Under the Data Management Tools there is a tool called
“Create Random Points” which allows the user to generate these points. This process
was completed 10 times to give a final 280 random points (10 samples of 28). These
samples were kept as 10 samples throughout the process to have the same number of sites
for each test performed. Therefore, when executing the t-tests, the past 28 landslides
would be one sample and sample 1 of random points would be another sample. Then the

28

past 28 landslides would be one sample compared to sample 2 of random points, and so
on.
Once all random points were created, the next step was to merge all random
points into one shapefile. After merging the random points, the same process as above
was used to extract values to points for each raster at all 280 random points. With all
points created, the next step was to analyze the only categorical variable: geology.
4.4

Analyzing categorical data
Soil, elevation, slope, aspect, and landcover/vegetation were numerical data,

whereas geology was categorical data. To compensate for this, geology was analyzed
using the chi-squared test of independence to determine if geology was significant. A
chi-squared test is used to measure how far the observed counts are from the expected
counts to determine if the two categorical variables are related. The null and alternative
hypotheses are defined as follows:
H0 = There is no relationship in the categorical landscape or geological attributes between
the observed landslide sites and the randomly sampled sites
Ha = There is a relationship in the categorical landscape or geological attributes between
the observed landslide sites and the randomly sampled sites
The chi-square test of independence was performed in spreadsheet using the following
formula:
𝑥2 = 𝜮

(𝑂−𝐸)2
𝐸

(4.5)

where O is the observed value and E is the value at the randomly sampled sites. Once the
chi-squared values were obtained, the next step was to find the critical value using the
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chi-squared distribution table and a significance level/probability of 0.05. Ten chisquared tests were performed, just like the t-tests, with the observed values being the past
landslides and random samples being the expected. For example, the first chi-squared
test was performed using the past landslides as the observed values and sample 1 of
random points was the expected, and so forth. The geology variable, however, was not
significant (p>0.05), therefore, results of the chi-squared tests showed that geology was
insignificant in contributing to landslides in the study area. Thus geology will not be
used in the model. The green highlighted values have p values less than 0.05. Table 4.2
shows the results of the chi-squared tests. Table B.1 in the appendix show the results for
all 10 chi-square tests calculated in spreadsheet. The next step was to determine the
distance to roads.
Table 4.2
Sample #
1
2
3
4
5
6
7
8
9
10

4.5

Chi-square results of categorical variable geology (dominant rock type)
Geology
0.977974956
3.91159E-06
0.997534359
0.77998545
3.14369E-11
0.89298444
0.992566436
0.088035028
4.42141E-10
0.999794683

Generating Near Tables
When determining the distance to roads variable “Generate Near Table” under

Analysis Tools is a good method to procure the distances. It takes each landslide point
and determines the closest road. The “Generate Near Table” is the appropriate tool to use
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if you want to find the distance between multiple features at one time. The “Near Tool”
can be used to find the distance between features, however, it will only calculate the
distance between two features at a time.
Under the Generate Near Table, it is important to check the box labeled “Find
only closest matches,” otherwise all possible distances will be determined and for this
research, only the distance to the closest landslide was needed. The same process was
used to also determine the distance from each random point to the closest road. The next
step in the methodology process was to export values to a spreadsheet.
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Table 4.3

Example of elevation variable and t-test result

Variable 1
Variable 2
T-test Results
Elevation of past landslides Elevation of sample 1
486
503
478
1060
485
442
429
411
587
401
272
376
459
415
288
1077
Elevation
948
505
516
438
Sample 1
286
328
Variable 1
Variable 2
390
364 Mean
441.1071429 467.9285714
492
524 Variance
20327.28439 46171.84656
340
486 Observations
28
28
348
336 df
47
369
331 t Stat
-0.550367698
675
632 P(T<=t) one-tail
0.292336819
319
308 t Critical one-tail 1.677926722
352
304 P(T<=t) two-tail
0.584673638
382
599 t Critical two-tail 2.011740514
347
271
466
366
526
259
407
303
611
272
290
510
409
400
394
881

4.6

Exporting Values
During this step the goal was to condense all values of each raster at each point

(i.e. raster values) for both past landslide points and random points into one spreadsheet.
All attributes for both sets of points were imported into spreadsheet including: county,
soil, landcover/vegetation, road names, and all raster values for each point as well as near
distances for the roads. This was done for both past 28 landslides and all 10 samples of
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random points with the past landslides on one sheet and the 10 random on another. After
all data were imported to spreadsheet the next step was to run t-tests.
4.7

T-tests
A two-sample t-test assuming unequal variances was executed on the numerical

variables to select which variables were statistically significant. A two-sample t-test is a
test to compare the sample means of two groups to see if they differ. The purpose of
using a t-test for this study it to determine if the difference in the sample means is zero.
When running the t-test, the past landslide raster values, for each variable individually,
values were used as one sample. The random point raster values were used as the second
variable. This was performed for all 10 samples respectively. For example, the raster
value of elevation for past landslides was the 1st variable and raster values of random
point was the 2nd variable, Table 4.3. The elevation of past landslides was performed
against each 10 samples individually giving 10 outputs for each variable (elevation,
slope, aspect, soil, landcover, and distance to roads). In the end there was a total of 60 ttests performed, 10 per each variable. Two reasons that I randomly generated the 280
points for T-test or Chi-Square test. First, to make sure that each-28 points group is
randomly across the whole study area. Second, the randomly generated points are
representative in the spatial heterogeneity of land use land cover, landforms, and
geological characteristics of this study area. With 10 times randomly sampling and
consulting experts in land use land cover, geography, and geology, I believe that the total
280 points reflect the landscape, geomorphology, and geology of the study area. Table
B.1 in the appendix show the results for all 60 t-tests calculated in spreadsheet. The next
step was to look at each p-value for each variable individually to see if it was statistically
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significant or not. The variables that were 0.05 or less were considered statistically
significant and will be used in the landslide model.
4.8

Non-significant Numerical Variables
Of the six remaining variables, two of them were found to be non-significant.

Elevation had a p-value range of 0.086 to 0.48, as shown in Table 4.4, which is a table of
p-values for all non-statistically significant variables. In summary, elevation had pvalues greater than 0.05 and therefore are not statistically significant. Aspect was also
not statistically significant with p-values ranging from 0.102 to 0.454.
Table 4.4
Sample #
1
2
3
4
5
6
7
8
9
10

4.9

P-values of non-statistically significant variables
Elevation
Aspect
0.292336819
0.102545495
0.484969544
0.102852877
0.144753204
0.265318755
0.355901676
0.446172225
0.105120511
0.184123051
0.17862091
0.185566731
0.085860995
0.288391127
0.456841903
0.454475903
0.335178364
0.33528938
0.337259999
0.241939403

Statistically Significant Variables
The remaining four variables of slope, soil, ndvi, and distance to roads have p-

values less than 0.05. Table 4.5 shows these variables with their corresponding p-values
for all ten samples. The values highlighted in green are the p-values that were 0.05 or
less. Six of the p-values from slope, soil, landcover, and soil were significant in all four
samples. For example, slope, soil, landcover, and distance to roads were all statistically
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significant in samples 1, 2, 3, 4, 7 and 9 as shown in Table 4.5. All p-values for distance
to roads are highlighted green as all of these are statistically significant.
Table 4.5
Sample
#

P-values for statistically significant variables
Slope

1
2
3
4
5
6
7
8
9
10

4.9.1

Soil (% clay)
0.01259166
0.088439308
0.077639801
0.008051652
0.234586362
0.140840919
0.050144466
0.183559335
0.002512292
0.190268388

0.006703367
0.040261039
0.04125573
0.010128117
0.006314727
0.23014617
0.011882773
0.010075233
0.045488229
0.057421092

Landcover (%
tree canopy)

0.034315899
0.000295355
0.000539946
0.011387994
0.001977022
0.002397626
0.004193294
0.000449359
0.006453871
0.0020266

Distance to roads
0.000000012
0.000000837
0.000000069
0.000000280
0.000000144
0.000003182
0.000000201
0.000002622
0.000001616
0.000000459

Slope
Of the ten samples, six of the p-values for slope were found to be statistically

significant. Ayalew and Yamagishi, 2005, state that slope gradient is the most substantial
cause of landslides. The significant values ranged from 0.002 to 0.08. Even though 0.08
is slightly greater than 0.05, it was considered to be statistically significant for this
research. The three samples (Sample 5, 6, and 8) that were outliers, and non-significant,
was due to the areas having a slope of less than 30 degrees. Due to six of the ten samples
of slope being significant, and slope is a major landslide variable in literature, slope was
retained for the model.
4.9.2

Soil
The p-values for soil show that 9 of the 10 samples were found to statistically

significant with ranges from 0.006 to 0.57. Shuzui, 2001, states that the clay content of
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slip surface materials can be directly related to the displacement of landslide movement.
The study found that frictional resistance decreases as clay content increases.
4.9.3

Landcover
The landcover variable is the percentage of tree canopy. The p-values for

landcover show that it is statistically significant across all ten samples ranging from
0.0003 to 0.034. Over half of the past landslides, 79%, of them are in an area with less
than 50% tree canopy. Lee and Min, 2001, stated that areas that are barren, or have few
trees, are more susceptible to landslides.
4.9.4

Distance to Roads
The distance to road variable is the distance between a landslide point to the

nearest road. Distance to roads was consistently statistically significant across all ten
samples. This concluded that for this study, the distance a landslide is from a road is an
important variable. With all p-values considerably less than 0.05, distance to roads will
be in the model for landslide susceptibility.
The road layer was kept in a line shapefile, so the last step before modeling was to
convert it to a raster layer and determine the distance to roads for each cell in the raster.
The easiest way to do this is to take a layer that is already a raster and convert it to a point
shapefile, this is due to the fact that the resolution is already in 30 meters for that raster so
no resampling would be necessary. The soil layer was used and converted into a point
shapefile using “Raster to Point” tool under Conversion Tools. Once finished processing,
the distance to roads for each cell in the raster was calculated using the “Near Tool”
under Analysis Tools. The last step to prepare the distance layer was to convert the point
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shapefile of distance into a 30-meter raster using the “Point to Raster” tool under
Conversion Tools.
After all layers were prepared, the next step was to take the statistically significant
variables of slope, soil, landcover, and distance to roads and run a logistic regression to
obtain a final model.
4.10

Model
Regression models, especially logistic regression, have become the main method

when analyzing landslide susceptibility. GIS driven logistic modeling was designed to
statistically analyze and model significant landslide variables. The statistically
significant variables found in this study are slope, soil, landcover, and distance to roads.
The raster layer of each of the three variables are inserted into ArcGIS 10.3.1. A logistic
regression model was set up with a binary response variable, in regards to the landslides,
coded as 1 for present and 0 for absent. The reason for using logistic regression is that
over half of the landslide susceptibility literature reviewed for this thesis, used logistic
regression (Bai et al., 2010; Ohlmacher and Davis, 2003; Atkinson and Massari, 1998,
Guzzetti et al., 1999; Dai and Lee, 2002; Suzen and Doyuran, 2004; Ayalew and
Yamagishi, 2005; Chang et al., 2007; Gorsevski et al., 2000; Afifi and Clark, 1998; Can
et al., 2005; Chau and Chan, 2005; Wang and Sassa, 2005; Duman et al., 2006; Greco et
al., 2006; Dominguez-Cuesta et al., 2007; Nefeslioglue et al., 2008; Garcia-Rodriguez et
al., 2008). This published research suggests that logistic regression is an appropriate
analysis method. This is because it is free of data distributions, and forms a multivariate
regression relation between the landslides and each of the statistically significant
variables (slope, soil, and distance to roads). Another reason for using logistic regression
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is it allows to constrain the output from 0 to 1 probabilities. Logistic regression is
applied to the modeling and several landslide variables, therefore the response variable yi
is binary, and the definition is shown here:
yi = {

1 𝑝𝑟𝑒𝑠𝑒𝑛𝑐𝑒 𝑜𝑓 𝑙𝑎𝑛𝑑𝑠𝑙𝑖𝑑𝑒𝑠
0 𝑎𝑏𝑠𝑒𝑛𝑐𝑒 𝑜𝑓 𝑙𝑎𝑛𝑑𝑠𝑙𝑖𝑑𝑒𝑠

(4.6)

where yi is a random variable taking the values of 1 and 0 with probabilities of πi and 1-πi
respectively. This distribution of yi is known as a Bernoulli distribution with a parameter
πi. Now the logistic regression is rewritten as:
yi~B(ni, πi)

(4.7)

yi = logit(πi)~xiB

(4.8)

where the 280 random landslide points y1, y2, y3,…,yi, …y280, and ith slide is treated as
realization of the random variable yi, which is a binomial distribution defined above as ni
and piei. B is a vector of regression coefficients and xi is a vector of covariates. Thus the
logistic regression model is formed to analyze the relationship between landslides and
landslide related variables (Meng, 2014; Cooke et al., 2006). Therefore, 𝛽 i will represent
the change in the logit of the probability associated with on unit change in the ith
predictor while holding all other predictors constant. The odds for the ith unit given by
equation 4.9. These odds will be multiplied by exp{xiB}, which is the exponentiated
coefficient, also known as the odds ratio. The formula for the model is shown in equation
4.9
𝜋𝑖
1−𝜋𝑖

= exp{xiB}

glm(formula = Landslide ~ slope + tree + clay + dist2road, data = sampledata)
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(4.9)
(4.10)

The model will be validated by overlaying the landslide inventory map, over the
model results to verify that all past 28 landslides lie within a high susceptibility area. The
susceptibility map will be divided using Jenks Natural Breaks classification in ArcGIS
(de Smith et al., 2015).
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CHAPTER V
RESULTS
This chapter of the thesis will cover the results from the model, geographic
variation of landslide susceptibility, relationship to population, and areas at very high
susceptibility. The model results can be seen in Table 5.1 below.
Table 5.1

Model results

Coefficients
Estimate
T value
Intercept
0.4694871
Slope
0.0125343
Clay percentage
-0.0552012
Tree canopy
-0.0029259
Distance to road
-0.0006649

6.561
3.555
-2.456
-3.655
-5.424

P value

1.05e-09
0.000522
0.015303
0.000367
2.61e-07

The model produced a probability map which was divided into five classes with
values ranging from 0 to 1. The closer the number is to 1, the higher the probability that
a landslide will occur there. The susceptibility map (Figure 5.1), was divided into five
classes: very low (0-0.06), low (0.061-0.18), moderate (0.181-0.3), high (0.31-0.43), and
very high (0.431-0.99).
Areas within Anderson and Morgan Counties, in the western regions of the study
area, show areas at very high susceptibility of landslides. Anderson County, with an area
of 885 km2, has a population of 75,129 (United Census Bureau, 2010) and has the sixth
largest population in the study area, giving it a moderate population density. Anderson
County is home to Oak Ridge and the Oak Ridge National Laboratory (ORNL).
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Morgan County has a very low population density. The county has an area of
1339 km2 with a population of 21, 977 (United States Census Bureau, 2010) giving it the
fifth smallest population in the study area. This region is where the Great Appalachian
Valley transitions into the Cumberland Plateau. These very high susceptible areas are
north and west of Knoxville.
Another area of very high landslide susceptibility is in Roane County. All roads
within Roane County have high to very high landslide susceptibility. The county has an
area of 1013 km2 with a population of 54,106 (United States Census Bureau, 2010). This
county is the southern region of where the Great Appalachian Valley transitions into the
Cumberland Plateau.
Knox County, directly southeast of Anderson County, covers an area of 1356
square kilometers. This county has the largest population of 432,226 in the study area,
giving a population density of 825.3 people per square kilometer (United States Census
Bureau, 2010). According to the United States Census Bureau (2010), it is ranked as a
high population density. The city of Knoxville and all along the roads within city limits,
and around the city are at high to very high susceptibility. Southeast of Knoxville are at
high to very high susceptibility of landslides also.
Scott County is the northwest most county in the study area. All of the major
roads within the study area are at a very high susceptibility. Scott County covers 1386
km2 and has a population of 22,228 (United States Census Bureau, 2010). This region
contains the northwest region of where the Great Appalachian Valley transitions into the
Cumberland Plateau, with a little more of the plateau visible.
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Monroe County is the southwest most county in the study area. All of the major
roads here, except the northern 16,093 meters of State Highway 360 and the northern
3,219 meters of State Highway 68, are areas at high to very high landslide susceptibility.
Monroe County has the largest area of 1716 km2 and a population of 44,445 (United
States Census Bureau, 2010), giving it the fifth smallest population in the study area.
Sevier County has three areas of very high landslide susceptibility all of which are
along the roads and near cities. From north State Route 71, inside Sevier County, going
south thru the cities Sevierville, Pigeon Forge, and Gatlinburg, are all areas of high to
very high susceptibility. All of the cities are big tourist attractions for the Great Smoky
Mountains. The roads to reach these cities fall along the Great Smoky Mountains and are
sometimes on a steep incline. Nine thousand six hundred fifty-six meters of State Route
71, between Sevierville and Pigeon Forge is at high susceptibility. However, of the
13,679 meters between Pigeon Forge and Gatlinburg, only the first 4,828 meters are at
very high susceptibility for landslides. Sevier County has an area of 1568 km2 and a
population of 89,889, which is the fifth largest population in the study area (United States
Census Bureau, 2010).
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Knox County

Figure 5.1

Landslide susceptibility map of Eastern Tennessee

Hamblen County lies at the end of the Great Appalachian Valley and every road,
except State Route 66 and State Route 113, are at a very high susceptibility for
landslides. The county has an area of 450 km2 and a population of 62, 544 (United States
Census Bureau, 2010). The population density is very high in this county with Interstate
81 running along the southern end of the county and all along Interstate 81 are areas at
high susceptibility.
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Within Greene County, four roads are at a very high susceptibility for landslides
including I-81, State Route 70, U.S. Highway 11 and 321. All of these locations are
located within
the Appalachians and subranges of the Appalachian Mountains. The county has an area
of 1603 km2 and a population of 68,831 (United States Census Bureau, 2010). Greene
County has a moderate population density and the southern fourth of the county is home
to the Cherokee National Forest.
Washington County has very high susceptibility for landslides along I-181, I-81,
State Route 34, State Route 381, and U.S. Highway 11. This county has the fourth
largest population of 122,979 (United States Census Bureau, 2010) and an area of 846
km2. However, it has the second highest population density, with Knox County being
first.
Unicoi County has a few places that are at very high susceptibility for landslides.
Unicoi County has an area of 517 km2 and a population of 18,313 (United States Census
Bureau, 2010), giving it third smallest population in the area. Unicoi County lies entirely
within the Appalachian Mountains. The majority of State Highway 81 and the central
part of State Highway 36, within Unicoi County, are at a very high susceptibility. State
Highway 395 enters into the southern part of the county from North Carolina.
There are other areas at high susceptibility within the study area, however, they
are more widespread and extremely localized. Figure 5.2 shows the landslide
susceptibility overlaid by the population by county, which was described in this section.
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Figure 5.2

5.2

Population and landslide susceptibility relationship

Validation of model
The landslide susceptibility model was validated using K-fold cross validation.

K-fold cross validation is a technique to evaluate predictive models by partitioning the
original sample into a training set to train the model and a test set to evaluate it. For
example, if you have 15 samples fourteen of those samples will be used for model fitting
and one sample will be used for error diagnostics (Meng, 2014). The result of this
validation produces a mean error. The mean error for this model is K-fold = 6. The
results for the K-fold cross validation is shown in Table 5.2.
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Table 5.2
K=all
1 0.1137

K-fold cross validation results
K=5

K=6

K=7

K=8

K=9

K=10

K=11

K=12

K=13

K=14

K=15

0.1140

0.112

0.1128

0.1226

0.118

0.1129

0.1128

0.1122

0.1149

0.1134

0.1105

The susceptibility map has a network look to it due to high and very high areas
being located along major roads. Therefore, the roads geospatial file was overlain on top
of the map to show the correlation of past landslides and roads (Figure 5.3). The highest
slide susceptibility is located along the roads which can also be seen in Figure 5.3.
Validation of the model was analyzed by overlaying the past 28 landslides to determine if
they occurred within the high susceptible areas (Figure 5.3).
Past landslides, as shown in Figure 5.4, all fall within areas of high or very high
susceptibility. Some of the past landslide points appear as if they are in a lower
susceptible area, however, once zoomed in on all points, it is clear that they all do indeed
fall within a high or very high area (Figure 5.5). Over half of the past landslides, 19, fall
within a very high susceptibility area. The other 9 points fall within a high susceptible
area. The figure shows the northern part of Campbell County and that the past landslide
is within high to very high susceptible area. There are many areas where there were no
data for a past slide. For example, Monroe and Washington Counties have areas near all
major roads at a high to very high susceptibility of landslides, however, there was no past
landslide data available for these areas.
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Figure 5.3

Landslide inventory map showing road network relation

Greene County has four areas that have a high to very high landslide
susceptibility, especially in the middle of the county, however, there was no past data for
this county either. Also, Morgan County has two past landslides located along State
Route 116 near Anderson County, however along the major roads here are landslide
susceptible areas with no previous known slides.

47

Figure 5.4

Validation map
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Figure 5.5

Zoomed in area of northern Campbell County showing past landslides in
high or very high susceptible areas
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Table 5.3

Population density and percentage of roads in high and very high
susceptible

County
Population density high-very high road length
Scott
41.544689
93,773.10
Monroe
67.069127
132,528.30
Morgan
42.495996
100,579.00
Roane
138.319156
108,436.30
Anderson
219.988891
139,882.20
Hancock
31.240891
41,857.80
Greene
111.216892
146,680.20
Knox
825.310494
165,377.00
Union
79.948656
28,380.50
Hamblen
360.280856
87,383.10
Washingtion
376.404066
121,785.20
Hawkins
115.718735
59,736.20
Cocke
78.465351
49,975.10
Sullivan
367.864933
109,443.80
Sevier
148.472585
47,036.30
Grainger
75.09208
9,883.10
Carter
159.318911
18,136.60
Blount
216.184468
17,728.90
Campbell
82.160865
8,061.70
Jefferson
163.949693
14,900.90
Loudon
194.041443
12,240.90
Claiborne
70.652431
4,131.40
Johnson
59.659514
3,262.80
Unicoi
91.67345
4,719.50
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road length % of roads in high-very high
327,556.27
28.62808885
601,394.35
22.03683822
509,294.69
19.7486842
710,964.74
15.25199407
929,537.91
15.04857397
278,747.50
15.0163858
981,535.87
14.94394698
1,869,860.33
14.52303318
242,142.24
11.72059034
776,190.59
11.25794375
1,359,050.24
8.961052095
782,444.92
7.634556564
812,727.31
6.149061239
1,937,018.75
5.650115674
1,005,236.15
4.679129377
436,009.74
2.266715418
986,020.11
1.83937425
1,053,052.11
1.683572905
522,094.28
1.544108087
1,067,728.27
1.395570429
1,138,722.18
1.074968084
471,816.13
0.875637719
380,759.55
0.856918756
724,387.18
0.651516224

CHAPTER VI
DISCUSSION
The GIS model combined with logistic regression was successful in showing
areas that are susceptible to landslides. The four statistically significant landslide related
variables for this study area were found to be slope, soil, landcover, and distance to roads.
Areas in the western counties, around Knoxville and Johnson City, as well as areas along
Interstates 40 and 81 are all areas at a very high susceptibility of landslides.
The objectives of the study, as listed in the introduction were all completed.
Areas of past landslides were combined to from a landslide inventory map. Then
geospatial techniques were used to analyze each of the seven landslide related variables
(slope, soil/clay percentage, elevation, aspect, landcover/tree canopy percentage, geology,
and distance to roads. A logistic regression model was created to determine which areas
are susceptible to landslides. The original hypothesis was that areas along the
Tennessee/North Carolina border, and within the Great Smoky Mountains would be the
areas at the highest susceptibility for landslides. After completing this study, the original
hypothesis is partially true. Areas along the Tennessee/North Carolina border, within the
Great Smoky Mountains, do have areas at high and very high susceptibility. However,
these are not the only areas with high to very high susceptibility for landslides. Many of
the roads, as shown in Figure 5.5, area in high to very high susceptibility areas within
multiple counties, including counties in the Cumberland Plateau.
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Past studies in the literature review showed that distance to roads and/or slope
have a strong relationship to landslides (Regmi et al., 2010; Ayalew and Yamagishi,
2005; Shaban et al., 2001; Carrara et al., 2003; Nandi and Shakoor, 2009). In the
literature review, no study found that aspect was a statistically significant variable in
determining landslide susceptibility, which is also consistent with this study. This is due
to that whichever direction the slope is facing, does not contribute to landslides.
Geology was found to be statistically significant in a Mediterranean study
(Shaban et al., 2001). The roads in the mountains of Lebanon often follow geological
units of weak lithologies (Shaban et al., 2001), therefore making geology a statistically
significant variable for landslides in that area. However, roads do not only follow
geologic units in the study area, which is one reason why it is not significant in eastern
Tennessee. The roads in this study did not follow weak geologic units, cross faults or
joints, karst features, or lineaments like the studies done in Japan (Ayalew and
Yamagishi, 2005) and the eastern Mediterranean Shaban et al., 2001). Soil was
considered statistically significant in this study; however, more work could be done with
this specific variable. Geology was also found statistically significant in the 2003
Ohlmacher and Davis study of northeast Kansas. In northeast Kansas, it was found that
geology and soil had a high correlation. This is due to the bedrock of the area having a
high percentage of clastic materials and expansive clay. The soils in northeast Kansas
developed on top of the bedrock, which is composed of glacial drift and loess containing
high amounts of clay. The agricultural maps of the area showed that the soil units closely
match the geologic units (Ohlmacher and Davis, 2003). Soil did not add to the predictive
power of the logistic regression and was therefore excluded from the study.
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As mentioned in chapter 3 in the study area, precipitation is the triggering factor
in landslides in eastern Tennessee. Precipitation was not included in the model, however,
it should be discussed how it varies in this study versus previous landslide susceptibility
literature. India and China can receive heavy amounts of rainfall in a small amount of
time. For example, according to Bai et al., 2010, the average precipitation for that area
was 100-150 mm per month and the spring to summer average (March-August) can be as
high as 200-300 mm per month. This amount of heavy rainfall per month is higher than
the average precipitation for eastern Tennessee, which tends to receive the majority of its
precipitation in late winter and early spring. The precipitation in eastern Tennessee is
rain and snow.
Landslide susceptibility does have a human component, therefore highly
populated areas that fall within a high to very high landslide susceptibility area should be
at the top of the county’s list for a mitigation plan. As shown in Figure 5.1, the greatest
susceptibility occurs in heavily populated areas. For example, Knox County, which has
the highest population in the study area, has mostly high to very high landslide
susceptibility. The same situation is found in Sullivan County which has the second
highest population. However, this is not always the case. Blount County has the third
highest population and is one of the counties with the largest amount of lowest to very
low susceptibility areas. A specific key could be that cities are usually found in areas of
high susceptibility due to most of them having low percentage of tree coverage to hold
land in place.
The areas of lowest population area not always areas of low susceptibility either.
For example, Hancock has the lowest population and has areas ranging low to very high,
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however, the very high susceptibility, or the low susceptible areas are not confined to a
specific location within the county but spread out. Hancock is one county in the study
area that has an area that can go from low to moderate to high in a short distance.
The percentage of roads in high to very high susceptibility areas located within
cities may not seem to have many landslides. There could be a few explanations for this.
One explanation is that the cities have reinforced their slopes with concrete, therefore
decreasing the instability of the slope. Another explanation could be that there were
landslides in the past within the cities in the study area, however they were not recorded.
6.1

Future Work
In most studies including soil as a landslide related variable, soil was actually

looked at from a soil type perspective. For example, soil was specifically broken down
into how much clay, sand, and silt was present in the soil (Shuzui, 2001; Nandi and
Shakoor, 2009; Sabokbar et al., 2014). This study only took clay percentage, therefore
further work could be done on this area to include the sand and silt content and see if
sand or silt content is more significant that just clay percentage itself. Also, more work
could be done to determine if certain types of clay are more susceptible to landslides than
others. Shuzui, 2001, smectite was the type of clay most common with landslides in
Japan and smectite is one of the clay minerals with the lowest frictional resistance.
Another aspect of this study is to apply this model to other areas known to be
susceptible to landslides and see if this model is a good fit there as well. It would be best
to start in areas that have similar features as the variables did in this study and then
expand from there.
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Future work could be done with the distance to road variable, such as analyzing to
see if there is a minimum threshold. For example, determining if there is a minimum, or
maximum distance, the landslide has to be from the road to be statistically significant.
Also, the roads could be looked at in further detail, such as determining the length of a
road that is very low, low, moderate, high, or very high in each county.
The recent wildfire, winter 2016, in eastern Tennessee in and near the city of
Gatlinburg changed the land of the area. A new study could be done on the area affected
by the fire to see if the susceptibility for landslides increased or not.
6.2

Limitations
This study was limited by the number of past landslides. There were enough

points to run a study, however, the model would have been more sound if there were
more landslide points. Also, the dates of the past landslides were mostly within the
1990s, and it would be interesting to see the areas that are susceptible if the past
landslides were for 100 years. The past landslide data provided did not include the area
of the slide, therefore there is no knowledge of whether these slides were small or big in
scale.
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CHAPTER VII
CONCLUSION
The GIS model and logistic regression provided a landslide susceptibility model
for Eastern Tennessee. It was found that slope, soil (clay percentage), landcover (tree
canopy percentage), and distance to roads were the variables that play a major role in
landslide susceptibility in the study area of Eastern Tennessee. Areas along the major
roads within the study area are where most of the landslides occur. With the landslide
susceptibility map, a mitigation plan can be created to target the policy makers for
Eastern Tennessee.
It is important that scientists continue to look for ways and methods to provide the
public with potential landslide susceptibility maps that will provide the people with the
necessary information to implement an effective response and mitigation plan. A proper
mitigation plan derived from a landslide susceptibility map will increase the awareness
and preparedness, therefore, lowering the toll for possible human fatalities due to
precipitation induced landslides in Eastern Tennessee.
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Table A.1

T-Test Tables
Elevation

Slope

Section 1
Variable 1 Variable 2
Mean
441.107143 467.928571
Variance
20327.2844 46171.8466
Observations
28
28
df
47
t Stat
-0.5503677
P(T<=t) one-tail 0.29233682
t Critical one-tail 1.67792672
P(T<=t) two-tail 0.58467364
t Critical two-tail 2.01174051

Section 1
Variable V
1 ariable 2
Mean
14.3214 8.8571
Variance
82.3743 75.312
Observations
28
28
df
54
t Stat
2.30258
P(T<=t) one-tail
0.01259
t Critical one-tail 1.67356
P(T<=t) two-tail
0.02518
t Critical two-tail 2.00488

Section 2
Variable 1 Variable 2
Mean
441.107143 439.642857
Variance
20327.2844 21557.2011
Observations
28
28
df
54
t Stat
0.03785979
P(T<=t) one-tail 0.48496954
t Critical one-tail 1.67356491
P(T<=t) two-tail 0.96993909
t Critical two-tail 2.00487929

Section 2
Variable V
1 ariable 2
Mean
14.3214 11.143
Variance
82.3743 68.72
Observations
28
28
df
54
t Stat
1.36832
P(T<=t) one-tail
0.08844
t Critical one-tail 1.67356
P(T<=t) two-tail
0.17688
t Critical two-tail 2.00488

Section 3
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1 Variable 2
441.107143
486.75
20327.2844 30610.1204
28
28
52
-1.07012234
0.1447532
1.67468915
0.28950641
2.00664681

Section 4
Variable 1 Variable 2
Mean
441.107143 457.285714
Variance
20327.2844 32775.619
Observations
28
28
df
51
t Stat
-0.37150106
P(T<=t) one-tail 0.35590168
t Critical one-tail 1.67528495
P(T<=t) two-tail 0.71180335
t Critical two-tail 2.00758377

Section 3
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable V
1 ariable 2
14.3214 10.821
82.3743 82.745
28
28
54
1.44128
0.07764
1.67356
0.15528
2.00488

Section 4
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail
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Variable V
1 ariable 2
14.3214
9
82.3743 45.407
28
28
50
2.49099
0.00805
1.67591
0.0161
2.00856

Aspect
Section 1
0.09066 5.8107
Mean
3.20795 2.5943
Variance
2.619103 3.5523
Observations
27
27
df
51
t Stat
1.283579
P(T<=t) one-tail 0.102545
t Critical one-tail 1.675285
P(T<=t) two-tail 0.205091
t Critical two-tail 2.007584
Section 2
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066 5.4583
3.20795 2.6202
2.619103 3.0599
27
27
52
1.281493
0.102853
1.674689
0.205706
2.006647

Section 3
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066 5.3947
3.20795 3.5025
2.619103 3.2577
27
27
51
-0.63134
0.265319
1.675285
0.530638
2.007584

Section 4
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066 3.6134
3.20795 3.2787
2.619103 4.6738
27
27
51
-0.63134
0.265319
1.675285
0.530638
2.007584

Table A.1 (Continued)
Section 5
Variable 1 Variable 2
Mean
441.107143
501
Variance
20327.2844 41955.3333
Observations
28
28
df
48
t Stat
-1.2699032
P(T<=t) one-tail 0.10512051
t Critical one-tail 1.6772242
P(T<=t) two-tail 0.21024102
t Critical two-tail 2.01063476

Section 6
Variable 1 Variable 2
Mean
441.107143 486.642857
Variance
20327.2844 46832.9788
Observations
28
28
df
47
t Stat
-0.92976881
P(T<=t) one-tail 0.17862091
t Critical one-tail 1.67792672
P(T<=t) two-tail 0.35724182
t Critical two-tail 2.01174051

Section 7
Variable 1 Variable 2
Mean
441.107143 513.678571
Variance
20327.2844 56069.4854
Observations
28
28
df
44
t Stat
-1.38933568
P(T<=t) one-tail
0.085861
t Critical one-tail 1.68022998
P(T<=t) two-tail 0.17172199
t Critical two-tail 2.01536757

Section 8
Variable 1 Variable 2
Mean
441.107143 445.964286
Variance
20327.2844 35329.9616
Observations
28
28
df
50
t Stat
-0.10894293
P(T<=t) one-tail
0.4568419
t Critical one-tail 1.67590503
P(T<=t) two-tail 0.91368381
t Critical two-tail 2.00855911

Section 5
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable V
1 ariable 2
14.3214 12.571
82.3743 78.995
28
28
54
0.72897
0.23459
1.67356
0.46917
2.00488

Section 6
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable V
1 ariable 2
14.3214 11.464
82.3743 110.85
28
28
53
1.08763
0.14084
1.67412
0.28168
2.00575

Section 7
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable V
1 ariable 2
14.3214 10.071
82.3743 98.513
28
28
54
1.67211
0.05014
1.67356
0.10029
2.00488

Section 8
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail
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Variable V
1 ariable 2
14.3214 12.143
82.3743 78.275
28
28
54
0.90952
0.18356
1.67356
0.36712
2.00488

Section 5
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066 5.2105
3.20795 2.7849
2.619103 3.2455
27
27
51
0.907814
0.184123
1.675285
0.368246
2.007584

Section 6
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066 3.4078
3.20795 3.5875
2.619103 2.1592
27
27
52
-0.90216
0.185567
1.674689
0.371133
2.006647

Section 7
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066 3.292
3.20795 3.4761
2.619103 3.5335
27
27
51
-0.5617
0.288391
1.675285
0.576782
2.007584

Section 8
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066 3.2129
3.20795 3.2626
2.619103 3.4834
27
27
51
-0.11493
0.454476
1.675285
0.908952
2.007584

Table A.1 (Continued)
Section 9

Section 9

Variable 1 Variable 2
Mean
441.107143 461.785714
Variance
20327.2844 44927.4339
Observations
28
28
df
47
t Stat
-0.42834489
P(T<=t) one-tail 0.33517836
t Critical one-tail 1.67792672
P(T<=t) two-tail 0.67035673
t Critical two-tail 2.01174051

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 10

Section 10

Variable 1 Variable 2
Mean
441.107143 459.785714
Variance
20327.2844 34428.4709
Observations
28
28
df
51
t Stat
-0.42238432
P(T<=t) one-tail
0.33726
t Critical one-tail 1.67528495
P(T<=t) two-tail
0.67452
t Critical two-tail 2.00758377
Soil
Section 1
1.7
3.1
Mean
1.361111111 2.188888889
Variance
1.369679487 1.452948718
Observations
27
27
df
52
t Stat
-2.56017002
P(T<=t) one-tail 0.006703367
t Critical one-tail 1.674689154
P(T<=t) two-tail 0.013406734
t Critical two-tail 2.006646805
Section 2
1.7
0
Mean
1.361111111 1.97962963
Variance
1.369679487 1.879088319
Observations
27
27
df
51
t Stat
-1.78309816
P(T<=t) one-tail 0.040261039
t Critical one-tail 1.67528495
P(T<=t) two-tail 0.080522077
t Critical two-tail 2.00758377

Section 9

Variable V
1 ariable 2
14.3214 8.0357
82.3743 46.036
28
28
50
2.93518
0.00251
1.67591
0.00502
2.00856

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 1
83
93
31.07407407 47.92592593
887.2250712 1326.763533
27
27
50
-1.86098051
0.034315899
1.675905025
0.068631798
2.008559112

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 2
83
100
31.07407407 66.07407407
887.2250712 1555.840456
27
27
48
-3.67944545
0.000295355
1.677224196
0.00059071
2.010634758
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0.09066 5.9614
3.20795 3.0027
2.619103 3.5938
27
27
51
0.427826
0.335289
1.675285
0.670579
2.007584

Section 10

Variable V
1 ariable 2
14.3214 12.071
82.3743 98.958
28
28
54
0.88415
0.19027
1.67356
0.38054
2.00488

Landcover

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

0.09066
0
3.20795 3.5325
2.619103 3.1018
27
27
52
-0.70513
0.241939
1.674689
0.483879
2.006647

Near_distance
Section 1
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 280.8253149
11.4523586 36037.52262
28
28
27
-7.751209288
1.22949E-08
1.703288446
2.45898E-08
2.051830516

Section 2
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 322.4300782
11.4523586 77187.54539
28
28
27
-6.089106028
8.3673E-07
1.703288446
1.67346E-06
2.051830516

Table A.1 (Continued)
Section 3
1.7
1.41
Mean
1.361111111 1.933333333
Variance
1.369679487 1.450769231
Observations
27
27
df
52
t Stat
-1.77046562
P(T<=t) one-tail 0.04125573
t Critical one-tail 1.674689154
P(T<=t) two-tail 0.082511461
t Critical two-tail 2.006646805
Section 4
1.7
0
Mean
1.361111111 2.168518519
Variance
1.369679487 1.69502849
Observations
27
27
df
51
t Stat
-2.39651451
P(T<=t) one-tail 0.010128117
t Critical one-tail 1.67528495
P(T<=t) two-tail 0.020256233
t Critical two-tail 2.00758377
Section 5
1.7
1.5
Mean
1.361111111 2.168888889
Variance
1.369679487 1.269787179
Observations
27
27
df
52
t Stat
-2.58354299
P(T<=t) one-tail 0.006314727
t Critical one-tail 1.674689154
P(T<=t) two-tail 0.012629454
t Critical two-tail 2.006646805
Section 6
1.7
2.65
Mean
1.361111111 1.584814815
Variance
1.369679487 1.071318234
Observations
27
27
df
51
t Stat
-0.74399732
P(T<=t) one-tail 0.23014617
t Critical one-tail 1.67528495
P(T<=t) two-tail 0.46029234
t Critical two-tail 2.00758377

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 3
83
99
31.07407407 62.59259259
887.2250712 1339.866097
27
27
50
-3.47039317
0.000539946
1.675905025
0.001079892
2.008559112

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 4
83
98
31.07407407
55
887.2250712 1896.692308
27
27
46
-2.35625595
0.011387994
1.678660414
0.022775988
2.012895599

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 5
83
86
31.07407407 60.85185185
887.2250712 1718.438746
27
27
47
-3.03120267
0.001977022
1.677926722
0.003954043
2.011740514

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 6
83
0
31.07407407 60.03703704
887.2250712 1696.11396
27
27
47
-2.9609711
0.002397626
1.677926722
0.004795251
2.011740514
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Section 3
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 304.8280944
11.4523586 51279.60006
28
28
27
-7.059045752
6.85761E-08
1.703288446
1.37152E-07
2.051830516

Section 4
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 313.8851791
11.4523586 63988.90934
28
28
27
-6.508838227
2.80021E-07
1.703288446
5.60043E-07
2.051830516

Section 5
Variable 1
Variable 2
Mean
2.702313286 346.2848423
Variance
11.4523586 72145.53582
Observations
28
28
df
27
t Stat
-6.76816424
P(T<=t) one-tail
1.43671E-07
t Critical one-tail 1.703288446
P(T<=t) two-tail
2.87343E-07
t Critical two-tail 2.051830516

Section 6
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 211.7134993
11.4523586 39210.02077
28
28
27
-5.584529565
3.1822E-06
1.703288446
6.3644E-06
2.051830516

Table A.1 (Continued)
Section 7
1.7
3.75
Mean
1.361111111 2.074444444
Variance
1.369679487 1.162633333
Observations
27
27
df
52
t Stat
-2.32924796
P(T<=t) one-tail 0.011882773
t Critical one-tail 1.674689154
P(T<=t) two-tail 0.023765546
t Critical two-tail 2.006646805

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 7
83
30
31.07407407 59.07407407
887.2250712 1902.225071
27
27
46
-2.75473998
0.004193294
1.678660414
0.008386589
2.012895599

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 8
83
68
31.07407407 66.48148148
887.2250712 1805.182336
27
27
47
-3.54572967
0.000449359
1.677926722
0.000898718
2.011740514

Section 9
1.7
1.15
Mean
1.361111111 1.894444444
Variance
1.369679487 1.219679487
Observations
27
27
df
52
t Stat
-1.72220354
P(T<=t) one-tail 0.045488229
t Critical one-tail 1.674689154
P(T<=t) two-tail 0.090976457
t Critical two-tail 2.006646805

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Section 9
83
99
31.07407407 58.51851852
887.2250712 2140.182336
27
27
44
-2.59179645
0.006453871
1.680229977
0.012907741
2.015367574

Section 10
1.7
5
Mean
1.361111111 1.868518519
Variance
1.369679487 1.333297721
Observations
27
27
df
52
t Stat
-1.60367919
P(T<=t) one-tail 0.057421092
t Critical one-tail 1.674689154
P(T<=t) two-tail 0.114842184
t Critical two-tail 2.006646805

Section 10
83
99
Mean
31.07407407 60.55555556
Variance
887.2250712 1682.025641
Observations
27
27
df
47
t Stat
-3.022233
P(T<=t) one-tail
0.0020266
t Critical one-tail 1.677926722
P(T<=t) two-tail
0.0040532
t Critical two-tail 2.011740514

Section 8
1.7
1.65
Mean
1.361111111 1.996666667
Variance
1.369679487 0.503184615
Observations
27
27
df
43
t Stat
-2.41313861
P(T<=t) one-tail 0.010075233
t Critical one-tail 1.681070703
P(T<=t) two-tail 0.020150466
t Critical two-tail 2.016692199
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Section 7
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 269.6585153
11.4523586 45292.97774
28
28
27
-6.636646642
2.01354E-07
1.703288446
4.02707E-07
2.051830516

Section 8
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 229.838332
11.4523586 45124.40019
28
28
27
-5.657234743
2.6221E-06
1.703288446
5.2442E-06
2.051830516

Section 9
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 258.694615
11.4523586 53796.50557
28
28
27
-5.839594162
1.61598E-06
1.703288446
3.23195E-06
2.051830516

Section 10
Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

Variable 1
Variable 2
2.702313286 395.9315066
11.4523586 108444.6959
28
28
27
-6.318262709
4.5933E-07
1.703288446
9.1866E-07
2.051830516

CHI-SQUARED INDEPENDENCE TEST TABLES
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Table B.1

Geology Chi Square Independence Test Tables
Geology Chi Square Independenc Test

Section 1
Chi(p)
Reject H0?

0.98647293
No

Section 6
Chi(p)
0.89298444
Reject H0?
No

Section 2
Chi(p)
0.996365311
Reject H0?
Yes

Section 7
Chi(p)
0.992566436
Reject H0?
No

Section 3
Chi(p)
Reject H0?

Section 8
0.997534359
No

Chi(p)
Reject H0?

Section 4
Chi(p)
Reject H0?

Section 9
0.77998545
No

Chi(p)
Reject H0?

Section 5
Chi(p)
Reject H0?

0.088035028
No

4.42141E-10
Yes
Section 10

3.14369E-11
Yes

Chi(p)
Reject H0?
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0.999794683
No

HISTOGRAMS
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