LEVERAGING UNMANNED AERIAL SYSTEM REMOTE SENSING TO INFORM ENERGY AND WATER BALANCE MODELS FOR SPATIAL SOIL WATER CONTENT MONITORING AND IRRIGATION MANAGEMENT by Maguire, Mitchell S.
University of Nebraska - Lincoln 
DigitalCommons@University of Nebraska - Lincoln 
Biological Systems Engineering--Dissertations, 
Theses, and Student Research Biological Systems Engineering 
Summer 7-30-2021 
LEVERAGING UNMANNED AERIAL SYSTEM REMOTE SENSING 
TO INFORM ENERGY AND WATER BALANCE MODELS FOR 
SPATIAL SOIL WATER CONTENT MONITORING AND IRRIGATION 
MANAGEMENT 
Mitchell S. Maguire 
University of Nebraska–Lincoln, mmaguire@huskers.unl.edu 
Follow this and additional works at: https://digitalcommons.unl.edu/biosysengdiss 
 Part of the Bioresource and Agricultural Engineering Commons 
Maguire, Mitchell S., "LEVERAGING UNMANNED AERIAL SYSTEM REMOTE SENSING TO INFORM 
ENERGY AND WATER BALANCE MODELS FOR SPATIAL SOIL WATER CONTENT MONITORING AND 
IRRIGATION MANAGEMENT" (2021). Biological Systems Engineering--Dissertations, Theses, and Student 
Research. 115. 
https://digitalcommons.unl.edu/biosysengdiss/115 
This Article is brought to you for free and open access by the Biological Systems Engineering at 
DigitalCommons@University of Nebraska - Lincoln. It has been accepted for inclusion in Biological Systems 
Engineering--Dissertations, Theses, and Student Research by an authorized administrator of 
DigitalCommons@University of Nebraska - Lincoln. 
 
 
LEVERAGING UNMANNED AERIAL SYSTEM REMOTE SENSING TO INFORM 
ENERGY AND WATER BALANCE MODELS FOR SPATIAL SOIL WATER 








Presented to the Faculty of  
The Graduate College at the University of Nebraska 
In Partial Fulfillment of Requirements 
For the Degree of Doctor of Philosophy 
 
Major: Biological Engineering 
 








LEVERAGING UNMANNED AERIAL SYSTEM REMOTE SENSING TO INFORM 
ENERGY AND WATER BALANCE MODELS FOR SPATIAL SOIL WATER 
CONTENT MONITORING AND IRRIGATION MANAGEMENT 
Mitchell S. Maguire, Ph.D. 
University of Nebraska, 2021 
Advisors: Christopher M. U. Neale and Wayne E. Woldt 
 
Irrigation has provided a means to produce more food and fiber throughout the 
world, converting low producing land into high yielding cropping systems in certain 
scenarios.  The managing of irrigation has taken on various approaches as different 
locations have been constrained by different factors.  Certain areas have significant 
ground and surface water available for irrigation while other areas struggle to meet 
irrigation demands due to limited water resources.  These factors, along with the desire to 
increase crop water use efficiency, has provided the motivation to better understand crop 
water demands spatially within a field.  A sub-field scale irrigation management study 
was conducted between 2018 and 2020 at a production research field in eastern Nebraska 
comparing uniform and spatial irrigation management approaches.  Spatial irrigation was 
managed using a remote-sensing-based hybrid modeling approach that incorporated the 
two-source energy balance model and soil water balance model updated with reflectance-
based crop coefficients.  The models were informed with satellite and unmanned aerial 
system remotely-sensed imagery.  Management approaches were assessed based on the 
response of irrigation applied and dry grain yield.  The remote-sensing-based spatial 
irrigation management approaches consistently applied less water than the uniform 
 
 
irrigation approach while producing non-statistically significant differences in yield.  The 
accuracy of modeled energy balance fluxes and daily evapotranspiration from the two-
source energy balance, water balance, and hybrid models were assessed based on 
comparison of modeled and measured fluxes and evapotranspiration using data from 
eddy covariance flux towers.  The two-source energy balance model using the Priestley-
Taylor formulation produced the highest agreement in modeled and measured fluxes.  
The hybrid model produced the highest agreement in estimated daily evapotranspiration 
in comparison to the two-source energy balance and water balance models, individually. 
The increased accuracy of estimated daily evapotranspiration from the hybrid model 
indicated that the water balance model benefited from the assimilation of the two-source 
energy balance estimated evapotranspiration, which may enhance spatial irrigation 
management. 
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CHAPTER 1. INTRODUCTION 
1.1. Introduction 
 Irrigation management has been a research focus for decades, but recent 
technological advancements have fueled the precision agricultural movement leading to 
the possibility of enhanced irrigation management practices.  Irrigation has traditionally 
been managed at the field level, also known as uniform irrigation (Campbell and 
Campbell, 1982).  This type of irrigation is typically managed to avoid crop water stress 
in the driest parts of the field, potentially leading to over irrigation or increased soil water 
levels in certain areas that would not allow soil water storage during future precipitation 
events.  The introduction of variable rate irrigation (VRI) on center pivots has provided 
opportunities to manage irrigation at a sub-field scale (Kranz et al., 2012), offering 
potential solutions to water use intensification and sustainability.  VRI provides a means 
of applying varying amounts of water within a field by toggling nozzles on and off and/or 
by varying the speed of the center pivot.  This ability highlights the potential for this 
technology to improve efficiency and profitability of agricultural crop production.  The 
motive behind the development of VRI systems stems not only from the inherent 
variability within a field given that differences in soil, crop type, and topography may be 
present, but also the concept that only necessary water would be applied.  In addition, 
VRI opens the possibility of managing forecasted precipitation more effectively.  While 
the underlying idea of a VRI system is to best meet crop water needs, they have potential 
to improve application efficiency, mitigate environmental impacts by reducing runoff and 
drainage, provide water and energy conservation, and increase crop yields (Sadler et al., 
2005; Kim et al., 2008; Hedley et al., 2010; Evans et al., 2013).  However, for a VRI 
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system to provide these benefits, there is a need for detailed spatial information related to 
the field, crop, and soil.  Significant work has been carried out to better understand the 
components necessary to manage VRI.  While physical VRI systems are available today, 
there is a need to develop a robust method of determining specific depths and timing of 
water to be applied, also known as a decision support system (DSS).  Currently, there is 
not a widely accepted DSS for managing spatial irrigation.  The development of a DSS 
for spatial irrigation management has involved the exploration of several approaches 
utilizing the FAO 56 water balance (WB) approach, the crop water stress index, the 
reflectance-based crop coefficient methodology, energy balance methods, and others.  
Although various methods involving sensors and models are used in making decisions for 
spatial irrigation management, there is no consensus on a method being most reliable and 
efficient.   
 Various information sources have been studied in relation to managing uniform 
and spatial irrigation.  One main information source used in VRI management is the 
variability in soil type and soil water holding capacity.  Evans et al. (2013) discussed the 
variability in the amount of water applied due to varying soil types, finding that a thirty 
percent difference in applied water depth could be observed solely based on soil 
type.  While quantifying soil variability is important, other approaches have been studied.  
Terrestrial sensors have been deployed in a sensor network fashion in past studies to 
inform irrigation decisions (Kim et al., 2008; DeJonge et al., 2015), where the use of 
thermal infrared thermography has proven beneficial in non-invasively detecting crop 
water stress (Wanjura and Upchurch 2000; Peters and Evett 2008).  Some studies have 
utilized center pivots as a mounting location for IRTs.  As the pivot circled the field, the 
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IRTs were able to detect crop water stress spatially within the field supplying needed 
information for irrigation management (O’Shaughnessy and Evett 2010).  One downside 
in using proximal or terrestrial-based sensing is the lack of feasibility in collecting spatial 
data, which is why many studies and approaches for managing spatial irrigation have 
utilized remotely-sensed data. 
While data collecting through remote sensing can provide an enhanced means of 
collecting spatial data, there exists certain drawbacks to this mode of data collection.  
While there are numerous satellites and even manned aircraft platforms capable of 
collecting remotely-sensed data, they may lack both spatial and temporal resolution and 
can be cost prohibitive.  Unmanned aerial systems (UAS) are an alternative method of 
collecting remotely-sensed data.  UAS can provide greater opportunities for collecting 
data with high spatiotemporal resolution which may supply the data necessary to gain 
greater insight in areas like spatial irrigation management.  With UAS remote sensing 
technology, data products like multispectral reflectance and radiometric thermal imagery 
can be collected at high spatial resolutions providing information necessary to quantify 
intra-field crop growth and water stress variability.  Various models have utilized 
remotely sensed imagery in agricultural applications to better track crop development and 
water use, both of which are important in developing an efficient DSS for VRI 
management.   
One common purpose for utilizing remotely-sensed data is to inform models 
capable of estimating daily crop evapotranspiration (ET) spatially within a field.  The 
reflectance-based crop coefficient and energy balance models are two methods that 
utilize remotely-sensed data for this purpose.  The reflectance-based crop coefficient 
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model relates vegetation indices (VI) derived from reflectance data to the crop coefficient 
which provides a more realistic estimation of crop growth (Neale et al., 1989).  The 
reflectance-based crop coefficient can then be used with daily reference ET and a WB 
model to calculate daily crop ET throughout a growing season.   
The energy balance model relies on both multispectral reflectance and thermal 
infrared data to achieve estimations of daily crop ET.  One formulation of the energy 
balance method was proposed by Norman et al. (1995) called the two-source energy 
balance (TSEB) model.  This approach partitions the energy received at the earth’s 
surface into its respective components of net radiation and sensible, latent, and soil heat 
flux for vegetation and soil separately, with the latent heat flux providing information 
related to estimating ET.  This model requires measurements of canopy and soil 
temperatures separately, which presents a challenge when using remotely-sensed thermal 
imagery.  Remote sensing data typically does not have high enough spatial resolution 
resulting in composite temperature measurements of vegetation and soil.  The TSEB 
model includes the ability to partition thermal infrared imagery into canopy and soil 
temperatures through information about canopy structure.  Leaf area index, crop height, 
and fraction of vegetation cover estimated using reflectance imagery are used in 
determining canopy structure for this process (Anderson et al., 2004; Li et al., 2005).  
Different methods of partitioning surface temperature into canopy and soil temperatures 
have been explored.  The original methodology partitioned temperature using the fraction 
of vegetation cover present in the radiometer or image scene (Norman et al., 1995).  This 
method was intended to be used with surfaces of homogenous or randomly distributed 
vegetation.  The vegetation in a row crop system is typically considered non-homogenous 
5 
 
and the distribution of vegetation is considered clumped which is especially true before 
full canopy cover.  This clumped vegetation influences temperature partitioning between 
canopy and soil, which has led others to develop methodology to account for non-
homogenous vegetation by using a clumping index (Anderson et al., 2005).  Several 
approaches have been explored to better quantify the clumping of vegetation in row crop 
systems, including the rectangular hedgerow clumping index, the geometric elliptical 
hedgerow model, and the continuous ellipse model (Parry et al., 2019; Colaizzi et al., 
2010, 2012).  While the clumping index is used in partitioning temperature, it also plays a 
significant role in quantifying radiation partitioning between vegetation and soil.  
Campbell and Norman (1998) developed a radiative transfer model for estimating how 
radiation interacts with the vegetation/soil surface.  Their procedures have since been 
further enhanced through model parameter optimization (Colaizzi et al., 2012).   
Since the initial proposal of the TSEB model, others have introduced 
modifications on how fluxes are estimated.  The original model proposed the Priestley-
Taylor (PT) approximation for estimating canopy latent heat flux, while the Penman-
Monteith (PM) method has been used to better account for varying vapor pressure 
deficits (Norman et al., 1995; Colaizzi et al., 2014).  Barker et al. (2018a) conducted a 
study near Mead, NE, comparing modeled energy balance fluxes from the PT and PM 
approximations to measured energy balance fluxes from eddy covariance systems.  The 
results of the study indicated that the PT method outperformed the PM method which was 
contrary to the results of Colaizzi et al. (2014).  In addition, the TSEB model has 
potential to use the series or parallel resistance frameworks in calculating sensible heat 
flux (Kustas and Norman, 1999).  The series and parallel approaches differ in that the 
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parallel approach does not allow for interaction between canopy and soil fluxes whereas 
the series approach permits this interaction.  While the parallel resistance framework may 
seem more desirable, especially at low fractions of canopy cover, certain studies have 
indicated the series resistance framework performs superior (Kustas and Norman, 1999).   
With the energy balance model providing estimates of canopy and soil latent heat 
flux, it can yield estimates of daily ET.  The energy balance estimated instantaneous 
latent heat flux can be scaled to daily ET using daily and instantaneous reference ET.  
With estimating ET, the energy balance model provides information related to soil water 
content and crop stress, which is beneficial in managing irrigation.  The energy balance 
model can be used in combination with the reflectance-based crop coefficient and WB 
models to achieve higher accuracy in determining crop ET and maintaining an accurate 
soil water balance.  Neale et al. (2006) was the first to introduce this hybrid modeling 
scheme which was later compiled into the Spatial EvapoTranspiration Modeling Interface 
(SETMI, Geli and Neale, 2012; Neale et al., 2012).  This approach coupled the TSEB 
model and WB model updated with the reflectance-based crop coefficients.  The TSEB 
model is used for estimating crop ET on days where thermal infrared remote sensing 
inputs were available, while the reflectance based-crop coefficient model interpolates and 
extrapolates between periods of available remote sensing inputs.  This combination of 
models helped maintain the soil water balance throughout the growing season. 
The SETMI hybrid model has recently been used in irrigation management 
studies.  Barker et al. (2018b) explored different approaches for managing VRI including 
the use of the SETMI hybrid model informed with Landsat satellite multispectral and 
thermal infrared imagery.  The study compared dry grain yields and applied irrigation 
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between the different VRI management approaches.  Their findings showed that while 
managing VRI using the SETMI model did have significant effects on dry grain yield in 
certain years, it also recommended the highest irrigation of all management approaches.  
The study noted the increased irrigation was due to water balance drift and the overall 
lack of yield differences between treatments may have been attributed to high 
precipitation amounts during their study.  Bhatti et al. (2020) conducted similar research.  
Their study included VRI management approaches utilizing the SETMI hybrid model 
with Landsat satellite imagery and the SETMI WB model (non-hybrid) with UAS 
imagery.  While their findings did not show significant yield differences between 
irrigated treatments, there were differences in water use efficiency between their VRI and 
uniform irrigation management approaches.  
The SETMI hybrid approach is unique in that it provides error correcting 
capabilities to the WB model based on the TSEB modeled ET.  Recent research using the 
hybrid model was likely hindered by the lack of satellite’s spatial and temporal 
resolution.  The advent of UAS remote sensing provides an opportunity to test the hybrid 
model with high spatiotemporal resolution imagery.  This high-resolution imagery may 
benefit the hybrid model in several ways.  The increased spatial resolution will aid in 
quantifying the spatial variation in fields and potentially provide a path to directly 
measure canopy and soil temperatures.  Direct measurements would circumvent the need 
for the TSEB model to partition scene temperature into canopy and soil temperatures 
decreasing the likelihood of potential error in this process.  While UAS can provide high 
resolution imagery, the need for accurate data is imperative.  The TSEB model relies 
heavily on thermal imagery.  Inaccurate surface temperature measurements used to 
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inform the model will likely lead to incorrect estimated energy balance fluxes.  The 
sensors used in thermal UAS remote sensing are typically uncooled microbolometers 
which are sensitive to temperature fluctuations.  These sensors need to be calibrated often 
and may require additional calibrations to achieve high accuracy in determining surface 
temperature.   
The research conducted in this study focused on developing the SETMI hybrid 
model informed with UAS remotely-sensed imagery for managing spatial irrigation.  The 
research included two main components.  The first was a field study where the SETMI 
hybrid model informed with UAS imagery was used to schedule VRI.  The field study 
included different irrigation management approaches that were compared based on yield, 
irrigation applied, and water use efficiency.  The second component included 
modifications and continued development of the SETMI hybrid model based on the data 
collected through UAS remote sensing.  Testing of the TSEB model informed with UAS 
imagery helped quantify the accuracy of modeled instantaneous fluxes and daily ET, 
providing updated hybrid model weighting factors.  With the modifications, the hybrid 
model was reevaluated based on modeled soil water content compared to neutron probe 
volumetric water content measurements.  The testing and evaluation of the hybrid model 
with modifications provided insight on overall model accuracy as a tool for estimating 
soil water content and managing spatial irrigation.   
1.2. Motivation for Research 
The underlying problem in VRI management is determining how producers can 
be more conservative with water without negatively impacting yields and profits.  For 
increased adoption of VRI systems by producers, there must be a means to conserve 
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water, energy, and other production resources while maintaining or increasing yields and 
profits.  The cause for the low adoption rate of VRI may stem from the lack of an 
efficient DSS for managing VRI.  While the SETMI model informed with Landsat 
satellite has been used in research to manage VRI, those studies lacked the positive 
results needed to confirm that the SETMI model is a viable and efficient option for 
managing VRI.  The lack of supportive results from those studies, as mentioned 
previously, may have been attributed to the low spatial and temporal resolution of 
Landsat data and study years with above average precipitation.  The recent progress in 
UAS technology now provides opportunities to collect remotely-sensed imagery on a 
more consistent basis and with higher spatial resolution.  The increase in spatiotemporal 
resolution of UAS remote sensing can be leveraged to better inform the SETMI model 
for managing VRI.  This approach may lead to enhanced spatial soil water content 
modeling and therefore provide a more viable and efficient DSS for managing VRI.         
1.3. Research Objectives 
The overall objective of this research was to continue the development of the 
SETMI hybrid model as a DSS for managing spatial irrigation through different 
experiments.  Success of this objective was measured on whether the SETMI hybrid 
model informed with UAS imagery reduced water inputs and increased water 
productivity without significantly reducing grain yields.  To achieve this overall goal, 
this research addressed three sub-objectives defined below that were expanded in 
standalone chapters written in manuscript format. 
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1.3.1. Objective I 
Accurate remotely-sensed surface temperature imagery is critical for informing 
the TSEB model and is the main driving component for solving the energy balance 
fluxes.  The first goal was to quantify the accuracy of the UAS thermal infrared imagery 
and determine if additional calibration models were needed to improve the accuracy of 
UAS measured surface temperature.  Surface temperature measured with IRTs and 
through UAS remote sensing were calibrated using different approaches and compared to 
determine calibration accuracy.  The comparison of calibrated surface temperatures 
confirmed which calibration approach produced the highest accuracy in UAS remotely-
sensed surface temperature measurements. 
1.3.2. Objective II 
In this objective, the spatial energy balance fluxes and daily ET generated with 
the TSEB, WB, and hybrid models informed with UAS remotely-sensed imagery were 
compared against measured eddy covariance fluxes and ET.  This objective quantified the 
accuracy in estimated daily ET from each modeling approach and developed new hybrid 
model ET assimilation weighting factors.  Quantifying the accuracy of modeled ET 
helped to ensure that the assimilation of the TSEB modeled ET within the hybrid 
approach was providing reasonable ET adjustments, which is an essential component in 
facilitating water balance corrections.   
1.3.3. Objective III 
The third objective was to evaluate different VRI management approaches with a 
focus on managing VRI using the SETMI hybrid model informed with UAS imagery.  
This objective involved conducting a field study where maize and soybean crops were 
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irrigated under different management approaches consisting of: (1) SETMI hybrid model 
informed with UAS, (2) SETMI water balance model informed with Planet satellite 
imagery, (3) Commercial VRI scheduling program, (4) Uniform irrigation managed by 
crop consultant, and (5) Rainfed.  Irrigation was scheduled based on the 
recommendations of each management approach.  The analysis of dry grain yield, gross 
irrigation, water use efficiency, and other response variables quantified the effectiveness 
of individual VRI management approaches as a viable method for managing VRI.    
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Abstract 
Unmanned aerial system (UAS) remote sensing has rapidly expanded in recent 
years, leading to the development of several multispectral and thermal infrared sensors 
suitable for UAS integration. Remotely-sensed thermal infrared imagery has been used to 
detect crop water stress and manage irrigation by leveraging the increased thermal 
signatures of water stressed plants. Thermal infrared cameras suitable for UAS remote 
sensing are often uncooled microbolometers. This type of thermal camera is subject to 
inaccuracies not typically present in cooled thermal cameras. In addition, atmospheric 
interference may also present inaccuracies in measuring surface temperature. In this 
study, a UAS with integrated FLIR Duo Pro R (FDPR) thermal camera was used to 
collect thermal imagery over a maize and soybean field which contained twelve infrared 
thermometers (IRT) that measured surface temperature. Surface temperature 
measurements from the UAS FDPR thermal imagery and field IRTs were corrected for 
emissivity and atmospheric interference and compared to determine accuracy of the 
FDPR thermal imagery. The comparison of UAS and IRT surface temperature 
measurements corrected for atmospheric interference yielded a root mean squared error 
(RMSE) of 2.24 degree Celsius and a r-squared (R2) of 0.85. Additional approaches for 
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correcting UAS FDPR thermal imagery explored linear, second order polynomial, and 
artificial neural network models. These models simplified the process of correcting UAS 
FDPR thermal imagery. All three models performed well, with the linear model yielding 
a RMSE of 1.27 degree Celsius and a R2 of 0.93. Laboratory experiments were also 
completed to test the measurement stability of the FDPR thermal camera over time. 
These experiments found that the thermal camera required a warm-up period to achieve 
stability in thermal measurements, with increased warm-up duration likely improving 
accuracy of thermal measurements. 
2.1. Introduction 
Unmanned aerial system (UAS) remote sensing has gained significant traction in 
the last decade, leading to the development of various UAS and sensor payloads. Typical 
remote sensing platforms, like satellites and manned aircrafts, have limitations due to the 
lack of spatiotemporal resolution and high costs. UASs provide a less expensive method 
of remote sensing and offer greater opportunity and flexibility to collect high resolution 
data usable in various applications. Satellite and manned aircraft remote sensing have 
previously provided data shown to be beneficial to agronomic applications. These data 
have been used to predict various crop biophysical characteristics such as leaf area index 
(LAI), crop height, fraction of vegetative cover, crop coefficient, crop evapotranspiration 
(ET), and phenotyping. Multispectral reflectance and vegetation indices have been used 
to model LAI, canopy height, and fraction of vegetative cover (Choudhury et al., 1994; 
Brunsell and Gillies, 2002; Anderson et al., 2004, 2005; Li et al., 2005).  Neale et al. 
(1989) used canopy reflectance measured with portable radiometers and the normalized 
difference vegetation index (NDVI) to develop a reflectance-based crop coefficient 
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model which provided a more real-time crop coefficient and improved estimating actual 
crop ET. In addition to modeling crop characteristics, remotely-sensed thermal infrared 
data has been used to model the surface energy balance fluxes. Norman et al. (1995) 
proposed the two-source energy balance (TESB) model that uses remotely-sensed 
multispectral reflectance and surface temperature measurements to partition the canopy 
and soil surfaces into their respective energy balance fluxes. Several others have explored 
similar energy balance parameterizations utilizing remotely-sensed data (Kustas and 
Norman, 1996, 1997; Anderson et al., 1997; Bastiaanssen et al., 1998; Tasumi et al., 
2005; Sánchez et al., 2008; Neale et al., 2012). Many of these models require accurately 
calibrated canopy/surface temperatures as inputs to estimate the energy balance fluxes. 
The energy balance approach has been used to estimate actual crop ET which provides 
information necessary for irrigation management. Neale et al. (2006) developed a hybrid 
model combining the TSEB and reflectance-based crop coefficient models for 
determining actual crop ET with higher accuracy. This hybrid approach has been used for 
managing variable rate irrigation of maize and soybean fields (Barker et al., 2018b; 
Bhatti et al., 2020). While agronomic research has utilized remote sensing extensively, 
UASs are beginning to provide additional insight through very high-resolution remote 
sensing of vegetation previously not feasible with satellite and manned aircraft platforms.  
Thermal information is often used to detect crop water stress due to different 
factors. DeJonge et al. (2015) found plant canopy temperature measured with thermal 
infrared radiometers (IRT) to be highly correlated with leaf water potential, affirming that 
plant water stress can be evaluated using thermal infrared thermography techniques. 
Given that IRT measurements can be used to detect crop water stress, studies have 
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applied similar techniques with UAS thermal imagery. Bian et al. (2019) used UAS 
thermal infrared imagery and a simplified crop water stress index (CWSIsi) to determine 
water stress of cotton, finding that the CWSIsi had higher correlation with stomatal 
conductance and transpiration rate. With current research using UAS-based thermal data 
for agricultural applications, studies using thermal cameras for crop monitoring are 
becoming more frequent. 
 Common sensors used in agriculturally related remote sensing include 
multispectral reflectance and thermal infrared cameras. Multispectral cameras are 
typically less complex than thermal cameras due to the simpler detector required to 
measure the shortwave portion of the electromagnetic spectrum. Thermal camera sensors 
often are cooled to a specific temperature to maintain measurement accuracy. However, 
cooled thermal cameras are large and heavy for typical UASs. Uncooled microbolometer 
thermal cameras are better suited for UAS remote sensing due to their small lightweight 
design. A downside to an uncooled sensor is the stability and accuracy in thermal 
measurements, as microbolometer sensors are less sensitive and accurate than cooled 
sensor systems. Uncooled thermal cameras are subject to measurement drift due to 
changing camera body and sensor temperature. Ribeiro-Gomes et al. (2017) discussed 
various corrections needed for uncooled thermal cameras including corrections for non-
uniformity, defective pixel, shutter, radiometric and temperature dependency. While 
some radiometric thermal cameras are capable of accounting for some of these 
corrections, non-radiometric cameras require additional corrections for accurate thermal 
imaging. Prior research has noted that thermal calibration is crucial for uncooled sensors 
(Gómez-Candón, et al., 2016). Several studies have been conducted to determine the 
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accuracy of uncooled thermal cameras, with some developing calibration models 
intended to increase thermal measurement accuracy. Ribeiro-Gomes et al. (2017) 
developed a neural network calibration model that improved UAS thermal remote 
sensing accuracy while Jensen et al. (2013) demonstrated two calibration approaches 
involving ground-based thermal measurements and temperature-controlled pools for 
improving UAS-based thermal imaging. Kelly et al. (2019) developed a simple empirical 
line calibration for a non-radiometric FLIR Vue Pro 640 camera, finding that their 
calibration performed well under stable laboratory conditions with a decline in accuracy 
under changing ambient conditions typically experienced during UAS flights. Their 
findings also suggested that the thermal camera required a warm-up period before 
measurements stabilized. 
In addition to the inaccuracies of the cameras themselves, atmospheric 
interference may play a role in settings such as remote sensing of agricultural fields. 
Modeling the atmospheric profile and applying corrections may help remove the effects 
of atmospheric interference (Barsi et al., 2003). This approach has been used in previous 
research with Landsat satellite thermal imagery (Barker et al., 2018a, 2018b). A 
downside to modeling the atmospheric profile and interference is the need for the 
radiative transfer code MODTRAN, a licensed software (Berk et al., 2014). MODTRAN 
uses the modeled atmospheric profile to determine the transmission and the upwelling 
and downwelling radiance that affect thermal infrared measurements. Acquiring 
MODTRAN software may not be feasible for all UAS thermal remote sensing users. A 
potential alternative is to develop a calibration model using similar parameters used in 
modeling the atmospheric profile. The Barsi et al. (2003) online atmospheric profile 
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calculator offers optional inputs for surface condition parameters including atmospheric 
pressure, air temperature, and relative humidity. A model using these parameters may be 
sufficient for determining the atmospheric interference for low altitude UAS remote 
sensing and may lead to a simplified method for correcting UAS thermal images. 
 Surface emissivity also plays a role in accurately estimating surface temperature 
using thermal infrared radiometers and/or imagers. Emissivity ranges from zero to one 
and is the ratio of emission of a surface to that of a perfect emitter (blackbody) at a given 
temperature (Brunsell and Gillies, 2002). Several thermal cameras used in UAS remote 
sensing provide the user the ability to set the target emissivity. In agricultural 
applications, the surface often measured consists of a mix of vegetation and soil which 
have different emissivity values. The actual surface emissivity is then a combination of 
vegetation and soil emissivity based on the fraction of the two surfaces present in the 
sensor field of view (FOV), or the fraction of vegetation cover. In typical agricultural 
fields, the fraction of vegetative cover changes over time as the crop grows leading to 
changes in surface emissivity. This change in emissivity should be accounted for when 
collecting thermal imagery of agricultural fields over a growing season. Brunsell and 
Gillies (2002) provided a method for calculating surface emissivity of vegetated areas 
using NDVI. This approach has been used with high-resolution airborne thermal imagery 
in various applications (Chávez et al., 2005; Neale et al., 2016).  
While uncalibrated or non-radiometric UAS thermal imagery may be adequate for 
identifying spatial patterns in the crop canopy for agronomic management, applications 
requiring surface or canopy temperature for crop stress indices or energy balance models 
requires a highly accurate determination of canopy temperature. Thermal imagery used in 
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various models for detecting crop water stress and estimating crop ET highlights the need 
to confirm UAS thermal camera measurement accuracy. Many thermal cameras available 
today for UAS remote sensing are radiometric sensors claiming accurate temperature 
measurements within a certain error tolerance. The error tolerance of these cameras often 
does not meet the accuracy needed for use in energy balance models. The idea of 
developing a universal calibration model to increase the accuracy of UAS remote sensing 
thermal cameras is ideal but likely unfeasible from a research standpoint due to the need 
to collect remotely-sensed thermal imagery with different thermal cameras at various 
climates and remote sensing altitudes. A more concentrated approach for increasing 
accuracy of UAS remotely-sensed thermal imagery may be easier and provide high 
quality data for use in applications like energy balance modeling.  
The objective of this study was to determine the accuracy of a FLIR Duo Pro R 
(FDPR) thermal infrared camera integrated with a DJI Matric 600 UAS in measuring 
canopy temperature of an agricultural field. The objectives of this research were: (1) 
determine duration of warm-up period needed for the FDPR thermal camera to achieve 
stabilized measurements; (2) correct UAS thermal imagery for emissivity and 
atmospheric interference using the modeled atmospheric profile and MODTRAN and 
assess accuracy of corrected UAS thermal imagery by comparing to IRT surface 
temperature measurements; and (3) develop simplified FDPR thermal camera calibration 
models using IRT surface temperature measurements. 
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2.2. Materials and Methods 
2.2.1. Laboratory Test 
This research included laboratory and field testing of the FDPR thermal camera. 
Laboratory testing of the thermal camera was conducted in a controlled indoor 
environment to minimize atmospheric effects. The laboratory work consisted of 
collecting FDPR thermal imagery over a temperature-controlled water bath that was 
heated from three to fifty degrees Celsius using two hot plates and was mixed using a 
magnetic stir bar. Two factory calibrated Apogee Instruments ST-100 thermistors 
connected to a Campbell Scientific CR200 data logger measured water bath and 
surrounding air temperatures. The thermistor used for measuring water temperature was 
submerged just below the surface of the water. Thermal imagery was collected over the 
water bath every ten seconds with water and air temperatures collected every minute by 
the thermistors. The built-in flat field correction (FFC) of the FDPR camera was operated 
based on the camera’s default algorithm for determining FFC events. The FDPR camera 
allowed the user to set the target emissivity, surrounding air temperature, and humidity, 
which were set to one, twenty degrees Celsius, and thirty percent, respectively. The 
emissivity of water was assumed to be 0.98, which required emissivity corrections for the 
FDPR thermal imagery. Eq. 2.1 was used to correct the FDPR thermal images, where 
Lsens is the radiance measured by the sensor, τ is the atmospheric transmission, ε is the 
surface emissivity, Lsfc is the radiance of a blackbody target of a temperature in Kelvin, 
Lu is the upwelling atmospheric path radiance, and Ld is the downwelling sky radiance. 
This equation was simplified into Eq. 2.2 as the Lu and Ld terms were assumed to be zero 
and τ was assumed to be one since thermal images were collected in a controlled indoor 
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environment and at close proximity to the water bath. To correct for emissivity, the 
FDPR thermal images were converted from temperature to radiance using Plank’s 
equation and the center wavelength of the full width half max (FWHM) spectral response 
of the FDPR camera. After emissivity corrections, the radiance images were converted 
back to temperature using the inverse of Plank’s equation. 
 Lsens = τεLsfc + Lu + τ(1 − ε)Ld (2.1) 
 Lsens = εLsfc (2.2) 
FDPR water bath temperature measurements were obtained by averaging the 
inner fifty percent of the individual emissivity corrected FDPR thermal images to avoid 
the image vignetting effects. Water and air temperature measurements collected by the 
thermistors were interpolated in time to match when FDPR images were collected. The 
averaged emissivity corrected thermal images were compared against water temperature 
measured from the thermistor. Tests were conducted three times at different ambient air 
temperatures to capture how air temperature may affect FDPR thermal measurements. 
2.2.2. Field Test 
The field research was conducted at a 53-ha irrigated field site containing maize 
and soybean located at the Eastern Nebraska Research and Extension Center near Mead, 
NE. The field contained twelve factory calibrated Apogee SI-111 IRTs that measured a 
spectral range of 8 to 14 microns with a view angle of 44 degrees. IRTs were mounted on 
tripods and positioned nadir to the ground surface where each IRT measured canopy 
temperature on continuous one-minute averages with measurements recorded to 
Campbell Scientific data loggers. The IRTs located in the soybean were consistently 
positioned 2 m above ground level (AGL) while IRTs located in maize were initially 
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positioned at 2 m AGL and raised to a greater height mid-season so that the distance 
between the IRT and maize canopy was no less than 1.0 m. As the distance between the 
IRT and canopy changed, the IRT FOV also changed. Throughout the growing season, 
the IRT FOV was assumed to be a constant 1.0 m diameter circle. The UAS remote 
sensing platform used to collect imagery consisted of a DJI M600 with integrated FDPR 
thermal infrared (Table 2.1) and MicaSense RedEdge multispectral cameras (Table 2.2). 
Both cameras were mounted on a gimbal and positioned to view the ground surface from 
nadir during image acquisition flights. Remotely-sensed images were collected over the 
field using the M600 UAS at an altitude of 240 m AGL with image overlap of seventy 
percent or more along the flight line and in parallel flight lines. The typical flight duration 
for covering the 53-ha field was approximately ten minutes with images collected once 
per second. UAS imagery was collected on cloud free days to ensure shadowing did not 
negatively affect image quality. The FDPR camera was powered on for a minimum of 
thirty minutes before collecting imagery to allow the camera to thermally stabilize. 
During flights, the FFC event was manually triggered every ten seconds to recalibrate the 
FDPR camera. When collecting thermal imagery of the field, the FDPR camera settings 
including target emissivity, ambient air temperature, and relative humidity were set to 
one, twenty degrees Celsius, and thirty percent, respectively. FDPR target emissivity, air 
temperature, and humidity settings were held constant throughout the growing seasons 
even if they did not represent actual conditions. The FDPR camera provided the user the 
ability to supply numerical values for emissivity and air temperature while relative 
humidity was limited to a categorical setting (i.e., low, medium, or high). Given that the 
categorical setting for relative humidity did not provide accurate representation of actual 
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relative humidity, this parameter along with emissivity and air temperature were held 
constant. While changes in set target emissivity was automatically adjusted in the 
acquired thermal images by the camera, the adjustments by the camera for selected air 
temperature and relative humidity were undetermined. Air temperature and relative 
humidity measurements were used in determining the thermal path transmittance, where 
increased air temperature and relative humidity result in decreased transmittance of the 
thermal infrared signal. To help minimize any potential path transmittance corrections 
applied by the camera, air temperature and relative humidity were held constant at twenty 
degrees Celsius and thirty percent (low), respectively. By minimizing the potential path 
transmittance corrections by the camera, the corrections discussed in section 2.2.4 
provide a better assessment of how path transmittance affected the acquired thermal 
imagery without correcting for path transmittance effects twice. 
The thermal and multispectral images collected over the field were processed into 
ortho-images using Pix4D (Pix4D, Prilly, Switzerland) with Figure 2.1 providing a 
typical set of processed images. The MicaSense RedEdge multispectral imagery was 
calibrated using reflectance panel images collected before and after flights. A total of 
twenty-five UAS flights were conducted over the research field during the 2018 and 2019 
growing seasons (Table 2.3), which encompassed various growth stages and fraction of 
vegetation covers of maize and soybean. 
Table 2.1.  FLIR Duo Pro R thermal camera specifications 
Spectral Band 7.5-13.5 µm 
Thermal Frame Rate 30 Hz 
Thermal Imager Uncooled VOx Microbolometer 
Focal Length 13 mm   
Field of View 45° x 37° 
Thermal Sensitivity <50 mK 
Thermal Sensor Resolution 640 x 512 
Measurement Accuracy  +/- 5 °C or 5% of readings in the -25°C to +135°C range 




Table 2.2.  MicaSense RedEdge multispectral camera specifications. 
Band Name Center Wavelength (nm) Bandwidth FWHM (nm) 
Blue 475 20 
Green 560 20 
Red 668 10 
Near IR 840 40 
Red Edge 717 10 
Ground Sampling Distance 8.2 cm/pixel at 120 m AGL 
Lens Focal Length (mm) 5.5 
Lens Field of View (degrees HFOV1) 47.2 
Imager Size (mm) 4.8 x 3.6 
Image Resolution (pixels) 1280 x 960 





 (a) (b) 
Figure 2.1.  (a) UAS multispectral color infrared ortho-image; (b) thermal infrared (°C) ortho-image.  
Color infrared image depicts location of IRT sensors denoted with X. 
 
Table 2.3.  Dates of UAS image acquisition. 
June 5, 2018 July 24, 2018 May 31, 2019 July 23, 2019 
June 18, 2018 August 1, 2018 June 7, 2019 August 4, 2019 
June 27, 2018 August 9, 2018 June 13, 2019 August 6, 2019 
July 2, 2018 August 29, 2018 June 24, 2019 August 13, 2019 
July 6 ,2018 September 17, 2018 June 28, 2019 August 19, 2019 
July 11, 2018  July 11, 2019 August 28, 2019 

















2.2.3. Emissivity Corrections 
Emissivity ranges between zero and one, with vegetation and soil having 
emissivity values of 0.98 and 0.96, respectively (Brunsell and Gillies, 2002; Houborg et 
al., 2009). The FDPR image emissivity corrections consider the surface being measured, 
with corrections based on the difference between set camera emissivity and actual surface 
emissivity. Varying field emissivity values were present throughout the growing season 
due to changes in fraction of vegetation cover. The FDPR thermal infrared ortho-images 
were corrected using the actual surface emissivity of the surface being imaged 
(vegetation and soil). Brunsell and Gillies (2002) proposed a method to calculate 
emissivity based on multispectral reflectance imagery, where fraction of cover derived 
from NDVI is used to calculate a weighted emissivity value based on the emissivity 
values of vegetation and soil. Fraction of cover derived from NDVI was calculated using 
Eq. 2.3: 






where NDVImin and NDVImax are the NDVI values of bare soil and full vegetative cover, 
respectively, and NDVI is the calculated surface NDVI. NDVImin and NDVImax values of 
0.1 and 0.89 were used to follow that of Li et al. (2005). Actual surface emissivity was 
calculated using Eq. 2.4, where εv and εs are emissivity of vegetation and soil, 
respectively, fc is fraction of cover from Eq. 2.3, and εi is surface emissivity. 
 εi = fc × εv + (1 − fc) × εs (2.4) 
The calibrated MicaSense multispectral reflectance imagery was used to calculate 
NDVI for deriving fraction of cover in Eq. 2.3. Similar emissivity corrections were 
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applied to the field IRTs, where the MicaSense multispectral reflectance imagery was 
used to calculate the fraction of cover in the IRT’s FOV. 
2.2.4. Atmospheric Interference Corrections 
Additional procedures were considered to include atmospheric interference 
corrections to the FDPR thermal imagery and IRT surface temperature measurements. 
Based on the atmospheric conditions, the thermal infrared signal may be enhanced or 
attenuated by the atmosphere. The online atmospheric profile calculator from Barsi et al. 
(2003) was used to determine the atmospheric profiles interpolated in space and time to 
the field location and scene center time of the UAS flights. MODTRAN was used with 
the modeled atmospheric profiles to generate values for Lu, Ld and τ for an atmospheric 
profile from the surface to the UAS altitude and for a spectrum from 6.5 to 15 microns. 
These values were weighted and summed over the FWHM spectral responses of the 
FDPR thermal camera and IRT using Planck’s equation and the center wavelength of the 
FDPR and IRT FWHM spectrums resulting in a single atmospheric Ld, Lu and τ values 
specific to the spectral response of each sensor. To apply the atmospheric corrections to 
the FDPR thermal ortho-images and IRT measurements, the calculated Lu, Ld and τ terms 
and calculated emissivity values from Eq. 2.4 for a given image date or IRT measurement 
were used in Eq. 2.1. This method includes corrections for differences in set target 
emissivity and surface emissivity. Using Eq. 2.1 and the modeled atmospheric parameters 
and calculated surface emissivity values, the FDPR surface temperature ortho-images and 
IRT measurements expressed as radiance were corrected by solving for Lsfc. After solving 
for Lsfc, the newly corrected radiance ortho-images and IRT measurements were 
converted back to temperature using the inverse of Plank’s equation. 
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2.2.5. FLIR Duo Pro R Calibration Models 
The method for correcting atmospheric interference discussed in sections 2.2.3 
and 2.2.4 may be restrictive for certain users. The online atmospheric profile calculator 
from Barsi et al. (2003) is open access; however, MODTRAN is a licensed software that 
must be purchased. This method also requires several steps that include converting 
surface temperature to radiance, applying the corrections, and converting radiance back 
to surface temperature. This method was originally proposed for correcting Landsat 5 and 
Landsat 7 thermal bands (Barsi et al., 2003) that are affected by the entire atmospheric 
profile due to their high altitudes. Given that UASs are typically operated significantly 
closer to the earth’s surface, using this method may be unwarranted. While atmospheric 
parameters like pressure, air temperature and relative humidity change with altitude, UAS 
operating at low altitudes are subject to less variability in these parameters with relation 
to changes in altitude. While the atmospheric profile between the ground surface and the 
altitude of the UAS may be relatively constant, atmospheric interference is present. Given 
that the atmosphere is relatively constant between the ground surface and typical 
operating altitudes of UAS, the need for modeling the entire atmospheric profile may be 
unnecessary. In addition, atmospheric parameters like air pressure, temperature, and 
relative humidity used in modeling the atmospheric profile are often measured with 
typical weather stations and are widely available. With the atmospheric conditions 
considered constant, a model using these atmospheric parameters may be sufficient to 
account for atmospheric interference in UAS thermal remote sensing. 
 Three different models were developed to correct UAS thermal imagery for 
differences in set target and actual surface emissivity and atmospheric interference. The 
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three models developed were: 1) linear model (Eq. 2.5), 2) second order polynomial (Eq. 
2.6) and 3) artificial neural network (ANN). The three models included similar 
parameters used in modeling the atmospheric profile in the Barsi et al. (2003) online 
calculator. Model independent variables included UAS non-corrected surface temperature 
measurements (UAS), modeled surface emissivity (), and atmospheric pressure (P), air 
temperature (Tair), and relative humidity (RH) measured at the time of UAS flights. The 
IRT surface temperature measurements corrected for atmospheric interference (IRTatm) as 
discussed in section 2.2.4 were considered as actual surface temperature and used as the 
models’ dependent variable.  
 IRTatm = β0 +  β1UAS +  β2Tair +  β3RH + β4P +  β5   (2.5) 
 
 IRTatm = β0 + β1UAS +  β2Tair +  β3RH +  β4P +  β5 
+  β6UAS
2 + β7(UAS)(Tair) +  β8(UAS)(RH)
+  β9(UAS)(P) +  β10(UAS)() +  β11Tair
2
+ β12(Tair)(RH) +  β13(Tair)(P) +  β14(Tair)()
+  β15RH
2 +  β16(RH)(P) +  β17(RH)()
+  β18P




The ANN model was developed using the Keras Python library (Chollet, 2020). 
ANNs consist of input, hidden and output layers, with the potential to contain several 
hidden layers. The ANN model used the same independent and dependent variables from 
the linear and second order polynomial models as input and output layers. The model 
contained three hidden layers that used linear, rectified linear unit, and sigmoid activation 
functions. The input and output layer data were scaled between zero and one, as ANNs 
tend to perform better with scaled or normalized data. The data used in model 
development were divided into training and testing datasets, with seventy percent of the 
data used for training. The models were fitted or trained using the training data and 
evaluated against the testing data.  
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 Given that all UAS thermal images in this study were collected at an altitude of 
240 m AGL, the calibration models developed in this section may not be useful at 
different remote sensing altitudes and locations. To better understand how atmospheric 
interference changes with respect to remote sensing altitude, the modeled atmospheric 
profile and MODTRAN were used to characterize atmospheric interference at different 
altitudes typically used in UAS remote sensing. This provided information to quantify the 
potential error if the calibration models described in this section were used with thermal 
imagery collected at different altitudes. 
2.3. Results 
The water bath experiments conducted with the FDPR thermal camera helped 
gauge the accuracy and stability of the thermal camera over time. Water temperature was 
measured with the FDPR camera and thermistor on regular intervals as the water was 
heated. The results showed large differences in measured water temperature between the 
FDPR thermal camera and thermistor for all three tests conducted at different air 
temperatures (Figure 2.2). These differences were greater than the FDPR accuracy 
specification listed in Table 2.1. In addition, FDPR measured water temperature was 







(a)                  (b)                  (c) 
Figure 2.2.  FDPR and thermistor measured water bath temperature at different ambient air temperatures: 
(a) high ambient air temperature, (b) low ambient air temperature, (c) mid ambient air temperature (room 
temperature). 
 
The comparison of surface temperature measurements from the UAS FDPR 
thermal imagery and field IRTs consisted of correcting both thermal imagery and IRT 
measurements for set target and actual surface emissivity differences and atmospheric 
interference. The IRT surface temperature measurements corrected for atmospheric 
interference were considered as actual surface temperature and most accurate. UAS 
FDPR and IRT surface temperature measurements were corrected at three different levels 
and compared (Table 2.4, Figure 2.3). The three levels of corrections were no corrections, 
corrections for emissivity differences between set sensor emissivity and actual surface 
emissivity, and corrections for atmospheric interference which included corrections for 
emissivity. Of the nine comparisons, the non-corrected IRT and emissivity corrected  
Table 2.4.  Statistical results of comparison of measured surface temperature from UAS FDPR and 
field IRTs at different levels of corrections. 
IRT Calibration Method UAS FDPR Calibration Method MAE MBE RMSE R2 
None None 1.98 -1.22 2.50 0.79 
None e 1.37 -0.03 1.76 0.90 
None Atm 1.42 -0.35 1.80 0.89 
e None 3.19 -2.99 3.90 0.57 
e e 2.15 -1.80 2.67 0.80 
e Atm 2.36 -2.13 2.86 0.77 
Atm None 2.52 -2.01 3.18 0.70 
Atm e 1.65 -0.82 2.15 0.86 
Atm Atm 1.78 -1.14 2.24 0.85 
None – no corrections  
e – corrections for emissivity differences  
Atm – corrections for atmospheric interference (includes emissivity corrections) 
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UAS thermal measurements had the highest agreement with a RMSE of 1.76 degree 
Celsius and a R2 of 0.90. The actual surface temperature measurements (IRT 
measurements corrected for atmosphere interference) compared best with the emissivity 
corrected FDPR thermal imagery (RMSE: 2.15, R2: 0.86) while comparisons with the 
FDPR thermal measurements corrected for atmospheric interference yielded a RMSE of 
2.24 and a R2 of 0.85. 
 
 
Figure 2.3.  Comparison of surface temperature measurements from UAS FDPR thermal camera and 
field IRTs at different correction levels: (a) non-corrected IRT and UAS FDPR, (b) non-corrected IRT 
and emissivity corrected UAS FDPR, (c) non-corrected IRT and atmospherically corrected UAS FDPR, 
(d) emissivity corrected IRT and non-corrected UAS FDPR, (e) emissivity corrected IRT and UAS 
FDPR, (f) emissivity corrected IRT and atmospherically corrected UAS FDPR, (g) atmospherically 
corrected IRT and non-corrected UAS FDPR, (h) atmospherically corrected IRT and emissivity 




Three different UAS FDPR calibration models were developed and assessed 
based on comparison of surface temperature measurements from the UAS FDPR and 
field IRTs (Figure 2.4). The linear and second order polynomial model coefficients are 
listed in Table 2.5. All three calibration models performed well improving UAS thermal 
measurement accuracy (Table 2.6). The ANN model performed best in comparison to the 
IRT surface temperature measurements corrected for atmospheric interference (RMSE: 
1.12, R2: 0.94).   
Table 2.5.  Linear (Eq. 5) and second order polynomial (Eq. 6) FDPR calibration model coefficients. 
Linear model coefficients Second order polynomial model coefficients 
𝛽0 569.6453 𝛽0 -12192.8655 𝛽7 -0.0196 𝛽14 -0.4039 
𝛽1 0.4236 𝛽1 25.9004 𝛽8 -0.030 𝛽15 -0.0041 
𝛽2 0.4062 𝛽2 -20.1826 𝛽9 -0.0252 𝛽16 -0.0123 
𝛽3 -0.0098 𝛽3 15.9142 𝛽10 0.6130 𝛽17 -3.8417 
𝛽4 0.0080 𝛽4 17.4669 𝛽11 0.0024 𝛽18 -0.0020 
𝛽5 -583.0948 𝛽5 6804.1218 𝛽12 0.0415 𝛽19 -13.9106 




(a)               (b)            (c) 
Figure 2.4.  Comparison of (a) linear, (b) second order polynomial, and (c) ANN calibrated UAS FDPR 




Table 2.6.  Statistical performance of UAS FDPR thermal calibration models. 
Model MAE MBE RMSE R2 
Linear 1.00 0.46 1.27 0.93 
Second Order Polynomial 0.91 0.14 1.24 0.94 




The UAS thermal images used in this study were collected at 240 m AGL, which 
limited the testing and development of the thermal calibration models discussed in 
section 2.2.5 to a single sensor altitude. The atmospheric interference on thermal imagery 
is dependent on both atmospheric conditions and the altitude at which remotely-sensed 
thermal imagery is collected. Figure 2.5 depicts the changes in atmospheric Lu, Ld and τ 
on 9 August 2018, at the field site in relation to changes in remote sensing altitude.  
Figure 2.5 shows that sensor altitude affects the Lu and τ terms while Ld is unaffected. As 
sensor altitude decreases, Lu decreases and τ increases both contributing to less 
interference by the atmosphere. Figure 2.6 shows the differences in atmospherically 
corrected thermal imagery collected at four different altitudes. MODTRAN was used to 
determine atmospheric interference at each altitude based on the modeled atmospheric 
profile at the field site on 9 August 2018. Figure 2.6 demonstrates that thermal imagery 
collected at different altitudes is affected differently by the atmosphere given that the 
slopes and intercepts of the corrected versus uncorrected temperature lines are different.  
It also is apparent that there is a range of measured temperatures where the effects of 
atmospheric interference are not largely different at varying sensor altitudes for this given 
day. Figure 2.7 shows the absolute temperature differences between atmospherically 
corrected thermal imagery collected at 240 m AGL and corrected thermal imagery 
collected at 30 m, 60 m, and 120 m AGL. The vertical dashed lines in Figure 2.7 depict 
an absolute one-degree Celsius difference between the atmospherically corrected thermal 
imagery collected at 240 m AGL and corrected thermal imagery collected at 30 m, 60 m, 
and 120 m AGL. For example, if thermal imagery collected at a remote sensing altitude 
of 120 m AGL were corrected using the calibration models described in section 2.2.5, 
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measured temperatures between 11 and 37 degrees Celsius should have no more than an 
additional one-degree Celsius error compared to imagery collected and corrected at a 
remote sensing altitude of 240 m AGL.  
  
 
Figure 2.5.  Modeled Lu, Ld, and τ at the UAS scene center time on 9 August 
2018, at different sensor altitudes.  
 
 
Figure 2.6.  Corrected temperature at different sensor altitudes based on 
modeled Lu, Ld, and τ at the scene center time on 9 August 2018, using the 





Figure 2.7.  Absolute temperature differences in atmospherically corrected 
thermal imagery collected at 240 m AGL and thermal imagery collected at 30 
m, 60 m, and 120 m AGL based on MODTRAN modeled atmospheric 
interference on 9 August 2018.  Vertical dashed lines represent a potential one-
degree Celsius error for each sensor altitude compared to atmospherically 
corrected thermal imagery collected at 240 m AGL. 
2.4. Discussion 
The water bath tests conducted in a controlled environment demonstrated some of 
the working capabilities and accuracy of the FDPR camera. The differences in measured 
water bath temperature between the FDPR camera and thermistor were often outside the 
specified accuracy of the FDPR camera (± 5 degrees Celsius). These tests also identified 
instability in FDPR thermal measurements for a duration after powering the camera on, 
where the FDPR camera recorded fluctuations in temperatures not truly present. It 
appeared that the FDPR accuracy increased as the camera was powered on longer, which 
is supported in Figure 2.2. Other studies have presented similar findings (Ribeiro-Gomes 
et al., 2017; Kelly et al., 2019), which poses an issue for previous studies that have used 
these types of cameras and assumed an adequate measurement accuracy. While the FDPR 
measurement inaccuracy is troubling, the instability of the FDPR camera may be 
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improved through the camera’s FFC event or calibration shutter, which is meant to re-
calibrate the sensor array by accounting for changes in camera body temperature and 
individual pixel drift. This calibration event takes place automatically based on internal 
camera parameters and can also be manually initiated. In the case of the water bath 
experiments, the FFC event was automatically completed by the camera. Given the 
fluctuations of temperatures measured by the FDPR in the minutes following power-up, 
the FFC event may not have occurred often enough to address the measured fluctuations, 
especially during the minutes after initial power-up where the sensor begins to warm. 
Completing the FFC event more regularly, either through a modified firmware from the 
manufacturer or manually, may minimize the fluctuations in measured temperatures. The 
results of the water bath experiment raise concerns on the accuracy of the FDPR camera 
that may need to be addressed in further research or by the manufacturer.    
The FDPR camera performed better in the field experiment in terms of accurately 
measuring surface temperature when compared to IRT measurements. In the field 
analysis, the FDPR camera and IRTs were subject to atmospheric interference which can 
enhance or attenuate the thermal infrared signal. The FDPR and IRT temperature 
comparison analysis assumed the IRT measurements corrected for atmospheric 
interference provided actual surface temperature measurements. The IRT measurements 
were corrected for atmospheric interference using the Barsi et al. (2003) online 
atmospheric profile calculator and MODTRAN to model the Ld, Lu and τ parameters used 
to characterize the atmospheric profile. This method may raise some concern as it was 
originally intended to correct thermal imagery acquired with satellites. In modeling the 
Ld, Lu and τ parameters using this method, the assumption that the Lu and τ terms were 
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negligible (Lu=0, τ=1) in contributing to atmospheric interference minimized the potential 
error associated with correcting atmospheric interference using this method. The Ld term 
was unaffected by path length (distance from sensor to surface measured) assuming τ=1, 
while the Lu and τ terms were dependent on path length, which was small for the IRT in 
comparison to the path length of the UAS when collecting thermal imagery. In addition, 
the effects of the Ld term on the thermal infrared signal were relatively small compared to 
the Lu and τ terms, as the contributing interference due to Ld was attributed to the 
reflected downwelling longwave radiation or (1-ε)Ld (see Eq. 2.1). Overall, the 
assumption that the IRT measurements corrected for atmospheric interference most 
accurately represented actual surface temperature provided greater confidence in the 
comparisons with UAS acquired thermal imagery.    
The comparison of atmospherically corrected UAS and IRT surface temperature 
measurements using the modeled atmospheric profile and MODTRAN presented some of 
the limitations of this method. While there were slight improvements in surface 
temperature comparisons from no correction (RMSE: 2.50, R2: 0.79) to full atmospheric 
interference corrections (RMSE: 2.24, R2: 0.85), the desired accuracy of UAS surface 
temperature measurements needed for various applications was not met. The lack of 
accuracy may be attributed to the limitation on modeling the atmospheric profile at low 
altitudes and the overall short path length in UAS remote sensing compared to that of a 
satellite. The modeled atmospheric profile and MODTRAN method was originally used 
in correcting thermal imagery from satellites, where the entire atmospheric profile affects 
the thermal infrared signal. With UAS remote sensing, there is far less atmosphere 
affecting the thermal infrared signal, however, the low altitude atmosphere contains the 
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most variation in air temperature and humidity which are important factors contributing 
to atmospheric interference. In Figure 2.5, the rate of change for the Lu and τ terms varied 
based on altitude, showing that atmospheric interference is more prominent at lower 
altitudes. The method using MODTRAN may not be able to accurately distinguish the 
fine yet present changes in these parameters at low altitudes typically seen in UAS 
remote sensing. The apparent bias in the comparisons (Table 2.4, Figure 2.3) where UAS 
temperature measurements were overall lower than IRT measurements may also present 
an argument on the limitations of this method for correcting UAS thermal imagery. 
Given the results of correcting FDPR remotely-sensed thermal imagery using the 
modeled atmospheric profile and MODTRAN, a different method of obtaining increased 
accuracy in UAS-based surface temperature measurements was desirable. The linear, 
second order polynomial, and ANN models proposed and tested in this study all 
performed better at correcting UAS FDPR measurements when compared to IRT 
measurements corrected for atmospheric interference. These additional models offered 
increased FDPR measurement accuracy and a simplified approach that does not require 
modeling the atmospheric profile and MODTRAN. While the calibration models 
discussed in section 2.2.5 use common atmospheric parameters including air temperature, 
relative humidity, and atmospheric pressure as explanatory variables, the models may not 
properly characterize atmospheric interference at other UAS remote sensing altitudes and 
locations. Figure 2.7 provides insight on quantifying the potential error if the proposed 
calibration models from section 2.2.5 are used at different remote sensing altitudes; 
however, the information provided in Figures 2.5–2.7 are specific to a certain location, 
time, and sensor. While these models are easier to implement, they have potential to 
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account for atmospheric interference and sensor bias simultaneously, whereas the method 
using MODTRAN had no specific capabilities for correcting sensor bias.  
The methods used in this research for correcting UAS thermal imagery may be 
restrictive for certain users or yield lower accuracy in corrected imagery based on 
location and sensor. The MODTRAN radiative transfer code is a licensed software that 
must be purchased, which limits its use by a wide audience constricting the potential to 
further test this method as a viable means for correcting UAS-based thermal imagery. 
The calibration models presented in section 2.2.5 were developed at a specific location 
using a single thermal infrared camera, which may limit their use at different locations, 
altitudes, and sensors. In addition, the potential sensor bias present with the FDPR used 
in this study may not be present in other thermal cameras, further decreasing the 
usefulness of the models presented in section 2.2.5. Other means for correcting thermal 
imagery may involve direct measurements of the components needed in Eq. 2.1 similar to 
Berni et al. (2009), who modeled the Lu and τ components using MODTRAN and 
measured the Ld component with a thermal sensor. Preliminary work has shown that there 
is a strong linear correlation between Ld and the Lu and τ parameters when using the 
modeled atmospheric profile and MODTRAN for a satellite like Landsat (Barker, 2018c). 
Further work is needed to determine if direct measurements of Ld contains a similar 
correlation to Lu and τ at typical UAS remote sensing altitudes and sensors.  
2.5. Conclusion 
Thermal infrared remote sensing is used in various agricultural applications and 
models for determining water stress and plant health. Satellite and manned aircraft 
remote sensing platforms have been the primary means for collecting remotely-sensed 
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imagery while UAS have recently gained a greater foothold in remote sensing due to their 
flexibility and lower cost. Several thermal cameras are available as UAS payloads 
capable of collecting non-radiometric and radiometric thermal imagery. This study 
assessed a FLIR Duo Pro R, a radiometric thermal camera, and determined methods for 
increasing thermal measurement accuracy in agricultural applications. The assessment 
included laboratory and field-based testing. The water bath test results showed that the 
FDPR thermal camera had a degree of measurement instability that lasted several minutes 
after power-up. In addition, the FDPR water bath temperature measurements were 
consistently outside the manufacturer’s stated measurement error tolerance when 
compared to the thermistor-based water temperature measurements, with differences 
between FDPR and thermistor water temperature measurements typically decreasing with 
time. A warm-up period is recommended to surpass the instability of the FDPR camera 
after power-up, with longer warm-up periods likely enhancing FDPR measurement 
accuracy. 
 Surface temperature measurements from the UAS FDPR thermal imagery and 
field IRTs were compared to quantify the accuracy of remotely-sensed thermal 
measurements. Corrections for emissivity differences between set sensor emissivity and 
actual surface emissivity, along with atmospheric interference, were applied to both the 
UAS FDPR thermal imagery and IRT surface temperature measurements. Comparisons 
were made at different levels of corrections including no corrections, corrections for 
emissivity differences only, and corrections for atmospheric interference. Nine different 
comparisons were made at the various levels of corrections with the IRT surface 
temperature measurements corrected for atmospheric interference considered most 
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accurate or as the actual surface temperature. While the initial assumption would be that 
the UAS FDPR thermal imagery and IRT measurements corrected for atmospheric 
interference would compare best, the UAS FDPR thermal imagery corrected for 
emissivity only had the strongest agreement with the atmospherically corrected IRT 
measurements. 
 Three additional FDPR calibration models were developed as an alternative 
method of correcting UAS FDPR thermal imagery. The linear, second order polynomial, 
and ANN calibration models developed to improve accuracy of the UAS FDPR thermal 
imagery all performed similarly. Model development was based on using similar 
parameters used in modeling the atmospheric profile with the Barsi et al. (2003) online 
atmospheric profile calculator. All three models performed better at correcting UAS 
FDPR thermal imagery compared to the method using the modeled atmospheric profile 
and MODTRAN. These calibration models provided a simple yet accurate means of 
correcting UAS FDPR thermal imagery without the need of a licensed software like 
MODTRAN. While the newly developed calibration models performed well, they may 
not perform similarly to UAS thermal imagery collected at different altitudes and 
locations. The calibration models developed in this study are likely not suitable as a 
universal calibration approach, but rather sheds light on the process of obtaining accurate 
UAS remotely-sensed surface temperature measurements.  
This study provided a better understanding of the accuracy and stability of the 
FDPR thermal camera, demonstrating the need for atmospheric interference corrections 
and camera warm-up period before collecting imagery. With thermal imagery often used 
in monitoring vegetative conditions and water stress, the need for accurate surface 
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temperature measurements is imperative. The UAS FDPR calibration models developed 
and tested in this study provided an additional and simplified approach to correcting 
thermal imagery for atmospheric interference while increasing FDPR thermal 
measurement accuracy. By increasing the accuracy of UAS thermal remote sensing, the 
various agricultural applications that utilize this data will benefit greatly and may lead to 
better decisions with managing agricultural systems.  
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CHAPTER 3.  ESTIMATING MAIZE AND SOYBEAN SURFACE ENERGY 
FLUXES AND EVAPOTRANSPIRATION USING TWO-SOURCE ENERGY 
BALANCE, WATER BALANCE, AND HYBRID MODELS INFORMED WITH 
UNMANNED AERIAL SYSTEM REMOTE SENSING. 
Abstract 
Spatial energy balance fluxes and daily evapotranspiration were modeled using 
the Two-Source Energy Balance, water balance, and hybrid models informed with 
multispectral and thermal infrared imagery acquired with an unmanned aerial system.  
Thermal imagery used to inform the two-source energy balance model was calibrated 
using three different methods.  The study modeled fluxes and evapotranspiration over 
irrigated and rainfed maize and soybean fields in eastern Nebraska from 2018-2020.  The 
modeled spatial fluxes and evapotranspiration were weighted and aggregated using a 
two-dimensional flux footprint and compared against half-hourly eddy covariance 
measured fluxes and evapotranspiration forced for closure using the Bowen ratio method.  
The two-source energy balance model was tested using the Priestley-Taylor and Penman-
Monteith approaches for estimating latent heat flux.  The two-source energy balance 
model performed best with the Priestley-Taylor approach informed with thermal imagery 
calibrated using a linear model, resulting in daily evapotranspiration comparisons with a 
mean bias error (MBE) of 0.11 mm day-1 and root mean squared error (RMSE) of 0.46 
mm day-1.  The water balance model was updated with reflectance-based crop 
coefficients calculated from unmanned aerial system multispectral imagery.  Water 
balance estimated daily evapotranspiration resulted in a MBE of -0.25 mm day-1 and 
RMSE of 0.76 mm day-1.  The hybrid model assimilated estimated evapotranspiration 
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from the two-source energy balance and water balance models.  The hybrid model used 
estimated evapotranspiration from the Priestley-Taylor two-source energy balance 
approach with thermal imagery calibrated using a linear model.  The assimilation used a 
weighting factor calculated from the error variance of the two-source energy balance and 
water balance estimated evapotranspiration in comparison to measured 
evapotranspiration from the eddy covariance systems, resulting in weighting factors of 
0.61 and 0.74 for maize and soybean, respectively.  The hybrid model with the new 
weighting factors resulted in daily evapotranspiration comparisons with a MBE of 0.02 
mm day-1 and RMSE of 0.42 mm day-1.  Comparing the water balance and hybrid models 
over the growing season, cumulative evapotranspiration from the hybrid model compared 
more favorably to cumulative measured evapotranspiration from eddy covariance 
systems, though the difference in the water balance cumulative evapotranspiration was 
less than ten percent of the total seasonal value.  The hybrid model showed improved 
performance in estimating daily evapotranspiration compared to the water balance model 
alone.    
3.1. Introduction 
Energy is the key driving force responsible for vegetation growth.  Numerous 
studies have analyzed the interactions at the earth’s surface to better understand the 
surface-atmosphere exchange of mass and energy in agricultural applications.  In 
irrigation water management, having a well-developed understanding of the surface-
atmosphere interaction can provide information for detecting and estimating crop water 
stress and evapotranspiration (ET).  Estimates of spatial crop ET have become more 
important as variable rate irrigation (VRI) technology advances, giving producers 
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opportunities to manage spatial irrigation more efficiently.  The enhanced understanding 
of spatial crop water requirements and ET have allowed producers to better manage 
irrigation leading to more sustainable and efficient use of water resources.   
Several approaches have been developed to quantify daily ET spatially.  The 
traditional dual crop coefficient method from FAO 56 (Allen et al., 1998) has been the 
centerfold for estimating ET with others utilizing a form of this method in their own 
approaches.  Neale et al. (1989) developed a multispectral reflectance-based crop 
coefficient (Kcbrf) for corn which allowed for real-time tracking of crop growth based on 
remotely-sensed data. They used canopy reflectance data to derive relationships between 
vegetation indices (VI) and crop coefficients providing a more realistic estimation of ET 
with varying field conditions, which was an improvement from the standard dual crop 
coefficient method (Neale et al., 1989; Singh and Irmak, 2009).   
In addition to crop coefficient models, efforts have been made to better 
understand the energy interactions at the earth’s surface.  Energy balance models can 
provide spatial estimations of surface energy balance fluxes which can be used in 
quantifying daily ET.  Energy balance approaches often use multispectral and thermal 
infrared measurements from either terrestrial or remote sensing platforms.  The upside to 
remote sensing, in comparison to terrestrial sensing, is the ability to readily collect spatial 
data, which become important for detecting spatial variations in ET.  One such model 
developed to assess land surface energy fluxes was developed by Norman et al. (1995), 
known as the Two-Source Energy Balance (TSEB) model, which computes surface net 
radiation, as well as sensible, latent, and soil heat flux components of for soil and canopy 
surfaces.  Others have utilized this energy balance approach to subsequently estimate 
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energy balance fluxes and ET (Kustas and Norman, 1999; Anderson et al., 1997, 2005; Li 
et al., 2005; Colaizzi et al., 2012a, 2014).  Several studies have provided modifications to 
the TSEB model parameterization for better flux estimations in row-crop systems.  In 
these types of systems, the vegetation is considered clumped or nonhomogeneous which 
affects the energy partitioning between canopy and soil.  Campbell and Norman (1998) 
provided a radiative transfer model for estimating how radiation interacts with the 
vegetation/soil surface.  Their procedures have since been further enhanced for row-crop 
systems through model parameter optimization (Colaizzi et al., 2012b).  Various 
approaches have been explored to better quantify the effects of vegetation clumping.  
Parry et al. (2019) evaluated radiative transfer models with five different clumping 
indices including the rectangular hedgerow clumping index, the geometric elliptical 
hedgerow model, and the continuous ellipse model.  While their study included clumping 
indices of varying complexities, their results showed good agreement among all methods 
when compared to measured transmitted solar radiation.   
Since the initial proposal of the TSEB model, others have introduced 
modifications on how fluxes are estimated.  The original model proposed the Priestley-
Taylor (PT) approximation for estimating canopy latent heat flux while the Penman-
Monteith (PM) method was included to better account for variations in vapor pressure 
deficit (Norman et al., 1995; Colaizzi et al., 2014).  Barker et al. (2018a) conducted a 
study near Mead, NE comparing modeled energy balance fluxes using the PT and PM 
approximations.  Their results of comparing modeled fluxes to measured fluxes from 
eddy covariance (EC) systems indicated that the PT method outperformed the PM 
method which was contrary to the results of Colaizzi et al. (2014).  The TSEB model also 
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has the potential to use the series or parallel resistance frameworks in calculating sensible 
heat flux (Kustas and Norman, 1999).  The parallel approach does not allow for 
interaction between canopy and soil fluxes whereas the series approach permits this 
interaction.  While the parallel resistance framework may seem more desirable when 
using high resolution imagery, certain studies have indicated that the series resistance 
framework performs better (Kustas and Norman, 1999).   
With the crop coefficient and energy balance models using fundamentally 
different approaches, yet providing daily estimates of ET, combining these two models 
was sought to achieve higher accuracy in determining ET (Neale et al., 2006; Neale et al. 
2012).  The Neale et al. (2006) approach coupled the TSEB and water balance (WB) 
models, with the WB model updated using the Kcbrf methodology.  This allowed the 
TSEB model to estimate ET for days where remote sensing inputs were available while 
the WB model would interpolate and extrapolate between periods where remote sensing 
inputs were not available.  This approach is unique in that it provided correcting 
capabilities to the WB model based on the TSEB modeled ET which can help maintain 
the soil water balance throughout the growing season.  This hybrid modeling approach 
was compiled into the Spatial EvapoTranspiration Modeling Interface (SETMI, Geli and 
Neale, 2012) and used for managing spatial irrigation in recent studies (Barker et al., 
2018b; Bhatti et al., 2020).    
In recent years, unmanned aerial systems (UAS) have been used as remote 
sensing platforms with the potential to supply high spatial and temporal resolution data.  
The increased data resolution provided by UAS may help with irrigation management, as 
Barker et al. (2018a) noted the low temporal frequency of many satellite imaging systems 
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are a challenge for real-time irrigation management.  UAS-based imagery may be 
especially beneficial for informing the SETMI hybrid model as the increased temporal 
data will give better insight on actual ET through the TSEB model.  While the SETMI 
hybrid model has been used for managing variable rate irrigation, it has not been fully 
tested when informed with UAS-acquired data.  
The TSEB modeled daily ET plays a significant role in how SETMI tracks soil 
water content.  SETMI uses an assimilation process to combine the modeled ET from the 
TSEB and Kcbrf-updated WB models with the intent of increasing accuracy of modeled 
ET and soil water content. This assimilation process affects the stress coefficient in the 
dual crop coefficient equation, where incorrect assimilation will induce or reduce water 
stress not truly present.  Inaccurate estimations of ET from the TSEB model may 
negatively affect how SETMI tracks soil water content and adversely affect irrigation 
scheduling and management.  There is a need to quantify the accuracy of the hybrid 
model and its individual components, including whether the TSEB model is accurately 
estimating ET.   
This study leveraged UAS-acquired remotely-sensed multispectral and thermal 
imagery to inform the SETMI hybrid model for estimating spatial energy balance fluxes 
and ET over irrigated and rainfed maize and soybean fields.  Both the TSEB and Kcbrf-
updated WB models were evaluated to develop updated hybrid model assimilation 
parameters.  This process required modeling daily ET using the two models and 
computing the error variance of modeled and measured daily ET.  The study included 
data from 2018-2020 collected over three different fields each containing EC systems.  
Imagery was collected with UAS on multiple occasions throughout the growing seasons 
58 
 
totaling seventy flights over thirty-three different dates.  The TSEB model, which runs 
within the SETMI hybrid model, was tested using the Penman-Monteith and Priestley-
Taylor parameterization for estimating LE.  Modeled spatial fluxes were weighted and 
aggregated using a two-dimension flux footprint and compared to measured half-hourly 
EC fluxes and daily ET.  Results from the analysis quantified the potential error of the 
hybrid model when using UAS data which helped determine how the hybrid model may 
perform when used in managing VRI. 
3.2. Materials and Methods 
3.2.1. Two-Source Energy Balance Model 
The TSEB model proposed by Norman et al. (1995) estimates the surface energy 
balance components of net radiation (Rn), latent (LE), sensible (H), and soil heat fluxes 
(G).  The model requires surface radiometric temperature and multispectral reflectance 
remotely-sensed imagery and calculates fluxes on a pixel basis.  This model is capable of 
estimating fluxes for vegetation and soil separately by utilizing fraction of vegetative 
cover derived from the high-resolution multispectral reflectance imagery.  The model 
partitions fluxes for the canopy and soil energy balance expressed as: 
 Rnc = LEc + Hc (3.1) 
 Rns = LEs + Hs + G (3.2) 
where subscripts c and s refer to canopy and soil, respectively.  The model uses the 
surface radiometric temperature as a main driving factor for estimating energy fluxes.  
Radiometric temperature is partitioned into canopy and soil temperature using Eq. 3.3, 
where Trad(θ) is measured radiometric temperature from view angle θ, Tc and Ts are 
canopy and soil temperatures, respectively, and f(θ) is the fraction of canopy cover 
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viewed in the scene from view angle θ.  f(θ) was calculated for clumped vegetation 
following Anderson et al. (2005). 
Canopy and soil net radiation were calculated based on methodology from 
Campbell and Norman (1998) which was further described in Li et al. (2005).  Canopy 
and soil net radiation were calculated individually using:  
 Rnc = Lnc + (1 − τs)(1 − αc)S (3.4) 
 Rns = Lns + τs(1 − αs)S (3.5) 
where τs is canopy solar transmittance, S is incoming shortwave radiation, and αc and αs 
are canopy and soil albedos, respectively.  Lnc and Lns are longwave radiation from 
canopy and soil, respectively, and were calculated using:  
 Lnc = [1 − exp(−KLΩLAI)][ LSky + Ls − 2Lc] (3.6) 
 Lns = exp(−KLΩLAI) LSky + [1 − exp(−KLΩLAI)]Lc − Ls (3.7) 
where Lsky, Lc, and Ls are longwave radiation from the sky, canopy, and soil, 
respectively, calculated following Colaizzi et al. (2012), KL is the extinction coefficient, 
LAI is leaf area index, and Ω is the clumping index.  The parameters τs, αc, αs, and KL 
were calculated following Campbell and Norman (1998) and Ω was calculated following 
Anderson et al. (2005).  Visible and near-infrared vegetation absorptivity values used in 
the net radiation model are listed in Table 3.1.  Due to the different tillage regimens 
between fields, varying amounts of crop residue were present which affected soil surface 
albedo values used in calculating net radiation.  Soil surface albedo for the visible and 
near-infrared spectrums were measured in each field shortly after planting using net 
radiometers measuring the shortwave and visible spectrums (Table 3.2).  
 Trad(θ) = [f(θ)TC









Green vegetation 0.85[a] 0.20[b] 0.98[b] 
Senesced vegetation 0.49[c] 0.13[c] 0.95[d] 
[a] Colaizzi et al. (2012b) 
[b] Brunsell and Gillies (2002) 
[c] Houborg et al. (2009) 
[d] Geli et al. (2014) 
   
 
Table 3.2.  Measured visible and near-infrared soil surface reflectance (soil and crop residue). 
Year - Field Visible Reflectance Near-Infrared Reflectance 
2018-CSP1 0.06 0.19 
2018-CSP2 0.10 0.29 
2018-CSP3 0.07 0.26 
2019-CSP1 0.07 0.19 
2019-CSP2 0.08 0.22 
2019-CSP3 0.08 0.25 
2020-CSP1 0.07 0.19 
2020-CSP2 0.07 0.25 
2020-CSP3 0.07 0.25 
 
The soil heat flux is traditionally modeled as a fraction of soil net radiation (Rns) 
using:  
 G = CGRns (3.8) 
where values for CG have varied.  Norman et al. (1995) used a value of 0.35 as this was 
between the likely limits of 0.2 and 0.5 (Choudhury et al., 1987) while Brutsaert (1982) 
recommended using 0.3 for bare soil.  In preliminary modeling, soil heat flux was 
overestimated in fields CSP2 and CSP3 when planted as soybean.  The overestimation of 
soil heat flux may have been due to significant maize crop residue from the previous year 
as fields CSP2 and CSP3 were under a no-till regimen.  To improve soil heat flux 
estimations, measured soil heat flux was compared to measured net radiation before crop 
emergence.  It was assumed all radiation received at the surface could be considered Rns 
as no vegetation was present and measured soil heat flux ratios were determined using CG 
= G/Rns.  The measured soil heat flux ratios were between 0.29-0.3 for the fields when 
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planted as maize. CSP2 and CSP3 measured soil heat flux ratios were between 0.19-0.21 
when planted as soybean.  It appeared that crop residue affected soil heat flux and the 
measured soil heat flux ratios were used in modeling (Table 3.3). 
Table 3.3.  Measured soil heat flux ratios (G/Rns). 
Field 
Year 
2018 2019 2020 
CSP1 0.30 0.30 0.30 
CSP2 0.20 0.29 0.19 
CSP3 0.21 0.29 0.19 
   
The TSEB model within SETMI includes the option for estimating LEc using the 
Priestley-Taylor (PT, Eq. 3.9) and Penman-Monteith (PM, Eq. 3.10) approaches.  The PT 
and PM approaches followed notation similar to Colaizzi et al. (2014): 
 
where Rnc is the net radiation of the canopy portion, αPT is the Priestley-Taylor constant, 
fg is the fraction of green vegetation, ∆ is the slope of vapor pressure-temperature curve, 
γ is the psychrometric constant, cpm is the specific heat of moist air, ρm is the density of 
moist air, es and ea are the saturated and actual vapor pressures, respectively, Ra is the 
aerodynamic resistance to heat transfer, and γ∗ = γ(1 + Rc/Ra) where Rc is the bulk 
canopy resistance set at an initial value of 50 s m-1 and adjusted to prevent negative LEs 
(Colaizzi et al., 2012).  The average of air temperature and canopy temperature were used 
to calculate ∆ and γ through an iterative solution similar to Colaizzi et al. (2016) and 
Barker et al. (2018a).  The αPT was initially set to 1.26 and reduced in 0.01 increments 
 





Hc = Rnc − fg [(
∆
∆ + γ∗
) Rnc + cpmρm
(es − ea)
Ra(∆ + γ∗)
]     (3.10) 
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until the energy balance was satisfied (Li et al., 2005; Barker et al., 2018a).  Soil sensible 
heat flux was calculated using the series resistance framework using: 
where ρCp is the volumetric heat capacity of air, TS and TAC are soil and canopy air space 
temperatures, respectively, and Rs is the resistance to heat flow in the boundary layer 
directly above the soil surface (Norman et al., 1995).  Rs was calculated following Kustas 
and Norman (1999): 
where c = 0.0038, b = 0.024, and us was the wind speed near the soil surface.  Values for 
c and b have been shown to vary based on crop growth stage and surface roughness 
(Sauer et al., 1995).  While Kustas and Norman (1999) used values of c = 0.0025 and b = 
0.012, this study found the increased values for these constants performed better 
throughout the season, but a further analysis is likely needed to determine if these 
constants should vary in relation to crop growth stage similar to what Sauer et al. (1995) 
discussed.  LEs was calculated as the residue to the soil energy balance (LEs = Rns – Hs – 
G).  If LEs was negative, the model followed the process described in Norman et al. 
(1995) for recalculating Hs, Hc, and LEc based on LEs equal to zero.  
The TSEB model within SETMI produced instantaneous spatial fluxes for days 
when thermal imagery was available.  Instantaneous LE produced by the model was 
scaled up to a daily ET following Chavez et al. (2008): 





Rs =  
1












where subscripts d and i are daily and instantaneous values, respectively, 𝐸𝑇𝑟 is tall grass 
reference ET, and λ was calculated following Ham (2005).    
The TSEB model used crop biophysical parameters including LAI, crop height 
(hc), fraction of vegetative cover (fc), and fraction of green vegetation (fg) in various 
calculations.  LAI and hc for maize and soybean were modeled using the UAS 
multispectral reflectance imagery following the methodology of Anderson et al. (2004):  
 y = (a × VI + b) × (1 + c × exp[d × VI]) (3.14) 
where y is modeled LAI or hc, VI is the OSAVI (Rondeaux et al., 1996) pixel value 
derived from the UAS multispectral imagery, and a, b, c, and d are coefficients.  The 
relationships for VI derived LAI and hc estimations for maize and soybean were updated 
based on UAS multispectral imagery and LAI and hc measurements collected at fields 
CSP1, CSP2, and CSP3 during the 2017 and 2018 growing seasons with updated model 
coefficients listed in Table 3.4.  The fc was calculated following Anderson et al. (2005), 
where the fraction of soil viewed through the canopy and between rows (fsoil(θ)) at a nadir 
view angle (θ=0) is: 


















following Choudhury et al. (1994), which differs from Anderson et al. (2005) who 
defined fveg as the ratio of canopy width to row spacing.  NDVImax and NDVImin 
correspond to NDVI (Kriegler et al., 1969) values of full vegetation (0.89) and bare soil 
(0.1), respectively, and α was set to 0.625 (Li et al., 2005).  LAIL is the local leaf area 
index defined as LAI/fveg and fc was calculated as fc =1–fsoil(0).  The fg was calculated 
based on LAI, where fg was considered one during the development stage or until the 
maximum modeled LAI was reached.  As modeled LAI decreased later in the season, fg 
was calculated as the fraction of current LAI to maximum LAI (LAI/LAImax).    
Table 3.4.  Regression coefficients for OSAVI-based estimation of LAI and 
hc for maize and soybean using UAS multispectral reflectance imagery. 
 Regression coefficients 
y Crop a b c d 
LAI Maize 1.488 -0.146 0.6483 2.254 
LAI Soybean 4.181 -0.5018 0.00106 7.132 
hc  Maize 1.929 -0.04625 3.275e-4 7.914 
hc  Soybean 1.143 -0.03768 2.1e-10 23.02 
 
3.2.2. Water Balance Model 
The WB model within SETMI was ran as a daily water balance accounting for 
effective precipitation, net irrigation (Inet), runoff (RO), deep percolation (DP), and ET.  
While the WB model generally followed FAO-56 (Allen et al., 1998), certain 
modifications were made and are discussed in detail in Barker et al. (2018a).  Soil 
evaporation was modeled similarly to Allen et al. (2007) and was dampened by twenty-
five percent following Barker et al. (2018b).  This method required estimates of fc which 
was calculated based on the methods described in section 3.2.1.  Maximum modeled root 
depth was limited to 1.2 m and 1.0 m for maize and soybean, respectively, and minimum 
root depth was 0.1 m for both crops.  The fraction of depletion before water stress 
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occurred was adjusted for evaporative demand (Allen et al., 1998), with values of 0.55 
and 0.5 used for maize and soybean, respectively (Barker et al., 2018a).  Surface runoff 
was calculated using a curve number of 0.75 in the USDA Natural Resources 
Conservation Service runoff equation (USDA, 2004).  Net irrigation was computed 
assuming a ninety percent irrigation application efficiency. 
The WB model requires soil data properties including field capacity (FC), 
permanent wilting point (WP), and initial volumetric water content.  WP was obtained 
from the USDA-NRCS Soil Survey Geographic (SSURGO) database (Soil Survey Staff, 
2016a), FC was assumed to be 400 mm m-1, and the initial volumetric water content was 
assumed to be at FC on day-of-year 120, similar to Barker et al. (2018a).   
The model accounts for daily ET using the dual crop coefficient method updated 
with Kcbrf.  Campos et al. (2017) developed new SAVI-to-Kcbrf relationships for maize 
and soybean: Kcbrf = a(SAVI) + b, where a and b were 1.414 and -0.020, respectively, for 
maize, and 1.258 and -0.006, respectively, for soybean, and SAVI was the soil adjusted 
vegetation index (Huete, 1988).  The Campos et al. (2017) method calculated daily SAVI 
values based on multispectral reflectance imagery and growing degree days (GDD).  It 
included a two-stage process with increasing and decreasing slopes during the first and 
second stages, respectively, representing crop growth and senescence (Barker et al., 
2018a):  
 
where SAVIj is the estimated SAVI for the current day, SAVImax is the maximum SAVI 
or peak seasonal SAVI value for a given pixel, CGDDj is cumulative GDDs for the 
 SAVIj =  min[exp(a1CGDDj




current day (NDAWN, 2017), a and b are linear regression coefficients, and the 
subscripts 1 and 2 represent the two stages of growth.  Using the dual crop coefficient 
method (FAO-56; Allen et al., 1998), WB estimated daily ET was calculated using: 
where Kcb, Ks, and Ke are the basal crop, water stress, and soil evaporation coefficients, 
respectively, and ETr was tall reference ET.  Using the Kcbrf method, Kcb in Eq. 3.19 was 
replaced with Kcbrf from the modeled SAVI-to-Kcbrf curves. 
3.2.3. Hybrid Model 
The hybrid methodology assimilates TSEB ET (ETTSEB) and WB ET (ETWB) 
through a simplified statistical interpolation equation (Neale et al., 2012) using: 
where ETAWB is the ETWB after assimilation of ETTSEB, ET
B
WB is the ETWB before 
assimilation, and W is a Kalman gain. W was computed using the error variance of the 
ETTSEB and ETWB following Neale et al. (2012): 
where ε2 is the normalized observation error, and σA
2  and σB
2  are the error variances in 
ETTSEB and ETWB before assimilation, respectively, with respect to EC measured ET 




WB were attributed to modeled water stress 
(Ks, Eq. 3.19).  Ks was modified through back-calculating Ks after substituting ET
A
WB for 
ET in Eq. 3.19 (Geli, 2012). The previous day modeled root zone depletion (D
A
rLast) was 
then computed with the new Ks value following Geli (2012) and Geli et al. (2014) by 
rearranging Eq. 84 of Allen et al. (1998) as D
A
rLast = TAW – Ks(TAW – RAW), where 
 ET = (KcbKs + Ke)ETr (3.19) 
 ETWB
A =  ETWB
B + W(ETTSEB − ETWB
B ) (3.20) 
 W =  ε2/(1 + ε2)  =  σB
2 /(σB
2 + σA
2 ) (3.21) 
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TAW and RAW are total and readily available water, respectively, and D
A
rLast was limited 
to be ≥ 0 (Geli et al., 2014).  The assimilation of ETTSEB was constrained in cases where 
neither model indicated water stress.  If the ETTSEB was greater than ETWB and the WB 
did not indicate stress (Ks=1), then the root zone water depletion was not adjusted.  In this 
scenario, the assimilated ET (ETAWB) was still used in WB calculations (Barker er al., 
2018a). 
3.2.4. Flux Footprint Modeling 
Given that the TSEB and WB models output spatial fluxes, a flux footprint was 
needed to compare modeled and measured fluxes and ET for the time of the UAS image 
collection overpass.  A two-dimensional flux footprint model from Kljun et al. (2015) 
was used for weighting and aggregating modeled spatial fluxes for the LE, H, and G 
components.  The inputs required for modeling the flux footprints were measured with 
the EC systems located in each field.  A field averaged crop height was used to determine 
the distance between the aerodynamic sensors and crop canopy.  A publicly available 
MATLAB (The MathWorks, Inc., Natick, MA) script implementing the two-dimensional 
flux footprint was used to calculate the footprint contributing to EC measurements.  The 
flux footprint model estimated ninety percent of the footprint area contributing to flux 
measurements and the remaining ten percent was accounted for through scaling.  An 
example of a generated flux footprint overlayed on a spatial flux map is shown in Figure 
3.1.  The net radiometer used for measuring Rn was a hemispherical sensor with ninety-
nine percent of the measured flux coming from an area with a radius of ten times the 
height of the sensor (Kipp and Zonen, 2002).  The footprint used to weight and aggregate 
the modeled spatial Rn for comparing to the net radiometer measurements was a 27.5 m 
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Figure 3.1.  Modeled flux footprint representing ninety percent of contributing footprint 
overlaid on modeled spatial flux. 
 
3.2.5. Research Site 
The three fields included in this study were located at the Eastern Nebraska 
Research and Extension Center near Mead, NE (Figure 3.2).  These fields have been part 
of the Carbon Sequestration Project (CSP) since 2001 and contain EC systems (Suyker et 
al., 20004).  The three fields were CSP1 (continuous irrigated maize), CSP2 (irrigated 
maize-soybean rotation), and CSP3 (rainfed maize-soybean rotation) and were 
approximately 50-65 ha in size (Table 3.5).  The fields are predominantly silty loam and 
silty clay loam (Soil Survey Staff, 2016b).  CSP2 and CSP3 were under no-till regimens 
and CSP1 was tilled after harvest and before planting to distribute crop residue more 
evenly. 





Figure 3.2.  Study site located at the Eastern Nebraska Research and Extension 
Center (ENREC) near Mead, NE.  The three fields included in this study were 
CSP1, CSP2, and CSP3 outlined in black. Image was retrieved from Landsat-8 
courtesy of the U.S. Geological Survey. 
 
Table 3.5.  Study site planting information.  
Year Field Crop Hybrid/Cultivar Planting Date Plant Population (plants/ha) 
2018 
CSP1 Maize DeKalb DKC-64-343 5/8/2018 91,120 
CSP2 Soybean Asgrow AG 36x6 5/10/2018 220,146 
CSP3 Soybean Asgrow AG 36x6 5/9/2018 251,825 
2019 
CSP1 Maize Pioneer 1366 AMXT 4/19/2019 79,637 
CSP2 Maize Pioneer 1366 AM 4/23/2019 77,299 
CSP3 Maize Pioneer 1366 AM 4/24/2019 65,132 
2020 
CSP1 Maize Pioneer P1366Q 4/20/2020 77,587 
CSP2 Soybean Asgrow AG 36x6 5/5/2020 265,591 
CSP3 Soybean Asgrow AG 36x6 5/6/2020 284,061 
 
3.2.6. Weather and Eddy Covariance Data 
Each field in this study (CSP1, CSP2, and CSP3) contained EC systems (Suyker 
et al., 2004, Suyker and Verma, 2009) with data available through the AmeriFlux 
program (USDOE, 2020).  Each station was equipped with various instrumentation 
including a Model R3 3D ultrasonic anemometer (Gill Instruments, Ltd., Lymington, 
Hampshire, UK), a LI7500 Open Path CO2/H2O Analyzer (LI-COR Biosciences, 
Lincoln, NE), a CNR 1 net radiometer (Kipp & Zonen B. V., Delft, The Netherlands), 
and HFT3 soil heat flux plates (Campbell Scientific, Inc., Logan, UT) (Suyker et al., 
2004).  Aerodynamic sensors were mounted 3.0 m above the ground and 6.2 m when the 
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crop was more than 1.0 m tall.  Net radiometers were mounted 5.5 m above the ground, 
and soil heat flux plates were installed at a 6.0 cm depth (Suyker et al., 2004).  
Corrections were applied and missing data filled as in Suyker and Verma (2009).   
The half-hourly flux data used in comparisons was forced for energy balance 
closure following Twine et al. (2002).  This method maintained the Bowen ratio by 
adjusting H and LE proportionally until the equation Rn – G = LE + H was satisfied.  
This method was applied on a daily scale to force closure in calculating a measured daily 
ET, where only daytime fluxes were included or when 𝑅𝑛 > 50 W m
-2.  
The TSEB model requires weather data like incoming solar radiation, air 
temperature, atmospheric pressure, and reference ET.  These data were obtained from the 
instrumentation located in each field, except for reference ET which was retrieved from 
the High Plains Regional Climate Center’s Agricultural Weather Data Network’s 
(AWDN) Mead Agronomy Farm weather station.   
3.2.7. Unmanned Aerial System Imagery 
The three CSP fields were imaged during the 2018, 2019, and 2020 growing 
seasons starting shortly after emergence (Table 3.6).  A DJI Matrice 600 with integrated 
MicaSense RedEdge multispectral and FLIR Duo Pro R thermal cameras was used to 
acquire imagery (see Ch. 2 for details).  Both cameras were mounted on a gimbal and 
positioned nadir to the ground surface during image acquisition flights.  Imagery was 
collected at 240 m above ground level using parallel flight lines.  Imagery was collected 
on clear sky days and within two hours of solar noon.  The multispectral and thermal 
imagery were processed into ortho-images using Pix4D Mapper (Pix4D, Prilly, 
Switzerland) with Figure 3.3 showing typical ortho-images produced by Pix4D.  Both 
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multispectral and thermal ortho-images were resampled to a spatial resolution of 1.0 m.  
The RedEdge multispectral ortho-images were radiometrically calibrated into reflectance 
using reflectance panel images collected before and after image acquisition flights.  The 
thermal ortho-images were calibrated using the MODTRAN radiative transfer code and 
linear model methods described in Maguire et al. (2021) (Ch. 2).   
Table 3.6.  Dates of UAS image collection over the three growing seasons.  
June 5, 2018 June 13, 2019 June 16, 2020 
June 27, 2018 June 28, 2019 June 24, 2020 
July 6, 2018 July 11, 2019 July 7, 2020 
July 11, 2018 July 18, 2019 July 12, 2020 
July 24, 2018 July 23, 2019 July 18, 2020 
August 1, 2018 August 4, 2019 July 22, 2020 
August 9, 2018 August 6, 2019 July 28, 2020 
August 29, 2018 August 13, 2019 August 3, 2020 
September 17, 2018 August 19, 2019 August 9, 2020 
 August 28, 2019 August 17, 2020 
  August 24, 2020 




Figure 3.3.  UAS false color-infrared multispectral (a) and thermal (b) ortho-images over CSP2 field.   
 
3.2.8. Model Performance Analysis 
The analysis of the TSEB model included testing with different initial model 




(hereafter referred to as TSEB-PT) or PM (hereafter referred to as TSEB-PM) approach 
and was tested using both parameterizations.  The UAS thermal imagery used to inform 
the TSEB model was calibrated using different methods.  The model was tested using 
UAS thermal imagery without any additional calibration, calibration using the 
MODTRAN radiative transfer code, and calibration using the linear model discussed in 
Maguire et al. (2021) (Ch. 2).  The modeled energy balance fluxes and daily ET were 
weighted and aggregated using a two-dimensional flux footprint.  Weighted and 
aggregated fluxes and daily ET were compared to half-hourly EC flux and ET 
measurements forced for closure using the Bowen ratio method discussed in section 2.4.  
Statistical comparisons were performed for the different TSEB modeling approaches.  
The WB assessment included comparing modeled ETWB from each field to measured 
ETEC.  The hybrid model analysis consisted of calculating the error variance of modeled 
ETWB and ETTSEB in comparison to measured ETEC.  Weighting factors for both maize 
and soybean were calculated and the hybrid model was tested using the new weighting 
factors comparing ET estimated by the hybrid model to ETEC.  The WB and hybrid 
models were also compared on a seasonal basis comparing cumulative modeled ET to 
cumulative measured ETEC. 
3.3. Results and Discussion 
Preliminary modeling using the thermal imagery calibrated with the linear model 
from Maguire et al. (2021) (Ch. 2) to inform the TSEB model resulted in overestimation 
of LE, which could be an indication of low surface temperatures used to inform the 
model.  The linear calibration model from Maguire et al. (2021) (Ch. 2) used infrared 
thermometer (IRT) surface temperature measurements as actual surface temperature and 
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the dependent variable in model development.  The IRT measurements were corrected for 
emissivity and downwelling radiance, with the downwelling radiance calculated using the 
MODTRAN radiative transfer code.  Correcting for downwelling radiance decreased IRT 
measurements which effectively reduced the surface temperature measurements in the 
calibrated UAS thermal imagery.  A new linear calibration model was developed 
following the methods of Maguire et al. (2021) (Ch. 2) but did not include correcting IRT 
measurements for downwelling radiance.  The model’s dependent variable used IRT 
surface temperature measurements corrected for emissivity (IRTe), and the independent 
variables included UAS non-corrected surface temperature measurements (UAS), 
modeled surface emissivity (ε), and atmospheric pressure (P, mb), air temperature (Tair, 
degrees Celsius), and relative humidity (RH) measured at the time of UAS flights (Eq. 
3.22).  The new linear calibration model was developed using the same data from 
Maguire et al. (2021) (Ch. 2), as well as data collected from the same field during the 
2020 growing season.  The updated linear calibration model resulted in a slight 
improvement in agreement when comparing emissivity corrected IRT measurements to 
UAS measurements calibrated with the new linear model (MAE: 0.87, MBE: -0.21, 
RMSE: 1.21, R2: 0.93) with model parameters listed in Table 3.7.  Correcting the IRT 
surface temperature measurements for downwelling radiance appeared to induce more 
noise than it did in providing beneficial corrections.  In addition to the improved 
agreement, IRT surface temperature measurements on average were approximately 0.8 
degrees Celsius higher which effectively increased calibrated UAS surface temperature 
measurements.   












The TSEB model was informed using UAS thermal imagery calibrated with 
different methods (no additional calibration, MODTRAN, and the new linear model) and 
using the PT and PM approaches.  Statistical comparison results of modeled spatial fluxes 
and daily ET weighted and aggregated using the two-dimensional flux footprint to EC 
measured fluxes and daily ET forced for closure are listed in Table 3.8.  LE was 
overestimated in all scenarios which could be an indication of low surface temperature 
measurements used to inform the model.  The MODTRAN and linear calibration models 
increased surface temperature measurements, with the linear model typically increasing 
temperatures more than when using MODTRAN.  This trend is apparent in the magnitude 
and bias of modeled LE error, where the TSEB model informed using thermal imagery 
with no additional corrections had the greatest magnitude in error.  The error in modeled 
LE also indicates that UAS acquired thermal imagery requires additional calibration in 
applications like energy balance modeling.   
The PT approach performed better than the PM approach at estimating LE.  The 
PT approach allows αPT to decrease from its initial value of 1.26 to satisfy the energy 
balance equation, with a decrease in αPT resulting in a decrease in modeled LE.  Both 
modeled Rn and G performed well across all scenarios, providing confidence in the 
measured soil/crop residue albedo values and soil heat flux ratios used for each site-year.  
Overall, the highest agreement in modeled and measured fluxes and daily ET was 
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observed in the TSEB-PT approach when informed with thermal imagery calibrated 
using the new linear model (Figures 3.4a and 3.4b).   
A WB model was completed for each field over the growing season where daily 
ET was calculated based on the dual crop coefficient method and Kcbrf, where Figure 3.5 
shows examples of the modeled Kcbrf curves for maize and soybean.  Using the WB 
model and Kcbrf curves, daily ET was modeled on days where imagery was available with 
Figure 3.4c showing the comparison of daily ETWB and ETEC.   
Given the TSEB modeling results in Table 3.8, the hybrid modeling focused only 
on using the TSEB-PT approach informed with thermal imagery calibrated using the new 
linear model.  In the hybrid model, estimated daily ETTSEB and ETWB were assimilated to 
achieve higher accuracy in modeled daily ET and provide soil water content corrections 
to the WB model.  To facilitate the hybrid model ET assimilation, the weighting factor W 
(Eq. 3.21) was calculated based on the error variance of modeled ETTSEB and ETWB 
compared to measured ETEC. The final weighting factors for maize and soybean when 
using the TSEB-PT modeled ET were 0.61 and 0.74, respectively.  The hybrid model 
with the new weighting factors was used to model daily ET and compared to ETEC 
(Figure 3.4d).  Table 3.9 lists the statistical comparison results of modeled ET from the 
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Figure 3.4.  Modeled fluxes and ET using the TSEB, WB, and hybrid models: (a) modeled energy 
balance fluxes using TSEB-PT approach informed with thermal imagery calibrated using the linear 
model, (b) modeled ET using TSEB-PT model informed with thermal imagery calibrated using the linear 
model, (c) modeled ET using WB model, (d) modeled ET using hybrid model informed with ET 
estimated using TSEB-PT model informed with thermal imagery calibrated using the linear model.  EC 
Flux and EC ET represent eddy covariance measured energy balance fluxes and ET, respectively. 
 
 
Table 3.8.  Statistical comparisons of TSEB modeled and EC measured fluxes and daily ET from UAS 
image acquisition dates listed in Table 3.6. 


















No Correction 16.1 (28.0) -1.5 (20.0) -102.9 (159.7) 120.3 (168.5) 1.63 (2.32) 
MODTRAN 11.0 (26.9) -4.3 (20.6) -75.8 (147.3) 90.9 (150.9) 1.23 (2.06) 
Linear model 5.3 (24.8) -7.8 (20.0) -47.9 (110.9) 60.2 (109.6) 0.81 (1.46) 
PT 
No Correction 15.9 (26.7) 0.2 (20.3) -50.0 (75.7) 65.7 (86.6) 0.91 (1.22) 
MODTRAN 10.8 (25.3) -2.7 (20.8) -24.0 (71.5) 37.5 (76.4) 0.52 (1.04) 
Linear model 5.0 (22.7) -6.1 (20.0) 2.6 (42.3) 8.1 (44.2) 0.11 (0.46) 







Flux: MBE (RMSE) 
Rn: 5.0 (22.7) 
G: -6.1 (20.0) 
H: 2.6 (42.3) 




Figure 3.5.  Kcbrf and Kcb curves modeled using UAS multispectral imagery for (a) 2019 field CSP2 
maize and (b) 2020 field CSP2 soybean. 
 
Table 3.9.  Model performance statistics for TSEB-PT model informed with 
thermal imagery calibrated using the linear model, WB, and hybrid model 
inform with modeled ET from the TSEB-PT model informed with thermal 
imagery calibrated using the linear model. 
Crop Model 
ET (mm d-1) 
Mean Bias Error (Root Mean Squared Error) 
Maize 
TSEB 0.18 (0.44) 
WB 0.16 (0.57) 
Hybrid 0.17 (0.37) 
Soybean 
TSEB 0.05 (0.47) 
WB -0.62 (0.89) 
Hybrid -0.12 (0.45) 
 TSEB 0.11 (0.46) 
Combined WB -0.25 (0.76) 
 Hybrid 0.02 (0.42) 
 
 
The modeling of daily ET is an important factor when updating the WB model to 
estimate soil water content.  A WB model may drift over time where estimated soil water 
content does not represent actual water content.  In the hybrid modeling approach, the 
assimilation of modeled ETTSEB provides error correcting capabilities to the WB model 
by adjusting Ks and recalculating a soil water depletion that reproduces the adjusted Ks.  
One method of assessing model drift is though cumulative ET, which shows the extent of 
error in modeled ET versus measured ET over time.  Cumulative ET modeled using the 
WB and hybrid models was plotted in Figure 3.6 along with cumulative ETEC.  Modeled 
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cumulative ET was calculated using an average of four locations/pixels in the field with 
one pixel chosen from each quadrant of the field.  Cumulative ETEC was calculated based 
on daily averages of measured ET, where the Bowen ratio was used on a daily time scale 
to force closure of the daytime (Rn > 50 W m-2) eddy covariance energy balance fluxes 
and ET.  Figure 3.6 compares cumulative ET for CSP2 in 2019 (maize) and 2020 
(soybean) where the hybrid model used estimated ETTSEB from the TSEB-PT approach 
informed with thermal imagery calibrated using the new linear model.  Total cumulative 
ET of the two modeling approaches and ETEC are listed in Table 3.10.  The WB for maize 
and soybean overestimated ET early season.  In Figure 3.6a (maize), the WB and hybrid 
models produced similar ET up until mid-June, which was when the first instance of 
ETTSEB was used in the hybrid model (June 13).  After June 13, the hybrid model 
cumulative ET begins to deviate from the cumulative ETWB and more closely follows 
cumulative ETEC, indicating that the hybrid model is providing some degree of error 
corrections.  In Figure 3.6b (soybean), the first instance of ETTSEB used in the hybrid 
model was June 16.  Before this period, the WB and hybrid models estimated ET in a 
similar fashion resulting in similar cumulative ET.  After June 16, the hybrid model 
continued to overestimate ET for a period, indicating that both the WB and TSEB models 
overestimated ET.  Based on comparison of modeled ETWB and ETTSEB to ETEC on days 
where imagery was available, the early season imagery (when fc < 20%) generally 
produced overestimations of ET for both the WB and TSEB models.  These 
overestimations are consistent with early season cumulative ET in Figure 3.6.  While the 
WB and hybrid models overestimated ET early in the season for soybean, both models 
had seasonal bias low estimations of ET (Table 3.9) which resulted in lower estimations 
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of seasonal cumulative modeled ET in comparison to cumulative ETEC.  Overall, the 
hybrid model performed better at tracking daily ET in comparison to the WB model alone 
for both maize and soybean though the differences in cumulative ET for the WB model 




Figure 3.6.  Cumulative ET from (a) field CSP2 in 2019 (maize) and (b) field CSP2 in 2020 (soybean) 
modeled using the WB and hybrid models and measured using the EC system.  
 
 
Table 3.10.  Comparison of cumulative ET for field CSP2 in 2019 (maize) and 2020 (soybean) measured 
from the EC systems and modeled using the WB and hybrid models. 
 Cumulative ET (mm) 
ET Source Maize (5/1/2019 – 9/15/2019) Soybean (6/1/2020 – 9/15/2020) 
Eddy Covariance 521 498 
Water Balance 560 470 





The TSEB model relies heavily on surface temperature measurements for 
accurately modeling energy balance fluxes and ET.  The UAS thermal imagery used to 
inform the model was calibrated using the different approaches discussed in Maguire et 
al. (2021) (Ch. 2).  When using MODTRAN to calibrate the UAS thermal imagery, 
estimations of LE and H from the TSEB-PT approach resulted in RMSE values of 76.4 
and 71.5 W m-2, respectively.  These results were consistent with Barker et al. (2018a) 
who informed the TSEB-PT model with Landsat satellite thermal imagery calibrated 
using MODTRAN.  Estimations of LE and H improved when using the new linear model 
to calibrate the thermal imagery.  The TSEB-PT approach informed with thermal imagery 
calibrated using the new linear model yielded LE and H RMSE values of 44.2 and 42.3 
W m-2, respectively.   Given that modeled LE is used in estimating daily ET, the 
previously mentioned TSEB approach also produced the highest agreement between 
ETTSEB and ETEC with MBE and RMSE values of 0.11 and 0.46 mm day
-1, respectively.             
The comparison of ETWB to ETEC did not perform as well, with MBE and RMSE 
values of -0.25 and 0.76 mm day-1, respectively.  The WB model performed better for 
maize than soybean (Table 3.9).  The WB model typically overestimated ET early season, 
which likely indicates incorrect soil evaporation (Ke) used in Eq. 3.19.  Fields CSP2 and 
CSP3 were under a no-till regimen resulting in crop residue present in the fields at the 
start of the growing season which decreases soil evaporation.  With CSP2 and CSP3 
planted as a maize-soybean rotation, more crop residue was present in the fields when 
planted as soybean.  Using the same method for determining Ke values for fields with 
varying levels of crop residue is not favorable and needs to be explored further.  The WB 
model performed well mid and late season for maize when the soil background was 
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shaded and soil evaporation greatly reduced.  The WB model for soybean underestimated 
ET mid and late season potentially caused by low Ks values, which may be a result of 
incorrect root depth modeling.  The peak modeled Kcbrf values for soybean were in a 
similar range to that of Barker et al. (2018a).  The bias low estimation of soybean ETWB 
was similar to the values presented in Barker et al. (2018a), although their values 
represented combined maize and soybean ETWB error.   
 The testing of the hybrid model incorporated the new assimilation weighting 
factors calculated for maize (0.61) and soybean (0.74) based on the assimilation of 
ETTSEB estimated using the TSEB-PT approach informed with thermal imagery calibrated 
using the new linear model.  The hybrid model performed better at modeling daily ET 
than the WB model alone for maize and soybean, resulting in RMSE values of 0.37 and 
0.45 mm day-1, respectively (Table 3.9).  The comparison of cumulative ET from the WB 
and hybrid models compared to cumulative ETEC for field CSP2 in 2019 (maize) and 
2020 (soybean) favored the hybrid model for both crops, though the differences between 
the WB and measured ET was less than ten percent (Table 3.10).   
3.4. Summary and Conclusion 
The TSEB, WB, and hybrid models have been used to inform decisions in 
managing irrigation.  These models can estimate spatial ET providing an asset for 
improving VRI management.  The three models were tested at three sites consisting of 
irrigated and rainfed maize and soybean fields.  The models were informed using UAS 
remotely-sensed thermal and multispectral imagery.  The TSEB model was tested using 
both the PT and PM approaches, where modeled fluxes and ET from the PT approach 
compared more favorably to measured fluxes and ET from the EC systems.  The UAS 
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thermal imagery used to inform the TSEB model was calibrated using three different 
methods.  The new linear model developed in this study performed best at informing the 
TSEB model based on results of modeled energy balance fluxes.  While the new linear 
model performed better than the other calibration methods, challenges still exist in 
collecting accurate thermal imagery through UAS remote sensing.  Improvement in 
thermal sensor accuracy would greatly benefit efforts in modeling energy balance fluxes 
leading to enhanced estimations of daily ET and soil water content.        
  The WB model updated with Kcbrf estimated daily ET well for maize while 
underestimating ET for soybean when compared to ETEC.  The underestimation of ET 
may be attributed to different factors.  Low soybean Kcbrf values or inaccurate modeling 
of root depth are potential factors.  If the actual root depth extends deeper into the soil 
than the modeled root depth, the modeled readily available water will typically be less 
than the water truly available to the plant and potentially induce water stress reducing ET.  
In addition, the soil evaporation coefficient may need to be further refined to better 
represent conditions with varying crop residue. 
The hybrid model analysis resulted in calculating new assimilation weighting 
factors based on ET modeled using the TSEB-PT approach.  Testing of the hybrid model 
with the new weighting factors and ET from the TSEB-PT approach improved 
estimations of daily ET over the WB model alone when compared to ETEC.  The results 
from the hybrid modeling highlights the ability of this approach to better estimate ET 
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CHAPTER 4. SPATIAL IRRIGATION MANAGEMENT OF MAIZE AND SOYBEAN 
USING SOIL WATER ADAPTIVE CONTROL MODEL INFORMED THROUGH 
SATELLITE AND UNMANNED AERIAL SYSTEM REMOTE SENSING 
Abstract 
Irrigation has traditionally been managed as uniform applications where an entire 
field receives the same depth of water.  Motivation to improve current irrigation practices 
has led to different approaches utilizing remotely-sensed imagery to inform spatial 
irrigation management. This study conducted in 2019 and 2020 implemented three 
different approaches for managing spatial irrigation of a maize and soybean field.  Two 
spatial irrigation management approaches used remote-sensing-based evapotranspiration 
(ET) and water balance models while the third approach used a commercially available 
program.  The remote-sensing-based ET and water balance models were informed using 
Planet satellite and unmanned aerial system (UAS) remotely-sensed imagery.  A common 
practice (uniform irrigation) approach managed by a professional crop consultant and a 
non-irrigated (rainfed) approach were used as a baseline in comparing management 
approaches.  Response variables included in the analysis for determining differences 
between management approaches included dry grain yield, net irrigation, actual ET, 
estimated deep percolation, change in soil water content, and water use efficiency.  The 
uniform irrigation approach managed by the crop consultant applied the highest irrigation 
in 2019 and 2020 for maize (2019: 139 mm, 2020: 192 mm) and soybean (2019: 112 
mm; 2020: 165 mm) while the spatial irrigation treatments applied similar or less 
irrigation for maize (2019: 139, 118, 120 mm; 2020: 73, 139, 125 mm) and soybean 
(2019: 112, 104, 85 mm; 2020: 145, 139, 158 mm).  Maize yield was highest for the 
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uniform irrigation approach in 2019 (14.9 Mg ha-1) and 2020 (13.3 Mg ha-1).  The highest 
soybean yield was produced by the spatial irrigation management approaches in 2019 
(5.0 Mag ha-1) and 2020 (4.8 Mg ha-1).  Significant differences (p-value < 0.05) in net 
irrigation between the uniform and spatial irrigation management approaches were found 
in maize and soybean in 2019 and 2020.  A significant difference (p-value < 0.05) in dry 
grain yield was observed for maize in 2020 between the commercial software approach 
(12.5 Mg ha-1) and uniform approach (13.3 Mg ha-1).  All other crop-year combinations 
produced similar yields between the uniform and spatial irrigation management 
approaches.  Modeled rootzone soil water depletion (Dr) from the remote-sensing-based 
ET and water balance models informed with UAS imagery was compared to measured 
Dr.  Measured Dr was calculated using soil water properties and neutron probe volumetric 
soil water content measurements collected during the 2019 and 2020 growing seasons.  
Dr was modeled using the water balance, hybrid, and modified hybrid models.  The 
hybrid model assimilated estimated ET from the water balance and Two-Source Energy 
Balance models which provided water balance modeled Dr adjustments. The modified 
hybrid model limited the occurrence of water balance corrections, especially early season 
when Dr was small.  The modified hybrid model performed slightly better at estimating 
Dr for soybean (MBE: -2.2, RMSE: 24.0) than the original hybrid model (MBE: 4.9, 
RMSE: 24.8).  All three models performed similarly in estimating Dr for maize. 
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4.1. Introduction  
Variable rate irrigation (VRI) provides a means to apply varying amounts of water 
within a field giving it the potential to improve irrigation efficiency and better manage 
water resources.  Approaches for managing VRI have utilized remotely-sensed imagery 
to inform remote sensing-based evapotranspiration (ET) models capable of quantifying 
the spatial variability in field irrigation requirements.  Recent studies have used remote 
sensing platforms, like satellite and airborne systems, to inform remote sensing-based ET 
models.  The recent advent of UAS remote sensing provides additional opportunities to 
collect the information needed in modeling spatial ET.  UAS remote sensing can produce 
high spatiotemporal imagery that can be used to further evaluate remote sensing-based 
ET models previously not feasible.  The high resolution UAS imagery may provide 
enhanced insight in spatial ET modeling further improving VRI management.        
While VRI systems are becoming more available, there lacks a consensus on the 
method best at determining depths and timing of irrigation events, also known as a 
decision support system (DSS).  While there is no standard practice for managing VRI 
systems today, numerous approaches have been explored.  Various sources of 
information have proven beneficial in VRI management.  Potentially most notable is the 
variability in soil type within a field, as Evans et al. (2013) discussed that a thirty percent 
difference in applied water could be observed solely based on soil type.  Others have 
been successful at managing VRI using various sensors, sensor networks, and models.  
Kim et al. (2008) discussed the conversion of a conventional irrigation system into a site-
specific irrigation system using a wireless soil sensing network and wireless in-field 
sensing and control software.  Several others have explored using infrared thermometers 
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(IRT) to monitor crop canopy temperature, a key component in detecting crop water 
stress (O’Shaughnessy and Evett, 2010).  
Other means of managing VRI have explored different modeling approaches, with 
some utilizing proximal and remotely-sensed data.  One downside to proximal sensing is 
the lack of ability or additional effort needed to collect spatial data.  With remote sensing 
data such as satellite imaging, acquiring spatial information of an area or field is more 
feasible.  Satellite and manned aircraft have been used to collect shortwave and thermal 
infrared imagery proven to be beneficial in agriculture.  This has led to the development 
of models that quantify different aspects related to crop growth and water management.  
A widely used purpose of remotely-sensed data is to derive relationships between 
multispectral reflectance data and crop coefficients.  The reflectance-based basal crop 
coefficient (Kcbrf) approach is used to estimate daily crop ET for updating a soil water 
balance.  This approach has been used for irrigation management as it can provide a more 
realistic estimation of crop ET with varying field conditions (Bausch and Neale, 1987; 
Neale et al., 1989; Huete, 1988; Singh and Irmak, 2009).   
A second approach using remotely-sensed data estimates the surface energy 
balance fluxes by partitioning the total energy received at the earth’s surface into its 
respective components of net radiation and sensible, latent, and soil heat flux.  The two-
source energy balance (TSEB) model proposed by Norman et al. (1995) computes the 
energy balance components separately for soil and vegetation requiring radiometric 
surface temperature observations to inform the model.  Furthermore, Neale et al. (2006, 
2012) developed a hybrid modeling approach that combined the TSEB model and water 
balance (WB) model updated with Kcbrf, which helped maintain the soil water balance 
96 
 
throughout the growing season.  The hybrid model was integrated into an ArcGIS 
platform called the Spatial EvapoTranspiration Model Interface (SETMI, Geli and Neale, 
2012).  The SETMI hybrid model is unique in that the assimilation of TSEB estimated 
ET in the WB model can provide corrections to the soil water balance.  In Chapter 3, the 
hybrid model informed with UAS-acquired multispectral and thermal imagery was 
evaluated, comparing estimated daily ET from the TSEB and Kcbrf-updated WB models 
to ET measured by eddy covariance systems and provided new weighting factors for the 
hybrid model ET assimilation process for maize and soybean.  
 The SETMI model has been used in recent research for managing VRI with 
Barker et al. (2018a) using the SETMI hybrid approach with Landsat satellite 
multispectral and thermal imagery for determining VRI timing and depths.  Bhatti et al. 
(2020) conducted similar research but included UAS multispectral imagery.  While these 
studies utilized the hybrid model using satellite imagery, this approach has not been 
evaluated when informed with UAS imagery.  With the SETMI hybrid approach 
providing adjustments to the WB model based on the TSEB estimated ET, recent 
research may not have fully utilized SETMI’s capabilities due to the spatial and temporal 
resolution of satellite imagery.  The high spatiotemporal imagery provided through UAS 
remote sensing may increase the model’s ability to track actual crop conditions and soil 
water content, leading to improved VRI management.   
The development of a DSS for spatial irrigation management has involved the 
exploration of several management approaches utilizing the FAO 56 WB approach (Allen 
et al., 1998), the Kcbrf methodology, and energy balance models.  The SETMI model 
encompasses all three of these components giving it the potential to be versatile.  The 
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recent progress in UAS remote sensing presents an opportunity to test the SETMI hybrid 
approach in ways not previously feasible.   
This study evaluated three spatial irrigation management approaches with respect 
to uniform irrigation.  The objective was to determine if the spatial irrigation 
management approaches could reduce irrigation application without significantly 
reducing yield.  The irrigation management field study analysis included an assessment 
of response variables including net irrigation, dry grain yield, seasonal actual ET, change 
in seasonal soil water content, and deep percolation to determine the overall effects of 
each irrigation management approach.  Different water use efficiency metrics were also 
assessed for each irrigation management approach.  The SETMI model was evaluated for 
accuracy in estimating rootzone soil water depletion where estimated depletion from the 
SETMI WB and hybrid approaches were compared to measured depletion. 
4.2. Materials and Methods 
4.2.1. Research Site 
 This study was conducted at a 53-ha irrigated field site located at the Eastern 
Nebraska Research and Extension Center near Mead, NE.  The field was equipped with a 
Model 8500 Zimmatic variable rate center pivot with individual nozzle control and 
sprinklers mounted on top of the pivot lateral.  A catch can test was completed before 
each season to assess application uniformity of the center pivot.  A Christiansen’s 
uniformity coefficient of 89% and 94% were observed in 2019 and 2020, respectively.    
The field was split into north and south halves with maize and soybean planted in annual 
rotation.  Maize and soybean were planted in the north and south halves, respectively, in 
2019.  Field soil types were predominately silty clay loam and silt loam (Soil Survey 
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Staff, 2016).  The field was managed as no-till with anhydrous ammonia injections prior 
to all maize plantings.    
   The research field was further divided into 36.6-m by 60.1-m plots, with 72 and 
36 plots in the north and south halves, respectively.  Each plot contained an aluminum 
neutron probe (NP) access tube located near the plot’s geometric center for collecting NP 
volumetric soil water content measurements.  Field soil properties of observational field 
capacity (FC) and wilting point (WP) were computed for each plot using NP volumetric 
water content measurements and soil samples near the NP access tubes (Barker et al., 
2018a).  Plot FC values were computed using depth-weighted averages of in-situ FC 
values at each NP access tube, with FC values updated in 2018 (Bhatti et al., 2020).  WP 
was measured using soil samples and a model WP4-T Dewpoint PotentiaMeter (Decagon 
Devices, Inc., Pullman, WA). 
4.2.2. SETMI Model Formulation and Parameterization 
The SETMI hybrid model included the TSEB and Kcbrf-updated WB models.  The 
WB model followed the FAO 56 approach (Allen et al., 1998) with some deviations 
discussed in detail by Barker et al. (2018a). The WB model within SETMI accounted for 
daily crop ET, effective precipitation, net irrigation (Inet), runoff (RO), and deep 
percolation (DP), and solved a daily spatial soil water balance that provided daily 
rootzone soil water depletion (Dr) and irrigation requirements.   
In the Kcbrf approach, the soil adjusted vegetation index (SAVI, Heute, 1988) 
calculated using multispectral reflectance imagery was related to the crop coefficient 
using the approach described by Campos et al. (2017).  This method used cumulative 
growing degree days (CGDD) and the log transform of SAVI to determine the slopes and 
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intercepts used in a regression summation formula from which daily SAVI values were 
modeled.  A linear model relating SAVI to the crop coefficient (SAVI-to-Kcbrf) was used 
to develop the crop coefficient curve (Figure 4.1).   SETMI used the dual crop coefficient 
method for calculating daily ET (Allen et al., 1998): 
 ET = (KcbKs + Ke)ETr (4.1) 
where Kcb was the basal crop coefficient from the Kcbrf curve, Ks was the soil water stress 
coefficient, Ke was the soil evaporation coefficient, and ETr was the alfalfa-based 
reference ET.  Ke was dampened by twenty-five percent during the study following 




Figure 4.1.  Modeled Kcb curve generated using Kcbrf from UAS multispectral reflectance imagery.  
 
SETMI’s second approach for estimating ET relied on the TSEB model solving 
for surface energy balance flux components (see Ch. 3 for details).  The TSEB model 
provided instantaneous latent heat flux which was scaled to daily ET using instantaneous 
and daily ETr.  The hybrid approach of SETMI used estimated ET from the TSEB 





B + W(ETTSEB −  ETWB
B ) (4.2) 
where ET
A
WB was modeled ETWB after incorporation of ETTSEB, ET
B
WB was modeled ETWB 
before incorporation of the ETTSEB, and W was the Kalman gain.  In the hybrid approach, 
the WB model was updated by back calculating for a Dr that reproduced the Ks necessary 
to compute ET
A
WB, which provided a mechanism to correct for water balance drift (see 
Ch. 3 for details).  This SETMI hybrid approach was used when thermal infrared imagery 
was available and applied soil water balance corrections as discussed.  SETMI offered the 
functionality to run a water balance model without estimated ETTSEB where daily 
estimated ET was solely calculated from the dual crop coefficient method updated with 
Kcbrf.  During the 2019 and 2020 growing seasons, a W value (Eq. 4.2) of 0.6 was used in 
the SETMI hybrid model which followed closely to that of Barker et al. (2018b).  A 
detailed SETMI User Manual was presented in the appendix of Barker (2017). 
4.2.3. Irrigation Management  
The field study included five different irrigation management treatments, with 
three treatments utilizing VRI, one uniform irrigation treatment, and a rainfed treatment 
that did not receive irrigation.  A second uniform treatment was included in the field 
study but was not included in the analysis.   
The uniform irrigation treatment, hereafter referred to as the “Common” 
treatment, was managed by a professional crop consultant and farm manager which was 
to represent the logic put forth by a typical producer who may use different means of 
determining when to irrigate.  The crop consultant provided weekly assessments of field 
conditions and irrigation recommendations through visual inspection of crops and soil 
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probing. Irrigation recommendations from the crop consultant were applied uniformly to 
all Common treatment plots.  
The VRI management treatments used both commercial and research-based 
programs for scheduling irrigation.  The first VRI management approach used the SETMI 
model informed with Planet satellite multispectral imagery (SETMI-SAT), which did not 
use the hybrid functionality of SETMI.  The SETMI-SAT management approach used the 
Kcbrf-updated WB method for estimating daily ET with the Kcbrf curve modeled using the 
Planet satellite multispectral imagery.  The second VRI management approach used the 
SETMI hybrid model informed with UAS-acquired multispectral and radiometric thermal 
imagery (SETMI-UAS).  This approach used the hybrid model where ET was estimated 
using both the TSEB and Kcbrf-updated WB approaches.  This approach included the 
assimilation of ETTSEB which provided water balance corrections.  The third VRI 
management approach used a commercially available program to determine irrigation 
depths and timing, hereafter referred to as the “Commercial” approach.  The program 
provided daily irrigation recommendations for individual plots.    
The SETMI model and the commercial VRI scheduling program required 
initialization at the start of the growing seasons.  The commercial program was initialized 
with the type of crop planted, planting date, growing degree days to maturity, tillage 
practice, and crop residue cover.  In 2019 and 2020, tillage practice was set to no-till, and 
residue cover was set to sixty percent, similar to what Barker et al. (2018a) had measured 
at the study site.  The commercial program provided the option to update soil water 
content, crop growth stage, and precipitation.  During the 2019 growing season, no 
adjustments were applied to the program.  During the 2020 growing season, crop growth 
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stage and precipitation adjustments were made based on measured values.  The SETMI 
model required similar model initialization and also required the start of growing season 
soil water content.  In 2019, the initialized soil water content was set to plot FC as there 
was sufficient precipitation before planting for soil water content to reach FC.  In 2020, 
the start of growing season soil water content was not at FC due to lack of precipitation, 
and NP volumetric soil water content measurements collected in each plot were used to 
initialize start of growing season soil water content. 
In VRI management approaches, irrigation events were based on an allowable soil 
water depletion threshold, also known as management allowable depletion (MAD).  A 
MAD of fifty percent was used for soybean and maize where soil water content could 
deplete to fifty percent of total crop available soil water before irrigation was required.  
Irrigation was applied to the field on a plot level where individual plots received a 
uniform irrigation depth.  SETMI provided spatial irrigation requirements at a 1 m spatial 
resolution.  The plots managed using SETMI were irrigated to meet or exceed ninety 
percent of the irrigation requirements within a single plot (Eisenhauer et al., 2021).  The 
commercial VRI scheduling program provided a single irrigation depth per plot.         
4.2.4. Experimental Design 
 The five treatments were randomly assigned to plots, with twelve plots assigned 
to a single treatment in the north half of the field and six plots assigned in the south half 
(Figure 4.2).  While previous studies at this site included blocking by soil available water 
capacity when determining treatment layout (Barker et al., 2018a; Bhatti et al., 2020), this 




Figure 4.2.  Treatment layout for (a) 2019 and (b) 2020 VRI studies. Treatment codes: C - Common; R - 
rainfed; SAT - SETMI using satellite; UAS - SETMI using UAS; L - Commercial program; U - uniform 
(not included in this analysis).  
 
4.2.5. Experimental Data 
 Weather data required by the SETMI model was obtained from the High Plains 
Regional Climate Center’s Agricultural Weather Data Network’s (AWDN) Mead 
Agronomy Farm weather station.  Data collected by the AWDN station and used in 
SETMI modeling included air temperature, wind speed, incoming shortwave solar 
radiation, actual vapor pressure, atmospheric pressure, maximum and minimum daily air 
temperatures, and instantaneous and daily reference ET.  During the 2019 season, 
averaged precipitation from four tipping bucket rain gauges installed around the field 
were used for measuring precipitation, and barometric pressure was obtained from the 
Neb Field 3 Cosmic-ray Soil Moisture Observing system station located nearby (Zreda et 
al., 2012).  During the 2020 season, precipitation data from a RealmFive weather station 
(RealmFive, Lincoln, NE) was used to update both the SETMI and commercial VRI 
program treatments, and barometric pressure from the RealmFive weather station was 




 Volumetric soil water content measurements were collected throughout the 2019 
and 2020 growing seasons using two model 503 Elite Hydroprobe NPs (CPN, Concord, 
CA), where Bhatti et al. (2020) discussed the NP calibration.  Measurements were 
collected at the plot’s NP access tube at depths of 15, 46, 76, 107, and 137 cm, with dates 
of soil water content measurement listed in Table 4.1.  The soil water content 
measurements were used to provide corrections to the SETMI WB model for both 
SETMI-UAS and SETMI-SAT treatments during the irrigation study with WB 
corrections applied once mid-season in 2019 and twice in 2020. 
 Planet satellite data used to inform the SETMI-SAT treatment was retrieved 
through the Planet Explorer online interface which provided surface reflectance imagery 
with atmospheric corrections in four spectral bands (blue, green, red, near-infrared) at a 
spatial resolution of 3 m.  The Planet satellite imagery used in modeling included twenty-
two images in 2019 starting 14 May and ending 2 September and thirty images in 2020 
starting 5 May and ending 29 September.  UAS remotely-sensed imagery was collected 
with a DJI Matrice 600 with integrated MicaSense RedEdge multispectral and FLIR Duo 
Pro R thermal cameras, with spatial resolutions of approximately 17 and 33 cm, 
respectively (see Ch. 2 for more details).  Both cameras were mounted on a gimbal and 
positioned nadir to the ground surface when acquiring imagery.  UAS imagery was 
collected on a near weekly basis and on clear sky days (Table 4.2).  UAS multispectral 
and thermal imagery were processed into ortho-images using Pix4D Mapper (Pix4D, 
Prilly, Switzerland).  UAS multispectral imagery was radiometrically calibrated into 
reflectance ortho-images using reflectance panel images collected before and after image 
collection flights.  Corrections were applied to the thermal ortho-images to account for 
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emissivity and atmospheric effects.  The MODTRAN and linear calibration methods 
discussed in Ch. 2 were used in correcting thermal ortho-images in 2019 and 2020, 
respectively.  The UAS multispectral and thermal ortho-images were resampled to a 
spatial resolution of 1m.   
Table 4.1.  Neutron probe soil water content measurement dates. 
Maize Soybean 
May 31, 2019 May 29, 2020 June 13, 2019 June 3, 2020 
June 7, 2019 June 17, 2020 June 25, 2019 June 17, 2020 
June 24, 2019 July 6, 2020 July 2, 2019 July 10/11, 2020 
July1, 2019 July 31, 2020 July10, 2019 August 3, 2020 
July 8, 2019 August 23, 2020 July15, 2019 August 25/26, 2020 
July23, 2019 October 20, 2020 July 22, 2019 September 22/24, 2020 
August 6, 2019  August 5, 2019  
August 13, 2019  August 14, 2019  
August 19, 2019  August 20, 2019  
October 4/6, 2019  September 13, 2019  
 
 
Table 4.2.  Dates of collected UAS imagery used in modeling and SETMI analysis 
Image Date WB1 TSEB2 Image Date WB1 TSEB2 
May 14, 2019 x - June 3, 2020 x - 
May 31, 2019 x - June 11, 2020 x - 
June 7, 2019 x - June 16, 2020 x - 
June 13, 2019 x - June 24, 2020 x x 
June 24, 2019 x - July 7, 2020 x x 
June 28, 2019 x x July 12, 2020 x x 
July 11, 2019 x x July 18, 2020 x x 
July 18, 2019 x x July 22, 2020 x x 
July 23, 2019 x x July 28, 2020 x x 
Aug 4, 2019 x x Aug 3, 2020 x x 
Aug 6, 2019 x x Aug 9, 2020 x x 
Aug 13, 2019 x x Aug 17, 2020 x x 
Aug 19, 2019 x x Aug 24, 2020 x x 
Sept 6, 2019 x x Sept 2, 2020 x x 
Sept 18, 2019 x - Sept 16, 2020 x - 
Oct 3, 2019 x - Sept 29, 2020 x - 
1 Imagery included in water balance calculations. 











4.2.6. Treatment Comparison and Analysis of Response Variables  
Irrigation treatment performance was assessed using the response variables of dry 
grain yield, net irrigation (Inet), actual crop ET (ETa), change in seasonal soil water 
content (ΔSW), deep percolation (DP), irrigation water use efficiency (IWUE, Eq. 4.3), 
ET water use efficiency (ETWUE, Eq. 4.4), and crop water use efficiency (CWUE, Eq. 
4.5, Djaman and Irmak, 2012).  IWUE, ETWUE, and CWUE expressed as kg m-3 were 
calculated using: 
where Y was dry grain yield, I was seasonal applied irrigation, and ET was seasonal ET.  
Subscripts i, d, and a represent irrigated, dryland (non-irrigated), and actual conditions, 
respectively. 
Dry grain yield was recorded during harvest with a yield monitor and provided 
spatial yield data. Yield maps were processed using the USDA’s Yield Editor 2.07 
software (Sudduth et al., 2012).  Field total dry grain yield was weighed and used to 
verify spatial yield data.  Plot yields were computed by averaging the spatial yield data 
within a 12.2 m buffer inside of each plot.  Seasonal plot ETa was assessed on a time 
scale coinciding with the first and last NP soil water content measurements (Table 4.3) 
where determination of plot seasonal ETa used a measurement period water balance 
approach based on direct measurements of irrigation, precipitation, ΔSW, and estimated 
RO and DP (Barker et al, 2018a).   

















The statistical analysis of response variables was analyzed as a crop-year 
combination.  Means and standard deviations of each treatments’ response variables were 
calculated.  Unpaired t-Tests were performed on dry grain yield, Inet, ETa, ΔSW, and DP 
to determine if statistically significant differences (p-value < 0.05) were present between 
the response variables of each irrigation treatment.   
Table 4.3.  Starting and ending neutron probe volumetric soil water 
content measurement dates used in ETa, ΔSW, and DP calculations. 
Year-Field Starting Date Ending Date 
2019-Maize May 31, 2019 October 4/6, 2019 
2020-Maize May 29, 2020 October 20, 2020 
2019-Soybean June 13, 2019 September 13, 2019 
2020-Soybean June 3, 2020 September 22/24, 2020 
 
4.2.7. SETMI Model Analysis 
The SETMI WB model used remotely-sensed multispectral reflectance imagery to 
derive Kcbrf used in the dual crop coefficient equation (Eq. 4.1) for calculating daily crop 
ET.  SETMI used the Campos et al. (2017) linear SAVI-to-Kcbrf relationships, where 
daily SAVI values were calculated based on CGDDs and the log transform of SAVI 
calculated from reflectance data.   This approach was originally developed for Landsat 
satellite data which produced SAVI-to-Kcbrf relationships for maize (Eq. 4.6) and soybean 
(Eq. 4.7).  This study included UAS and Planet satellite remotely-sensed reflectance data  
𝐾𝑐𝑏 = 1.258 ∗ 𝑆𝐴𝑉𝐼 − 0.006 (4.7) 
to inform SETMI in modeling Kcbrf curves, which presented the need to evaluate the 
differences in modeled Kcbrf based on the different sources of reflectance data.  Maize and 
soybean Kcbrf curves were modeled using Landsat, UAS, and Planet reflectance imagery 
in 2020 at the irrigated field site following the Campos et al. (2017) approach.  The 
𝐾𝑐𝑏 = 1.414 ∗ 𝑆𝐴𝑉𝐼 − 0.02 (4.6) 
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modeled Kcbrf curves were used to calculate daily crop ET based on the dual crop 
coefficient approach (Eq 4.1) with the Ks and Ke terms removed to limit potential 
variations in estimated ET due to variations in Ks and Ke, as these terms are estimated 
using a water balance approach.  The reflectance imagery used in the analysis consisted 
of seven Landsat 7 and 8, sixteen UAS, and eighteen Planet satellite images.  The three 
image sources had different spatial resolutions where Landsat had a spatial resolution of 
30 m.  The UAS and Planet images were resampled to a 30 m spatial resolution and 
aligned to the Landsat spatial grid.  Reflectance data on a given date from each image 
source was averaged from five locations in both maize and soybean.  The averaged 
reflectance data provided better insight on overall field conditions for maize and soybean 
and limited potential issues due to erroneous reflectance data.  Cumulative crop ET was 
calculated for maize and soybean to assess the potential differences in seasonal ET 
produced by the different image sources.  
Accurate modeling of soil water depletion leads to proper irrigation management 
and adequate soil water content that avoids water stress and allows for storage of future 
rainfall events.  Irrigation events managed using the SETMI model were determined 
based on the level of modeled Dr compared to MAD.  The SETMI model was evaluated 
based on comparisons of modeled Dr from the SETMI WB and hybrid approaches 
informed with UAS imagery to measured Dr.  UAS thermal imagery was calibrated using 
the method described in Chapter 3 which was different than what was used in the 
irrigation management study. The model was executed similar to what was used in the 
irrigation management study but included the updated ET assimilation factors (W, Eq. 
4.2) discussed in Chapter 3 for maize and soybean and included any irrigation applied 
109 
 
during the growing seasons.  Measured Dr was calculated from the NP volumetric soil 
water content measurements, NP measured FC, and modeled root depth from the SETMI.  
Modeled Dr was calculated for each plot from the SETMI modeled spatial Dr by 
averaging a 10-by-10 m area centered on individual plots.  Modeled plot Dr was 
compared to NP measured Dr on dates when NP measurements were collected. 




 (WB ET before ETTSEB assimilation) and the value of Ks.  If ETTSEB ≥ 
ET
B
WB and Ks = 1, no Dr adjustments were performed, and the assimilated ET (ET
A
WB, Eq. 
4.2) was used as daily ET in the WB.  If ETTSEB < ET
B
WB or Ks < 1, the hybrid model 
adjusted Ks to satisfy Eq. 4.1 with ET
A
WB substituted for ET: 
After back-calculating Ks, the previous day Dr (DrLast) was calculated using: 
where TAW and RAW were total available and readily available water, respectively.   
TAW was determined based on the difference of soil FC and WP, and RAW was 
determined based on a threshold (P) of when water stress begins, calculated using 
RAW=P*TAW.  The P term used in calculating RAW is crop specific and can vary 
depending on evaporative rate (Allen et al., 1998).   
The hybrid Dr adjustment methodology has potential to induce water stress not 
truly present due to uncertainty in estimated ET.  If the ETTSEB < ET
B
WB, the hybrid model 
increases Dr so that Dr ≥ RAW.  This approach can be problematic early in the growing 









𝐷𝑟𝐿𝑎𝑠𝑡 = 𝑇𝐴𝑊 −  𝐾𝑠 ∗ (𝑇𝐴𝑊 − 𝑅𝐴𝑊) (4.9) 
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which may result in incorrect adjustments of Dr.  To better manage when Dr adjustments 
were made, an error tolerance was introduced to increase ETTSEB based on the levels Dr 
and RAW:  
where ETTSEB,2 was used in the comparison to ET
B
WB for determining if Ks and Dr 
adjustments were needed.  Eq. 4.10 provided a ten percent increase to ETTSEB when Dr = 0 
and no increase when Dr = RAW.  This approach limited the potential for drastic Dr 
adjustments when Dr ≪ RAW and ETTSEB < ET
B
WB. 
 Dr was modeled using the original SETMI hybrid approach and the hybrid 
approach with ETTSEB error tolerance.  In addition, Dr was modeled using the SETMI WB 
approach with no Ks and Dr adjustments.   
4.3. Results and Discussion 
4.3.1 Irrigation Management Field Study 
 The response variables from each irrigation treatment were compared to 
determine if statistically significant (p-value < 0.05) differences were present between 
treatments, with treatment response variable means and standard deviations listed in 
Table 4.4.  The Common approach (uniform irrigation) consistently applied the most 
irrigation with significant differences in Inet found between the Common approach and at 
least one or more of the VRI management approaches for each crop-year combination.  
While the Commercial approach applied the same irrigation as the Common approach for 
maize and soybean in 2019, it applied significantly less irrigation for maize and soybean 
in 2020.  The decreased irrigation for maize in the 2020 Commercial treatment was likely 
ETTSEB,2 = ETTSEB +  ETTSEB ∗ (1 −  
Dr
RAW




due to the crop growth stage adjustments, where adjustments may not have properly 
characterized crop growth leading to inaccurate determinations of required irrigation.  
While significant differences in Inet were observed between the Common and VRI 
management approaches, significant differences in dry grain yield were solely observed 
for maize in the 2020 Common and Commercial treatments.  The SETMI-SAT and 
SETMI-UAS treatments produced similar yields to the Common treatment while 
applying less water for both maize and soybean in 2019 and 2020.  The decreased 
seasonal Inet observed in the VRI treatments compared to the Common treatment could be 
attributed to either properly managed VRI or better irrigation management in general.  A 
properly managed VRI system provides insight on both the variability in spatial irrigation 
requirements and the timing of irrigations, with either factor potentially improving 
irrigation management.  In this study, the VRI treatments may have applied less water 
than the Common treatment due to more appropriate timing of irrigations with the 
Common treatment potentially irrigating beyond what was needed by the crops.  The VRI 
treatments may have also properly identified the spatial variability in irrigation 
requirements, which would result in applying more or less irrigation depending on the 
spatial crop water requirements.  One indication of the VRI treatments properly 
identifying spatial variability is through assessing the variability in applied irrigation and 
yield.  If the VRI treatments contained large variations in seasonal Inet yet produced small 
variations in yield, this would indicate that the VRI treatments improved yield through 
better spatial irrigation management.  Table 4.4 supports this notion in certain situations 
giving that the standard deviation of Inet in the VRI treatments was larger than the 
Common treatment, while the standard deviation of yield was similar between the VRI 
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and Common treatments.  The overall decrease in seasonal Inet in the VRI treatments is 
most likely due to proper irrigation timing.  The SETMI treatments used a water balance 
approach to determine when irrigation was needed.  This feature helped in managing the 
timing of irrigations more effectively.        
The seasonal ETa for irrigated treatments were significantly higher than the 
rainfed treatment, as expected.  The large differences between seasonal ETa in crop-years 
was due to the NP measurement dates used in determining ETa, where NP measurements 
were collected on different dates for each crop-year (Table 4.3).  The variability in 
seasonal ETa also provided insight on whether the VRI treatments determined irrigations 
based on improved quantification of spatial irrigation requirements or improved irrigation 
timing.  Less variability in VRI treatments’ seasonal ETa would indicate that the 
variability in irrigation applied better met irrigation requirements of plots within a 
treatment.  The SETMI treatments produced this feature in certain crop-years with a 
smaller standard deviation in seasonal ETa and larger standard deviation in seasonal Inet 
compared to the Common treatment.   
ΔSW was also calculated using NP measurements with differences most apparent 
between rainfed and irrigated treatments.  A component of irrigation management is to 
use any available water in the soil towards the end of the growing season.  This practice 
is used in order to limit additional late season irrigations that may inhibit storage of 
precipitation during the off season due to increased soil water levels.  Treatment ΔSW 
was variable between crop-years, and no distinguishable trend was observed.  The 2019 
maize received significant rainfall directly before late season NP measurements which 
limited is usefulness in assessing ΔSW.  The 2020 maize provided a good example of 
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how ΔSW changes with respect to irrigation management.  The 2020 maize VRI 
treatments all applied less irrigation than the Common treatment which resulted in higher 
ΔSW.  In addition, the lower standard deviations of ΔSW in the 2020 maize VRI 
treatments showed how the VRI management approaches could better manage soil water 
content to a more uniform level in contrast to the Common treatment which had a higher 
standard deviation in ΔSW.   
There were no significant differences in DP between irrigated treatments.  The 
increased 2019 maize DP was a result of late season precipitation that occurred between 
mid-September and early October (~175 mm).  DP was not observed in 2019 soybean 
treatments as the ending NP measurement used in calculating soybean DP were collected 
before the high precipitation period. 
 During the field study, NP measurements were used to correct water balance drift 
in the SETMI treatments, with corrections applied once in 2019 and twice in 2020.  The 
corrections were based on using the averaged difference between modeled and measured 
soil water content from three plots within each SETMI treatment.  The averaged 
difference was then used to scale modeled soil water content in each plot.  This method 
minimized the overall number of soil water content measurements used in corrections, 
which more closely followed what is feasible for a typical producer. The study 
acknowledges that the SETMI water balance corrections likely affected results in a 
positive manner and future work should limit soil water balance corrections if the SETMI 





Table 4.4.  Summary of response variables of irrigation management approaches. 













Rainfed 14.1 (0.49) a - 483 (20.4) a 30 (19.7) a 18.9 (8.3) 
Common 14.9 (0.55) b 139 (0.0) a 571 (12.5) b 10 (5.2) b 15.5 (5.5) 
Commercial 14.6 (0.80) ab 139 (0.0) a 571 (12.1) b 23 (37.1) ab 15.6 (6.9) 
SETMI-SAT 14.7 (0.59) b 118 (4.5) b 558 (9.7) c 16 (16.3) ab 18.4 (6.9) 
SETMI-UAS 14.8 (0.52) b 120 (5.2) b 563 (7.6) bc 10 (13.9) b 19.4 (5.2) 
Maize 2020 
Rainfed 11.6 (0.81) a - 520 (20.6) a 152 (23.3) a 0.0 (0.0) 
Common 13.3 (0.54) b 192 (0.0) a 625 (13.5) b 45 (33.1) b 2.1 (3.9) 
Commercial 12.5 (0.59) ac 73 (0.0) b 599 (12.2) c 96 (11.5) c 0.0 (0.0) 
SETMI-SAT 13.2 (0.88) bc 139 (19.4) c 618 (8.3) b 87 (14.0) bc 0.0 (0.0) 
SETMI-UAS 12.9 (0.49) bc 125 (5.6) c 617 (21.8) bc 89 (9.1) bc 0.0 (0.0) 
Soybean 2019 
Rainfed 4.6 (0.27) a - 326 (6.6) a 111 (29.9) a 0.0 (0.0) 
Common 4.8 (0.34) ab 112 (0.0) a 391 (10.8) bc 82 (15.9) ab 0.0 (0.0) 
Commercial 4.8 (0.34) ab 112 (0.0) a 400 (7.1) b 78 (17.9) ab 0.0 (0.0) 
SETMI-SAT 5.0 (0.20) b 104 (0.5) b 394 (10.3) bc 61 (12.7) bc 0.0 (0.0) 
SETMI-UAS 4.8 (0.34) ab 85 (0.0) c 380 (15.9) c 49 (6.1) c 0.0 (0.0) 
Soybean 2020 
Rainfed 4.2 (0.38) a - 410 (24.6) a 96 (12.8) a 0.0 (0.0) 
Common 4.7 (0.38) b 165 (0.0) a 512 (16.3) bc 61 (20.4) b 0.0 (0.0) 
Commercial 4.8 (0.35) b 145 (6.9) b 501 (23.6) b 71 (24.6) b 0.0 (0.0) 
SETMI-SAT 4.8 (0.31) b 139 (8.0) b 521 (14.2) c 67 (20.8) b 0.0 (0.0) 
SETMI-UAS 4.7 (0.42) b 158 (6.2) c 513 (12.8) bc 72 (14.5) b 0.0 (0.0) 
1 Yield: dray grain yield, Inet: net irrigation, ETa: measurement period actual evapotranspiration, 
ΔSW: measurement period change in soil water content, DP: measurement period deep percolation. 
2 Response variables followed by the same letter within a crop-year were not significantly different 
at the 5% significance level; absent letters indicate no significant difference between treatments.   
3 Mean (standard deviation) 
 
Water use efficiency was calculated using three methods (CWUE, IWUE, and 
ETWUE).   Each method was calculated for individual plots using plot dry grain yield, 
seasonal applied irrigation, and seasonal ETa.  Treatment water use efficiency metrics 
were calculated using a simple mean of all plots within a single treatment (Table 4.5).        
 The CWUE was used to assess crop production relative to water used by the crop.  
The rainfed treatment produced the highest CWUE for all crop-years.  The increased 
rainfed treatment CWUE was likely due to sufficient precipitation received during the 
growing season where significant crop water stress and yield reductions were avoided.   
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While dry grain yields for the rainfed treatment were lower than the irrigated treatments, 
the difference in yields were not as great in comparison to other studies (Djaman and 
Irmak, 2012).  Of the irrigated treatments, CWUE varied with at least one VRI treatment 
producing similar or higher CWUE values compared to the Common (uniform irrigation) 
treatment.   
The IWUE was used to quantify additional crop yield per unit of irrigation.  The 
treatments managed using SETMI produced similar or higher IWUE values compared to 
the Common treatment, a direct result of less applied irrigation yet similar yields.  
Overall, IWUE was higher for both maize and soybean in 2020 compared to 2019.  While 
more irrigation was applied on average in 2020, the increased IWUE in 2020 was due to 
greater differences in dry grain yield between the irrigated and rainfed treatments.  The 
Commercial treatment produced the highest IWUE for maize in 2020 (1.10 kg m-3) due to 
significantly less applied irrigation in comparison to the other irrigated treatments.   
The ETWUE quantifies the crop production efficiency due to irrigation.  The 
Common treatment produced the highest ETWUE for maize in 2019 (0.88 kg m-3) and 
2020 (1.67 kg m-3).  While irrigated maize yields were not statistically different in 2019 
and 2020, the Common treatment produced slightly higher yields and seasonal ETa in 
comparison to the other irrigated treatments.  It appeared that the increased yield for the 
Common treatment was enough to offset the increased seasonal ETa resulting in a higher 
ETWUE.  The SETMI-SAT and Commercial treatments produced the highest soybean 
ETWUE in 2019 (0.60 kg m-3) and 2020 (0.71 kg m-3), respectively.  The SETMI-SAT 
treatment produced the highest soybean yield and a slightly lower seasonal ETa compared 
to the other irrigated treatments in 2019.  In 2020, the Commercial and SETMI-SAT 
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treatments had similar yields although the Commercial treatment produced lower 
seasonal ETa.   
The crop water use efficiency metrics provided an overall idea of water use 
efficiency.  The CWUE and ETWUE both used seasonal ETa in calculations which was 
determined through a water balance approach that used starting and ending NP soil water 
content measurements.  While water balance parameters like irrigation and precipitation 
were measured, RO and DP were estimated.  These estimations likely do not have the 
same accuracy as measured parameters and are a source of error in determining seasonal 
ETa.        
Table 4.5.  Treatment means for crop water use efficiency (CWUE), irrigation water use efficiency 
(IWUE), and evapotranspiration water use efficiency (ETWUE). 
Treatment1 CWUE2 (kg m-3) IWUE (kg m-3) ETWUE2 (kg m-3) 
Maize 2019 
Rainfed 2.93 - - 
Common 2.61 0.49 0.88 
Commercial 2.55 0.29 0.47 
SETMI-SAT 2.64 0.48 0.79 
SETMI-UAS 2.63 0.50 0.84 
Maize 2020 
Rainfed 2.22 - - 
Common 2.13 0.83 1.67 
Commercial 2.08 1.10 1.19 
SETMI-SAT 2.13 1.01 1.59 
SETMI-UAS 2.10 0.98 1.63 
Soybean 2019 
Rainfed 1.41 - - 
Common 1.22 0.16 0.27 
Commercial 1.22 0.14 0.24 
SETMI-SAT 1.27 0.35 0.60 
SETMI-UAS 1.27 0.22 0.42 
Soybean 2020 
Rainfed 1.04 - - 
Common 0.92 0.26 0.51 
Commercial 0.97 0.35 0.71 
SETMI-SAT 0.92 0.36 0.50 
SETMI-UAS 0.92 0.25 0.43 
1Rainfed: no irrigation, Common: irrigation determined by professional crop consultant, Commercial: 
irrigation determined by commercial software, SETMI-SAT: SEMTI model informed with Planet 
satellite imagery, SETMI-UAS: SETMI hybrid model informed with UAS imagery. 




4.3.2. Reflectance-based Crop Coefficients 
Kcbrf curves were modeled for maize and soybean using three image sources 
(Landsat, UAS, and Planet).  Using the modeled Kcbrf curves, daily crop ET was 
calculated using Eq. 4.1 with the Ks and Ke terms removed.  A water balance approach 
was not used in this case in order to limit potential variations in ET due to variations in 
Ke and Ks.  Figure 4.3 shows the comparison of modeled Kcbrf curves and cumulative 
crop ET for maize and soybean over a growing season.  For maize, the Kcbrf curves 
generated from all three image sources compared well up until the Kcbrf peak, where the 
Planet Kcbrf curve did not reach the same Kcbrf peak as the Landsat and UAS image 
sources.  For soybean, differences in modeled Kcbrf curves were present for all three 
image sources at different stages of crop development.  Table 4.6 reports the differences 
in cumulative crop ET modeled using the Kcbrf curves from each image source starting 9 
April and ending 16 September which represented the approximate growing season.  
Maize cumulative crop ET was similar for the Landsat (497 mm) and UAS (495 mm) 
image sources while the Planet image source reported a lower value (476 mm), a result 
from the lower Kcbrf peak generated by the Planet imagery.  The variations in soybean 
Kcbrf curves generated using the UAS and Planet image sources had a cancellation effect 
over the entire growing season which resulted in similar soybean cumulative ET for all 
three image sources (Landsat: 437 mm, UAS: 445 mm, Planet: 446 mm).  The 
differences in the Kcbrf curves and cumulative crop ET can be attributed to differences in 
SAVI values produced from each image source.  The peak SAVI values averaged over 
the five locations/pixels for Landsat, UAS, and Planet image sources were 0.69, 0.68, and 
0.66 for maize and 0.74, 0.75, and 0.70 for soybean, respectively.  Daily ET estimated 
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using the Kcbrf curves generated with the UAS and Landsat image sources compared 
slightly better (MBE: 0.05 mm day-1, RMSE: 0.21 mm day-1) than the Landsat and Planet 
image sources (MBE: -0.05 mm day-1, RMSE: 0.27 mm day-1, Figure 4.4).  Maize 
cumulative crop ET was similar for all three image sources through most of the growing 
season indicating that all three image sources should have similar effects on water 
balance modeling.  The variations in soybean cumulative crop ET between image sources 
would likely affect soil water content modeling resulting in different irrigation 
recommendations.        
The variations in Kcbrf generated by the UAS and Planet imagery would have an 
effect on estimating daily ET; however, the irrigation field study showed that the SETMI 
treatments informed with UAS and Planet imagery performed well in comparison to the 
Common treatment.  The increased performance of the SETMI treatments may have been 
due to better management practices in general rather than properly managed VRI.  If this 
was the case, the UAS and Planet imagery likely supplied Kcbrf values accurately enough 
to improve irrigation management decisions and timing of irrigations.  Currently, UAS 
and Planet imagery are potentially viable options to inform the Kcbrf method in the context 
of irrigation management.  Future work should expand on this image source comparison 
including different fields with different planting dates.  A field study where irrigation is 
managed by SETMI informed with Landsat, Planet, and UAS imagery would help 
solidify the potential differences in irrigation management due to variations in image 




Figure 4.3.  Reflectance-based crop coefficient (Kcbrf) and cumulative crop ET using modeled Kcbrf and 
ETr for (a) modeled maize Kcbrf, (b) maize cumulative crop ET, (c) modeled soybean Kcbrf, and (d) 
soybean cumulative crop ET. 
 
Table 4.6.  Cumulative ET for maize and soybean using modeled 
Kcbrf and ETr derived from UAS, Landsat, and Planet image sources.   

















Figure 4.4.  Comparison of modeled daily crop ET for maize and soybean generated from the (a) UAS 
and (b) Planet satellite reflectance data to Landsat satellite modeled daily crop ET using SAVI-to-Kcbrf 
relationships. 
 
4.3.3. SETMI Rootzone Soil Water Depletion 
 SETMI was used to model Dr and compared to measured Dr calculated from NP 
volumetric soil water content measurements.  Dr was modeled using the SETMI WB, 
hybrid, and modified hybrid approaches.  Figure 4.5 shows the comparison of modeled 
and measured Dr for soybean and maize from each modeling approach.  Modeled Dr 
improved for soybean when using the SETMI hybrid approach over the WB approach, 
with a slight additional improvement observed with using the SETMI modified hybrid 
approach (Table 4.7).  Modeled Dr for maize performed similarly for all three modeling 
approaches.  The SETMI WB approach yielded the smallest RMSE (26.7 mm) and all 
three models generally underestimated Dr (Table 4.7).  While the SETMI modified hybrid 
model improved Dr estimations for soybean, modeled maize Dr contained additional 
scatter where issues other than incorrectly induced water stress may be present.  Overall, 
while the comparisons of modeled and measured Dr resulted in a RMSE of less than 30 
mm for both maize and soybean, which is less than a typical irrigation application, the 
under/overestimation of Dr would be problematic in irrigation management.  The 
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underestimations of Dr could lead to water stress and yield reductions while 
overestimations may lead to poor water use efficiency.     
 The assimilation of TSEB estimated ET in the SETMI hybrid model is used to 
estimate ET and provide water balance corrections more accurately.  There are currently 
limitations on how the hybrid model adjusts soil water content depending on if stress is 
induced or reduced.  If the water balance model indicates no water stress and the hybrid 
model detects water stress, Ks can be reduced to a level less than 1, which can result in Dr 
> RAW.  In the reverse scenario, if the water balance model indicates water stress and the 
hybrid model reduces water stress, Ks can be set to 1 but Dr is not reduced beyond RAW.  
In this configuration, the hybrid model does not reduce Dr beyond the threshold of water 
stress.  In the context of irrigation management, this could result in applying more 
irrigation than what is needed.  Other hybrid model modifications could be evaluated 
similar to what was done in this study which may improve estimating Dr.  
   
   
Figure 4.5.  Comparison of 2019 and 2020 measured rootzone soil water depletion to modeled rootzone 
soil water depletion modeled using (a) SETMI water balance approach for soybean, (b) SETMI hybrid 
approach for soybean, (c) SETMI modified hybrid approach for soybean, (d) SETMI water balance 
approach for maize, (e) SETMI hybrid approach for maize, (f) SETMI modified hybrid approach for 
maize. 
  
Soybean Soybean Soybean 




Table 4.7.  Statistical comparisons of SETMI modeled rootzone soil water depletion to 
measured rootzone soil water depletion.   
Model Crop 
Depletion (mm) 
Mean Bias Error (Root Mean Squared Error) 
SETMI water balance Soybean -13.4 (26.3) 
SETMI hybrid Soybean 4.9 (24.8) 
SETMI modified hybrid Soybean -2.2 (24.0) 
SETMI water balance Maize -5.9 (26.7) 
SETMI hybrid Maize -3.3 (27.8) 
SETMI modified hybrid Maize -4.8 (28.3) 
 
4.4. Summary and Conclusion 
 The irrigation field study assessed four different approaches for managing 
uniform and spatial irrigation over a maize and soybean field.  Each irrigation 
management approach was assessed to determine if significant differences were present 
in dry grain yield and net irrigation.  Overall, the spatial irrigation management 
approaches applied less water without significantly reducing yields.  The management 
approaches using the SETMI model consistently applied less irrigation than the uniform 
approach without significantly reducing yields, showing that the SETMI model is a 
viable method for managing spatial irrigation.      
UAS, Landsat satellite, and Planet satellite imagery were used to model Kcbrf 
curves and daily ET.  Variations were observed in the different image sources with more 
variation observed in soybean Kcbrf curves than maize.  The differences between image 
sources may affect water balance modeling and irrigation management, where additional 
studies are needed to better quantify the effects of each image source on irrigation 
management.  
The Dr was modeled using the SETMI WB and hybrid approaches, with the latter 
capable of providing soil water balance corrections.  The hybrid methodology for 
adjusting Dr was modified to limit large adjustments in Dr, typically occurring early in 
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the growing season.  The comparison of modeled Dr from the SETMI WB, hybrid, and 
modified hybrid approaches to measured Dr showed that the modification to the hybrid 
model slightly improved estimated Dr for soybean, although not drastically from the 
original hybrid model.  All three models performed similarly in modeling Dr for maize.  
The significant scatter in the maize Dr comparison raises concerns that the error in 
modeled Dr may be caused by other components in the WB model and should be 
explored further.      
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CHAPTER 5. SUMMARY AND RECOMMENDATIONS 
5.1. Summary 
 An irrigation study was conducted to evaluate different approaches for managing 
spatial irrigation in a field.  The research leveraged unmanned aerial system (UAS) 
remotely-sensed imagery to inform a remote-sensing-based evapotranspiration (ET) 
model, known as the Spatial EvapoTranspiration Modeling Interface (SETMI).  
Calibration models were developed for UAS-acquired thermal infrared imagery to 
improve accuracy of radiometric surface temperature measurements used to inform the 
SETMI model.  Energy balance fluxes and daily ET estimated using the Two-Source 
Energy Balance (TSEB), water balance (WB), and hybrid approaches within SETMI 
were compared to measured fluxes and ET from eddy covariance systems to quantify 
model accuracy.  The SETMI model was also used to determine spatial irrigation 
prescriptions in a field study which assessed different approaches for managing both 
uniform and spatial irrigation. 
5.2. UAS Thermal Infrared Remote Sensing 
 Information collected through remote sensing has proven beneficial in estimating 
various components related to crop growth and irrigation management.  UASs are 
becoming more viable platforms for collecting remotely-sensed imagery as they are less 
expensive and easier to deploy.  Remotely-sensed radiometric thermal imagery provides 
critical information for modeling spatial energy balance components and ET through 
energy balance modeling.  UAS-acquired thermal infrared imagery can supply the needed 
information to models like the TSEB model, however, the accuracy of UAS-acquired 
surface temperature measurements is of question as there lacks significant knowledge on 
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how to achieve high accuracy in UAS-acquired surface temperature measurements.  The 
thermal infrared cameras often deployed on UASs contain uncooled microbolometers 
which have less accuracy than cooled sensor systems.  Past studies have discussed 
various corrections needed for uncooled thermal cameras including corrections for non-
uniformity, defective pixel, shutter, radiometric, and temperature dependency (Ribeiro-
Gomes et al., 2017; Gómez-Candón, et al., 2016).  In addition, surface temperature 
measurements obtained though remote sensing are subject to the effects caused by 
atmospheric interference, where the thermal infrared signal may be enhanced or 
attenuated by the atmosphere depending on water vapor concentrations.  These effects 
can be removed through modeling of the atmospheric profile and resulting atmospheric 
interference (Barsi et al., 2003).     
Chapter 2 presented different methods of calibrating thermal infrared imagery 
collected with a FLIR Duo Pro R (FDPR) thermal camera mounted on a DJI Matrice 600 
UAS.  The FDPR camera contains a radiometric uncooled microbolometer sensor with a 
measurement error of ± 5 degrees Celsius.  The methods tested for improving accuracy of 
UAS-acquired thermal imagery included previously developed methods and new 
methods developed in this study.  The previously developed calibration approach used 
modeled atmospheric profiles and MODTRAN to determine the atmospheric effects 
caused by upwelling radiance, downwelling radiance, and transmissivity while also 
accounting for surface emissivity (Barsi et al., 2003; Berk et al., 2014).  The newly 
developed calibration methods assessed different modeling schemes with the models 
developed using parameters similar to those used in modeling the atmospheric profile, 
which included air temperature, relative humidity, atmospheric pressure, and surface 
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emissivity.  The comparison of UAS surface temperature measurements calibrated using 
MODTRAN to calibrated IRT surface temperature measurements resulted in a mean bias 
error (MBE) of -1.14 and root mean squared error (RMSE) of 2.24 degrees Celsius.  The 
three newly developed calibration models all performed better than the MODTRAN 
calibration.  
The calibration models developed in Chapter 2 increased the accuracy of UAS-
acquired surface temperature measurements.  This increased accuracy is potentially due 
to different factors.  The FDPR camera has a potential measurement error of ± 5 degrees 
Celsius, with similar measurement error observed in the water bath experiments in 
Chapter 2.  This error is substantial and could be problematic for energy balance models.  
The new calibration models may have provided corrections for measurement bias unlike 
the MODTRAN calibration method.  The simplicity of the new calibration models may 
have also benefited measurement accuracy by reducing noise induced through the 
MODTRAN calibration approach.  MODTRAN was originally developed to calibrate 
Landsat satellite thermal imagery where the entire atmospheric profile affects the thermal 
infrared signal.  The atmospheric profile affecting UAS thermal imagery acquired at low 
altitudes is substantially less than it is for satellite imagery.  MODTRAN may be unable 
to produce accurate determinations of atmospheric interference for low altitude (UAS) 
remote sensing compared to high altitude (satellite) remote sensing.   
The modeling of energy balance fluxes and ET using the TSEB model (presented 
in Chapter 3) initially informed the model with UAS thermal imagery calibrated with the 
linear model discussed in Chapter 2.  Initial modeling resulted in overestimations of 
latent heat flux (LE) which could be an indication of low bias in the surface temperature 
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measurements used to inform the model.  The calibration models developed in Chapter 2 
used IRT surface temperature measurements as the dependent variable with the 
assumption that IRT measurements corrected for atmospheric interference (using 
MODTRAN) and surface emissivity were most accurate.  While corrections for 
atmospheric condition were applied to IRT measurements, the extent of the corrections 
were limited due to the proximity of IRT sensors and the surface measured, as IRTs were 
located within 1-2 m of the crop canopy.  The atmospheric upwelling radiance and 
transmissivity were considered negligible in contributing to atmospheric interference.  
Correcting for the effects of atmospheric downwelling radiance alone minimized the 
potential error associated with this method.  The assumption that IRT surface temperature 
measurements corrected for atmospheric downwelling radiance and surface emissivity 
were most accurate may not have been true and is supported in the overestimation of LE 
from the energy balance modeling.  Applying corrections for atmospheric downwelling 
radiance to IRT surface temperature measurements reduced calibrated IRT measurements 
by approximately one degree Celsius.  The overestimation of LE by the energy balance 
model aligns with the notion that the calibrated UAS thermal imagery used to inform the 
model was supplying biased low surface temperature measurements caused by correcting 
IRT measurements for atmospheric downwelling radiance.  With the downwelling 
radiance corrections to IRT measurements appearing to induce more noise than it did in 
providing beneficial corrections, a new linear calibration model was proposed in Chapter 
3.  The new linear model used the methodology from Chapter 2 using the IRT surface 
temperature measurements corrected for surface emissivity as the model’s dependent 
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variable.  The estimation of energy balance fluxes improved when using the new linear 
calibration model proposed in Chapters 3.   
While the new calibration models provided alternative and simplified calibration 
procedures compared to the MODTRAN approach, they were developed under certain 
constraints that may limit their use in other applications and settings.  The new models 
have the potential to correct for both atmospheric interference and sensor bias.  The 
degree of atmospheric interference is related to path length and the atmospheric profile.  
The new calibration models were developed with imagery collected at a single altitude, 
which limited the ability to include an altitude parameter in the models to account for 
variability in atmospheric interference due to variations in image acquisition altitude.  
The new calibration models have not been evaluated with imagery collected at altitudes 
other than 240 m above ground level (AGL), and further analysis is needed to confirm 
model accuracy when calibrating thermal imagery collected at different altitudes.   
The FDPR measurement accuracy of ± 5 degrees Celsius presented some concern 
of whether measurements from the FDPR camera were bias high or low.  If a consistent 
bias was present in FDPR measurements, the new calibration models would have 
identified this bias and provided adjustments to some level.  The bias, if present, of the 
FDPR camera may also be different than other thermal cameras’ measurement bias which 
further limits the usefulness of the new calibration models across different thermal 
cameras.   
Overall, further evaluation of the new calibration models is needed.  Calibration 
of thermal imagery collected with different thermal cameras and at attitudes other than 
240 m AGL should be assessed for accuracy before further use.  While the new 
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calibration models used parameters that are widely available, a more universal calibration 
approach factoring in the image acquisition altitude, climate, and the specifics of the 
thermal camera used to collect imagery would be beneficial.  Although the new 
calibration models presented may not be widely applicable, they demonstrate that further 
calibration is needed in UAS thermal remote sensing in order to accurately measure 
surface temperature in agricultural fields. 
5.3. Remote-Sensing-Based Evapotranspiration Modeling 
 Accurate modeling of ET provides information beneficial to detecting crop water 
stress and managing irrigation.  Different models have been used to estimate ET and have 
been further developed to provide spatial ET estimations using remotely-sensed data.  
The TSEB model proposed by Norman et al. (1995) can estimate spatial energy balance 
fluxes and ET with remotely-sensed shortwave reflectance and radiometric thermal 
imagery.  An additional method of estimating ET uses the reflectance-based crop 
coefficient (Kcbrf) derived from shortwave reflectance data (Neale et al., 1989), which can 
also be used to estimate spatial ET.  The TSEB and Kcbrf approaches for estimating ET 
were combined with a WB model forming a hybrid model (SETMI, Neale et al., 2006, 
2012; Geli and Neale, 2012).  With ET estimated using two different methods, the hybrid 
model can provide adjustments to soil water depletion.   
 The modeling of energy balance fluxes and ET from the hybrid model, presented 
in Chapter 3, quantified model accuracy through comparisons of model and measured 
fluxes and ET.  Energy balance fluxes and ET were estimated using the TSEB model 
with different model parameterizations and inputs.  UAS-acquired multispectral and 
thermal imagery were used to inform the model with the thermal imagery calibrated 
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using the methods described in Chapters 2 and 3.  The TSEB model was also evaluated 
with the Penman-Monteith (PM) and Priestley-Taylor (PT) formulations for estimating 
LE.  Model inputs included soil surface reflectance and soil heat flux ratios measured at 
each field location.  The measured values for these two parameters varied based on field 
and crop type, and in some cases, were significantly different than the values used in 
recent studies (Barker et al., 2018a; Colaizzi et al., 2012).  The accuracy of the TSEB 
model was assessed through the comparison of estimated and measured energy balance 
fluxes and ET, with fluxes measured by eddy covariance systems.  Modeling results 
showed a high agreement in modeled and measured net radiation (Rn, RMSE: < 28 W m-
2) and soil heat flux (G, RMSE: < 21 W m-2) for all TSEB modeling input combinations, 
indicating that the measured soil surface reflectance and soil heat flux ratios used in the 
model performed well.  The highest agreement in modeled and measured LE and sensible 
heat flux (H) was produced using the PT formulation informed with UAS thermal 
imagery calibrated using the linear model proposed in Chapter 3.  Overall, the PT 
performed better than the PM formulation in estimating energy balance fluxes, which was 
consistent with Barker et al. (2018a).  One reason for the improved performance of the 
PT method is due to how SETMI allows for the PT coefficient (αPT) to decrease in an 
iterative approach to satisfy the energy balance equation.  This resulted in αPT decreasing 
to values less than 1.26, which reduced LE. 
 The TSEB modeling demonstrated the importance of using accurately measured 
surface temperatures to inform the model.  Estimated fluxes and ET were significantly 
different when using UAS thermal imagery without any additional calibration versus the 
linear calibration model presented in Chapter 3.  The sensitivity of the TSEB model in 
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regard to measured surface temperature will make future work with UAS-acquired 
imagery difficult given the current accuracy of typical UAS thermal cameras.   
 The estimated daily ET from the TSEB and WB models were used to update the 
hybrid model ET assimilation weighting factors.  The TESB model produced higher 
agreement in modeled and measured ET (MBE: 0.11, RMSE: 0.46) compared to the WB 
model (MBE: -0.25, RMSE: 0.76).  The estimated ET from the two models produced 
hybrid ET assimilation weighting factors of 0.61and 0.74 for maize and soybean, 
respectively.  The weighting factor for maize was within the range found by Barker et al. 
(2018a) while the soybean weighting factor was considerably higher.  This was due to the 
lower soybean ET estimations from the WB model, with the assimilation relying more 
heavily on the TSEB ET than WB ET.  Estimated ET from the hybrid model using the 
new ET assimilation weighting factors produced the highest agreement in modeled and 
measured ET (MBE: 0.02, RMSE: 0.42) compared to the TSEB and WB models, 
individually.   
 While the TSEB model performed well at estimating energy balance fluxes and 
ET, various inputs required by the model were measured at each field site.  The different 
crops and tillage practices at each field site resulted in varying amounts of crop residue 
present in each field.  The level of crop residue affected soil surface reflectance and the 
soil heat flux ratio, where increased levels of crop residue decreased the soil heat flux 
ratio.  The measured soil heat flux ratio varied between 0.19-0.30 across the three sites 
over three years.  Using the traditional soil heat flux ratio of 0.3 (Brutsaert, 1982; 
Norman et al., 1995; Barker et al., 2018a) resulted in the overestimation of soil heat flux 
at sites when planted as soybean.  The variability between fields presents a challenge in 
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properly characterizing the field conditions present.  Utilizing early season shortwave 
remotely-sensed imagery could provide the information necessary to determine the level 
of crop residue which may be further related to the soil heat flux ratio.  
 The hybrid model produced a higher agreement in estimated ET than the WB 
model, displaying how the hybrid model can utilize ET from the TSEB model to improve 
accuracy.  In addition, growing season cumulative ET from the hybrid model more 
closely followed cumulative ET measured by the eddy covariance systems compared to 
the WB model alone, a direct result of the higher ET estimation accuracy of the hybrid 
model.  The overestimation in early season ET by the WB model was likely caused by 
incorrect soil evaporation coefficients (Ke) in the dual crop coefficient equation, similar 
to what Barker et al. (2018a) discussed.  Ke is affected by the fraction of vegetation cover 
which is accounted for in the WB model.  The amount of crop residue will also affect Ke; 
however, the WB model does not currently provide adjustments to Ke based on the level 
of crop residue.  Recent studies using the hybrid model adjusted Ke by damping the value 
by twenty-five percent (Barker et al., 2018b; Bhatti et al., 2020).  While this study also 
reduced Ke by twenty-five percent, ET was overestimated early in the growing season 
when Ke is typically elevated due to low fraction of vegetation cover.  Additional 
adjustments to Ke are likely needed to account for decreased soil evaporation due to crop 
residue.  In addition, the limits imposed on modeled root depth may also be a cause for 
low estimations of ET in the WB model, which was especially apparent in soybean.  If 
the modeled root depth is less than actual root depth, the model will typically estimate a 
readily available water that is less than the actual.  This may cause the model to infer 
water stress sooner than it should, effectively reducing Ks and estimated daily ET. 
137 
 
 The SETMI hybrid model performed well at estimating ET; however, the model 
requires high accuracy in measured surface temperature.  This poses a potential limitation 
on how widely the model may be used in applications such as irrigation management.  
Supplying accurate surface temperature measurements through UAS remote sensing can 
be problematic, which may lead others to seek different remote sensing sources, such as 
Landsat.  Previous studies using Landsat have discussed the limitation on the spatial (and 
temporal) scale of this imagery in the context of irrigation management (Barker et al., 
2019).  A tradeoff between feasibility, accuracy, and scale exits between different 
remotely-sensed imagery sources, which may ultimately affect how irrigation is managed 
using SETMI in the future.   
5.4. Spatial Irrigation Management   
 The irrigation field study presented in Chapter 4 compared uniform and variable 
rate irrigation (VRI) management approaches.  The VRI management approaches used 
the SETMI model informed with UAS and Planet satellite remotely-sensed imagery and a 
commercial VRI scheduling program.  The three VRI management approaches provided 
a comparison of different commercial and research-based tools currently available for 
managing VRI.  The study showed that the VRI treatments typically applied less water 
than the Common (uniform irrigation) treatment while maintaining similar yields.  The 
decreased applied irrigation in the VRI treatments may have been due to either properly 
managed VRI or better irrigation management in general.  Proper irrigation management 
determines irrigation based on soil water content, where soil water content is kept at a 
level just above where plant water stress occurs which allows for storage of future rainfall 
events.  The SETMI model has the ability to manage irrigation in this fashion by using 
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the water balance model that estimates the amount of water available to crops.  With 
SETMI providing spatial irrigation recommendations, the model may also be a useful 
tool in areas with water allocations and uniform irrigation in general.  The field spatial 
irrigation requirements determined by SETMI could be used to manage irrigation based 
on meeting a certain percentage of the field’s spatial irrigation requirements.  This would 
give producers the option to apply more or less water depending on the current conditions 
of the entire field and provide better insight on how irrigation timing affects field 
irrigation requirements.  Overall, the SETMI model demonstrated that it could manage 
irrigation effectively; however, the current overhead in managing the SETMI model 
needs improvement if it is to be scaled up as an irrigation management tool over larger 
areas.  
 SETMI requires remotely-sensed imagery in order to inform the various 
components within the model.  The different remote sensing platforms available today 
(i.e., satellite, airborne, UAS) provide data with different spatial and temporal 
resolutions, which provide different benefits to models like SETMI when used for 
irrigation management.  High spatial resolution multispectral and thermal imagery likely 
benefits the TSEB model more than it does in modeling the crop coefficient curve in the 
WB model.  This is partly due to the fundamental differences in modeling approaches.  
The TSEB model requires canopy and soil temperatures in various calculations.  The 
TSEB model has typically been informed with composite canopy and soil surface 
temperatures, requiring partitioning of the composite temperatures into canopy and soil 
component temperatures.  This process could be essentially eliminated with very high 
resolution remotely-sensed imagery where canopy and soil temperatures are measured 
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independently, which would simplify and likely increase the accuracy of certain portions 
of the TSEB model.  High resolution imagery likely does not have the same benefit in 
modeling Kcbrf for daily ET estimations, especially in the context of irrigation 
management.  In typical VRI systems, the smallest manageable zone is approximately 23 
m (Higgins et al., 2016).  This essentially defines the needed spatial resolution of 
remotely-sensed imagery for modeling Kcbrf and the spatial soil water balance.  The high-
resolution imagery from Planet satellite and UAS may not be necessary when using the 
Kcbrf method in the dual crop coefficient approach.   
The relationships used in modeling Kcbrf for maize and soybean were recently 
developed using Landsat satellite imagery (Campos et al., 2017).  The irrigation 
management study used Planet satellite and UAS imagery to inform the SETMI model, 
assuming that the SETMI Kcbrf models were sufficient for the different image sources.  
While all three image sources measured the shortwave spectrum necessary for modeling 
Kcbrf, the comparison in Chapter 4 showed variations in measured shortwave reflectance 
between image sources.  ET estimated using Kcbrf values generated from the UAS and 
Landsat shortwave imagery compared more favorably (RMSE: 0.21 mm day-1) than 
Planet and Landsat (RMSE: 0.27 mm day-1); however, the ET estimations were based 
solely on the basal crop coefficient and did not take into consideration the evaporative 
(Ke) and stress (Ks) coefficients in order to limit potential water balance error in 
estimating these components.  The seasonal cumulative ET from the three image sources 
compared well for maize up until the peak Kcbrf, where Planet satellite generated lower 
peak Kcbrf values compared to Landsat and UAS image sources, resulting in a 21 mm 
lower seasonal cumulative ET when compared to Landsat.  The Kcbrf curves for soybean 
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were more variable throughout the growing season.  The UAS image source produced 
low early season and high mid-late season Kcbrf values while the Planet satellite image 
source produced high early season and low mid-late season Kcbrf values compared to 
Landsat.  The variation in soybean Kcbrf values generated by each image source did not 
result in large differences in seasonal cumulative ET as the over and underestimations of 
Kcbrf from the Planet and UAS image sources had a canceling effect over the entire 
growing season.  Although soybean seasonal cumulative ET compared well between 
image sources, the variations in Kcbrf throughout the growing season would likely affect 
irrigation scheduling when using a water balance approach.  The differences in Kcbrf 
values for maize and soybean is concerning, considering the Kcbrf values for each crop 
were generated using the same imagery.  Timing of imagery collected could be one 
potential cause for the differences in the peak Kcbrf values between image sources.  If a 
remotely-sensed image is not collected near the peak Kcbrf, the Kcb curve may never reach 
the true peak.  This is one potential downfall to using image sources with longer revisit 
intervals, such as Landsat.  An additional analysis comparing Kcbrf values over numerous 
fields would provide a better idea of the differences of each image source and provide 
more confidence on which image sources accurately inform a model like SETMI.       
 Determining the best image source to inform the SETMI model for irrigation 
management is dependent on what approach is used and how irrigation is managed.  The 
three image sources discussed contain different spatial and temporal resolutions.  The 
SETMI hybrid approach requires thermal imagery while the SETMI WB approach does 
not.  In VRI management, the SETMI hybrid model informed with UAS imagery 
performed better at estimating daily ET than when informed with Landsat imagery 
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(Barker et al., 2018a).  While UAS imagery may provide better information to the 
SETMI hybrid approach, considerations need to be made on the overall feasibility in 
collecting UAS-acquired remotely-sensed imagery.  If using the SETMI WB approach to 
manage either uniform or variable rate irrigation, the high-resolution UAS imagery likely 
does not provide any additional benefits compared to Landsat satellite, given that 
sufficient Landsat imagery is available to model the Kcbrf curve accurately.  Planet 
satellite imagery could be used to supplement periods with missing Landsat shortwave 
imagery; however, Planet satellite imagery must be purchased, and caution should be 
used due to the variations observed in Planet generated Kcbrf values.          
The level of rootzone soil water depletion (Dr) determined when irrigation 
recommendations were made in the SETMI model.  Modeled Dr from the SETMI WB, 
hybrid, and modified hybrid models was compared to measured Dr.  The modified hybrid 
model limited when adjustments were made to Dr by increasing the threshold for 
initiating Dr adjustments when Dr was much less than the readily available water.  The 
three models produced similar modeled Dr for maize while the hybrid and modified 
hybrid models produced a slight improvement in Dr estimations for soybean compared to 
the WB model.  While differences in estimated Dr between the three models were not 
significantly different, the modified hybrid model may be useful to some degree, 
especially early in the growing season when Dr is typically low.  The SETMI Dr analysis 
provided insight on how well the model could determine irrigation timings.  The modeled 
and measured Dr comparison RMSE was consistently below 30 mm, which is within the 
range of typical irrigation application depths.  This provides producers with a certain 
level of confidence in using the SETMI model for irrigation management. Overall, 
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modeled Dr was less than measured Dr (negative MBE) which would potentially result in 
water stressing crops.  One method to decrease the likelihood of water stress is to 
decrease the management allowable depletion (MAD).  This would initiate irrigation 
sooner but would also increase the possibility of overirrigated crops where soil water 
levels do not allow for future storage of rainfall events.             
Additional improvements in SETMI are likely possible through various 
modifications, such as Ke and its relationship to crop residue, root depth, and how Dr 
adjustments are determined.  The analysis of modeled Dr showed the current limitations 
of the model providing motivation for future modifications that may lead to enhanced 
uniform and spatial irrigation management.  While the SETMI model performed well in 
managing spatial irrigation, further research is needed in order for producers to gain more 
confidence in VRI and its return on investment for its wider adoption in commercial 
agricultural operations. 
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