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Samenvatting
SAMENVATTING
De aarde kent een geschiedenis van afwisselende ijstijden 
(glacialen) en warme perioden (interglacialen) die telkens een enorme 
verschuiving in de verspreiding van soorten teweegbrachten. Vandaag 
zijn wetenschappers, politici en burgers echter verontrust omdat de 
opwarming tijdens het huidige interglaciaal veel sneller gaat dan 
ooit tevoren en omdat voorspellingen aantonen dat die trend enkel 
maar zal versterken. Dit zal dramatische gevolgen hebben voor de 
biodiversiteit zoals we ze vandaag kennen, temeer omdat soorten op de 
klimaatverandering moeten reageren in landschappen die wij als mens 
sterk hebben aangetast.
Populaties kunnen op vier verschillende manieren reageren op 
de klimaatopwarming: ze kunnen (i) het klimaat ‘volgen’ (richting hogere 
breedte- of hoogtegraden), (ii) zo evolueren dat ze hun fitness behouden 
in de nieuwe omstandigheden, (iii) hun gedrag, fenologie (i.e. timing van 
gebeurtenissen in levenscyclus), fysiologie, etc. aanpassen om de nieuwe 
omstandigheden te verdragen (i.e. plastische aanpassingen), of (iv) 
(plaatselijk) uitsterven. In realiteit kunnen deze vier reacties door elkaar 
lopen. Bij een poolwaartse areaalverschuiving, bijvoorbeeld, kunnen we 
verwachten dat populaties ook evolutionaire of plastische aanpassingen 
aan de veranderende omgeving (e.g. een verkort groei-/broedseizoen 
en veranderde biotische interacties) zullen vertonen. Dat soorten op de 
klimaatopwarming reageren is tot op heden vooral zichtbaar in de vorm 
van dergelijke areaalverschuivingen en in de vorm van fenologische 
veranderingen. Onbetwistbaar bewijs voor adaptieve evolutionaire 
veranderingen die de groei van een populatie herstellen en zo een lokaal 
uitsterven vermijden, is echter schaars. Tot dusver toonde slechts één 
studie een evolutionair verhoogde thermische tolerantie en heel wat 
bewijs voor evolutionaire veranderingen tijdens areaalverschuivingen 
wordt in vraag gesteld.
Een areaalverschuiving houdt een netto verplaatsing in van 
individuen vanuit centrumpopulaties van het areaal naar perifere 
populaties toe, alsook kolonisaties buiten de oorspronkelijke 
areaalgrenzen. Een dergelijke verplaatsing van individuen in de ruimte 
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zorgt voor een flux van genen vanuit die centrumpopulaties naar de 
perifere populaties en noemt men dispersie. Individuen zullen enkel tot 
dergelijke dispersie overgaan indien de baten ervan de kosten overtreffen 
(i.e. dispersie is conditie-afhankelijk). Dispersieve individuen verschillen 
ook typisch van filopatrische (niet-dispersieve) individuen, bijvoorbeeld 
wat betreft hun geslacht, grootte, leeftijd of lichaamsconditie (i.e. 
dispersie is fenotype-afhankelijk). Dispersie is een complex gedrag dat 
bepaald wordt door een diversiteit aan eigenschappen die elk onderhevig 
zijn aan evolutie. Dispersie zelf kan bijgevolg ook evolueren.
Wanneer soorten hun areaal verschuiven naar hogere 
breedtegraden, zijn zij onderhevig aan een veranderende omgeving. De 
druk om zich hieraan aan te passen kan hun fenotype mee vormgeven. 
Daarenboven impliceert een areaalverschuiving een ruimtelijke sortering 
van fenotypes,  waarbij de meest dispersieve individuen samentroepen aan 
het front en er lokaal met elkaar voortplanten. Aangezien deze individuen 
ook profiteren van de plaatselijke lage densiteiten, wordt verwacht dat 
ze bovendien een r-strategie (i.e. hoge inzet op reproductie) zullen 
ontwikkelen.  Deze selectiedrukken eigen aan areaalverschuivingen, 
gezamenlijk ruimtelijke selectie genaamd, kunnen er dus toe leiden dat 
individuen aan het front naar een hoge dispersiviteit en reproductiviteit 
evolueren (in afwezigheid van beperkende factoren), wat kan resulteren 
in een versnelde verschuiving. De potentie om te evolueren kan aan het 
front echter sterk gereduceerd zijn als gevolg van de opeenvolging van 
kolonisaties (door kleine aantallen individuen) en de daarmee gepaard 
gaande genetische verarming.
Dit doctoraal proefschrift bestudeert de evolutionaire en 
ecologische processen gelieerd aan areaalverschuivingen aan de 
hand van patroon- en procesgeoriënteerde methodes. Daarbij fungeert 
de bonenspintmijt (Tetranychus urticae), een herbivore pestsoort die 
zijn Europese areaal de laatste decennia noordwaarts uitbreidde, als 
modelsoort.
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Binnen de context van areaalverschuivingen is dispersie van 
centraal belang. De genetische verarming ten gevolge van opeenvolgende 
kolonisaties kan de mogelijkheid tot evolutie in dispersie echter beperken. 
Hoofdstuk I bestudeert daarom de overerfbaarheid van luchtdispersie bij 
T. urticae in een dergelijke situatie. Via artificiële selectie van een uniek 
gedrag voorafgaand aan luchtdispersie werd de ruimtelijke sortering van 
het dispersiefenotype empirisch gesimuleerd. De wijze van overerving 
kon dan achterhaald worden door middel van wederzijdse kruisingen 
tussen mijten die geselecteerd werden om het gedrag te vertonen 
(dispersieve lijn) of niet (filopatrische lijn). De luchtdispersie reageerde, 
ondanks de lage aantallen kolonisatoren, zeer sterk op de selectiedruk 
en vertoonde een maternale overerving. Omgevinggestuurde maternale 
effecten en een eventuele invloed van endosymbionten geassocieerd 
met dispersiegedrag konden uitgesloten worden. Hoofdstuk I wijst 
dus op een overerving van luchtdispersie via transgenerationele 
epigenetische overdracht, wat een snelle evolutionaire dynamiek tijdens 
areaalverschuivingen teweeg kan brengen.
Door de gezamenlijke invloed van de processen die gepaard 
gaan met ruimtelijke selectie én met de aanpassing aan lokale 
omstandigheden kunnen we verwachten dat een soort die zijn areaal 
poolwaarts verschuift onderhevig is aan meerdere selectiedrukken. 
Dit bemoeilijkt de interpretatie van evolutionaire dynamieken tijdens 
een dergelijke verschuiving. Om de twee evolutionaire processen te 
ontwarren, combineert hoofdstuk II daarom empirische data met data 
afkomstig van een op individueel niveau geparametriseerd model. Voor 
de empirische data werden T. urticae populaties bemonsterd langsheen 
de verschuivingsgradiënt van de soort in Europa en onder gezamenlijke 
omstandigheden gekweekt, waarna kwantitatieve differentiatie in 
eigenschappen kon worden bepaald. Deze differentiatie werd dan 
vergeleken met de uitkomst van drie model scenario’s die verschilden wat 
betreft ruimtelijke sortering en lokale adaptatie. De resultaten toonden 
aan dat ruimtelijke selectie de trend voor dispersie best kon verklaren, 
waar lokale adaptatie beter de trend in ontwikkeling voorspelde. 
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Hoofdstuk II geeft dus aan dat beide selectiedrukken werkzaam kunnen 
zijn binnen hetzelfde ecologische tijdskader om zo samen evolutionaire 
veranderingen teweeg te brengen.
Tot op heden hebben we geen inzicht in de onderliggende 
fysiologische processen die gepaard gaan met de fenotypische 
veranderingen die optreden tijdens areaalverschuivingen. We kunnen 
echter veronderstellen dat een verhoogde dispersie of reproductie 
bepaalde aanpassingen vergt in het metabolisme. Gebruik makend 
van dezelfde veldstalen van hoofdstuk II, onderzoekt hoofdstuk III 
daarom metabolische differentiatie. Na kweek onder gezamenlijke 
omstandigheden, bekwamen we metabolische profielen via 
gaschromatografie-massaspectrometrie. Deze toonden een graduele 
differentiatie van zuidelijk naar noordelijk Europa, wat wijst op 
(epi)genetische veranderingen in het metaboloom die samengaan met 
de areaalverschuiving. Meer specifiek toont hoofdstuk III dat noordelijke, 
dispersieve populaties verlaagde concentraties van enkele essentiële en 
niet-essentiële aminozuren bevatten, wat kan wijzen op een verminderde 
activiteit van metabolische reacties binnen de eiwitsynthese.
Meer en meer wordt ruimtelijke selectie, en dus verhoogde 
dispersie en reproductie aan het front, gezien als de oorzaak van snelle 
areaalverschuivingen. Een mogelijke rol van plasticiteit (conditie-
afhankelijke dispersie) als stuwende kracht wordt daarbij echter over 
het hoofd gezien. Hoofdstuk IV gaat daarom het relatieve belang van 
ruimtelijke selectie en conditie-afhankelijke dispersie na, gebruik 
makend van microkosmosinstallaties waarin de areaaluitbreiding van T. 
urticae werd nagebootst. De snelheid van verschuiving werd vergeleken 
voor twee experimenten: één met een controle en een behandeling 
waarin regelmatige randomisaties de bekomen ruimtelijke structuur 
(de sortering van fenotypes en verwantschappen) teniet deden, en een 
ander met een controle en een behandeling waarin inteelt lijnen werden 
gebruikt (geen mogelijkheid tot evolutie). Beide behandelingen zorgden 
voor een significante vertraging, maar deze door de randomisatie was 
tweeënhalf maal zo sterk. Hoofdstuk IV bewijst dus dat een plastisch 
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verhoogde dispersie ten gevolge van een hoge mate van verwantschap een 
over het hoofd geziene, belangrijke stuwer is van areaalverschuivingen.
Hoewel areaalverschuivingen en veranderingen in fenologie 
gewoonlijk elk apart worden beschouwd, kunnen deze rechtstreeks 
verbonden zijn wanneer verschuivingen in het areaal veranderingen in 
fenologie teweegbrengen. Vooral invasieve soorten zullen temperaturen 
moeten trotseren waarmee ze niet vertrouwd zijn. Als deze de 
ontwikkeling van de seksen ongelijk beïnvloeden kan dit leiden tot 
mislukte of uitgestelde paring en dus tot een vertraagde populatiegroei. 
Sommige soorten zullen hierdoor een vertraagde areaaluitbreiding 
kennen, maar andere kunnen dit mogelijks tegengaan door plastische 
aanpassingen. Hoofdstuk V toetst of onvertrouwde temperaturen leiden 
tot fenologische verschillen tussen de seksen van T. urticae en of deze 
de populatiegroei negatief beïnvloeden. Door het manipuleren van 
interseksuele fenologische verschillen, konden we ook het effect hiervan 
op de populatiegroei nagaan. De onvertrouwde temperaturen leidden wel 
tot een uitgestelde paring, maar een negatief effect op de populatiegroei 
bleef uit. Dit kon worden toegeschreven aan plastische aanpassingen in 
de seksratio van de nakomelingen. Hoofdstuk V illustreert dus dat een 
slechte fenologische afstemming tussen de seksen areaaluitbreiding 
niet per definitie belemmert.
In het geheel genomen toont dit proefschrift aan dat ruimtelijke 
sortering en adaptatie aan veranderende omstandigheden tijdens 
areaaluitbreiding samen resulteren in evolutionaire veranderingen in 
dispersie en levensgeschiedeniskenmerken, die zichtbaar zijn op zowel 
fenotypisch als metabolisch niveau. Ecologische processen zijn echter 
ook belangrijk. Zo wordt aangetoond dat verhoogde dispersie aan het 
front ook veroorzaakt kan worden door de plaatselijke hoge mate van 
verwantschap (dus competitie tussen verwanten). Verder is plasticiteit ook 
van belang voor initiële overleving buiten het oorspronkelijke leefgebied, 
zoals geïllustreerd door de plastische aanpassing in de seksratio van 
nakomelingen in reactie op onvertrouwde temperaturen. Via zowel 
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evolutionaire als ecologische processen leiden areaalverschuivingen 
dus tot veranderingen in dispersie en levensgeschiedeniskenmerken, die 
op hun beurt de mogelijkheid tot en snelheid van verdere verschuiving 
beïnvloeden. Om betrouwbaar te kunnen voorspellen hoe soorten zullen 
reageren op de klimaatverandering, is het belangrijk dat deze eco-
evolutionaire dynamieken in rekening worden gebracht.
15

Summary
SUMMARY
The earth’s climate has a history of alternating glacial and 
interglacial periods. These alternations have recurrently forced major 
rearrangements in species assemblages. Today, however, scientists, 
politicians and citizens are worried because the predicted rate of climate 
change is faster than any of these past temperature changes. The current 
rapid warming is anticipated to have dramatic consequences for the 
earth’s biodiversity as it is known today, especially since organisms must 
respond to this warming within environments highly modified by human 
activities.
Populations of species may respond to global warming in four 
different ways: (i) by ‘tracking the climate’ (thus generally moving up-
or polewards), (ii) by evolving as to maintain fitness under changed 
conditions, (iii) by adjusting their behaviour, phenology, physiology, etc. 
as to withstand the new conditions (i.e. plastic change), or (iv) by (locally) 
going extinct. Despite this distinction, all four responses may in reality 
interact. While moving polewards, for example, populations may be 
expected to equally show evolutionary and/or plastic responses to the 
changing environment (e.g. shortening of the growing/breeding season 
and altered biotic interactions). To date, most evidence for responses 
to climate warming relates to range shifts and plastic changes in 
phenology (i.e. the timing of life-cycle events). Unequivocal evidence 
for evolutionary rescue (i.e. when adaptive evolutionary change restores 
positive growth to declining populations and prevents extinction), in 
contrast, is very scarce. Only one study so far showed an evolutionary 
increase in thermal tolerance, and the value of most of the evidence for 
evolutionary change during range shifts is being questioned.
An expansion or shift of a species’ range implies a net 
displacement of individuals from the core populations of the range 
towards peripheral populations, and colonisations beyond the previous 
range boundary. Such a movement of individuals across space has 
consequences for gene flow (a flux of ‘core genes’ towards the gene pool 
of the edge populations) and is termed dispersal. Individuals will only 
disperse when the benefits of dispersal outweigh its costs (i.e. dispersal 
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is condition-dependent), and dispersers typically differ from philopatric 
(non-dispersing) individuals in several aspects, including, for example, 
their age, size, sex or body-condition (i.e. dispersal is phenotype-
dependent). Dispersal is a complex behaviour determined by a variety 
of traits that may respond to selection pressures, and dispersal as a 
behaviour may thus evolve.
When species expand their range polewards, they encounter 
changing environmental conditions. The pressure to adapt to these 
changing local conditions may shape a species’ phenotype. On top of 
that, range expansions inherently involve a spatial sorting of phenotypes 
with the most dispersive individuals typically being present at the range 
front, hence locally mating amongst each other. As these individuals 
moreover benefit from the local low densities, they are expected to evolve 
towards an r (instead of K at the high-density core) life-history strategy. 
These selection pressures inherent to range expansion, together termed 
spatial selection, may thus result in range front individuals evolving 
traits related to high dispersal capacity and high reproductive effort (in 
the absence of evolutionary constraints), which may lead to accelerated 
range advance. The evolutionary potential of edge populations, however, 
may become hampered by repeated founder effects (colonisations by 
only a few ‘founding’ individuals) leading to genetic depletion.
This PhD thesis combines pattern- and process oriented 
approaches to study the ecological and evolutionary processes related 
to range expansion. The two-spotted spider mite (Tetranychus urticae), a 
herbivorous pest species that expanded its European range northwards 
over the last decades, serves as a model species.
In the context of range expansions, dispersal behaviour is of 
central importance. Due to reduced genetic variation resulting from 
repeated founder effects, the potential for dispersal evolution may, 
however, be reduced. Chapter I therefore examines the inheritance of 
aerial dispersal in T. urticae, given repeated low numbers of founders. 
19
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The spatial sorting of dispersal phenotypes was empirically simulated 
by artificial selection on a unique pre-dispersal behaviour. The mode 
of inheritance could then be inferred via reciprocal crosses between 
mites selected for exhibiting this behaviour (dispersive line) and 
those selected for not exhibiting the behaviour (philopatric line). 
The aerial dispersal behaviour responded strongly to the imposed 
selection pressure -despite the low numbers of founders- and showed 
a maternal inheritance. As environmentally-induced maternal effects 
and the influence of dispersal-related endosymbionts could be ruled 
out, chapter I thus suggests that aerial dispersal in T. urticae exhibits 
transgenerational epigenetic inheritance, allowing fast evolutionary 
dynamics during range expansion.
During polewards range expansions, species are expected to 
experience multiple selection pressures because of the joint action 
of evolutionary processes related to spatial selection and those 
related to adaptation towards local climatic conditions. This hinders 
the interpretation of evolutionary dynamics during such expansions. 
To disentangle between the two evolutionary processes, chapter II 
integrates empirical data with those derived from a highly parameterised 
individual-based model. The empirical data were obtained by breeding T. 
urticae populations sampled from along the species’ European expansion 
gradient under common garden conditions, after which quantitative trait 
differentiation along this gradient could be assessed. This differentiation 
was then compared with that obtained for each of three competing 
model scenarios differing in spatial selection and local adaptation. 
The results showed that spatial selection best described variation in 
dispersal behaviour, while variation in development was best explained 
by adaptation to the local climate. Chapter II thus demonstrates that 
both selection pressures can operate within the same ecological time 
frame, together thrusting evolutionary change along expansion fronts.
To date,  we lack a mechanistic understanding of the physiological 
processes that underlie the phenotypic changes associated with range 
expansions. Increased dispersal or reproduction could, however, be 
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anticipated to require specific metabolic adaptations. Using the same 
T. urticae field populations form chapter II, chapter III therefore assesses 
metabolic differentiation along the latitudinal field gradient. After 
common garden breeding, metabolic profiles were obtained using gas 
chromatography-mass spectrometry. These profiles showed gradual 
differentiation from southern to northern Europe, indicating (epi)genetic 
changes in the metabolome in association with range expansion. More 
specifically, chapter III shows that more dispersive northern populations 
displayed lowered concentrations of several essential and non-essential 
amino acids, suggesting a potential downregulation of metabolic 
pathways associated with protein synthesis.
Rapid range advance has increasingly been understood as 
resulting from spatial selection leading to increased dispersal and/
or reproduction at expansion fronts. Plasticity (condition-dependent 
dispersal), however, may be an overlooked potential (co-)driver of range 
expansions. To examine the relative importance of spatial selection 
versus condition-dependent dispersal in pushing range advance, 
chapter IV uses microcosms in which range expansion of T. urticae was 
mimicked. The rate of range advance was compared for two treatment 
pairs: one with a control versus a treatment where a regular reshuffling 
of individuals nullified any spatial sorting of phenotypes and genetic 
structure (no spatial selection, no structure in relatedness) and one with 
a control versus a treatment using highly inbred mites (no evolutionary 
potential). While both treatments reduced the velocity of range advance 
compared to their controls, the reduction via reshuffling was more 
than twice as strong. Chapter IV thus provides evidence that plastically 
increased dispersal due to high levels of relatedness is an overlooked 
significant driver of range expansion.
Where range expansions and plastic adjustments in phenology 
are generally considered independent from each other, they may be 
directly related when distributional shifts lead to shifts in phenology. 
Especially invasive species may encounter unfamiliar temperatures. When 
these differentially affect male and female development, this can result 
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in failed or delayed matings, thereby slowing down population growth. 
While this is expected to hamper range expansion in some species, 
others might be able to compensate by plasticity. Chapter V examines 
whether unfamiliar temperatures result in a phenological difference 
between the sexes of T. urticae and whether such temperatures negatively 
affect its population growth. By manipulating intersexual phenological 
differences, this chapter furthermore assessed the effect of such 
differences on the species’ population growth. Unfamiliar temperatures 
resulted in a delayed mating, but negative effects on population growth 
were absent. This could be attributed to plastic adjustments of progeny 
sex ratio. Chapter V thus demonstrates that range expansions should not 
per definition be constrained by intersexual phenological mismatches.
Overall, this PhD thesis provides evidence that spatial selection 
and local adaptation to a changing environment jointly shape trait 
differentiation during range expansion. Both may result in evolutionary 
changes in life history and dispersal, which may be visible in the 
phenotype as well as metabotype of individuals. Ecological responses, 
however, were shown to be important as well. Indeed, apart from spatial 
sorting, increased dispersal at range fronts was shown to equally 
result from locally high levels of relatedness (hence putative high kin 
competition). Plasticity may furthermore be important to allow initial 
establishment outside the original range, as illustrated by the plastic 
adjustment of progeny sex ratio in response to unfamiliar temperatures. 
Through both evolutionary and ecological processes, range expansion 
thus leads to changes in dispersal and life history, which eventually 
feeds back on the potential for and velocity of range advance. These eco-
evolutionary dynamics should be taken into account if we wish to make 
reliable forecasts of species responses to climate change.
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GENERAL INTRODUCTION
A) Why study  “eco-evolutionary dynamics during 
range expansion” and what is already known?
“Humans are the dominant ecological and evolutionary force on the planet 
today, transforming habitats, polluting environments, changing climates, 
introducing new species and causing other species to decline in number or 
go extinct. These worrying anthropogenic impacts, collectively called global 
change, are often viewed as a confounding factor to minimize in basic studies 
and a problem to resolve or quantify in applied studies. However, these 
‘accidental experiments’ also represent opportunities to gain fundamental 
insight into ecological and evolutionary processes (figure 1), especially when 
they result in perturbations that are large or long in duration and difficult or 
unethical to impose experimentally.” 
(HilleRisLambers et al. 2013)
Figure 1: Citation history of “global 
change”-terms from 1990 to 2013, showing 
an increasing interest by the scientific 
community that appears greater in 
ecological than evolutionary fields. Plotted is 
the proportion of studies (of all published in 
select ecological and evolutionary journals 
that year) that include specific keywords 
in the title, abstract or keyword list that 
relate to the five global change factors (see 
figure 4). The flow of information (according 
to the number of citations) between ‘basic’ 
(ecological and evolutionary) and ‘applied’ 
(conservation) journals may explain these 
differences: it is greater in the field of 
ecology than in the field of evolution. Each 
percentage indicates the proportion of 
articles (published between 2008–2013 
in select journals) in one subdiscipline (the 
one where the arrow is pointing to) that cite 
at least one article published in journals in 
the other subdiscipline in 2008 (the one 
where the arrow is pointing from). (FIGURE 
ADAPTED FROM HILLERISLAMBERS ET AL. 2013)
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1. Global change
Historical climate change
During the last 20 kyr (20,000 years), the Earth’s climate has 
undergone a transition from glacial to interglacial conditions, with 
a temperature change in an order of magnitude much like any of 
the preceding transitions that occurred during the last 3 Myr. These 
alternations between glacial and interglacial periods are paced by the 
periodic variations in the Earth’s orbit, which result in a cyclically varying 
solar radiation (see Webb & Bartlein 1992 for a very nice review on 
historical climate change). For biologists, the most interesting aspect of 
such climatic variations is the fact that these continuously force major 
rearrangements in species assemblages (Webb 1987; Graham & Grimm 
1990; Huntley 1990; Davis 1991; Prentice et al. 1991). Indeed, as the 
climate changes, the biosphere (i.e. the totality of global ecosystems, 
see Eduard Seuss 1875) typically responds through massive species 
migrations (Huntley & Webb 1989). Plant taxa have even been suggested 
to have developed an ability to migrate large distances relatively rapidly 
in order to cope with these climatic oscillations (Huntley & Webb 1989). 
That species adapt to glacial/interglacial transitions in a way similar as 
to how they adapt to annual or diurnal cycles should not be a surprise, 
given that long-term orbital variations have a comparable regularity as 
the variations in insolation that lead to annual and diurnal cycles (Webb 
& Bartlein 1992).
Global warming - Why the fuss?
If the global climate has such known and understood oscillations, 
then why are we currently so concerned about the threat of “global 
warming”? And if species are adjusted to major temperature changes, 
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then why are we afraid of losing so many of them due to the current 
change in the earth’s temperatures? The answer is simple: whereas the 
magnitude of the predicted increase in temperature matches that of 
previous intervals, the rate of this increase does not. The predicted rate 
of climate warming is significantly faster than that of past temperature 
changes (Davis 1989; Webb 1992). Therefore, biologists and other 
scientists today are worried about the impact of this rapid warming on 
species distributions, biodiversity and essentially ecosystem integrity 
(Davis 1989; Huntley 1990, 1991; Overpeck et al. 1991; Wyman 1991; 
Peters & Lovejoy 1992; Webb 1992).
Global warming – Long live the human race!?
Between 1880 and 2012, the average global temperature 
has increased approximately 0.85°C (IPCC 2013). Interestingly, this 
augmentation is positively linked with a rise in the atmospheric 
concentrations of so called “greenhouse gases” (figure 2): carbon 
dioxide (CO2), methane (CH4), nitrous oxide (N2O) and fluorinated gases 
(Schneider 1990). These increased concentrations of greenhouse gases 
are the consequence of anthropogenic activities like heating, industrial 
production, transportation and agriculture (figure 2). Using models that 
make projections based on forecasted greenhouse gas concentrations, 
scientists foresee an overall average warming of 0.3 up to 4.8°C within 
the next century (IPCC 2013). These same models also predict that the 
consequences of this temperature rise for the earth’s biodiversity will be 
dramatic. Ecosystems will be fundamentally altered due to changes in 
abundance and local extirpations of more common species, extinctions 
of geographically restricted species, expansion of exotic species and 
disease vectors, increases in catastrophic storms, fires and seasonal 
extremes and unknown interplays among all of these (Brussard 1992). 
Specific, unequivocal predictions (especially on the local scale), however, 
remain extremely difficult to make, given the inherent complexity of 
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the earth’s climate system and the enormous variety and complexity of 
interactions within the biosphere (see also Urban et al. 2016).
Figure 2: The size of each 
piece of the pie represents the 
amount of warming that each 
gas is currently causing in 
the atmosphere (upper panel) 
as a result of emissions from 
people’s activities (lower panel). 
Source: Intergovernmental 
Panel on Climate Change 
(IPCC), Fifth Assessment 
Report (2014).
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Global change: more than warming
The impact of the earth’s human inhabitants in log-phase 
growth is not ‘restricted’ to an increase in mean temperatures, but equally 
includes an increase in the frequency and duration of temperature 
extremes. More generally, the human-induced environmental change is 
leading to an increased climatic temporal variability and an increased 
occurrence of climatic extremes (e.g. heavy rainfalls, storms, extreme 
drought, heath waves) (Coumou & Rahmstorf 2012) (see, for example, 
figure 3). This makes predictions on how species will respond even 
more challenging (Lawson et al. 2015; Vázquez et al. 2015). On top of 
that, the ecosystems suffer from habitat loss and fragmentation due to 
cultivation (Sala et al. 2000; Hoekstra et al. 2005), declines in species 
numbers due to increased harvesting (Grogan et al. 2010), the reshuffling 
of biota due to globalised trade and travelling (Levine & D’Antonio 
2003), and the modification of existing biogeochemical cycles as well 
as the introduction of novel chemicals due to agricultural, medicinal 
or industrial activities (Tilman et al. 2001; Smith et al. 2006; Martinez 
2009). The earth’s fauna and flora must thus respond to global warming 
and increased climate variability in environments highly modified by all 
above-mentioned human activities (figure 4). It does not take a lot of 
imagination to see that this is an extremely difficult undertaking.
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Figure 3: A map showing 
projected future changes in 
precipitation for the end of 
this century (compared with 
1970-1999), under a higher 
emissions scenario (scenario 
A2). For example, in winter 
and spring, climate models 
agree that northern areas in 
the United States are likely 
to get wetter and southern 
areas drier. The changes 
in white areas are not 
projected to be larger than 
what would be expected 
from natural variability. 
Source: U.S. National Climate 
Assessment, 2014.
Figure 4: Schematic 
representation of the five 
worrying anthropogenic 
impacts that are collectively 
termed global change.
29
GENERAL INTRODUCTION
2. Responses to global warming
To move, evolve, adjust or die
Populations may respond to global warming in four different 
ways: (i) by moving through space, away from areas that became 
unsuitable (mainly because local temperatures exceeded the species’ 
thermal optimum) towards areas that became suitable (thus generally 
more pole- or upwards areas); (ii) by adapting to the newly prevailing 
local conditions (mainly higher temperatures) through evolutionary 
changes that allow maintaining or increasing fitness under these 
changed conditions; (iii) by adjusting their behaviour (e.g. Habary 
et al. 2016), physiology, phenology, etc. as to withstand the new local 
conditions (phenotypic acclimatization, plasticity); (iv) by going extinct; 
(reviewed in Parmesan 2006; O’Connor et al. 2012). These four responses 
can be explained by the four fundamental processes that link abiotic 
environmental change to population persistence: plasticity, population 
growth, dispersal and evolution (O’Connor et al. 2012) (see figure 5). As 
illustrated in figure 5, dispersal and plasticity are processes that occur 
at the lowest levels of ecological organisation and over a relatively 
small temporal scale. This may partially explain why most evidence for 
responses to climate warming to date relates to range expansions and 
plastic changes in phenology (Gienapp et al. 2008). Interestingly, when 
looking into fossil records, the principal biotic response to glaciations 
and deglaciations appears to have been a shift in distributional range 
through migration (Coope 1977; Huntley & Webb 1989; Huntley 1991; 
Davis & Zabinski 1992; Coope & Wilkins 1994).
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Given that the four processes in figure 5 are intrinsically linked 
with the abiotic environment, any change in this environment may 
affect these processes and thus eventually also impact the potential 
for specific responses to climate change (O’Connor et al. 2012). For 
example, increased temperatures may increase population growth rates 
of ectotherms at their leading edge. Such increased growth rates may be 
crucial for allowing to adapt to new conditions rapidly enough to avoid 
extinction. Indeed, natural selection implies the loss of maladapted 
individuals (which can be many when the selection pressure is strong) 
and can thus result in a population decline. In the absence of fast growth 
rates, such a decline may eventually result in extinction, while populations 
might otherwise be able to recover fast enough. Accordingly, changed 
species interactions or habitat configurations may profoundly impact 
Figure 5: A conceptual framework relating environmental change to long-term population 
responses. The fundamental processes mediating ecological and evolutionary responses to 
climate change occur across levels of ecological organisation (individual up tot species level) and 
temporal scales (1 life stage up to many generations (gen)). Plasticity and dispersal occur within 
as little as one generation and are population- or individual-level processes, while population 
growth and evolution involve populations and longer periods of time. While the links between 
processes and responses are often treated as one-to-one (e.g. evolution to adaptation, dispersal 
to colonisation), it is important to emphasise the interactions and non-intuitive connections 
between processes and responses. (FIGURE FROM O’CONNOR ET AL. 2012)
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dispersal and hence the potential for a range shift. The four processes 
can moreover interact, potentially facilitating or instead constraining 
each other (reviewed in O’Connor et al. 2012). For example, evolutionarily 
or plastically increased dispersal may facilitate range shifts (Phillips et 
al. 2008), and plastic responses may constrain or facilitate evolutionary 
responses (Paenke et al. 2007). Figure 6 illustrates two situations in 
which ecological and evolutionary processes act together to determine 
the response to climate change.
Figure 6: Ecological and 
evolutionary processes can act 
together to determine the time-
scale and trajectory of ecological 
responses to climate change. 
Colonisation and ultimately 
range expansions (panel a) can 
be mediated by dispersal in the 
short term, but over the longer 
term, adaptation to range-limiting 
conditions (directly or indirectly 
related to climate conditions) can 
be needed to facilitate further 
range expansions (allowing 
further dispersal). Extinctions at 
the leading edge would reverse 
or slow this trajectory. In a case 
where there is no dispersal 
among populations (panel b), the 
rate of phenotypic change may 
determine whether a population 
in a changing environment 
persists or not (white versus grey 
area). Phenotypic change can 
reflect plasticity, evolution or an 
interaction of the two processes. 
Plasticity may occur rapidly, but 
will ultimately be limited by 
inherent constraints. Ultimately, 
phenotypic traits or plasticity in 
those traits will need to adapt a 
rate sufficient to maintain fitness 
and prevent population extinction 
(grey area). (FIGURE ADAPTED FROM 
O’CONNOR ET AL. 2012)
32
GENERAL INTRODUCTION
To move: range shifts
Numerous species have already shifted their range pole- or 
upwards (reviewed in Parmesan 2006). In northern-hemisphere temperate 
regions, the highest number of observations exists for birds and butterflies 
(e.g. figure 7), which is not surprising given that these charming animal 
groups have already been observed and studied intensely for many years 
(e.g. Williamson 1975). Moreover, ectotherms like butterflies and insects 
in general are particularly sensitive to climate change, given their 
narrow thermal niche (Addo-Bediako et al. 2000; Deutsch et al. 2008). 
Overall, the most evidence comes from terrestrial ecosystems (mainly 
mammals, birds, insects and plants). However, marine communities show 
similar or even bigger distributional shifts. Some copepod communities, 
for example, have actually shifted northwards no less than 10° latitude 
between 1960 and 1999 (Beaugrand et al. 2002). As an important side 
note, special attention should 
furthermore be given to shifting 
pest species (like the two-spotted 
spider mite Tetranychus urticae, 
subject of study within this PhD 
thesis) (e.g. Vanhanen et al. 2007) 
and diseases (a disease can spread 
though changed distributions of 
its vector) (e.g. Monahan 2014).
Figure 7: Twentieth-century change in 
the range of the butterfly Pararge aegeria 
(Speckled wood) in Great Britain. A 
coloured grid cell (representing a 10 x 10 
km grid square) indicates that more than 
one population was present in 1915-1939 
(black), 1940-1969 (red) or 1970-1997 
(blue). (FIGURE FROM PARMESAN ET AL. 1999)
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To evolve: evolutionary change in situ or during range expansion
When thinking of evolution, most people envision the process 
where novel gene complexes or mutations arise and give rise to new 
species. Such evolutionary change (by some called “macro-evolution”), 
however, would typically (but not necessarily –see fast radiations in 
cichlids and Darwin’s finches) occur over extremely long periods of time 
and therefore falls outside the scope of ‘present-day responses to climate 
change’ (cfr. the idea of evolutionary versus ecological time, that is now, 
however, being replaced by the concept of eco-evolutionary dynamics, 
where ecological and evolutionary changes occur and interact at similar 
time scales -see further). Evolution, however, may also simply encompass 
a change in allele frequency from one generation to the next (by some 
called “micro-evolution”) (figure 8). Indeed, the most straightforward way 
for a species to respond to climate warming would be an evolutionary 
increase in the frequency of its, so to speak, ‘heat-tolerant allele’ and 
a decrease in frequency of its ‘heat-intolerant allele’. However, though 
there is a growing number of studies supporting the idea of species 
adapting in situ (e.g. Jensen et al. 2008; Van Doorslaer et al. 2009; Kardol 
et al. 2014), the question remains whether species truly evolve or merely 
adjust (phenotypic plasticity –see below) (Przybylo et al. 2000; Reale et al. 
2003; Gienapp et al. 2008; Merilä & Hendry 2014). Indeed, solid evidence 
for a genetic change in thermal optima or heat tolerance associated with 
contemporary climate change is (nearly) absent (Bradshaw & Holzapfel 
2008), with only one example: a recent study providing evidence for an 
evolutionary increase in thermal tolerance in the water flea Daphnia 
magna (Geerts et al. 2015). As Bradshaw & Holzapfel (2008) explain, 
this is not surprising, given that differences in thermal responses occur 
primarily among species or genera, and are usually weak or absent 
among populations within a species. Nevertheless, even a response of 
migration (cfr. above) or phenotypic plasticity (cfr. below) might involve 
evolutionary changes (see Visser 2008 and figure 6). In accordance, in 
their review, Hill et al. (2011) report a list of studies where evolutionary 
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changes during range expansion have been observed in insect species. 
The value of these and other studies in providing unequivocal evidence 
of true evolutionary and adaptive change in response to climate warming 
is, however, strongly questioned (Gienapp et al. 2008; Merilä 2012; 
Merilä & Hendry 2014). Almost no unequivocal evidence would exist to 
date and Merilä (2012) lists several possible methodological/technical 
and biological explanations. These include, amongst others, detectability 
problems and possible ecological or genetic constraints that hamper 
evolutionary change (see further and also Moran & Alexander 2014).
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Figure 8: Four mechanisms that can directly affect allele frequencies in a population: a) random mutation, b) 
natural selection, c) genetic drift and d) dispersal. In the case of these specific examples, the observed change 
would each time be an increase in the relative number of brown beetles. In the context of species responses 
to global warming, mutations are considered to play only a minor role (since any particular mutation is rare). 
Natural selection allows a directional response to global warming (imagine the brown beetle having a higher 
fitness at high temperatures than the green beetle, leading to an increase in frequency of the brown allele 
in a warmer environment), though limited by the (heritable) genetic variation present (only green and brown 
alleles are present in the population, so their can be no evolution towards, for example, yellow beetles that 
have a high fitness at even higher temperatures). This variation present can, however, be affected by dispersal 
(gene flow) (image a yellow beetle immigrating into the population, adding the yellow allele to the gene 
pool). As dispersing individuals carry specific alleles, range shifts (where specific, non-random (see further) 
individuals, e.g. typically brown beetles, disperse towards higher latitudes) lead to evolutionary change in 
space (see further) (e.g. a higher frequency of brown beetles at higher compared to lower latitudes). Genetic 
drift will also play a major role (especially during range shifts), but here the response is not directional but 
random (so a shift towards more green alleles is equally possible, despite the green beetle’s lower fitness 
under a scenario of global warming).
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To adjust: phenotypic plasticity
Phenotypic plasticity is the phenomenon where a given 
genotype gives rise to different phenotypes in different environments 
(Pigliucci 2001) (cfr. the green and brown beetles in figure 8 having 
this difference in colour, while in fact all carrying the same black allele 
-which can give rise to the green colour in environment A and the brown 
colour in environment B). It can be interpreted as a bet-hedging strategy 
for coping with spatial and temporal variation, and can be visualised 
via reaction norms, which show the phenotypic response over a range 
of environments (figure 9). Where phenotypic plasticity is commonly 
used to describe the response of an individual to an environmental 
condition within the same generation (within the individual, within a 
generation), the term may also apply to learning (within the individual, 
across generations) and environmentally-induced parental effects 
(across individuals, across generations, i.e. intergenerational phenotypic 
plasticity) (see Visser 2008). Environmentally-induced parental effects 
are modifications of the offspring phenotype in response to the 
environment experienced by the mother/father (Mousseau & Fox 1998) 
(figure 10). For example, the transfer of maternal yolk androgens from 
mother to offspring (eggs) in parasite-infected nests may result in an 
adaptive modification of the offspring’s dispersal behaviour (Brown & 
Brown 1992; Tschirren et al. 2007).
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Figure 9: Upper panel: A cutting 
from seven different Achillae 
plants was grown at low, medium 
and high elevations. 
Lower panel: Norms of reaction 
to elevation for each of the seven 
plants.
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Plastic adjustments, together with range shifts, are to date the 
most often reported responses to global warming (see earlier) (though 
here again, one could debate on whether the responses are truly plastic, 
adaptive and in response to climate warming, cfr. Merilä & Hendry 
2014). The most described plastic response is a shift in phenology (i.e. 
the timing of lifecycle events) (figure 11). One reason for this (on top of 
the one described earlier) could be the sociological significance of the 
change in seasons, in particular in high-latitude regions, leading to many 
long-term and fine scale records of, for example, the first flowers to open 
and the first barn swallows to arrive in spring (Parmesan 2006). In their 
elaborate meta-analyses in which they use a tremendous amount of such 
phenological recordings from Europe, Menzel et al. (2006) showed that 
no less than 78% of all leafing, flowering and fruiting records advanced 
(while only 3% delayed) between 1971 and 2000. Many examples also 
exist of birds and other seasonally migrating species arriving earlier 
in spring (e.g. Newson et al. 2016). Besides shifts in phenology, there 
are furthermore examples of shifts in host plant use (Asher et al. 2001; 
Figure 10: Environmentally-induced maternal effect. Depending on the diet fed to the pregnant mother, 
her offspring will mainly have a good health or mainly have a poor health. This difference in phenotype is 
independent of a difference in genotype.
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Thomas et al. 2001; Braschler & Hill 2007; Pateman et al. 2012) and 
even plastic changes in aggregation behaviour have been suggested to 
have the potential to buffer effects of climate warming (Hassall et al. 
2010).
Figure 11: The arrival of seasonally migrating birds, leaf-out (after bud-burst) and flowering on 
average all took place earlier in the spring of 2010 compared to the spring of 1850. These are 
three typical examples of a phenological shift (earlier timing of life-cycle events).
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Though phenotypic plasticity may in many cases be very useful, it 
may in some instances actually constrain range shifts, as has for example 
been shown for beech, oak and pine in Europe (Duputié et al. 2015). 
Moreover, phenotypic plasticity only works well when the environmental 
variable used as a cue to decide on the ‘best’ phenotype is positively 
correlated with the environmental variable(s) that will eventually 
determine the fitness of this phenotype (Van Noordwijk & Muller 1994; 
Visser et al. 2004). An important weakness is thus that climate change 
may disrupt/alter such correlations, potentially leading to an evolutionary 
trap, where the rapid environmental change (here: temperature increase) 
triggers organisms to make maladaptive decisions (Schlaepfer et al. 
2002) (cfr. ecological traps -Schlaepfer et al. 2002- and developmental 
traps -e.g. Van Dyck et al. 2015). For example, while a given temperature 
may previously have corresponded with a peak in food abundance (to be 
fed to a bird’s chicks) within 30 days, it may currently correspond with a 
peak in 20 days. As a result, birds can show a mistimed reproduction, a 
so-called phenological mismatch between the bird and its food source 
(see figure 12) (e.g. Van Der Jeugd et al. 2009). Similar mismatches 
may occur when interacting organisms like predators and their prey, 
consumers and their resource, parasitoids and their host, or pollinators 
and flowering plants, rely on correlated, but different environmental 
cues (Visser & Holleman 2001; Visser et al. 2004; Visser & Both 2005; 
Gienapp et al. 2014). Therefore, for phenotypic plasticity to sufficiently 
allow an adaptive (instead of maladaptive) response to climate change, 
the slope and intercept of reaction norms should be able to respond to 
directional selection (Visser 2008). This ability has been illustrated by, for 
example, Shama et al. (2011) and Stoks et al. (2016).
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To die: local extinctions
Especially species at the highest latitudes (Stirling et al. 1999) 
and altitudes  (Flousek et al. 2015) are suffering severe range contractions 
(as they cannot move further up- or polewards) (e.g. figure 13). The most 
pronounced contractions are being observed in polar regions, where 
the rise in temperature results in rapid declines of sea-ice. In the artic, 
for example, polar bears are losing habitat quickly, leading to a fast 
decrease in both the number of bears and their average body condition 
(Stirling et al. 1999). Other highly vulnerable groups are amphibians and 
tropical coral reefs (Parmesan 2006). In the case of the latter, a rise in sea 
temperature can result in massive coral bleaching (i.e. loss of the algal 
Figure 12: Interaction between two trophic levels explained by the match/mismatch hypothesis. 
Left panel: a high match is represented by a temporal overlap of the predator (great tit hatchling) 
and its prey (caterpillar). Right panel: a phenological mismatch induced by climate change is 
represented by (a small temporal overlap or) the lack of a temporal overlap between predator 
and prey. (FIGURE FROM SOVON BIRDRESEARCH NETHERLANDS)
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endosymbiont, which normally give the corals their colour), which leads 
to reduced coral growth and may eventually result in death (Toller et al. 
2001). In general, the species expected to be most susceptible to local 
extinction are those with reduced dispersal abilities and/or low adaptive 
potential. However, even dispersive species may become locally extinct if, 
for example, fragmentation of their habitat prevents them from keeping 
track of their climate niche (Thomas et al. 2004). Moreover, populations 
of long-lived species like trees may typically show an extinction debt, 
whereby the effect of climate warming will only become clear after 
several years. Overall, many species may at present be ‘committed to 
extinction’ on a local but even global scale (Thomas et al. 2004; Urban 
2015).
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Figure 13: The range of the Alpine chipmunk (high altitude species) has decreased significantly 
over the last 90 years. Population sizes also decreased, resulting in reduced levels of genetic 
variation. For comparison, the Lodgepole chipmunk (lower altitude species), which suffers less 
from the rising temperatures, has maintained its historic range and its level of standing genetic 
variation.
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3. Dispersal and species ranges
Dispersal behaviour
Dispersal is the key to the dynamics of genetic diversity in space 
and time (Gaggiotti & Couvet 2004) and of pivotal importance in allowing 
species to respond to environmental challenges like contemporary 
global warming. It can be defined as any movement of individuals or 
propagules with potential consequences for gene flow across space (thus 
including both natal and breeding dispersal) (Ronce 2007), and typically 
comprises three distinct stages: departure (emigration), transience 
(movement between the patches) and settlement (immigration) (figure 
14). Dispersal is the central mechanism for maintaining gene flow 
among populations and of pivotal importance for population regulation 
(Krebs et al. 1969), the spatial distribution of populations (Holt 1985; Kot 
et al. 1996; Hargreaves et al. 2014), metapopulation dynamics (Levins 
1969; Hanski 1999; Hanski & Gaggiotti 2004) and the adaptive potential 
of species (Willi et al. 2006) (see Ronce 2007 for an overview of why 
dispersal is a key behaviour). Importantly, dispersal can have beneficial 
as well as detrimental effects on the persistence of spatially structured 
systems. For example, it may on the one hand buffer extinction risk by 
adding individuals into declining populations (Brown & Kodricbrown 
1977), while it may on the other hand increase the risk of simultaneous 
extinctions by increasing the synchrony in the dynamics of local 
populations (Heino et al. 1997). Accordingly, dispersal may increase the 
adaptive potential of a population through immigration, but when these 
immigrants carry maladaptive alleles, local adaptation can be eroded 
(i.e. gene swamping; GarciaRamos & Kirkpatrick 1997; Lenormand 2002; 
Kawecki 2008).
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The behaviour of dispersal –in each of its three stages (see 
above)- is condition-dependent (reviewed in Bowler & Benton 2005; 
Clobert et al. 2009). This means that individuals will show the behaviour 
or not, depending on the specific circumstances at a given moment 
in time. Overall, an individual will only engage in dispersal whenever 
the benefits of this behaviour outweigh its costs. The costs of dispersal 
are stage-specific and vary between passively and actively dispersing 
organisms. They include costs in energy, time and opportunity (instead of 
dispersing, the individual could have done something else, e.g. mating), 
as well as cost related to the risks of dispersal (e.g. starvation or being 
eaten) (see figure 15) (reviewed in Bonte et al. 2012). The potential 
causes (benefits) of dispersal are manifold, but the central driving 
force for the existence of dispersal is the variability in expected fitness 
between different habitat patches (Bowler & Benton 2005). Dispersal 
should thus result in a fitness gain. In their review, Bowler and Benton 
(2005) make a distinction between ultimate and proximate causes of 
dispersal. The former include outrunning kin interactions in the natal 
site, avoidance of inbreeding in this natal site, and escaping from patches 
Figure 14: Dispersal of a brown beetle from population B to population A results in gene flow 
from the former population to the latter (the beetle with the brown phenotype carries at least 
one ‘brown allele’ –see figure 8, which will be added to the gene pool of population A). After 
leaving population B (emigration), the beetle needs to cross the matrix (transience), to then 
settle in population A (immigration).
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with demographic stochasticity and/or a low intrinsic patch quality 
(see external factors in figure 16 and also Matthysen 2012). The latter 
encompass factors like density, food availability, sex ratio, relatedness 
and interspecific interactions, as well as patch size, matrix habitat and 
patch isolation. In decision-making, all these factors can be integrated.
Figure 15: Costs associated with dispersal across the different dispersal-phases (emigration, 
transience, immigration). Opportunity costs are defined as costs related to the loss of the 
advantages derived from prior residence and familiarity, or from being locally adapted (over 
former generations, natural selection resulted in local adaptation to the original site). (FIGURE 
ADAPTED FROM BONTE ET AL. 2012)
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The individuals engaging in dispersal are typically not a random 
subset of all individuals present in a given population. Indeed, dispersers 
generally differ from philopatric individuals in several aspects, including, 
for example, their sex, age and body-condition (e.g. Myers & Krebs 1971) 
(figure 17). In other words, dispersal is not only condition-dependent 
(see earlier), but also phenotype-dependent (see internal factors in 
figure 16). Cote et al. (2010) even go one step further and assembled 
the first evidence suggesting the existence of personality-dependent 
dispersal. In order for a trait to be considered part of an individual’s 
personality, the trait’s expression should be stable over time (see Cote 
et al. 2010). This was, for example, found in a study on mole rats, where 
dispersers were found to not only be larger and fatter than philopatric 
individuals, but also to have higher feeding and locomotion activities 
and a lower tendency to participate in cooperative activities within 
their colony (O’Riain et al. 1996). Other traits that have already been 
shown to correlate with dispersal are sociability, boldness, aggression, 
exploratory behaviour and general activity patterns (Cote et al. 2010). 
Figure 16: Schematic representation of the relationship between internal and external factors, 
and movement capacity and dispersal propensity. (FIGURE ADAPTED FROM CLOBERT ET AL. 2009)
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Interestingly, all the morphological, physiological or behavioural 
characteristics of dispersers may serve as a cue that influences habitat 
choice in conspecifics (Clobert et al. 2009). When the phenotypes (and/or 
personalities) of dispersers involve a consistent suite of traits (i.e. when 
dispersiveness and one or more phenotypic traits typically always occur 
in combination), this is called a dispersal syndrome (Stevens et al. 2013; 
Stevens et al. 2014). Such syndromes may profoundly impact spatial 
population dynamics (Duckworth & Badyaev 2007), with especially 
the interplay between dispersal and life history potentially affecting 
dispersal evolution (Stevens et al. 2012; Stevens et al. 2014) (see further).
Dispersal evolution
For a trait to be able to evolve in response to selection 
pressures, the trait must be heritable. As studies in a variety of taxa have 
found dispersal behaviour to be inherited from one generation to the 
Figure 17: Phenotype-dependent dispersal. In this example, dispersing and philopatric beetles 
differ in size. Dispersing beetles are typically the bigger-sized individuals.
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next (arachnids: Li & Margolies 1993a; Li & Margolies 1994; Bitume 
et al. 2011, insects: Saastamoinen 2008, birds: Charmantier et al. 2011; 
Doligez et al. 2012, mammals: Krackow 2003, but see Waser & Jones 
1989), this indicates that, at least in case of the specific study species, 
dispersal has the potential to show such an evolutionary response.
Standing genetic variation (where more than one allele per locus 
is present in the population at a given point in time –thus allowing a 
change in allele frequency from one generation to the next), represented 
in the form of phenotypic variation (as selection acts on the phenotype), 
is another prerequisite to allow in situ evolutionary change (cfr. figure 
8). However, a trait can also respond to selection in the absence of 
such genetic variation, through cytoplasmic/extranuclear inheritance 
(including the inheritance of endosymbionts) (figure 18) or genetically-
based parental effects (epigenetic effects, e.g. genomic imprinting). 
Though one could discuss on whether these would fit the term 
“evolution” or not, it is increasingly clear that these ‘non-classical’ ways of 
inheritance allow a very effective and rapid response to environmental 
perturbations (Bossdorf et al. 2008; Bonduriansky et al. 2012; Ledon-
Rettig et al. 2013). Indeed, several studies have reported rapid responses 
in dispersal behaviour (reviewed in Roff & Fairbairn 2001), which might 
be attributed to such alternative ways of inheritance. Moreover, parental 
effects (though not necessarily genetically-based) (plants: reviewed in 
Roach & Wulff 1987, animals: e.g. Li & Margolies 1994; Diss et al. 1996; 
Sinervo et al. 2006; Bitume et al. 2011 and endosymbionts Goodacre et 
al. 2009) have already been shown to affect dispersal behaviour. 
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Finally, trait evolution may be restricted in the presence of 
evolutionary constraints. Merilä (2012) and Moran and Alexander (2014) 
provide a good overview of such possible constraints, of which the two 
most relevant ones for dispersal are discussed here. Firstly, dispersal 
evolution could be constrained whenever two or more conflicting 
selection pressures are at play, together leading to stabilising selection 
(a “selective trade-off”, see Acerenza 2016). For example, at the range 
expansion front, a selection pressure for increased dispersal is expected 
(Phillips et al. 2010; Shine et al. 2011; Perkins et al. 2013 -see further), but 
if this front passes through a fragmented landscape, dispersal evolution 
could be hindered because fragmentation generally selects against 
dispersal. Secondly, dispersal evolution could be constrained because 
of a trade-off between dispersal and another trait (an “organisational 
trade-off”, see Acerenza 2016). Indeed, as resources can impossibly all be 
invested in, for example, growth as well as reproduction and dispersal, 
an individual’s life history is typically shaped by a set of trade-offs 
between various traits (Bonte et al. 2012). The most-studied potential 
trade-off with dispersal is one with reproduction. The evidence for this 
Figure 18: Cytoplasmic inheritance in a plant. The chloroplasts, which reside in the cytoplasm of the 
egg cell, are inherited by the offspring. (Proteins, hormones, etc. that are present in the cytoplasm 
off the egg cell are equally transferred to the offspring.) Depending on whether the egg cell contains 
only non-functional (white), only functional (green), or a mixture of functional and non-functional 
chloroplasts, the offspring will be white, green or variegated (a mixture of green and white). The 
offspring may thus differ in colour even if they share the same genome. Selection can act on this 
phenotypic variation.
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trade-off is, however, mixed. For example, where the trade-off is common 
in wing-dimorphic insect species (reviewed in Zera & Denno 1997), it 
seems not to be general in wing-monomorphic species (e.g. absent in 
Saastamoinen 2007 and Therry et al. 2015 versus present in Hughes et 
al. 2003). In fact, as dispersal and reproduction are complex traits that 
are difficult to measure directly, Phillips et al. (2010) consider it unlikely 
that all traits determining dispersal trade off with all traits determining 
reproductive rate (see also further and Bonte & Dahirel 2016). Given this 
complexity of the dispersal trait, it should thus not surprise us that an 
overall, consistent view on trade-offs with dispersal is lacking, despite 
many research efforts (e.g. Jia et al. 2002; Burton et al. 2010; Siewert & 
Tielborger 2010; Bitume et al. 2011; Tien et al. 2011; Therry et al. 2015). 
As a remark, where such negative correlations (trade-offs) modulate 
evolution, dispersal evolution might instead be pushed when a trait 
positively correlated with dispersal behaviour is under selection.
Species ranges
In essence, species ranges are the result of colonization and 
extinction events. When colonisations and extinctions are in balance, the 
range is stable; when they are not, the range will either expand (more 
colonisations) or contract (more extinctions). Dispersal, affecting both 
these processes, is the central player in range formation (figure 19). This 
basic framework can in itself be interpreted within a bigger ecological 
framework where the abiotic environment (e.g. temperature, humidity, soil 
composition) with its specific spatial structure and temporal variability 
on the one hand, and biotic inter- and intraspecific interactions on the 
other hand, regulate dispersal and influence colonization and extinction 
events (figure 19) (for all details on the ecological framework, see the 
exhaustive recent review on range biology of Kubisch et al. 2014). This 
ecological framework, however, still fails to completely explain why some 
species, for example, have more difficulties in tracking their climate 
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niche than others, as it still completely ignores one of the fundamental 
forces in biology: evolution (figure 19) (for all details on the evolutionary 
processes, see the exhaustive recent review on range biology of Kubisch 
et al. 2014). Indeed, as exemplified by the increasing number of studies on 
eco-evolutionary dynamics (e.g. Turcotte et al. 2011; Cameron et al. 2013; 
Henry et al. 2013; Turcotte et al. 2013; Driscoll et al. 2016), ecological 
and evolutionary dynamics are intertwined. With regard to range biology, 
evolution may accelerate, or in contrast impede distributional changes 
and may lead to ‘evolutionary rescue’ (Bell 2013; Gonzalez et al. 2013). 
The central role of dispersal is again clear, as immigrants will increase 
the standing genetic variation within a population, as such augmenting 
evolutionary potential (Kawecki 2008) (though asymmetric gene flow 
may instead also hamper local adaption, see Lenormand 2002; Bridle & 
Vines 2007; Kawecki 2008).
Figure 19: A simplified schematic representation of the interrelations between colonisation 
and local extinction in shaping the range of a species. The abiotic environment and biotic 
interactions (inter- and intraspecific) both directly affect colonisation and local extinction, 
but also shape dispersal evolution. Dispersal can result in colonisation (positive relationship) 
and can prevent local extinction (negative relationship). Colonisations allow range expansion, 
while local extinctions can result in range contraction. Complex interplays and feedback loops 
between the evolution of dispersal and all the different forces affecting dispersal (not shown 
here) lead to non-trivial range dynamics. Black arrows denote direct, ecological effects, whereas 
red arrows denote evolutionary impacts. (FIGURE ADAPTED FROM KUBISCH ET AL. 2014)
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Reid’s paradox
In the context of current climate change, where species are 
expected to mainly respond through shifting their range, we critically 
rely on our ability to make accurate predictions on future species ranges 
if we wish to take useful actions. However, despite our enormous efforts 
to identify and understand all factors influencing the distribution of a 
species, we still fail to accurately do so. Somehow, species manage to 
colonise much more distant areas at a much higher speed than would be 
expected based on our theories and calculations. This is what is called 
the “Reid’s Paradox”. This paradox was named after Clement Reid, who in 
1899 was stunned by the immense mismatch between his calculations 
of how long it would take oak trees to colonise Britain after glaciers left 
and the field reality, where oaks seemed to have spread much further 
northwards. Though there still is no clear answer to this paradox, we 
have made important progress. One part of the answer could lay in the 
occurrence of ‘rare long-distance dispersal events’ (e.g. Kot et al. 1996; 
Powell & Zimmermann 2004). This idea stems from the awareness that, 
though the vast majority of all propagules (e.g. seeds or spores) will end 
up relatively close to the original individual (because, while competition 
with the mother individual can be avoided by dispersing a ‘minimum 
distance’, dispersal costs strongly increase with increasing dispersal 
distance - see Fronhofer et al. 2015), there is always a chance that an 
infinitesimally small number reaches far more distant sites (e.g. through 
storms or animal agents). Dispersal kernels (describing the distribution 
of dispersal distances in a population –see figure 20 and Kot & Schaffer 
1986; Nathan & Muller-Landau 2000; Cousens et al. 2008; Hovestadt et 
al. 2012) may thus have a long ‘tail’, representing the very small proportion 
of individuals that reach far more than average distances. Species may 
in fact also harbour multiple dispersal modes (more local movements 
versus long-distance dispersal), whereby the combined kernel of these 
two modes results in a ‘fat-tailed’ kernel (a kernel with an overabundance 
of long-distance dispersal) (Kesler et al. 2010; Fronhofer et al. 2013). 
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Dispersal kernels need, moreover, not be static but can instead be highly 
dynamic and evolvable. As such, kernels may, for example, become more 
or less ‘fat-tailed’ (as the product of a single, evolved dispersal mode) 
(Hovestadt et al. 2001; Muller-Landau et al. 2003; Fronhofer et al. 2014; 
Fronhofer et al. 2015), or even bimodal (Fronhofer et al. 2015) in response 
to factors like, for example, dispersal costs, landscape configuration, 
biotic interactions or metapopulation dynamics. In the context of range 
shifts/expansions, the rate of range advance is especially dependent 
on individuals in the tail of the distribution (Caswell et al. 2003). From 
generation to generation, selection may then typically lead to increased 
mean dispersal distances at the expanding front (figure 20) (Phillips et 
al. 2008; Travis et al. 2013) (see further).
Figure 20: During range expansion, dispersal kernels may evolve, such that individuals at the 
front on average disperse further distances than those from the core. (Each kernel also has a 
‘tail’, representing the very small proportion of individuals that reach far more than average 
distances). (FIGURE ADAPTED FROM PHILLIPS ET AL. 2016)
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4. Eco-evolutionary dynamics during range expansions/
shifts
Eco-evolutionary dynamics
 Eco-evolutionary dynamics are interactions between ecology 
and evolution that play out on contemporary timescales (for reviews on 
eco-evolutionary dynamics, see, for example, Pelletier et al. 2009; Hendry 
2013; Kinnison et al. 2015; Hendry 2016; Legrand et al. 2016). Three types 
of interactions can be described (figure 21): i) eco-to-evo: ecological 
change leading to evolutionary change (e.g. populations adapting to 
the changing climate); ii) evo-to-eco: contemporary evolution having 
an impact on the ecology of a species, community or ecosystem (e.g. 
changes in the population dynamics of a parasitoid wasp in response 
to evolved resistance in its housefly host); iii) feedback loop: ecological 
and evolutionary change influencing one another (ecological change 
leading to evolutionary change, that in its turn impacts ecology again 
-or vice versa) (see Turcotte et al. 2013 or Frickel et al. 2016 for a nice 
example of an eco-evolutionary feedback loop). In the context of this 
PhD thesis, range expansions/shifts (ecological change) can give rise to 
specific ‘range front-phenotypes’ (evolutionary change) (eco-to-evo) (see 
below). Moreover, these phenotypes may in turn impact the rate of range 
advance (feedback loop) (see below).
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Flux from core to edge
A shift or expansion of a species’ range implies a net 
displacement of individuals from the centre of its range (core) towards 
the periphery (edge). Within the edge, the region where individuals are 
actively colonizing new habitat is called the expansion wave, of which 
the leading edge is the expansion front. In contrast to the core, where 
population dynamics are in a state of stable equilibrium, the expansion 
wave is a region characterised by disequilibrium. This makes expansion 
waves exciting to study, especially since species tracking their climate 
niche are typically exposed to a variety of selective pressures, resulting 
from the new abiotic and biotic conditions they encounter as well as 
from spatial selection (see below). This selective environment that 
typifies range expansions has specific implications on species’ traits and 
their genetic constitution.
Figure 21: Conceptual diagram outlining 
the basic elements of eco-evolutionary 
dynamics. Phenotypic traits in a focal 
species can influence the population 
dynamics of that species, which can then 
influence the structure of the community 
in which that species is embedded, as 
well as the functioning of the overall 
ecosystem. (Phenotypic traits can also 
directly –i.e. not through population 
dynamics- influence community structure 
and ecosystem functioning, but this is 
not shown in the diagram.) Ecological 
effects at the population, community, 
and ecosystem levels can then feedback 
through plasticity or selection to 
influence phenotypic traits (both 
directly and indirectly, cfr. above). These 
phenotypic changes will be passed on to 
the next generation to the extent that 
they are heritable. (FIGURE ADAPTED FROM 
HENDRY 2013). 
57
GENERAL INTRODUCTION
Moving through a changing environment
Where climate-tracking species seek to avoid a change in 
temperature by moving pole- or upwards, as a ‘side-effect’, they in fact 
inevitably become confronted with changes in other aspects of their 
environment. The most obvious difference between their original and 
new location will be a decreased duration of the growing/breeding 
season, which is expected to affect the species’ development time (as 
they are forced to reach the reproductive age within a shortened time 
frame). For ectothermic animal species with short generations times, 
which typically produce several generations within the breeding season 
(i.e. multivoltine species), this can manifest through a so-called “saw-
tooth pattern” in development time (see Roff 1980; Kivela et al. 2011; 
Levy et al. 2015 and figure 22). This pattern, consisting of alternations of 
gradual increases and sudden decreases in development speed, can be 
explained through a step-by-step reduction in voltinism with increasing 
latitude (figure 22). These changes in development may moreover have 
an influence on the size of individuals, as individuals forced to reach 
maturity more rapidly, might still have a smaller size by the time they 
become adult (i.e. mature). In fact, individuals in high-latitude regions may 
attain either smaller, equal or bigger adult sizes, depending on whether 
their growth rate undercompensates, compensates or overcompensates 
for the shortened time available to develop (Blanckenhorn & Demont 
2004).
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Given that one of the main factors responsible for limiting a 
species range is deteriorating habitat, a climate niche-tracking species 
can also be expected to suffer from changes (decreases) in habitat 
quality and quantity (North et al. 2011; Hargreaves et al. 2014). More 
specifically, if the landscape consists of sparsely distributed high-
quality habitat patches, this will generally result in reduced dispersal 
among these patches. However, if patches are many and very small, 
dispersal might in fact be increased as carrying capacity will be reached 
fast, kin competition will be strong and stochastic effects will lead to 
highly variable local densities. In accordance, if the landscape consists 
of degraded rather than fragmented habitat, this will also select for 
dispersal as carrying capacity per patch is expected to be low, resulting 
in high levels of kin competition and demographic stochasticity (North 
et al. 2011). The landscape through which a climate-niche tracking 
species moves may thus profoundly impact the rate of range expansion. 
Interestingly, when the rate of climate change is increased, this may 
Figure 22: A theoretical scheme of a saw-tooth pattern for a certain species. At point a, the species has 
n generations within the growing season (grey line) and its development time is relatively long (slow 
development) (black line). From point a to b, the number of generations within the growing season remains 
constant, but the development time of the species increasingly shortens (faster development) because an 
equal number of generations needs to be produced within an increasingly shorter growing season (shorter 
growing season towards the north). At point b, the species cannot speed up its development anymore and 
‘sacrifices’ a generation (shift from n to n-1 generations). Because of this sacrifice, there is a sharp relaxation 
in development (sudden elongation of development time). From point b to c, the number of generations 
remains n-1, but the development time increasingly shortens again. At point c, another generation is 
sacrificed, and from point c to d, development time increases once more.
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select for higher dispersal distances, allowing species to cross large gaps 
in the landscape (a case of “evolutionary rescue”) (Boeye et al. 2013).
Besides changes in the abiotic environment, species shifting or 
expanding their range will undoubtedly also experience major changes 
in their biotic environment. Species are no distinct entities, but part 
of a community that is characterised by a manifold of interspecific 
interactions. Not each species within this community is expected to 
be equally affected by climate warming and/or equally able to shift its 
range at the same speed (Gillings et al. 2015). Moreover, as individuals 
at the expansion front will generally exhibit changed phenotypes, this 
may also influence the outcome of biotic interactions (Laurila 2000; 
Stoks et al. 2005; Beckerman et al. 2010). Relationships between species 
may thus break apart (e.g. Ko et al. 2014; Barbet-Massin & Jetz 2015, 
including potential ‘enemy-release’ -see Moorcroft et al. 2006) and 
novel interspecific relationships may arise (e.g. new host plant species, 
see Braschler & Hill 2007; Pateman et al. 2012). Such changed biotic 
interactions may strongly influence the rate of range shift/expansion 
(Svenning et al. 2014) and it is thus essential to take them into account 
when trying to understand and predict responses to climate change 
(Urban et al. 2013; Urban et al. 2016). To date, however, the number of 
studies specifically addressing such changed biotic interactions is very 
limited (Chuang & Peterson 2016).
Together, such novel biotic and abiotic conditions may moreover 
exert a high level of stress on individuals. Range-edge individuals can 
therefore be expected to exhibit an increased stress response (e.g. Liebl 
& Martin 2012) or an elevated immune function (e.g. Therry et al. 2014b).
Spatial selection
On top of this pressure to adjust to the changing environment, 
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the process of the range shift/expansion per se also exerts a strong 
selection pressure on species. This results from two aspects inherent 
to range shifts/expansions. Firstly, from a species’ range core towards 
its shifting range edge, population densities typically shift from near 
carrying capacity to near zero (Phillips et al. 2010) (figure 23). This 
implies a shift from density-dependent regulation (K-selection1) in the 
core to density-independent regulation (r-selection) at the front. In other 
words, unless front populations suffer from negative growth due to Allee 
effects, they are expected to exhibit exponential growth (see figure 23). 
Life-history strategies with high reproductive rates will thus be favoured 
at the front (Phillips et al. 2010). Secondly, during range expansion/
shifting, individuals will typically become spatially assorted according to 
their dispersal ability, with the best dispersers occurring near the front. 
Alleles responsible for this high ability will thus accumulate at this front 
(see figure 24). Inevitably, the fast-dispersing front-individuals will mate 
amongst each other (i.e. “the Olympic Village effect” –see Phillips et al. 
2010), producing on average even more dispersive offspring (Shine et al. 
2011). From generation to generation, increased dispersal abilities are 
thus expected to evolve through the collocation of alleles responsible 
for rapid dispersal (e.g. high endurance, fast metabolism, strong muscle 
tissue, etc.) (i.e. “spatial sorting”). This process is moreover intensified by the 
density effects described above (r-selection), because highly dispersive 
individuals consistently find themselves in an area of low conspecific 
density (the front), which gives them an advantage. Together, spatial 
sorting and r-selection lead to a rapid evolution of novel phenotypes 
adept at dispersal. This evolutionary process is dubbed “spatial selection”, 
as opposed to classical natural selection, where phenotypes are not 
1 K-selection is in fact a controversial term [see the review of Reznick et al. 
2002], amongst others since carrying capacity (K) is not an evolvable trait (as is the ‘r’ in 
r-selection). Nevertheless, the literature on spatial selection still uses this terminology, and 
I also choose to use this term as it is part of the generally known and easy-to-understand 
concept of K versus r strategies. I do, however, want to stress here that it is not K as such, 
but the traits typically advantageous under high density- (equilibrium) situations that are 
under selection. 
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selected for their dispersal abilities but for their fitness (survival, 
reproduction) (Shine et al. 2011). An increasing number of theoretical 
and empirical studies show support for this concept, the most known 
case-study being that with the Cane toad (Phillips et al. 2006; Phillips 
et al. 2008; Lindstrom et al. 2013; Brown et al. 2014; Rollins et al. 2015). 
Despite the idea of spatial selection having arisen to explain increased 
rates of range expansion in alien invasive species (like the Cane toad), 
the same principles could also be important for climate-niche tracking 
species (Hill et al. 1999; Hughes et al. 2003; Mitikka & Hanski 2010; Hill 
et al. 2011; Therry et al. 2014c).
Figure 23: Range expansion 
demographics. As the population 
transitions from core to edge, 
density (solid line) decreases. 
Reproductive rate (dashed line) 
increases near the edge (a), but 
is reduced at the range front 
in populations subject to Allee 
effects (b). (FIGURE ADAPTED FROM 
CHUANG AND PETERSON 2016)
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Figure 24: Spatial sorting and the Olympic Village effect. (a) When a population with variation 
in dispersal ability expands, individuals with a higher dispersal ability will be able to travel 
farther from the core. (b) Individuals thus become spatially assorted according to their dispersal 
abilities. (c) The Olympic Village effect: Individuals at the edge are limited to mating with 
neighbours, all of whom are ‘top’ dispersers. (d) If dispersal is heritable, the offspring at the edge 
will be better dispersers than the ones at the core. The offspring disperse and the cycle repeats. 
(FIGURE ADAPTED FROM CHUANG AND PETERSON 2016)
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Traits and trade-offs at the expansion front
As a result of the above-mentioned selection pressures, 
specific types of traits are expected to accumulate at the expansion 
front (reviewed in Chuang & Peterson 2016). Front phenotypes can 
thus differ from core phenotypes in a variety of attributes, ranging 
from differences in morphology, over metabolism and physiology, to 
life history and behaviour. In accordance with the increased dispersal 
abilities of individuals at the front, for example, morphological features 
like increased size and body condition, higher fat percentage and longer 
legs can be expected for tetrapods; an enlarged thorax (location of 
muscles) or abdomen (energy storage) and longer wings for insects; 
and a decreased mass or enlarged feather-like structures for diaspores 
(reviewed in Chuang & Peterson 2016). Increased dispersal abilities 
might also require an augmented metabolism (Haag et al. 2005; Mitikka 
& Hanski 2010), which at the same time is important for general activity, 
maturation, growth and reproduction (Hughes et al. 2003; Lorenz & Gade 
2009; Therry et al. 2014a). This might in turn demand higher feeding 
rates in range front populations (but see Fronhofer & Altermatt 2015). 
A lot more traits can furthermore be found within the review of Chuang 
and Peterson (2016), of which several have already been mentioned 
somewhere earlier within this PhD thesis (e.g. life history and physiology: 
see “moving through a changing environment”, behaviour: see “dispersal 
behaviour”).
Many different pathways/mechanisms may, however, result in a 
trade-off that profoundly constrains the expression of such ‘edge-specific’ 
phenotypes (see Acerenza 2016 for a recent review regarding trade-offs). 
Though trade-offs are not always easy to ‘identify’ (cfr. Metcalf 2016), 
several have been put forward as potentially important during range 
expansions. Growth, for example, may trade off with lifespan (“live 
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fast, die young”). The reason for this trade-off is not clear (Metcalfe & 
Monaghan 2003), but may include the fact that a faster growth may 
require more food, leading to a higher risk of capture due to increased 
foraging (Werner & Anholt 1993; Janssens & Stoks 2012) and to a higher 
risk of starvation. Alternatively, a faster growth may be associated with a 
reduced immune function (Soler et al. 2003; Mauck et al. 2005; Pilorz et 
al. 2005) or increased stress at the cellular level (Metcalfe & Monaghan 
2003). Other potential trade-offs include the one between dispersal and 
reproduction (see earlier) and dispersal and competition (Burton et al. 
2010). Here, I should, however, exemplify that dispersal, reproduction and 
competition are in fact no traits sensu stricto. Dispersal, for instance, is 
a behaviour influenced by a multitude of traits, including, for example, 
leg length, body size and activity. Accordingly, reproduction is shaped 
by traits like fecundity and age till maturity. In other words, trade-offs 
exist between these traits, but not between dispersal, reproduction 
or competition as such. As mentioned earlier (see part “dispersal 
evolution”), selective trade-offs may also constrain the evolution of 
‘edge-phenotypes’, and apart from trade-offs, individuals at the front may 
furthermore be constrained because the low-density environment may 
result in a locally decreased population growth rate (Allee effects) (cfr. 
Travis & Dytham 2002).
Genetic implications of range expansions
As stated earlier, a range expansion or shift entails a net 
displacement of individuals from core to edge. This displacement of 
individuals has severe genetic consequences (reviewed in Excoffier et al. 
2009). Range expansions/shifts are typically achieved by only those few 
individuals that reach and successfully settle in a previously unoccupied 
patch (i.e. not occupied by conspecifics), and these individuals (the 
“founders”) represent only a limited subset of the original population 
(Mayr 1963). Repeating such colonisations therefore cause repeated 
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“founder effects”, creating a spatial pattern of allele frequencies 
comparable to the temporal pattern representative of genetic drift: a 
steady reduction of neutral genetic variation and heterozygosity with 
increasing distance from the core (increasing time in case of drift) (Slatkin 
& Excoffier 2012). Such genetic depletion may strongly impact the 
adaptive potential of these small founder populations (Willi et al. 2006, 
but see Kubisch et al. 2013). The newly founded, low-density populations 
will moreover be highly susceptible to inbreeding and genetic drift 
(but see “Genetic Paradox of Invasion” by Schrieber & Lachmuth 2016). 
Given certain levels of migration from core to edge, however, genetic 
variation may become re-introduced. Yet this may cause gene swamping, 
whereby poorly adapted core-alleles reduce the adaptive potential of 
edge populations (GarciaRamos & Kirkpatrick 1997; Lenormand 2002; 
Kawecki 2008). Range expansions or shifts may furthermore induce 
allele surfing, whereby alleles can attain high frequencies very rapidly by 
hitchhiking with pioneer genotypes, after which they can become fixed 
in newly colonised areas (the high reproduction/dispersal capacities 
of pioneers, will increase their frequency/carry them along on the 
expansion wave –hence allele “surfing”; see figure 25) (Edmonds et 
al. 2004; Klopfstein et al. 2006; Slatkin & Excoffier 2012). Any allele 
can ‘surf’, regardless of its fitness consequences. Through allele surfing, 
deleterious alleles/mutations can thus become fixed at expansion fronts, 
despite the associated fitness costs (Travis et al. 2007). The build-up 
of such deleterious mutations is called a mutation load (or expansion 
load) (Henry et al. 2015a; Henry et al. 2015b; Peischl & Excoffier 2015). 
Mutations with very large-scale negative effects, however, would usually 
be rapidly purged (Glémin 2003; Guillaume & Perrin 2006), and unless 
recessive, deleterious mutations can only survive when situated very 
close to the wave front and should generally disappear when the wave 
has passed (when colonization is over) (Klopfstein et al. 2006; Excoffier 
et al. 2009).
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Figure 25: Allele surfing. The expansion front undergoes serial founder effects, whereby 
edge alleles that are rare in the overall population (dark dots) (a) can become fixed in newly 
colonised areas through reproduction and dispersal (b). This process can happen regardless of 
the allele’s phenotypic effect. Each column represents a local population with allele frequencies 
proportional to its coloured dots. (FIGURE ADAPTED FROM CHUANG AND PETERSON 2016)
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B) Who is the “herbivorous arthropod” and why 
did I study this specific species?
1. The concept of model organisms
In trying to understand the many biological phenomena that we 
humans are confronted with, we have a long-standing tradition of using 
so called “model organisms”. The central idea is that the insights gained 
through examining a specific phenomenon in one particular ‘model’ 
organism can, to some extent, be generalised for other organisms (with 
as main interest: us humans). This is possible because of the common 
descent of all living organisms, hence the many features that are to 
a bigger or lesser extent shared by them (development, physiology, 
genome, etc.). The higher the relatedness among organisms, the more 
features they are expected to share (e.g. many features are shared among 
mammals, but even more among apes and humans), hence the more 
confidently we can generalise findings found for one representative 
of the group to the whole of the group (e.g. generalise results based 
on rats for all mammals). Through this use of model organisms, we can 
gain important ‘general’ knowledge, focussing only on a tiny subset of all 
living species. As mentioned above, the main use of model organisms is 
for human-oriented research. Some typical examples of model organisms 
are baker’s yeast (Saccharomyces cerevisiae, used to study cell division), 
the fruit fly Drosophila melanogaster (for the study of development), the 
nematode Caenorhabditis elegans (e.g. for the study of aging), mice (Mus 
musculus, for medicinal studies) and Arabidopsis (Arabidopsis thaliana, 
used for the study of plant physiology and development).
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2. My ‘model’ organism: the two-spotted spider mite
The arthropod Tetranychus urticae Koch (the two-spotted spider 
mite) is not a model organism sensu stricto, but shares many of the 
typical advantages of such model organisms: it is easy to breed, easy 
to manipulate and intensely studied (e.g. its whole genome has already 
been sequenced, see Van Leeuwen et al. 2013). There are, of course, also 
some specific drawbacks, like difficulties for the transformation of mites, 
difficulty of tissue dissections due the mite’s small size, and the need to 
further develop tools for reverse genetics (see Van Leeuwen et al. 2013; 
Van Leeuwen & Dermauw 2016). Nevertheless, T. urticae is suitable for a 
very diverse set of approaches, ranging from field and common garden 
studies to artificial selection and experimental evolution (Belliure et al. 
2010). More importantly for the current PhD thesis, this herbivorous pest 
species (see Kennedy & Storer 2000; Hill 2008) shifted its European 
range from the Mediterranean up to (at least) Northern Denmark during 
the last decades.
Reproduction and life cycle
The two-spotted spider mite is a highly fecund (Krainacker & 
Carey 1989) haplodiploid species that reproduces through arrhenotokous 
parthenogenesis (Helle 1967b). This implies that unfertilised females 
(diploid) can produce eggs, though only male ones (haploid). A fertilised 
female, in contrast, can produce both diploid (female) and haploid (male) 
offspring (see figure 26). Secondary (i.e. population-level) sex ratios are 
usually female-biased (3:1, see Krainacker & Carey 1990), but a mother 
can adjust her primary (i.e. individual-level) sex ratio according to the 
local circumstances (Young et al. 1986; Macke et al. 2011a).
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Under optimal conditions (around 30°C; see Sabelis 1981), T. 
urticae completes its life cycle in approximately 8 days. This life cycle 
includes eight distinct stages: egg, larvae, nymfochrysalis, protonymph, 
deutochrysalis, deutonymph, teleiochrysalis, adult (see figure 27). The 
stages can relatively easily be distinguished visually since the larval 
stage has only six legs (instead of eight), since the –chrysalis stages are 
quiescent (immobile), since each stage is slightly bigger than the previous 
Figure 26: The arrhenotokous parthenogenesis of the two-spotted spider mite Tetranychus 
urticae. Each coloured line represents one chromosome. Females are diploid (6 chromosomes) 
and males are haploid (3 chromosomes). Virgin females produce all male offspring. Fertilised 
females can produce both male and female offspring. (FIGURE ADAPTED FROM CARBONNELLE 2004)
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one (with females bigger than males), and since last moulting-stage 
females (teleiochrysalis) are often guarded by a male. Males typically 
develop on average 0.5 day faster than females (Sabelis 1981), which 
allows fresh males to locate a teleiochrysalis female to then guard her 
and be the first one to inseminate her upon emergence (Potter et al. 
1976; Satoh et al. 2001). With increasing temperatures (with a maximum 
tolerable temperature of 35°C), development typically accelerates 
(Sabelis 1981), though not necessarily to the same degree for males and 
females.
Figure 27: Development cycle of Tetranychus urticae. The development from 
egg to adult includes eight distinct stages, of which four (including the egg) 
are immobile (dotted) and four (including the adult) are mobile (white). 
Percentages indicate the relative length of the different stages. These are 
rather constant (i.e. more or less irrespective of the temperature) (percentages 
from Sabelis 1981). (FIGURE ADAPTED FROM CARBONNELLE 2004)
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Distribution and dispersal behaviour
As described in detail in Carbonnelle et al. (2007), T. urticae 
expanded its European range from the Mediterranean to more northern 
areas. Based on my own field campaigns (where I sampled natural mite 
populations), the species at least reached northern Denmark by 2011. 
This spread is probably a combined result of global warming allowing a 
gradual spread to higher latitudes and the trans-European transport of 
plants (mostly for greenhouses –from which mites can escape to form 
local, isolated populations).
T. urticae can disperse both through crawling (ambulatory 
dispersal) and by making use of aerial currents (aerial dispersal). In order 
to be able to take advantage of such currents, the species exhibits a 
specific pre-dispersal behaviour whereby it uplifts its forebody and front 
legs to increase drag (i.e. the aerial take-off posture, see figure 28) (see 
Li & Margolies 1994). As ‘aerial plankton’, the species can then be carried 
along for relatively long distances (from neighbouring plant to several 
kilometres, see Smitley & Kennedy 1985). This behaviour is evoked by 
starvation and desiccation and allows the species to reach new food 
sources (though most individuals will face death) (Boykin & Campbell 
1984; Hoy et al. 1984; Smitley & Kennedy 1985).
Figure 28: The aerial take-off posture 
of Tetranychus urticae.
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C) So what were the specific objectives of this 
PhD thesis and what did I do exactly?
1. Objectives
As exemplified by HilleRisLambers (2013), global change, 
including the ‘accidental experiment of climate warming’, provides 
excellent opportunities to gain fundamental insight into ecological 
and evolutionary processes. This thesis aims to take advantage of this 
opportunity in studying the ecological and evolutionary processes 
related to range expansion. Dispersal is the key to range expansion and 
in a first chapter, I therefore wanted to assess the potential for dispersal 
behaviour to respond to selection despite repeated strong founder effects 
(hence very low standing genetic variation). This would indicate that 
this behaviour can show highly dynamic ‘non-classical’ responses (e.g. 
epigenetic effects), which can have important consequences for range 
expansion/shifts as these allow an even faster response to selection than 
the ‘classical’ one (i.e. shift in allele frequencies). Species that exhibit 
such a shift/expansion in response to climate warming are expected to 
experience multiple selection pressures. Together, these pressures will 
shape the specific phenotypes at the edge (range front), which are thus 
anticipated to differ from those in the core. It is, however, difficult to 
disentangle these different selection pressures. In a second chapter, I 
therefore quantified differences in ecologically relevant traits across the 
expansion front and tried to identify the associated selection pressures. 
In a third chapter, I then aimed to achieve a basic understanding of the 
physiological processes that might underlie the phenotypic differences 
found in the second chapter. In these first three chapters, I thus mainly 
focussed on the importance of evolution. Plasticity, however, is another 
way of responding to environmental change, and plasticity might even 
allow a much faster response. In a fourth chapter, I thus examined to 
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what extent evolution versus condition-dependence is more important 
in driving range expansions/shifts. Range expansions may at some point 
slow down or stop. One example of a factor that can cause this is the 
difficulty/failure to find mates at the range front (Allee effect). Finding 
mates may not only be difficult in space, but also in time and this can 
result from encountering novel temperatures (typical for invasions), 
which may cause a phenological mismatch between the sexes of a 
species. In a fifth chapter, I therefore tested whether such an intersexual 
mismatch could slow down the expansion of my study species in Europe.
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2. Thesis outline
Below, I provide a brief outline for each of the research chapters 
(I-V) included in this PhD thesis. A schematic overview of the organisation 
of these chapters is provided in figure 29. 
In chapter I, I inferred the mode of inheritance of a unique 
behaviour that precedes aerial dispersal in Tetranychus urticae and that 
is tightly related to emigration in this species. I therefore performed an 
artificial selection experiment where dispersers (individuals showing the 
pre-dispersal behaviour) and non-dispersers were each time assorted 
during ten generations (cfr. spatial selection), ultimately providing me 
a ‘highly dispersive’ and a ‘low-dispersive’ line. The mode of inheritance 
could then be assessed through reciprocal crosses and through a 
screening for endosymbionts known to influence dispersal behaviour in 
T. urticae.
In chapter II, I collected spider mites from different field 
localities along their expansion gradient in Europe and examined their 
life history and dispersal behaviour under common garden conditions. 
This resulted in latitudinal gradients, illustrating genotypic differences 
along the expansion gradient. To disentangle between spatial selection 
and natural selection (i.e. adaptation to the changing environment along 
the expansion gradient) in shaping this pattern, the empirical findings 
were then compared with those derived from a highly parameterised 
individual-based model. The model consisted of three competing 
scenarios, differing in the potential for spatial and natural selection. 
Depending on which scenario gave the best fit with the empirical data, 
the most likely pressure shaping differentiation in the field could be 
inferred.
In chapter III, I sampled mites from the same field localities as in 
chapter II, reared them under common garden conditions in the lab and 
then obtained their metabolic profiles through Gas Chromatography-
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Mass Spectrometry (GC-MS). These profiles were analysed to check for 
a latitudinal trend in the metabolites present in the mites. Furthermore, 
they were compared with the latitudinal trends in life-history traits 
found in chapter II, to deduce potential correlations between the evolved 
life-history traits and the mite’s changed physiology.
In chapter IV, I ran two experiments in which mites were 
allowed to expand their range in artificial metapopulations during ten 
generations. In each experiment, half of the metapopulations were 
constrained in their potential for evolution, while the other half was not. 
The treatments in the first experiment moreover differed with regard 
to kin competition, while there was not such difference in the second 
experiment. After nine generations, the velocity of range expansion and 
the dispersiveness and reproductive rate of core and edge mites was 
assessed for each metapopulation. As such, I could assess the relative 
importance of different evolutionary (increased dispersiveness and/or 
reproductive rate through spatial selection) and condition-dependent 
(density-dependent dispersal and/or kin competition) actors in driving 
the observed range expansion in the metapopulations.
In chapter V, I ran three different tests. First, I investigated 
whether unfamiliar temperatures (i.e. high temperature for mites 
originating from high latitudes and vice versa) result in a phenological 
mismatch between the sexes of Tetranychus urticae. Second, I explored 
whether these same unfamiliar temperatures affect population growth 
in this species (because, if novel temperatures result in a mismatch, this 
might affect reproduction and thus population growth). Finally, I directly 
assessed the impact of different degrees of a phenological mismatch 
on population growth rate. In this chapter, I thus examined whether a 
phenological mismatch might occur in T. urticae and to what extent this 
could hamper further range expansion through a reduced population 
growth.
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Figure 29: Organisation of the research chapters included in this PhD thesis. A distinction 
is made between chapters using pattern- versus process-oriented approaches and between 
chapters focusing on behaviour (dispersal), life history, physiology or phenology. CH. I-V: 
chapter I to V.
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Emperically simulated spatial sorting 
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dispersal behaviour 
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Abstract
During range expansion, the most dispersive individuals make 
up the range front, and assortative mating between these dispersive 
phenotypes leads to increased dispersiveness (i.e. spatial sorting). The 
precise inheritance of dispersal, however, is to date largely unknown 
in many organisms, thereby hampering any progress in evaluating the 
adaptive potential of species during range expansion. Using the spider 
mite Tetranychus urticae, we therefore empirically simulated spatial 
sorting by means of artificial selection on a unique pre-dispersal 
behaviour, tightly related to emigration. To separate directionality of 
the response from potential drift, we mimicked a recurrent low number 
of founders in replicated selection regimes. Afterwards, we inferred 
the mode of inheritance of the pre-dispersal behaviour by performing 
reciprocal crosses between selected (i.e. dispersive) and non-selected (i.e. 
non-dispersive) mites and by screening for endosymbionts known to be 
associated with changes in dispersal behaviour. Despite the recurrent low 
number of founders, the aerial dispersal behaviour responded strongly 
to the imposed selection pressure. The behaviour furthermore showed 
a maternal inheritance, though independent of any known dispersal-
related endosymbionts. Though cytoplasmic inheritance cannot fully 
be excluded, we attribute the observed strong and rapid, maternally 
influenced response in dispersal to transgenerational epigenetic effects. 
Consequently, we can expect fast evolutionary dynamics during range 
expansion in the species. 
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Introduction
Dispersal is the main mechanism maintaining gene flow among 
populations, and of primary importance for population regulation (Krebs 
et al. 1969), metapopulation dynamics (Levins 1969; Hanski 1999; Hanski 
& Gaggiotti 2004) and the spatial distribution of populations (Holt 1985; 
Kot et al. 1996). Crucially, dispersal is the key to the dynamics of genetic 
diversity in space and time (Gaggiotti & Couvet 2004), allowing species 
to respond to environmental challenges. Global warming, for example, 
is currently creating exciting evolutionary experiments where species 
expanding their ranges experience a strong selection for dispersal (Shine 
et al. 2011; Perkins et al. 2013). Indeed, during range expansion, the most 
dispersive individuals make up the range front, and assortative mating 
between these individuals (i.e. ‘the Olympic Village effect’) results in 
increased dispersal abilities (Phillips et al. 2010). This process is referred 
to as spatial sorting (or spatial selection1) (Shine et al. 2011).
Range expansion is typically achieved by only those few 
individuals that reach and successfully settle in a previously unoccupied 
environment (i.e. not occupied by conspecifics). These individuals thus 
represent only a limited subset of the original genetic variation (i.e. 
founder effect) (Mayr 1963). Moreover, because of the low number of 
individuals, the new population will be highly susceptible to inbreeding 
and genetic drift, resulting in a clear genetic signature of range expansion, 
even in species with high dispersal capacity (Pierce et al. 2014). Repeated 
founder effects may furthermore result in gene surfing: a process where 
neutral alleles hitchhike with pioneer genotypes, thereby attaining high 
frequencies over large areas while not being under direct selection 
(Klopfstein et al. 2006). Life history-traits in founder populations will 
thus be shaped through the combined effect of natural selection (i.e. 
1 As explained within the general introduction, spatial sorting does not equal 
spatial selection, but is a part of this process (apart from density-effects).
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adaptation to the new local environment), spatial sorting (i.e. selection 
for dispersal and correlated traits) and genetic drift.
While selection on dispersal is expected to be strong during 
spatial sorting, the rate of evolutionary change will largely depend on 
the genetic architecture of the trait, the trait heritability and, equally, on 
the degree of adaptive plasticity potentially imposed by ‘non-classical’ 
inheritance (see Moran & Alexander 2014 for a complete overview of 
limits to evolutionary responses to environmental change). The latter 
mechanism might be especially relevant in cases where standing 
genetic variation is low, like in case of subsequent founder effects during 
range expansion. Indeed, there is mounting evidence that parental 
effects and cytoplasmic inheritance might be alternative pathways for 
species to respond fast and adaptively to environmental perturbations 
(Bossdorf et al. 2008; Bonduriansky et al. 2012; Ledon-Rettig et al. 2013). 
Parental effects on dispersal, described for both plants (reviewed in 
(Roach & Wulff 1987) and animals (e.g. Li & Margolies 1994; Diss et al. 
1996; Sinervo et al. 2006; Bitume et al. 2011), as well as cytoplasmic 
inheritance of, for example, mitochondrial DNA (see Van Leeuwen et al. 
2008) or endosymbiotic bacteria (see Goodacre et al. 2009), are therefore 
expected to induce fast phenotypic changes that might affect future 
ecological dynamics in a profound manner (but see Donohue 1999).
The two-spotted spider mite (Tetranychus urticae Koch - Acari, 
Tetranychidae) is a very useful model species for testing these dynamics, 
as previous research demonstrates a significant and high broad-sense 
genetic component underlying ambulatory (h2=0.52 in Bitume et al. 
2011) and aerial (h2=0.22 in Li & Margolies 1993a) dispersal behaviour. 
These behaviours can easily be quantified under standardised laboratory 
conditions. The species is considered as one of the most damaging pest 
species and is expanding its natural range towards higher latitudes (see 
Carbonnelle et al. 2007). This range expansion is assumed to be due to 
long distance dispersal events through passive aerial dispersal, where new 
populations are founded by a limited number of individuals. In contrast, 
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local dynamics are merely mediated by short distance ambulatory 
dispersal in response to elevated densities and kin competition (Bitume 
et al. 2013).
We simulated the spatial sorting process, as is expected to 
occur during range expansion, by means of artificial selection on a 
unique pre-dispersal behaviour, tightly related to emigration: the aerial 
take-off posture, which has a very high probability of resulting in mites 
becoming airborne (see Smitley & Kennedy 1985). We used T. urticae as 
a model species and mimicked a recurrent low number of founders in 
replicated selection regimes, to separate directionality of the response 
from potential drift. Several other studies already performed artificial 
selection on dispersal in T. urticae, but these focused on ambulatory 
dispersal (Yano & Takafuji 2002; Bitume et al. 2011; Tien et al. 2011) 
or used a very high number of individuals (Li & Margolies 1994) and 
can therefore not be interpreted in the context of spatial sorting during 
range expansion. 
Our aims were twofold. Firstly, we assessed the evolutionary 
response of the aerial take-off behaviour to a strong selection pressure, 
given only minimal genetic variation. Secondly, we assessed the mode of 
inheritance of the aerial dispersal trait by crossing dispersers and non-
dispersers and by screening for five endosymbiotic bacteria known to be 
associated with changes in dispersal behaviour (Goodacre et al. 2009). 
We hypothesised that a fast evolutionary response in aerial dispersal 
behaviour in T. urticae could be the result of ‘non-classical’ inheritance, 
as indicated by the slight maternal influence in the study of Li and 
Margolies (1994).
83
Materials and methods
Study species
The two-spotted spider mites (Tetranychus urticae Koch - Acari, 
Tetranychidae) used in this study originated from a laboratory strain 
(“LS-VL”) that was originally collected in October 2000 from roses in a 
garden near Ghent, Belgium. Since then, this strain was maintained on 
potted beans (Phaseolus vulgaris L. cv. ‘Prelude’) in a climate-controlled 
room at 26±0.5°C, 60%RH and 16/8 h (L/D) photoperiod (Van Leeuwen 
et al. 2006).
Artificial selection
We largely based our experimental procedure on Li and 
Margolies (1993a; 1994). The propensity to disperse by air was assessed 
by counting the percentage of female mites showing the aerial take-off 
posture (i.e. upraised first pair of legs and cephalothorax, to increase 
drag). Dispersal latency was furthermore assessed by counting the 
number of minutes between the start of the one-hour observation and 
the moment the focal female showed the aerial take-off posture. Only 
one-day-old, freshly mated females were considered, since they are the 
main dispersing stage (see Li & Margolies 1993a and Li & Margolies 
1994 for more details).
To ensure having a sufficient number of dispersive individuals 
to start the selection experiment (dispersal propensity was relatively low 
in the base population), an initial selection procedure was first run. For 
this initial generation of selection, 20 females were put on each of three 
separate arenas -black painted squares of hard plastic on wet cotton. 
They were then subjected to a light and wind regime known to elicit 
dispersal initiation behaviour (i.e. the aerial take-off posture) in T. urticae 
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(see Li & Margolies 1993a). During one hour, the females were observed 
and screened for the aerial take-off posture in a climate room at 20°C. 
From one of the three arenas, the first five females showing the aerial 
take-off posture were collected and put separately on a fresh bean leaf. 
These would make up the high dispersal regime (HD). On a second arena, 
all females showing the posture were killed, and afterwards, five females 
were randomly chosen from the remaining ones. These females were 
then put on a fresh bean leaf and made up the low dispersal regime (LD). 
For the control regime (C), five females were randomly chosen out of all 
original 20 females from the third arena and put on yet another fresh 
bean leaf. All of these females (HD, LD, C) were subsequently allowed to 
lay eggs in a breeding room at 20°C with a light-regime of 16:8 LD. Their 
female offspring, once adult and freshly mated, were then used for the 
next generation of selection. 
From this point onwards, the selection experiment was 
performed, using three replicates per selection regime (thus nine lines, 
hence nine arenas to be observed: HD1, HD2, HD3, LD1, LD2, LD3, C1, C2, 
C3). Using these replicates allowed us to differentiate between random 
genetic drift and evolutionary changes caused by the selective pressure. 
The selection criteria remained the same as for the initial selection 
procedure (see above). In cases where less than five females showed the 
aerial take-off posture in a HD line, we just continued with this lower 
number (i.e. we did not increase the number to five by adding randomly 
chosen females as this would weaken the selection pressure).
In order to create sufficient divergence between the selection 
regimes, the selection procedure was repeated for 13 generations (Li & 
Margolies 1994). Dispersal latency was only assessed for the HD regime, 
as too few females showed the dispersal behaviour in the C and LD 
regime.
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Crosses between selection regimes
The adult HD and LD females resulting from the 13th 
generation of selection were put on fresh bean leaves and allowed to 
lay eggs. The freshly adult male and female offspring of the six lines (2 
selection regimes x 3 replicates) were then used for the crosses. This 
experiment consisted of females and males from HD and LD selection 
regimes mating amongst each other according to a 2x2-factorial design. 
(To ensure a sufficient number of female offspring to later conduct an 
aerial dispersal test, five females were each time put together with five 
males and allowed to mate for four days.) The crosses (HDfem x HDmale, 
HDfem x LDmale, LDfem x HDmale, LDfem x LDmale) were made in each of the 
three original replicates of the HD and LD selection regimes, resulting in 
a total of twelve (3x4) crosses. Finally, the one-day-old female offspring 
from these crosses were all tested for their aerial dispersal propensity. 
This was done in a similar setup as described earlier. Twelve (3x4) arenas 
were observed for one hour, during which all females showing the aerial 
take-off posture were immediately removed from their arena. Such a 
removal was each time recorded. As such, the proportion of females 
showing the posture could afterwards be calculated for each arena by 
dividing the number of removals by the original number of females on 
that arena.
Endosymbionts
Four hundred adult females were pooled from the parental 
spider mite strain prior to selection and from the HD, LD and C selection 
regimes after the 13th generation of selection. Genomic DNA was collected 
following a phenol-chloroform extraction method (Van Leeuwen et al. 
2008). Additionally, 20 DNA samples, each originating from a single 
adult female mite, were extracted from the parental strain and from the 
selection regimes, following the procedure described in Van Leeuwen 
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et al. (2008). In all DNA samples, the presence of five endosymbionts 
known to be associated with changes in dispersal behaviour (Cardinium, 
Caulobacter, Rickettsia, Spiroplasma and Wolbachia –see Goodacre et al. 
2009) was tested by PCR, using the primers listed in Table 1. Amplified 
PCR products were sequenced by LGC Genomics (Berlin, Germany) after 
purification with Cycle-Pure Kit (EZNA ™).
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Statistics
All analyses were performed with SAS software (version 9.4, SAS 
Institute, Cary, NC, 2013), using the glimmix procedure for generalised 
linear mixed models (GLMM). We analysed aerial dispersal propensity 
with selection regime (HD, LD, C), generation and the interaction 
between selection regime and generation as the independent variables. 
For the analysis of aerial dispersal latency, only generation was used 
as an independent variable, as only the HD regime was involved. The 
analysis of the regime crosses was performed with the dispersal type of 
the mother and the father (i.e. originating from the HD selection regime 
opposed to the LD selection regime) and their interaction term as the 
independent variables. According to the dependent variable, a binomial 
(dispersal propensity) or Poisson (dispersal latency) error structure was 
modelled with the proper link function (logit/log). Replicate was always 
modelled as a random effect. This was done to control for dependency 
among the replicates of each selection regime. By modelling residual 
variation as an additional random factor, we corrected for potential 
overdispersion (Verbeke & Molenberghs 2000). The denominator degrees 
of freedom for the tests of fixed effects were computed according to a 
general Satterthwaite approximation. All non-significant contributions 
(p>0.05) were omitted by a backwards selection procedure. Finally, post-
hoc Tukey tests were used to obtain the pair-wise differences among 
treatments (only for the regime crosses).
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Results
Artificial selection
Aerial dispersal propensity responded well to the artificial 
selection: selection regime significantly interacted with generation 
(F2,1673=4.72; p=0.0091) (figure 1). The slopes of the HD and LD regime 
differed significantly from zero: HD: 0.0696 ± 0.0210 (t1835=3.32; p=0.0009), 
LD: -0.1024 ± 0.0370 (t1835=-2.77; p=0.0056), C: -0.0509 ± 0.0307 (t1835=-
1.66; p=0.0977). These slopes imply that the odds of successful dispersal 
multiply by a factor of 1.07, 0.90 and 0.95 per generation, in the HD, LD 
and C regime, respectively.
Furthermore, latency (which was only measured for the HD 
regime) significantly decreased with generation (F1,215=112.81; p<0.0001) 
(figure 2).
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Figure 1: Evolution 
of aerial dispersal 
propensity. For each 
generation, the mean 
aerial dispersal 
propensity in the 
different selection 
regimes is represented 
by a symbol. Standard 
errors are represented 
by bars. Aerial dispersal 
propensity is averaged 
over replicates and 
females within 
replicates. Closed 
circles high dispersal 
selection regime (HD), 
open circles control 
regime (C), rectangles 
low dispersal selection 
regime (LD). (Note: due 
to circumstances, the 
selection procedure did 
not last a full hour in 
generation 8.)
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Crosses between selection regimes
The proportion of female offspring displaying the aerial take-
off posture differed significantly among some of the crosses (figure3). 
Only the dispersal type of the mother had a significant effect (F1,8=19.40; 
p=0.0023): the proportion of females showing the aerial take-off posture 
was higher for HD mothers (0.4054 ± 0.0496 SE) than for LD mothers 
(0.0636 ± 0.0287 SE) (t8=4.40; p=0.0023). The dispersal type of the 
father did not affect the dispersal propensity of the offspring (F1,8=2.44; 
p=0.1566). There was also no significant interaction between the 
dispersal type of the mother and the father (F1,8=0.37; p=0.5587).
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Figure 2: Evolution of 
aerial dispersal latency. For 
each generation, the mean 
aerial dispersal latency in 
the high dispersal regime 
(HD) is represented by 
a dot. Standard errors 
are represented by bars. 
Aerial dispersal latency is 
averaged over replicates and 
females within a replicate. 
The aerial dispersal latency 
of a female mite is the 
number of minutes between 
the start of the one hour 
observation of the aerial 
dispersal propensity of this 
female and the moment 
she shows the aerial take-
off posture. (Note: Due to 
circumstances, the selection 
procedure did not last a full 
hour in generation 8.)
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Endosymbionts
Wolbachia and Rickettsia were detected by species-specific 
primers in the pooled sample of the non-selected parental strain, and 
infection showed a prevalence of 0.15 and 0.9 respectively, as determined 
by single-mite PCR. BLASTn-searches, using the sequenced PCR products 
as queries against the NCBI database, confirmed the correct identification 
of endosymbionts. No endosymbionts were found in the replicated HD, C 
and LD selection regimes in both the pooled samples of 400 mites and 
the single mite DNA samples.
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Figure 3: Aerial dispersal 
propensity in the offspring of 
the different regime crosses. 
The mean aerial dispersal 
propensity of the female 
offspring from the four different 
regime crosses is represented 
by columns. Standard errors are 
represented by bars. Different 
letters above the error bars 
indicate significantly different 
outcomes according to the used 
statistical test. Aerial dispersal 
propensity is averaged over the 
replicates within each of the 
regime crosses and over female 
offspring within a replicate. 
HDm/f: high dispersal male/
female, LDm/f: low dispersal 
male/female.
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Discussion
We empirically simulated the process of spatial sorting by 
artificially selecting on aerial dispersal behaviour (more specifically, the 
aerial take-off posture), using a recurrent low number of founders, and 
demonstrate a fast response to selection and a maternal inheritance of 
this dispersal behaviour in T. urticae.
As in comparable studies (Li & Margolies 1993a; Li & Margolies 
1994; Yano & Takafuji 2002), ‘highly dispersive mites’ (HD selection 
regime) were selected for showing a specific behaviour, while ‘low 
dispersive mites’ (LD selection regime) were selected for not showing 
this behaviour. Possibly, the mites from the LD regime might therefore 
not have been selected for a low propensity to disperse, but for a general 
low viability, hence incapability of showing the aerial take-off posture 
[see (Tien et al. 2011)]. However, even with our very strong selection 
criteria (the number of founders was each time restricted to only five 
mites), the aerial dispersal behaviour never really disappeared in the LD 
regime. This suggests that the capability for the aerial take-off posture 
remained present throughout the selection procedure. All mites were 
moreover maintained at similar, low densities, resulting in overall fit 
females in all selection treatments; i.e. the selection regimes did not 
differ in daily fecundity or longevity (Pétillon et al., unpublished data).
Despite the recurrent low number of founders used in our 
artificial selection experiment, the aerial dispersal behaviour responded 
equally strong to the imposed selection pressure as in the study of Li 
and Margolies (1994). Aerial dispersal propensity gradually increased 
in the HD regime while it showed a steady decrease in the LD regime. 
The strong response across all replicates, in a minimal number of 
generations, is unlikely to have resulted from new mutations or from 
standing genetic variation. Standing genetic variation was most 
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probably low due to the low number of initial founders that were used 
to start the replicated selection regimes. Instead, in accordance with a 
growing amount of studies in lizards [e.g. (Massot et al. 2002; Meylan 
et al. 2002; Sinervo et al. 2006)], birds [e.g. (Tschirren et al. 2007)] and 
arthropods [e.g. (Li & Margolies 1994; Bonte et al. 2007; Bitume et 
al. 2011; Mestre & Bonte 2012; Bitume et al. 2014)], we attribute the 
strong response in our experiment to intergenerational plasticity of 
dispersal through a maternal influence on offspring phenotype. Indeed, 
the crosses between our selection regimes indicated a strong maternal 
inheritance. Several mechanisms could be responsible for this, including 
cytoplasmic inheritance, classical Mendelian inheritance through sex 
specific chromosomes and maternal effects.
Cytoplasmic inheritance includes, amongst others, the vertical 
transmission of bacterial endosymbionts. Goodacre et al. (2009) 
demonstrated an effect of such cytoplasmic endosymbionts on the 
tendency for long-distance movement in the spider Erigone atra. We thus 
investigated whether the maternal inheritance in our study could have 
been mediated by such maternally transmitted endosymbiotic bacteria. 
The absence of all endosymbionts known to be associated with changes 
in dispersal behaviour (Cardinium, Caulobacter, Rickettsia, Spiroplasma and 
Wolbachia) in our selection regimes, however, makes this mechanism 
unlikely. Surprisingly, where Rickettsia was absent in the selection 
regimes, it showed a high prevalence in the non-selected parental stock 
population. This apparent discrepancy may be ascribed to the density 
of Rickettsia bacteria within individual mites of the parental population. 
Although we measured the prevalence of endosymbionts in the mite 
populations, we did not evaluate infection density (i.e. the number 
of Rickettsia within each single individual). It is well established that 
this infection density affects many aspects of the endosymbiont-host 
interaction, including the vertical transmission of these endosymbionts 
(Perrot-Minnot & Werren 1999; Noda et al. 2001). Low infection densities 
can cause imperfect vertical transmission, and over multiple generations, 
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this can lead to an eventual overall loss of the endosymbiont. Our results 
suggest that the Rickettsia bacteria suffered from imperfect vertical 
transmission, potentially caused by low bacterial densities within single 
mites. Rickettsia can therefore not have been responsible for the maternal 
inheritance of aerial dispersal behaviour in our experiment. Nonetheless, 
there could always be some other endosymbiotic bacteria contributing 
to this observation. 
Another form of cytoplasmic inheritance is the vertical 
transmission of mitochondrial DNA. When individuals possess more 
than one mtDNA haplotype (i.e. mitochondrial heteroplasmy), genotype 
frequencies can shift greatly in a single transmission from mother to 
offspring, as for instance found for loci related to pesticide resistance 
(Van Leeuwen et al. 2008). Though mitochondrial heteroplasmy is 
generally rare (Jenuth et al. 1996), we should thus keep in mind that loci 
on the mitochondrial genome may also contribute to strong and rapid 
phenotypic effects.
Maternal inheritance of a trait can in some cases also be the 
consequence of classical Mendelian inheritance of the mother’s nuclear 
genome. If dispersal-related traits are controlled by loci on the female 
sex-chromosome (as is, for example, present in butterflies, where females 
are the heterogametic sex), Mendelian inheritance could be enough to 
explain mother to daughter similarities. This, however, does not apply 
for T. urticae. In tetranychid species, sexual reproduction occurs through 
arrhenotokous parthenogenesis, in which unfertilised eggs develop 
into males and fertilised eggs into females. T. urticae females do not 
possess a ‘female-specific chromosome’ that is passed on from mother to 
daughter only. Mendelian inheritance of nuclear genomes can therefore 
not explain the result of our cross-mating experiment.
A third potential mechanism causing the observed maternal 
inheritance could be maternal effects. Maternal effects are defined as 
any maternal influence on offspring phenotype that cannot be attributed 
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solely to offspring genotype, the direct action of the non-maternal 
components of the offspring environment, or to their combination (Lacey 
1998). According to Lacey (1998), there are three types: (i) genetically 
based maternal effects (e.g. genomic imprinting), (ii) indirect genetic 
maternal effects (e.g. genetically determined maternal care) and (iii) 
environmentally induced maternal effects (i.e. all effects induced by 
the maternal environment, independent of maternal genotype). Since T. 
urticae does not provide any form of maternal care and since all individuals 
were raised in identical circumstances for several generations, we can 
rule out indirect genetic and environmentally induced maternal effects. 
Though we did not specifically assess any genetically based maternal 
effect, we consider it most likely that such transgenerational epigenetic 
effects caused the maternal inheritance of aerial dispersal behaviour 
observed in our experiment.
In the context of the current global change, the potential of 
species to colonise new habitats may be essential for their persistence. 
Since shifts at the leading edge of expanding ranges are often achieved 
by a small number of long-distance dispersing individuals, newly 
established populations may suffer from founder bottlenecks [reviewed 
in (Hill et al. 2011)]. Not only does this lead to a reduced genetic diversity, 
with all its possible consequences, it also implies that the individuals at 
expanding ranges may differ substantially from the ones that stay behind. 
Individuals at the shifting edge may carry a suite of typical characteristics, 
shaped through selection on dispersal and other potentially correlated 
traits that may eventually constrain genetic adaptation. In the presence 
of such genetic constraints, transgenerational epigenetic inheritance 
may provide alternative pathways for species to respond fast and 
adaptively to environmental perturbations like global change (Bossdorf 
et al. 2008; Tuomainen & Candolin 2011; Ledon-Rettig et al. 2013). The 
ability to epigenetically control dispersal can be considered as a form of 
phenotypic plasticity that evolved in response to the ephemeral nature 
of the species’ habitat (T. urticae is characterised by a rapid development 
96
and a high fecundity, leading to exponential growth and systematic 
depletion of its host plant). Indeed, spatiotemporal variation in habitat 
quality is known to select for plasticity as an adaptive trait on its own 
(Via & Lande 1985).
In conclusion, despite the recurrent low number of founders 
used to simulate the process of spatial sorting during range expansion, 
the aerial dispersal behaviour in T. urticae responded strongly to the 
imposed artificial selection pressure. We attribute this strong and rapid 
response to transgenerational epigenetic mechanisms, though we should 
acknowledge that cytoplasmic inheritance cannot fully be excluded as 
a potential (co-)affecting factor. As a consequence of this epigenetic 
inheritance, we can expect fast, non-classical evolutionary dynamics 
during range expansion in the species. 
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Abstract
In the context of climate change and species invasions, range 
shifts increasingly gain attention because the rates at which they occur 
in the Anthropocene induce rapid changes in biological assemblages. 
During range shifts, species experience multiple selection pressures. For 
polewards expansions in particular, it is difficult to interpret observed 
evolutionary dynamics because of the joint action of evolutionary 
processes related to spatial selection and to adaptation towards local 
climatic conditions. To disentangle the effects of these two processes, 
we integrated stochastic modelling and data from a common garden 
experiment, using the spider mite Tetranychus urticae as a model 
species. By linking the empirical data with those derived form a highly 
parameterised individual-based model, we infer that both spatial 
selection and local adaptation contributed to the observed latitudinal 
life-history divergence. Spatial selection best described variation in 
dispersal behaviour, while variation in development was best explained 
by adaptation to the local climate. Divergence in life-history traits in 
species shifting polewards could consequently be jointly determined by 
contemporary evolutionary dynamics resulting from adaptation to the 
environmental gradient and from spatial selection. The integration of 
modelling with common garden experiments provides a powerful tool 
to study the contribution of these evolutionary processes on life-history 
evolution during range expansion.
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Introduction
Numerous species are currently shifting their ranges due to 
contemporary climate change (Parmesan 2006) or are expanding them 
after being introduced in a new environment (Richardson & Rejmanek 
2011). During such shifts and range expansions, species undergo multiple 
selection pressures (Phillips et al. 2010). Especially for polewards range 
shifts or expansions, a straightforward interpretation of the observed 
evolutionary dynamics is hampered due to the simultaneous evolutionary 
responses to the changing local environmental conditions and to the 
expansion process per se.
Species expanding or shifting their range polewards experience 
a change in temperature and growing season that could affect their life 
histories. The lower temperatures in northern regions can affect species’ 
diapause behaviour (e.g. the Colorado potato beetle, see Piiroinen et 
al. 2011; Lehmann et al. 2014; Lehmann et al. 2015), and especially 
in multivoltine species, changes in the length of the growing season 
have an impact on development time, growth rate and adult size. Due 
to the gradual shortening of the growing season, a gradually faster 
development is needed to attain an equal number of generations within 
this decreasing timeframe. At a certain point, however, development speed 
is ‘at is maximum’. At this point, voltinism abruptly decreases (i.e. loss of a 
generation), in turn allowing a sudden relaxation of development speed. 
This mechanism of a step-by-step reduction in voltinism with increasing 
latitude creates a typical saw-tooth pattern in development time (i.e. 
alterations of gradual increase and sudden decrease in development 
speed) (see Roff 1980; Kivela et al. 2011; Levy et al. 2015). Furthermore, 
high-latitude populations tend to compensate for the low temperatures 
that plastically reduce growth rate through the evolution of genetically 
faster growth rates (i.e. countergradient variation, see Conover & Schultz 
1995). In some instances, development time can moreover share an 
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underlying mechanism with growth rate (Kivela et al. 2011) and, together, 
these two traits can impact adult size, leading to either bigger, smaller 
or equal-sized individuals in more northern regions (Blanckenhorn & 
Demont 2004). Apart from these climatic changes, many range-shifting 
species may also suffer from changes in habitat quality and quantity. 
However, this is mainly restricted to native range climate-tracking 
species (as opposed to invasive species), for which deteriorating habitat 
is one of the main explanations for the occurrence of their initial range 
limits (North et al. 2011; Hargreaves et al. 2014).
On top of this pressure to adjust to the changing local 
environment, the process of range expansion in itself entails a strong 
selection pressure. Firstly, since the most dispersive phenotypes 
accumulate at the expansion front, assortative mating takes place 
(Phillips et al. 2010; Shine et al. 2011). This results in increased dispersal 
abilities at the range front, as has been illustrated theoretically (e.g. 
Travis & Dytham 2002; Burton et al. 2010; Perkins et al. 2013) as well 
as empirically through field and common garden studies (e.g. Phillips 
et al. 2006; Mitikka & Hanski 2010; Hill et al. 2011; Huang et al. 2015) 
and experimental evolution (Fronhofer & Altermatt 2015). Dispersal 
evolution thus affects (Kubisch et al. 2014) and is affected by range 
expansion (reviewed in Hill et al. 2011). Secondly, because of the locally 
low densities at the leading edge, individuals in the vanguard of an 
expanding range are predicted to experience r- rather than K-selection, 
which would translate into a higher investment in reproduction (Phillips 
2009; Phillips et al. 2010). Range expansion thus results in a positive 
selection for dispersal due to the interaction between spatial sorting 
(and thus assortative mating) of dispersive phenotypes and an increased 
population growth rate driven by density release at the expansion front. 
Through both mechanisms, range expansion therefore contributes to a 
process of spatial selection (Shine et al. 2011; Perkins et al. 2013).
Local adaptation to changing climatic conditions and spatial 
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selection can thus jointly impact evolutionary dynamics in species 
expanding polewards. However, we lack a clear understanding of their 
relative importance in shaping quantitative genetic trait differentiation 
along latitudinal gradients. For example, a greater investment in thorax 
mass in northern populations of an insect species can result from spatial 
selection (dispersiveness is selected for at the range front) as well as 
from local adaptation (lower temperatures might decrease muscle 
efficiency). Likewise, increased dispersal in plant populations near the 
range edge could purely result from mechanisms to avoid inbreeding 
(adaptation to low mate availability) (Hargreaves & Eckert 2014), but 
could also be caused by spatial selection. Insights are, to date, mainly 
derived from theory (Perkins et al. 2013; Hargreaves et al. 2015) or from 
correlative, often phenotypic, approaches (Therry et al. 2014a; Therry et 
al. 2014b; Therry et al. 2014c; Therry et al. 2015).
Here, we combine common-garden breeding and an individual-
based model (IBM) to study the putative causes of multivariate 
trait evolution during polewards range expansion. With a full life-
history perspective, we assess latitudinal quantitative genetic trait 
differentiation in the two-spotted spider mite Tetranychus urticae Koch 
(Acari, Tetranychidae), which has recently expanded its European range. 
By contrasting empirical patterns in life-history trait divergence with 
those derived from a stochastic IBM, we are able to determine whether 
this trait divergence is best explained by only local adaptation, only 
spatial selection, or their joint action.
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Materials and Methods
Life history evolution along the sampled gradient
Study species
The herbivorous spider mite T. urticae is an agricultural 
pest species with a worldwide distribution. It reproduces through 
arrhenotokous parthenogenesis, whereby unfertilised eggs develop into 
males and fertilised eggs into females. Sex ratio in T. urticae is usually 
female biased (3:1) (Krainacker & Carey 1989), but mothers can alter the 
sex ratio of their young (Young et al. 1986). Each female may produce 
more than 50 female offspring, and at optimal temperatures (27-30°C), 
mites can complete their life cycle in 8 to 10 days (Sabelis 1981). The 
species can engage in aerial long-distance dispersal (making use of 
aerial currents), which is preceded by a unique pre-dispersal behaviour. 
Like many arthropods, T. urticae can go into diapause when conditions 
are suboptimal (e.g. food shortage, desiccation or cold). This ability is 
restricted to the adult stage of the species. From approximately 1983 
onwards, the mite species has expanded its European range from the 
Mediterranean to (at least) southern Scandinavia (K. H. P. Van Petegem, 
personal observation); this occurred at least partially through aerial long-
distance dispersal (a detailed description of the mite’s range expansion 
can be found in Carbonnelle et al. 2007).
Population sampling
We collected spider mites during the summers of 2011 and 2012 
along an 800km latitudinal gradient from north-western Belgium (51.1 
°N) to northern Denmark (57.7 °N) (figure 1). To minimise variation due 
to adaptation to different host plant species and human pressure (e.g. 
harvesting, pesticides) and to maximise latitudinal, climatic variation 
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relative to variation in continentality (i.e. longitudinal variation), we 
searched for mites on a small selection of host plants within (semi-)
natural area along the coast (see Appendix Section 1). In 2011, we 
collected spider mites in 20 sites. In 2012, we collected them in 12 out of 
these 20 sites, thereby omitting populations that were very close to one 
another. To avoid mites being in common garden (see below) conditions 
too long (allowing domestication), trait assessments were split up over 
two consecutive years. Diapause incidence, longevity, fecundity, egg 
survival, juvenile survival and development time were assessed with 
mites collected in 2011, while dispersal propensity, dispersal latency, sex 
ratio and adult size were assessed with mites collected in 2012.
Figure 1: A map showing all the field collection sites in Belgium, The Netherlands, Germany and 
Denmark. The graph shows the yearly number of frost days and the average yearly temperature 
for each collection site along the latitudinal gradient. These climatic data were obtained from 
FetchClimate, a web application that chooses the most accurate source for each particular 
climate variable (Microsoft Research Cambridge, http://research.microsoft.com/fetchclimate), 
and were averaged over a period of 35 years (1980 to 2015). (More information is provided in 
Appendix Section 1.)
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Common garden and synchronisation
Common garden breeding techniques are robust methods for 
detecting genetic variation among populations. In both 2011 and 2012, 
a common garden stock population was thus generated in the lab for 
each collection site by putting between fifty and several hundred mites 
from the collection site on whole bean plants (Phaseolus vulgaris, variety 
Prélude). Beans are known to be a highly favourable host for T. urticae. 
Mites from different collection sites are therefore not expected to show 
substantial genetic variation in fitness on this plant species (Agrawal et 
al. 2002; Gotoh et al. 2004). However, though we selected our common 
garden conditions to be as neutral as possible, different populations 
(genotypes) may still have reacted differently towards these standardised 
conditions (see Appendix Section 2.1). We, however, minimised this bias in 
our analyses by following a pattern-oriented approach; thereby avoiding 
a direct comparison of empirical trait values with modelled ones. The 
common garden stock populations were maintained at room temperature 
with a light-regime of 16:8 LD. Mites remained in these stock populations 
for one to four generations (with the exception of the assessment of 
sex ratio, where they were in common garden for about 20 generations). 
Subsequently, before the start of an experiment, a synchronisation of 
the mites was performed to obtain a large pool of same-aged, mated 
adult females (see Appendix Section 2.2). With the exception of diapause 
incidence (which was performed almost immediately after population 
sampling), all trait assessments were thus performed with at least third 
generation mites (at least one generation in the stock population, plus 
one generation of synchronisation). The relatively short stay in common 
garden was chosen as a balance between excluding direct environmental 
effects (phenotypic plasticity, environmentally-induced maternal effects) 
and keeping as much of the original genotypic differentiation as possible 
(i.e. preventing loss through adaptation to the new host (bean) or the lab 
environment).
108
Data collection and statistics
A detailed overview of the applied methodology during 
data collection can be found in Appendix Section 2.3-2.8. In short, 
we measured the following ten life-history traits for all populations: 
dispersal propensity, dispersal latency, diapause incidence, fecundity, 
longevity, adult size, egg survival, juvenile survival, sex-specific 
development time and sex ratio (all resulting data are deposited in 
the Dryad Digital Repository: http://dx.doi.org/10.5061/dryad.n0c67). 
As it was not possible to assess all traits simultaneously for one 
individual mite, several different, independent experimental setups 
were constructed. Thus, though the unit of observation was always an 
individual mite, the different traits were not assessed for one and the 
same individual. The first six traits (see above) were only assessed for 
female mites (not relevant for males). Using established behavioural 
assays (see Li & Margolies 1994 and Van Petegem et al. 2015), dispersal 
was assessed by quantifying a female’s propensity and latency (i.e. the 
period of ‘decision-making’) to perform a unique pre-dispersal behaviour 
tightly linked to aerial dispersal. Because dispersal is density-dependent 
(Harrison 1980; Denno & Peterson 1995), we measured these dispersal 
behaviours at different densities. We furthermore obtained a population-
level measure for intrinsic growth rate by multiplying values of lifetime 
fecundity with juvenile survival, egg survival and 1/sex ratio (i.e. ratio of 
daughters to total number of offspring). These values were resampled 
(using the sample size of sex ratio, which was the lowest of all four traits) 
from the quantified distributions of the respective traits.
We performed a multivariate distance-based ANOVA to test for 
variation in multivariate life-history parameter space (all ten measured 
life-history traits), using the vegan and permute packages of RStudio 
(version R 3.2.3; RStudio Team, Boston, 2015) (see Appendix Section 2.9 
for more detailed information). The multivariate test showed significant 
variation in life-history strategies among the different populations 
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(F1,8=2.23; p=0.044; R2=0.22 for the subset of 12 populations sampled 
in both 2011 and 2012, and hence all ten measured traits; and F1,16=3.31; 
p=0.012; R2=0.17 for eighteen of the twenty populations sampled in 
2011 and hence the subset of six traits measured for only 2011).
This validated the use of subsequent univariate analyses, which 
were performed using (generalised) linear mixed models (SAS software 
version 9.4, SAS Institute, Cary, NC, 2013). For each trait separately, 
differentiation along the latitudinal gradient was assessed. Latitude, 
mite density (for dispersal propensity) and host plant species were the 
independent variables. The patterns found for latitude were maintained 
when we used the local average yearly temperature or the coastal 
distance to the uppermost population as the independent variable 
instead of latitude (K. H. P. Van Petegem, unpublished data). We tested 
trait differentiation related to host plant identity because the dominant 
host plant species in the field changed with latitude and could thus 
have affected the latitudinal signal. In all cases, we corrected for non-
independence of our data within single populations by adding maternal 
line and other experimental sources of dependency as random effects 
(for a detailed outline of the different models, see Appendix Section 2.9). 
Effective denominator degrees of freedom for the tests of fixed effects 
were computed according to a general Satterthwaite approximation. 
Because the variance explained by random effects varied among the 
different dependent variables in our study, these effective denominator 
degrees of freedom were different for each statistical model.
Additionally, because we theoretically expect a saw-tooth 
pattern for development time, we used segmented linear regression 
on the population averages (Muggeo 2003, 2008) following multiple 
breakpoint analyses for data fitting. Davies’ tests indicated the presence 
of three breakpoints. Analysis of deviance with the linear model was 
used to verify a putative better fit of the segmented linear regression 
(saw-tooth) versus a linear regression (Crawley 2007). These analyses 
were done in RStudio (version R 3.2.3; RStudio Team, Boston, 2015), 
using the segmented package (Muggeo 2008).
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Inferring mechanisms by contrasting the empirical data 
with a parameterised IBM
The individual-based model (IBM)
We here only outline the basic principles of the IBM, but provide 
a detailed description and motivation in Appendix Section 3 (the 
modelling code is available in GitHub: https://github.com/jeroenboeye/
Van-Petegem-et-al._Evolution-during-range-expansion_code). 
We designed a stochastic, individual-based and spatially explicit model to 
simulate the evolutionary dynamics in T. urticae along a climatic gradient 
comparable to the one we studied empirically. The IBM is inspired by 
an IBM of Bancroft and Margolies (1999) that simulated the dynamics 
among T. urticae, its host plant and its predator. We adjusted this existing 
IBM to simulate population dynamics at a time-step basis of one day (for 
which empirical data were available), in a simplified model landscape. 
This landscape consisted of a grid of one hundred rows (latitude) and five 
columns (longitude). Local population dynamics were simulated within 
each of these grid cells. The grid reflects a latitudinal range of 1000 km 
(10x10 km² grid cells) and corresponds with the macro-geographic scale 
at which we sampled T. urticae in the field. The length of the growing 
season, determined by seasonal variation in temperature, was defined 
at the grid-level by two trigonometric functions, which were based on 
actual data.
The IBM simulated the behaviour and life history of adult female 
mites, as females are the reproducing sex and adult females the main 
dispersers. No mating limitations and recombinations were consequently 
implemented. Using data from Sabelis (1981), development, longevity, 
mortality, and fecundity of the mites were all simulated according to 
the local grid cell temperature. Mites followed a pattern of exponential 
growth. However, as a compromise to maintain high computational 
efficiency, individuals were randomly deleted as soon as more than two 
hundred mites occupied a grid cell. We assumed density-independent 
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aerial dispersal among grid cells, as the large spatial scale used (10x10km2 
grid cells) did not allow to sensibly incorporate density-dependence 
(which is important at the level of a single leaf or plant). Dispersal 
mortality was set relatively high and reflects transience and settlement 
costs (90%, see De Roissart et al. 2015). The probability for an individual 
mite to engage in aerial long-distance dispersal was modelled as an 
unconditional nearest-neighbour dispersal rate, determined by a single 
locus subject to selection/mutation. Other traits subject to selection and 
mutation were development, fecundity and the timing of diapause onset 
and termination. A linear trade-off between development and fecundity 
was implemented in order to constrain the evolutionary trajectories. 
This trade-off function was coded by a single-locus trait that altered 
the balance of investment between development and fecundity. Because 
no empirical data on such a trade-off are available, we tested several 
functions where the maximal increase or decrease in performance of 
either trait was limited to 10 or 20% (assumed realistic, conservative 
percentages). In total, four trade-off balances (10%-10%, 10%-20%, 20%-
10%, 20%-20%) were thus modelled. For instance, 10%-20% implies that 
a max. 10% increase/decrease in development corresponds with a max. 
20% decrease/increase in fecundity (see Appendix Section 3.6).
Because we aimed to contrast evolutionary dynamics resulting 
from spatial selection and local adaptation, we tested three competing 
major model scenarios: (1) a scenario of range expansion along a 
homogeneous gradient, (2) a scenario with range expansion along a 
latitudinal climatic gradient and (3) a scenario where evolution could 
occur within this same heterogeneous gradient but without the process 
of range expansion. In the stable range scenario (scenario 3), individuals 
were initialised along the entire climatic gradient. For scenarios with 
range expansion (scenarios 1 and 2), only the ten ‘southernmost’ rows 
were initialised with genetically diverse individuals, thereby allowing 
range expansion towards the ‘northern’ grid cells. This range expansion 
was constrained in scenario 2 by the seasonal conditions that affected 
development, survival and fecundity. All simulations were run via High 
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Performance Computing (Ghent University). A total of 100 replicates were 
run for each of twelve specific model scenarios (3 major model scenarios 
x 4 trade-off balances -see earlier). The IBM was halted after 100,000 
time steps (i.e. when the entire range was more or less fully occupied in 
all 8 specific model scenarios that included range expansion).
Comparison of empirical and simulation results
We tested how closely the empirically observed latitudinal 
patterns of life-history traits matched those predicted by the IBM. More 
specifically, we performed goodness-of-fit tests on summary statistics 
of those three life-history traits that were subject to selection and for 
which a comparison between empirical and simulation data could be 
made: the regression slopes against latitude of intrinsic growth rate, 
dispersal and development time, and the amplitude and wavelength 
of the saw-teeth for development time (for more information on these 
five summary statistics, see Appendix Section 4). We compared the 
empirical and simulation data with a pattern-oriented approach (Grimm 
et al. 2005), using Approximate Bayesian Computation to select the 
specific model scenarios for which a derived summary statistic best 
matched that from the empirical data (Csillery et al. 2010; Baiser et al. 
2013; Wiegand & Moloney 2014). We ran three competing major model 
scenarios (scenarios 1-3, see earlier), each of which was coupled with four 
implemented trade-off balances between development and fecundity 
(all 10%/20%-combinations, see earlier), giving a total of twelve specific 
model scenarios. Posterior distributions of the five summary statistics 
were obtained from 100 independent runs of each of these twelve 
specific model scenarios, while distributions of the empirically derived 
summary statistics were generated via bootstrapping. The goodness-of-
fit tests were performed by summing the squared differences between 
100 randomly sampled values from the empirical summary statistic 
distributions and from the distributions for each of the twelve specific 
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model scenarios. This procedure was repeated 10,000 times to determine 
the frequency with which each specific model scenario was found to be 
best matching an empirical life-history pattern.
Subsequently, we assessed which selection pressure (spatial 
selection versus local adaptation) best matched the observed latitudinal 
life-history patterns. For each of the three competing major model 
scenarios, we therefore summed the frequencies obtained in the previous 
step over all four trade-off balances. We thereby obtained three (one for 
each major model scenario) integrated frequencies, equally weighted 
over the four trade-off balances, for each of the five summary statistics. 
These integrated frequencies were then used to calculate Bayes’ factors 
to infer, for each life-history pattern separately, the best fitting major 
model scenario. This gave an idea of the most likely selection pressure 
shaping this life-history trait’s variation along the latitudinal gradient. A 
Bayes’ factor of three or more for a model comparison of model A versus 
B, implies that model A is more strongly supported by the data (Kass 
& Raftery 1995). Thus if, for example, model scenarios including range 
expansion gave a markedly better (Bayes’ factor of three or more) fit than 
the stable range scenario for a specific life-history pattern, than spatial 
selection was inferred as the most likely selection pressure shaping the 
latitudinal pattern of this life-history trait.
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Results
Life history evolution along the sampled gradient
Dispersal propensity and latency
Dispersal propensity and latency both significantly varied with 
latitude: dispersal propensity increased with latitude (F1,2235=33.93; 
p<0.001; figure 2A), while dispersal latency showed the exact opposite 
trend (F1,469=12.16; p<0.001; figure 2B). Dispersal propensity and latency 
were density-dependent, but this density-dependence did not vary with 
latitude (propensity: F2,2230=0.03; p=0.97 and latency: F2,467=2.71; p=0.068). 
There was no effect of host plant species on dispersal propensity 
(F3,2232=1.85; p=0.14) or dispersal latency (F3,464=0.60; p=0.62).
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Figure 2: Dispersal propensity (A) and dispersal latency (B) for each sampled population along the latitudinal 
gradient. Population means are given ± 1 standard error (bars). Regression lines (on population averages) are 
shown together with their R2-values.
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Diapause incidence
No correlation between latitude and diapause incidence was 
found (F1,18.68=0.05; p=0.82; see Appendix Section 5). Instead, diapause 
incidence was significantly affected by the host plant on which the mites 
were collected (F3,50.13=9.86; p<0.001; see Appendix Section 5).
Fecundity and longevity 
Lifetime fecundity (F1,71=14.75; p<0.001; figure 3A) and longevity 
(F1,65.1=11.41; p=0.0012; figure 3B) both decreased significantly with 
latitude. For daily fecundity, however, no variation with latitude was 
found (F1,68=0.69; p=0.41). Instead, daily fecundity was affected by the 
host plant species (F3,69=5.59; p=0.0017; see Appendix Section 5). For 
lifetime fecundity, no effects of host plant species were found (F3,68=1.62; 
p=0.19). For longevity, there was a general effect of host plant species 
(F3,66.3=3.72; p=0.016), but none of the adjusted p-values were significant 
in the pairwise post-hoc Tukey tests. 
Egg survival, juvenile survival and development time 
The relative amount of hatched eggs increased significantly 
with latitude (F1,103.1=6.76; p=0.011; figure 3C), but the proportion of 
juvenile mites reaching the adult life stage showed no latitudinal pattern 
(F1,1315=0.19; p=0.67; see Appendix Section 5). Furthermore, towards 
higher latitudes, female (F1,66.1=11.03; p=0.0015) and male (F1,62.1=18.84; 
p<0.001) spider mites had a significantly shorter development time (i.e. 
a faster development) (figure 3D). There was no effect of host plant 
species on the development time of females (F3,57.4=1.89; p=0.14) or 
males (F3,60=2.21; p=0.096), nor on egg survival (F3,44.38=2.51; p=0.071) or 
juvenile survival (F3,1312=1.90; p=0.13).
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Fitting the expected saw-tooth pattern (see Appendix Section 
5) instead of a linear predictor increased the amount of variance in 
development time explained from 36.4% to 80.9% in males (F7,10=6.06; 
p=0.006), and from 13.3% to 61.2% in females (F7,10=2.26; p=0.11). The 
deviance following segmented regression (saw-tooth pattern) was 
(marginally) significantly lower than that for the linear pattern (one-
tailed Chi² tests: males: deviance=2.70; p<0.001; females: deviance=3.33; 
p=0.054).
Sex ratio and adult size
Sex ratio (the proportion of males among offspring) increased 
significantly towards higher latitudes (F1,61.97=6.73; p=0.012; figure 3E). 
With increasing latitude, populations were thus increasingly male-biased. 
Adult size, in contrast, did not vary with latitude (F1,342=1.19; p=0.28; see 
Appendix Section 5). Instead, the adult size of the female spider mites 
was significantly affected by the host plant species from which they were 
collected (F3,343=3.64; p=0.013; see Appendix Section 5). There was no 
effect of host plant species on sex ratio (F3,50.9=2.10; p=0.11).
Intrinsic growth rate
Intrinsic growth rate decreased significantly towards higher 
latitudes (F1,8=6.20; p=0.038) (figure 3F).
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Figure 3: Lifetime fecundity (A), longevity (B), egg survival (C), development time (D), sex ratio (E) and intrinsic 
growth rate (F) for each sampled population along the latitudinal gradient. Population means are given ± 1 
standard error (bars). Regression lines (based on population means) are shown together with their R2-values. 
In figure 3D, development time is shown separately for females (closed circles) and males (open circles).
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Inferring mechanisms by contrasting the empirical data 
with a parameterised individual-based model
Three consistent (i.e. consistent over all the trade-off balances) 
patterns in life-history divergence along the latitudinal gradient emerged 
from the IBM: an increase in dispersal towards the range front in the 
range expansion scenarios, a stepwise decrease in voltinism towards the 
north in the scenarios with an environmental gradient and an overall 
lower temperature for diapause termination than for diapause onset in 
all scenarios (see Appendix Section 6). Our results furthermore show that 
the chosen trade-off balance in our model (max. effect on development 
versus max. effect on fecundity) affected voltinism and the relative 
investment in development versus fecundity (see Appendix Section 3.6), 
and as such the goodness-of-fit of our three major model scenarios for 
the summary statistics in development time and intrinsic growth rate 
(table 1 and figure 4). 
The goodness-of-fit for the five summary statistics clearly 
showed differences between the three competing major model 
scenarios (table 1 and figure 4). The stable range scenario poorly 
predicted the empirically observed dispersal propensity, but provided 
some of the strongest supports for the pattern in development time. 
Overall, however, the stable range scenario performed rather badly. 
The scenario with range expansion in a homogeneous landscape 
showed a moderate overall fit, but provided the strongest support for 
the empirical pattern in intrinsic growth rate. The scenario with range 
expansion along an environmental gradient resulted in the best overall 
fit, with the highest values for dispersal propensity and good to strong 
support for the patterns in intrinsic growth rate and development time. 
In terms of evolutionary scenario (range expansion versus stable range 
and environmental gradient versus no gradient), the range expansion 
scenarios clearly provided a much stronger support for the empirical 
pattern in dispersal than the stable range scenario (Bayes’ factor =40.15), 
while no difference in support was found between the scenarios with 
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and without an environmental gradient (Bayes’ factor =0.79). In contrast, 
the best support for the empirical pattern in development time was 
provided by the scenarios with an environmental gradient (especially 
concerning the slope (Bayes’ factor =1.99) and amplitude (Bayes’ factor 
=3.66) of the pattern), while no difference in support was found between 
model scenarios with or without range expansion (slope: Bayes’ factor 
=0.56, amplitude: Bayes’ factor =0.56). Regarding intrinsic growth rate, no 
clear difference between the evolutionary scenarios was found (range 
expansion versus stable range: Bayes’ factor =1.41; gradient versus no 
gradient: Bayes’ factor =0.74), though the two best fits with the empirical 
data were provided by range expansion scenarios (see table 1).
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Discussion
Our common garden approach revealed considerable 
quantitative genetic divergence in life-history traits in populations of T. 
urticae that were sampled along a latitudinal gradient from range core 
to expansion front. Dispersal, sex ratio, egg survival, fecundity, longevity, 
development time and the derived intrinsic growth rate showed strong 
latitudinal patterns. By means of pattern-oriented modelling, we 
demonstrated that local adaptation alone could not explain increased 
dispersal at high latitudes and thus that spatial selection likely must 
be in play. In contrast, latitudinal variation in development time was 
best explained by scenarios including local adaptation to the local 
climatic and seasonal conditions. For intrinsic growth rate, the trends 
were less clear, though the best fits were given by range expansion 
scenarios. Overall, local adaptation and spatial selection seem to have 
jointly shaped quantitative genetic divergence in the life history of this 
polewards-expanding arthropod.
The empirically observed increased dispersal at the range front 
is in line with several studies on post-glacial range expansion (Cwynar & 
Macdonald 1987), invasions (Travis & Dytham 2002; Phillips et al. 2006; 
Huang et al. 2015) and climate change (Thomas et al. 2001; Travis et al. 
2013). As this pattern matched best with our range expansion scenarios, 
this indicates that dispersal ability is positively selected at the expansion 
front through the process of spatial selection, and most likely not by 
adaptation to local environmental conditions (i.e. local temperature 
and growing season length in our model). Evolution of dispersal along 
a latitudinal gradient could, however, be equally affected by factors 
related to changes in habitat quality and connectivity (Bowler & Benton 
2005), which were not included in our modelling framework. A decrease 
in habitat quality and connectivity, however, is theoretically expected to 
select against dispersal (Moran & Alexander 2014), so this would oppose 
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our findings. It is interesting to notice that two populations at the 
outermost range limit at the peninsula of Denmark (which is surrounded 
by hostile matrix -the sea) are characterised by reduced dispersal (see 
figure 2A). While these points do not obscure the general pattern, they 
potentially reflect an elastic range margin1 due to gradients of habitat 
availability and local extinction risk (Holt 2003; Kubisch et al. 2010; 
Henry et al. 2013). An additional factor leading to increased dispersal and 
colonisation rates could be the ephemeral nature of range populations 
(Duputie & Massol 2013), as for example found in a plant species (Darling 
et al. 2008). However, in our study, host plants were readily available at 
the range front and expected to be exhausted more slowly than in the 
range core due to a lower intrinsic growth rate of the mites (see figure 
3F). Increased dispersal at the range edge could also have been caused 
by increased temporal variation in population sizes (McPeek & Holt 
1992), resulting from harsh climatological conditions, especially during 
winter. In our model, however, this disturbance (see Appendix Section 
3.1) was implemented in both the stable and a range expansion scenario 
and can therefore not explain the difference in dispersal between these 
two scenarios. Spatial selection may thus be considered as a likely major 
driver of the evolution in dispersal in our study.
The empirically found latitudinal variation in development 
time (slope and saw-tooth statistics) matched best with the scenarios 
that included adaptation towards an environmental gradient. The 
gradual shortening in the growing season from core to edge seems to 
have resulted in changes in voltinism and consequent abrupt changes 
in development time. Indeed, changes in development time are most 
effective for maintaining an optimal reproductive outcome when a 
restricted growing season leads to changes in voltinism (Roff 1980). The 
changes in development time did not cause changes in adult size in our 
study. This suggests that compensatory growth maintained a constant 
1  Elasticity of a range in fact requires a retraction of the range after an expansion 
and not just reduced dispersal.
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size at maturity despite large changes in the length of the growing 
season (Conover et al. 2009). Interestingly, this might imply an increased 
foraging efficiency at the range margin and thus contradicts predictions 
of a dispersal-foraging trade-off, found during experimental evolution in 
a protist (Fronhofer & Altermatt 2015).
Concerning intrinsic growth rate, none of the three model 
scenarios gave a markedly better fit. The best fits, however, were provided 
by model scenarios with range expansion. Our empirically observed 
trend of a declining intrinsic growth rate with latitude, however, opposes 
theoretical expectations of evolution towards higher intrinsic growth 
rates at the expansion front, where on average lower population densities 
occur (Phillips 2009; Phillips et al. 2010). While Fronhofer and Altermatt 
(2015) showed that density is not always lower at the range margin, we 
suspect that it is in this case because of the overall shorter growing 
season and colder temperatures in the north. We therefore attribute the 
observed pattern in growth rate to trade-offs between fecundity and other 
life-history parameters. Indeed, the decline in intrinsic growth occurred 
despite faster development times and higher egg survival and was 
therefore most likely driven by strong reductions in fecundity. However, 
while some studies suggest that fecundity trades off with dispersal (e.g. 
Zera & Denno 1997; Hughes et al. 2003), others have failed to detect 
this, or even found a positive correlation (e.g. Saastamoinen 2007; Therry 
et al. 2015). Furthermore, diapause incidence has been shown not to 
constrain changes in fecundity in T. urticae (Ito 2009). We conducted our 
study with a full life-history perspective and tested for population-level 
correlations between multiple life-history traits but did not detect any 
relevant trade-off (see Appendix Section 7).
As host plant variation covaried with the latitudinal gradient, 
our latitudinal patterns could have been confounded by patterns of 
local adaptation to the host plant species in the field. T. urticae is known 
to adapt to new host plant species within ten to fifteen generations 
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(Magalhães et al. 2007), but we only kept the mites in common garden 
for two to five generations (except for the assessment of sex ratio), which 
is not sufficient to disrupt adaptation to a previous host plant species 
(Magalhães et al. 2011). However, we corrected for this potential bias 
in our analyses and found that host plant could only have masked a 
pure latitudinal effect for daily fecundity, where statistical models with 
host plant included did not show a latitudinal effect while models 
without did. In the case of diapause incidence, assessments were made 
almost immediately after mites were gathered in the field. Therefore, 
diapause incidence possibly still showed some environmentally induced 
phenotypic plasticity. Nevertheless, diapause is known to harbour a very 
strong genetic component (reviewed in Tauber et al. 1986).
By combining an empirical with a detailed, pattern-oriented 
modelling approach, this study is the first to demonstrate that local 
adaptation and evolution imposed by the process of range expansion can 
jointly shape quantitative genetic divergence during range expansion 
along a latitudinal gradient. We were able to show that local adaptation 
to the growing season probably affected development time, while the 
expansion process per se likely induced evolutionary divergence in 
dispersal and potentially also in intrinsic growth rate. In the current debate 
on the potential role of local adaptation versus phenotypic plasticity 
during range expansion, our results indicate that local adaptation has 
the potential to effectively drive rapid genotypic changes (Colautti & 
Barrett 2013). It can operate within the same ecological time frame as 
the process of spatial selection, together thrusting evolutionary change 
along the expansion front. To make reliable predictions for expanding 
populations, we should therefore acknowledge and take into account 
this interplay between both evolutionary forces.
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Section 2: Methodology for data collection and statistics
1. Common garden conditions
Common garden breeding techniques are robust methods 
for detecting genetic variation among populations. We selected our 
common garden conditions to be as neutral as possible, but different 
populations (genotypes) may still have reacted differently towards these 
standardised conditions and may thus have been prone to genotype-
by-lab-environment interactions. The relatively high temperatures in 
our setup (20°C or 27°C), for example, might have induced a slightly 
greater shift in environment for mites from northern relative to southern 
latitudes. In such a changed environment, a higher proportion of males 
(the genetic equivalent of haploid recombinant genomes) might have 
been selected for, because this provides a faster response to selection 
and thus a more rapid adaptation to the new environment (Hartl 1971; 
Griffing 1982; Havron et al. 1987). Our setup might thus have triggered 
northern females to produce a more male-biased offspring, as was visible 
in our empirical data. Full insights into this genetic variation in plasticity, 
however, can only be achieved by subjecting all populations to a wide 
range of environmental conditions, which would have been logistically 
impossible for our model system. We thus minimised this bias in our 
analyses by following a pattern-oriented approach, thereby avoiding a 
direct comparison of empirical trait values with modelled ones.
2. Synchronisation
Before the start of a trait assessment, more than twenty adult 
females were randomly taken from each of the stock populations and 
put on a bean leaf. They were subsequently allowed to lay eggs for 24 
hours in a climate room at 27°C, with a light-regime of 16:8 LD. These 
same-aged cohorts of eggs were then left to develop, and the resulting 
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synchronised adult females were used for the assessment of trait 
variation (except for the assessment of diapause incidence –see further).
3. Dispersal propensity and latency
Dispersal propensity and dispersal latency of mites from 2012 
were assessed using a similar setup as described in Van Petegem et 
al. (2015). During a three hour observation in a climate room at 27°C, 
aerial dispersal propensity was assessed by counting the percentage of 
female mites showing the aerial take-off posture (i.e. upraised first pair 
of legs and cephalothorax, to increase drag). Dispersal latency was then 
assessed by counting the number of minutes between the start of the 
three hours of observation and the moment the focal female showed the 
take-off posture. Only 1-day-old, freshly mated adult females were used, 
since they are the main dispersing stage (see Li & Margolies 1994 and 
Van Petegem et al. 2015 for more details). The experiment was repeated 
for different actual and maternal densities since dispersal is known to be 
a density-dependent process in which genotypes might have different 
density sensitivities and thresholds (Bitume et al. 2014). High, medium 
and low densities were obtained by performing the synchronisation 
(see earlier) on a piece of leaf of, respectively, 4cm2, 7.5cm2 or 12cm2. 
This gave a measure of the density experienced by the mother at the 
time of egg laying (i.e. maternal density). The density experienced by the 
focal mites themselves was also measured by quantifying the density 
of female offspring on each piece of leaf (i.e. actual density). Because of 
the obvious strong correlation between both density measures, only the 
most explanatory measure (for the variation in the dispersal data) was 
later kept for the statistical analysis.
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4. Diapause incidence
Between nineteen and twenty-five (Danish and German 
populations) and six and eleven (Dutch and Belgian populations) days 
after sampling a population in the field (in 2011), data on diapause 
incidence of the population were collected. At this point, the mites 
were still temporarily stored on bean leaves2 in a regular room with 
no specific light regime. Mites had spontaneously started to go into 
diapause, allowing us to assess the proportion of diapausing female 
mites for each population.
5. Fecundity and longevity
Fecundity and longevity of mites from 2011 were assessed 
by putting a 1-day-old adult female on a small piece of bean leaf and 
counting the number of days and the number of eggs per day until she 
died. Data on both daily and lifetime fecundity were thus obtained. For 
each population, three same-sized pieces of bean leaf were put on wet 
cotton in each of four Petri dishes, resulting in twelve replicates per 
population. All Petri dishes were stored in a climate room at 27°C, with 
a light-regime of 16:8 LD.
6. Egg and juvenile survival and development time
Egg survival, juvenile survival and development time of the 
mites from 2011 were assessed by putting three 4-day-old adult female 
mites on a piece of bean leaf and following up the development of their 
offspring. Four-day-old adult females were used because, on average, 
female T. urticae have their maximum daily fecundity when they are four 
2  Correction: the mites were still stored on leaves of their original host plant 
species.
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to five days old (K. H. P. Van Petegem, personal observation). The females 
were allowed to lay eggs for 24 hours in a climate room at 20°C, with a 
light-regime of 16:8 LD, after which they were removed and their eggs 
were left to develop. We here used a temperature of 20°C because this 
allowed a steady development, hence a higher probability of detecting 
differences in development time. (The temperature of 27°C, used in 
all other setups, was chosen to allow a relatively fast development 
and therefore a relatively fast progress of the experiments). For each 
population, three same-sized pieces of bean leaf were put on wet 
cotton in each of four Petri dishes, resulting in twelve replicates per 
population. All Petri dishes were checked daily at approximately the 
same hour of the day to examine (i) for each egg if it had hatched (ii) 
the developmental stage of each juvenile (iii) the sex of each freshly 
moulted adult. Afterwards, egg survival was calculated as the number of 
hatched eggs divided by the total number of eggs, juvenile survival as 
the number of adults divided by the number of larvae, and development 
time as the number of days between the day an egg was laid and the 
moult into an adult spider mite (i.e. age at maturity).
7. Sex ratio
Offspring sex ratio was assessed in all populations from 2012 
by putting a 1-day-old adult, freshly mated female on a small piece of 
bean leaf and allowing her to lay eggs during seven days, after which the 
sex of her offspring could be determined. (We chose seven days because 
the majority of eggs is laid within this period, see Krainacker & Carey 
1989.) More specifically, sex ratio was calculated as the number of male 
offspring divided by the total number of offspring. For each population, 
three same-sized pieces of bean leaf were put on wet cotton in each of 
five Petri dishes, resulting in fifteen replicates per population. All Petri 
dishes were stored in a climate room at 27°C, with a light-regime of 16:8 
LD.
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8. Adult size
For each population of 2012, between 27 and 30 2-day-old 
adult females were immobilised through snap freezing at -80°C and later 
photographed one by one with a digital camera (Nikon Coolpix 4500) 
mounted on a stereomicroscope. To be able to calibrate the photographs, 
each female was positioned on a small measuring plate (accurate to 
50µm). Using ImageJ 1.47v (Wayne Rasband, National Institutes of 
Health, USA), all photographs were afterwards analysed and the surface 
area (mm2) of the mites (legs and capitulum excluded) was calculated 
(Schneider et al. 2012).
9. Statistics
Prior to univariate analyses, we performed a multivariate 
distance-based ANOVA to test for variation in multivariate life-history 
parameter space using the vegan and permute packages of RStudio 
(version R 3.2.3; RStudio Team, Boston, 2015). Relationships between 
Gower’s distances of all life-history traits were assessed with the 
Adonis function. Because our trait quantification induced different error 
structures for the different traits, we used overall population averages. 
This multivariate ANOVA showed statistically significant variation in life-
history strategies among the different sampled populations (F1,8=2.23; 
p=0.044; R2=0.22 for the subset of 12 populations sampled in both 2011 
and 2012, and hence all nine measured traits; and F1,16=3.31; p=0.012; 
R2=0.17 for eighteen of the twenty populations sampled in 2011 and 
hence the subset of six traits measured for only 2011) and thus validated 
the use of subsequent univariate analyses.
All univariate analyses were performed in SAS software (version 
9.4, SAS Institute, Cary, NC, 2013), using the MIXED procedure for linear 
mixed models (analysis of dispersal latency, lifetime and daily fecundity, 
longevity, development time and adult size) or the GLIMMIX procedure 
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for generalised linear mixed models (analysis of dispersal propensity, 
diapause incidence, egg and juvenile survival and sex ratio). For a 
model containing random effects, the GLIMMIX procedure, by default, 
estimates the parameters by applying pseudo-likelihood techniques as 
in Wolfinger and O’Connell (1993) and Breslow and Clayton (1993). The 
MIXED procedure fits the structure you select to the data by using the 
method of restricted maximum likelihood (REML), also known as residual 
maximum likelihood. It is here that the Gaussian assumption for the data 
is exploited (SAS Institute 2008). Latitude and host plant species (i.e. the 
plants species from which mites were gathered in the field) were always 
used as the independent variables (except for intrinsic rate of increase, 
where a potential plant effect could not be estimated as only one data 
point was available for all but one plant species), and for the analysis 
of dispersal propensity and latency, maternal density and its interaction 
with latitude were also added. Finally, for the analysis of diapause 
incidence, the time lag between the collection of mites in the field and 
the observation of the behaviour in the lab was added as a covariate. 
For all generalised linear mixed models, a binomial error structure was 
modelled with the proper link function. Petri dish identity (nested within 
population) was furthermore modelled as a random effect to control for 
dependency among the leaves on each Petri dish (except for dispersal, 
adult size and intrinsic rate of increase, where no Petri dishes were used). 
For egg and juvenile survival and for development time, leaf identity 
–nested within Petri dish- was additionally modelled as a second 
random factor to control for dependency among the mites on each piece 
of leaf. In the mixed procedure, normality of the data was verified by 
looking at a panel of residual graphics based on the scaled residuals. 
In the glimmix procedure, we corrected for potential overdispersion by 
modelling residual variation as an additional random factor (Verbeke & 
Molenberghs 2000). The denominator degrees of freedom for the tests 
of fixed effects were computed according to a general Satterthwaite 
approximation. All non-significant contributions of fixed effects (p>0.05) 
were omitted by a backwards selection procedure. Finally, post-hoc Tukey 
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tests were used to obtain the pair-wise differences among densities 
(analysis of dispersal propensity and latency) and host plant species.
Additionally, because we theoretically expected a saw-tooth 
pattern for development time, we used segmented linear regression 
following multiple breakpoint analysis for data fitting. Davies’ tests 
indicated the presence of three breakpoints. The breakpoint analysis 
and piecewise regression were performed using the segmented package 
(Muggeo 2003, 2008) in RStudio (version R 3.2.3; RStudio Team, Boston, 
2015) and algorithms outlined in Crawley (2007). An analysis of deviance 
was then used to verify a putative better fit of the segmented linear 
regression (saw-tooth) versus a linear regression (Crawley 2007).
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Section 3: Settings of the individual-based model (IBM)
1. General outline
Initialisation
When initializing the model, all patches within the occupied 
range were brought to carrying capacity. The range occupied differed 
between the three major model scenarios: only the ten ‘southernmost’ 
rows of grid cells for the two scenarios including range expansion versus 
all grid cells in the stable range scenario. Seventy percent of the initial 
populations were adults with ages sampled from a uniform distribution 
between 0 and 15 (days), the remaining thirty percent were sub-adults. 
Dispersal rates were sampled from a uniform distribution between 0 
and 0.5 and the temperature of both diapause onset and termination 
were sampled from a uniform distribution between 10 and 15 (°C). The 
initial trade-off between development and fecundity (see further) for 
each mite was sampled from a uniform distribution between 0 and 1. 
The simulations started in ‘spring’, thus with increasing temperatures.
spatial dimensions and dispersal
The model landscape consisted of one hundred rows (latitude) 
and five columns (longitude) of 10km by 10km patches (grid cells), as 
such matching the spatial dimensions of our field survey. All patches 
were occupied from the start in the stable range scenario, while only 
the ten southernmost patches were initially occupied in the two range 
expansion scenarios. Mites were allowed to disperse from one patch to 
a neighbouring patch, but with a 90% dispersal mortality. Only adult 
individuals could disperse and their probability to do so was embedded 
in their genome as an emigration rate (coded into a single locus). This 
rate underwent a mutation probability of 1% at the birth of an individual, 
with an effectsize sampled from a uniform distribution between -10% 
and +10%. We did not include density-dependent dispersal, as this would 
not make sense given the used scale (grid cells much bigger than the 
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size of a single leaf or plant –where density dependence would occur) 
and the low population sizes in our IBM (see further on).
temporal and spatial temperature gradients
To simulate appropriate local temperatures throughout the 
year, two trigonometric functions where created to match the actual 
average daily temperatures in locations in the extreme south and north 
of our study area. (The used weather stations were, respectively, Brussels, 
Belgium and Gothenburg, Sweden). For locations in between these two 
extremes, an intermediate function was calculated, assuming that the 
two functions converged linearly. This resulted in a unique temperature 
regime for each latitude –matching the one obtained for our empirical 
data (see Appendix Section 1), and an accompanying gradient in the 
length of the growing season. 
population dynamics
Using data from Sabelis (1981), the development time (see 
Appendix Section 3.2), longevity (see Appendix Section 3.3), juvenile and 
adult mortality rate (see Appendix Section 3.4), and lifetime fecundity 
(see Appendix Section 3.5) of the mites in the model were simulated 
according to their locally experienced temperature. The mean daily 
fecundity for mites at a certain temperature could then be calculated by 
dividing their expected lifetime fecundity by their expected longevity at 
this temperature (see Appendix Section 3.5). The actual simulated number 
of produced eggs for a specific individual mite could subsequently be 
sampled from a normal distribution with this calculated mean and a 
standard deviation of 1.48, which was based on empirical data from 
another study on T. urticae (A. De Roissart, unpublished data). Since we 
only consider females in our model, we assumed asexual reproduction 
and therefore took only 75% (cfr. sex ratio 3:1) of the number off eggs 
produced, to take into account the absence of males (Sabelis 1981).
Each time step, all individuals faced a temperature-dependent 
mortality which increased rapidly as local temperatures reached either 
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too low (10°C) or too high (35°C) values (see Appendix Section 3.4) and 
which was absolute when temperatures dropped below 10°C. To avoid this 
temperature-dependent mortality, adult spider mites in the model could 
go into diapause. They then, however, aged slower and could not produce 
eggs. The diapause behaviour of the mites was determined by two loci 
subject to selection/mutation. A mutation rate of 1% was implemented, 
with effect sizes sampled from a uniform distribution between -10% and 
+10%. One locus determined the temperature for which mites entered 
diapause in ‘autumn’ and the other locus determined the temperature 
for which mites terminated diapause in ‘spring’. To nonetheless account 
for extreme weather conditions in winter, we each winter imposed a 
mortality event, whereby 50% of all diapausing individuals in the south 
and 80% of all diapausing individuals in the north were killed (with a 
linear increase in winter mortality in between the extreme south and 
north).
At the end of each time step, local population sizes were 
assessed for all patches. If overcrowding occurred, individuals were 
randomly deleted from the patch until the number of individuals 
matched the carrying capacity (K=200). This procedure improved 
computational performance by keeping populations at a manageable 
size. As a consequence, however, the population sizes in our model were 
relatively low given the large spatial scale. It is, however, impossible to 
combine realistic density-dependence (on the level of a single plant or 
leaf) with the large spatial scale required to investigate range expansion 
dynamics.
trade-offs
Several trade-offs were implemented in the model, by attributing 
three specific traits to the mites. These traits were embedded in the 
genome as single loci, subject to a mutation rate of 1% at the birth 
of an individual. A mutation’s effectsize was sampled from a uniform 
distribution between -10% and +10%. 
The first two traits concerned diapause behaviour: the 
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temperatures at which mites decided to enter diapause in autumn and to 
reactivate in spring. Postponing diapause in autumn allowed continued 
egglaying, but came with the cost of an increased temperature-dependent 
mortality risk. Terminating diapause sooner (i.e. at lower temperatures) 
in spring came with the competitive benefit of producing eggs more 
early in the season, but with the same mortality risk. 
As a third trait, we allowed mites to invest in a faster development 
at the expense of their fecundity and vice versa. Such a trade-off has to 
date not been found in T. urticae, but is likely to exist. The development 
time in this mite species is just so short, that small changes in it would 
easily go unnoticed, unless mites are monitored constantly. In fact, not 
a single true life-history trade-off has so far been found in T. urticae (e.g. 
Li & Margolies 1994; Bitume et al. 2011; Tien et al. 2011; Fronhofer et 
al. 2014). Yet, trade-offs are expected to exist in this species and were 
truly essential in our model, as mites would otherwise evolve to become 
‘Darwinian demons’ which can maximise all aspects of their fitness 
simultaneously. We thus choose a trade-off that has been observed in 
several species: a trade-off between development and fecundity (i.e. 
a longer development time, hence slower development, results in an 
increased fecundity) (e.g. Nunney 1996; Tsikliras et al. 2007; Lewis et al. 
2010; Yadav & Sharma 2014). This trade-off can be mediated through 
a positive correlation between development time and adult size (e.g. 
Nunney 1996) and was coded as a single value varying between 0 and 
1 (see Appendix Section 3.6). This single locus trait could evolve under 
selection (a mutation probability of 1% at the birth of an individual, 
with an effectsize sampled from a uniform distribution between -10% 
and +10% was implemented) and resulted in a deviation (increase or 
decrease) in the investment in fecundity or development from the one 
expected based on the local temperature (see Appendix Section 3.2 and 
3.5). These deviations were limited to 10 or 20% of the values expected 
under this current local temperature. A value of the trade-off locus of 0 
meant maximal investment in development (i.e. in a fast development, 
hence a short development time) at a maximal cost of fecundity, while 
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a value of 1 imposed the opposite. Logically, a value of 0.5 thus did 
not result in any shift in investment. Importantly, a ‘maximal’ shift in 
development was not necessarily of the same magnitude as a ‘maximal’ 
shift in fecundity (see Appendix Section 3.6 for a detailed explanation). 
When comparing our empirical results with the simulation results, we 
therefore conducted an additional analysis to see what trade-off balance 
(i.e. which of all possible combinations of 10 and 20%, see Appendix 
Section 3.6) resulted in the best fit with our empirical data and were 
thus most realistic.
2. Development as a function of temperature
The development of juvenile spider mites depends on the 
local temperature and lasts about nine days under optimal conditions 
(±28°C, see Sabelis 1981). We assessed the effect of temperature on 
the daily progress in development (E), using data by Sabelis (1981). Our 
calculations were based on formulas that were developed by Logan 
(1976) and Lactin (1995), and which were used by Bancroft & Margolies 
(1999) to determine how well development is progressing under certain 
temperatures (e.g. E=1 is an optimal development; E=0.5 is 50% slower). 
The fit between the data from Sabelis (1981) and our predicted values 
was high (R² = 0.99). E was calculated as:
 
Where β (0-1) is used to scale the development rate; ρ is the 
constant growth multiplier below the optimal temperature; 
Tmax is the maximum temperature at which development can 
take place (38°C); Tcur is the local ambient temperature; Topt 
is the optimal temperature for development (28°C); and λ 
(-1.74) allows the curve to intersect the abscissa at suboptimal 
temperatures (Bancroft & Margolies 1999). 
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Each day, the daily progress in juvenile development (E) was calculated 
and added to the value so far (i.e. the sum of all E-values of the previous 
days). When this summed E-value surpassed 7 (e.g. after seven days 
under optimal conditions), the individual became an adult.
3. Longevity as a function of temperature
Using the data from Sabelis (1981), we predicted the lifetime 
expectancy for an adult mite (Ndays), depending on the local temperature. 
The fit between the data from Sabelis (1981) and our predicted values 
was high (R² = 0.98):
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4. Juvenile and adult mortality as a function of temperature.
To assess the mortality caused by suboptimal temperatures (a 
mortality additional to the mortality due to age, which also depends on 
temperature –see Appendix Section 3.3), we fitted nonlinear functions to 
the data from Sabelis (1981). We did this for both juveniles and adults: 
juvenile temperature-dependent mortality function (fit between 
used data from Sabelis (1981) and our predicted values: R² = 1):
 
adult temperature-dependent mortality function (fit between 
used data from Sabelis (1981) and our predicted values: R² = 1):
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To assess the daily probability of a temperature-induced death, 
we divided the mortalities for each stage (juvenile or adult) by the 
presumed length of that stage given the current local temperature. 
5. Fecundity as a function of temperature
We estimated the (potential) number of eggs produced during 
a mite’s lifetime (Ne), depending on the current local temperature. We 
therefore fitted nonlinear functions to the data from Sabelis (1981). The 
fit between these data and our predicted values was high (R² = 0.98). 
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To assess the daily fecundity, we divided the estimated lifetime 
fecundity by the predicted longevity of the mite (with both these traits 
depending on the local temperature).
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Figure A.4: Predicted lifetime fecundity as a function of temperature
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Section 4: Summary statistics used to compare model and 
empirical data
To test how closely the empirically observed latitudinal patterns 
of life-history traits matched those predicted by the IBM, we performed 
goodness-of-fit tests on summary statistics of those three life-history 
traits that were subject to selection and for which a comparison between 
empirical and simulation data could be made: the regression slopes 
against latitude of intrinsic growth rate, dispersal and development time, 
and the amplitude and wavelength of the saw-teeth for development 
time. The regression slopes were each time calculated from a linear 
regression over the latitudinal gradient. For the summary statistics 
concerning the saw-tooth pattern in development time (the amplitude 
and wavelength of the saw-teeth), the comparison of empirical and 
simulated data was less straightforward. Under certain model settings, 
a clear latitudinal saw-tooth pattern in the trade-off balance between 
development time and fecundity emerged (see figure A.5). From this 
simulated latitudinal pattern in the trade-off balance, we could calculate 
a latitudinal pattern for development time. To be able to compare this 
calculated pattern in development time with the saw-tooth pattern 
found for our empirical data, we then assessed local development times 
along the simulated latitudinal gradient, as if an optimal temperature 
was present at all latitudes (cfr. the empirical assessment of development 
time: performed in common garden at optimal rearing conditions). More 
particular, a comparison between the calculated and the empirical saw-
tooth pattern was made through a comparison of two parameters: the 
amplitude and the wavelength of the saw-teeth. These parameters could 
be assessed by fitting a smoothing spline to both the calculated and the 
empirical saw-tooth pattern. The average amplitude was then each time 
assessed by taking the mean difference between subsequent maxima 
and minima in development time. The average wavelength, on the other 
hand, was assessed by each time taking the mean distance (in latitude) 
between subsequent maxima and subsequent minima in development 
time.
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Section 5: Life-history trait variation along the latitudinal 
gradient
Latitude did not affect diapause incidence, juvenile survival 
or adult size (figure A.6). Diapause incidence and adult size, together 
with daily fecundity, were instead affected by the host plant species 
on which mites were collected in the field. Mites originating from L. 
periclymenum (33.15 ± 9.50 SE) had a (marginally) significantly higher 
diapause incidence than those originating from H. lupulus (0.19 ± 0.18 
SE) (t46.57=-4.75; p<0.001), S. nigra (0.24 ± 0.26 SE) (t75.32=4.20; p<0.001) 
or E. europaeus (5.23 ± 2.93 SE) (t25.04=2.59; p=0.059). The difference 
in diapause incidence between mites collected on E. europaeus and H. 
lupulus (t64.35=-3.36; p=0.0079) or S. nigra (t126.1=2.83; p=0.033) was also 
significant. Mites originating from L. periclymenum (0.078 ± 0.001 SE) 
were moreover significantly larger than those from S. nigra (0.072 ± 0.002 
SE) (t343=3.00; p=0.015). Furthermore, mites collected on L. periclymenum 
(3.82 ± 0.32 SE) laid significantly less eggs than mites collected on H. 
lupulus (5.69 ± 0.49 SE) (t69=3.18; p=0.012), S. nigra (5.80 ± 0.60SE) (t69=-
2.91; p=0.025) or E. europaeus (5.19 ± 0.35 SE) (t69=-2.90; p=0.025).
Fitting the expected latitudinal saw-tooth pattern for 
development time (figure A.7) increased the amount of variance 
explained from 36.6% to 80.9% in males, and from 13.4 to 61.2% in 
females (relative to the linear predictor) (males: F7,10=6.06; p=0.006 
/ females: F7,10=2.26; p=0.11). The deviance following segmented 
regression (saw-tooth pattern) was (marginally) significantly lower than 
that for the linear model (one-tailed Chi² tests: males: deviance=2.70; 
p<0.001 / females: deviance=3.33; p=0.054).
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Figure A.7: 
Development time 
for males and 
females of each 
sampled population 
along the latitudinal 
gradient (saw-tooth 
pattern). Circles 
represent population 
means. Piecewise 
regression lines 
(based on population 
means) are shown 
together with an 
overall R2-value.
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Section 6: Patterns emerging from the model
Due to a number of assumptions (e.g. the strength of the trade-
off between development and fecundity), we had to simulate a large 
parameter space. Nonetheless, three consistent (i.e. consistent over all 
the trade-off balances) patterns emerged. The first emerging pattern was 
the presence of a steep increase in dispersiveness from south to north 
in both the expansion scenarios, while this increase was absent under 
the stable range scenario (figure A.8). The second pattern was a clear 
stepwise decrease in the number of generations per season (voltinism) 
from south to north in the scenarios with an environmental gradient 
(figure A.9, grey line). The third pattern concerned the temperatures at 
which mites terminated diapause in spring and entered diapause in 
autumn. In all model scenarios, the former temperature consistently 
evolved to lower values than the latter (figure A.9, black lines). Most 
probably, this is because eggs laid at the very end of the season will 
not have the time to mature, while the very first eggs of the season 
are important for population growth. Therefore, entering diapause later 
in autumn can be expected to be less advantageous than terminating 
diapause earlier in spring, resulting in a higher evolutionary pressure 
on the latter. Under conditions where a step-wise decrease in voltinism 
occurred from southern to northern latitudes, a pronounced saw-tooth 
pattern moreover emerged in the temperature at which mites terminated 
diapause (figure A.9, dotted black line) but not in the temperature at 
which they entered diapause. (Note that this saw-tooth pattern was not 
a consistent pattern, as it did not occur under all trade-off balances.)
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Figure A.8: The evolution of the emigration rate (embedded in the mites’ genome – see Appendix 
Section 3.1) is shown over the latitudinal range, for the model scenarios with range expansion 
versus the model scenario with a stable range (here only for a trade-off balance of max. ±10% 
development, max. ±20% fecundity – see figure A.5: d, h, l). There is no latitudinal effect on 
emigration rate (i.e. dispersal) in the stable range scenario, while there is a clear increase in the 
range expansion scenarios.
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Figure A.9: Voltinism (grey line), the temperature of diapause onset (black line), and the temperature of 
diapause termination (dashed black line) are shown over the latitudinal range (here only for a stable range 
scenario with a trade-off balance of max. ±10% development, max. ±20% fecundity - see figure A.5: l). When 
an environmental gradient is present, voltinism shows a stepwise decrease from south to north. Furthermore, 
the temperature of diapause termination is always lower than the temperature of diapause onset. Moreover, 
in those specific cases where a saw-tooth pattern in development time emerges (e.g. for a stable range 
scenario with a trade-off balance of max. ±10% development, max. ±20% fecundity, as shown here) there also 
emerges a saw-tooth pattern in the temperature of diapause termination, in synchrony with the step-wise 
decrease in voltinism.
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Section 7: Trait correlations
Table A.6: Population-level pairwise correlations between all the life-history traits: DIAP (diapause 
incidence), DISP (dispersal propensity), EGSU (egg survival), JUSU (juvenile survival), DETF (development time 
for females), DETM (development time for males), SERA (sex ratio), ADSI (adult size), LONG (longevity), LIFE 
(lifetime fecundity) and DAFE (daily fecundity). All (marginally) significant correlations are in bold. Only 
the positive correlation between longevity and lifetime fecundity remained after performing a Bonferroni 
correction.
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Chapter 3: 
Metabolic adaptations in a 
range-expanding arthropod
3
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Abstract
Despite an increasing number of studies documenting 
life-history evolution during range expansions or shifts, we lack a 
mechanistic understanding of the underlying physiological processes. 
In this explorative study, we used a metabolomics approach to study 
physiological changes associated with the recent range expansion of 
the two-spotted spider mite (Tetranychus urticae). Mite populations were 
sampled along a latitudinal gradient from range core to edge and reared 
under benign common garden conditions for two generations. Using Gas 
Chromatography-Mass Spectrometry (GC-MS), we obtained metabolic 
population profiles, which showed a gradual differentiation along the 
latitudinal gradient, indicating (epi)genetic changes in the metabolome 
in association with range expansion. These changes seemed not related 
with shifts in the mites’ energetic metabolism, but rather with differential 
use of amino acids. Particularly, more dispersive northern populations 
showed lowered concentrations of several essential and non-essential 
amino acids, suggesting a potential downregulation of metabolic 
pathways associated with protein synthesis.
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Introduction
During range expansions or range shifts, species’ life histories 
can evolve on ecological timescales (Phillips et al. 2010). Changing 
environmental conditions force species to locally adapt and spatial 
assortment of dispersive phenotypes leads to increased dispersiveness at 
the expanding/shifting range edge (Shine et al. 2011). These evolutionary 
processes of local adaptation and spatial selection affect key life-history 
traits like fecundity, development and dispersal (reviewed in Chuang & 
Peterson 2016). We therefore expect range edge populations to exhibit 
physiological adaptations that underlie these observed trait evolutions. 
Such adaptations should be especially significant in energy-producing 
pathways, and more particularly in glycolysis (Eanes 2011). Indeed, 
any elevation of the performance of one life-history trait augments its 
energetic and metabolite demands at the expense of other traits (cfr. the 
“Y” model of resource allocation, see Van Noordwijk & de Jong 1986 and 
Zera & Harshman 2001), thus modifying the global metabolic network 
operation. For instance, variations in lipid biosynthesis in association with 
dispersal strategy highly impact metabolite fluxes through lipid pathways 
(see Zera 2011 for a review). As a result, life-history differentiation is 
expected to be associated with changes in the metabolome (i.e. the set 
of circulating metabolites within an organism, see Oliver et al. 1998), as 
was for example found for ageing in Caenorhabditis elegans (Fuchs et 
al. 2010) and reproduction in the Malaria Mosquito Anopheles gambiae 
(Fuchs et al. 2014).
Metabolomics is a convenient technique, which can be used as a 
candidate approach to explore an organism’s response to environmental 
variations and forthcoming environmental changes (Hines et al. 2007; 
Miller 2007; Viant 2008; Bundy et al. 2009; Lankadurai et al. 2013; 
Hidalgo et al. 2014). It provides information on the interaction between 
an organism’s physiology and its natural environment by identifying 
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metabolites of low to moderate molecular mass within the whole 
body, cells, tissues or biofluids. Compared to other –omics technologies 
like genomics and transcriptomics, metabolomics has the significant 
advantage to focus on ‘downstream’ cellular functions (Snart et al. 
2015), providing a more direct picture of the functional links between 
causes and consequences of environmental variation (Foucreau et al. 
2012). Essentially, metabolomics can potentially provide a link between 
genotypes and phenotypes (Fiehn 2002). When applied to individuals 
originating from different localities from range core to edge, but reared 
for several generations under common garden conditions, it should 
provide insights on the physiological adaptations that underlie life-
history evolution during range expansion.
Though a consideration of the whole-organism physiology 
allows a better understanding of how life-history evolution in natural 
populations might occur and why this evolution is sometimes constrained 
(Zera & Harshman 2001; Ricklefs & Wikelski 2002; Zera 2011), few studies 
have documented metabolic variation in wild populations along natural 
gradients (Sardans et al. 2011). Instead, most studies assess plastic or 
evolutionary responses to environmental stressors by manipulating 
abiotic variables in controlled environments (Sardans et al. 2011; Colinet 
et al. 2012; Padfield et al. 2016). Notable exceptions are the studies on 
Arabidopsis lyrata that demonstrated distinct metabolic phenotypes 
along the species’ latitudinal distribution, with a typical cold-induced 
metabolome in the north, indicating adaptation to the local climate 
(Davey et al. 2008; Davey et al. 2009), but no difference in metabolic 
fingerprint between large connected versus marginal fragmented 
populations (Kunin et al. 2009). These studies, however, used plants that 
were grown from seeds collected directly from the field. Environmental 
maternal effects can therefore not be excluded.
The two-spotted spider mite, Tetranychus urticae Koch (Acari, 
Tetranychidae; figure 1), a generalist pest species in greenhouses and 
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orchards, expanded its European range from the Mediterranean to at 
least southern Scandinavia (K. H. P. Van Petegem, personal observation in 
2011) during the last decades (for more information, see Carbonnelle et 
al. 2007). Previous research with T. urticae showed quantitative genetic 
life-history differentiation along this latitudinal gradient, with daily 
fecundity, lifetime fecundity and longevity decreasing from range core 
to edge, and egg survival, dispersal propensity and sex ratio increasing 
from range core to edge (Van Petegem et al. 2016). We expected this life-
history differentiation to be associated with an evolution of the species’ 
intermediary metabolism, which would manifest into distinct metabolic 
phenotypes among populations sampled along its expansion gradient.
Using a metabolomics approach, the current study aimed 
to test (i) whether the metabolome of T. urticae evolved during its 
recent range expansion; i.e. whether a gradual change in the mite’s 
intermediary metabolism is present from range core to range edge, 
showing in the appearance of progressively distinct metabolic 
phenotypes (metabotypes); (ii) whether this metabolic differentiation 
could be associated with the up- or downregulation of certain metabolic 
pathways, for instance enhanced glycolytic activities or lipid metabolism; 
Figure 1: Two females 
and one egg of the two-
spotted spider mite 
(Tetranychus urticae Koch; 
Acari, Tetranychidae). 
This picture was taken 
by Gilles San Martin 
(UCL, Belgium), https://
www.flickr.com/photos/
sanmartin/4883543313/.
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and (iii) whether this evolutionary change in the species’ metabotype is 
associated with the life-history differentiation that has occurred during 
its range expansion.
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Materials and methods
Field sampling and common garden
In August 2012, we hand-sampled mites from nine localities 
(one population per locality) along an 800 km latitudinal gradient from 
north-western Belgium to northern Denmark (figure 2). Mites were found 
on infested leaves of Lonicera periclymenum (European honeysuckle, five 
populations) at high latitudes and on Euonymus europaeus (European 
spindle, one population), Humulus lupulus (common hop, one population), 
Sambucus nigra (European black elderberry, one population) or Lonicera 
periclymenum (European honeysuckle, one population) at lower 
latitudes. (More information is provided in Appendix Section 1.) In the 
laboratory, fifty to several hundreds of mites per population were put 
on separate whole bean plants (Phaseolus vulgaris, variety Prélude –a 
highly suitable host for T. urticae, see Agrawal et al. 2002 and Gotoh 
et al. 2004) and kept under controlled conditions at room temperature 
with a light-regime of 16:8 LD. After one generation, ten adult female 
mites per population were taken from their bean plant and put on a 
piece of bean leaf (±30cm2) on wet cotton in a Petri dish. Two such Petri 
dishes were prepared for each population. The Petri dishes were then 
used to create a pool of synchronised two-day adult female mites for 
each population (two-day adult females were preferred, since these 
are significantly bigger than fresh adults). For this purpose, all females 
were allowed to lay eggs during 24 hours in a climate room at 27 °C (an 
optimal temperature for our study species, see Sabelis 1981), with a light 
regime of 16:8 LD. The resulting same-aged eggs were subsequently left 
to develop until they were two-day adult mites, of which only females 
(which are easily visually recognised) were selected. As mites were kept 
in common garden for two generations, all direct environmental effects 
were excluded. Furthermore, since the common garden conditions were 
optimal for T. urticae (bean as host plant, 27°C, 16:8 LD and relatively low 
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mite densities), we could reasonably assume that potential differences 
among metabotypes of mites from different origins (populations) did not 
result from differential responses to restrictive/stressful rearing.
Metabolomic profiling using Gas Chromatography-Mass Spectrometry 
(GC-MS)
As we wanted to scan metabolites from different metabolite 
families (because of their various but connected roles in general organismal 
physiology), we used GC-MS metabolomics (Koek et al. 2011; Khodayari 
et al. 2013). For each population, we constructed the metabolomic profile 
Figure 2: The map shows the nine field collection sites, which are situated in Belgium, The 
Netherlands and Denmark. The graph shows the yearly number of frost days and the average 
yearly temperature for each collection site along the latitudinal gradient. These climatic 
data were obtained from FetchClimate (Microsoft Research, Cambridge) and were averaged 
over a period of 35 years (1980 to 2015). Below the graph, arrows for each of six life-history 
traits depict their trend along the latitudinal gradient (increase, decrease). (For more detailed 
information, see Appendix Section 1 and Van Petegem et al. 2016.)
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of five replicated pooled sets of fifty two-day-adult female mites (four for 
locality “SKA”, where one set was lost). Each set was placed in a microtube 
and directly transferred to -80 °C. To be able to measure true quantities 
of metabolites, it is important to standardise the initial masses of each 
extract. However, even when pooling fifty individuals, the masses of the 
replicates were too low to be accurately measured (the measurement 
error for the mass of the microtube was greater than the summed mass 
of the fifty mites). Yet, previous research showed that female adult size 
does not differ among the nine sampled populations (Van Petegem 
et al. 2016). We could thus confidently use and interpret metabolite 
concentrations in nmol/sample. The samples were first homogenised 
in ice-cold (-20 °C) methanol-chloroform (2:1), using a tungsten-bead 
beating equipment (RetschTM MM301, Retsch GmbH, Haan, Germany) at 
25 Hz for 1.5 min. After addition of ice-cold ultrapure water, the samples 
were centrifuged at 4,000 g for 5 min at 4 °C. The upper aqueous phase 
was then transferred to new chromatographic glass vials, dried out and 
resuspended in 30 µl of 20 mg L-1 methoxyamine hydrochloride (Sigma-
Aldrich, St. Louis, MO, USA) in pyridine and incubated under automatic 
orbital shaking at 40 °C for 60 min. Subsequently, 30 μl of N-methyl-
N-(trimethylsilyl) trifluoroacetamide (MSTFA; Sigma, #394866) was 
added and the derivatisation was conducted at 40 °C for 60 min under 
agitation. The samples were then analysed in a GC-MS system (Thermo 
Fischer Scientific Inc., Waltham, MA, USA), using the same settings as in 
Khodayari et al. (2013). For this purpose, one microliter of each sample 
was injected in the GC-MS system using the split mode (split ratio: 25:1). 
After that, the selective ion monitoring (SIM) mode (electron energy: -70 
eV) was used to search for the sixty primary metabolites that are most 
often found in arthropod samples and that were included in our spectral 
database (see Appendix Section 2 for a complete overview of these sixty 
metabolites). The SIM mode ensured a precise annotation of the detected 
peaks. The calibration curves were set using samples consisting of sixty 
pure reference compounds at concentrations of 1, 2, 5, 10, 20, 50, 100, 200, 
500, 750, 1000, 1500 and 2000 µM. Chromatograms were deconvoluted 
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using XCalibur v2.0.7 software (Thermo Fischer Scientific Inc., Waltham, 
MA, USA). Finally, metabolite concentrations were quantified according 
to their calibration curves.
Statistics
A total of forty-three metabolites were identified (see Dryad 
repository http://dx.doi.org/10.5061/dryad.78cc8). In a first step, we 
examined whether distinct metabotypes existed among the sampled 
populations of T. urticae by running a MANOVA. Nine metabolites were 
first removed from the dataset because they showed a more than 85% 
correlation with (an)other metabolite(s). Then, all remaining metabolites 
were log-transformed to obtain a normal distribution, which allowed 
proceeding to the MANOVA.
In a second step, we tested whether the metabolic profile was 
gradually changing as a function of latitude (from range core to edge), 
or as a function of one of the six life-history traits that were previously 
shown to covary with latitude (daily and lifetime fecundity, egg survival, 
longevity, dispersal propensity and sex ratio, see Van Petegem et al. 
2016 and also Appendix Section 3). The concentrations of all forty-three 
metabolites were first auto-scaled and transformed (the transformation 
that best fitted and normalised the data was retained: cube root when 
looking for covariation with daily fecundity and egg survival; log for 
latitude; no transformation for lifetime fecundity, longevity, dispersal 
propensity and sex ratio). Then, metabolic differences among the nine 
populations were visualised using Partial Least Squares – Discriminant 
Analysis (PLS-DA). This multivariate analysis was performed using 
MetaboAnalyst 3.0 (Xia et al. 2009; Xia et al. 2012; Xia et al. 2015). By 
ordering the populations according to their latitude or according to 
one of the six life-history traits covarying with latitude, it was possible 
to check for trends in the metabolite concentrations. To validate the 
significance of this interpopulation variation, permutation tests (2000 
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permutations) were run for replicates (with 5 replicates -4 four SKA- per 
population) using separation distance (B/W) test statistics. The PLS-DA 
provided Variable Importance in Projection (VIP) scores, which gave 
a first overview of the possible existence of a general pattern in the 
concentrations of quantified metabolites along our invasion gradient: 
low VIP-scores depict a weak and high scores a strong global pattern. 
Using a step-wise procedure, only those metabolites with a VIP score 
of at least 1.2 (1.0 for egg survival because removing the metabolites 
with a score between 1.0 and 1.2 resulted in a decreased percentage of 
variation explained) for the first and/or second component were retained 
for further analysis (compared to 0.8 in Tenenhaus 1998).
In a third step, univariate analyses were performed to test, 
metabolite by metabolite, whether the global patterns obtained in the 
previous step could be confirmed. As we aimed at determining if the 
metabolite levels showed latitudinal patterns along the expansion, we 
did not run an ANOVA on individual metabolites, but rather processed 
regressions. Using SAS software (version 9.4, SAS Institute, Cary, NC, 
2013), the linear regressions were run for all influential metabolites (VIP 
scores >1.2, except for egg survival, as mentioned above). Because all five 
collected replicates (four for SKA, see earlier) per population originated 
from only one field sample, we ran the regressions using population 
averages. As our study is explorative, we wanted to avoid false negatives 
(with the chance of making a Type II error). We therefore did not correct 
for multiple comparisons (e.g. Bonferroni correction). Given the large 
number of statistical tests, the limited number of populations, and the 
fact that we highly smoothed differences among populations by rearing 
the specimens under common garden conditions for two generations 
(which is atypical for metabolomics studies, where organisms are usually 
subject to a stressor to elicit a strong response), such a correction would 
have greatly diminished the statistical power.
A final step linked the selected individual metabolites with one 
or more metabolic pathways, thus identifying those pathways that were 
potentially up- or downregulated during the range expansion of T. urticae. 
169
Pathway enrichment analyses were performed in Metaboanalyst 3.0 (Xia 
et al. 2009; Xia et al. 2012; Xia et al. 2015) with those metabolites that 
showed significant effects in the univariate analyses of step three. These 
pathway analyses were performed with a Fisher’s exact test algorithm, 
which we ran using the metabolic pathways of Drosophila melanogaster 
(no closer relative of T. urticae was available in the program, but primary 
metabolites are anyway highly conserved, especially among non-blood 
feeding arthropods). The algorithm calculates the match (number of hits) 
between the metabolites in a dataset and the totality of metabolites 
present in a specific pathway. Furthermore, it uses a pathway topology 
analysis to compute a value for the impact of these metabolites on the 
pathway. As multiple comparisons are made, corrected Holm p-values 
are provided.
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Results
MANOVA
The metabotypes of the female mites significantly differed 
among the nine sampled populations (F184,160=2.2, p<0.001). In further 
analyses, the potential covariation of metabolite levels with latitude or 
one of the life-history traits covarying with latitude was then assessed.
Latitudinal covariation
The PLS-DA showed a separation among the nine populations, 
which was visible on 3-D score plots (see Appendix Section 4). Of the 
forty-three identified metabolites, seventeen had VIP scores of at least 
1.2 and were thus retained for further analysis (figure 3A). They showed 
a clear general trend from high values in southern to low values in 
northern populations (figure 3A). 
In the subsequent linear regressions, eleven of these seventeen 
metabolite concentrations varied significantly: ten decreased and one 
increased with increasing latitude (figure 3A and Appendix Section 6). 
Among these eleven metabolites, five essential amino acids, three non-
essential amino acids (see Rodriguez & Hampton 1966 for an overview 
of all essential amino acids in T. urticae –we defined tryptophan, which 
is not included in this overview, as essential) and one intermediate of the 
citric acid cycle can be mentioned. 
Pathway analysis indicated that of these eleven metabolites, 
eight play a significant role in the aminoacyl-tRNA biosynthesis (total: 
67, hits: 8, impact=0, Holm p=2.7062E-6) and four in the valine, leucine 
and isoleucine biosynthesis (total: 13, hits: 4, impact=0.9999, Holm 
p=4.0129E-4) (both pathway maps are provided in Appendix Section 7).
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Life history covariation
The PLS-DA showed a separation between the nine (eight 
for egg survival, for which no data were available for population SVI) 
populations, which was visible on 3-D score plots (see Appendix Section 
4). Of the forty-three identified metabolites, only those which explained 
most of the interpopulation variation for a certain life-history trait (high 
VIP score) were retained for further analysis. Fourteen were retained for 
daily and sixteen for lifetime fecundity, twenty were retained for egg 
survival, eleven for longevity, thirteen for dispersal propensity and ten 
for sex ratio (figure 3B-G). Figure 3 (B-G) shows clear indications of a 
positive correlation between lifetime fecundity and its sixteen selected 
metabolites. In contrast, figure 3 (B-G) suggests a negative correlation 
between the twenty and thirteen metabolites selected for, respectively, 
egg survival and dispersal propensity. For daily fecundity, longevity and 
sex ratio, no clear trends were visible. 
In the subsequent linear regressions, one significant correlation 
was found for egg survival (a sugar alcohol) and seven for dispersal 
propensity (including four essential amino acids and one sugar). No 
significant results were found for lifetime fecundity, daily fecundity, 
longevity and sex ratio (figure 3B-G and Appendix Section 6).
Pathway analysis indicated that four of the seven metabolites 
that negatively correlated with dispersal propensity play a significant 
role in the aminoacyl-tRNA biosynthesis (total: 67, hits: 4, impact=0, 
Holm p=0.0417) (the pathway map is provided in Appendix Section 7). 
No associated pathways were found for egg survival.
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Figure 3: Variable importance plots resulting 
from the multivariate analyses (PLS-DA) on 
the metabolomic data. These plots list those 
metabolites that, based on their VIP score, 
contribute the most to explaining the variation 
among the nine populations in our dataset 
(ODK, KVS, CAS, LAU, HED, BLA, TVE; SVI, SKA). 
The metabolites are ordered from high to low 
VIP scores for component 1 (an overview off all 
scores for component 1 and 2 is provided in 
Appendix Section 5). The colour codes indicate 
the relative concentration of a given metabolic 
compound for each population (green=low 
concentration, to red= high concentration). The 
populations themselves are ordered according 
to their latitude (A), or from low values at the 
left to high values at the right for a given life-
history trait (daily (B) or lifetime (C) fecundity, 
egg survival (D), longevity (E), dispersal 
propensity (F) or sex ratio (G)). For example, 
in figure 3A, LAU is the population with the 
highest concentration of proline and ODK is 
the southernmost population (lowest latitude). 
Below each column (population), a letter signifies the host plant species from which mites were 
sampled in this population (H.= H. lupulus, S.= S. nigra, L.= L. periclymenum, E.= E. europaeus). At 
the bottom of each plot, the p-value resulting from the permutation test is given. At the left side 
of each plot, an asterisk next to a metabolite name indicates a significant correlation between 
this metabolite and latitude or the denoted life-history trait. For example, in figure 3A, proline 
shows a significant negative correlation with latitude. (A detailed overview, including p- and 
F-values, of all linear regressions is found in Appendix Section 6.)
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Discussion
Of the forty-three metabolites identified in the GC-MS analysis, 
eighteen correlated with latitude and/or one or more life-history traits. 
More specifically, eleven covaried positively or negatively with latitude, 
seven showed a negative correlation with dispersal propensity and 
one showed a negative correlation with egg survival. Of the eighteen 
different metabolites, eleven amino acids could be shown to play an 
important role in the aminoacyl-tRNA biosynthesis and four in the 
valine, leucine and isoleucine biosynthesis (see pathway maps provided 
in Appendix Section 7).
Contrary to our hypothesis, our results indicate that the life-
history evolution that occurred during the recent range expansion of T. 
urticae (Van Petegem et al. 2016) was not associated with shifts in the 
mites’ energetic metabolism, but rather with shifts in its anabolism. While 
our spectral database contained eleven sugars, only one sugar (fructose) 
accounted for the separation among populations. This suggests that 
the genes involved in encoding the mite’s energetic metabolism (i.e. 
glycolysis, citric acid cycle, which typically involve sugars) have not been 
significantly affected during the range expansion of T. urticae. Instead, 
the observed differentiation in the mites’ metabolome probably involved 
evolutionary changes in the mites’ anabolism, where amino acids play 
a central role in the metabolic turnover of proteins. In more northern 
and more dispersive populations, the aminoacyl-tRNA biosynthesis was 
downregulated. In this pathway, aminoacyl-tRNA is formed by charging 
tRNA with an amino acid. The aminoacyl-tRNA then serves as a substrate 
in protein synthesis or plays one of its many other roles in, for example, 
cell wall formation1 or antibiotic biosynthesis (Raina & Ibba 2014). In 
accordance, the valine, leucine and isoleucine biosynthesis, important for 
1  This example of course does not directly apply to mites, as animal cells do not 
have cell walls.
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protein synthesis as well (Ahmed & Khan 2006; Tamanna & Mahmood 
2014), was downregulated in more northern populations.
The affected amino acids showed decreased concentrations 
towards higher latitudes and showed a negative correlation with the 
dispersal propensity of T. urticae, which increases towards the north. 
While, in general, amino acids are considered fundamental for egg 
production and thus fecundity (Tulisalo 1971; O’Brien et al. 2002; Mevi-
Schutz & Erhardt 2005; Fuchs et al. 2014, but see Heagle et al. 2002), 
not a single correlation was found for fecundity, despite a clear positive 
trend in the PLS-DA. Of the eleven affected amino acids, eight were 
essential and three non-essential. While the non-essential amino acids 
could have been synthesised de novo from glucose, the essential amino 
acids could only have been supplied through the mite’s diet (Rodriguez 
& Hampton 1966). Though all mites were kept in common garden, mites 
from northern, more dispersive populations were found to contain lower 
essential amino acid concentrations. In line with the recent finding of 
Fronhofer & Altermatt (2015) that a dispersal-foraging trade-off leads to 
a reduced exploitation of resources at range margins, our results could 
indicate that northern, more dispersive mites evolved lower essential 
amino acid concentrations because they consume less of their food source. 
We should, however, keep in mind that metabolites were measured only 
at one point in time and from whole organism samples. We are therefore 
missing the temporal fluctuations of the metabolome over a day, and our 
data therefore represent only a snapshot of the existing balance in terms 
of metabolite demand among metabolic pathways.
An important challenge for metabolomics is understanding the 
relative contribution of environmental and genetic factors in shaping 
an organism’s metabolic phenotype (Bundy et al. 2009). In the current 
study, mites were kept in common garden for two generations, during 
which they were reared under optimal, non-stressful conditions. In 
contrast with most metabolomic studies, mites were thus not subjected 
176
to a stressor to elicit a strong environmentally-induced plastic stress-
response. Therefore, any metabolomic differentiation was expected to 
be far less pronounced compared to stress-exposure studies. As plastic, 
environmentally driven field-differences among populations were 
largely levelled out through the two generations in common garden, only 
genetic factors were retained. Long-lasting transgenerational plasticity 
can, however, not be fully excluded and we therefore refer further to 
(epi)genetic factors (Verhoeven et al. 2016). Though (epi)genetic factors 
are generally considered less determining than environmental factors 
(Robinson et al. 2007; Frank et al. 2009; Matsuda et al. 2012), our results 
demonstrate a clear (epi)genetic signal of metabolic differentiation 
along T. urticae’s invasion gradient. We acknowledge, however, that we 
cannot exclude neutral processes, like for example serial bottlenecks 
–including surfing mutations (Klopfstein et al. 2006; Travis et al. 2007) 
as potential (co)sources of the found latitudinal metabolomic patterns. 
Furthermore, as the host plant species on which the mites were sampled 
in the field covaried with latitude (with L. periclymenum typically in the 
north), this could also have influenced our results. Yet, regression slopes 
barely differed between models including all populations (hence all host 
plant species) or models run for the subset of six populations collected 
on L. periclymenum only (see Appendix Section 8). This indicates that the 
latitudinal signal was independent of host plant identity.
This explorative study specifically examined whether range 
expansion might result in evolutionary changes in an organism’s 
metabolism. Despite non-stressful common garden conditions, 
approximately forty per cent of the identified metabolites showed 
(epi)genetic differentiation among populations. The more dispersive 
northern mites exhibited lower concentrations of several essential 
and non-essential amino acids, suggesting a downregulation of certain 
pathways linked to protein synthesis. Though effects were subtle (but 
see earlier), our results clearly indicate that the metabolome of T. 
urticae underwent (epi)genetic changes during the species’ recent range 
expansion. 
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Section 2: Overview of the 60 metabolites included in our 
spectral database
Table A.2: A list of all 60 metabolites screened 
for in our single quadrupole GC-MS. Each of 
these metabolites can be characterised by 
several ions of different masses. We used the 
selective ion monitoring mode (SIM, see Waller 
et al. 2007) instead of the full scan mode. In 
this SIM mode, the MS instrument is set to only 
look for specific previously-known ion masses 
of interest rather than to screen for all masses 
over a wide range. The instrument can therefore 
be very specific for a particular compound 
of interest. Our original database contained 
spectral information for 85 primary metabolites 
from a range of plant and invertebrate models. 
After removing all metabolites specific to plant 
models and those (polyamines for instance) 
having concentrations lower than the detection 
limit of our equipment, only the 60 specific 
metabolites listed in the table below remained 
in our spectral database. Metabolites are 
classified according to six categories: amino 
acid, polyol, sugar, intermediate of the citric 
acid cycle, ‘other’ metabolite and metabolite not 
found in any of our samples.
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Section 3: correlation matrix of the measured traits
Table A.3: LAT (latitude), LIFE (lifetime fecundity), DAFE (daily fecundity), DISP (dispersal 
propensity), EGSU (egg survival), LONG (longevity), DIAP (diapause incidence) and SERA (sex 
ratio). All significant correlations (Bonferroni correction not implemented) are in bold. As only 
a selection of populations was included in the current study, the strength of the correlations 
between latitude and the shown life-history traits decreased relative to the correlations found 
in Van Petegem et al. (2016).
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Section 4: 3-D score plots
182
Figure A.1: 3-D score plots resulting from the 
multivariate analyses (PLS-DA) performed on our 
metabolomic data are given for latitude (A) and each 
of six life-history traits (daily fecundity (B), lifetime 
fecundity (C), egg survival (D), longevity (E), dispersal 
propensity (F) and sex ratio (G)). The mean metabolic 
phenotypes for each of the five replicates (four for 
SKA) of all nine populations (eight for egg survival) 
are represented by a dot and arranged in space 
according to their projections on three component 
axes. Each of these axes explains a certain amount 
(%) of the metabolic variation that is present in the 
dataset. More similar points (populations with a 
similar metabolome) are placed closer together.
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Section 5: overview of the VIP scores resulting from the 
PLS-DA
Table A.4: An overview off all metabolites with a VIP score of at least 1.2 (1.0 for egg survival 
because removing the metabolites with a score between 1.0 and 1.2 resulted in a decreased 
percentage of variation explained) for component 1 and/or 2 in the PLS-DA performed for latitude 
(A) and each of six life-history traits (daily fecundity (B), lifetime fecundity (C), egg survival (D), 
longevity (E), dispersal propensity (F) and sex ratio(G)). Note that in the tables below, the VIP 
scores for the original dataset (containing all forty-three identified metabolites) are given. The 
order of the metabolites (from high to low VIP scores) in these tables can therefore deviate from 
the order in figure 3 (main text), as figure 3 is based on VIP scores of the final dataset (after 
removal of all non-explanatory metabolites).
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* After removal of the least explanatory metabolites in the 
dataset, the VIP score of fructose changed to >1.2. Fructose 
was therefore retained for further analysis.
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Section 6: overview of all the linear regressions
Table A.5: An overview of all linear regressions according to latitude (A) and each of the six life-history 
traits (daily fecundity (B), lifetime fecundity (C), egg survival (D), longevity (E), dispersal propensity (F) and sex 
ratio(G)) known to covary with latitude in the study species (see Van Petegem et al. 2016). The direction of 
change (correlation) is each time given, together with the F- and p-value of the linear regression. The degrees 
of freedom used in determining the F-value (Num DF and Den DF) are also shown.
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Section 7: pathway maps
188
Figure A.2: Pathway maps of the two pathways in which some of the metabolites identified in the GC-
MS analysis (visualised with either red or blue rectangles) play an important role. In the aminoacyl-tRNA 
biosynthesis pathway, the metabolites in the red rectangles correlate negatively with latitude and the 
blue ones correlate negatively with dispersal propensity. In the valine, leucine and isoleucine biosynthesis 
pathway, the metabolites in the red rectangles correlate negatively with latitude. The maps were used from 
KEGG (Kyoto Encyclopedia of Genes and Genomes) (Kanehisa et al. 2015).
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Section 8: regressions for all populations (all plant species) 
versus for those sampled from L. periclymenum only
Table A.6: For those metabolites that gave significant results (see Appendix Section 6) for 
latitude or a specific life-history trait (daily fecundity, lifetime fecundity, egg survival, longevity, 
dispersal propensity or sex ratio) in the regressions run for all nine populations (hence for 
L. periclymenum, Euonymus europaeus, Sambucus nigra and Humulus lupulus), we repeated 
these regressions but then for L. periclymenum only (hence for only six populations –see 
Appendix Section 1). The table gives the slopes and p-values of both the regressions run for all 
populations (slope_all and p_all) and those run for L. periclymenum only (slope_per and p_per).
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Chapter 4: 
Spatial selection and high relatedness 
at range fronts collectively increase 
the rate of range expansion
4
Abstract
Global change is leading to significant changes in species 
distributions. Understanding the processes at play during range shifts 
is therefore of paramount importance. Studies increasingly exemplify 
the necessity to take into account evolutionary change when examining 
such shifts. Spatial selection and local adaptation have indeed been 
shown to both shape phenotypic differentiation along expansion 
gradients. While acknowledging this importance of evolution, we here 
argue that plasticity (in particular the condition-dependency of dispersal 
behaviour) may be an overlooked (co-)driver of range expansions. Using 
an approach of experimental evolution within microcosms, we evaluated 
the relative importance of spatial selection and kin competition in 
pushing range advance. As a model species, we used the spider mite 
Tetranychus urticae. In a first experiment, a control was compared with 
a treatment where mites were regularly reshuffled to nullify any spatial 
sorting of phenotypes and any spatial structure in relatedness. In a 
second, a control was compared with a treatment using inbred mites. 
Where both reshuffling and the use of inbred mites significantly slowed 
down range advance compared to the controls (suggesting spatial 
selection), the reduction through reshuffling was more than double. This 
indicates that the destruction of the spatial structure in relatedness (i.e. 
increased kin competition near the front) had a bigger effect than the 
impediment of evolutionary change. Our results thus provide the first 
empirical evidence of kin competition as an overlooked but significant 
proximate driver of range expansion. While the loss of genetic variation 
during range expansion is typically considered to be an eventual 
constraining factor because it limits evolutionary potential, we here 
show that increased relatedness may in contrast plastically increase the 
rate of range advance.
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Introduction
In the context of contemporary global change, understanding 
the processes shaping species’ ranges has become increasingly 
important. Climate change and species introductions, for example, lead 
to changes in species distributions (Parmesan 2006) and thus altered 
species interactions (e.g. Moorcroft et al. 2006; Pateman et al. 2012). This 
will ultimately affect community composition (Ko et al. 2014; Barbet-
Massin & Jetz 2015) and hence ecosystem functioning. Apart from the 
ecological costs, changed species distributions may moreover imply 
severe economic costs (e.g. invasive pest species Pimentel et al. 2005; 
Aukema et al. 2011).
Accumulating empirical and theoretical studies over a wide 
range of organisms demonstrate increased dispersal rates at range 
expansion fronts (e.g. Travis & Dytham 2002; Hughes et al. 2007; Perkins 
et al. 2013; Hargreaves & Eckert 2014; Van Petegem et al. 2016). Where 
increased dispersal at range margins can largely be understood within 
an ecological framework (where biotic interactions and the spatial and 
temporal features of the abiotic environment all influence dispersal 
behaviour, see Kubisch et al. 2014), a pure ecological emphasis may fall 
short within the context of actively expanding ranges as it ignores the 
potential for evolutionary change. Increasingly accelerated rates of range 
advance over time (e.g. Travis & Dytham 2002; Lindstrom et al. 2013), 
for example, may ask for explanations that involve evolution. Present-
day research therefore often has a very strong focus on this importance 
of evolution in shaping traits during range expansion. Indeed, today, 
increased rates of range advance are mainly explained through the 
evolutionary process of spatial selection (Phillips et al. 2010; Shine et 
al. 2011). Central to this process are the spatial assortment of dispersal 
phenotypes through space and a shift from K- towards r-selection: 
Firstly, as they will always be the first ones to arrive, the most dispersive 
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phenotypes typically accumulate at the range front and mate amongst 
each other to produce on average even more dispersive offspring (i.e. 
the Olympic village effect, see Phillips et al. 2010). Secondly, in the 
absence of Allee effects, individuals near the leading edge may benefit 
from the local low-density environment and produce more offspring, 
resulting in a shift from K-selection in established populations (core) 
towards r-selection near the front (Phillips 2009) (our use of the r-K 
selection spectrum thus refers to the idea that density-regulated (core) 
and density-independent (front) populations typically differ with regard 
to optimal life-history strategies –cfr. Phillips et al. 2010). Together, this 
increase in dispersal and reproduction may push the range forwards.
The potential role of plasticity as a (co-)factor pushing range 
advance is therefore often neglected (but see Pettit et al. 2016). Dispersal 
behaviour, however, is known to be an informed, highly condition-
dependent behaviour that relies on various proximate cues, including 
local population density and relatedness (Clobert et al. 2009). High 
densities, for example, lead to more frequent dispersal events over greater 
distances (Poethke & Hovestadt 2002; Poethke et al. 2011; Bitume et 
al. 2013; Dahirel et al. 2016). Interestingly, kin competition may lead to 
similar condition-dependent changes in dispersal behaviour (Bitume et 
al. 2013; Nitsch et al. 2016) and is predicted to increase towards the 
leading edge because of serial founder effects, whereby small founder 
populations rapidly build up high levels of relatedness and thus suffer 
from increased competition among kin. A high level of relatedness could 
thus be a potential proximate driver of range advance (in the theoretical 
study of Kubisch et al. 2013, kin competition was already shown to be an 
ultimate cause of range advance). To date, however, any empirical evidence 
on the importance of condition-dependency (density-dependence and 
kin competition) in explaining range expansions is lacking.
The current study was set up to disentangle between spatial 
selection and the condition-dependency of dispersal as drivers of 
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range advance. It thus adds to three recent studies where only the role 
of spatial selection was evaluated (Ochocki & Miller 2016; Wagner 
et al. 2016; Williams et al. 2016). Using the two-spotted spider mite 
Tetranychus urticae Koch (Acari, Tetranychidae) as a model species, we set 
up two microcosm experiments, where mites were allowed to expand 
their range within experimental metapopulations. In a first experiment, 
we compared unmanipulated metapopulations with metapopulations 
where we nullified potential effects of kin competition (cfr. (Kubisch et al. 
2013) and evolution (cfr. Livingston et al. 2012; Ochocki & Miller 2016; 
Williams et al. 2016) through the random reshuffling of phenotypes. 
This allowed evaluating the combined role of spatial selection and 
condition-dependency (relatedness) in pushing range advance. In a 
second experiment, we compared unmanipulated metapopulations 
with metapopulations where we impeded evolutionary change by 
using mite strains depleted of genetic variation (cfr. Turcotte et al. 
2011). This allowed evaluating the combined role of spatial selection 
and condition-dependency versus that of condition-dependency only. 
Finally, by comparing between our two experiments, we could indirectly 
evaluate the role of relatedness (difference in kin competition between 
treatments of first, but not second experiment).
More specifically, we thus (i) surveyed spread dynamics to see if/
which treatments differed in their rate of range advance and (ii) evaluated 
the role of spatial selection (evolved dispersal and/or r) versus condition-
dependency (relatedness) in shaping these dynamics. Furthermore, 
we (iii) examined whether potential trends in r could be translated to 
changes in eight individual life-history traits that constitute r.
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Materials and methods
Study species
The two-spotted spider mite, Tetranychus urticae Koch (Acari, 
Tetranychidae) is a herbivorous species with a worldwide distribution. 
It is considered a major agricultural pest, especially in greenhouses and 
orchards (Kennedy & Storer 2000; Hill 2008). Over the last thirty years, 
the species has expanded its European range from the Mediterranean to 
(at least) southern Scandinavia (personal observation first author) (see 
also Carbonnelle et al. 2007). T. urticae has the ability to disperse over long 
distances by actively making use of aerial currents (i.e. aerial dispersal 
behaviour, cfr. Hoy et al. 1984). Alternatively, it can engage in ambulatory 
movements for more directed, short-distance dispersal (i.e. ambulatory 
dispersal behaviour). Under benign temperatures (typically around 28°C), 
the mite species can develop from egg to adult in about 9 days (Sabelis 
1981). The species is highly fecund (Krainacker & Carey 1989) and 
reproduces through arrhenotokous parthenogenesis. Unfertilised eggs 
thus develop into males, whereas fertilised eggs develop into females 
(Helle 1967b). The sex ratio in a population is usually female-biased (3:1, 
see Krainacker & Carey 1990).
Microcosm experiment
Experimental metapopulations
An experimental metapopulation consisted of a linear system 
of populations: bean patches (2 x 2 cm2) connected by parafilm bridges 
(8 x 1 cm2 –cfr. Bitume et al. 2013), placed on top of moist cotton (figure 
1). A metapopulation was initialised by placing ten freshly mated 1-day-
old adult females on the first patch (population) of this system. At this 
point, the metapopulation comprised only four patches. The initial 
198
population of ten females was subsequently left to settle, grow and 
colonise the next patch(es) in line through ambulatory dispersal. Three 
times a week, all patches were checked and one/two new patches were 
added to the system when mites had reached the one but last/last patch. 
Mites were therefore not hindered in their dispersal attempts, allowing 
a continuous expansion of the range. A regular food supply was secured 
for all populations by renewing all patches in the metapopulation once 
every week: all one week old patches were shifted aside, replacing the 
two week old patches that were put there the week before, and in their 
turn replaced by fresh patches. As the old patches slightly overlapped 
the new, mites could freely move to these new patches. Mites were left 
in this experimental metapopulation for approximately nine overlapping 
generations (corresponding with more or less 75-80 days) during which 
they could gradually expand their range.
Figure 1: artificial metapopulation (microcosm). The metapopulation was initialised with ten 
1-day-old adult females, which were put on the first of four interconnected bean patches (left). 
Mites where then allowed to expand their range. After approximately nine generations of range 
expansion, mites could be sampled from the core and edge of the metapopulation (right).
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Treatments
We performed two experiments, in which experimental 
metapopulations were each time assigned to one out of two different 
treatments. In the first experiment, they were assigned to either “ECO-
EVO” or “RFS” (figure 2). In the ECO-EVO treatment (referring to “ecology 
and evolution”), experimental metapopulations were initialised using 
mites from the LS-VL strain (see Appendix Section 1 for information 
regarding the used mite strains). This strain harboured a relatively 
high amount of standing genetic variation on which evolution could 
act. Genetic structure was not manipulated in this treatment and 
relatedness was therefore expected to increase towards the range edge 
(see introduction). In the RFS treatment (standing for “replacement from 
stock”), experimental metapopulations were also initialised with mites 
from the LS-VL strain, but once every 8 days (in correspondence with 
the generation time), all adult females in the metapopulations were 
replaced by random, but more or less similar-aged (based on size and 
colour –darker being older), females from the LS-VL stock (cfr. Livingston 
et al. 2012; Ochocki & Miller 2016; Williams et al. 2016). As a result, any 
spatial sorting of phenotypes was nullified and relatedness manipulated 
and hence no longer expected to increase towards the range edge. The 
spatial structure (local densities) of the metapopulations within this 
treatment was however kept (i.e. if n females were on a patch before 
the replacement, they were replaced by n females from the stock). In 
this first experiment, we thus compared unmanipulated, genetically 
diverse metapopulations (ECO-EVO treatment) with regularly reshuffled 
metapopulations where the spatial structure in phenotypes and 
relatedness was repeatedly destroyed (RFS treatment). Both treatments 
were replicated six times.
In the second experiment, we used highly inbred mite strains 
that were depleted of genetic variation to design experimental 
metapopulations that were either monogenetic “INBRED” or genetically 
diverse “MIX” (figure 2) (see Appendix Section 1 for information regarding 
the used mite strains). In the MIX treatment (for “mixture of inbred lines”) 
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(cfr. Wagner et al. 2016), experimental metapopulations were initialised 
using mites from the MIX strain, which harboured standing genetic 
variation on which evolution could act. In the INBRED treatment (for 
“inbred line”), experimental metapopulations were initialised using 
mites from one out of three separate inbred strains (cfr. Turcotte et 
al. 2011). No manipulations of genotypic (relatedness) or phenotypic 
(spatial sorting) structuring were performed in this second experiment. 
We here thus compared unmanipulated metapopulations (MIX 
treatment) with metapopulations where only condition-dependency (kin 
competition) could affect range expansion (INBRED treatment). Both 
treatments were replicated six times (in case of INBRED, two replicates 
(i.e. metapopulations) per inbred strain were set up).
Figure 2: the four treatments. In the first experiment (left side), microcosms were either assigned 
to ECO-EVO or to RFS. Both these treatments harboured a relatively high amount of standing 
genetic variation (mites from LS-VL strain), but in RFS, all adult females were regularly replaced 
by females from the LS-VL stock (reshuffling). In the second experiment (right side), microcosms 
were either assigned to MIX or to INBRED. The former harboured standing genetic variation 
(mites from MIX strain), but the latter not (inbred mites). No reshuffling was performed in this 
second experiment.
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Data collection and statistics
A detailed overview of the applied methodology during data 
collection can be found in Appendix Section 2. In short, we followed up 
the rate of range advance for each metapopulation and examined the 
ambulatory dispersal behaviour (emigration rate, immigration rate, mean 
distance dispersed), the intrinsic rate of increase (r) and eight life-history 
traits that affect r (egg survival, juvenile survival, development time, sex 
ratio, adult size, daily and lifetime fecundity and longevity) for the core 
and edge of each metapopulation (all resulting data will be deposited 
in the Dryad Digital Repository). Prior to all these assessments, mites 
were first sampled from the core (first (two) patch(es)) and edge (last 
two to three inhabited patches) of each metapopulation. For each core 
and edge, ten adult females were collected, placed with five together 
on a bean patch of 3.5 x 4.5 cm2 and put in an incubator (30°C, 16:8 LD). 
The females were subsequently allowed to lay eggs during 24 hours, 
after which they were removed and their eggs were left to develop. The 
resulting synchronised freshly mated 1-day-old adult females of the F1 
generation were then used for the assessments. As all mites were kept 
under common conditions during this one generation of synchronisation, 
direct environmental and environmentally-induced maternal effects (cfr. 
Macke et al. 2011a) of the experimental metapopulations were levelled 
out.
The statistical analyses were performed with (generalised) 
linear mixed models, using the SAS software (version 9.4, SAS Institute, 
Cary, NC, 2013). For the analysis of the rate of range advance, the position 
of the range front was the dependent variable, while treatment, time and 
their interaction were set as the independent fixed variables. For all other 
analyses, the origin of the mites (core versus edge) was the independent 
fixed variable. Time and its interaction with origin were furthermore 
added when we were interested in the trend over time. Such longitudinal 
data were then analysed using repeated measurements. To account for 
potential non-independence of our data, we added maternal line and 
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other sources of dependency as random effects (a detailed outline of the 
different statistical models can be found in Appendix Section 2 and the 
SAS scripts will be deposited in the Dryad Digital Repository). Effective 
denominator degrees of freedom for the tests of fixed effects were 
computed according to a general Satterthwaite approximation. Because 
the variance explained by random effects varied among the different 
dependent variables in our study, these effective denominator degrees 
of freedom were different for each statistical model.
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Results
In the first experiment, the rate of range advance was 
significantly higher in the ECO-EVO compared to the RFS treatment 
(F1,414=96.28; p<0.0001; figure 3). Accordingly, in the second experiment, 
the rate of range advance was significantly higher in the MIX compared 
to the INBRED treatment (F1,399=7.88; p=0.0052; figure 3). The number of 
patches occupied within the microcosms by day 73 (the last day for which 
data for all microcosms were available) was 11% lower in the INBRED 
compared to the MIX treatment and 29% lower in the RFS compared to 
the ECO-EVO treatment. The reduction in range advance was thus 2.6 
times stronger in the RFS than in the INBRED treatment (figure 3).
Furthermore, when comparing among mites originating from 
the edge versus core of the experimental metapopulations, edge mites 
exhibited a significantly higher intrinsic rate of increase compared to 
core mites in case of the ECO-EVO treatment (F1,153=5.32; p=0.0225), 
while no differences between edge and core were found for the RFS 
treatment (F1,117=0.31; p=0.5817) (figure 4) (first experiment). Accordingly, 
in the second experiment, edge mites exhibited a significantly higher 
intrinsic rate of increase than core mites in case of the MIX treatment 
(F1,235=6.46; p=0.0117), while no differences were found for the INBRED 
treatment (F1,278=0.51; p=0.4747) (figure 4).
No consistent significant differences among edge and core mites 
were, however, found with regard to ambulatory dispersal behaviour 
or the eight measured life-history traits that affect r (all estimates, 
F-statistics and p-values can be found within Appendix Section 3). 
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Discussion
In both experiments, the treatment where evolution was 
unconstrained (ECO-EVO for the first and MIX for the second experiment) 
showed a significantly faster range advance over time than the treatment 
where evolution was constrained (RFS for the first and INBRED for the 
second experiment). Spatial selection can therefore reasonably be 
considered one of the drivers of range advance in our experiment. This 
finding is in general accordance with previous work (e.g. Phillips et al. 
2010; Shine et al. 2011; Perkins et al. 2013; Ochocki & Miller 2016; 
Van Petegem et al. 2016; Williams et al. 2016). In Wagner et al. (2016), 
the treatment with multiple introductions (comparable with our MIX 
treatment) also showed a higher velocity of expansion than the treatment 
with a single introduction (comparable with our INBRED treatment), but 
they ascribe this difference to heterosis leading to a “catapult effect”. 
Such an effect is, however, not expected in our study as metapopulations 
were initialised with an already mixed strain and not with separate 
strains that would hybridise after initialisation.
Interestingly, where Williams et al (2016) found a significantly 
reduced among-replicate variation in spread (hence a more predictable 
spread) for evolving populations (cfr. ECO-EVO and MIX) and where 
Wagner et al. (2016) accordingly found a reduced variance for invasions 
following genetic admixture (cfr. MIX –but see above), Ochocki and 
Miller (2016) found the exact opposite: an increased variability in sorted 
compared to shuffled replicates (cfr. ECO-EVO versus RFS), suggesting 
an important role for gene surfing. In the current study, in contrast, 
no significant differences in the variation in spread rate were present 
among any of the treatments (see Appendix Section 4). Furthermore, 
though a greater variation in gene expression in the edge compared to 
core populations (see Appendix Section 5) suggests an effect of gene 
surfing within our microcosms, no significant stochastic effects were 
found within (due to repeated founder effects during range expansion 
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-see McInerny et al. 2009; Slatkin & Excoffier 2012; Pierce et al. 2014; 
Peter & Slatkin 2015, potentially leading to gene surfing -cfr. Ochocki & 
Miller 2016) or among (due to an initial founder effect upon initialisation) 
replicates (see Appendix Section 6).
Our results more specifically suggest that augmented intrinsic 
rates of increase (r), as part of the evolutionary process of spatial selection, 
were causative of the faster range advance in the treatments with 
unconstrained evolutionary potential (ECO-EVO and MIX). In accordance 
with theoretical expectations (Phillips et al. 2010; Shine et al. 2011) and 
previous empirical work (Phillips 2009; Fronhofer & Altermatt 2015; 
Wagner et al. 2016), we observed an increased r in the edge populations 
of these treatments. Van Petegem et al. (2016) found the opposite 
(decreased r at range expansion front), but in their study, mites evolved 
within natural populations (as opposed to within microcosms) and might 
thus have been subject to other selective pressures (e.g. adaptation to 
the local environmental conditions). Furthermore, they did not directly 
measure r, but assessed it via a derived population-level measure, based on 
the multiplication of several life-history traits. Their result of a decreased 
r at the front was mainly shaped by a decreased fecundity and longevity, 
both of which did not show a response in the current study. In fact, in 
the current study, none of the eight life-history traits showed a response, 
despite the clear increase in r at the leading edges in our microcosms. 
The highly context-specific correlation structure of the life-history traits, 
together with the high variability in trajectories (core towards edge) (see 
Appendix Section 6), however, suggest that this increased r might have 
been achieved through alternative multivariate trajectories (e.g. via an 
increased fecundity and longevity in one population versus via decreased 
development times and sex ratios in another). Yet bootstrapping did 
not allow us to rebuild the empirically determined higher r from the 
individual life-history trait values (see Appendix Section 7). The increased 
r at the leading edges of our microcosms must thus have been caused by 
another factor like, for example, density effects. Indeed, though both the 
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assessments of r and of the separate life-history traits were performed 
starting from single females (hence low density), densities for the former 
did strongly increase over time as the populations grew. Accordingly, in 
figure 4, differences between core and edge mainly arise at these high 
densities.
Where spatial selection is typically understood as a process that 
involves a selection pressure for both an increased reproductive rate 
(r) and an increased dispersiveness at the range front, our data did not 
show support for a role of the latter mechanism in our metapopulations. 
Mites originating from the edge of the metapopulations did not exhibit 
an increased dispersiveness in the two treatments where evolution 
was unconstrained (ECO-EVO and MIX). This suggests the faster range 
advance in these treatments to have been achieved independently of 
evolutionary changes in dispersiveness (cfr. Wagner et al. 2016). This 
contrasts with theoretical expectations (Phillips et al. 2010; Shine et 
al. 2011; Perkins et al. 2013) and with previous empirical studies (e.g. 
Fronhofer & Altermatt 2015; Huang et al. 2015; Ochocki & Miller 2016; 
Van Petegem et al. 2016; Williams et al. 2016, but see Wagner et al. 2016). 
The heritability of dispersal behaviour, however, may differ between 
species and the specific dispersal-related trait under study.
Importantly, though we only reared mites under common 
conditions during one generation and though grandparental effects are 
known to influence ambulatory dispersal behaviour in T. urticae (Bitume 
et al. 2014), the lack of a response in ambulatory dispersal could not have 
merely been caused by countergradient variation (i.e. the low densities at 
the edges of the microcosms –see below- leading to a transgenerational 
phenotypic decrease in dispersal for mites originating from the edges, 
which obscures a genotypic increase in these mites). Otherwise, a 
decreased dispersiveness at the edge should have been found for the 
treatments with constrained evolutionary potential (RFS and INBRED). 
Moreover, we assessed ambulatory dispersal by putting ten mites on a 2 
x 2cm2 patch, which matches the low-density conditions in Bitume et al. 
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(2014), for which grandparental environmental conditions did not affect 
dispersal behaviour. The specific structure of our microcosms (where only 
two free patches were always available at the leading edge), however, 
could potentially have impeded the evolution of increased long-distance 
dispersal. This could explain the discrepancy between our results, where 
no indications for increased long-distance dispersal at the range front 
of the evolutionary unconstrained metapopulations (ECO-EVO and MIX) 
were found, and those from several previous studies (Boeye et al. 2013; 
Ochocki & Miller 2016; Williams et al. 2016).
Most remarkably, the difference in average rate of range advance 
was more than twice as big between the two treatments of our first 
experiment (RFS more than 29% slower than ECO-EVO) than between 
the two treatments of our second experiment (INBRED 11% slower 
than MIX). RFS (the only population where kin structure was destroyed) 
thus showed on average the slowest expansion rate of all treatments 
(figure 3). In other words, in the MIX and INBRED treatment (where 
kin competition was always high due to minor (MIX) to no (INBRED) 
genetic variance present) and in the ECO-EVO treatment (where genetic 
relatedness most likely increased towards the leading edge –see earlier), 
the high levels of relatedness at the leading edge were likely causative 
of plastically increased dispersal, hence a faster range advance. Kin 
structure may indeed have the potential to impact range dynamics as 
it affects dispersal decisions, leading to more (Bowler & Benton 2005; 
Clobert et al. 2009) and further dispersal when high (see e.g. Bitume 
et al. 2013). Kin recognition is not restricted to animals, but has been 
demonstrated in several plant species (Dudley & File 2007; Murphy & 
Dudley 2009; Semchenko et al. 2014), including Arabidopsis (Biedrzycki 
& Bais 2010a; Biedrzycki & Bais 2010b; Biedrzycki et al. 2010), the model 
system used for experimental range expansions by Williams et al. (2016). 
Kin competition may thus have been an equally important but neglected 
proximate driver of range expansion in their experiment.
Our finding is in line with theoretical predictions (Kubisch et 
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al. 2013) (though within their modelling framework, kin competition 
could only result in increased dispersal through evolutionary –instead 
of plastic- changes) and one previous empirical study (Cote et al. 2007 
–who showed that lizard populations with high levels of kin competition 
produced more successful colonizers). Importantly, the reduced spread 
rate in RFS was not simply due to a reduced population growth rate 
at the edge of this treatment (largely overlapping confidence intervals 
for RFS and ECO-EVO, see Appendix Section 8) and did not merely 
result from a lower amount of standing genetic variation in RFS 
(quantitative trait variation on average equally high for this treatment 
as for the other treatments, see Appendix Section 9). Furthermore, the 
reduction in the velocity of range advance did most likely not result 
from transgenerational density-effects carried over from the LS-VL stock 
population, as the relatively high densities within this stock should have 
resulted in more and not less dispersal. Interestingly, the more than twice 
as slow rate of range advance in RFS compared to the other treatments 
corresponds with the finding of Bitume et al. (2013) that a decrease in 
kinship coefficient from 0.8 to 0 results in an approximate halving in 
the mean distance dispersed and in the 10% furthest quantile of the 
distance distribution. 
We do need to stress, however, that the magnitude of the 
difference in rate of range advance in our specific study (RFS 2.6 times 
slower than the other treatments) should not be directly translated into a 
quantitative difference between plasticity (kin competition as proximate 
driver) and evolution (spatial selection) in their importance as drivers 
of range advance. As the two experiments in our study were performed 
using different mite strains, a direct, quantitative interpretation of the 
differences among these experiments might be unjustified. Nevertheless, 
the MIX and ECO-EVO treatment behaved very similarly (in terms of rate 
of range advance, r and quantitative genetic variation), which would 
to some extent nonetheless justify comparing among experiments. 
Furthermore, the relative importance of plasticity compared to evolution 
was also supported by the absence of a significant differentiation in gene 
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expression (transcriptomics) between mites originating from the core 
versus edge of the microcosms in the ECO-EVO treatment (see Appendix 
Section 5).
In conclusion, our results provide the first empirical evidence 
of relatedness and subsequent kin competition as an overlooked but 
significant proximate driver of range expansion in addition to spatial 
selection. While the loss of genetic variation during range expansion 
is typically considered to be an eventual constraining factor because it 
limits the potential for spatial selection and local adaptation, we here 
show that increased relatedness may in contrast plastically increase the 
rate of range advance. In the absence of substantial genetic variation, 
increased relatedness at the leading edge of an expansion front may 
result in increased dispersal despite the absence of any spatial sorting 
of dispersal phenotypes. This may result in ‘plastic rescue’ (as opposed 
to ‘evolutionary rescue’) when range expansions are forced by climate 
change, by enhancing connectivity among habitats in fragmented 
landscapes.
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Appendix: Detailed explanation of methods and 
supplementary figures and tables
Section 1: used strains of Tetranychus urticae
Several different strains of T. urticae were used within the current 
study: LS-VL, MR-VP, SR-VP, JPS, ALBINO, LONDON and MIX. The LS-VL 
strain was originally collected in 2000 on rose plants in Ghent (Belgium) 
and since then maintained on common bean (Phaseolus vulgaris, variety 
Prélude) in a laboratory environment (Van Leeuwen et al. 2004). This 
strain is known to harbour sufficient genetic diversity for studies of 
experimental evolution (e.g. De Roissart et al. 2015; Van Petegem et al. 
2015). The MR-VP, SR-VP, JPS, ALBINO and LONDON strains, in contrast, 
were devoid of genetic variation (we refer to these strains as “inbred 
strains”). By crossing these five different inbred strains, a strain with a 
certain amount of genetic variation could be created: the MIX strain. This 
was done by reciprocally crossing males and females of each of the inbred 
strains: for each combination of strains, one female (last moulting stage) 
of strain X/Y was put together on a bean patch with three males of strain 
Y/X, allowing fertilisation (in case a fertilisation was unsuccessful, this 
step was repeated). The resulting F1, F2 and F3 generations were again 
mixed in such a manner that, eventually, we obtained one mixed strain 
(MIX) that comprised a mixture of all inbred strains. Stock populations 
of the LS-VL and MIX strain were maintained on whole common bean 
plants in a climate-controlled room (28.1°C ± 2.1°C) with a light-regime 
of 16:8 LD, while stock populations of the inbred strains were maintained 
on bean patches in separate, isolated incubators (28°C, 16:8 LD). (The 
inbred MR-VP and ALBINO strain collapsed and where thus not used 
within the microcosm experiment.) Before eventually using the mite 
strains to initialise the experimental metapopulations in the microcosm 
experiment, they were first synchronised. For each strain, sixty adult 
females were collected from the respective stock populations, placed 
individually on a bean patch of 3.5 x 4.5 cm2 and put in an incubator 
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(30°C, 16:8 LD). The females were subsequently allowed to lay eggs 
during 24 hours, after which they were removed and their eggs were left 
to develop. Freshly mated 1-day-old adult females of the F1 generation 
were then used to initialise the experimental metapopulations (see 
below). As all mites were kept under common conditions during this one 
generation of synchronisation, direct environmental and maternally-
induced environmental effects (cfr. Macke et al. 2011a) of the stock-
conditions were levelled out.
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Section 2: Methodology for data collection and statistical 
analyses
Range expansion dynamics in the microcosms
Three times a week, the number of patches (populations) 
within each metapopulation and the number of adult females within 
all populations of these metapopulations were counted. As such, we 
kept track of the position of the range front (after approximately nine 
generations of range expansion, ultimately providing us a measure for 
the rate of range advance) and attained additional information regarding 
population dynamics (local densities).
Trait differentiation between core and leading edge of the microcosms
Ambulatory dispersal behaviour
The ambulatory dispersal behaviour of the mites was tested 
using a linear system (cfr. experimental metapopulations) of four (short 
distance), three (medium distance) or two (long distance) bean patches 
(2 x 2 cm2) connected by parafilm bridges of the same width but differing 
length: 1 x 8 cm2 (short distance), 1 x 13 cm2 (medium distance), 1 x 28 
cm2 (long distance). The total length of the linear system was thus kept 
constant (32 cm). In the first experiment (hence for the ECO-EVO and RFS 
treatment), one short-distance system was set up for each core and each 
edge of the metapopulations. In the second experiment (hence for the 
MIX and INBRED treatment), we additionally set up a medium- and long-
distance system for each core and each edge of the metapopulations 
(after obtaining the results of the first experiment, we were interested 
to see the effect of longer bridges) and replicated them (thus two short-, 
two medium- and two long-distance systems). All setups were put in a 
climate-controlled room (28.1°C ± 2.1°C; 16:8 LD), after which ten 1-day-
old adult females were each time put together on the first patch of the 
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linear system. During one week, the position of the ten mites was then 
recorded daily. Afterwards, emigration/immigration rates were assessed 
as the number of mites leaving the first patch/entering the last patch 
over time, and the mean distance dispersed was calculated.
Intrinsic rate of increase (r)
The intrinsic rate of increase (r, see Birch 1948) was assessed by 
putting a 1-day-old adult female on a bean patch of 5.5 x 5.5 cm2 and 
allowing her to establish a population. For each edge or core, six Petri 
dishes (each with one bean patch) were created and put in an incubator 
(30°C, 16:8 LD). Starting from day 8, the number of adult females was 
counted weekly (for ECO-EVO and RFS) or twice a week (for MIX and 
INBRED) during three weeks.
Life-history traits that affect r: egg survival, juvenile survival, development 
time, sex ratio, adult size, daily and lifetime fecundity and longevity
In a first setup, egg survival, juvenile survival, development 
time (for females and for males), sex ratio and adult size (for females 
only) were assessed following the exact same logic and procedures 
as described in Van Petegem et al. (2016). Because we here assessed 
sex ratio and adult size within the same setup as egg survival, juvenile 
survival and development time (in the previous study, a separate setup 
was used for sex ratio and for adult size), however, all the traits were 
assessed for the offspring produced by one fresh adult female during 
24 hours of egg-laying (though this period was sometimes prolonged 
when the female had produced too few eggs) and developed at 20°C 
(in the previous study, sex ratio was measured for all offspring produced 
during the first 7 days of egg-laying and developed at 27°C, while egg 
survival, juvenile survival and development time were assessed starting 
with three 4-day-old adult females). The females were each put on a 
bean patch of 1.5 x 2.5 cm2 (which is slightly smaller than in the previous 
study -only for practical reasons), of which three were put in each of two 
(for ECO-EVO and RFS) or five (for MIX and INBRED) Petri dishes. Sex 
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ratios of 1 (i.e. all males, indicating that the mother was not inseminated) 
were not included in the data analysis.
In a second setup, daily fecundity, lifetime fecundity and 
longevity were assessed following the exact same logic and procedures 
as described in Van Petegem et al. (2016), but the females were each put 
on a bean patch of 1.5 x 2.5 cm2 (cfr. above), of which three were put in 
each of three Petri dishes and stored in an incubator at 30°C (27°C in 
Van Petegem et al. 2016). For daily fecundity, mean as well as cumulative 
daily fecundity was assessed. For mean daily fecundity, days where the 
female got stuck into the cotton (bean patches were always placed on 
moist cotton) or died were excluded from the data analysis. 
Statistical analyses
The analyses were performed with the SAS software (version 
9.4, SAS Institute, Cary, NC, 2013), using either the GLIMMIX (generalised 
linear mixed model, for binomial distributed data) or MIXED (linear 
mixed model, for normally distributed data) procedure. In the first case, 
parameters were estimated via pseudo-likelihood techniques, while 
in the second case, restricted/residual maximum likelihood (REML) 
was applied. For all generalised linear mixed models, a binomial error 
structure was modelled with the proper link function (logit link) and 
potential overdispersion was corrected for by modelling residual 
variation as a random factor (Verbeke & Molenberghs 2000). Effective 
denominator degrees of freedom for the tests of fixed effects were 
always computed according to a general Satterthwaite approximation. 
Because the variance explained by random effects varied among the 
different dependent variables in our study, these effective denominator 
degrees of freedom were different for each statistical model.
For the assessment of range expansion dynamics (more 
specifically the position of the range front), comparisons were made 
among the treatment pairs of our two experiments (ECO-EVO versus RFS 
and MIX versus INBRED –see earlier) and treatment was thus set as the 
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independent fixed variable. For all assessments of trait differentiation, 
in contrast, comparisons were made within treatments. Here, the origin 
of the mites (core versus edge) was the independent variable. In those 
cases where we were interested in a linear trend over time (rate of 
range advance, cumulative daily fecundity, intrinsic rate of increase (r), 
emigration/immigration rate and mean distance dispersed), day and 
its interaction with mite origin (with treatment in the case of range 
advance) were added as two additional independent fixed variables. The 
analyses were then restricted to that part of the data showing a linear 
trend (i.e. for cumulative daily fecundity, analyses were performed only 
for those days where the mother mite still produced eggs; for intrinsic 
rate of increase, analyses were restricted to the days before reaching 
carrying capacity of the bean patch; for emigration/immigration rate and 
mean distance dispersed, analyses were run for only those days prior to 
reaching an ideal free distribution of the mites). For the intrinsic rate of 
increase (exponential curve), the data were thus first log-transformed. 
All longitudinal data were analysed as repeated measurements, using 
covariance models with either an unstructured, toeplitz, autoregressive or 
spatial exponential covariance structure (for each model, all covariance 
structures were compared and the one providing the lowest AIC was 
selected).
In all those cases where assessments were made using several 
bean patches placed on a Petri dish (i.e. for all assessments except for 
rate of range advance, intrinsic rate of increase, and ambulatory dispersal 
behaviour; and also with the exception of adult size –where mites from 
different Petri dishes were lumped together), Petri dish identity (nested 
within mite origin) was modelled as a random effect to control for 
dependency among the patches within this Petri dish. For development 
time, patch identity (nested within Petri dish) was additionally modelled 
as a random effect to control for dependency among the mites that 
developed on the same patch. Furthermore, for all assessments of trait 
differentiation (except for ambulatory dispersal behaviour in the first 
experiment, as there was only one point per replicate –see earlier), 
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replicate was modelled as a random effect to control for dependency 
among mites originating from within the same replicate (there were 
six replicates (i.e. metapopulations) for the ECO-EVO, RFS and MIX 
treatment and three times two replicates for the INBRED treatment 
-see earlier). In case of the INBRED treatment, replicate was moreover 
nested within strain (JPS, SR-VP or LONDON –see Appendix Section 
1). Accordingly, for all assessments involving mites from the INBRED 
treatment, strain was included as an additional random effect to control 
for dependency among mites originating from the same inbred strain. 
Finally, for all assessments of trait differentiation (except for ambulatory 
dispersal behaviour in the first experiment -see above), we also added 
the interaction between replicate and mite origin as an extra random 
effect to take into account that the effect of mite origin might differ 
among replicates (e.g. in replicate 1, mites from the core patch could 
be more fecund than mites from the edge patch(es), while the opposite 
trend might be found in replicate 2).
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Section 3: Estimates, F-statistics and p-values for 
ambulatory dispersal and the eight measured life-history 
traits
ECO-EVO treatment
RFS treatment
Table A.1: estimated averages for each trait (in case of longitudinal trends, the estimate of the slopes are 
given) for the core versus edge (± SE) of the ECO-EVO treatment, together with the F-statistics and the 
p-values. P-values in bold indicate significant differences.
Table A.2: estimated averages for each trait (in case of longitudinal trends, the estimate of the slopes are 
given) for the core versus edge (± SE) of the RFS treatment, together with the F-statistics and the p-values. 
P-values in bold indicate significant differences.
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MIX treatment
INBRED treatment
Table A.3: estimated averages for each trait (in case of longitudinal trends, the estimate of the slopes are 
given) for the core versus edge (± SE) of the MIX treatment, together with the F-statistics and the p-values. 
P-values in bold indicate significant differences.
Table A.4: estimated averages for each trait (in case of longitudinal trends, the estimate of the slopes 
are given) for the core versus edge (± SE) of the INBRED treatment, together with the F-statistics and the 
p-values. P-values in bold indicate significant differences
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Section 4: Variation in spread rates among replicates
Figure A.1: Position of range front over time in each of the four treatments. Each line represents 
a replicate (six replicates per treatment).
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Table A.5: coefficients of variance (cv), together with their lower and upper 95% credibility 
interval limits, for the endpoints (range front positions at day 73, i.e. the last day with data for 
each microcosm) within each treatment. These data were generated via bootstrap resampling. 
None of the treatments show non-overlapping credibility intervals.
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Section 5: Methodology and results transcriptomics
Prior to transcriptome analysis, mites were sampled from the 
core and edge of the six experimental metapopulations of the ECO-EVO 
treatment and reared under common environmental conditions (see 
main text “data collection and statistics” for details). We thus collected six 
independent biological replicates for the core and six for the edge. RNA 
samples were extracted from 100-150 pooled 1-to-2-day-adult female 
mites using the RNeasy mini kit (Qiagen) and were subsequently DNase 
treated (Turbo DNA-free, Ambion). The quality and quantity of the RNA 
were assessed by a TapeStation instrument and corresponding software 
(version A.01.05 (SR1)) (Agilent Technologies) and by running an aliquot 
on a 1% agarose gel. All samples had a RIN of 7 or higher. RNA was 
labelled with cyanine dyes, as described in Dermauw et al. (2013). RNA 
of the edge and core samples was labelled with cy5 and cy3, respectively. 
Hybridization of cRNA samples was performed as described in Dermauw 
et al. (2013). On every array, a cy3-labelled core sample was mixed with 
the cy5-labelled edge sample of each biological replicate. Slides were 
scanned with an Agilent Microarray High-Resolution Scanner and raw 
data were extracted with Agilent Feature Extraction software using the 
GE2_107_Sep09 protocol (the microarray data will be deposited in the 
Gene Expression Omnibus (GEO)). The data were then processed and 
analysed in limma (Smyth 2005). Red and green background intensities 
were corrected by the “normexp”-method, using an offset of 50 (Ritchie 
et al. 2007). Box-Cox transformation was applied using the caret package 
in R. A within- and between-array normalisation (“loess”- and “Aquantile”-
method, respectively) was subsequently performed. The quality of the 
normalized MA data was assessed using arrayQualityMetrics (Kauffmann 
et al. 2009). In the linear modelling of the data, intra-spot correlations 
were incorporated (Smyth & Altman 2013). To get an initial overview of 
the transcriptomic data, an exploratory PCA analysis was conducted on 
the background corrected red and green intensities, which reflect the 
edge and core mite populations, respectively. As evidenced by figure S6, 
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no consistent evolutionary trajectories were apparent between leading 
edge and core patches across the different biological replicates. Individual 
significantly differentially expressed genes were subsequently identified 
by an empirical Bayes approach with cut-offs of the Benjamin-Hochberg 
corrected p-values and log2FC at 0.05 and 0.585, respectively (e.g. used 
in De Roissart et al. 2016). In contrast to De Roissart et al. (2016), where 
over 150 genes showed genetically determined differential expression, 
only 21 genes exhibited significant differential transcript levels in the 
current study. Moreover, only one gene (tetur06g00230) displayed an 
absolute fold change of higher than 2. Due to such small transcriptomic 
response, no GO-terms could be assigned to the differentially expressed 
gene set (De Roissart et al. 2016).
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Figure A.2: Exploratory PCA plots of the core (red) and edge (green) 
mite populations of the 6 biological replicates within the ECO-EVO 
treatment. Multivariate data analysis was based on the corrected 
cyanine intensities (panel A) or on the Box-Cox transformed (using 
the caret package in R) corrected cyanine intensities (panel B), 
representing the transcript levels on a genome-wide scale. PC1 
and PC2 represent 43.4% and 18.8% (panel A) or 38.1% and 13.0% 
(panel B) of the total data variability, respectively.
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Figure A.3: ordination plot showing the start- (core, circle) and endpoint (edge, cross) for each replicate of 
the ECO-EVO (green) and RFS (orange) treatment. The blue arrows represent the five most influential traits 
in explaining the variation along the first and second axis of the PCA. None of these traits, however, showed 
a clear directional response within the microcosms. There is a high variability in trajectories with arrows 
pointing in all directions. This could indicate a stochastic effect within replicates (e.g. gene surfing during 
range expansion within microcosms), but see table S5. LONG: longevity, DAFE: mean daily fecundity, CUFE: 
cumulative daily fecundity, LIFE: lifetime fecundity, DIMO: mean distance moved.
Section 6: Variance-covariance structure of traits, among and 
within replicates
Figure A.4: ordination plot showing the start- (core, circle) and endpoint (edge, cross) for each replicate 
of the MIX (green) and INBRED (orange) treatment. The blue arrows represent the five most influential 
traits in explaining the variation along the first and second axis of the PCA. None of these traits, however, 
showed a clear directional response within the microcosms. There is variability in trajectories, though in the 
MIX treatment, endpoints somewhat cluster together. The startpoints are scattered, which could indicate a 
stochastic effect among replicates (i.e. different founder populations for the different microcosms) (due to the 
initial founder effect), but see table S5. LONG: longevity, DAFE: mean daily fecundity, CUFE: cumulative daily 
fecundity, LIFE: lifetime fecundity, DIMO: mean distance moved.
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Figure A.5: Heatmaps of the life-history traits that constitute r, for each of the 8 treatment(4)-by-
origin(2) combinations. The covariance structure is highly context-specific. EGSU (egg survival), 
JUSU (juvenile survival), DETF (development time for females), DETM (development time for males), 
SERA (sex ratio), ADSI (adult size), LONG (longevity), LIFE (lifetime fecundity), DAFE (daily fecundity)
231
Section 7: Methodology and results for the assessment of 
the intrinsic rate of increase (R0) via bootstrap resampling
Differences in performance (R0) between core and edge mites 
were assessed using the basic reproductive rate (R), corrected for 
generation time (T), as a metric following the approach of Cameron et 
al. (2013). Briefly, R0 was estimated from the basic life-history data (see 
Appendix Section 2) using the following formulas:
R = S × P × F
is the number of adult females produced per female per 
generation, with S the survival rate to maturity, P the proportion 
of females among individuals surviving to maturity and F the 
lifetime egg production; 
T = Ti + Tm
is the generation time (from egg to egg) (i.e. average cohort 
lifespan sensu Cameron et al. 2013), with Ti the age at maturity 
and Tm the average time from an individual maturity to the birth 
of one of its offspring;
R0 = exp( ln(R ) / T)
As the life-history traits underlying the calculation of R0 were 
obtained on different individuals, we combined them by bootstrap 
resampling (10000 iterations). This allowed us to obtain mean values 
and confidence intervals for R0 at each replicate-by-origin (i.e. core versus 
edge) combination. R0 at core and edge patches were then compared for 
each replicate in each treatment, and were deemed significantly different 
if 95% confidence intervals around means were non-overlapping. As 
can be witnessed from table A.7, none of the bootstrapped R0 were 
significantly different between edge and core across the replicates.
232
Figure A.6: Mean per-replicate R0 as a function of origin (core versus edge) and treatment, estimated by 
bootstrap.
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Table A.7: Means and confidence intervals for R0, as estimated by bootstrap.
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Section 8: confidence intervals intrinsic rate of increase
Section 9: quantitative trait variation
Table A.9: Coefficients of variance for all assessed traits, for each replicate of each origin-by-
treatment combination.
The table can be consulted via the following link: https://goo.gl/YIf5dN
Table A.8: Estimated lower and upper 95% confidence interval limits of the slopes of the 
intrisic rates of increase, for each treatment-by-origin combination.
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Chapter 5: 
Intersexual phenological mismatch 
due to unfamiliar temperatures is offset 
by plasticity in a range-expanding arthropod
5
Katrien H. P. Van Petegem, Margaux Boeraeve, Robby Stoks, Dries Bonte
submitted to Global Change Biology
Abstract
During invasions, founder populations typically experience 
unfamiliar temperatures, which may severely impair fitness. Failure to 
cope with these novel temperatures is expected to slow down range 
expansion and to hinder establishment. In ectothermic species in 
particular, unfamiliar temperatures may differentially affect male and 
female development, resulting in an intersexual phenological mismatch, 
which may induce strong Allee effects due to the failure to find mates 
in time (as opposed to in space). As a result, reproduction may fail 
completely, or in haplodiploid organisms, progeny sex ratios may become 
male-biased, thereby slowing down population growth. While this is 
expected to hamper range expansion and establishment, some species 
might be able to compensate by plastic adjustments. We examined 
whether unfamiliar temperatures encountered during polewards range 
expansion resulted in a phenological mismatch between the sexes of 
the herbivorous mite Tetranychus urticae and whether such temperatures 
negatively affect its population growth. We also experimentally assessed 
the effect of intersexual phenological differences on population growth. 
Unfamiliar temperatures resulted in an intersexual phenological 
mismatch, but negative effects of a delayed mating on population growth 
were absent. This could be attributed to a plastic adjustment of progeny 
sex ratio towards a high ratio of daughters upon fertilisation, to balance 
the initial high ratio of sons. Our study thus demonstrates that range 
expansions and the establishment of introduced species should not 
per definition be constrained by intersexual phenological mismatches. 
Our results highlight the need to carefully assess plastic responses to 
improve ecological forecasting.
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Introduction
Two widespread ecological responses to global warming are 
shifts in phenology (i.e. the timing of lifecycle events) and range shifts 
(Parmesan 2006). Though these two responses are generally considered 
independent from each other, they may be directly related when 
distributional shifts lead to shifts in phenology. This may be especially 
true for invasive species, which typically encounter new environmental 
conditions and may thus be forced to adjust their phenology (e.g. Van 
Der Jeugd et al. 2009; Lehmann et al. 2014). Mismatches in phenology 
may (in part) explain the failure of these invasive species to establish in 
or (continue their) spread from sites of introduction (e.g. Lehmann et al. 
2015).
A fundamental prerequisite for establishment and for (continued) 
range expansion is population persistence and growth, which in turn 
critically depends on mate finding and successful reproduction. Indeed, as 
most animal species engage in sexual reproduction, a failure to mate may 
perhaps be the most important Allee effect in low-density populations 
at sites of introduction or at range fronts. In such founder populations, 
mating failure may be particularly linked with the difficulty to find mates 
in space (e.g. Rhainds & Fagan 2010; Rhainds et al. 2015), which leads to 
decreased per capita population growth (Stephens & Sutherland 1999; 
Larsen et al. 2013). Another important obstacle, however, is finding mates 
in time (e.g. Robinet et al. 2007; Rhainds 2013), which may be affected by 
phenological differences among the sexes (protandry or protogyny, where 
respectively males or females ‘arrive’ first at breeding areas)(Calabrese & 
Fagan 2004; Robinet et al. 2008). Such differences may be a by-product 
of selection acting independently on the timing of ‘arrival’ of the sexes, 
or may in contrast be actively maintained by selection. In ectotherms, 
intersexual phenological differentiation could for example arise as a 
by-product of the “fecundity advantage” (i.e. positive relation between 
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female body size and fecundity, see Darwin 1874 and Shine 1988) in 
which case females may develop more slowly than males. Alternatively, 
differences between the sexes may be specifically selected for when they 
provide an adaptive advantage for males and/or females (e.g. maximised 
mating opportunities for males or minimised pre-reproductive deaths 
for females, see Morbey & Ydenberg 2001 for a complete overview of the 
hypotheses explaining protandry).
In arthropods, protandry is a common phenomenon (e.g. 
Lederhouse et al. 1982; Thornhill & Alcock 1983; Zijlstra et al. 2002; 
Rhainds 2013 -see Morbey & Ydenberg 2001 for more examples) and 
generally considered adaptive (Morbey & Ydenberg 2001). Interestingly, 
where the timing of arthropod emergence and eclosion is temperature-
dependent, temperature may differentially affect male and female 
development (e.g. due to a greater variation in female than male 
hatching dynamics -see Chuche & Thiery 2012), hence modulating 
phenological differences among the sexes (Nylin & Gotthard 1998; 
Chuche & Thiery 2012). We may therefore expect that, if unfamiliar 
temperatures experienced by founder populations outside the original 
range differentially affect sexes, protandry may locally be disrupted or 
instead ‘overexpressed’ (cfr. developmental trap, see Van Dyck et al. 2015). 
Together with mate-finding failure in space (Rhainds et al. 2015), this 
could be an important hindrance for effective population growth, thus 
potentially impeding establishment or (further) range expansion.
To our knowledge, three studies so far (one empirical: Rhainds 
2013, one theoretical: Robinet et al. 2007 and one combined: Walter et 
al. 2015) specifically assessed geographic variation in climate suitability 
for mating in arthropods. Each of these concluded that locally unsuitable 
climatic (temperature) conditions may result in a significantly reduced 
mating success. None of these studies, however, followed up population 
growth during one or more generations (Walter et al. 2015 and a follow-
up study of Rhainds 2013 -Larsen et al. 2013- did indirectly assess 
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population growth rates). Yet without information on population growth, 
predictions considering the potential for successful establishment and 
spread may be premature. Furthermore, all three studies used fully 
sexually reproducing, univoltine species with ‘immobile’ females, which 
may have significantly impacted outcomes, as these types of species are 
expected to be especially vulnerable to negative population growth due 
to mate-finding failure.
The two-spotted spider mite (Tetranychus urticae Koch – Acari, 
Tetranychidae) is a fully mobile, group-living herbivorous pest-species 
that has recently expanded its European range. In this species, range 
expansion is typically achieved through long-distance aerial dispersal, 
which is largely restricted to single, freshly-mated adult females 
(Brandenburg & Kennedy 1982; Li & Margolies 1993b). Though a founder 
female can thus produce offspring, her F1-generation may suffer from 
an intersexual phenological mismatch (i.e. a deviation from the normal 
situation of mild protandry –males 0.5 day prior to females, see Sabelis 
1981) due to the unfamiliar temperatures in a new environment. Such a 
mismatch implies a delayed mating or even a complete failure to mate, 
both of which can negatively impact population growth (see Walker & 
Allen 2011 for an example of the former) and hence hamper settlement 
and/or (further) range expansion. However, T. urticae reproduces via 
arrhenotokous parthenogenesis (Helle 1967a) and fertilised females 
can adjust the sex ratio of their offspring (Young et al. 1986; Macke et 
al. 2011a). Therefore, while population growth rate will be negatively 
affected by a delayed (or failed) mating (during virginity, females produce 
100% male offspring), we predict that the cost of a delay may partially 
or completely be offset after mating by a shift1 in progeny sex ratio to 
produce a high ratio of daughters.
1  Sex ratio adjustments are commonly observed within insects (mainly: 
Hymenoptera and Thysanoptera) and mites with a haplodiploid reproduction. However, 
there are also examples of shifts in offspring sex ratios (in manners consistent with 
adaptation) in mammals, birds, frogs, lizards, snakes, spiders and malaria & related 
protozoans (West et al. 2002 Heredity; West 2002 Science). According to West (2002), more 
examples might moreover exist in nature, which are to date merely unreported.
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Here, we evaluated the hypothesis that the unfamiliar 
temperatures encountered by T. urticae during range expansion modify 
its level of protandry, but that this will not result in strong reductions in 
population growth rate due to compensatory switches in offspring sex 
ratio. In a first step, we used a thermal reaction norm experiment in the 
laboratory where we assessed female and male development times at 
different temperatures for a set of mite populations originating from 
nine different localities along the species’ latitudinal expansion gradient 
in Europe. This allowed evaluating whether protandry in T. urticae is 
disrupted at unfamiliar temperatures. In a second step, we used the same 
reaction-norm approach to assess the population growth at different 
temperatures for four localities along the latitudinal expansion gradient. 
As such, we tested whether population growth is decreased at unfamiliar 
temperatures. We expected this not to be the case, despite the potential 
disruption of protandry at these temperatures. Finally, in a third step, we 
aimed to integrate the results of the first two steps by directly testing 
the effect of phenological differences between the sexes on population 
growth.
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Materials and methods
Study species
Tetranychus urticae is a globally distributed herbivorous pest 
species (Kennedy & Storer 2000; Hill 2008). In Europe, this species has 
expanded its range from the Mediterranean up to (at least) Northern 
Denmark over the last thirty years (Carbonnelle et al. 2007). T. urticae 
is highly fecund (Krainacker & Carey 1989) and has a very short 
generation time (Sabelis 1981). All else being equal, its development 
from egg to adult typically accelerates with increasing temperatures 
(with a maximum tolerable temperature around 35°C) (Sabelis 1981). 
The species life cycle consists of an egg stage, one larval and two 
juvenile stages (protonymph and deutonymph), interspersed with three 
quiescent stages (nymfochrysalis, deutochrysalis and teleiochrysalis). 
Under optimal conditions, the species exhibits protandry, whereby males 
develop on average 0.5 day faster than females (Sabelis 1981). This 
would be achieved by earlier oviposition and faster development of male 
eggs (Crooker 1985). Males guard teleiochrysalis females, to fertilise 
them upon emergence (Potter et al. 1976; Satoh et al. 2001). One 1-day-
old adult male can fertilise up to 15 females a day (Krainacker & Carey 
1988). A fertilised female can produce both fertilised and unfertilised 
eggs, of which the former will develop into females and the latter 
into males (Helle 1967a). Unfertilised females thus only produce male 
offspring (through arrhenotokous parthenogenesis). The sex ratio within 
a population is typically female-biased (3:1, see Krainacker & Carey 
1990), but (fertilised) mothers can adjust the sex ratio of their offspring 
(Young et al. 1986; Macke et al. 2011a).
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Experimental setups
Population sampling, common garden and synchronisation
The study consisted of three separate experiments. For each 
of these experiments, mites were sampled from localities along an 
800km latitudinal gradient from north-western Belgium (51.1°N) 
to northern Denmark (57.7°N) (figure 1) (see Van Petegem et al. 2016 
for detailed information about the sampling and the localities). For 
the first experiment, mites were sampled in the summer of 2011. For 
the second and third experiment, they were sampled in the summer 
of 2012. Prior to the experiments, mites were maintained in common 
garden stock populations (one per locality) for four (second experiment), 
six (first experiment) or twelve (third experiment) months. These stock 
populations were created by putting fifty to several hundred field-
collected mites on whole bean plants Phaseolus vulgaris, variety Prélude, 
and kept at room temperature with a light-regime of 16:8 LD (see Van 
Petegem et al. 2016). As a result of this long stay under common garden 
conditions, any plastic or epigenetic responses to differences among field 
localities were nullified. To obtain pools of same-aged females and to 
minimise maternal effects in response to differences in stock-conditions 
(e.g. density), we then synchronised mites during one more generation 
prior to starting the experiments. For each of the stock populations, at 
least thirty random adult females were therefore put together on a bean 
leaf (in a Petri dish, on top of moist cotton) and allowed to lay eggs 
during 24 hours (at room temperature in experiments 1 and 2 or in an 
incubator at 27°C in experiment 3) with a light-regime of 16:8 LD. These 
eggs were left to develop and the resulting F1-females were used to start 
the experiments. For experiments 1 and 2, the females were gathered 
and used when 1-day-old adults, while for experiment 3, five different 
developmental stages were gathered and used (see below). To obtain 
enough females for experiment 3, the synchronisation procedure was 
repeated several times. In addition, the synchronisation procedure was 
run for non-fertilised females (mothers), in order to obtain non-fertilised 
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eggs and hence a same-aged cohort of all male offspring. These were 
used in experiment 3 when freshly adult (see below).
Experiment 1: female and male development at different temperatures
In the first experiment, the development time of female and male 
mites from nine different localities (SKA, TVE, BLA, HAV, SPO, LAU, BAZ, OOD 
and ODK, figure 1) was assessed at three different temperatures: 17°C, 
19°C and 21°C. These temperatures correspond with approximately 2°C 
added to the average summer daytime temperatures near ground level 
Figure 1: A map showing all the field collection sites in Belgium, The Netherlands, Germany and Denmark. 
The graph shows the average summer (July – September) daytime (8 a.m. – 8 p.m.) air temperature near 
ground level for each collection site along the latitudinal gradient. These climatic data were obtained from 
FetchClimate, a web application that chooses the most accurate source for each particular climate variable 
(Microsoft Research Cambridge, http://research.microsoft.com/fetchclimate), and were averaged over the 
two summers in which mites where gathered in the field (2011 and 2012). For more information regarding 
the field collection sites, see Van Petegem et al. (2016).
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in, respectively, the north, centre and south of the latitudinal gradient 
(figure 1). The addition of 2°C parallels the approximate 2°C increase 
in temperature from ground compared to vegetation level (Stoutjesdijk 
& Barkman 1987). Five 1-day-old adult females were put together on a 
2 x 3.5 cm2 bean patch and allowed to lay eggs during 24 hours, after 
which the females were removed and the development of the eggs was 
followed up daily until adulthood. For each locality-by-temperature 
combination, three such bean patches were put in each of two Petri 
dishes (on top of moist cotton).
Experiment 2: population growth at different temperatures
In the second experiment, population growth starting from 
one founding female was assessed at these same three temperatures 
(17°C, 19°C and 21°C), but using mites from only four localities (SKA, 
BLA, ARE, KVS –spanning nearly the whole latitudinal gradient and with 
approximately equal inter-locality distances, figure 1). Populations were 
all initialised with one 1-day-old adult female, put on a 4.5 x 5.5 cm2 
bean patch (bigger patch than experiment 1, to sustain the population 
during more than one generation). For each locality-by-temperature 
combination, one such bean patch was put in each of ten Petri dishes (on 
top of moist cotton). Every other day, eggs, juveniles and adults (male/
female) were counted on all Petri dishes until the populations crashed 
(19°C and 21°C) or during approximately 100 days (17°C). To be able 
to statistically compare population growth among treatments, we used 
two derived measures: the height (number of female offspring, related 
to fecundity) and timing (day, related to generation time) of the first 
two peaks on the population growth curves (visually defined for each 
separate founding female). High and early peaks are indications of a 
high population growth rate. Only the second peak gives information 
on possible effects of a phenological mismatch on population growth 
(the first peak/generation stems from an already fertilised mother, so 
phenological differentiation only arises within this first generation 
and may then influence population growth in the second generation). 
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However, since the characteristics of the first peak inevitably affect those 
of the second one, we also tested for differences regarding this first peak.
Experiment 3: population growth for different demographic scenarios
In the third experiment, we tested the effect of a phenological 
difference in male and female maturation on population growth. 
We manipulated the intersexual phenological difference by adding 
fresh adult males to females of five different developmental stages: 
deutonymph (D), teleiochrysalis (T), 1-day-old adult (1dA), 2-day-old adult 
(2dA), 3-day-old adult (3dA). We also manipulated the initial (parental) 
sex ratio, because the effect of a phenological intersexual difference on 
population growth might vary according to the number of females to 
be located and fertilised. Single males were added to either three (the 
optimal sex ratio, see Krainacker & Carey 1990), two or single females. 
This gave a full factorial 3 (sex ratios) x 5 (female developmental stages) 
design. As the optimal situation for T. urticae is that where males mature 
0.5 day prior to females (Sabelis 1981), treatments 1dA, 2dA and 3dA 
showed an increasing phenological mismatch between the sexes as the 
male was added an increasing numbers of days after female emergence. 
Before addition of the male, females in these treatments could only 
produce sons. We hence expected these females to produce a high ratio 
of daughters upon fertilisation to decrease the competition among their 
sons (Hamilton 1967).
We used mites from only one locality (KVS) put at only one 
temperature (27°C, a relatively high temperature in order to speed up the 
development, hence experiment). To avoid females being inseminated 
before the onset of the experiment, females from the synchronisation 
step (see earlier) were put on a new bean patch (4.5 x 5.5 cm2, on 
top of moist cotton in a Petri dish) as soon as they had reached the 
teleiochrysalis stage (i.e. day 0) (except for D, where females were already 
moved to a fresh patch at the deutonymph stage, i.e. at day -1). They were 
put on this new patch alone (initial sex ratio 1:1), by two (initial sex ratio 
2:1) or by three (initial sex ratio 3:1). A fresh male was then added at day 
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-1 (for D), day 0 (for T), day 1 (for 1dA), day 2 (for 2dA) or day 3 (for 3dA). 
Divided over two series, ten such Petri dishes (bean patches) were made 
for each of the fifteen sex ratio-by-developmental stage combinations 
(thus five dishes per combination per series). Starting from two (series 
1) or maximum three (series 2) days after the point where a fresh male 
was added to the Petri dish, eggs, juveniles and adults (male/female) 
were counted regularly until day 27 (series 1) or day 37 (series 2) (the 
number of eggs counted on the first count-day thus corresponded with 
the cumulative number of eggs laid between adult emergence and this 
first count-day). Afterwards, we assessed the chance of a population 
crash and the causality of this crash (e.g. only male offspring, no eggs 
laid) as a function of female developmental stage and initial sex ratio. 
Furthermore, we assessed the level of protandry in the F1-generation 
and its effect on population growth. For the former, we measured the 
distance (days) between the peak in male and female offspring, which 
was anticipated to increase with an increasing intersexual phenological 
mismatch (first all sons, then switch to daughters) (b in figure 4a). For the 
latter, we assessed the height (number of female offspring, weighted for 
the number of mothers) and timing (day) of the first peak in population 
size (cfr. experiment 2) (respectively c and d in figure 4a).
Statistical analyses
All analyses were performed with the SAS software (version 
9.4, SAS Institute, Cary, NC, 2013), using a generalised linear mixed 
model (probability of population crash), a two-way contingency table 
(causality of population crash) or a linear mixed model (all other 
assessments). For the generalised linear mixed model, parameters were 
estimated via pseudo-likelihood techniques, while for the linear mixed 
model, restricted/residual maximum likelihood (REML) was applied. 
For the generalised linear mixed model, a Bernoulli error structure 
was modelled with a logit link function, and potential overdispersion 
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was corrected for by modelling residual variation as a random factor 
(Verbeke & Molenberghs 2000). For the linear mixed models, normality 
of the data was verified via a panel of residual graphics based on the 
scaled residuals. Effective denominator degrees of freedom for the tests 
of fixed effects for the general linear and linear mixed models were 
computed according to a general Satterthwaite approximation, and all 
non-significant contributions of fixed effects (p>0.05) were omitted by a 
backwards selection procedure. Pair-wise differences among treatments 
were always obtained using post-hoc Tukey tests.
For the first experiment, development time was the dependent 
variable, while sex, latitude, temperature and all their possible interactions 
(including the three-way interaction term) were set as the independent 
variables. To correct for dependency among the bean patches within a 
single Petri dish and among the mites that developed on the same bean 
patch, bean patch (nested within Petri dish) and Petri dish (nested within 
population of origin) were modelled as random effects.
For the second experiment, temperature, the population of 
origin and their interaction were set as the independent variables. The 
height (number of females) or timing (day) of the (first or second) peak in 
population size was set as the dependent variable.
For the third experiment, three different approaches were used. 
First, to estimate the chance of a population crash, a generalised linear 
mixed model was used, with crash (1 or 0) set as the dependent and 
female developmental stage, initial sex ratio and their interaction as the 
independent variables. Series (1 versus 2, see earlier) was furthermore 
added as a covariate (fixed effect). Second, to estimate the causality of a 
crash, two-way contingency tables were used (one for cause in function 
of female developmental stage and one for cause in function of initial 
sex ratio), where dependencies were tested using a Fisher’s exact test. 
Third, linear mixed models were used to estimate the effect of female 
developmental stage and initial sex ratio on the inter-peak distance 
between the first peak in female and in male abundance and on the 
height and timing of the first peak in female abundance (cfr. figure 4a). 
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The different dependent variables were thus the distance (days) between 
the ‘male peak’ and ‘female peak’, the height (number of females weighted 
for the number of mothers) of the ‘female peak’ and the timing (day) of 
the ‘female peak’. Female developmental stage, initial sex ratio and their 
interaction were always set as the independent variables. Series was 
moreover modelled as a covariate (fixed effect).
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Results
Experiment 1: development at different temperatures
The mites’ response to the rearing temperature in the laboratory 
depended on their latitude of origin, sex, and the interaction between 
both (significant three-way interaction effect; F2,3218=3.45; p=0.032). The 
slopes of the latitudinal patterns in development time thus differed 
between sexes and rearing temperatures (figure 2). As a result, females 
and males from high latitudes exhibited relatively similar development 
times when reared at the high temperature (i.e. 21°C; an unfamiliar 
temperature for high-latitude mites), while those from low latitudes 
exhibited relatively similar development times when reared at the low 
temperature (i.e. 17°C; an unfamiliar temperature for low-latitude mites). 
In other words, protandry was decreased at unaccustomed temperatures.
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Figure 2: Male and female development at 17°C, 19°C and 21°C for mites 
originating from nine different localities (populations) along the European 
latitudinal expansion gradient of T. urticae (figure 1). Population means are 
given ± 1 standard error (bars), together with their regression lines (thus on 
population averages).
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Experiment 2: population growth at different temperatures
There was no interaction effect between temperature and 
population of origin on the timing and height of both the first and 
second peak in population size (table 1 and figure 3). Population growth 
was thus not decreased at unfamiliar temperatures. Instead, populations 
from all latitudes performed better with increasing temperatures: both 
the first and second peak in population size occurred first at 21°C, second 
at 19°C and last at 17°C, and the height of the first peak was lower for 
17°C than for 19°C or 21°C while that of the second peak was lower 
for 19°C than for 17°C or 21°C (table 1 and figure 3). There was also a 
significant main effect of population of origin on population growth, with 
BLA always performing least: the first peak in population size occurred 
later for BLA than for ARE or SKA and the second later for BLA than for 
ARE, KVS or SKA, while the height of the first peak was higher for KVS 
than for BLA or ARE and that of the second higher for KVS than for BLA 
(table 1 and figure 3).
Table 1: Overview of F-statistics and p-values for the statistical analyses of experiment 2. 
P-values in bold indicate significant differences.
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Experiment 3: population growth for different demographic scenarios
The chance that a population crashed was significantly lower 
for scenarios with an initial sex ratio of 1:3 (0.068 ± 0.033) than for 
those with an initial ratio of 1:2 (0.26 ± 0.062) or 1:1 (0.35 ± 0.068) 
(F2,146=5.57; p=0.0047), but independent of female developmental stage 
(F4,142=2.01; p=0.096). There was also no interaction effect of initial sex 
ratio and female developmental stage (F8,134=1.21; p=0.30). In contrast, 
the cause of a population crash differed significantly between the female 
developmental stages (p=0.011), but not between the initial sex ratios 
(p=0.34). Most population crashes were caused by the founding mother 
only having produced sons (28%), which occurred most often in D (50%)2 
and least often in 1dA (0%).
2  This might partially have been a side effect of our setup, where males potentially 
drowned in the moist cotton in their search for females of older age (in contrast with 
teleiochrysalis and adult females, deutonymphs are of no direct interest to males).
Figure 3: Population growth at 17°C, 19°C and 21°C of mites originating from 
four different localities (populations) along the European latitudinal expansion 
gradient of T. urticae (figure 1), starting from single founding females. Population 
means are given ± 1 standard error (bars).
255
The distance between the first peak in male and female offspring 
(level of protandry) was significantly larger for 3dA than for any other 
female developmental stage (F4,57=10.08; p<0.001) (figure 4b). This inter-
peak distance was independent of initial sex ratio (F2,55=3.00; p=0.058) 
and there was no interaction effect between initial sex ratio and female 
developmental stage (F7,48=1.10; p=0.38). Regarding the effect of the 
intersexual mismatch on population growth, the height of the first peak 
in female abundance was significantly affected by female developmental 
stage (F4,65=2.65; p=0.041), with 3dA on average showing a significantly 
higher peak than D (figure 4c), and by the interaction between female 
developmental stage and initial sex ratio (F8,65=2.73; p=0.012). There 
was no main effect of initial sex ratio (F2,65=1.16; p=0.32). The timing 
of the first peak in female abundance did not differ between female 
developmental stages (F4,65=1.88; p=0.12) (figure 4d) or initial sex ratios 
(F2,69=1.79; p=0.18), nor was there an interaction effect between these 
two factors (F7,57=0.67; p=0.70). In other words, females in the treatment 
with the greatest phenological mismatch (3dA) tended to eventually 
produce the highest number of female offspring, despite laying 100% 
male eggs during their initial 3-day virgin period.
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Figure 4: Boxplots for the three derived measures that were used to assess population growth 
following a treatment mimicking intersexual phenological differences: interpeak difference (b), 
peak height (c) and peak timing (d). Figure 4a shows a visual representation of these three 
measures on population growth curves (a curve for adult males and one for adult females). 
All original population growth curves (on which the three measures are based) are provided 
in Appendix Section 1. The measures are shown in function of the female developmental 
stage at which a male was added and averaged over initial sex ratios, series and replicates. D: 
deutonymph, T: teleiochrysalis, 1dA: 1-day-old adult female, 2dA: 2-day-old adult female, 3dA: 
3-day-old adult female. Different letters above boxes indicate significantly different outcomes 
according to the used statistical test.
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Discussion
As expected, unfamiliar temperatures affected female and 
male development differently, leading to a disruption of protandry at 
these unfamiliar temperatures (figure 2). Nevertheless, as hypothesised, 
populations did not show a reduced population growth at such 
temperatures (figure 3). Our third experiment moreover confirmed our 
prediction that a phenological mismatch between males and females 
does not result in a decreased population growth in T. urticae. In fact, 
somewhat surprisingly, the treatment with the largest phenological 
mismatch between the sexes (3dA) showed on average the highest 
peak in population size, despite the founder female producing only sons 
during her 3-day virginity.
An intersexual phenological mismatch can result in both 
delayed matings and failed matings, thereby potentially negatively 
affecting population growth (see Walker & Allen 2011 for an example 
of the former). Though mating failure was the most important cause 
of a population crash in our third experiment, mating was most often 
merely delayed, with females having a prolonged duration of their time 
spent as virgin. This duration of virginity had a significant impact on 
individual-level reproduction because the longer a female remains 
virgin, the longer only sons can be produced (via arrhenotokous 
parthenogenesis, see Helle 1967a). A negative population-level effect 
was, however, absent and we postulate this discrepancy to result from T. 
urticae‘s ability to adjust progeny sex ratio. Indeed, given that females are 
expected to adjust progeny sex ratio to reduce intrasexual competition 
among related individuals (Hamilton 1967) and given that T. urticae has 
the capability to do so (Young et al. 1986; Macke et al. 2011a), we argue 
that this species can counterbalance the negative effects of a delayed 
mating by a facultative shift in the sex ratio of their offspring, as was 
suggested by our third experiment. In treatments with a phenological 
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mismatch between the sexes (3dA, 2dA, 1dA), females had already 
started laying eggs while still virgin. In treatments with the highest 
mismatch (3dA, where a male was only added three days after female 
emergence), the offspring produced during the first three days were thus 
all sons (males are the haploid sex). Once fertilised, the 3dA-females 
therefore benefited most from producing daughters, as to decrease 
the intrasexual competition among their sons (Hamilton 1967). At this 
point, the females therefore drastically altered progeny sex ratio. Such 
a positive correlation between the time spent virgin and the ratio of 
female progeny had previously already been found in a parasitoid wasp 
(Fauvergue et al. 1998). In T. urticae, this can be achieved by producing a 
higher ratio of large-sized eggs (via differential allocation of resources). 
This is because bigger eggs are predicted to have a higher fertilisation 
probability, hence expected to become daughters (the diploid sex) (Macke 
et al. 2011b). This is again in accordance with Fauvergue et al. (1998), 
who stated that females of the parasitoid wasp adjusted their progeny 
sex ratio by manipulating the proportion of inseminated eggs. Such a 
shift in progeny sex ratio is also clearly visible in our data (see Appendix 
Section 1), where an initial peak in male abundance for 3dA is followed 
by a strong increase in the number of females (see also Appendix Section 
2 for a graph showing progeny sex ratio over time). In fact, on average 
across initial sex ratios, the eventually attained female abundance in 3dA 
was higher than in 2dA, 1dA, T or D (though only significantly so when 
comparing with D), while this peak in abundance was reached at more or 
less the same day (in other words, there was a steeper increase in 3dA). 
This counterintuitive result implies that populations founded by females 
that were fertilised only after three days (instead of upon emergence, cfr. 
Potter et al. 1976; Satoh et al. 2001) overcompensated the absence of 
female offspring during the first days by more female-biased sex ratios 
after fertilisation. Though this could imply certain costs (which we do 
not currently know), it does indicate that unfamiliar temperatures might 
not hinder range expansion in this species.
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Though we argue the above reasoning is the most likely for 
explaining our results, we briefly discuss three alternative factors that 
might have influenced our findings.
Firstly, though we tried to mimic the study species’ natural 
environment as closely as possible, a lab setting is always oversimplified. 
One way in which this might have influenced our results is by the constant 
temperatures that we used (17°C, 19°C and 21°C). Indeed, in the field, 
temperatures show diurnal fluctuations and mites are therefore exposed 
to a much broader range of temperatures than just one. As shown both 
empirically (Gotoh et al. 2014) and theoretically (Vangansbeke et al. 2015), 
such variable temperatures profoundly influence population growth in 
T. urticae. Vangansbeke et al. (2015) more particularly found that mites 
developed faster at fluctuating temperatures in the lower temperature 
range, while the opposite was true for the higher temperature range. 
However, the temperature range used in the current study represents 
only a small fraction of that in Vangansbeke et al. (2015) and no strong 
difference in the effect of fluctuations should be expected for these 
‘high’ and ‘low’ temperatures in the current study.
Secondly, unfamiliar temperatures not only affected 
development time (figure 2), but also the mites’ metabolism. Indeed, 
during our experiment, we noticed that after some time, population 
growth for mites from high latitudes (BLA and to a lesser extent SKA) was 
decreased when reared at high temperatures (19°C and 21°C) (figure 3), 
though not as a result of a phenological mismatch between the sexes. 
As perceivable by their distinct orange colour (Veerman et al. 1985), 
mites from high latitudes after some time exhibited lowered metabolic 
rates when reared at relatively high (hence unfamiliar) temperatures. 
As visible on figure 3, BLA shows a strongly decreased population size 
starting from approximately day 40 at 19°C. For 21°C, the decrease is 
less obvious because ODK and KVS had already crashed by then (carrying 
capacity of the bean leaf reached). Here, the lowered metabolism in 
BLA and SKA is evident in the replicates that keep surviving while all 
others have perished. This does not subtract from our findings that T. 
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urticae can offset negative consequences of an intersexual phenological 
mismatch, but suggests that other mechanisms (related to the organisms’ 
physiology) might nonetheless still negatively influence population 
growth at unfamiliar temperatures.
Thirdly, in T. urticae, female development time not only depends 
on temperature (Sabelis 1981), but also on whether the female is 
guarded by a male during her teleiochrysalis stage or not (Oku 2015). 
When guarded, the duration of this last moulting stage is significantly 
shorter (Oku 2015). In the third experiment, the treatment where males 
were only added after female emergence (as in 3dA, 2dA, 1dA) could thus, 
unintentionally, have had a negative effect on population growth rate 
(longer generation time). However, no differences in the timing of the 
peak in population size (measure for generation time) were found, and 
3dA actually showed the highest population growth rate.
In conclusion, where unfamiliar temperatures can cause a 
failure or delay to find mates in time (Robinet et al. 2007; Rhainds 2013; 
Walter et al. 2015), the effect of a delay on population growth may differ 
between species. Though protandry in T. urticae is disrupted at unfamiliar 
temperatures, the species can offset the impact of this intersexual 
phenological mismatch (hence delayed mating) by a plastic adjustment 
of progeny sex ratio. Range expansions and the establishment of 
introduced species should therefore not per definition be constrained by 
an intersexual phenological mismatch, as evolutionary constraints may 
(to a certain degree) be compensated for by adaptive plasticity (which 
might be considered especially high for invasive and pest species). 
Our results highlight the need to carefully assess plastic responses to 
improve ecological forecasting.
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Section 2: Adjustment of progeny sex ratio
Figure A.2: A graph showing progeny sex ratio as a function of time (up to day 22, cfr. above) 
for each of the five female developmental stages, averaged over initial sex ratio treatments 
and replicates. These averages (symbols) are represented together with their standard errors 
(bars) and fitted trendlines (second order polynomials, with their corresponding equitations 
and R-squared values provided within the legend). The polynomials differ significantly between 
treatments (significant effect of day*day*treatment: F4,1133=11.02; p<0.001). D: deutonymph, T: 
teleiochrysalis, 1dA: 1-day-old adult female, 2dA: 2-day-old adult female, 3dA: 3-day-old adult 
female.
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General Discussion
GENERAL DISCUSSION
First things first: what is the reliability of the approaches 
used...
… for inferring evolutionary change during range expansion?
Where observed phenotypic differences have often too easily 
been ascribed to evolution (Merilä & Hendry 2014), I need to carefully 
consider whether I truly found evidence for evolutionary change (and 
not merely plasticity) in my experiments. Merilä and Hendry (2014) 
list six approaches for inferring evolution, each with its benefits and 
weaknesses. Of those six, I performed common garden studies (chapter II, 
III and partially –first two experiments- also chapter V) and experimental 
evolution (which also involves a common garden approach) (chapter IV), 
each time using a ‘space-for-time’ substitution (see further).
Common garden studies allow strong inferences by assessing 
phenotypic differentiation within a common environment. By removing 
any environmental differences, phenotypic differences represent 
genotypic differences (phenotype= genotype + environment). However, 
a short stay under common garden conditions might not sufficiently 
remove the influence of the original environments. Indeed, it has 
become increasingly clear that transgenerational plasticity can result in 
phenotypic differentiation in response to past environmental differences 
(Bonduriansky et al. 2012). Many examples of environmentally-induced 
parental (mainly maternal) effects exist (Roach & Wulff 1987; Mousseau 
& Fox 1998; Fowler 2005; Duckworth 2009) and several studies also 
show grandparental effects (e.g. Bitume et al. 2014; Shama & Wegner 
2014). Effects of great-grandparents and older relatives can, however, 
be considered less important (in highly fluctuating environments, 
the correlation between this past environment and the offspring 
environment will be low; and in stable environments, (grand)parental 
effects would suffice). Two or more generations in common garden 
(as I did in chapter II, III and V) should therefore allow nullifying 
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transgenerational plasticity. Genetically-based maternal effects (e.g. 
genomic imprinting –i.e. epigenetics), which may also represent the 
influence of past environments, can, however, be carried over for several 
generations (for how many is to date unclear) (Verhoeven et al. 2016). Yet 
epigenetic change might be considered evolutionary change sensu lato, 
and by using the term (epi)genetic change instead of genetic change, I 
can ‘account for’ such possible epigenetic effects. The main weakness of 
common garden studies then remains the fact that potential genotype-
by-environment interactions might prevent extrapolation from lab 
results to nature (see further).
Experimental evolution is a very convenient method for 
confirming an evolutionary response to a specific condition (in case 
of this PhD thesis: in response to range expansion), though it needs 
appropriate replication and controls (Merilä & Hendry 2014). In chapter 
IV, I therefore each time used six replicates and always compared a 
treatment where evolution was unconstrained with a treatment where 
evolution was constrained (control). To quantify potential (epi)genetic 
change in response to the specific test-condition, comparisons should 
then be made within a common garden environment. As explained above, 
two or more generations under common garden are recommended. Yet 
in chapter IV, I only reared mites under common garden conditions for 
one generation. However, as explained within this chapter, I could infer 
(epi)genetic change in the unconstrained treatments by each time 
comparing with the controls. Experimental evolution nevertheless has 
an important limitation, namely that inferences made for the specific 
experimental conditions do not necessarily hold under natural conditions.
I did not obtain my data within an allochronic (comparing a 
population in past and present), but synchronic (comparing several 
populations in the present) context. This means that I did a ‘space-for-
time’ substitution, where I inferred changes over time by comparing 
among subjects within space (inferring changes occurring during range 
expansion by comparing populations along the expansion gradient). This 
is more convenient, but of course has the weakness that it assumes that 
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you can rightfully substitute space for time (Fukami & Wardle 2005).
Finally, the response of aerial dispersal to artificial selection (an 
approach not specifically indented to differentiate between genetic and 
plastic responses, hence not listed in Merilä & Hendry 2014) in chapter I 
was also (epi)genetic, as discussed in detail within this chapter.
In conclusion, I as much as possible used to best approaches 
for inferring evolutionary change. The strength of these approaches in 
inferring that a change is (epi)genetically based, however, trades off 
with their capability of confirming that this evolutionary change is also 
relevant in nature. They are very valuable, but as a ‘proof-of-principle’ only. 
The best way to infer evolution in response to range expansion in natural 
populations may thus be a combination of several of the approaches listed 
in Merilä and Hendry (2014) with ‘in-field’ and modelling approaches 
(cfr. chapter II). When a series of different, complementary approaches 
all point in the same direction, you may more confidently deduce that 
certain evolutionary changes occurred during range expansion in nature.
… for inferring the causal driver of this evolutionary change?
Evidence for genotypic differentiation during range expansion 
does not necessarily imply that this differentiation was caused by this 
range expansion per se (spatial selection). Determining the specific factor 
responsible for a given change is indeed challenging. It is, for example, 
very difficult to discriminate between fishing and other environmental 
factors in driving declines in fish stocks (Kuparinen & Merilä 2008). 
For the specific case of range expansions, the most important (co- or 
alternative) causal factor of evolutionary change is a changing (a)biotic 
environment (especially when expansion is up- or polewards) (see 
chapter II). 
In their review, Merilä and Hendry (2014) list three possible 
approaches for inferring the selective force responsible for observed 
changes, including artificial selection, experimental evolution and 
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common sense. Artificial selection (chapter I) and experimental evolution 
(chapter IV) are the best ways to infer the causality of a given factor (here: 
spatial selection). As mentioned above, replication and comparison with 
controls is, however, needed and the relevance for natural situations can 
be uncertain. The common garden experiments used in chapter II, III and 
V did not allow inferring the causal driver. In chapter III, the causal driver 
is therefore unknown. In chapter II, however, I combined the common 
garden experiment with a modelling approach. Though correlational 
and therefore somewhat less reliable, this combined approach allowed 
me to infer that spatial selection was most likely the causal driver for 
the evolved aerial dispersal, while natural selection (local adaptation) 
probably shaped development. In chapter V I therefore also ascribe the 
evolved reaction norm in development to local adaptation to decreasing 
temperatures from South to North.
… for inferring the directionality of the response?
As exemplified within the general introduction, repeated 
founder effects during range expansion can have effects similar to 
genetic drift. Therefore, when assessing genotypic change during range 
expansion, it is important to keep in mind that such changes do not 
necessarily indicate a directional response (resulting from spatial or 
natural selection), but can equally result from, for example, allele surfing.
In chapter I, I choose to mimic spatial selection as closely as 
possible by using recurrent low numbers of founders. Founder effects 
could thus have been substantial. However, by making use of replicated 
selection regimes, I could separate such effects from directional 
responses. Similarly, in chapter IV, founder effects most likely played a 
role during range expansion in my microcosms. As all treatments were, 
however, replicated, the observed genotypic differentiation regarding 
intrinsic rate of increase did not merely result from stochasticity.
In chapters II and III, in contrast, mites were sampled along 
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a latitudinal gradient in the field and replication was thus infeasible. 
Founder effects could therefore not be excluded. Nevertheless, by 
comparing among my empirical data and those obtained from an 
individual-based model, I could more confidently interpret the trends 
for dispersal and development as directional responses in chapter II. 
(For reproduction, this was less the case given the absence of a clear fit 
between empirical and modelling results.)
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Is spatial selection an important driving force during 
range expansion?
Increased dispersal at the range front?
Spatial selection theory predicts dispersal to be increased near 
the range edge during periods of range expansion (Phillips et al. 2008; 
Shine et al. 2011). Where chapter I indicates that such a response can 
rapidly occur in T. urticae and where chapter II suggests spatial selection 
to indeed have shaped the dispersal behaviour of my study species in 
the field, the findings within chapter IV seem to contradict this (table 1). 
However, in trying to bring synthesis, it is crucial to take into account the 
various approaches used and the specific traits under study.
In chapter I, I artificially selected for the behaviour of initiating 
aerial dispersal (i.e. the aerial take-off posture) and found that this 
behaviour responded strongly and rapidly to selection. This first result 
thus illustrates the potential of a trait related to emigration to rapidly 
increase in response to spatial selection, despite repeated founder 
effects (hence strongly reduced standing genetic variation). It is a very 
valuable proof-of-principle, but no evidence that emigration (being, 
moreover, only the first phase of dispersal) truly shows a strong increase 
during periods of range expansion in nature.
In chapter II, I obtained information on the actual genetic 
differentiation present in natural populations along the latitudinal 
expansion gradient of my study species, by rearing mites collected 
from these populations under common garden conditions for at least 
two generations. This chapter showed that the aerial take-off posture 
is more frequently and readily exhibited by mites originating from more 
northern latitudes and that this latitudinal differentiation has a genetic 
basis. In combination with the results from chapter I, this suggests 
that a rapid evolutionary response might indeed occur in nature. Here 
275
GENERAL DISCUSSION
again, however, I can only truly make conclusions regarding the specific 
behaviour under study (being a trait related to emigration, but not actual 
emigration or actual dispersal). Moreover, this genotypic differentiation 
does not necessarily translate into phenotypic differentiation in the 
field. As a result of genotype-by-environment interactions, phenotypes 
along the expansion gradient may show no differentiation or even 
a trend opposite to the one found under common garden conditions 
(countergradient variation, see Conover & Schultz 1995 and Conover et al. 
2009). Furthermore, I could at this point (but see below) not exclude the 
possibility that the genotypic differentiation resulted from adaptation 
towards the environmental gradient instead of from spatial selection.
In this same chapter (II), I therefore also used a modelling 
approach, whereby the actual dispersal of individual ‘digital mites’ was 
allowed to evolve in landscapes with or without an environmental 
gradient and with or without a latitudinal expansion of the range 
occupied. Here, dispersal was increased in scenarios including range 
expansion, but not in those without. This indicates that the environmental 
gradient alone was not enough to trigger evolution in dispersal in my 
model, thus that range expansion (spatial selection) most likely was the 
driver of dispersal evolution. Taken together with the previous results, 
this suggests that spatial selection was causative of an evolutionary 
increase in the exhibition of the aerial take-off-posture in the natural 
populations of T. urticae.
In chapter IV, I studied range expansion using artificial mite 
metapopulations (microcosms), where range expansion could be 
achieved by means of ambulatory (not aerial) dispersal. Mites were 
allowed to do so during ten generations after which they were sampled 
from the original (‘core’) and newest (‘edge’) patches and reared under 
common garden conditions for one generation. In contradiction with 
theory (Phillips et al. 2008; Shine et al. 2011) and the results of chapter 
I and II, I did not find an increased ambulatory dispersal for mites 
originating from the edge patches (more specifically, an increase had 
been expected in the unconstrained treatments, but was found for 
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none of the treatments –see table 1). As explained in chapter IV, this 
was likely not an ‘artefact’ resulting from the relatively short period 
under common garden, but an indication that no evolutionary change 
in ambulatory dispersal had occurred within the microcosms. This 
discrepancy between the result form chapter IV and those for previous 
chapters probably results from the fact that the former focussed on 
ambulatory dispersal, while the latter studied aerial dispersal. Where 
chapter I clearly illustrated the heritability of aerial dispersal in T. urticae 
(see also Li & Margolies 1994), the heritability of ambulatory dispersal 
in my study species might indeed be questioned (Bitume et al. 2011; 
Tien et al. 2011). Both traits may moreover respond to fairly different 
pressures, given that aerial dispersal is understood to be the means 
for long-distance dispersal, used to leave deteriorating habitat, while 
ambulatory dispersal only allows short-distance dispersal, useful for 
leaving one leaf of a plant and settling on another. The former might 
therefore experience strong selection during periods of range expansion, 
while the latter might instead be more condition-dependent; plastically 
responding to fine-scale pressures like local density and kin competition 
(see for example Bitume et al. 2013). In accordance, chapter IV indicated 
that kin competition was a major proximate driver of ambulatory-
mediated range advance in my microcosms (where moving towards a 
new leaf in response to kin competition meant an advancement within 
the one-dimensional landscape). A plastic response of aerial dispersal to 
kin competition might, however, nonetheless be theoretically possible: 
When the cost of aerial dispersal is so high that all individuals remain 
philopatric, the relative cost of remaining philopatric can outweigh the 
benefits due to very high levels of kin competition and potential very 
low patch occupancy within the system (del Mar Delgado et al. 2011). 
In other words, where ambulatory dispersal might be interpreted as the 
‘regular’ plastic response to kin competition, this could switch to aerial 
dispersal whenever the level of relatedness on the whole host plant 
becomes so high that ambulatory dispersal does not suffice to escape 
this kin competition. This might, however, be of less relevance during 
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rapid range expansion.
So, does spatial selection lead to increased dispersal at the 
range front? My findings with T. urticae provide a clear ‘proof-of-principle’, 
but it remains difficult to make unequivocal predictions for natural 
situations. In other words, spatial selection has the potential to lead 
to increased dispersiveness, but in nature, many additional factors may 
influence dispersal, reinforcing or instead counteracting this response. 
In addition to increased dispersal resulting from spatial selection, an 
increased dispersiveness at range fronts in nature might thus also be 
observed independent from spatial selection or, in contrast, not be 
observed despite spatial selection. If studies find no response to spatial 
selection, they might moreover simply be examining the ‘wrong’ trait. 
Dispersal is a behaviour influenced by many traits, of which (i) not all 
will be (equally) heritable, (ii) some may be evolutionary constrained 
(e.g. through energetic of genetic trade-offs), and (iii) some will respond 
to different selection pressures than others. Finally, modes of dispersal 
and their potential to respond to spatial selection might differ between 
species and it becomes even more complicated when a single species 
exhibits different modes of dispersal (as in T. urticae). 
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Increased reproduction at the range front?
In the absence of Allee effects, the theory of spatial selection 
also predicts increased reproduction (intrinsic rate of increase, r) at the 
expansion front (Phillips 2009; Phillips et al. 2010). Where my results 
for chapter IV seemed to support this prediction, those for chapter II 
(and to some extent chapter III) seemed not (see table 1). Here, again, 
however, taking into account the specific traits under study and the used 
approaches might help in bringing synthesis.
In chapter II, several separate life-history traits that affect r 
were assessed for mites originating from field populations (see earlier) 
after common garden breeding. Some of these traits showed a genotypic 
increase with latitude, while others showed a decrease (see table 1). By 
mathematically combining them (see chapter II for details), I obtained 
a derived population-level measure for r that showed a decrease with 
latitude –thus opposite to expectations from theory (Phillips 2009; 
Phillips et al. 2010). This incongruity might, however, merely indicate 
that my derived measure of r was not realistic enough. I might thus have 
obtained different result by directly measuring r. Moreover, as mites 
originated from natural populations, several other selection pressures 
besides spatial selection (e.g. adaptation to local biotic or abiotic field 
conditions) might also have significantly influenced the genotypic 
differentiation found in this chapter. In addition to the common garden 
approach, the response of r to spatial selection was also examined 
within a modelling framework. Here, however, no clear latitudinal trend 
emerged (which might be related to the fact that a trade-off between 
fecundity and development time was incorporated into the model). 
Based on chapter II only, it is therefore difficult to make solid conclusions 
regarding the potential response of r to spatial selection.
In chapter III, I did not directly study r. However, I found that the 
concentration of several amino acids in field-sampled mites decreased 
with increasing latitude. Given that amino acids are important for 
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fecundity, this seems to contradict the idea of spatial selection having 
resulted in an increased reproduction at the range front (though I could 
not correlate this metabolic trend to the trend for fecundity in chapter II). 
Nevertheless, the results of chapter III do not allow confidently making 
any such interpretations.
In chapter IV, mites originating from edge populations 
within the microcosms did show a genetically increased r during trait 
assessments (in those treatments where evolution was unconstrained). 
This is in agreement with theoretical predictions (Phillips 2009; Phillips 
et al. 2010). When assessing which of several separate life-history traits 
that affect r (fecundity, development time, etc.) might be responsible for 
this increased r, however, none of the separate traits showed a response 
(see table 1). As explained in chapter IV, this discrepancy between r and 
the separate life-history traits that affect r (i.e. response in the former 
but in none of the latter) could, however, result from density-effects (the 
separate traits were measured at low density, but when measuring r, 
population size, hence density, increased over time).
As mentioned above, an increased reproduction at the range 
front is only expected in the absence of Allee effects. At expansion 
fronts, population growth rate might, for example, be decreased due 
to difficulties of finding mates in space and/or time. In chapter V, I 
therefore investigated whether a phenological mismatch between the 
sexes (resulting from the unfamiliar northern temperatures differentially 
affecting male and female development) could result in such a reduced 
population growth rate in T. urticae. This was not the case. This type of 
Allee effect can therefore not counteract any potential evolution of an 
increased r at the expansion front in T. urticae.
So, does spatial selection lead to increased intrinsic growth 
rates (r) at the range front? On the one hand, chapter IV proves that 
spatial selection can lead to an increased r, with chapter II and III not 
holding strong arguments against this proof. On the other hand, however, 
chapter II and III do suggest that the situation may be very different in 
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natural environments, where other pressures than spatial selection and 
potential Allee effects (apart from the one studied in chapter V) may be 
more important for shaping r. Therefore, extrapolations from laboratory 
to field situations should be done with great caution. Furthermore, as 
is apparent from both chapter II and III, predictions regarding r that are 
based on several or even a single trait(s) related to r (e.g. fecundity, adult 
size,..) may be premature.
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Is there a role for plasticity during range expansion?
While focussing on the evolutionary responses to range 
expansion, we might forget that plasticity can also play a role during 
these expansions. I here therefore briefly mention four properties of 
phenotypic plasticity that may be relevant within the current discussion.
Firstly, and most obviously, phenotypic plasticity allows the 
initial survival of individuals outside their original range and is hence 
of paramount importance. In chapter V, for example, I could demonstrate 
how the plastic adjustment of progeny sex ratio allows T. urticae to 
retain high population growth rates despite mismatching temperatures. 
Without this plasticity, expansion of its range into areas with unfamiliar 
temperatures could be hindered.
Secondly, where plasticity is useful as a first response, it 
might in fact hinder the evolutionary adaptation needed for continued 
range expansion (into areas with abiotic attributes outside the range 
covered by the reaction norm). Indeed, as phenotypic plasticity ‘conceals’ 
maladaptive alleles from selection (selection acts on the phenotype), 
these will not be purged. Without plasticity, in contrast, such alleles 
would rapidly be purged, allowing adaptive evolution towards new 
conditions (Paenke et al. 2007). In contrast, however, in some situations, 
plasticity may accelerate evolutionary change (Paenke et al. 2007).
Thirdly, a phenotypic trend might be caused by the environment 
only (phenotypic plasticity), the genotype only, or their combination 
(co- or countergradient variation, see figure 1 and Conover & Schultz 
1995; Conover et al. 2009). In chapter IV, edge populations within 
the microcosms could be expected to exhibit a genetically increased 
ambulatory dispersal due to spatial selection, but at the same time also 
an environmentally decreased dispersal due to the low local density at 
the edge. Only by comparing among treatments where spatial selection 
could and could not have occurred, I was able to show that the absence 
of a trend in dispersal in the trait assessments (after one generation of 
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common garden) did not merely result from countergradient variation 
(via grandparental effects). Where a response of ambulatory dispersal to 
spatial selection was thus absent, I instead found that range expansion 
within the microcosms was pushed by the locally high levels of kin 
competition at the front (despite the locally low densities). This indicates 
that there is a potentially important role for plasticity during range 
advance.
Fourthly, plasticity may evolve (see e.g. Shama et al. 2011; Stoks 
et al. 2016). In chapter V, for example, my data illustrated an evolved 
reaction norm that allowed northern mites to exhibit an optimal degree 
of protandry despite the low temperatures (that would otherwise 
disrupt protandry) (this evolved reaction norm is, however, not as such 
visible in chapter V, where trends were plotted in relation to latitude 
and not temperature). Moreover, where reaction norms allow population 
persistence in novel environments by producing novel phenotypes, these 
phenotypes may become genetically fixed (genetic assimilation, figure 
1) when the old environment is no longer experienced (as can typically 
happen during range expansions). This loss of plasticity may, for example, 
be due to drift or costs associated with maintaining plasticity when it is 
not favoured by natural selection (Pigliucci et al. 2006).
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Figure 1: Phenotypic patterns of variation that would result from (a) phenotypic plasticity, (b) 
cogradient variation, (c) countergradient variation, and (d) genetic assimilation. The various 
components of phenotypic variation are represented as follows: the red line is the norm of 
reaction, which represents the environmental influences on the phenotype; the blue line is the 
genetic component; and the green line is the phenotype expressed (the sum of the environmental 
and genetic influences). Where two components of variation are identical, they are depicted side 
by side (panels a and d). In panel a, phenotypic change across the gradient is caused only by 
environmental effects, whereas in panel b, it is accentuated by the additive effect of environmental 
and genotypic influences. In panel c, the plastic effect of the environment on phenotypic expression 
is exactly counteracted by the distribution of genotypes in the environment such that phenotypes 
in nature appear identical across the gradient. In panel d, genetic influences have assimilated 
some of the environmental influence on phenotypic expression across the gradient, leading to a 
reduction in plasticity. (FIGURE ADAPATED FROM CONOVER ET AL. 2009)
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Why did I not find evidence for trade-offs?
Trade-offs play a central role in life-history theory. In their 
absence, individuals would be able to maximise all aspects of their 
fitness simultaneously (i.e. become “Darwinian demons”; cfr. chapter 
II, where I needed to implement a trade-off between fecundity and 
development to avoid such ‘demons’). However, where trade-offs are thus 
generally expected, they are not always easy to find (see e.g. Metcalf 
2016). Though trade-offs were not the central point of focus within 
the current PhD thesis, they are anticipated to have been important in 
shaping life history within my experiments (especially in chapter II and 
IV). Seemingly in contrast with this expectation, however, I did not find 
any clear indications for trade-offs. Here, I would like to briefly discuss 
some potential explanations for this absence of trade-offs in my work.
Firstly, and most obviously, the absence of trade-offs might have 
been related to the specific traits under study or the manner in which 
assessments were made. Indeed, I might not have found evidence for 
trade-offs simply because the specific traits under study traded off with 
traits that were not investigated (e.g. trade-off between dispersal or 
reproduction and competitive ability, see Burton et al. 2010; or between 
reproduction and immune function, see e.g. Stahlschmidt et al. 2013). 
Furthermore, where a trade-off between dispersal and life history is often 
assumed related to the differential allocation of energy resources, this 
might have been less relevant for the passive aerial dispersal behaviour 
of T. urticae (though high amounts of energy might still be useful as 
a means to overcome initial starvation, given the unpredictability of 
the destination when exploiting aerial currents). Moreover, as not all 
assessments were made for a single individual, I could only examine 
potential trade-offs at the population level (see chapter II) and not at 
the level of the individual, which is the actual level where trade-offs are 
important.
Secondly, where we often tend to ignore that individuals differ 
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from one another, such heterogeneity across individuals may in fact be 
one of the reasons why trade-offs are less often observed than expected. 
Indeed, some individuals may acquire more resources than others, and 
whenever this inter-individual variation (A in figure 2) exceeds the 
variance in the allocation of the resources (B in figure 2), trade-offs may 
become unobservable (Van Noordwijk & de Jong 1986; Metcalf 2016). I, 
however, tried as much as possible to always nullify potential differences 
in the acquisition of resources by using a common garden approach 
where all individuals received the same resources (bean patches). The 
only way in which inter-individual variation in resource acquisition could 
nonetheless have arisen is if some individuals, in one way or the other, 
consumed more or less of these resources than others (see also the idea 
of ‘big houses, big cars’ of Reznick et al. 2000).
Figure 2: a) The components A for the total investment and B for the allocation between life-
history traits R (reproduction) and S (survival). b) The variation in A is large and the variation in 
B is small, such that R is positively correlated with S (observations lie in the hatched are). c) The 
opposite case. (FIGURE FROM VAN NOORDWIJK AND DE JONG 1986)
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Thirdly, apart from the typical trade-offs where one trait benefits 
at the expense of another, trade-offs can also exist for a single trait, 
but among different environments (Reznick et al. 2000; Acerenza 2016) 
or among present and future situations (cfr. Richner & Tripet 1999). 
Accordingly, trade-offs might not have been observed in chapter II and 
IV because I only tested traits within one single environment and at one 
point in time. I might thus have found trade-offs if I had compared trait 
values within the lab environment with those in nature in chapter II or 
if I had, for example, compared per capita reproduction of edge mites 
for assessments at high versus low density (now, only assessments at 
low density -starting from a single founding female – were performed) 
in chapter IV. Indeed, where r was increased at the edge (in treatments 
that allowed evolution) in chapter IV, this increased performance at low 
density could have traded off with performance at high density (core-like 
environment) (cfr. Bonte et al. 2014). Range expansion is furthermore 
a special case, as the selective environment during active expansion 
(including spatial selection) differs from that after the expansion wave 
has passed (excluding spatial selection). Trade-offs might therefore also 
exist between these two selective environments. If trade-offs between 
dispersal and life history are present, this may for example manifest in 
rapid dispersal attenuation behind the expansion wave (Perkins et al. 
2016).
Finally, given the complexity and dynamic nature of dispersal 
behaviour, ‘fixed’ correlations (including trade-offs) between dispersal 
and life-history traits might in fact not exist. Trait associations at the 
individual level may instead be highly context- and scale-dependent 
(Bonte & Dahirel 2016). Accordingly, strong evidence for a consistent 
and tight correlation between dispersal and classical life-history traits is 
currently lacking (Bonte & Dahirel 2016).
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A multitude of possible responses to global change
In accordance with previous work (e.g. Li & Margolies 1993b, 
1994; Magalhães et al. 2007; Macke et al. 2011b) and studies published 
within the field of pest control (reviewed in Van Leeuwen et al. 2010; Van 
Leeuwen & Dermauw 2016), I could demonstrate that my study species 
is highly evolvable and highly plastic, and this regarding various aspects 
of its ecology. Genetically-based maternal effects (transgenerational 
epigenetic inheritance) allow the species to rapidly respond to selection 
for aerial dispersal despite small numbers of founders (chapter I), a 
change in voltinism allows development under an otherwise limiting 
breading season length (chapter II), range expansion leads to increased 
aerial dispersal (chapter II) while ambulatory dispersal strongly responds 
to the local kin structure (chapter IV), and suboptimal sex ratios are 
plastically adjusted within a single generation (chapter V). Other studies 
moreover showed evidence that T. urticae can rapidly adapt to new 
host plant species (Agrawal 2000; Agrawal et al. 2002; Magalhães et al. 
2007) and that diapause incidence can be decreased in response to mild 
winters and the availability of host plants during winter (Tsuda et al. 
1997) –all of which is useful during polewards range expansion.
It is therefore clear that T. urticae and species with similar 
features (which might mainly be the case for other pests and invasive 
species) might show a combination of various responses to climate 
change. In the general introduction, I listed four possible responses 
(move, adjust, adapt, die) and mentioned that these are not mutually 
exclusive. My work confirms this and illustrates how T. urticae expands its 
range and, while doing so, exhibits both evolutionary (chapter II, III, IV) 
and plastic (chapter IV and V) responses to changing selection pressures. 
In chapter IV, I could moreover illustrate how evolutionary (increased 
r) and plastic (increased dispersal in response to kin competition) 
responses can simultaneously affect the rate of range advance. We may 
furthermore expect this species to show rapid and adaptive responses to 
climate change in situ. 
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Generality of my results
An important question is always: What is the generality of my 
results? Can they be extrapolated to other species? Are they relevant 
for natural environments? I already discussed the latter, exemplifying 
their high value as ‘proof-of-principle’, while at the same time realising 
that my results may deviate from what occurs under natural conditions 
where many more biotic and abiotic factors are at play. Here, I would like 
to briefly discuss to what extent I might extrapolate my results to other 
species.
Overall, the answer regarding the relevance for other species 
is somewhat similar to that regarding other environments: the main 
principles found (e.g. (epi)genetically increased dispersal at the range 
front) might hold, but the actual outcomes might significantly differ. 
Depending on the specific characteristics in common or not, some 
outcomes may be relevant for one group of species while not for another 
and vice versa. More specifically, for example, some of the features that 
make T. urticae a highly valued study organism (e.g. high fecundity, short 
generation time, high evolvability) at the same time represent the main 
obstacle for allowing a direct extrapolation to species with a more K 
-like reproduction strategy (those expected most vulnerable to climate 
warming). Where my study species shows the capability to rapidly respond 
to selection pressures, this will probably be different for species with a 
‘slow life history’ (few offspring, slow development, long generation time, 
etc.), which are expected not to be able to do so fast enough (i.e. fast 
enough in relation to climate change). T. urticae furthermore has several 
relatively unique or less unique characteristics that greatly influenced 
my specific results. To name some: the species is multivoltine, can enter 
a state of diapause, is ectothermic, and reproduces via arrhenotokous 
parthenogenesis whereby mothers can alter the sex ratio of their 
offspring. The first characteristic significantly shaped development in 
chapter II and was also important in chapter V. Though I did not find 
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clear trends for diapause behaviour (chapter II), it is evident that this 
behaviour allows the species to (temporarily) withstand suboptimal 
environmental conditions, which is useful when colonising novel areas. 
The last two characteristics deeply influenced the results for chapter V. 
If not ectothermic, there would in first instance not be a temperature-
mediated developmental mismatch and if not capable of producing sons 
during virginity to then switch to daughters upon fertilization, my study 
species would not be able to overcome this mismatch.
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Implications for conservation
Given that the usefulness of my work lays largely in its ‘proof-
of-principle’ (for example: range expansion can lead to rapid increases 
in dispersal behaviour and intrinsic rates of increase), it does not allow 
providing ready-to-use conservation tools. I might, however, say two 
general things. Firstly, as many species might not share the features that 
allow a rapid response in T. urticae, and as there is (to date at least) 
little evidence for the relevance of evolutionary rescue, we should not 
rely too much on the idea that species will ‘save themselves’. We should 
therefore keep trying to slow down climate warming and to assist species 
in responding to this warming (for example by allowing movement 
between habitat patches or by keeping populations at a sustainable 
size). Secondly, as my work illustrates how T. urticae can rapidly respond 
to selection pressures through plastic and evolutionary changes, species 
with similar characteristics might be able to do so as well. This might be 
especially true for other pest species and invasive species. With regard 
to species invasions, we should thus keep in mind high potentials for 
adaptive evolution and plasticity. As a result, it remains necessary to 
identify and fight invasive species as early as possible.
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Towards reliable forecasts of species responses to 
climate change?
In their very recent review, Urban et al. (Urban et al. 2016) call for 
increased efforts to gather the data needed to parameterise biologically 
realistic predictive models. They identify six biological mechanisms 
that are highly relevant for species responses to climate change but 
too often missing from current models: species interactions, evolution, 
environment, physiology, demography and dispersal. Even for some of 
the best-studies organisms (e.g. the speckled wood butterfly), research 
to date does not adequately cover all mechanisms. For the speckled 
wood, for example, too little is known regarding species interactions and 
evolution (Urban et al. 2016). This PhD thesis integrated (to greater or 
lesser extent) all the six mechanisms with respect to the two-spotted 
spider mite Tetranychus urticae (see figure 3) and may thus represent an 
important step forward towards more reliable forecasts for this species. 
Given the many complexities involved, accurate predictions might never 
be possible, but with continued and increased efforts, we might at least 
approximate such predictions.
Figure 3: Per chapter 
overview of the 
studied biological 
mechanisms relevant 
for species responses 
to climate change 
(see upper left). Light 
grey to black indicates 
an increasing focus 
on the specific 
mechanism within a 
chapter.
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Future perspectives
This PhD thesis provides valuable insights with respect to 
the ecological and evolutionary dynamics that can occur during range 
expansion, while using Tetranychus urticae as a model species. Of course, 
many exciting challenges remain and I would here like to mention some 
that could be tackled in the near future.
Though intensely studied, the behaviour of dispersal is still far 
from understood. In the current thesis I found evolved aerial dispersal 
as a result of spatial selection, while such an evolutionary increase was 
absent for ambulatory dispersal. We might therefore benefit from further 
developing our understanding regarding the potential similarities and 
differences between these two types of dispersal behaviour of T. urticae. 
Kin competition, for example, was shown to greatly influence ambulatory 
dispersal (as a proximate factor), but its effect on aerial dispersal was 
not examined. Indeed, in chapter II, I could not infer a potential role 
of kin competition as I had no data regarding relatedness for the 
empirical part and as kin competition was inherently incorporated into 
the individual-based model. It would therefore be interesting to run this 
model again, but to somehow nullify any potential trend in relatedness, 
to then compare the outcome of this model with the one from chapter 
II (cfr. treatment RFS versus ECO-EVO in chapter IV). In addition, I could 
repeat the experiments of chapter IV, but within microcosms similar to 
that from De Roissart et al. (2015) (adjusting this setup such that an 
expansion of the range is possible) to also empirically assess to what 
extent kin competition can act as a proximate driver of accelerated 
range advance with regard to aerial dispersal. As the whole genome of 
T. urticae is sequenced (Van Leeuwen et al. 2013), we could furthermore 
learn a lot from comparing the transcriptome of aerial and ambulatory 
dispersers (using resident phenotypes as a control). The challenge here 
will lay in ‘capturing’ the RNA at the very moment where the behaviour 
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is expressed. This could be achieved in the lab, where aerial dispersal 
can easily be elicited (cfr. chapter I). Similarly, we might benefit from 
comparing metabolomic profiles of these two types of dispersers. The 
profiles of aerial dispersers and controls (residents) could then moreover 
be compared with the metabolic gradient found in chapter III.
Where chapter I showed that the aerial dispersal behaviour 
(more specifically the aerial take-off posture) of T. urticae is maternally 
inherited, we currently lack any knowledge on the exact mechanisms that 
are responsible for this maternal inheritance. Indeed, chapter I addressed 
the question on how aerial dispersal is inherited from an ecological 
point of view, but an enormous challenge still exists in investigating this 
further from a more mechanistical point of view. This would imply using 
a whole new set of approaches that would, for example, allow testing 
potential effects of vertical transfer of mRNA or proteins (from mother 
to egg).
What has not been mentioned so far is that T. urticae also has a 
third1 mode of dispersal, which to date did not receive much attention 
(Clotuche et al. 2011; Clotuche et al. 2013). This third mode is in fact 
a special case of the aerial dispersal behaviour of this species: aerial 
(or animal-mediated) dispersal in group. The importance of this mode 
of dispersal in nature is to date unclear and would be interesting to 
study since such group dispersal could be very beneficial during periods 
of range expansion. When dispersing in groups with sizes ranging from 
hundred to more than two thousand individuals (Clotuche et al. 2011), 
this could strongly reduce the loss of genetic diversity during range 
expansion and potential Allee effects at the front. The first basic but 
crucial step would here be to monitor this behaviour in the field (mainly 
focussing on crops and orchards).
With regard to this loss of genetic diversity during range 
expansion, it would furthermore be interesting to verify this for the 
T. urticae populations sampled along the latitudinal gradient in the 
1  Diapause and dormancy are sometimes viewed as ‘dispersal in time’. According 
to this interpretation, diapause would be a 4th mode of dispersal in T. urticae.
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field (see chapter II). Where a reduced variance in quantitative traits 
was visible in chapter II, we might profit from testing whether such a 
decrease is also present regarding neutral genetic variation. If so, this 
would confirm that T. urticae expanded its range along the sampled 
gradient and hence reinforce my results of chapter II, III and V. I am 
therefore currently examining microsatellites originating from DNA 
samples of my field samples. Complementary to these data, it would be 
profitable to also perform such an analysis for experimental edge and 
core mites sampled from microcosms (cfr. chapter IV). Furthermore, as 
a similar trend might be expected for the endosymbiotic bacteria of T. 
urticae (i.e. loss of diversity with increasing latitude), I am currently also 
investigating the microbial community of my T. urticae field samples.
Trade-offs likely play a role in shaping life history during range 
expansion. In this PhD thesis, however, I did not find such trade-offs. As 
explained earlier, there could be many reasons for this, including the 
fact that trade-off might sometimes only become apparent when testing 
performance among conflicting environments. When repeating the 
experiments of chapter IV within an aerial dispersal-oriented setup (see 
above), it would therefore also be informative to test the performance 
(intrinsic rate of increase, r) of edge mites under core-conditions (high 
density) versus edge conditions (low density). This might reveal an 
interesting trade-off, corresponding with the one found in Bonte et al. 
(2014) and with the theoretical predictions of Burton et al. (2010). The 
performance of edge and core mites could furthermore be tested in the 
absence or presence of a competitor (e.g. T. evansi or T. ludeni), to test if 
edge mites also exhibit a lowered interspecific competitive ability.
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During range expansion, spatial selection and local adaptation 
to a changing environment together influence quantitative genetic trait 
divergence, whereby the former can result in evolutionary increased 
dispersal and reproduction near the expansion front. In T. urticae, the 
tendency to disperse by air is epigenetically inherited, allowing a rapid 
response to such spatial selection. Where aerial dispersal thus shows 
an evolutionary increase during range expansion, the ambulatory 
dispersal behaviour of this species primarily displays a plastic response 
to increased levels of kin competition at the expansion front. The 
development of T. urticae strongly depends on the time available and 
the local temperature. The decreasing length of the breeding season 
and exposure to low temperatures during polewards range expansion 
thus significantly affect development in this species. Low, unfamiliar, 
temperatures lead to an intersexual developmental mismatch (hence 
disruption on protandry), but negative effects on population growth are 
absent since the species can overcome the mismatch through a plastic 
adjustment of progeny sex ratio.
Overall, this PhD thesis provides strong evidence that range 
expansion can lead to significant genotypic differentiation in life history 
and dispersal behaviour, which may be visible in the phenotype as well 
as metabotype of individuals (figure 1). The phenotypic differentiation 
observed in the lab might, however, substantially differ from that in 
natural environments because of potential genotype-by-environment 
interactions and the multitude of (a)biotic factors shaping phenotypes in 
nature. As illustrated by the plastic effect of kin competition on the rate of 
range expansion and by the influence of plastic sex ratio adjustments on 
population growth, ecological responses are important as well. Through 
both evolutionary and ecological processes, range expansion thus leads 
to changes in dispersal and life history, which eventually feeds back on 
the potential for and velocity of range advance. These eco-evolutionary 
dynamics should be taken into account if we wish to make reliable 
forecasts of species responses to climate change (figure 1).
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This PhD thesis furthermore illustrates how T. urticae and similar 
species can respond to climate warming in a variety of ways, including 
evolutionary and plastic changes in life history, physiology and behaviour. 
I therefore highlight the need to take all these different responses into 
account in order to improve ecological forecasting. To parameterise 
biologically realistic predictive models, it is crucial to combine all aspects 
of an organism’s biology and increasing efforts are needed to collect this 
essential biological information (Urban et al. 2016).
Figure 1: Schematic representation of the eco-evolutionary dynamics occurring during range 
expansion in Tetranychus urticae, as found within this PhD thesis.
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Dankwoord
DANKWOORD
Het dankwoord. Of ook wel: het meest populaire gedeelte van 
een doctoraat. Jaja beste lezer, mij maak je echt niets wijs: al mijn schone 
analyses en grafiekjes, het zal je worst wezen. Ik durf erop wedden –
een pintje op de Natuurpuntfuif voor jou versus een croque’ske op 
diezelfde fuif voor mij?- dat je a) regelrecht naar de sectie “Dankwoord” 
op zoek bent gegaan, of b) eerst nog een beetje sympathiek-gewijs van 
blaadje-draai hebt gedaan (vooral op zoek naar die enkele fotootjes en 
figuurtjes) om dan toch maar gauw op te geven en door te bladeren naar 
interessanter leesvoer: het dankwoord. Of ben ik nu teveel vanuit mezelf 
aan het denken? Ik ben in alle geval hét voorbeeld bij uitstek van ‘die 
soort’ die je boekje van de tafel grist met één enkel doel voor ogen: de 
grote controle – staat mijn naam vermeld in het dankwoord?
Dat brengt me dan naadloos bij het volgende: 
HEEEEEEEEEEEELP!!!!
Stress jongens en meisjes! Millepietjes (zo is het ok he, God?)! Al die 
mensen die hier potentieel gaan komen snuisteren op zoek naar hun 
naam. Zes jaar lang heb ik van alle kanten steun gekregen. De lijst 
van te bedanken jonge (of minder jonge –maar laten we ze voor hun 
plezier ook nog jong noemen *knipoog) dames, edele heren en kleine 
kinderkens (neen, niet de mijne –en ja, vraag misschien straks nog eens 
even of ik nu bijna ga trouwen *iets tussen een knipoog en een dikke 
tong uit de mond) is dus ein-de-loos. Daarom, liefste lezer, wil ik graag 
iets met je afspreken: ik typ hieronder, je zal het zo meteen wel zien, alle 
24 letters van ons alfabet. Omcirkel in gedachten al diegene die je nodig 
hebt om jouw naam te vormen (dubbel gebruik van letters is, uiteraard, 
toegestaan). Neem ze bijeen en zet ze in de goede volgorde. Gesnopen? 
Ok. Zet je schrap!
a b c d e f g h i j k l m n o p q r s t u v w x y z
En? Gelukt? Zie je het ook? Ja, je staat in mijn dankwoord!! *uw breedste 
glimlach* 
Ziezo. Ik ben ingedekt. Iédereen staat in mijn dankwoord. Ha! 
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En bedenk ook, het is zoals bij verstoppertje: diegene die je 
maar niet ziet is die ukkepuk die gewoon pal voor je neus staat –zodanig 
in zicht dat je hersenen hem interpreteren als een onbenullig object 
(*piieet-puut-krrrr object in niet-verstop zone wordt genegeerd piieet-
puut-krrrr*). Met andere woorden (want mijn woorden durven nogal eens 
warrig –en vooral zeeeeeer langdradig *grijns* zijn), als ik je zou dúrven 
vergeten zijn,  dan is het misschien wel net omdat je in feite echt níet te 
vergeten bent –zooooo belangrijk.
Enfin. Bon. Soit.
Laat het duidelijk zijn dat hier een ik-zit-al-veel-te-lang-tussen-vier-
muren-wezen aan het toetsenbord zit…
Mezelf even herpakken. “Hop!” –herpakt.
En dan nu toch ook maar een beetje volgens de regels van het spel.
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Weledelgeleerde heer professor doctor Dries Bonte, a.k.a. mijn 
promotor, aan u de eer om hier als eerste vernoemd te worden. Want 
laat daar geen twijfel over bestaan: als één iemand me bijzonder stevig 
ondersteund heeft, dan ben jij het wel. Ik hoop dat ik je de voorbije 
periode genoeg heb laten merken hoe ontzettend dankbaar ik je daarvoor 
ben. Een doctoraat is een werk van de doctorandus, maar het doctoraat 
staat of valt toch ook met de promotor. En jij bent zeker één van het 
type dat de balans stevig naar de positieve kant duwt. Mailtjes werden 
veelal binnen het half uur beantwoord en manuscripten vaak al de dag 
erna nagelezen plus becommentarieerd. En als ik met een vraag zat, dan 
moest ik enkel maar een verdiepje naar beneden lopen en je bureau 
binnenwandelen. Zo heb ik vele kilometers afgelegd, want vragen had ik 
altijd in overvloed. (Maar, Dries, ik had je nog voor de aanvang van mijn 
doctoraat gewaarschuwd he: “ik ben wel iemand die nogal veel vragen 
stelt –vind je dat geen probleem? *onzekere bloos* Mij aannemen was 
een stilzwijgend akkoord gaan. *knipoog) Vaak was het niet meer dan me 
geruststellen en bevestigen dat ik goed bezig was (wat zeer belangrijk is 
voor een twijfel/pieker-kop als mij), maar er waren ook die keren dat ik 
binnenkwam met een soort ‘oh neen, er is een ramp gebeurd –gevoel’ en 
jij de oplossing voor het probleem uit je tovermouw wist te schudden. 
“Tadaaa!” En naast een goeie promotor ben je bovendien ook gewoon 
echt ‘ne plezante mens’! Merci voor 6 jaren vol uitdagingen en plezier!! 
Dat je nog vele doctorandi naar hun pluimhoedje mag begeleiden!
Weledelgeleerde heer professor doctor Robby Stoks, a.k.a. mijn 
co-promotor, jij bent de volgende die ik wil bedanken. Je hebt je rol als 
co-promotor met glans opgenomen! Ik denk dat vele doctoraatstudenten 
denken dat een co-promotor zoiets ‘voor op papier’ is, maar ik heb 
kunnen ervaren hoe een co-promotor ook echt een waardevolle steun 
kan betekenen. Ieder van mijn schrijfsels heb jij nagelezen met een 
ongelofelijk oog voor detail en perfectie. Je bemerkingen zaten er altijd 
‘kloeft op’ en vulden steeds perfect de bedenkingen van Dries aan. Zo 
vormden jullie voor mij het perfecte begeleidings-duo. En ook bij jou 
306
DANKWOORD
had ik het geluk dat de feedback altijd bijzonder snel kwam. Zelfs als 
jij eigenlijk zei geen tijd te zullen hebben, bleek je toch nog overuren 
te hebben gedraaid om mij weer vooruit te helpen. Een super oprechte 
“dankjewel!” daarvoor!
Dear members of the jury -dear Luc Lens, Tom Moens, Thomas 
Van Leeuwen, Emanuel Fronhofer and Tom Miller, I would like to thank 
each of you for accepting my invitation to be a jury-member and for 
taking the effort of carefully reading through my PhD thesis. I realise 
that such things take an awful lot of time, so I’m very grateful for every 
general or detailed comment and suggestion that I received. I also want 
to thank you for the overall positive feedback about my work, which is 
very motivating. To jump ahead in time: “Cheers!” –please let me thank 
you with a glass of bubbles during the reception.
Luc, peetvader van de TEREC, jou wil ik ook nog eens apart 
bedanken om de TEREC zo te leiden dat het er steeds aangenaam 
vertoeven is. Ook Dries, Maurice, Johan & Lynda, and since recently Matt 
and Liliana, bijgestaan door Liesbeth met de eeuwige glimlach, dragen 
daar een aardig steentje aan bij. Voor bij de Limno kijk ik dan naar Dirk 
en zijn twee rechterhanden wat-is-de-postcode-van-Anzegem-Yoeri en 
ik-zie-er-braaf-uit-maar-ben-een-grapjas-Thijs. Want ja, TEREC en Limno, 
jullie allen samen maakten het voor mij elke dag weer een fantastisch 
avontuur op de Ledeganck! Als ik iets zal missen, dan zal het jullie warme 
collegialiteit zijn. Wat een ongelofelijke bende fijne mensen –ik voelde 
me bij jullie helemaal in mijn sas! Het gouden trio Angelica-Viki-Hans, 
met sinds enkele jaren ook een tweede langharig man: onze Pieter, jullie 
zijn de centrale as van het geheel –goed zot in de kop, een hart van 
peperkoek en altijd bereid om te helpen met vanalles en nog wat. Ik ga 
jullie écht missen (kijk, ik krijg het hier zowaar al even lastig…). Tanja, 
sinds we op het 11e zitten deelden wij samen een bureau en ik moet 
zeggen, ik ben daar altijd super content over geweest. Gewoon rustig 
kunnen werken en bij tijd en stond eens raad kunnen vragen. Voor mij 
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de perfecte werkplek! Ik wens je suuuuperveel succes met jouw laatste 
loodjes –bijna zover! En voor daarna wens ik je een uitdagende job, 
waar je veel voldoening uit kan halen. Jasmijn, jij draait intussen ook 
al een poosje mee aan de TEREC. Je liefde voor programmeren deel ik 
niet *knipoog, maar gelukkig ben je geen computernerd maar een zeer 
lieve madam die soms plots erg grappig uit de hoek kan komen en net 
als mij houdt van een gezellig onderonsje. Doe dat nog goed!! Karen, 
jij bent nu de mijtenvrouw van dienst he! Draag de fakkel met fierheid 
en zorg dat onze mijtjes altijd vrolijk en gezond blijven! *knipoog. Niet 
te veel ‘hollands’ beginnen praten wel, daar bij de Noorderburen. Met je 
Erembodegems zou dat maar een vreemde mix worden –hihi. Stefano, 
Frederik and Steven, you recently and very recently also joined the mites-
team. Make our little friends proud! *smile* Ha, we zitten al bij de bureau 
van ‘de stoer mannen en madammen’! Bram, Dries, Daan, Laurence en 
Irene (Laurence, jij kan al wel een woordje Nederlands he *knipoog) jullie 
zijn de mannen en vrouwen die daar wat vuur in de keet moeten houden 
he. Jonge benen en breinen vol ideeën; doe nog eens goed zot voor jullie 
ook in de eindspurt zitten –Gogogo! Cátia and Alejandro, you both seem 
to really ‘dance through your PhD’. Two motivated smarty-pants with a 
good taste for life and fun! Keep up the good work! *smile* And let us not 
forget our dear friends from all different parts of the world, who stay for 
shorter or longer periods and make TEREC a fruitful mixture of people 
and ideas: Gelaye, Betehelehem, Noraine, Elham, Navid, Frehiwot, Pei and 
Jiao: Good luck with all those things that you would like to accomplish!
Els en Jorunn, jullie zijn ‘van het andere team’, maar eigenlijk 
toch ook gewoon keihard van ‘ons team’. Twee vrouwen van klasse! Ik kan 
soms zeer geboeid kijken naar hoe stijlvol en charmant jullie kunnen 
zijn. Iets om naar op te kijken –ik durf dat eerlijk toegeven. *glimlach* 
Ook de limno-mannen mogen we natuurlijk niet vergeten. Mannen met 
(of zonder) baarden die bootje varen –he, dan klinkt als een bekend 
liedje. * knipoog* Blijven peddelen –en vooral niet omkantelen –gnigni!
Sinds de jaren dat ik begon (2010 –phieuw, wat is de tijd voorbij 
gevlogen!!) zijn er intussen al heel wat mensen de revue gepasseerd 
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(en sommigen keren na enkele jaren gewoon weer lekker gezellig terug: 
welcome back, Martijn –veel plezier met de excursies!). Annelies, Helena 
en Céline, jullie waren zo een beetje mijn generatiegenootjes en ik vond 
het heerlijk om te tetteren op de bureau over mijten of andere beesten 
en over de kleine dingen des levens. Jeroen en Steven -the boys-, jullie 
zorgden jarenlang voor een goeie portie testosteron –genoeg om mij 
helemaal uit mijn dak te laten gaan (hehe). Steven, ik pak je nog wel 
eens terug voor dat stuk tand. Jeroen, vader Jeroen, sjongejonge, jij staat 
al helemaal stevig in je ‘levensschoenen’. Proficiat!! Doe je dan nog 
eens een BBQ (waarschijnlijk is er nog wel genoeg over van vorige keer 
*knipoog)? Charly, Limno-Leen en Bram –de ‘ouwe garde’. Jullie waren er 
maar even meer toen ik begon (nuja, Bram, jij blijft maar opduiken, hihi 
–dat ik je nog vaak mag kruisen op mijn pad!), maar jullie zinderen hier 
nog altijd na. Dat zegt veel over jullie fantastische persoonlijkheden, me 
dunkt. Bakken energie en lachen van ‘s morgens vroeg tot ‘s avonds laat! 
Valérie, ook jou wil ik even vermelden. Voor mij ben jij altijd een soort 
voorbeeldfiguur geweest. Intelligent, gedreven en oneindig zachtaardig! 
Krullenbol-Lies, jij kwam en ging, maar werd niet vergeten! Het Rode 
Kruis wacht op ons voor een nieuwe lading bloed(plasma)! Heer Lander 
Baeten –wat een krak. Ze bestaan nog, de mannen die het allemaal in 
één pakketje hebben *knipoog! Adriana, I’ll always remember your funny 
T-shirts and tape-fingers. Good luck with your career; I have the feeling 
you’ll fly high!
Jezus. Dit loopt hier uit de hand. Straks beslaat mijn dankwoord 
zowat een kwart van mijn volledige doctoraat. *oh-oow-mond* Maar ik 
ga niet beloven om het vanaf hier compacter te maken, want ik slag daar 
waarschijnlijk toch niet in –hihi.
Naast de directe collega’s van de TEREC en de Limno, waren 
er natuurlijk ook nog andere superfijne mensen waar ik mee samen 
mocht werken. Ik denk dan bijvoorbeeld aan alle onderwijs-gerelateerde 
activiteiten waarbij ik steeds super veel plezier beleefde! Hanne, Dieter, 
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Wim en Miranda: de practica dierkunde waren voor mij altijd een groot 
feest! Merci voor het vertrouwen en de hulp (Lynda, jij mag hier ook nog 
eens herhaald, uiteraard)! Niels, Tim, Margaux, Marijke, Johannes, David: 
bedankt voor de hulp tijdens de excursies of de beestjes-practica! Zelf 
heb ik er in alle geval keer op keer van genoten! Ook hier dan toch ook 
nog eens merci aan mijn directe TEREC-vriendjes en aan andere geestige 
pipo’s zoals Matthew en Arne die meegingen op excursies of de stage! Dit 
waren voor mij echt wel hoogtepunten, mede dankzij jullie toffe zelven!
Hoewel ik zelf zeker flink en hard gewerkt heb, heb ik lang 
niet al het werk alleen gedaan. In het ‘dankwoord’ van de verschillende 
hoofdstukken staan regelmatig een reeks namen van mensen die ik best 
wel wat dank verschuldigd ben. Ik lijst ze hier graag nog even op. Ik dank 
mijn bachelor- en master studenten: Hannah, Margaux, Adinda, Felix, 
Mickey, Laure en Ruben voor hun hulp bij de experimenten; Mike en 
Matti voor de hulp in de labo’s; Joachim, Hans, Rik en Jelle voor de hulp 
tijdens het veldwerk; en Jasmijn, Angelica en Viki om me uit de nood te 
helpen en werk van mij over te nemen wanneer er soms wat teveel hooi 
op mijn vorkje lag (ook de mijten-labo-genoten hielpen daarbij uiteraard 
geregeld!). Merci, merci, merci!!
En dan even helemaal terug naar de beginjaren. Ik weet nog 
heel goed dat ik zeer lang mijn brein heb zitten pijnigen met de grote 
vraag “Ga ik solliciteren voor dat assistentschap of niet? Is dat iets voor 
mij? Kan ik dat wel?” Toen zijn er heel wat mensen die de tijd hebben 
genomen om naar me te luisteren en me te helpen om een beslissing 
te kunnen nemen –een beslissing waar ik nog nooit spijt van heb gehad 
(merci!). Ik noem hier slechts het topje van de ijsberg. Kay, Bertie, Limno-
Leen en Marijn, ik geloof dat jullie best wel een belangrijke rol hebben 
gespeeld. Bedankt om mij te overtuigen van mijn kunnen! Dank ook aan 
alle leden van de selectiecommissie die in me geloofden en me de kans 
boden om deze job uit te oefenen. (Want ja, meedingen voor een job, 
geeft je de job daarom nog niet..)
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Ik kan dezelfde denkoefening ook maken voor het zeer recente 
gebeuren waarbij er nagedacht moest worden over “wat na mijn 
doctoraat?”. Ik ben uiteraard nog steeds wat op zoek, maar ik geloof 
dat ik al een behoorlijk goed beeld heb van waar ik naartoe wil. En er 
zijn toch best wel een aantal mensen die me hebben geholpen in dit 
denkproces –veel te veel om hier op te sommen. Toch enkele. Liesbeth, 
Sandra, Hanne, Thijs en Bram, merci voor de babbel over ‘werken aan 
de universiteit’ (of hoe moet ik het formuleren *glimlach). Misschien 
een kleine moeite voor jullie, maar een grote hulp voor mij. Charly en 
Liestie, op die ene namiddag bij Liestie op de thee is bij mij het licht 
gaan schijnen. Misschien was ik tegen dan al semi-gerijpt en had ik nog 
slechts een duwtje nodig, geen idee. In alle geval: bedankt om er toen te 
zijn. Jullie zijn schatten!
Liefste bioloogjes, jullie mogen hier natuurlijk één voor één 
vermeld worden! Ik heb al vaak bedacht dat een mens toch voor een 
groot stuk mee ‘vorm krijgt’ door zijn omgeving en jullie hebben daar een 
bijzonder grote rol in gespeeld. Mijn liefde voor de natuur was volgens 
mij aangeboren, maar jullie hebben die echt helemaal verder doen 
opflakkeren. Ik kan niet genoeg zeggen hoe ongelofelijk super content 
ik ben om jullie allemaal te hebben leren kennen. Hoe heerlijk om met 
mensen op hetzelfde spoor te zitten, om samen in ‘den buiten’ te kunnen 
rondhuppelen, veggie-dinges te koken, te fietsen door berg en dal. Ik 
hoop dat we elkaar nooit helemaal uit het oog verliezen. Ik maak er 
graag een prioriteit van om nog eens een ‘Hazelnootboorder-weekendje’ 
te organiseren! Mariekje, Lena, Charly, Liestie, Tu’ters, Lies, Robvos, Bertie, 
Vuurtoren, Roelie, Tomas en Parre: jullie zijn mijn bio-helden! *glimlach* 
Thiasse, Willem, Wim en Harry: kom ook nog eens mee op weekend, t 
wordt reuzengezellig, beloofd! *glimlach*
En dan zijn we hier aanbeland bij de sectie ‘vrienden sinds jaar 
en dag’. Want inderdaad, ook jullie verdienen hier een schoon plekje. 
In feite kan ik daar zelfs nog een volledig afzonderlijk hoofdstuk voor 
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gebruiken. Want wat is er mooier om met mensen te delen dan je jeugd? 
Al die vele jaren vol avontuur… Ik ben een dikke gelukzak –dat besef ik 
maar al te goed. Steeds omgeven door liefdevolle vrienden, waarvan ik 
weet dat ze er altijd voor me zijn. Amelientje, Lore, Julie, Céline, Stefanie, 
Eveline, Fien en –aha, een man!- Wouter, ontneem me jullie en ik ben 
ontworteld. Dat we samen grijze haren en rimpels mogen krijgen en 
altijd met een warm gevoel kunnen terugblikken naar het leven dat we 
al zovele jaren delen.
Het hoogtepunt van delen is er natuurlijk met je eigen familie. 
Wij delen niet enkel ons verleden, maar zelfs letterlijk een beetje van ons 
zijn –hoe zot is dat niet!? Langs ons vaders kant waren we enig gezin, 
met oma en opa aan de top. Oma en opa verlieten ons jammer genoeg 
veel te vroeg (af en toe realiseer ik mij hoeveel ik van jullie zou kunnen 
hebben geleerd –twee mensen met zoveel kennis en kunde). Via moekes 
kant werd er gelukkig ferm gecompenseerd. Maar liefst 5 tantes en via 
hen ook nog eens 4 ooms, en daaruit voortbloeiend een hele meute 
leeftijdsgenootjes om mee te spelen! Dan leer je het plezier van grote 
families kennen. Altijd drukte en gezelschap. Zalig. Het is niet iedereen 
gegund, een warme familie. Dat het vlammetje altijd rustig verder mag 
wapperen. Ik vind het helemaal prima zo!
Van familie naar gezin. Ofja, ‘tussengezin’. Of hoe moet ik het 
zeggen. Want wij zijn nu in feite al een familie op onszelf geworden: elke 
broer zijn vrouw en kinderkens, moeke en papa nu oma en opa. Wat gaat 
het een vaart..! Hoe ik hier in woorden kan brengen hoe blij en dankbaar 
ik ben voor het gegeven dat jullie mijn ouders, broers, schoonzussen en 
kleine neefjes en nichtjes zijn weet ik gewoon niet. Ik ben een bofkont. 
Met al mijn grote en kleine zorgen kan ik altijd wel bij iemand terecht. 
Urenlang mag ik de benen onder tafel schuiven of op de zetel zwieren 
en mijn hart naar vrijheid luchten over al wat ik maar bedenken kan. De 
oren zijn groot en luisterend en de woorden wijs en zacht. Ik voel me 
helemaal veilig genest binnen dit nest. Heerlijk zorgeloos dommelend 
op een bedje van twijgjes en hemelszacht dons… 
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Pie, jou wil ik ook nog eens apart bedanken om als allereerste 
PhD-publiek te fungeren en voor het nauwgezet nalezen van mijn 
Nederlandstalige samenvatting. (Het nalezen van dit stuk gekriebel ga 
ik je besparen; je zou er waarschijnlijk tientallen ‘overtredingen van de 
taalwet’ in vinden, maar we dekken die gewoon toe met de mantel der 
liefde –ok? *knipoog)
Als het dan toch over praktische zaken gaat, dan wil ik hier nog 
heel even een kleine zijsprong maken en alvast een gepast dik woord 
van dank typen voor mijn lieve vrienden, familieleden en collega’s die nu 
al hebben laten weten dat ze me op of andere manier willen helpen met 
de receptie na de publieke verdediging. Dankjewel!! Alweer wat minder 
zorgen voor mij! *glimlach*
We zijn er geraakt. De laatste persoon. Het kersje op de taart 
(ha, ik heb bij deze weer een nieuw koosnaampje voor jou *knipoog). 
Joachim, we leerden elkaar kennen toen ik nog maar net een paar maand 
aan mijn doctoraat begonnen was. In de werkagenda die ik tijdens mijn 
assistentschap dagelijks bijhield kan je daarvan nog de sporen lezen. 
Zaken zoals “uitgeslapen..” of “thuis gebleven vandaag –foei!” zijn stille 
getuige van die eerste paar dagen en weken (voor alle duidelijkheid naar 
de andere lezers toe: het was binnen de perken hoor –ik ben veel te 
flink en plichtsbewust om het echt te laten hangen). Maar misschien 
kan ik het toch wel zo stellen: jij bent een beetje het duiveltje in mijn 
doosje. Maar dan een ‘goed duiveltje’ he. Eentje die me bij tijd en stond 
een schop onder mijn poep geeft en me zegt dat het leven veel te mooi 
is om zomaar voorbij te laten vliegen. Dat we ons moeten amuseren en 
op reis gaan. Ik ben het daar helemaal mee eens, alleen verval ik nogal 
vaak in het ‘maar ik moet dit of dat’ en verlies ik mezelf soms in werk 
en (onbestaande) morele verplichtingen. Ik denk dat we elkaar mooi in 
evenwicht houden. Een dynamisch evenwicht, zeg maar, want als twee 
eigenzinnige types trekken we soms zeer hard in de tegenovergestelde 
richting aan hetzelfde touw. Maar dat maakt het des te boeiender, toch? 
Terwijl ik hier deze woorden neertyp, ben jij ‘om het muurtje’ aan jouw 
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bureau bezig met de layout van dit boekje. Een huzarenstukje. Veel gepuf 
en gemopper (als een “stomme ***figuur” niet doet wat je wil dat hij doet), 
maar je doet het toch maar mooi. Al uuuuren werk heb je erin gestoken. 
En je bent er verdomd goed in. Mijn oogje voor esthetiek. Merci, piepske-
tsjoepke-liefje, binnen twee weken gaan we lekker samen op reis… X!
Katrien,
4 december 2016
314
Cited Literature
CITED LITERATURE
Acerenza, L. (2016) Constraints, Trade-offs and the Currency of Fitness. Journal of Molecular Evolution, 
82(2-3): 117-127.
Addo-Bediako, A., Chown, S.L. & Gaston, K.J. (2000) Thermal tolerance, climatic variability and latitude. 
Proceedings of the Royal Society B-Biological Sciences, 267(1445): 739-745.
Agrawal, A.A. (2000) Host-range evolution: Adaptation and trade-offs in fitness of mites on alternative 
hosts. Ecology, 81(2): 500-508.
Agrawal, A.A., Vala, F. & Sabelis, M.W. (2002) Induction of preference and performance after acclimation 
to novel hosts in a phytophagous spider mite: Adaptive plasticity? American Naturalist, 
159(5): 553-565.
Ahmed, I. & Khan, M.A. (2006) Dietary branched-chain amino acid valine, isoleucine and leucine re-
quirements of fingerling Indian major carp, Cirrhinus mrigala (Hamilton). British Journal of 
Nutrition, 96(3): 450-460.
Asher, J., Warren, M., Fox, R., Harding, P., Jeffcoate, G. & Jeffcoate, S. (2001) The Millennium Atlas of Butter-
flies in Britain and Ireland. Oxford Univ. Press, Oxford.
Aukema, J.E., Leung, B., Kovacs, K., Chivers, C., Britton, K.O., Englin, J., Frankel, S.J., Haight, R.G., Holmes, 
T.P., Liebhold, A.M., McCullough, D.G. & Von Holle, B. (2011) Economic Impacts of Non-Na-
tive Forest Insects in the Continental United States. Plos One, 6(9).
Baiser, B., Buckley, H.L., Gotelli, N.J. & Ellison, A.M. (2013) Predicting food-web structure with metacom-
munity models. Oikos, 122(4): 492-506.
Bancroft, J.S. & Margolies, D.C. (1999) An individual-based model of an acarine tritrophic system: lima 
bean, Phaseolus lunatus L., twospotted spider mite, Tetranychus urticae (Acari : Tetrany-
chidae), and Phytoseiulus persimilis (Acari : Phytoseiidae). Ecological Modelling, 123(2-3): 
161-181.
Barbet-Massin, M. & Jetz, W. (2015) The effect of range changes on the functional turnover, structure 
and diversity of bird assemblages under future climate scenarios. Global Change Biology, 
21(8): 2917-2928.
Beaugrand, G., Reid, P.C., Ibanez, F., Lindley, J.A. & Edwards, M. (2002) Reorganization of North Atlantic 
marine copepod biodiversity and climate. Science, 296(5573): 1692-1694.
Beckerman, A.P., Petchey, O.L. & Morin, P.J. (2010) Adaptive foragers and community ecology: linking 
individuals to communities and ecosystems. Functional Ecology, 24(1): 1-6.
Bell, G. (2013) Evolutionary rescue and the limits of adaptation. Philosophical Transactions of the Royal 
Society B-Biological Sciences, 368(1610).
Belliure, B., M., M. & S., M. (2010) Mites as models for experimental evolution studies. Acarologia, 50(4): 
513-529.
Biedrzycki, M.L. & Bais, H.P. (2010a) Kin recognition in plants: a mysterious behaviour unsolved. Journal 
of Experimental Botany, 61(15): 4123-4128.
Biedrzycki, M.L. & Bais, H.P. (2010b) Kin recognition: Another biological function for root secretions. 
Plant Signaling & Behavior, 5(4): 401-402.
Biedrzycki, M.L., Jilany, T.A., Dudley, S.A. & Bais, H.P. (2010) Root exudates mediate kin recognition in 
plants. Communicative & Integrative Biology, 3(1): 28-35.
Birch, L.C. (1948) The intrinsic rate of natural increase of an insect population. Journal of Animal Ecolo-
gy, 17(1): 15-26.
Bitume, E.V., Bonte, D., Magalhaes, S., Martin, G.S., Van Dongen, S., Bach, F., Anderson, J.M., Olivieri, I. 
& Nieberding, C.M. (2011) Heritability and Artificial Selection on Ambulatory Dispersal 
Distance in Tetranychus urticae: Effects of Density and Maternal Effects. Plos One, 6(10): 
e26927. doi: 26910.21371/journal.pone.0026927.
Bitume, E.V., Bonte, D., Ronce, O., Bach, F., Flaven, E., Olivieri, I. & Nieberding, C.M. (2013) Density and 
genetic relatedness increase dispersal distance in a subsocial organism. Ecology Letters, 
16(4): 430-437.
Bitume, E.V., Bonte, D., Ronce, O., Olivieri, I. & Nieberding, C.M. (2014) Dispersal distance is influenced 
by parental and grand-parental density. Proceedings of the Royal Society B-Biological Scienc-
es, 281(1790): 20141061. doi: 20141010.20141098/rspb.20142014.20141061.
Blanckenhorn, W.U. & Demont, M. (2004) Bergmann and converse Bergmann latitudinal clines in 
arthropods: Two ends of a continuum? Integrative and Comparative Biology, 44(6): 413-424.
Boeye, J., Travis, J.M.J., Stoks, R. & Bonte, D. (2013) More rapid climate change promotes evolutionary 
rescue through selection for increased dispersal distance. Evolutionary Applications, 6(2): 
353-364.
316
CITED LITERATURE
Bonduriansky, R., Crean, A.J. & Day, T. (2012) The implications of nongenetic inheritance for evolution in 
changing environments. Evolutionary Applications, 5(2): 192-201.
Bonte, D. & Dahirel, M. (2016) Dispersal: a central and independent trait in life history. Oikos, published 
online: doi 10.1111/oik.03801.
Bonte, D., De Roissart, A., Wybouw, N. & Van Leeuwen, T. (2014) Fitness maximization by dispersal: 
evidence from an invasion experiment. Ecology, 95(11): 3104-3111.
Bonte, D., Van Belle, S. & Maelfait, J.P. (2007) Maternal care and reproductive state-dependent mobility 
determine natal dispersal in a wolf spider. Animal Behaviour, 74: 63-69.
Bonte, D., Van Dyck, H., Bullock, J.M., Coulon, A., Delgado, M., Gibbs, M., Lehouck, V., Matthysen, E., Mus-
tin, K., Saastamoinen, M., Schtickzelle, N., Stevens, V.M., Vandewoestijne, S., Baguette, M., 
Barton, K., Benton, T.G., Chaput-Bardy, A., Clobert, J., Dytham, C., Hovestadt, T., Meier, C.M., 
Palmer, S.C.F., Turlure, C. & Travis, J.M.J. (2012) Costs of dispersal. Biological Reviews, 87(2): 
290-312.
Bossdorf, O., Richards, C.L. & Pigliucci, M. (2008) Epigenetics for ecologists. Ecology Letters, 11(2): 106-
115.
Bowler, D.E. & Benton, T.G. (2005) Causes and consequences of animal dispersal strategies: relating 
individual behaviour to spatial dynamics. Biological Reviews, 80(2): 205-225.
Boykin, L.S. & Campbell, W.V. (1984) Wind dispersal of the twospotted spider-mite (Acari, Tetranychi-
dae) in North-Carolina peanut fields. Environmental Entomology, 13(1): 221-227.
Bradshaw, W.E. & Holzapfel, C.M. (2008) Genetic response to rapid climate change: it’s seasonal timing 
that matters. Molecular Ecology, 17(1): 157-166.
Brandenburg, R.L. & Kennedy, G.G. (1982) Intercrop relationships and spider-mite dispersal in a corn 
peanut agro-ecosystem. Entomologia Experimentalis Et Applicata, 32(3): 269-276.
Braschler, B. & Hill, J.K. (2007) Role of larval host plants in the climate-driven range expansion of the 
butterfly Polygonia c-album. Journal of Animal Ecology, 76(3): 415-423.
Breslow, N.E. & Clayton, D.G. (1993) Approximate inference in generalized linear mixed models. Journal 
of the American Statistical Association, 88(421): 9-25.
Bridle, J.R. & Vines, T.H. (2007) Limits to evolution at range margins: when and why does adaptation 
fail? Trends in Ecology & Evolution, 22(3): 140-147.
Brown, C.R. & Brown, M.B. (1992) Ectoparasitism as a cause of natal dispersal in cliff swallows. Ecology, 
73(5): 1718-1723.
Brown, G.P., Phillips, B.L., Dubey, S. & Shine, R. (2014) Invader immunology: invasion history alters im-
mune system function in cane toads (Rhinella marina) in tropical Australia. Ecology Letters, 
18(1): 57-65.
Brown, J.H. & Kodricbrown, A. (1977) Turnover rates in insular biogeography – effect of immigration on 
extinction. Ecology, 58(2): 445-449.
Brussard, P.F. (1992) Biotic Prognostications -- Global Warming and Biological Div. Science, 258(5087): 
1505.
Bundy, J.G., Davey, M.P. & Viant, M.R. (2009) Environmental metabolomics: a critical review and future 
perspectives. Metabolomics, 5(1): 3-21.
Burton, O.J., Phillips, B.L. & Travis, J.M.J. (2010) Trade-offs and the evolution of life-histories during 
range expansion. Ecology Letters, 13(10): 1210-1220.
Calabrese, J.M. & Fagan, W.F. (2004) Lost in time, lonely, and single: Reproductive asynchrony and the 
Allee effect. American Naturalist, 164(1): 25-37.
Cameron, T.C., O’Sullivan, D., Reynolds, A., Piertney, S.B. & Benton, T.G. (2013) Eco-evolutionary dynamics 
in response to selection on life-history. Ecology Letters, 16(6): 754-763.
Carbonnelle, S. (2004) Influence of geographical locations on morphological and genetic structure of 
Tetranychus urticae Koch (Acari: Tetranychidae) populations. Doctor in Biological Sciences. 
Université catholique de Louvain.
Carbonnelle, S., Hance, T., Migeon, A., Baret, P., Cros-Arteil, S. & Navajas, M. (2007) Microsatellite mark-
ers reveal spatial genetic structure of Tetranychus urticae (Acari : Tetranychidae) popula-
tions along a latitudinal gradient in Europe. Experimental and Applied Acarology, 41(4): 
225-241.
Caswell, H., Lensink, R. & Neubert, M.G. (2003) Demography and dispersal: Life table response experi-
ments for invasion speed. Ecology, 84(8): 1968-1978.
Charmantier, A., Buoro, M., Gimenez, O. & Weimerskirch, H. (2011) Heritability of short-scale natal 
dispersal in a large-scale foraging bird, the wandering albatross. Journal of Evolutionary 
317
CITED LITERATURE
Biology, 24(7): 1487-1496.
Chuang, A. & Peterson, C.R. (2016) Expanding population edges: theories, traits, and trade-offs. Global 
Change Biology, 22(2): 494-512.
Chuche, J. & Thiery, D. (2012) Egg incubation temperature differently affects female and male hatching 
dynamics and larval fitness in a leafhopper. Ecology and Evolution, 2(4): 732-739.
Clobert, J., Le Galliard, J.F., Cote, J., Meylan, S. & Massot, M. (2009) Informed dispersal, heterogeneity in 
animal dispersal syndromes and the dynamics of spatially structured populations. Ecology 
Letters, 12(3): 197-209.
Clotuche, G., Mailleux, A.C., Fernandez, A.A., Deneubourg, J.L., Detrain, C. & Hance, T. (2011) The Forma-
tion of Collective Silk Balls in the Spider Mite Tetranychus urticae Koch. Plos One, 6(4).
Clotuche, G., Navajas, M., Mailleux, A.C. & Hance, T. (2013) Reaching the Ball or Missing the Flight? 
Collective Dispersal in the Two-Spotted Spider Mite Tetranychus urticae. Plos One, 8(10).
Colautti, R.I. & Barrett, S.C.H. (2013) Rapid Adaptation to Climate Facilitates Range Expansion of an 
Invasive Plant. Science, 342(6156): 364-366.
Colinet, H., Larvor, V., Laparie, M. & Renault, D. (2012) Exploring the plastic response to cold acclima-
tion through metabolomics. Functional Ecology, 26(3): 711-722.
Conover, D.O., Duffy, T.A. & Hice, L.A. (2009) The Covariance between Genetic and Environmental Influ-
ences across Ecological Gradients Reassessing the Evolutionary Significance of Counter-
gradient and Cogradient Variation. Year in Evolutionary Biology 2009 (eds C.D. Schlichting & 
T.A. Mousseau), pp. 100-129.
Conover, D.O. & Schultz, E.T. (1995) Phenotypic similarity and the evolutionary significance of counter-
gradient variation. Trends in Ecology & Evolution, 10(6): 248-252.
Coope, G.R. (1977) Quaternary Coleoptera as aids in the interpretation of environmental history. British 
Quaternary Studies: Recent Advances (ed. F.W. Shotton), pp. 55-68. Clarendon, Oxford.
Coope, G.R. & Wilkins, A.S. (1994) The response of insect faunas to glacial-interglacial climatic fluctu-
ations. Philosophical Transactions of the Royal Society of London Series B-Biological Sciences, 
344(1307): 19-26.
Cote, J., Clobert, J., Brodin, T., Fogarty, S. & Sih, A. (2010) Personality-dependent dispersal: characteriza-
tion, ontogeny and consequences for spatially structured populations. Philosophical Trans-
actions of the Royal Society B-Biological Sciences, 365(1560): 4065-4076.
Cote, J., Clobert, J. & Fitze, P.S. (2007) Mother - offspring competition promotes colonization success. 
Proceedings of the National Academy of Sciences of the United States of America, 104(23): 
9703-9708.
Coumou, D. & Rahmstorf, S. (2012) A decade of weather extremes. Nature Climate Change, 2(7): 491-
496.
Cousens, R., Dytham, C. & Law, R. (2008) Dispersal in Plants - A population perspective. Oxford University 
Press, Oxford, UK.
Crawley, M.J. (2007) Regression. The R Book, pp. 387-448. John Wiley & Sons, Ltd.
Crooker, A. (1985) Embryonic and juvenile development. Spider mites: their biology, natural enemies and 
control (eds W. Helle & M.W. Sabelis), pp. 149-163. Elsevier, Amsterdam.
Csillery, K., Blum, M.G.B., Gaggiotti, O.E. & Francois, O. (2010) Approximate Bayesian Computation (ABC) 
in practice. Trends in Ecology & Evolution, 25(7): 410-418.
Cwynar, L.C. & Macdonald, G.M. (1987) Geographical variation of lodgepole pine in relation to popula-
tion history. American Naturalist, 129(3): 463-469.
Dahirel, M., Vardakis, M., Ansart, A. & Madec, L. (2016) Density-dependence across dispersal stages in a 
hermaphrodite land snail: insights from discrete choice models. Oecologia: 1-12.
Darling, E., Samis, K.E. & Eckert, C.G. (2008) Increased seed dispersal potential towards geographic 
range limits in a Pacific coast dune plant. New Phytologist, 178(2): 424-435.
Darwin, C. (1874) The descent of man, and selection in relation to sex, 2 edn. John Murray, London.
Davey, M.P., Burrell, M.M., Woodward, F.I. & Quick, W.P. (2008) Population-specific metabolic phenotypes 
of Arabidopsis lyrata ssp. petraea. New Phytologist, 177(2): 380-388.
Davey, M.P., Woodward, F.I. & Quick, W.P. (2009) Intraspecfic variation in cold-temperature metabolic 
phenotypes of Arabidopsis lyrata ssp. petraea. Metabolomics, 5(1): 138-149.
Davis, M.B. (1989) Lags in vegetation response to greenhouse warming. Climatic Change, 15(1-2): 75-
82.
Davis, M.B. (1991) Research questions posed by the paleoecological record of global change. Global 
Changes of the Past (ed. R.S. Bradley), pp. 385-395. UCAR/Off. Interdisc. Earth Stud, Boulder, 
318
CITED LITERATURE
Colo.
Davis, M.B. & Zabinski, C. (1992) Changes in geographical range resulting from greenhouse warming: 
effects on biodiversity in forests. Global Warming and Biological Diversity (eds R. Peters & 
T.E. Lovejoy), pp. 297-308. Yale Univ. Press, New Haven, CT.
De Roissart, A., Wang, S. & Bonte, D. (2015) Spatial and spatiotemporal variation in metapopulation 
structure affects population dynamics in a passively dispersing arthropod. Journal of 
Animal Ecology, 84(6): 1565-1574.
De Roissart, A., Wybouw, N., Renault, D., Van Leeuwen, T. & Bonte, D. (2016) Life-history evolution in 
response to changes in metapopulation structure in an arthropod herbivore. Functional 
Ecology, 30(8): 1408-1417.
del Mar Delgado, M., Ratikainen, I.I. & Kokko, H. (2011) Inertia: the discrepancy between individual and 
common good in dispersal and prospecting behaviour. Biological Reviews, 86(3): 717-732.
Denno, R.F. & Peterson, M.A. (1995) Density-dependent dispersal and its consequences for population 
dynamics. Population dynamics: new approaches and synthesis. (eds N. Cappuccino & P.W. 
Price), pp. 113-130. Academic Press.
Dermauw, W., Wybouw, N., Rombauts, S., Menten, B., Vontas, J., Grbic, M., Clark, R.M., Feyereisen, R. & Van 
Leeuwen, T. (2013) A link between host plant adaptation and pesticide resistance in the 
polyphagous spider mite Tetranychus urticae. Proceedings of the National Academy of Sciences 
of the United States of America, 110(2): E113-E122.
Deutsch, C.A., Tewksbury, J.J., Huey, R.B., Sheldon, K.S., Ghalambor, C.K., Haak, D.C. & Martin, P.R. (2008) 
Impacts of climate warming on terrestrial ectotherms across latitude. Proceedings of the 
National Academy of Sciences of the United States of America, 105(18): 6668-6672.
Diss, A.L., Kunkel, J.G., Montgomery, M.E. & Leonard, D.E. (1996) Effects of maternal nutrition and egg 
provisioning on parameters of larval hatch, survival and dispersal in the gypsy moth, 
Lymantria dispar L. Oecologia, 106(4): 470-477.
Doligez, B., Daniel, G., Warin, P., Part, T., Gustafsson, L. & Reale, D. (2012) Estimation and comparison of 
heritability and parent-offspring resemblance in dispersal probability from capture-re-
capture data using different methods: the Collared Flycatcher as a case study. Journal of 
Ornithology, 152: S539-S554.
Donohue, K. (1999) Seed dispersal as a maternally influenced character: Mechanistic basis of mater-
nal effects and selection on maternal characters in an annual plant. American Naturalist, 
154(6): 674-689.
Driscoll, W.W., Hackett, J.D. & Ferrière, R. (2016) Eco-evolutionary feedbacks between private and public 
goods: evidence from toxic algal blooms. Ecology Letters, 19(1): 81-97.
Duckworth, R.A. (2009) Maternal effects and range expansion: a key factor in a dynamic process? Philo-
sophical Transactions of the Royal Society B-Biological Sciences, 364(1520): 1075-1086.
Duckworth, R.A. & Badyaev, A.V. (2007) Coupling of dispersal and aggression facilitates the rapid range 
expansion of a passerine bird. Proceedings of the National Academy of Sciences of the United 
States of America, 104(38): 15017-15022.
Dudley, S.A. & File, A.L. (2007) Kin recognition in an annual plant. Biology Letters, 3(4): 435-438.
Duputie, A. & Massol, F. (2013) An empiricist’s guide to theoretical predictions on the evolution of 
dispersal. Interface Focus, 3(6).
Duputié, A., Rutschmann, A., Ronce, O. & Chuine, I. (2015) Phenological plasticity will not help all 
species adapt to climate change. Global Change Biology, 21(8): 3062-3073.
Eanes, W.F. (2011) Molecular population genetics and selection in the glycolytic pathway. Journal of 
Experimental Biology, 214(2): 165-171.
Edmonds, C.A., Lillie, A.S. & Cavalli-Sforza, L.L. (2004) Mutations arising in the wave front of an ex-
panding population. Proceedings of the National Academy of Sciences of the United States of 
America, 101(4): 975-979.
Excoffier, L., Foll, M. & Petit, R.J. (2009) Genetic Consequences of Range Expansions. Annual Review of 
Ecology Evolution and Systematics, pp. 481-501.
Fauvergue, X., Hopper, K.R., Antolin, M.F. & Kazmer, D.J. (1998) Does time until mating affect progeny 
sex ratio? A manipulative experiment with the parasitoid wasp Aphelinus asychis. Journal of 
Evolutionary Biology, 11(5): 611-622.
Fiehn, O. (2002) Metabolomics - the link between genotypes and phenotypes. Plant Molecular Biology, 
48(1-2): 155-171.
Flousek, J., Telensky, T., Hanzelka, J. & Reif, J. (2015) Population Trends of Central European Montane 
319
CITED LITERATURE
Birds Provide Evidence for Adverse Impacts of Climate Change on High-Altitude Species. 
Plos One, 10(10).
Foucreau, N., Renault, D., Hidalgo, K., Lugan, R. & Petillon, J. (2012) Effects of diet and salinity on the 
survival, egg laying and metabolic fingerprints of the ground-dwelling spider Arctosa 
fulvolineata (Araneae, Lycosidae). Comparative Biochemistry and Physiology a-Molecular & 
Integrative Physiology, 163(3-4): 388-395.
Fowler, M.S. (2005) Interactions between maternal effects and dispersal. Oikos, 110(1): 81-90.
Frank, T., Noerenberg, S. & Engel, K.-H. (2009) Metabolite Profiling of Two Novel Low Phytic Acid (lpa) 
Soybean Mutants. Journal of Agricultural and Food Chemistry, 57(14): 6408-6416.
Frickel, J., Sieber, M. & Becks, L. (2016) Eco-evolutionary dynamics in a coevolving host-virus system. 
Ecology Letters, 19(4): 450-459.
Fronhofer, E.A. & Altermatt, F. (2015) Eco-evolutionary feedbacks during experimental range expan-
sions. Nature Communications, 6: 6844. doi: 6810.1038/ncomms7844.
Fronhofer, E.A., Poethke, H.J. & Dieckmann, U. (2015) Evolution of dispersal distance: Maternal invest-
ment leads to bimodal dispersal kernels. Journal of Theoretical Biology, 365: 270-279.
Fronhofer, E.A., Sperr, E.B., Kreis, A., Ayasse, M., Poethke, H.J. & Tschapka, M. (2013) Picky hitch-hikers: 
vector choice leads to directed dispersal and fat-tailed kernels in a passively dispersing 
mite. Oikos, 122(8): 1254-1264.
Fronhofer, E.A., Stelz, J.M., Lutz, E., Poethke, H.J. & Bonte, D. (2014) Spatially correlated extinctions 
select for less emigration but larger dispersal distances in the spider mite Tetranychus 
urticae. Evolution, 68(6): 1838-1844.
Fuchs, S., Behrends, V., Bundy, J.G., Crisanti, A. & Nolan, T. (2014) Phenylalanine Metabolism Regulates 
Reproduction and Parasite Melanization in the Malaria Mosquito. Plos One, 9(1): e84865. 
doi: 84810.81371/journal.pone.0084865.
Fuchs, S., Bundy, J.G., Davies, S.K., Viney, J.M., Swire, J.S. & Leroi, A.M. (2010) A metabolic signature of 
long life in Caenorhabditis elegans. Bmc Biology, 8: 14. 10.1186/1741-7007-1188-1114.
Fukami, T. & Wardle, D.A. (2005) Long-term ecological dynamics: reciprocal insights from natural and 
anthropogenic gradients. Proceedings of the Royal Society B-Biological Sciences, 272(1577): 
2105-2115.
Fukatsu, T. & Nikoh, N. (2000) Endosymbiotic microbiota of the bamboo pseudococcid Antonina crawii 
(Insecta, Homoptera). Applied and Environmental Microbiology, 66(2): 643-650.
Gaggiotti, O.E. & Couvet, D. (2004) Genetic structure in Heterogeneous environments. Evolutionary 
Conservation Biology (eds R. Ferriere, U. Dieckmann & D. Couvet), pp. 229-243. Cambridge 
University Press, Cambridge.
GarciaRamos, G. & Kirkpatrick, M. (1997) Genetic models of adaptation and gene flow in peripheral 
populations. Evolution, 51(1): 21-28.
Geerts, A.N., Vanoverbeke, J., Vanschoenwinkel, B., Van Doorslaer, W., Feuchtmayr, H., Atkinson, D., Moss, 
B., Davidson, T.A., Sayer, C.D. & De Meester, L. (2015) Rapid evolution of thermal tolerance 
in the water flea Daphnia. Nature Climate Change, 5(7): 665-+.
Gienapp, P., Reed, T.E. & Visser, M.E. (2014) Why climate change will invariably alter selection pressures 
on phenology. Proceedings of the Royal Society B: Biological Sciences, 281(1793).
Gienapp, P., Teplitsky, C., Alho, J.S., Mills, J.A. & Merila, J. (2008) Climate change and evolution: disentan-
gling environmental and genetic responses. Molecular Ecology, 17(1): 167-178.
Gillings, S., Balmer, D.E. & Fuller, R.J. (2015) Directionality of recent bird distribution shifts and climate 
change in Great Britain. Global Change Biology, 21(6): 2155-2168.
Glémin, S. (2003) How are deleterious mutations purged? Drift versus nonrandom mating. Evolution, 
57(12): 2678-2687.
Gonzalez, A., Ronce, O., Ferriere, R. & Hochberg, M.E. (2013) Evolutionary rescue: an emerging focus 
at the intersection between ecology and evolution. Philosophical Transactions of the Royal 
Society B-Biological Sciences, 368(1610).
Goodacre, S.L., Martin, O.Y., Bonte, D., Hutchings, L., Woolley, C., Ibrahim, K., Thomas, C.F.G. & Hewitt, 
G.M. (2009) Microbial modification of host long-distance dispersal capacity. Bmc Biology, 7.
Gotoh, T., Noda, H. & Ito, S. (2007) Cardinium symbionts cause cytoplasmic incompatibility in spider 
mites. Heredity, 98(1): 13-20.
Gotoh, T., Saito, M., Suzuki, A. & Nachman, G. (2014) Effects of constant and variable temperatures on 
development and reproduction of the two-spotted spider mite Tetranychus urticae (Acari: 
Tetranychidae). Experimental and Applied Acarology, 64(4): 465-478.
320
CITED LITERATURE
Gotoh, T., Suwa, A., Kitashima, Y. & Rezk, H.A. (2004) Developmental and reproductive performance of 
Tetranychus pueraricola Ehara and Gotoh (Acari : Tetranychidae) at four constant tempera-
tures. Applied Entomology and Zoology, 39(4): 675-682.
Graham, R.W. & Grimm, E.C. (1990) Effects of global climate change on the patterns of terrestrial 
biological communities. Trends in Ecology & Evolution, 5(9): 289-292.
Griffing, B. (1982) A theory of natural selection incorporating interaction among individuals. 10. Use 
of groups consisting of a mating pair together with haploid and diploid caste members. 
Journal of Theoretical Biology, 95(1): 199-223.
Grimm, V., Revilla, E., Berger, U., Jeltsch, F., Mooij, W.M., Railsback, S.F., Thulke, H.H., Weiner, J., Wiegand, 
T. & DeAngelis, D.L. (2005) Pattern-oriented modeling of agent-based complex systems: 
Lessons from ecology. Science, 310(5750): 987-991.
Grogan, J., Blundell, A.G., Landis, R.M., Youatt, A., Gullison, R.E., Martinez, M., Kometter, R., Lentini, M. & 
Rice, R.E. (2010) Over-harvesting driven by consumer demand leads to population decline: 
big-leaf mahogany in South America. Conservation Letters, 3(1): 12-20.
Guillaume, F. & Perrin, N. (2006) Joint Evolution of Dispersal and Inbreeding Load. Genetics, 173(1): 
497-509.
Haag, C.R., Saastamoinen, M., Marden, J.H. & Hanski, I. (2005) A candidate locus for variation in disper-
sal rate in a butterfly metapopulation. Proceedings of the Royal Society B-Biological Sciences, 
272(1580): 2449-2456.
Habary, A., Johansen, J.L., Nay, T.J., Steffensen, J.F. & Rummer, J.L. (2016) Adapt, move, or die – how will 
tropical coral reef fishes cope with ocean warming? Global Change Biology, published 
online: doi 10.1111/gcb.13488.
Hamilton, W.D. (1967) Extraordinary sex ratios. Science, 156(3774): 477-&.
Hanski, I. (1999) Metapopulation Ecology. (ed. O.S.i.E.a. Evolution), pp. 309. Oxford University Press, 
Oxford.
Hanski, I. & Gaggiotti, O.E. (2004) Ecology, Genetics and Evolution of Metapopulations. Elsevier Aca-
demic Press, San Diego.
Hargreaves, A.L., Bailey, S.F. & Laird, R.A. (2015) Fitness declines towards range limits and local adap-
tation to climate affect dispersal evolution during climate-induced range shifts. Journal of 
Evolutionary Biology, 28(8): 1489-1501.
Hargreaves, A.L. & Eckert, C.G. (2014) Evolution of dispersal and mating systems along geographic 
gradients: implications for shifting ranges. Functional Ecology, 28(1): 5-21.
Hargreaves, A.L., Samis, K.E. & Eckert, C.G. (2014) Are Species’ Range Limits Simply Niche Limits Writ 
Large? A Review of Transplant Experiments beyond the Range. American Naturalist, 183(2): 
157-173.
Harrison, R.G. (1980) Dispersal polymorphisms in insects. Annual Review of Ecology and Systematics, 11: 
95-118.
Hartl, D.L. (1971) Some aspects of natural selection in arrhenotokous populations. American Zoologist, 
11(2): 309-&.
Hassall, M., Edwards, D.P., Carmenta, R., Derhe, M.A. & Moss, A. (2010) Predicting the effect of climate 
change on aggregation behaviour in four species of terrestrial isopods. Behaviour, 147(2): 
151-164.
Havron, A., Rosen, D., Rossler, Y. & Hillel, J. (1987) Selection on the male hemizygotic genotype in arrhe-
notokous insects and mites. Entomophaga, 32(3): 261-268.
Heagle, A.S., Burns, J.C., Fisher, D.S. & Miller, J.E. (2002) Effects of carbon dioxide enrichment on leaf 
chemistry and reproduction by twospotted spider mites (Acari : Tetranychidae) on white 
clover. Environmental Entomology, 31(4): 594-601.
Heino, M., Kaitala, V., Ranta, E. & Lindstrom, J. (1997) Synchronous dynamics and rates of extinction 
in spatially structured populations. Proceedings of the Royal Society B-Biological Sciences, 
264(1381): 481-486.
Helle, W. (1967a) Fertilization in 2-spotted spider mite (Tetranychus urticae - Acari). Entomologia Experi-
mentalis Et Applicata, 10(1): 103-110.
Helle, W. (1967b) Fertilization in the two-spotted spider mite (Tetranychus urticae: Acari). Entomologia 
Experimentalis Et Applicata, 10: 103-110.
Hendry, A.P. (2013) Key questions in the genetics and genomics of eco-evolutionary dynamics. Heredity, 
111(6): 456-466.
Hendry, A.P. (2016) Key Questions on the Role of Phenotypic Plasticity in Eco-Evolutionary Dynamics. 
321
CITED LITERATURE
Journal of Heredity, 107(1): 25-41.
Henry, R., Coulon, A. & Travis, J.J. (2015a) Dispersal asymmetries and deleterious mutations influence 
metapopulation persistence and range dynamics. Evolutionary Ecology, 29(6): 833-850.
Henry, R.C., Barton, K.A. & Travis, J.M.J. (2015b) Mutation accumulation and the formation of range 
limits. Biology Letters, 11(1).
Henry, R.C., Bocedi, G. & Travis, J.M.J. (2013) Eco-evolutionary dynamics of range shifts: Elastic margins 
and critical thresholds. Journal of Theoretical Biology, 321: 1-7.
Hidalgo, K., Mouline, K., Mamai, W., Foucreau, N., Dabire, K., Bouchereau, A., Simard, F. & Renault, 
D. (2014) Novel insights into the metabolic and biochemical underpinnings assisting 
dry-season survival in female malaria mosquitoes of the Anopheles gambiae complex. 
Journal of Insect Physiology, 70: 102-116.
Hill, D.S. (2008) Pests of crops in warmer climates and their control. pp. 704. Springer Science + Busi-
ness Media, B.V.
Hill, J.K., Griffiths, H.M. & Thomas, C.D. (2011) Climate Change and Evolutionary Adaptations at Species’ 
Range Margins. Annual Review of Entomology, 56: 143-159.
Hill, J.K., Thomas, C.D. & Blakeley, D.S. (1999) Evolution of flight morphology in a butterfly that has 
recently expanded its geographic range. Oecologia, 121(2): 165-170.
HilleRisLambers, J., Ettinger, A.K., Ford, K.R., Haak, D.C., Horwith, M., Miner, B.E., Rogers, H.S., Sheldon, 
K.S., Tewksbury, J.J., Waters, S.M. & Yang, S. (2013) Accidental experiments: ecological and 
evolutionary insights and opportunities derived from global change. Oikos, 122(12): 1649-
1661.
Hines, A., Oladiran, G.S., Bignell, J.P., Stentiford, G.D. & Viant, M.R. (2007) Direct sampling of organisms 
from the field and knowledge of their phenotype: Key recommendations for environmen-
tal metabolomics. Environmental Science & Technology, 41(9): 3375-3381.
Hoekstra, J.M., Boucher, T.M., Ricketts, T.H. & Roberts, C. (2005) Confronting a biome crisis: global dis-
parities of habitat loss and protection. Ecology Letters, 8(1): 23-29.
Holt, R.D. (1985) Population dynamics in two-patch environments: some anomalous consequences of 
an optimal habitat distribution. Theoretical Population Biology, 28(2): 181-208.
Holt, R.D. (2003) On the evolutionary ecology of species’ ranges. Evolutionary Ecology Research, 5(2): 
159-178.
Hovestadt, T., Bonte, D., Dytham, C. & Poethke, H.J. (2012) Evolution and emergence of dispersal kernels 
- a brief theoretical evaluation. Dispersal ecology and evolution (eds J. Clobert, M. Baguette 
& T.G. Benton), pp. 211-221. Oxford University Press, Oxford, UK.
Hovestadt, T., Messner, S. & Poethke, H.J. (2001) Evolution of reduced dispersal mortality and ‘fat-tailed’ 
dispersal kernels in autocorrelated landscapes. Proceedings of the Royal Society B-Biological 
Sciences, 268(1465): 385-391.
Hoy, M.A. & Jeyaprakash, A. (2005) Microbial diversity in the predatory mite Metaseiulus occidentalis 
(Acari : Phytoseiidae) and its prey, Tetranychus urticae (Acari : Tetranychidae). Biological 
Control, 32(3): 427-441.
Hoy, M.A., van de Baan, H.E., Groot, R.J.J. & Field, R.P. (1984) Aerial movements of mites in almonds: 
implications for pest management. California Agriculture, 38: 21-23.
Huang, F., Peng, S., Chen, B., Liao, H., Huang, Q., Lin, Z. & Liu, G. (2015) Rapid evolution of dispersal-re-
lated traits during range expansion of an invasive vine Mikania micrantha. Oikos, 124(8): 
1023-1030.
Hughes, C.L., Dytham, C. & Hill, J.K. (2007) Modelling and analysing evolution of dispersal in popula-
tions at expanding range boundaries. Ecological Entomology, 32(5): 437-445.
Hughes, C.L., Hill, J.K. & Dytham, C. (2003) Evolutionary trade-offs between reproduction and dispersal 
in populations at expanding range boundaries. Proceedings of the Royal Society of London 
Series B-Biological Sciences, 270: S147-S150.
Huntley, B. (1990) Studying global change – The contribution of quaternary palynology. Global and 
Planetary Change, 82(1-2): 53-61.
Huntley, B. (1991) How plants respond to climate change – migration rates, individualism and the 
consequences for plant-communities. Annals of Botany, 67: 15-22.
Huntley, B. & Webb, T. (1989) Migration – Species response to climatic variations caused by changes in 
the earths orbit. Journal of Biogeography, 16(1): 5-19.
IPCC (2013) IPCC, 2013: Summary for Policymakers. Climate Change 2013: The Physical Science Basis. 
Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel 
322
CITED LITERATURE
on Climate Change (eds T.F. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S.K. Allen, J. Boschung, A. 
Nauels, Y. Xia, V. Bex & P.M. Midgley). Cambridge University Press, Cambridge, United King-
dom and New York, NY, USA.
Ito, K. (2009) Does artificial selection on diapause incidence cause correlational changes in other 
life-history traits? Case study in a spider mite population. Entomologia Experimentalis Et 
Applicata, 130(3): 266-274.
Janssens, L. & Stoks, R. (2012) How does a pesticide pulse increase vulnerability to predation? Com-
bined effects on behavioral antipredator traits and escape swimming. Aquatic Toxicology, 
110–111: 91-98.
Jensen, L.F., Hansen, M.M., Pertoldi, C., Holdensgaard, G., Mensberg, K.L.D. & Loeschcke, V. (2008) Local 
adaptation in brown trout early life-history traits: implications for climate change adapt-
ability. Proceedings of the Royal Society B-Biological Sciences, 275(1653): 2859-2868.
Jenuth, J.P., Peterson, A.C., Fu, K. & Shoubridge, E.A. (1996) Random genetic drift in the female germline 
explains the rapid segregation of mammalian mitochondrial DNA. Nature Genetics, 14(2): 
146-151.
Jeyaprakash, A. & Hoy, M.A. (2000) Long PCR improves Wolbachia DNA amplification: wsp sequences 
found in 76% of sixty-three arthropod species. Insect Molecular Biology, 9(4): 393-405.
Jia, F., Margolies, D.C., Boyer, J.E. & Charlton, R.E. (2002) Genetic variation in foraging traits among 
inbred lines of a predatory mite. Heredity, 89: 371-379.
Kanehisa, M., Sato, Y., Kawashima, M., Furumichi, M. & Tanabe, M. (2015) KEGG as a reference resource 
for gene and protein annotation. Nucleic Acids Research.
Kardol, P., De Long, J.R. & Wardle, D.A. (2014) Local plant adaptation across a subarctic elevational 
gradient. Royal Society Open Science, 1(3).
Kass, R.E. & Raftery, A.E. (1995) Bayes Factors. Journal of the American Statistical Association, 90(430): 
773-795.
Kauffmann, A., Gentleman, R. & Huber, W. (2009) arrayQualityMetrics—a bioconductor package for 
quality assessment of microarray data. Bioinformatics, 25(3): 415-416.
Kawecki, T.J. (2008) Adaptation to Marginal Habitats. Annual Review of Ecology Evolution and Systematics, 
pp. 321-342.
Kennedy, G.G. & Storer, N.P. (2000) Life systems of polyphagous artrhopod pests in temporally unstable 
cropping systems. Annual Review of Entomology, 45: 467-493.
Kesler, D.C., Walters, J.R. & Kappes, J.J. (2010) Social influences on dispersal and the fat-tailed dispersal 
distribution in red-cockaded woodpeckers. Behavioral Ecology, 21(6): 1337-1343.
Khodayari, S., Moharramipour, S., Larvor, V., Hidalgo, K. & Renault, D. (2013) Deciphering the Metabolic 
Changes Associated with Diapause Syndrome and Cold Acclimation in the Two-Spot-
ted Spider Mite Tetranychus urticae. Plos One, 8(1): e54025. doi: 54010.51371/journal.
pone.0054025.
Kinnison, M.T., Hairston, N.G. & Hendry, A.P. (2015) Cryptic eco-evolutionary dynamics. Year in Evolution-
ary Biology (eds T.A. Mousseau & C.W. Fox), pp. 120-144.
Kivela, S.M., Valimaki, P., Carrasco, D., Maenpaa, M.I. & Oksanen, J. (2011) Latitudinal insect body size 
clines revisited: a critical evaluation of the saw-tooth model. Journal of Animal Ecology, 
80(6): 1184-1195.
Klopfstein, S., Currat, M. & Excoffier, L. (2006) The fate of mutations surfing on the wave of a range 
expansion. Molecular Biology and Evolution, 23(3): 482-490.
Ko, C.Y., Schmitz, O.J., Barbet-Massin, M. & Jetz, W. (2014) Dietary guild composition and disaggregation 
of avian assemblages under climate change. Global Change Biology, 20(3): 790-802.
Koek, M.M., Jellema, R.H., van der Greef, J., Tas, A.C. & Hankemeier, T. (2011) Quantitative metabolomics 
based on gas chromatography mass spectrometry: status and perspectives. Metabolomics, 
7(3): 307-328.
Kot, M., Lewis, M.A. & vandenDriessche, P. (1996) Dispersal data and the spread of invading organisms. 
Ecology, 77(7): 2027-2042.
Kot, M. & Schaffer, W.M. (1986) Discrete-time growth-dispersal models. Mathematical Biosciences, 80(1): 
109-136.
Krackow, S. (2003) Motivational and heritable determinants of dispersal latency in wild male house 
mice (Mus musculus musculus). Ethology, 109(8): 671-689.
Krainacker, D.A. & Carey, J.R. (1988) Maternal heterogeneity in primary sex-ratio of three tetranychid 
mites. Experimental & Applied Acarology, 5(1): 151-162.
323
CITED LITERATURE
Krainacker, D.A. & Carey, J.R. (1989) Reproductive limits and heterogeneity of male twospotted spider 
mites. Entomologia Experimentalis Et Applicata, 50(3): 209-214.
Krainacker, D.A. & Carey, J.R. (1990) Male demographic constraints to extreme sex ratio in the twospot-
ted spider mite. Oecologia, 82: 417-423.
Krebs, C.J., Keller, B.L. & Tamarin, R.H. (1969) Microtus population biology – demographic changes 
in fluctuating populations of M. ochrogaster and M. pennsylvanicus in Southern Indiana. 
Ecology, 50(4): 587-607.
Kubisch, A., Fronhofer, E.A., Poethke, H.J. & Hovestadt, T. (2013) Kin Competition as a Major Driving 
Force for Invasions. American Naturalist, 181(5): 700-706.
Kubisch, A., Holt, R.D., Poethke, H.J. & Fronhofer, E.A. (2014) Where am I and why? Synthesizing range 
biology and the eco-evolutionary dynamics of dispersal. Oikos, 123(1): 5-22.
Kubisch, A., Hovestadt, T. & Poethke, H.-J. (2010) On the elasticity of range limits during periods of 
expansion. Ecology, 91(10): 3094-3099.
Kunin, W.E., Vergeer, P., Kenta, T., Davey, M.P., Burke, T., Woodward, F.I., Quick, P., Mannarelli, M.-E., Wat-
son-Haigh, N.S. & Butlin, R. (2009) Variation at range margins across multiple spatial 
scales: environmental temperature, population genetics and metabolomic phenotype. 
Proceedings of the Royal Society B-Biological Sciences, 276(1661): 1495-1506.
Kuparinen, A. & Merilä, J. (2008) The role of fisheries-induced evolution. Science, 320(5872): 47-48.
Lacey, E.P. (1998) What is an adaptive environmentally induced parental effect? Maternal effects as 
adaptations (eds T.A. Mousseau & C.W. Fox), pp. 54-66. Oxford University Press, New York.
Lactin, D.J., Holliday, N.J., Johnson, D.L. & Craigen, R. (1995) Improved rate model of temperature-de-
pendent development by arthropods. Environmental Entomology, 24(1): 68-75.
Lankadurai, B.P., Nagato, E.G. & Simpson, M.J. (2013) Environmental metabolomics: an emerging ap-
proach to study organism responses to environmental stressors. Environmental Reviews, 
21(3): 180-205.
Larsen, E., Calabrese, J.M., Rhainds, M. & Fagan, W.F. (2013) How protandry and protogyny affect female 
mating failure: a spatial population model. Entomologia Experimentalis Et Applicata, 146(1): 
130-140.
Laurila, A. (2000) Competitive ability and the coexistence of anuran larvae in freshwater rock-pools. 
Freshwater Biology, 43(2): 161-174.
Lawson, C.R., Vindenes, Y., Bailey, L. & van de Pol, M. (2015) Environmental variation and population 
responses to global change. Ecology Letters, 18(7): 724-736.
Lederhouse, R.C., Finke, M.D. & Scriber, J.M. (1982) The contributions of larval growth and pupal du-
ration to protandry in the black swallowtail butterfly, Papilio polyxenes. Oecologia, 53(3): 
296-300.
Ledon-Rettig, C.C., Richards, C.L. & Martin, L.B. (2013) Epigenetics for behavioral ecologists. Behavioral 
Ecology, 24(2): 311-324.
Legrand, D., Cote, J., Fronhofer, E.A., Holt, R.D., Ronce, O., Schtickzelle, N., Travis, J.M.J. & Clobert, J. (2016) 
Eco-evolutionary dynamics in fragmented landscapes. Ecography, published online: doi 
10.1111/ecog.02537.
Lehmann, P., Lyytinen, A., Piiroinen, S. & Lindstrom, L. (2014) Northward range expansion requires 
synchronization of both overwintering behaviour and physiology with photoperiod in the 
invasive Colorado potato beetle (Leptinotarsa decemlineata). Oecologia, 176(1): 57-68.
Lehmann, P., Lyytinen, A., Piiroinen, S. & Lindström, L. (2015) Latitudinal differences in diapause related 
photoperiodic responses of European Colorado potato beetles (Leptinotarsa decemlineata). 
Evolutionary Ecology, 29(2): 269-282.
Lenormand, T. (2002) Gene flow and the limits to natural selection. Trends in Ecology & Evolution, 17(4): 
183-189.
Levine, J.M. & D’Antonio, C.M. (2003) Forecasting biological invasions with increasing international 
trade. Conservation Biology, 17(1): 322-326.
Levins, R. (1969) Some demographic and genetic consequences of environmental heterogeneity for 
biological control. Bulletin of the Entomological Society of America, 15: 237-240.
Levy, R.C., Kozak, G.M., Wadsworth, C.B., Coates, B.S. & Dopman, E.B. (2015) Explaining the sawtooth: 
latitudinal periodicity in a circadian gene correlates with shifts in generation number. 
Journal of Evolutionary Biology, 28(1): 40-53.
Lewis, Z., Brakefield, P.M. & Wedell, N. (2010) Speed or sperm: A potential trade-off between devel-
opment and reproduction in the butterfly, Bicyclus anynana (Lepidoptera: Nymphalidae). 
324
CITED LITERATURE
European Journal of Entomology, 107(1): 55-59.
Li, J. & Margolies, D.C. (1993a) Quantitative genetics of aerial dispersal behavior and life-history traits 
in Tetranychus urticae. Heredity, 70: 544-552.
Li, J.B. & Margolies, D.C. (1993b) Effects of mite age, mite density, and host quality on aerial dispersal 
behavior in the 2-spotted spider-mite. Entomologia Experimentalis Et Applicata, 68(1): 
79-86.
Li, J.B. & Margolies, D.C. (1994) Responses to direct and indirect selection on aerial dispersal behavior 
in Tetranychus urticae. Heredity, 72: 10-22.
Liebl, A.L. & Martin, L.B. (2012) Exploratory behaviour and stressor hyper-responsiveness facilitate 
range expansion of an introduced songbird. Proceedings of the Royal Society B-Biological 
Sciences, 279(1746): 4375-4381.
Lindstrom, T., Brown, G.P., Sisson, S.A., Phillips, B.L. & Shine, R. (2013) Rapid shifts in dispersal behavior 
on an expanding range edge. Proceedings of the National Academy of Sciences of the United 
States of America, 110(33): 13452-13456.
Livingston, G., Matias, M., Calcagno, V., Barbera, C., Combe, M., Leibold, M.A. & Mouquet, N. (2012) 
Competition-colonization dynamics in experimental bacterial metacommunities. Nature 
Communications, 3.
Logan, J.A., Wollkind, D.J., Hoyt, S.C. & Tanigoshi, L.K. (1976) Analytic model for description of tempera-
ture-dependent rate phenomena in arthropods. Environmental Entomology, 5(6): 1133-
1140.
Lorenz, M.W. & Gade, G. (2009) Hormonal regulation of energy metabolism in insects as a driving force 
for performance. Integrative and Comparative Biology, 49(4): 380-392.
Macke, E., Magalhaes, S., Bach, F. & Olivieri, I. (2011a) Experimental Evolution of Reduced Sex Ratio 
Adjustment Under Local Mate Competition. Science, 334(6059): 1127-1129.
Macke, E., Magalhaes, S., Khan, H.D.-T., Luciano, A., Frantz, A., Facon, B. & Olivieri, I. (2011b) Sex allo-
cation in haplodiploids is mediated by egg size: evidence in the spider mite Tetranychus 
urticae Koch. Proceedings of the Royal Society B-Biological Sciences, 278(1708): 1054-1063.
Magalhães, S., Blanchet, E., Egas, M. & Olivieri, I. (2011) Environmental effects on the detection of 
adaptation. Journal of Evolutionary Biology, 24(12): 2653-2662.
Magalhães, S., Fayard, J., Janssen, A., Carbonell, D. & Olivieri, I. (2007) Adaptation in a spider mite pop-
ulation after long-term evolution on a single host plant. Journal of Evolutionary Biology, 
20(5): 2016-2027.
Martinez, J.L. (2009) The role of natural environments in the evolution of resistance traits in patho-
genic bacteria. Proceedings of the Royal Society B-Biological Sciences, 276(1667): 2521-2530.
Massot, M., Clobert, J., Lorenzon, P. & Rossi, J.M. (2002) Condition-dependent dispersal and ontogeny of 
the dispersal behaviour: an experimental approach. Journal of Animal Ecology, 71(2): 253-
261.
Matsuda, F., Okazaki, Y., Oikawa, A., Kusano, M., Nakabayashi, R., Kikuchi, J., Yonemaru, J.-I., Ebana, K., 
Yano, M. & Saito, K. (2012) Dissection of genotype-phenotype associations in rice grains 
using metabolome quantitative trait loci analysis. Plant Journal, 70(4): 624-636.
Matthysen, E. (2012) Multicausality of dispersal: a review. Dispersal Ecology and Evolution (eds J. Clobert, 
M. Baguette, T.G. Benton & J.M. Bullock). Oxford University Press, Oxford.
Mauck, R.A., Matson, K.D., Philipsborn, J. & Ricklefs, R.E. (2005) Increase in the constitutive innate 
humoral immune system in Leach’s Storm-Petrel (Oceanodroma leucorhoa) chicks is nega-
tively correlated with growth rate. Functional Ecology, 19(6): 1001-1007.
Mayr, E. (1963) Animal species and evolution. Harvard University Press, Cambridge.
McInerny, G.J., Turner, J.R.G., Wong, H.Y., Travis, J.M.J. & Benton, T.G. (2009) How range shifts induced by 
climate change affect neutral evolution. Proceedings of the Royal Society B-Biological Sci-
ences, 276(1661): 1527-1534.
McPeek, M.A. & Holt, R.D. (1992) The evolution of dispersal in spatially and temporally varying envi-
ronments. American Naturalist, 140(6): 1010-1027.
Menzel, A., Sparks, T.H., Estrella, N., Koch, E., Aasa, A., Ahas, R., Alm-Kubler, K., Bissolli, P., Braslavska, O., 
Briede, A., Chmielewski, F.M., Crepinsek, Z., Curnel, Y., Dahl, A., Defila, C., Donnelly, A., Filella, 
Y., Jatcza, K., Mage, F., Mestre, A., Nordli, O., Penuelas, J., Pirinen, P., Remisova, V., Scheifinger, 
H., Striz, M., Susnik, A., Van Vliet, A.J.H., Wielgolaski, F.E., Zach, S. & Zust, A. (2006) European 
phenological response to climate change matches the warming pattern. Global Change 
Biology, 12(10): 1969-1976.
325
CITED LITERATURE
Merilä, J. (2012) Evolution in response to climate change: In pursuit of the missing evidence. Bioessays, 
34(9): 811-818.
Merilä, J. & Hendry, A.P. (2014) Climate change, adaptation, and phenotypic plasticity: the problem and 
the evidence. Evolutionary Applications, 7(1): 1-14.
Mestre, L. & Bonte, D. (2012) Food stress during juvenile and maternal development shapes natal and 
breeding dispersal in a spider. Behavioral Ecology, 23(4): 759-764.
Metcalf, C.J.E. (2016) Invisible Trade-offs: Van Noordwijk and de Jong and Life-History Evolution. The 
American Naturalist, 187(4): iii-v.
Metcalfe, N.B. & Monaghan, P. (2003) Growth versus lifespan: perspectives from evolutionary ecology. 
Experimental Gerontology, 38(9): 935-940.
Mevi-Schutz, J. & Erhardt, A. (2005) Amino acids in nectar enhance butterfly fecundity: A long-awaited 
link. American Naturalist, 165(4): 411-419.
Meylan, S., Belliure, J., Clobert, J. & de Fraipont, M. (2002) Stress and body condition as prenatal and 
postnatal determinants of dispersal in the common lizard (Lacerta vivipara). Hormones and 
Behavior, 42(3): 319-326.
Miller, M.G. (2007) Environmental metabolomics: A SWOT analysis (strengths, weaknesses, opportuni-
ties, and threats). Journal of Proteome Research, 6(2): 540-545.
Mitikka, V. & Hanski, I. (2010) Pgi genotype influences flight metabolism at the expanding range mar-
gin of the European map butterfly. Annales Zoologici Fennici, 47(1): 1-14.
Monahan, P. (2014) Ticks, mice carry Lyme disease northward. Frontiers in Ecology and the Environment, 
12(8): 432-432.
Moorcroft, P.R., Pacala, S.W. & Lewis, M.A. (2006) Potential role of natural enemies during tree range 
expansions following climate change. Journal of Theoretical Biology, 241(3): 601-616.
Moran, E.V. & Alexander, J.M. (2014) Evolutionary responses to global change: lessons from invasive 
species. Ecology Letters, 17(5): 637-649.
Morbey, Y.E. & Ydenberg, R.C. (2001) Protandrous arrival timing to breeding areas: a review. Ecology 
Letters, 4(6): 663-673.
Mousseau, T.A. & Fox, C.W. (1998) Maternal effects as adaptations. Oxford University Press, New York, NY.
Muggeo, V.M.R. (2003) Estimating regression models with unknown break-points. Statistics in Medicine, 
22(19): 3055-3071.
Muggeo, V.M.R. (2008) segmented: an R package to fit regression models with broken-line relation-
ships. R News, 8/1: 20-25.
Muller-Landau, H.C., Levin, S.A. & Keymer, J.E. (2003) Theoretical perspectives on evolution of long-dis-
tance dispersal and the example of specialized pests. Ecology, 84(8): 1957-1967.
Murphy, G.P. & Dudley, S.A. (2009) Kin recognition: competition and cooperation in Impatiens (Balsami-
naceae). American Journal of Botany, 96(11): 1990-1996.
Myers, J.H. & Krebs, C.J. (1971) Genetic, behavioral, and reproductive attributes of dispersing field voles 
Microtus-pennsylvanicus and Microtus-Ochrogaster. Ecological Monographs, 41(1): 53-&.
Nathan, R. & Muller-Landau, H.C. (2000) Spatial patterns of seed dispersal, their determinants and 
consequences for recruitment. Trends in Ecology & Evolution, 15(7): 278-285.
Newson, S.E., Moran, N.J., Musgrove, A.J., Pearce-Higgins, J.W., Gillings, S., Atkinson, P.W., Miller, R., 
Grantham, M.J. & Baillie, S.R. (2016) Long-term changes in the migration phenology of 
UK breeding birds detected by large-scale citizen science recording schemes. Ibis, 158(3): 
481-495.
Nitsch, A., Lummaa, V. & Faurie, C. (2016) Sibship effects on dispersal behaviour in a preindustrial 
human population. Journal of Evolutionary Biology, 29(10): 1986-1998.
Noda, H., Koizumi, Y., Zhang, Q. & Deng, K.J. (2001) Infection density of Wolbachia and incompatibility 
level in two planthopper species, Laodelphax striatellus and Sogatella furcifera. Insect 
Biochemistry and Molecular Biology, 31(6-7): 727-737.
North, A., Cornell, S. & Ovaskainen, O. (2011) Evolutionary responses of dispersal distance to landscape 
structure and habitat loss. Evolution, 65(6): 1739-1751.
Nunney, L. (1996) The response to selection for fast larval development in Drosophila melanogaster and 
its effect on adult weight: An example of a fitness trade-off. Evolution, 50(3): 1193-1204.
Nylin, S. & Gotthard, K. (1998) Plasticity in life-history traits. Annual Review of Entomology, 43: 63-83.
O’Brien, D.M., Fogel, M.L. & Boggs, C.L. (2002) Renewable and nonrenewable resources: Amino acid 
turnover and allocation to reproduction in Lepidoptera. Proceedings of the National Acade-
my of Sciences of the United States of America, 99(7): 4413-4418.
326
CITED LITERATURE
O’Connor, M.I., Selig, E.R., Pinsky, M.L. & Altermatt, F. (2012) Toward a conceptual synthesis for climate 
change responses. Global Ecology and Biogeography, 21(7): 693-703.
O’Riain, M.J., Jarvis, J.U.M. & Faulkes, C.G. (1996) A dispersive morph in the naked mole-rat. Nature, 
380(6575): 619-621.
Ochocki, B.M. & Miller, T.E.X. (2016) Rapid evolution of dispersal ability makes biological invasions 
faster and more variable. Nature Communications, in review.
Oku, K. (2015) Precopulatory mate guarding influences the development of quiescent deutonymph 
females in the two-spotted spider mite (Acari: Tetranychidae). Experimental and Applied 
Acarology, 68(1): 33-38.
Oliver, S.G., Winson, M.K., Kell, D.B. & Baganz, F. (1998) Systematic functional analysis of the yeast 
genome. Trends in Biotechnology, 16(9): 373-378.
Overpeck, J.T., Bartlein, P.J. & Webb, T. (1991) Potential magnitude of future vegetation change in east-
ern North-America – comparisons with the past. Science, 254(5032): 692-695.
Padfield, D., Yvon-Durocher, G., Buckling, A., Jennings, S. & Yvon-Durocher, G. (2016) Rapid evolution 
of metabolic traits explains thermal adaptation in phytoplankton. Ecology Letters, 19(2): 
133-142.
Paenke, I., Sendhoff, B. & Kawecki, T.J. (2007) Influence of plasticity and learning on evolution under 
directional selection. American Naturalist, 170(2): E47-E58.
Parmesan, C. (2006) Ecological and evolutionary responses to recent climate change. Annual Review of 
Ecology Evolution and Systematics, pp. 637-669.
Parmesan, C., Ryrholm, N., Stefanescu, C., Hill, J.K., Thomas, C.D., Descimon, H., Huntley, B., Kaila, L., 
Kullberg, J., Tammaru, T., Tennent, W.J., Thomas, J.A., Warren, M. (1999) Poleward shifts 
in geographical ranges of butterfly species associated with regional warming. Nature, 
399(6736): 579-583.
Pateman, R.M., Hill, J.K., Roy, D.B., Fox, R. & Thomas, C.D. (2012) Temperature-Dependent Alterations in 
Host Use Drive Rapid Range Expansion in a Butterfly. Science, 336(6084): 1028-1030.
Peischl, S. & Excoffier, L. (2015) Expansion load: recessive mutations and the role of standing genetic 
variation. Molecular Ecology, 24(9): 2084-2094.
Pelletier, F., Garant, D. & Hendry, A.P. (2009) Eco-evolutionary dynamics. Philosophical Transactions of the 
Royal Society B-Biological Sciences, 364(1523): 1483-1489.
Perkins, A.T., Phillips, B.L., Baskett, M.L. & Hastings, A. (2013) Evolution of dispersal and life history in-
teract to drive accelerating spread of an invasive species. Ecology Letters, 16(8): 1079-1087.
Perkins, T.A., Boettiger, C. & Phillips, B.L. (2016) After the games are over: life-history trade-offs drive 
dispersal attenuation following range expansion. Ecology and Evolution, 6(18): 6425-6434.
Perrot-Minnot, M.J. & Werren, J.H. (1999) Wolbachia infection and incompatibility dynamics in experi-
mental selection lines. Journal of Evolutionary Biology, 12(2): 272-282.
Peter, B.M. & Slatkin, M. (2015) The effective founder effect in a spatially expanding population. Evolu-
tion, 69(3): 721-734.
Peters, R. & Lovejoy, T.E. (1992) Global Warming and Biological Diversity. Yale Univ. Press, New Haven.
Pettit, L.J., Greenlees, M.J. & Shine, R. (2016) Is the enhanced dispersal rate seen at invasion fronts 
a behaviourally plastic response to encountering novel ecological conditions? Biology 
Letters, 12(9).
Phillips, B.L. (2009) The evolution of growth rates on an expanding range edge. Biology Letters, 5(6): 
802-804.
Phillips, B.L., Brown, G.P. & Shine, R. (2010) Life-history evolution in range-shifting populations. Ecology, 
91(6): 1617-1627.
Phillips, B.L., Brown, G.P., Travis, J.M.J. & Shine, R. (2008) Reid’s paradox revisited: The evolution of 
dispersal kernels during range expansion. American Naturalist, 172: S34-S48.
Phillips, B.L., Brown, G.P., Webb, J.K. & Shine, R. (2006) Invasion and the evolution of speed in toads. 
Nature, 439(7078): 803-803.
Phillips, B.L., Shine, R., Reid, T. (2016) The genetic backburn: using rapid evolution to halt invasions. 
Proceedings of the Royal Society B: Biological Sciences, 283(1825): 20153037.
Pierce, A.A., Zalucki, M.P., Bangura, M., Udawatta, M., Kronforst, M.R., Altizer, S., Haeger, J.F. & de Roode, 
J.C. (2014) Serial founder effects and genetic differentiation during worldwide range ex-
pansion of monarch butterflies. Proceedings of the Royal Society B: Biological Sciences, 281: 
20142230. doi: 20142210.20141098/rspb.20142014.20142230.
Pigliucci, M. (2001) Phenotypic plasticity; beyond nature and nurture. Syntheses in ecology and evolution. 
327
CITED LITERATURE
John Hopkins University Press, Baltimore, MD.
Pigliucci, M., Murren, C.J. & Schlichting, C.D. (2006) Phenotypic plasticity and evolution by genetic 
assimilation. Journal of Experimental Biology, 209(12): 2362-2367.
Piiroinen, S., Ketola, T., Lyytinen, A. & Lindstrom, L. (2011) Energy use, diapause behaviour and north-
ern range expansion potential in the invasive Colorado potato beetle. Functional Ecology, 
25(3): 527-536.
Pilorz, V., Jackel, M., Knudsen, K. & Trillmich, F. (2005) The cost of a specific immune response in young 
guinea pigs. Physiology & Behavior, 85(2): 205-211.
Pimentel, D., Zuniga, R. & Morrison, D. (2005) Update on the environmental and economic costs associ-
ated with alien-invasive species in the United States. Ecological Economics, 52(3): 273-288.
Poethke, H.J., Gros, A. & Hovestadt, T. (2011) The ability of individuals to assess population density 
influences the evolution of emigration propensity and dispersal distance. Journal of Theo-
retical Biology, 282(1): 93-99.
Poethke, H.J. & Hovestadt, T. (2002) Evolution of density-and patch-size-dependent dispersal rates. 
Proceedings of the Royal Society B-Biological Sciences, 269(1491): 637-645.
Potter, D.A. & Wrensch, D.L. (1978) Interrupted Matings and the Effectiveness of Second Inseminations 
in the Twospotted Spider Mite. Annals of the Entomological Society of America, 71(6): 882-
885.
Potter, D.A., Wrensch, D.L. & Johnston, D.E. (1976) Guarding, Aggressive Behavior, and Mating Success in 
Male Twospotted Spider Mites. Annals of the Entomological Society of America, 69(4): 707-
711.
Powell, J.A. & Zimmermann, N.E. (2004) Multiscale analysis of active seed dispersal contributes to 
resolving Reid’s paradox. Ecology, 85(2): 490-506.
Prentice, I.C., Bartlein, P.J. & Webb, T. (1991) Vegetation and climate change in eastern North-America 
since the last glacial maximum. Ecology, 72(6): 2038-2056.
Przybylo, R., Sheldon, B.C. & Merila, J. (2000) Climatic effects on breeding and morphology: evidence 
for phenotypic plasticity. Journal of Animal Ecology, 69(3): 395-403.
Raina, M. & Ibba, M. (2014) tRNAs as regulators of biological processes. Frontiers in Genetics, 5: 171.
Reale, D., McAdam, A.G., Boutin, S. & Berteaux, D. (2003) Genetic and plastic responses of a north-
ern mammal to climate change. Proceedings of the Royal Society B-Biological Sciences, 
270(1515): 591-596.
Reznick, D., Bryant M.J. & Bashey F. (2002) r- and K-selection revisited: The role of population regula-
tion in life-history evolution. Ecology, 83(6): 1509-1520.
Reznick, D., Nunney, L. & Tessier, A. (2000) Big houses, big cars, superfleas and the costs of reproduction. 
Trends in Ecology & Evolution, 15(10): 421-425.
Rhainds, M. (2013) Spatio-temporal variation in mating success of female bagworms. Entomologia 
Experimentalis Et Applicata, 146(1): 123-129.
Rhainds, M. & Fagan, W.F. (2010) Broad-Scale Latitudinal Variation in Female Reproductive Success 
Contributes to the Maintenance of a Geographic Range Boundary in Bagworms (Lepidop-
tera: Psychidae). Plos One, 5(11).
Rhainds, M., Heard, S.B., Hughes, C., Mackinnon, W., Porter, K., Sweeney, J.O.N., Silk, P., Demerchant, I.A.N., 
McLean, S. & Brodersen, G. (2015) Evidence for mate-encounter Allee effect in an invasive 
longhorn beetle (Coleoptera: Cerambycidae). Ecological Entomology, 40(6): 829-832.
Richardson, D.M. & Rejmanek, M. (2011) Trees and shrubs as invasive alien species - a global review. 
Diversity and Distributions, 17(5): 788-809.
Richner, H. & Tripet, F. (1999) Ectoparasitism and the trade-off between current and future reproduc-
tion. Oikos, 86(3): 535-538.
Ricklefs, R.E. & Wikelski, M. (2002) The physiology/life-history nexus. Trends in Ecology & Evolution, 
17(10): 462-468.
Ritchie, M.E., Silver, J., Oshlack, A., Holmes, M., Diyagama, D., Holloway, A. & Smyth, G.K. (2007) A com-
parison of background correction methods for two-colour microarrays. Bioinformatics, 
23(20): 2700-2707.
Roach, D.A. & Wulff, R.D. (1987) Maternal Effects in Plants. Annual Review of Ecology and Systematics, 18: 
209-235.
Robinet, C., Lance, D.R., Thorpe, K.W., Onufrieva, K.S., Tobin, P.C. & Liebhold, A.M. (2008) Dispersion in 
time and space affect mating success and Allee effects in invading gypsy moth popula-
tions. Journal of Animal Ecology, 77(5): 966-973.
328
CITED LITERATURE
Robinet, C., Liebhold, A. & Gray, D. (2007) Variation in developmental time affects mating success and 
Allee effects. Oikos, 116(7): 1227-1237.
Robinson, A.R., Ukrainetz, N.K., Kang, K.-Y. & Mansfield, S.D. (2007) Metabolite profiling of Douglas-fir 
(Pseudotsuga menziesii) field trials reveals strong environmental and weak genetic varia-
tion. New Phytologist, 174(4): 762-773.
Rodriguez, J.G. & Hampton, R.E. (1966) Essential amino acids determined in 2-spotted spider mite 
Tetranychus urticae KOCH (Acarina, Tetranychidae) with glucose-U-C14. Journal of Insect 
Physiology, 12(10): 1209-1216.
Roff, D. (1980) Optimizing development time in a seasonal environment - the ups and downs of clinal 
variation. Oecologia, 45(2): 202-208.
Roff, D.A. & Fairbairn, D.J. (2001) The genetic basis of dispersal and migration and its consequences for 
the evolution of correlated traits. Dispersal (eds J. Clobert, E. Danchin, A.A. Dhondt & J.D. 
Nichols). Oxford University Press, Oxford.
Rollins, L.A., Richardson, M.F. & Shine, R. (2015) A genetic perspective on rapid evolution in cane toads 
(Rhinella marina). Molecular Ecology, 24(9): 2264-2276.
Ronce, O. (2007) How does it feel to be like a rolling stone? Ten questions about dispersal evolution. 
Annual Review of Ecology Evolution and Systematics, pp. 231-253. Annual Reviews, Palo Alto.
Saastamoinen, M. (2007) Mobility and lifetime fecundity in new versus old populations of the Glanville 
fritillary butterfly. Oecologia, 153(3): 569-578.
Saastamoinen, M. (2008) Heritability of dispersal rate and other life history traits in the Glanville 
fritillary butterfly. Heredity, 100(1): 39-46.
Sabelis, M.W. (1981) Biological control of two-spotted spider mites using phytoseiid predators. Part 
I. Modelling the predator-prey interaction at the individual level. Doctor in Agricultural 
Sciences, Agricultural University.
Sala, O.E., Chapin, F.S., Armesto, J.J., Berlow, E., Bloomfield, J., Dirzo, R., Huber-Sanwald, E., Huenneke, 
L.F., Jackson, R.B., Kinzig, A., Leemans, R., Lodge, D.M., Mooney, H.A., Oesterheld, M., Poff, 
N.L., Sykes, M.T., Walker, B.H., Walker, M. & Wall, D.H. (2000) Biodiversity - Global biodiversi-
ty scenarios for the year 2100. Science, 287(5459): 1770-1774.
Sardans, J., Penuelas, J. & Rivas-Ubach, A. (2011) Ecological metabolomics: overview of current devel-
opments and future challenges. Chemoecology, 21(4): 191-225.
Satoh, Y., Yano, S. & Takafuji, A. (2001) Mating strategy of spider mite, Tetranychus urticae (Acari : 
Tetranychidae) males: postcopulatory guarding to assure paternity. Applied Entomology and 
Zoology, 36(1): 41-45.
Schlaepfer, M.A., Runge, M.C. & Sherman, P.W. (2002) Ecological and evolutionary traps. Trends in Ecolo-
gy & Evolution, 17(10): 474-480.
Schneider, C.A., Rasband, W.S. & Eliceiri, K.W. (2012) NIH Image to ImageJ: 25 years of image analysis. 
Nature Methods, 9(7): 671-675.
Schneider, S.H. (1990) The global warming debate heats up – an analysis and perspective. Bulletin of 
the American Meteorological Society, 71(9): 1292-1304.
Schrieber, K. & Lachmuth, S. (2016) The Genetic Paradox of Invasions revisited: the potential role of 
inbreeding × environment interactions in invasion success. Biological Reviews, published 
online: doi 10.1111/brv.12263.
Semchenko, M., Saar, S. & Lepik, A. (2014) Plant root exudates mediate neighbour recognition and 
trigger complex behavioural changes. New Phytologist, 204(3): 631-637.
Seuss, E. (1875) Die Entstehung Der Alpen (The origin of the Alps). W. Braunmuller, Vienna.
Shama, L.N.S., Campero-Paz, M., Wegner, K.M., De Block, M. & Stoks, R. (2011) Latitudinal and voltinism 
compensation shape thermal reaction norms for growth rate. Molecular Ecology, 20(14): 
2929-2941.
Shama, L.N.S. & Wegner, K.M. (2014) Grandparental effects in marine sticklebacks: transgenerational 
plasticity across multiple generations. Journal of Evolutionary Biology, 27(11): 2297-2307.
Shine, R. (1988) The evolution of large body size in females - a critique of Darwins fecundity advantage 
model. American Naturalist, 131(1): 124-131.
Shine, R., Brown, G.P. & Phillips, B.L. (2011) An evolutionary process that assembles phenotypes 
through space rather than through time. Proceedings of the National Academy of Sciences of 
the United States of America, 108(14): 5708-5711.
Siewert, W. & Tielborger, K. (2010) Dispersal-Dormancy Relationships in Annual Plants: Putting Model 
Predictions to the Test. American Naturalist, 176(4): 490-500.
329
CITED LITERATURE
Sinervo, B., Calsbeek, R., Comendant, T., Both, C., Adamopoulou, C. & Clobert, J. (2006) Genetic and 
maternal determinants of effective dispersal: The effect of sire genotype and size at birth 
in side-blotched lizards. American Naturalist, 168(1): 88-99.
Slatkin, M. & Excoffier, L. (2012) Serial Founder Effects During Range Expansion: A Spatial Analog of 
Genetic Drift. Genetics, 191(1): 171-181.
Smith, V.H., Joye, S.B. & Howarth, R.W. (2006) Eutrophication of freshwater and marine ecosystems. 
Limnology and Oceanography, 51(1): 351-355.
Smitley, D.R. & Kennedy, G.G. (1985) Photo-oriented aerial dispersal behavior of Tetranychus urticae 
(Acari, Tetranychidae) enhances escape from the leaf surface. Annals of the Entomological 
Society of America, 78(5): 609-614.
Smyth, G.K. (2005) Limma: Linear Models for Microarray Data. Bioinformatics and Computational Biology 
Solutions Using R and Bioconductor (eds R. Gentleman, W. Huber, V.J. Carey, R.A. Irizarry & S. 
Dudoit), pp. 397-420. Springer, New York, NY, USA.
Smyth, G.K. & Altman, N.S. (2013) Separate-channel analysis of two-channel microarrays: recovering 
inter-spot information. Bmc Bioinformatics, 14.
Snart, C.J.P., Hardy, I.C.W. & Barrett, D.A. (2015) Entometabolomics: applications of modern analytical 
techniques to insect studies. Entomologia Experimentalis Et Applicata, 155(1): 1-17.
Soler, J.J., de Neve, L., Perez-Contreras, T., Soler, M. & Sorci, G. (2003) Trade-off between immunocom-
petence and growth in magpies: an experimental study. Proceedings of the Royal Society 
B-Biological Sciences, 270(1512): 241-248.
Stahlschmidt, Z.R., Rollinson, N., Acker, M. & Adamo, S.A. (2013) Are all eggs created equal? Food avail-
ability and the fitness trade-off between reproduction and immunity. Functional Ecology, 
27(3): 800-806.
Stephens, P.A. & Sutherland, W.J. (1999) Consequences of the Allee effect for behaviour, ecology and 
conservation. Trends in Ecology & Evolution, 14(10): 401-405.
Stevens, V.M., Trochet, A., Blanchet, S., Moulherat, S., Clobert, J. & Baguette, M. (2013) Dispersal syn-
dromes and the use of life-histories to predict dispersal. Evolutionary Applications, 6(4): 
630-642.
Stevens, V.M., Trochet, A., Van Dyck, H., Clobert, J. & Baguette, M. (2012) How is dispersal integrated in 
life histories: a quantitative analysis using butterflies. Ecology Letters, 15(1): 74-86.
Stevens, V.M., Whitmee, S., Le Galliard, J.F., Clobert, J., Bohning-Gaese, K., Bonte, D., Brandle, M., Dehling, 
D.M., Hof, C., Trochet, A. & Baguette, M. (2014) A comparative analysis of dispersal syn-
dromes in terrestrial and semi-terrestrial animals. Ecology Letters, 17(8): 1039-1052.
Stirling, I., Lunn, N.J. & Iacozza, J. (1999) Long-term trends in the population ecology of polar bears in 
western Hudson Bay in relation to climatic change. Arctic, 52(3): 294-306.
Stoks, R., De Block, M., Van de Meutter, F. & Johansson, F. (2005) Predation cost of rapid growth: be-
havioural coupling and physiological decoupling. Journal of Animal Ecology, 74(4): 708-715.
Stoks, R., Govaert, L., Pauwels, K., Jansen, B. & De Meester, L. (2016) Resurrecting complexity: the inter-
play of plasticity and rapid evolution in the multiple trait response to strong changes in 
predation pressure in the water flea Daphnia magna. Ecology Letters, 19(2): 180-190.
Stoutjesdijk, P. & Barkman, J.J. (1987) Mikroklimaat, vegetatie en fauna. Pudoc, Wageningen, the Nether-
lands.
Svenning, J.C., Gravel, D., Holt, R.D., Schurr, F.M., Thuiller, W., Munkemuller, T., Schiffers, K.H., Dullinger, S., 
Edwards, T.C., Hickler, T., Higgins, S.I., Nabel, J., Pagel, J. & Normand, S. (2014) The influence 
of interspecific interactions on species range expansion rates. Ecography, 37(12): 1198-
1209.
Tamanna, N. & Mahmood, N. (2014) Emerging roles of branched-chain amino acid supplementation in 
human diseases. International Scholarly Research Notices, 2014: Article ID 235619, 235618 
pages, doi: 235610.231155/232014/235619.
Tauber, M.J., Tauber, C.A. & Masaki, S. (1986) Seasonal adaptations of insects. Oxford University Press.
Tenenhaus, M. (1998) La régression PLS. Editions Technip, Paris.
Therry, L., Bonte, D. & Stoks, R. (2015) Higher investment in flight morphology does not trade off with 
fecundity estimates in a poleward range-expanding damselfly. Ecological Entomology, 
40(2): 133-142.
Therry, L., Lefevre, E., Bonte, D. & Stoks, R. (2014a) Increased activity and growth rate in the non-dis-
persive aquatic larval stage of a damselfly at an expanding range edge. Freshwater Biology, 
59(6): 1266-1277.
330
CITED LITERATURE
Therry, L., Nilsson-Ortman, V., Bonte, D. & Stoks, R. (2014b) Rapid evolution of larval life history, adult 
immune function and flight muscles in a poleward-moving damselfly. Journal of Evolution-
ary Biology, 27(1): 141-152.
Therry, L., Zawal, A., Bonte, D. & Stoks, R. (2014c) What factors shape female phenotypes of a pole-
ward-moving damselfly at the edge of its range? Biological Journal of the Linnean Society, 
112(3): 556-568.
Thomas, C.D., Bodsworth, E.J., Wilson, R.J., Simmons, A.D., Davies, Z.G., Musche, M. & Conradt, L. (2001) 
Ecological and evolutionary processes at expanding range margins. Nature, 411(6837): 
577-581.
Thomas, C.D., Cameron, A., Green, R.E., Bakkenes, M., Beaumont, L.J., Collingham, Y.C., Erasmus, B.F.N., 
de Siqueira, M.F., Grainger, A., Hannah, L., Hughes, L., Huntley, B., van Jaarsveld, A.S., Midg-
ley, G.F., Miles, L., Ortega-Huerta, M.A., Peterson, A.T., Phillips, O.L. & Williams, S.E. (2004) 
Extinction risk from climate change. Nature, 427(6970): 145-148.
Thornhill, R. & Alcock, J. (1983) The Evolution of Insect Mating Systems. Harvard University Press, Cam-
bridge, MA.
Tien, N.S.H., Sabelis, M.W. & Egas, M. (2011) Ambulatory dispersal in Tetranychus urticae: an artificial se-
lection experiment on propensity to disperse yields no response. Experimental and Applied 
Acarology, 53(4): 349-360.
Tilman, D., Fargione, J., Wolff, B., D’Antonio, C., Dobson, A., Howarth, R., Schindler, D., Schlesinger, W.H., 
Simberloff, D. & Swackhamer, D. (2001) Forecasting agriculturally driven global environ-
mental change. Science, 292(5515): 281-284.
Toller, W.W., Rowan, R. & Knowlton, N. (2001) Repopulation of zooxanthellae in the Caribbean corals 
Montastraea annularis and M-faveolata following experimental and disease-associated 
bleaching. Biological Bulletin, 201(3): 360-373.
Travis, J.M.J., Delgado, M., Bocedi, G., Baguette, M., Barton, K., Bonte, D., Boulangeat, I., Hodgson, J.A., 
Kubisch, A., Penteriani, V., Saastamoinen, M., Stevens, V.M. & Bullock, J.M. (2013) Dispersal 
and species’ responses to climate change. Oikos, 122(11): 1532-1540.
Travis, J.M.J. & Dytham, C. (2002) Dispersal evolution during invasions. Evolutionary Ecology Research, 
4(8): 1119-1129.
Travis, J.M.J., Muenkemueller, T., Burton, O.J., Best, A., Dytham, C. & Johst, K. (2007) Deleterious muta-
tions can surf to high densities on the wave front of an expanding population. Molecular 
Biology and Evolution, 24(10): 2334-2343.
Tschirren, B., Fitze, P.S. & Richner, H. (2007) Maternal modulation of natal dispersal in a passerine bird: 
An adaptive strategy to cope with parasitism? American Naturalist, 169(1): 87-93.
Tsikliras, A.C., Antonopoulou, E. & Stergiou, K.I. (2007) A phenotypic trade-off between previous growth 
and present fecundity in round sardinella Sardinella aurita. Population Ecology, 49(3): 221-
227.
Tsuda, Y., Takafuji, A. & Kuno, E. (1997) Maintenance of diapause variability in the two-spotted spider 
mite, Tetranychus urticae, in a heterogeneous and stochastic environment. Researches on 
population ecology, 39(1): 77-82.
Tulisalo, U. (1971) Free and bound amino acids of three host plant species and various fertilizer treat-
ments affecting the fecundity of the two-spotted spider mite, Tetranychus urticae Koch 
(Acarina, Tetranychidae). Annales Entomologicae Fennicae, 37: 155-163.
Tuomainen, U. & Candolin, U. (2011) Behavioural responses to human-induced environmental change. 
Biological Reviews, 86(3): 640-657.
Turcotte, M.M., Reznick, D.N. & Hare, J.D. (2011) The impact of rapid evolution on population dynamics 
in the wild: experimental test of eco-evolutionary dynamics. Ecology Letters, 14(11): 1084-
1092.
Turcotte, M.M., Reznick, D.N. & Hare, J.D. (2013) Experimental Test of an Eco-Evolutionary Dynamic 
Feedback Loop between Evolution and Population Density in the Green Peach Aphid. 
American Naturalist, 181: S46-S57.
Urban, M.C. (2015) Accelerating extinction risk from climate change. Science, 348(6234): 571-573.
Urban, M.C., Bocedi, G., Hendry, A.P., Mihoub, J.-B., Pe’er, G., Singer, A., Bridle, J.R., Crozier, L.G., De Meester, 
L., Godsoe, W., Gonzalez, A., Hellmann, J.J., Holt, R.D., Huth, A., Johst, K., Krug, C.B., Leadley, 
P.W., Palmer, S.C.F., Pantel, J.H., Schmitz, A., Zollner, P.A. & Travis, J.M.J. (2016) Improving the 
forecast for biodiversity under climate change. Science, 353(6304).
Urban, M.C., Zarnetske, P.L. & Skelly, D.K. (2013) Moving forward: dispersal and species interactions 
331
CITED LITERATURE
determine biotic responses to climate change. Climate Change and Species Interactions: 
Ways Forward (eds A.L. Angert, S.L. LaDeau & R.S. Ostfeld), pp. 44-60.
Van Der Jeugd, H.P., Eichhorn, G., Litvin, K.E., Stahl, J., Larsson, K., Van Der Graaf, A.J. & Drent, R.H. (2009) 
Keeping up with early springs: rapid range expansion in an avian herbivore incurs a mis-
match between reproductive timing and food supply. Global Change Biology, 15(5): 1057-
1071.
Van Doorslaer, W., Vanoverbeke, J., Duvivier, C., Rousseaux, S., Jansen, M., Jansen, B., Feuchtmayr, H., 
Atkinson, D., Moss, B., Stoks, R. & De Meester, L. (2009) Local adaptation to higher tempera-
tures reduces immigration success of genotypes from a warmer region in the water flea 
Daphnia. Global Change Biology, 15(12): 3046-3055.
Van Dyck, H., Bonte, D., Puls, R., Gotthard, K. & Maes, D. (2015) The lost generation hypothesis: could 
climate change drive ectotherms into a developmental trap? Oikos, 124(1): 54-61.
Van Leeuwen, T. & Dermauw, W. (2016) The Molecular Evolution of Xenobiotic Metabolism and Resis-
tance in Chelicerate Mites. Annual Review of Entomology, Vol 61 (ed. M.R. Berenbaum), pp. 
475-+.
Van Leeuwen, T., Dermauw, W., Grbic, M., Tirry, L. & Feyereisen, R. (2013) Spider mite control and resis-
tance management: does a genome help? Pest Management Science, 69(2): 156-159.
Van Leeuwen, T., Stillatus, V. & Tirry, L. (2004) Genetic analysis and cross-resistance spectrum of a labo-
ratory-selected chlorfenapyr resistant strain of two-spotted spider mite (Acari: Tetranychi-
dae). Experimental & Applied Acarology, 32(4): 249-261.
Van Leeuwen, T., Tirry, L. & Nauen, R. (2006) Complete maternal inheritance of bifenazate resistance 
in Tetranychus urticae Koch (Acari : Tetranychidae) and its implications in mode of action 
considerations. Insect Biochemistry and Molecular Biology, 36(11): 869-877.
Van Leeuwen, T., Vanholme, B., Van Pottelberge, S., Van Nieuwenhuyse, P., Nauen, R., Tirry, L. & Den-
holm, I. (2008) Mitochondrial heteroplasmy and the evolution of insecticide resistance: 
Non-Mendelian inheritance in action. Proceedings of the National Academy of Sciences of the 
United States of America, 105(16): 5980-5985.
Van Leeuwen, T., Vontas, J., Tsagkarakou, A., Dermauw, W. & Tirry, L. (2010) Acaricide resistance mech-
anisms in the two-spotted spider mite Tetranychus urticae and other important Acari: A 
review. Insect Biochemistry and Molecular Biology, 40(8): 563-572.
Van Noordwijk, A.J. & de Jong, G. (1986) Acquisition and allocation of resources - Their influence on 
variation in life-history tactics. American Naturalist, 128(1): 137-142.
Van Noordwijk, A.J. & Muller, C.B. (1994) On adaptive plasticity in reproductive traits, illustrated with 
laydate in the great tit and colony inception in a bumble bee. Animal societies individuals, 
interactions and organization (eds P. Jarman & A. Rossiter), pp. 180-194. Kyoto University 
Press, Kyoto, Japan.
Van Petegem, K., Boeye, J., Stoks, R. & Bonte, D. (2016) Spatial selection and local adaptation jointly 
shape life-history evolution during range expansion. American Naturalist, 188(5): 485-498.
Van Petegem, K.H.P., Pétillon, J., Renault, D., Wybouw, N., Van Leeuwen, T. & Bonte, D. (2015) Empirically 
simulated spatial sorting points at fast epigenetic changes in dispersal behaviour. Evolu-
tionary Ecology, 29(2): 299-310.
Vangansbeke, D., Audenaert, J., Nguyen, D.T., Verhoeven, R., Gobin, B., Tirry, L. & De Clercq, P. (2015) 
Diurnal Temperature Variations Affect Development of a Herbivorous Arthropod Pest and 
its Predators. Plos One, 10(4): e0124898.
Vanhanen, H., Veleli, T.O., Paivinen, S., Kellomaki, S. & Niemela, P. (2007) Climate change and range 
shifts in two insect defoliators: Gypsy moth and nun moth - A model study. Silva Fennica, 
41(4): 621-638.
Vázquez, D.P., Gianoli, E., Morris, W.F. & Bozinovic, F. (2015) Ecological and evolutionary impacts of 
changing climatic variability. Biological Reviews, published online: doi 10.1111/brv.12216.
Veerman, A., Slagt, M.E., Alderlieste, M.F.J. & Veenendaal, R.L. (1985) Photoperiodic induction of dia-
pause in an insect is vitamin-a dependent. Experientia, 41(9): 1194-1195.
Verbeke, G. & Molenberghs, G. (2000) Linear mixed models for longitudinal data. Springer series in 
statistics. Springer-Verlag New York Inc., New York.
Verhoeven, K.J.F., vonHoldt, B.M. & Sork, V.L. (2016) Epigenetics in ecology and evolution: what we 
know and what we need to know. Molecular Ecology, 25(8): 1631-1638.
Via, S. & Lande, R. (1985) Genotype-environment interaction and the evolution of phenotypic plasticity. 
Evolution, 39(3): 505-522.
332
CITED LITERATURE
Viant, M.R. (2008) Recent developments in environmental metabolomics. Molecular Biosystems, 4(10): 
980-986.
Visser, M.E. (2008) Keeping up with a warming world; assessing the rate of adaptation to climate 
change. Proceedings of the Royal Society B-Biological Sciences, 275(1635): 649-659.
Visser, M.E. & Both, C. (2005) Shifts in phenology due to global climate change: the need for a yard-
stick. Proceedings of the Royal Society B-Biological Sciences, 272(1581): 2561-2569.
Visser, M.E., Both, C. & Lambrechts, M.M. (2004) Global climate change leads to mistimed avian repro-
duction. Birds and Climate Change (eds A.P. Moller, W. Fielder & P. Berthold), pp. 89-110.
Visser, M.E. & Holleman, L.J.M. (2001) Warmer springs disrupt the synchrony of oak and winter moth 
phenology. Proceedings of the Royal Society of London B: Biological Sciences, 268(1464): 
289-294.
Wagner, N.K., Ochocki, B.M., Crawford, K.M., Compagnoni, A. & Miller, T.E.X. (2016) Genetic mixture of 
multiple source populations accelerates invasive range expansion. Journal of Animal Ecolo-
gy, published online: doi 10.1111/1365-2656.12567.
Walker, P.W. & Allen, G.R. (2011) Delayed mating and reproduction in the autumn gum moth Mnesam-
pela privata. Agricultural and Forest Entomology, 13(4): 341-347.
Waller, M., Whitney, R., Taylor, M., Miyagawa, H., Matsuda, K. & Nakagawa, K. (2007) Multiresidue pesti-
cides analysis using synchronous Scan/SIM mode GC-MS. Lc Gc North America: 39-39.
Walter, J.A., Meixler, M.S., Mueller, T., Fagan, W.F., Tobin, P.C. & Haynes, K.J. (2015) How topography in-
duces reproductive asynchrony and alters gypsy moth invasion dynamics. Journal of Animal 
Ecology, 84(1): 188-198.
Waser, P.M. & Jones, W.T. (1989) Heritability of dispersal in Banner-tailed kangaroo rats, Di-
podomys-spectabilis. Animal Behaviour, 37: 987-991.
Webb, T. (1987) The appearance and disappearance of major vegetational assemblages – Long-term 
vegetational dynamics in eastern North-America. Vegetatio, 69(1-3): 177-187.
Webb, T. & Bartlein, P.J. (1992) Global changes during the last 3 million years – Climatic controls and 
biotic responses. Annual Review of Ecology and Systematics, 23: 141-173.
Webb, T.I. (1992) Past Changes in vegetation and climate: lessons for the future. Global Warming and 
Biological Diversity (eds R. Peters & T.E. Lovejoy), pp. 59-75. Yale Univ. Press, New Haven.
Weeks, A.R., Velten, R. & Stouthamer, R. (2003) Incidence of a new sex-ratio-distorting endosymbi-
otic bacterium among arthropods. Proceedings of the Royal Society B-Biological Sciences, 
270(1526): 1857-1865.
Weisburg, W.G., Barns, S.M., Pelletier, D.A. & Lane, D.J. (1991) 16S ribosomal DNA amplification for 
phylogenetic study. Journal of Bacteriology, 173(2): 697-703.
Werner, E.E. & Anholt, B.R. (1993) Ecological consequences of the trade-off between growth and mor-
tality-rates mediated by foraging activity. American Naturalist, 142(2): 242-272.
West, S.A. & Sheldon, B.C. (2002) Constraints in the evolution of sex ratio adjustment. Science, 
295(5560): 1685-1688.
West, S.A., Reece, S.E. & Sheldon, B.C. (2002) Sex ratios. Heredity, 88: 117-124
Wiegand, T. & Moloney, K.A. (2014) Handbook of spatial point-pattern analysis in ecology. Applied envi-
ronmental statistics (ed. R. Smith), pp. 510. CRC Press, Taylor & Francis Group, Boca Raton.
Willi, Y., Van Buskirk, J. & Hoffmann, A.A. (2006) Limits to the adaptive potential of small populations. 
Annual Review of Ecology Evolution and Systematics, pp. 433-458.
Williams, J.L., Kendall, B.E. & Levine, J.M. (2016) Rapid evolution accelerates plant population spread in 
fragmented experimental landscapes. Science, 353(6298): 482-485.
Williamson, K. (1975) Birds and climatic change. Bird Study, 22(3): 143-164.
Wolfinger, R. & Oconnell, M. (1993) Generalized linear mixed models - a pseudo-likelihood approach. 
Journal of Statistical Computation and Simulation, 48(3-4): 233-243.
Wyman, R.L. (1991) Global Climate Change and Life on Earth. Routledge, Chapman & Hall, New York.
Xia, J., Mandal, R., Sinelnikov, I.V., Broadhurst, D. & Wishart, D.S. (2012) MetaboAnalyst 2.0—a compre-
hensive server for metabolomic data analysis. Nucleic Acids Research, 40(W1): W127-W133.
Xia, J., Psychogios, N., Young, N. & Wishart, D.S. (2009) MetaboAnalyst: a web server for metabolomic 
data analysis and interpretation. Nucleic Acids Research, 37(suppl 2): W652-W660.
Xia, J., Sinelnikov, I.V., Han, B. & Wishart, D.S. (2015) MetaboAnalyst 3.0—making metabolomics more 
meaningful. Nucleic Acids Research, 43(W1): W251-W257.
Yadav, P. & Sharma, V.K. (2014) Correlated changes in life history traits in response to selection for 
faster pre-adult development in the fruit fly Drosophila melanogaster. Journal of Experimen-
333
CITED LITERATURE
tal Biology, 217(4): 580-589.
Yano, S. & Takafuji, A. (2002) Variation in the life history pattern of Tetranychus urticae (Acari : Tetrany-
chidae) after selection for dispersal. Experimental and Applied Acarology, 27(1-2): 1-10.
Young, S.S.Y., Wrensch, D.L. & Kongchuensin, M. (1986) Control of sex-ratio by female spider-mites. 
Entomologia Experimentalis Et Applicata, 40(1): 53-60.
Zera, A.J. (2011) Microevolution of intermediary metabolism: evolutionary genetics meets metabolic 
biochemistry. Journal of Experimental Biology, 214(2): 179-190.
Zera, A.J. & Denno, R.F. (1997) Physiology and ecology of dispersal polymorphism in insects. Annual 
Review of Entomology, 42: 207-230.
Zera, A.J. & Harshman, L.G. (2001) The physiology of life history trade-offs in animals. Annual Review of 
Ecology and Systematics, 32: 95-126.
Zijlstra, W.G., Kesbeke, F., Zwaan, B.J. & Brakefield, P.M. (2002) Protandry in the butterfly Bicyclus any-
nana. Evolutionary Ecology Research, 4(8): 1229-1240.
334
Ka
tr
ie
n 
Va
n 
Pe
te
ge
m
Ec
o-
ev
ol
ut
io
na
ry
 d
yn
am
ic
s 
du
rin
g 
ra
ng
e 
ex
pa
ns
io
n 
in
 a
 h
er
bi
vo
ro
us
 a
rt
hr
op
od
The earth’s climate has a history of 
alternating glacial and interglacial  periods, 
which have recurrently forced major 
rearrangements in species  assemblages. 
Today, however, scientists are worried 
because the predicted rate of climate 
change is faster than any of these past 
temperature changes, and anticipated to 
have dramatic consequences for the earth’s 
biodiversity. One way in which 
species may respond to the 
current global warming, is 
by shifting their range 
pole- or upwards. 
During such shifts, 
. . .individuals. 
. .encounter 
changing 
environmental conditions (like a shortened 
breeding season) and become assorted 
according to their dispersal capacities 
(best dispersers at the front). Range shifts 
thus entail strong selection pressures 
that may profoundly shape range front 
phenotypes. This PhD thesis studies the 
ecological and evolutionary processes 
related to range shifts, using the two-
spotted spider mite (a herbivorous pest 
that recently expanded its European 
range northwards) as a model species.
