Degrees of orders on torsion-free Abelian groups by Kach, Asher M. et al.
Wellesley College
Wellesley College Digital Scholarship and Archive
Faculty Research and Scholarship
8-2013





Follow this and additional works at: http://repository.wellesley.edu/scholarship
This Article is brought to you for free and open access by Wellesley College Digital Scholarship and Archive. It has been accepted for inclusion in
Faculty Research and Scholarship by an authorized administrator of Wellesley College Digital Scholarship and Archive. For more information, please
contact ir@wellesley.edu.
Recommended Citation
Degrees of orders on torsion-free abelian groups, A. Kach, K. Lange, and D. Solomon, Annals of Pure and Applied Logic, 164(7-8)
(2013), 822-836.
DEGREES OF ORDERS ON TORSION-FREE ABELIAN GROUPS
ASHER M. KACH, KAREN LANGE, AND REED SOLOMON
Abstract. We show that if H is an effectively completely decomposable com-
putable torsion-free abelian group, then there is a computable copy G ofH such
that G has computable orders but not orders of every (Turing) degree.
1. Introduction
A recurring theme in computable algebra is the study of the complexity of rela-
tions on computable structures. For example, fix a natural mathematical relation R
on some class of computable algebraic structures such as the successor relation in
the class of linear orders or the atom relation in the class of Boolean algebras. One
can consider whether each computable structure in the class has a computable copy
in which the relation is particularly simple (say computable or low or incomplete) or
whether there are structures for which the relation is as complicated as possible in
every computable presentation. For the successor relation, Downey and Moses [9]
show there is a computable linear order L such that the successor relation in every
computable copy of L is as complicated as possible, namely complete. On the other
hand, Downey [5] shows every computable Boolean algebra has a computable copy
in which the set of atoms is incomplete. Alternately, one can explore the connection
between definability and the computational properties of the relation R.
More abstractly, one can start with a set S of Turing (or other) degrees and
ask whether there is a relation R on a computable structure A such that the set of
degrees of the images of R in the computable copies of A is exactly S. For example,
Hirschfeldt [13] proved that this is possible if S is the set of degrees of a uniformly
c.e. collection of sets.
One can also consider relations such as “being a k-coloring” for a computable
graph or “being a basis” for a torsion-free abelian group. In these examples, for
each fixed computable structure, there are many subsets of the domain (or functions
on the domain) satisfying the property. It is natural to ask whether there are
computable structures for which all of these instantiations are complicated and
whether this complexity depends on the computable presentation. In the case
of k-colors of a planar graph, Remmel [25] proves that one can code arbitrary Π01
classes (up to permuting the colors) by the collection of k-colorings. For torsion-free
abelian groups, there is a computable group G such that every basis computes 0′.
However, for any computable H, one can find a computable copy of the given group
in which there is a computable basis (see Dobritsa [4]). Therefore, while every basis
can be complicated in one computable presentation, there is always a computable
presentation having a computable basis.
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In this paper, we present a result concerning computability-theoretic properties
of the spaces of orderings on abelian groups. To motivate these properties, we
compare the known results on computational properties of orderings on abelian
groups with those for fields. We refer the reader to [11] and [16] for a more complete
introduction to ordered abelian groups and to [18] for background on ordered fields.
Definition 1.1. An ordered abelian group consists of an abelian group G = (G; +, 0)
and a linear order ≤G on G such that a ≤G b implies a + c ≤G b + c for all c ∈ G.
An abelian group G that admits such an order is orderable.
Definition 1.2. The positive cone P (G;≤G) of an ordered abelian group (G;≤G)
is the set of non-negative elements
P (G;≤G) := {g ∈ G | 0G ≤G g}.
Because a ≤G b if and only if b − a ∈ P (G;≤G), there is an effective one-to-one
correspondence between positive cones and orderings. Furthermore, an arbitrary
subset X ⊆ G is the positive cone of an ordering on G if and only if X is a semigroup
such that X ∪X−1 = G and X ∩X−1 = {0G}, where X−1 := {−g | g ∈ X}. We
let X(G) denote the space of all positive cones on G. Notice that the conditions for
being a positive cone are Π01.
The definitions for ordered fields are much the same, and we let X(F) denote
the space of all positive cones on the field F . We suppress the definitions here as
the results for fields are only used as motivation. As in the case of abelian groups,
the conditions for a subset of F to be a positive cone are Π01.
Classically, a field F is orderable if and only if it is formally real, i.e., if −1F
is not a sum of squares in F ; and an abelian group G is orderable if and only if
it is torsion-free, i.e., if g ∈ G and g 6= 0G implies ng 6= 0G for all n ∈ N with
n > 0. In both cases, the effective version of the classical result is false: Rabin [24]
constructed a computable formally real field that does not admit a computable
order, and Downey and Kurtz [6] constructed a computable torsion-free abelian
group (in fact, isomorphic to Zω) that does not admit a computable order.
Despite the failure of these classifications in the effective context, we have a good
measure of control over the orders on formally real fields and torsion-free abelian
groups. Because the conditions specifying the positive cones in both contexts are
Π01, the sets X(F) and X(G) are closed subsets of 2F and 2G respectively, and hence
under the subspace topology they form Boolean topological spaces. If F and G
are computable, then the respective spaces of orders form Π01 classes, and therefore
computable formally real fields and computable torsion-free abelian groups admit
orders of low Turing degree.
For fields, one can say considerably more. Craven [2] proved that for any Boolean
topological space T , there is a formally real field F such that X(F) is homeomorphic
to T . Translating this result into the effective setting, Metakides and Nerode [23]
proved that for any nonempty Π01 class C, there is a computable formally real field F
such that X(F) is homeomorphic to C via a Turing degree preserving map. Fried-
man, Simpson, and Smith [10] proved the corresponding result in reverse mathe-
matics that WKL0 is equivalent to the statement that every formally real field is
orderable.
Most of the corresponding results for abelian groups fail. For example, a count-
able torsion-free abelian group G satisfies either |X(G)| = 2 (if the group has
rank one) or |X(G)| = 2ℵ0 and X(G) is homeomorphic to 2ω. For a computable
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torsion-free abelian group G, even if one only considers infinite Π01 classes of sepa-
rating sets (which are classically homeomorphic to 2ω) and only requires that the
map from X(G) into the Π01 class be degree preserving, one cannot represent all
such classes by spaces of orders on computable torsion-free abelian groups. (See
Solomon [28] for a precise statement and proof of this result.) However, the connec-
tion to Π01 classes is preserved in the context of reverse mathematics as Hatzikiri-
akou and Simpson [12] proved that WKL0 is equivalent to the statement that every
torsion-free abelian group is orderable.
Because torsion-free abelian groups are Z-modules, notions such as linear inde-
pendence play a large role in studying these groups.
Definition 1.3. Let G be a torsion-free abelian group. Elements g0, . . . , gn are
linearly independent (or just independent) if for all c0, . . . , cn ∈ Z,
c0g0 + c1g1 + · · ·+ cngn = 0G
implies ci = 0 for 0 ≤ i ≤ n. An infinite set of elements is independent if every finite
subset is independent. A maximal independent set is a basis and the cardinality of
any basis is the rank of G.
Solomon [28] and Dabkowska, Dabkowski, Harizanov, and Tonga [3] established
that if G is a computable torsion-free abelian group of rank at least two and B is a
basis for G, then G has orders of every Turing degree greater than or equal to the
degree of B. Therefore, the set
deg(X(G)) := {d | d = deg(P ) for some P ∈ X(G)}
contains all the Turing degrees when the rank of G is finite (but not one) and con-
tains cones of degrees when the rank is infinite. As mentioned earlier, Dobritsa [4]
proved that every computable torsion-free abelian group has a computable copy
with a computable basis. Therefore, every computable torsion-free abelian group
has a computable copy that has orders of every Turing degree, and hence has a
copy in which deg(X(G)) is closed upwards.
Our broad goal, which we address one aspect of in this paper, is to better un-
derstand which Π01 classes can be realized as X(G) for a computable torsion-free
abelian group G and how the properties of the space of orders changes as the com-
putable presentation of G varies. Specifically, is deg(X(G)) always upwards closed?
If not, does every group H have a computable copy in which it fails to be upwards
closed? We show that if H is effectively completely decomposable, then there is a
computable G ∼= H such that deg(X(G)) contains 0 but is not closed upwards. We
conjecture that this statement is true for all computable infinite rank torsion-free
abelian groups.
Definition 1.4 (Khisamiev and Krykpaeva [14]). A computable infinite rank
torsion-free abelian group H is effectively completely decomposable if there is a
uniformly computable sequence of rank one subgroups Hi of H, for i ∈ ω, such
that H is equal to ⊕i∈ωHi (with the standard computable presentation).
There are a number of recent results concerning computability theoretic prop-
erties of classically completely decomposable groups in, for example, [7], [8], [15],
and [22]. Our main result is the following theorem.
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Theorem 1.5. Let H be an effectively completely decomposable infinite rank
torsion-free abelian group. There is a computable presentation G of H and a non-
computable, computably enumerable set C such that:
• The group G has exactly two computable orders.
• Every C-computable order on G is computable.
Thus, the set of degrees of orders on G is not closed upwards.
If H is effectively completely decomposable, then deg(X(H)) contains all Turing
degrees because H has a computable basis formed by choosing a nonzero element hi
from each Hi. Therefore, although the group G in Theorem 1.5 is completely de-
composable in the classical sense, it cannot be effectively completely decomposable.
In general, one does not expect the collection of degrees realizing a relation on a
fixed computable copy of an algebraic structure to be upwards closed and hence this
result is not surprising from that perspective. However, the corresponding result
for the basis of a computable torsion-free abelian group fails.
Proposition 1.6. Let H be an infinite rank torsion-free abelian group with a
computable basis B. For every set D, there is a basis BD of H such that
deg(BD) = deg(D).
Proof. Let B = {b0, b1, . . .} be effectively listed such that bi <N bi+1. Fix a set D.
Let BD = {n0b0, n1b1, . . .} where the ni ∈ N are chosen so that nibi <N ni+1bi+1
and ni is even if and only if i ∈ D. It is clear that BD is a basis for H and that
BD ≤T D. To compute D from BD, let BD = {c0, c1, . . .} be listed in increasing
order. For each i, we can find ci effectively in BD, and then we can effectively (with
no oracle) find bi and ni such that ci = nibi. By testing whether ni is even or odd,
we can determine whether i ∈ D. 
In Section 2, we present background algebraic information. In Section 3, we
give the proof of Theorem 1.5. In Section 4, we state some generalizations of our
results, present some related open questions, and finish with remarks concerning
the following general question.
Question 1.7. Describe the possible degree spectra of orders X(G) on a computable
presentation G of a computable torsion-free abelian group.
Our notation is mostly standard. In particular we use the following convention
from the study of linear orders: If ≤G is a linear order on G, then ≤∗G denotes the
linear order defined by x ≤∗G y if and only if y ≤G x. Note that if (G;≤G) is an
ordered abelian group, then (G;≤∗G) is also an ordered group.
2. Algebraic background
In our proof of Theorem 1.5, we will need two facts from abelian group theory.
The first fact is that every computable rank one group can be effectively embedded
into the rationals. To define this embedding for a rank one H, fix any nonzero
element h ∈ H. Every nonzero element g ∈ H satisfies a unique equation of the
form nh = mg where n ∈ N, m ∈ Z, n,m 6= 0, and gcd(n,m) = 1. Map H into Q
by sending 0H to 0Q, sending h to 1Q, and sending g satisfying nh = mg (with
constraints as above) to the rational nm . Because this map is effective, the image
of H in Q is computably enumerable and hence we can view H as a computably
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enumerable subgroup of Q. Although the image need not be computable, it does
contain Z and, more generally, is closed under multiplication by any integer.
If H = ⊕i∈ωHi is effectively completely decomposable, we can effectively map H
into Qω = ⊕i∈ωQ (with its standard computable presentation) by fixing a nonzero
element hi ∈ Hi for each i and mapping Hi into Q as above. Therefore, we will
often treat H as a computably enumerable subgroup of Qω, and, in particular, treat
elements in each Hi subgroup as rationals.
The second fact we need is Levi’s Theorem (see [19] and [1]) giving classical
algebraic invariants for rank one groups called Baer sequences. The Baer sequence
of a rank one group is a function of the form f : ω → ω∪{∞}modulo the equivalence
relation ∼ defined on such functions by f ∼ g if and only if f(n) 6= g(n) for at most
finitely many n and only when neither f(n) nor g(n) is equal to ∞.
To define the Baer sequence of a rank one group H, fix a nonzero element h ∈ H
and let {pi}i∈ω denote the prime numbers in increasing order (later, for notational
convenience, we alter the indexing to start with one). For a prime p, we say pk




k if k is greatest such that pk divides h,
∞ otherwise, i.e., if pk divides h for all k.
The Baer sequence of h is the function BH,h(n) = htpn(h). If h, hˆ ∈ H are nonzero
elements, then BH,h ∼ BH,hˆ. The Baer sequence BH of the group H is (any
representative of) this equivalent class. Levi’s Theorem states that for rank one
groups, H0 ∼= H1 if and only if BH0 ∼ BH1 .
3. Proof of Theorem 1.5
Fix an effectively completely decomposable group H = ⊕i∈ωHi as in the state-
ment of Theorem 1.5. We divide the proof into three steps. First, we describe
our general method of building the computable copy G = (G; +G , 0G) which is ∆02-
isomorphic to H. Second, we describe how the computable ordering ≤G on G is
constructed. (The second computable order on G is ≤∗G .) Third, we give the con-
struction of C and the diagonalization process to ensure the only C-computable
orders on G are ≤G and ≤∗G .
Part 1. General Construction of G.
The group G is constructed in stages, with Gs denoting the finite set of elements
in G at the end of stage s. We maintain Gs ⊆ Gs+1 and let G :=
⋃
sGs. We define
a partial binary function +s on Gs giving the addition facts declared by the end of
stage s. To make G a computable group, we do not change any addition fact once
it is declared, so we maintain
x +s y = z =⇒ (∀t ≥ s) [x +t y = z]
for all x, y, z ∈ Gs. Furthermore, for any pair of elements x, y ∈ Gs, we ensure the
existence of a stage t and an element z ∈ Gt such that we declare x +t y = z.
To define the addition function, we use an approximation {bs0, bs1, . . . , bss} ⊆ Gs
to an initial segment of our eventual basis for G. During the construction, each
approximate basis element bsi will be redefined at most finitely often, so each will
eventually reach a limit. We let bi := lims b
s
i denote this limit. If k is an even
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index then the approximate basis element bsk will never be redefined, so although
we often use the notation bsk (for uniformity), we have bk = b
s
k for all s. Although G
will not be effectively decomposable, the group G will decompose classically into a
countable direct sum using the basis B = {b0, b1, b2, . . .}.
At stage 0, we begin with G0 := {0, 1}. We let 0 denote the zero element 0G and









More generally, at stage s, each element g ∈ Gs is assigned a Q-linear sum over
the stage s approximate basis of the form
qs0b
s
0 + · · ·+ qsnbsn
where n ≤ s, qsi ∈ Q for i ≤ n, and qsn 6= 0. (Later there will be further restrictions
on the values of qsi to ensure that G is isomorphic toH.) This assignment is required
to be one-to-one, and the zero element 0G is always assigned the empty sum. It
will often be convenient to extend such a sum by adding more approximate basis
elements on the end of the sum with coefficients of zero. We define the partial
function +s on Gs by letting x+s y = z (for x, y, z ∈ Gs) if the assigned sums for x
and y add together to form the assigned sum for z.
For each i ∈ ω, we fix a nonzero element hi ∈ Hi and embed Hi into Q by
sending hi to 1Q as described in Section 2. We equate Hi with its image in Q in
the sense of treating elements of Hi as rationals. In particular, since hi is mapped
to 1Q, if a ∈ Hi and a = qhi, we view a as being the rational q.
At each stage s, we maintain positive integers Nsi for i ≤ s. These integers
restrain the (nonzero) coefficients qsi of b
s
i allowed in the Q-linear sum for each
element g ∈ Gs by requiring that qsiNsi ∈ Hi and that we have seen this fact by
stage s. Using the fact that Ni := limsN
s
i exists and is finite for all i, we will show
(using Levi’s Theorem) that in the limit, the i-th component of G is isomorphic
to Hi, and hence that G is a computable copy of H. (Later we will introduce a
basis restraint K ∈ ω that will prevent us from changing Nsi too often.)
During stage s + 1, we do one of two things – either we leave our approximate
basis unchanged or we add a dependency relation for a single bs` for some odd index
` ≤ s. The diagonalization process dictates which happens.
Case 1. If we leave the basis unchanged, then we define bs+1i := b
s
i for all i ≤ s.
For each g ∈ Gs (viewed as an element of Gs+1), we define qs+1i := qsi and assign g
the same sum with bs+1i and q
s+1




i , respectively. It follows that
x +s+1 y = z (for x, y, z ∈ Gs) if x +s y = z. We set Ns+1i := Nsi for all i ≤ s and
Ns+1s+1 := 1.
We add two new elements to Gs+1, labeling the first by b
s+1
s+1 and labeling the
second by qs+10 b
s+1
0 + · · · + qs+1n bs+1n , where 〈qs+10 , . . . , qs+1n 〉 is the first tuple of
rationals (under some fixed computable enumeration of all tuples of rationals) we
find such that n ≤ s, qs+1n 6= 0, qs+1i Ns+1i ∈ Hi at stage s for all i ≤ n, and this
sum is not already assigned to any element of Gs+1. (We can effectively search for
such a tuple.) This completes the description of Gs+1 in this case.
Case 2. If we redefine the approximate basis element bs` (for the sake of diagonal-
izing) by adding a new dependency relation, then we proceed as follows. We define
bs+1i := b
s
i for all i ≤ s with i 6= `. The diagonalization process will tell us either
to set bs` = qb
s+1







integers m1 and m2. (We will specify properties of these integers below.) In either
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case, the index k will be even and greater than the basis restraint K and j, k < `.
We assign g ∈ Gs the same sum except we replace each bsi by bs+1i (for i ≤ s and
i 6= `) and we replace bs` by either qbs+1k or m1bs+1j + m2bs+1k (as dictated by the
diagonalization process).





k , then the sum for g ∈ Gs changes from
qs0b
s
0 + · · · qsj bsj + · · ·+ qskbsk + · · ·+ qs`bs` + · · ·+ qssbss
at stage s (where we have added zero coefficients if necessary) to
qs0b
s+1
0 + · · ·+ qsj bs+1j + · · ·+ qskbs+1k + · · ·+ qs` (m1bs+1j + m2bs+1k ) + · · ·+ qssbs+1s
= qs0b
s+1
0 + · · ·+ (qsj + qs`m1)bs+1j + · · ·+ (qsk + qs`m2)bs+1k + · · ·+ qssbs+1s













while leaving qs+1i := q
s
i for all i 6∈ {j, k, `}. Similarly, if the diagonalization process
tells us to make bs` = qb
s+1








` := 0 while
leaving qs+1i = q
s
i for all i 6∈ {k, `}.
We define Ns+1i , for i ≤ s, as follows. If bs` = m1bs+1j +m2bs+1k , then Ns+1i := Nsi
for all i ≤ s. If bs` = qbs+1k , then Ns+1i := Nsi for all i ≤ s with i 6= k and
Ns+1k := dqdN
s
k where dq is the denominator of q (when written in lowest terms)
and d is the product of all the (finitely many) denominators of coefficients qs` for
g ∈ Gs. In either case, set Ns+1s+1 := 1.
We add three new elements to Gs+1, labeling the first by b
s+1
` , labeling the second




0 + · · ·+ qs+1n bs+1n where 〈qs+10 , . . . , qs+1n 〉
is the first tuple of rationals we find such that n ≤ s, qs+1n 6= 0, qs+1i Ns+1i ∈ Hi at
stage s for all i ≤ n, and this sum is not already assigned to any element of Gs+1.
This completes the description of Gs+1 in this case.
We note several trivial properties of the transformations of sums in Case 2. First,
the approximate basis element bs+1` does not appear in the new sum for any element
of Gs viewed as an element of Gs+1. Second, for any element g ∈ Gs, if qs` = 0,










k. Third, by the
linearity of the substitutions, if x +s y = z, then x +s+1 y = z.
We also require two additional properties which place some restrictions on the
rational q or the integers m1 and m2. The first property is that the assignment
of sums to elements of Gs (viewed as elements of Gs+1) remains one-to-one. The
diagonalization process will place some restrictions on the value of either q or m1
and m2, but as long as there are infinitely many possible choices for these values
(which we will verify when we describe the diagonalization process), we can assume
they are chosen to maintain the one-to-one assignment of sums to elements of Gs+1.
The second property is that for each g ∈ Gs+1, we need each coefficient qs+1i to
satisfy qs+1i N
s+1
i ∈ Hi. We will verify this property below under the assumption




k , the integers m1 and m2 are chosen so that
they are divisible by the denominator of each qs` coefficient of each g ∈ Gs. (Again,
we will verify this property of m1 and m2 in the description of the diagonalization
process.)
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We now check various properties of this construction under these assumptions
and the assumption that the limits bi := lims b
s
i and Ni := limsN
s
i exist for all i
(which will be verified in the diagonalization description).




Proof. The proof proceeds by induction on s. If g is added at stage s, then the
result for g follows trivially. Therefore, fix g ∈ Gs and assume the condition holds at
stage s. Note that if we do not add a dependency relation (i.e., we are in Case 1),
then the condition at stage s + 1 follows immediately. Assume we add a new
dependency relation; we split into cases depending on the form of this dependency.
If bs` = qb
s+1
k , then for all i 6∈ {k, `}, the condition holds since qs+1i = qsi and
Ns+1i = N
s
i . For the index `, we have q
s+1
` = 0 and hence the condition holds




























k ∈ Hk and dqd ∈ Z, we have qskdqdNsk ∈ Hk. By definition, qdq ∈ Z and
qs`d ∈ Z, and hence qqs`dqdNsk ∈ Z ⊆ Hk. Therefore, we have the desired property
when bs` = qb
s+1
k .




k , then for all i 6∈ {j, k} the condition holds as above.








j . By assumption, the
integer m1 is divisible by the denominator of q
s
` and hence q
s




















j ∈ Hj by the induction hypothesis and qs`m1Nsj ∈ Z. The analysis for
the index k is identical. 
Let g ∈ G. Suppose there is a stage t such that g is assigned a sum qt0bt0+· · ·+qtnbtn
that is not later changed in the sense that, for all stages u ≥ t, the element g is
assigned the sum qu0 b
u
0 + · · ·+ qunbun with bui = bti and qui = qti for all i ≤ n. In this
case, we refer to this sum as the limiting sum for g and denote it by q0b0+· · ·+qnbn.
Lemma 3.2 (Basic properties of the construction).
(1) (a) Each g ∈ G has a limiting sum with coefficients qi satisfying qiNi ∈ Hi.
(b) For each rational tuple 〈q0, . . . , qn〉 such that qn 6= 0 and qiNi ∈ Hi for
all i ≤ n, there is an element g ∈ G such that the limiting sum for g
is q0b0 + · · ·+ qnbn.
(2) (a) If x+s y = z, then x+t y = z for all t ≥ s. In particular, if x+s y = z,
then the limiting sums for x and y add to form the limiting sum for z.
(b) For each pair x, y ∈ Gs, there is a stage t ≥ s and an element z ∈ Gt
such that x +t y = z.
(c) For each x ∈ Gs, there is a stage t ≥ s and an element z ∈ Gt such
that x +t z = 0G.
Proof. Proof of (1a). When g enters G, it is assigned a sum. The coefficients in
this sum only change when a diagonalization occurs. In this case, some approximate
basis element bs` with nonzero coefficient in the sum for g is made dependent via a








k with j, k < `. Therefore,
each time the sum for g changes, some approximate basis element with nonzero
coefficient is replaced by rational multiples of approximate basis elements with
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lower indices. This process can only occur finitely often before terminating. The
last property of the limiting sum follows from Lemma 3.1.
Proof of (1b). For a contradiction, suppose there is a rational tuple violating this
lemma. Fix the least such tuple 〈q0, . . . , qn〉 in our fixed computable enumeration
of rational tuples. Let s ≥ n be a stage such that bs0, . . . , bsn and Ns0 , . . . , Nsn have
reached their limits, each tuple before 〈q0, . . . , qn〉 which satisfies the conditions in
the lemma has appeared as the limiting sum of an element in Gs, and we have seen
by stage s that qiNi ∈ Hi for each i ≤ n. By our construction, at stage s+1, either
there is an element that is assigned the sum q0b
s+1
0 + · · · + qnbs+1n or else we add
a new element to Gs+1 and assign it this sum. In either case, this element has the
appropriate limiting tuple since bs+10 , . . . , b
s+1
n have reached their limits (and thus
we obtain our contradiction).
Proof of (2). Property (2a) follows by induction and the fact that x +s y = z
implies x +s+1 y = z at each stage s of the construction. For Property (2b), fixing
x, y ∈ Gs, let u ≥ s be a stage at which x and y have been assigned their limiting
sums
x = qu0 b
u
0 + · · ·+ qunbun and y = qˆu0 bu0 + · · ·+ qˆunbun,
adding zero coefficients if necessary to make the lengths equal. By Lemma 3.1,





i ∈ Hi. By (1b), there is a stage t ≥ u and an element z ∈ Gt assigned
to the sum




0 + · · ·+ (qtn + qˆtn)btn.
Then x +t y = z. The proof of Property (2c) is similar. 
By Properties (1b) and (1a) in Lemma 3.2, the limiting sums of elements of G
are exactly the sums q0b0 + · · · + qnbn with qn 6= 0 and qiNi ∈ Hi for all i ≤ n.
Using Properties (2a) and (2b) in Lemma 3.2, we define the addition function +G
on G by putting x + y = z if and only if there is a stage s such that x +s y = z.
Lemma 3.3. The set G is a computable copy of H.
Proof. The domain and addition function on G are computable. By Property (2c) in
Lemma 3.2, every element of G has an inverse, and it is clear from the construction
that the addition operation satisfies the axioms for a torsion-free abelian group.
Let Gi be the subgroup of G consisting of all element g ∈ G with limiting sums
of the form qibi. Since the limiting sums of elements of G are exactly the sums of
the form q0b0 + · · · + qnbn with qn 6= 0 and qiNi ∈ Hi for i ≤ n, it follows that
G ∼= ⊕i∈ωGi. Therefore, to show that G ∼= H, it suffices to show that Gi ∼= Hi for
every i ∈ ω.
Fix i ∈ ω. The group Gi is a rank one group which is isomorphic to the subgroup
of (Q,+Q) consisting of the rationals q such that qNi ∈ Hi. Thus, calculating
the Baer sequence for Gi using the rational 1Q, we note that for any prime pj ,
1/pkj ∈ Gi if and only if Ni/pkj ∈ Hi. Therefore, the entries in the Baer sequences
for Gi and Hi differ only in the values corresponding to the prime divisors of Ni
and they differ exactly by the powers of these prime divisors. Therefore, by Levi’s
Theorem, Gi ∼= Hi. 
Part 2. Defining the Computable Orders on G. We define the computable
ordering of G in stages by specifying a partial binary relation ≤s on Gs at each
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stage s. To make the ordering relation computable, we satisfy
x ≤s y =⇒ (∀t ≥ s) [x ≤t y] (1)
for all x, y ∈ Gs. Typically, the relation ≤s will not describe the ordering between
every pair of elements of Gs, but it will have the property that for every pair of
elements x, y ∈ Gs, there is a stage t ≥ s at which we declare x ≤t y or y ≤t x, and
not both unless x = y. Since we will be considering several orderings on G, for an
ordering 4 on G, we let (g1, g2)4 denote the set {g ∈ G | g1 ≺ g ≺ g2}. Moreover,
given a1, a2 ∈ R, we let (a1, a2)≤R denote the interval {a ∈ R | a1 <R a <R a2}.
To specify the computable order on G, we build a ∆02-map from G into R. (Thus
our order will be archimedean.) To describe this order, let {pi}i≥1 enumerate the
prime numbers in increasing order. We map the basis element b0 to r0 = 1R. For
i ≥ 1, we will assign (in the limit of our construction) a real number ri to the basis
element bi such that ri is a positive rational multiple of
√
pi. We choose the ri
in this manner so that they are algebraically independent over Q. If the element
g ∈ G is assigned a limiting sum
g = q0b0 + · · ·+ qnbn,
then our ∆02-map into R sends g to the real q0r0 + · · ·+ qnrn. It also sends 0G to 0.
We need to approximate this ∆02-map during the construction. At each stage s,
we keep a real number rsi as an approximation to ri, viewing r
s
i as our current
target for the image of bi. The real r
s
0 is always 1 and the real r
s
i is always a
positive rational multiple of
√
pi. Exactly which rational multiple may change
during the course of the diagonalization process. However, if k is an even index,
then rsk will never change.
We could generate a computable order on Gs by mapping Gs into R using a
linear extension of the map sending each bsi to r
s
i . However, this would restrict
our ability to diagonalize. Therefore, at stage s, we assign each bsi (for i ≥ 1) an
interval (asi , â
s




i are positive rationals such that r
s
i ∈ (asi , âsi )≤R
and âsi − asi ≤ 1/2s. The image of bsi in R (in the limit) will be contained in this
interval.
Because each x ∈ Gs is assigned a sum describing its relationship to the current
approximate basis, we can generate an interval approximating the image of x in R
under the ∆02-map. That is, suppose x is assigned the sum
x = qs0b
s
0 + · · ·+ qsnbsn
at stage s. The interval constraints on the image of each bsi in R translate into a
rational interval constraint on the image of x in R. The endpoints of this constraint
can be calculated using the coefficients of the sum for x and the rationals asi and â
s
i ,
with the exact form depending on the signs of the coefficients.
To define ≤s on Gs at stage s, we look at the interval constraints for each pair
of distinct elements x, y ∈ Gs. If the interval constraint for x is disjoint from the
interval constraint for y, then we declare x ≤s y or y ≤s x depending on which
inequality is forced by the constraints. If the interval constraints are not disjoint,
then we do not declare any ordering relation between x and y at stage s. Of course,
we also declare x ≤s x for each x ∈ Gs.
To maintain the implication in Equation (1), we will need to check that x ≤s y
implies x ≤s+1 y. It suffices to ensure that for each x ∈ Gs, the interval constraint
for x at stage s + 1 is contained within the interval constraint for x at stage s.
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It will be helpful for us to know that certain approximate basis elements are
mapped to elements of R which are close to 0R. Therefore, we will maintain that
0 ≤ ask ≤ âsk < 1/2k for all stages s and all even indices k. (If we worked in a
simpler context where each Hi = Q, or even where each Hi 6= Z, we could skip this
step as any archimedean order on such groups Hi is dense in R.)




i are defined at each stage t. Recall that
at stage t = 0, the only elements in Gt are 0G (which is represented by the empty
sum and is mapped to 0R) and the element represented by b00 (which is mapped
to 1R). We set r00 := 1R.




i for i ≤ t depend on whether
we add a dependency relation or not. If we do not add a dependency relation,
or if i is not an index involved in an added dependency relation, then we define
rt+1i := r
t
i (so we maintain our guess at the target rational multiple of
√
pi for bi)





i )≤R ⊆ (ati, âti)≤R , rt+1i ∈ (at+1i , ât+1i )≤R , and ât+1i − at+1i < 1/2t+1.
For the approximate basis element bt+1t+1 introduced at this stage, we set r
t+1
t+1 to be





t+1 if t+1 is even) and let
at+1t+1 and â
t+1
t+1 be positive rationals so that r
t+1
t+1 ∈ (at+1t+1, ât+1t+1)≤R and ât+1t+1−at+1t+1 <
1/2t+1 (and also ât+1t+1 < 1/2
t+1 if t + 1 is even). The diagonalization process may
place some requirements on the rational multiple of
√
pt+1 chosen. It remains to










` ∈ Q+ such that rt+1` ∈ (at+1` , ât+1` )≤R and ât+1` − at+1` < 1/2t+1.
For the other indices involved in an added dependency relation, we split into
cases depending on the type of relation added.
(1) If we add a dependency of the form bt` = qb
t+1





The action of the diagonalization strategy will ensure that we can choose
at+1k , â
t+1




k )≤R ⊆ (at`, ât`)≤R (2)
(2) If we add a dependency of the form bt` = m1b
t+1







k. We will be in one of two contexts.
2(a). If we are in a context in which (in R)










j < (n + 1)a
t
k < (n + 1)â
t
k, (3)
then we will choose m1,m2 ∈ N such that m1 ≤ m2/n and
(m1a
t+1
j −m2ât+1k ,m1ât+1j −m2at+1k )≤R ⊆ (at`, â`t)≤R . (4)
2(b). If we are in a context in which (in R)










` < (n + 1)a
t
k < (n + 1)â
t
k, (5)
then we will choose m1,m2 ∈ N such that m1 ≤ m2(n + 1) and
(m1a
t+1
k −m2ât+1j ,m1ât+1k −m2at+1j )≤R ⊆ (at`, ât`)≤R . (6)
By Lemma 3.5 (given below), in each of these contexts, there are infinitely
many such choices for m1 and m2 satisfying the given conditions. Moreover,
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we can assume that m1 and m2 satisfy the divisibility conditions required
by the general group construction.
To explain why appropriate m1,m2 ∈ N exist for the two contexts above, we
rely on the following fact about the reals.
Lemma 3.4. Let r1 and r2 be positive reals that are linearly independent over Q.
For any rational numbers q1 < q2 and any integer d ≥ 1, there are infinitely many
m1,m2 ∈ N such that m1r1 −m2r2 ∈ (q1, q2)≤R and both m1 and m2 are divisible
by d.
Lemma 3.5. If we are in the context of (3) (respectively (5)), then there are
infinitely many choices for m1 and m2 that are divisible by any fixed integer d ≥ 1
and satisfy (4) (respectively (6)).
Proof. First, suppose we are in the context of (3). We have that btj and b
t
k are







spectively, so rtj and r
t
k are linearly independent over Q. Hence, by Lemma 3.4
(requiring m1 and m2 to be divisible by nd where n comes from the context (3)
and d comes from the statement of this lemma), there are infinitely many choices of







k ∈ Q with at+1j < rtj < ât+1j and at+1k < rtk < ât+1k satisfying







It remains to see why we must have m1 ≤ m2n = m˜2. Suppose m1 > m2n = m˜2,
so m1 − 1 ≥ m˜2. Then
m1r
t
j − m˜2nrtk = rtj + (m1 − 1)rtj − m˜2nrtk
≥ rtj + m˜2rtj − m˜2nrtk




because rtj − nrtk > 0 by (3). We have reached a contradiction since
m1r
t
j − m˜2nrtk ∈ (at`, ât`)≤R and rtj ∈ (atj , âtj)≤R but ât` < atj . So, m1 ≤ m2n = m˜2 as
desired.
Now suppose we are in the context of (5). Since rtj and r
t
k are linearly independent
over Q, by Lemma 3.4 (requiring m1 and m2 to be divisible by (n+ 1)d) there are
infinitely many choices of m1,m2 ∈ N such that m1rtk −m2rtj ∈ (at`, ât`)≤R . We let
m˜1 :=
m1








k ∈ Q satisfying (6).
It remains to see why m1 = m˜1(n + 1) ≤ m2(n + 1). Suppose
m1 = m˜1(n + 1) > m2(n + 1), so m˜1 − 1 ≥ m2. Then
m1r
t
k −m2rtj = m˜1(n + 1)rtk −m2rtj
≥ m˜1(n + 1)rtk − (m˜1 − 1)rtj
> m˜1(n + 1)r
t
k − (m˜1 − 1)(n + 1)rtk
= (n + 1)rtk.
The first inequality follows because m˜1− 1 ≥ m2 and rtj is positive, and the second
inequality follows because rtj < (n + 1)r
t
k by (5). We have reached a contradiction
since m1r
t
k −m2rtj ∈ (at`, ât`)≤R but ât` < (n + 1)atk. 
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We define ≤G on G by x ≤G y if and only if x ≤s y for some s. We verify
that ≤G is a computable order under the assumptions that each approximate basis
element bsi eventually reaches a limit and that we choose our intervals and associated
rationals in the manner described above.
Lemma 3.6. The relation ≤G is a computable order on G. Furthermore, G is clas-
sically isomorphic to an ordered subgroup of (R; +, 0R) under the standard ordering.
Proof. We begin by verifying the following properties of the construction.
(1) For every pair of elements x, y ∈ Gs, if x ≤s y, then x ≤s+1 y.
(2) For each i, the limit ri := lims r
s
i exists and is a rational multiple of
√
pi.





t ≥ s form a nested sequence converging to ri.
(3) For each pair x, y ∈ Gs, there is a stage t ≥ s for which either x ≤t y or
y ≤t x.
Proof of (1). It suffices to show that for each g ∈ Gs, the interval constraint for g
at stage s + 1 is contained in the interval constraint for g at stage s. This fact
follows from three observations. Fix g ∈ Gs. First, if qsi bsi occurs in the sum for g







i )≤R ⊆ (asi , âsi )≤R . Therefore, the constraint imposed on g
by these terms at stage s + 1 is contained in the constraint imposed at stage s.
Second, suppose we add a dependency relation of the form bs` = qb
s+1
k and











k. Since the constraint on r
s+1
` plays no role in





`)≤R , it follows that the constraint imposed by the indices k and ` at stage
s + 1 is contained in the constraint imposed at stage s.
Third, if we add a dependency relation of the form bs` = m1b
s+1
j − m2bs+1k ,
then a similar analysis using (4) and (6) yields that the constraint imposed by the
indices j, k and ` at stage s + 1 is contained in the constraint imposed at stage s.
Proof of (2). We have rs+1i 6= rsi only when bs+1i 6= bsi . Since the latter happens
only finitely often, each rsi reaches a limit. The remainder of the statement is
immediate from the construction.
Proof of (3). Since x ≤s x for all x ∈ Gs, we consider distinct elements x, y ∈ Gs.
Let t ≥ s be a stage such that x and y have reached their limiting sums and such
that for each bti occurring in these sums, the real r
t
i has reached its limit ri. Because
the reals ri are algebraically independent over Q and the nested approximations
(aui , â
u
i )≤R (for u ≥ t) converge to ri, there is a stage at which the interval constraints
for x and y are disjoint. At the first such stage, we declare an ordering relation
between x and y.
Proof of Lemma. By Statements (1) and (3), ≤G is computable and every pair of
elements is ordered. By construction, the ∆02-map from G to R that sends
q0b0 + q1b1 · · ·+ qnbn 7→ q0 + q1r1 + · · ·+ qnrn
is order preserving. 
Part 3. Building C and Diagonalizing. It remains to show how to use this
general construction method to build the ordered group (G;≤G) together with a
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noncomputable c.e. set C such that the only C-computable orders on G are ≤G
and ≤∗G .
The requirements
Se : Φe total =⇒ C 6= Φe
to make C noncomputable are met in the standard finitary manner. The strategy
for Se chooses a large witness x, keeps x out of C, and waits for Φe(x) to converge
to 0. If this convergence never occurs, the requirement is met because x 6∈ C. If the
convergence does occur, then Se is met by enumerating x into C and restraining C.
The remaining requirements are
Re : If ΦCe (x, y) is an ordering on G, then ΦCe is either ≤G or ≤∗G .
We explain how to meet a single Re in a finitary manner, leaving it to the reader
to assemble the complete finite injury construction in the usual manner. After
explaining one requirement in isolation, we examine the interaction between Re
strategies in detail to clarify the finitely nature of the construction.
To simplify the notation, we let ≤Ce be the binary relation on G computed by ΦCe .
We will assume throughout that ≤Ce never directly violates any of the Π01 conditions
in the definition of a group order. For example, if we see at some stage s that ≤Ce
has violated transitivity, then we can place a finite restraint on C to preserve these
computations and win Re trivially.
The strategy to satisfy Re is as follows. For Re, we set the basis restraint
K := e. (This restraint is used in the verification that each Nsi reaches a limit.)
If ≤G 6=≤Ce and ≤∗G 6=≤Ce , then there must eventually be a stage s, an approximate
basis element bsj , a nonnegative integer n, and an even index k > K such that:
• we have declared 0 <s nbsk <s bsj <s (n + 1)bsk in Gs, and






















We verify such objects exist in Lemma 3.9. In the latter case, we work with the
ordering ≤C∗e , transforming the latter case into the former case. We therefore
assume that we are in the former case.
While waiting for these witnesses, the construction of G proceeds as in the general
description with no dependencies added. When such s, bsj , n, and k are found, we
say Re is activated, and we restrain C to preserve the computations ordering 0G ,
bsj , nb
s
k, and (n + 1)b
s
k.
At stage s+1 (without loss of generality, we assume s+1 is odd), we order the new













We say that Re is set up to diagonalize with diagonalization witness bs+1s+1.




k, we order b
s+1






j , that is, we
choose rs+1s+1 to be a rational multiple of
√















s+1 − as+1s+1 < 1/2s+1.
(D2) If bsj >
C
e (n + 1)b
s
k, we order b
s+1




s+1 <s+1 (n + 1)b
s
k,
that is, we choose rs+1s+1 to be a rational multiple of
√
ps+1 and ra-
tionals as+1s+1 and â
s+1








s+1 < (n + 1)a
s
k and
âs+1s+1 − as+1s+1 < 1/2s+1.







k. While waiting, we assume that no higher priority Si
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and bus+1 = b
s+1
s+1 at all stages u ≥ s + 1 until Re finds such a stage t + 1 or
for all u ≥ s + 1 if Re never sees such a stage. (We discuss how to handle Re
if either of these conditions is violated below when we examine the interaction
between strategies.) If these conditions hold, then we say Re has been activated
with potentially permanent witnesses.
We assume that such a stage t + 1 is found, else Re is trivially satisfied. At
stage t + 1, Re acts to diagonalize by restraining C to preserve the computations
ordering bts+1, nb
t
k, and (n + 1)b
t
k under ≤Ce and adding a dependency relation as
follows.
Case 1. If ≤Ce declares bts+1 <Ce nbtk or bts+1 >Ce (n + 1)btk, then we will add a
relation of the form bts+1 = qb
t+1




s+1 <t (n + 1)b
t





s+1 <R (n + 1)r
t
k.
There are infinitely many rationals q ∈ (n, n+ 1)≤R such that qrtk ∈ (as+1, âts+1)≤R .





k ∈ (at+1k , ât+1k )≤R ⊆ (atk, âtk)≤R ,
ât+1k − at+1k ≤R 1/2t+1, and (qat+1k , qât+1k )≤R ⊆ (ats+1, âts+1)≤R . Choose q, at+1k ,
and ât+1k to be the first rationals meeting these conditions such that the assignment
of sums to elements of Gt remains one-to-one.
These choices satisfy the necessary requirements for both the group construction
and the ordering construction. Furthermore, we have successfully diagonalized
against ≤Ce being an ordering of G since any order under which bt+1k = btk is positive
must place bts+1 between nb
t+1
k and (n + 1)b
t+1













e (n + 1)b
t
k.
Case 2. If ≤Ce declares nbtk <Ce bts+1 <Ce (n+ 1)btk, then we know 0G <Ce bts+1 since
0G <Ce b
t









Case 2(a): If bts+1 <t b
t
j , then it is because we acted in (D1) and hence we




k and we are in the context of Equation (3) with
` = s+1. Let d be the product of all denominators of coefficients qts+1 for all
g ∈ Gt. We declare bts+1 = m1bt+1j −m2bt+1k for positive integers m1 and m2
both divisible by d that satisfy m1 ≤N m2/n and the ordering constraints in
Equation (4) and maintain the one-to-one assignment of sums to elements
of Gt+1. (This choice is possible by Lemma 3.5.)
To see that we have successfully diagonalized, we show that ≤Ce must vio-
late the order axioms. Since bts+1 = m1b
t+1
j −m2bt+1k and 0G <Ce bts+1, bt+1k ,
we know 0G <Ce b
t+1
j . Because m1 ≤N m2/n and 0G <Ce bt+1j , we have
bts+1 = m1b
t+1
j −m2bt+1k ≤Ce (m2/n)bt+1j −m2bt+1k .




k , we get
bts+1 ≤Ce (m2/n)bt+1j −m2bt+1k <Ce (m2/n)nbt+1k −m2bt+1k = 0G .
We have arrived at a contradiction since we have both 0G <Ce b
t
s+1 (since
we are in Case 2) and bts+1 <
C
e 0G by this calculation.
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Case 2(b): If bts+1 >t b
t
j , then it is because we acted in (D2) and hence we




j and we are in the context of Equation (5) with
` = s+ 1. Let d be as in Case 2(a) and declare bts+1 = m1b
t+1
k −m2bt+1j for
positive integers m1 and m2 both divisible by d that satisfy m1 ≤N m2(n+1)
and the ordering constraints in Equation (6) and maintain the one-to-one
assignment of sums to elements of Gt+1 (again by Lemma 3.5.)





m1 ≤N m2(n + 1), we have
bts+1 = m1b
t+1
k −m2bt+1j ≤Ce m2(n + 1)bt+1k −m2bt+1j .




j , we have
bts+1 ≤Ce m2(n + 1)bt+1k −m2bt+1j <Ce m2bt+1j −m2bt+1j = 0G .
Again, we have arrived at a contradiction since 0G <Ce b
t
s+1 (since we are
in Case 2) and bts+1 <
C
e 0G (by this calculation).
This completes our description of the action of a single requirement Re.
In the full construction, we set up priorities between Si requirements and Re
requirements in the usual way. If i < e, then Si is allowed to enumerate its diago-
nalizing witness even if it destroys a restraint imposed by Re, but if e ≤ i, then Si
must pick a new large witness when Re imposes a restraint.
There is also a potential conflict between different Re requirements. Con-
sider requirements Re and Ri involved in the following scenario. Assume that
at stage s0, Ri is the highest priority activated requirement with witnesses bs0j0 , bs0k0 ,
and n0. At stage s0+1,Ri sets up to diagonalize with witness bs0+1s0+1 (via either (D1)
or (D2)). At stage s1 > s0, while Ri is still waiting to diagonalize, Re is activated
with witnesses bs1j1 , b
s1
k1
, and n1 with j1 = s0 + 1. Then Re sets up to diagonalize
with bs1+1s1+1 at stage s1 + 1.
At stages after s1+1,Re is waiting for≤Ce to declare an ordering relation between
certain elements (which may never appear) and it needs to maintain buj1 = b
s1
j1
(which means bus0+1 = b
s1
s0+1
) to remain in a position to diagonalize. On the other
hand, when Ri sees ≤Ci declare the appropriate order relations, it wants to add a
dependency of the form bts0+1 = qb
t+1
k0







cause bt+1s0+1 (and hence b
t+1
j1
) to be redefined.
In this scenario, if e < i, then when Re sets up to diagonalize at stage s1 + 1, it
cancels Ri’s claim on the diagonalizing witness bs0+1s0+1, thus removing the potential
conflict. The requirement Ri remains activated (since the appropriate ≤Ci com-
putations have been preserved) and at the next odd stage s2 + 1 at which Ri is
the highest priority activated requirement, it will set up to diagonalize with a new
witness bs2+1s2+1.
If i < e, then no cancelation of setup witnesses takes place when Re sets up to
diagonalize. If Re acts to diagonalize first, there is no conflict because Re adds a




hence bt+1s0+1 = b
t
s0+1). If Ri acts first, then it does cause bt+1s0+1 (and hence bt+1j1 ) to
be redefined, injuring Re. In this case, the witnesses in the activation for Re were
not potentially permanent and Re is deactivated and has to look for new activating
witnesses.
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Thus, in the full construction, an Re requirement can be injured by a higher
priority Si requirement (which becomes permanently satisfied) or by a higher pri-
ority Ri requirement (either because Ri diagonalizes and is permanently satisfied
or because Ri cancels Re’s diagonalizing witness and Re can pick a new diagonal-
izing witness with the same activation witnesses). Thus, the full construction is
finite injury.





exist and that if ≤Ce is an order but is not equal to ≤G or ≤∗G , then Re is eventually
activated with potentially permanent witnesses.
Lemma 3.7. The limit bi := lims b
s
i exists for all i.
Proof. The only approximate basis elements which are redefined are those chosen as
diagonalizing witnesses by some Re requirement. Therefore, at stage s+ 1, if bs+1s+1
is not chosen as a diagonalizing witness, then it is never redefined. If bs+1s+1 is chosen
as a diagonalizing witness by Re, then it can be redefined at most once when Re
acts to diagonalize. 
Lemma 3.8. The limit Ni := limsN
s
i exists for all i.
Proof. The only time Ns+1i 6= Nsi is when we add a dependency relation of the






k . However, in this case, the index k is even
and a requirement Re can only add such a dependency if k > K = e. Therefore,
only Re with e < k can cause Nsk to changes value. Since these requirements only
act finitely often, the value of Nsk changes only finitely often. 
Lemma 3.9. If we fail to find a stage s where Re is activated with potentially
permanent witnesses, then either ≤Ce is not an order or ≤G=≤Ce or ≤∗G=≤Ce .
Proof. Assume that ≤Ce is an order on G. Let s′ be a stage such that all higher
priority requirements have finished acting by s′. It suffices to show that if we fail
to find a stage s ≥ s′ at which Re is activated with some witnesses bsj , n, and k,
then ≤Ce is equal to ≤G or ≤∗G .
First, we claim that if we fail to find a stage s′ ≥ s at which Re is activated,
then either 0G <Ce bj for all j or bj <
C
e 0G for all j.
To prove this claim, suppose that Re is never activated after s′ and that j0




e bj0 . Fix a stage s ≥ s′ such that bsj1 = bj1 ,




e bj0 is permanently fixed by stage s. Consider a stage
t ≥ s and an even index k greater than the basis restraint for Re such that btk = bk
has reached its limit and there are n0, n1 ∈ ω for which
0G <t n0btk <t b
t
j0 <t (n0 + 1)b
t
k and 0G <t n1b
t
k <t bj1 <t (n1 + 1)b
t
k.








If 0G <Ce b
u







k for some v ≥ u.
Therefore,Re is activated at stage v (with j = j1, k = k, and n = n1) for the desired
contradiction. Alternately, if buk <
C








for some v ≥ u. Again, Re is activated at stage v (with j = j0, k = k,
and n = n0) for the desired contradiction. This completes the proof of the claim.
To complete the proof of this lemma, assume that Re is never activated after s′
and 0G <Ce bj for all j. We show that ≤Ce =≤G . It follows by a similar argument
that if bj <
C
e 0G for all j, then ≤Ce =≤∗G .
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By construction, (G; +G , 0G ,≤G) can be embedded (as an ordered group) into
(R; +R, 0R,≤R) by sending each basis element bi ∈ G to ri ∈ R. To show that
≤G=≤Ce , it suffices to show that the same map is an ordered group embedding of
(G; +G , 0G ,≤Ce ) into (R; +R, 0R,≤R).
For each even index k, we fix n0,k ∈ ω such that
n0,kbk ≤G b0 ≤G (n0,k + 1)bk.
By the construction, this condition is equivalent to n0,krk ≤R r0 ≤R (n0,k + 1)rk.





(n0,k + 1)rk = r0 = 1
where the limits (and all limits throughout this lemma) are taken over even in-
dices k. More generally, for each index i ∈ ω and each even index k, we fix ni,k ∈ ω
such that
ni,kbk ≤G bi ≤G (ni,k + 1)bk.





(ni,k + 1)rk = ri.


























We now translate these results to (G,≤Ce ). Because Re is never activated af-
ter s′ and 0G <Ce bk for all even k, the inequalities ni,kbk ≤Ce bi ≤Ce (ni,k + 1)bk
hold for all i and all even k such that k is greater than the basis restraint
for Re. In particular, combining the inequalities n0,kbk ≤Ce b0 ≤Ce (n0,k + 1)bk
and ni,kbk ≤Ce bi ≤Ce (ni,k + 1)bk, we have
ni,k
n0,k + 1




where this inequality is interpreted as representing the corresponding inequality
after multiplying through by the denominators so all the coefficients are integers.
(Alternately, this inequality can be viewed in the divisible closure of G using the
fact that an order on an abelian group has a unique extension to an order on its
divisible closure.) The limits above show that the map sending bi to ri defines an
embedding of (G; +G , 0G ,≤Ce ) into (R; +R, 0R,≤R) as required. 
4. Remarks and Open Questions
Since the construction of the presentation G and the set C is a typical finite
injury construction, certain modifications to the constructions are straightforward.
Remark 4.1. Rather than building G so that there are exactly two computable
orders, it is an easy modification to build exactly any even number or an infinite
number of computable orders (with no other C-computable orders).
For example, to build G with four computable orders, we double the number
of Re requirements. We build a computable order ≤0G in which 0 <0G b0 <0G b1 and
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a computable order ≤1G in which 0 <1G b1 <1G b0. For each of these orders, we meet
a slightly modified requirement for i ∈ {0, 1}:
Rie: If ΦCe is an ordering of G, then 0G ≤Ce bi ≤Ce b1−i implies ≤Ce =≤iG
and b1−i ≤Ce bi ≤Ce 0G implies ≤Ce = ≤iG∗.
Note that this requirement suffices because (as shown in Lemma 3.9) if b0 and b1 lie
on opposite sides of 0G under ≤Ce , then Rie will be activated and the diagonalization
will guarantee that ΦCe is not an order of G. Since these requirements are still
finitary (both restraint and injury) in nature, these combine easily to yield the
desired result.
The result in Remark 4.1 contrasts with the classical situation. As mentioned in
Section 1, a countable torsion free abelian group admits either two or continuum
many orders. More generally, it is possible for a countable (nonabelian) group to
admit either a finite number of orders greater than 2 or countably many orders. In
the finite case, the number of orders must be even and the best known results are
that is possible to have exactly 4n or 2(4n + 3) many orders (see [17] and [21]). It
is an open question whether it is possible to get exactly 2n number of orders for
each n.
Remark 4.2. We note that the computably enumerable set C cannot be complete.
The reason is that 0′ can compute a basis for any computable torsion-free abelian
group G, and hence G has orders of degree 0′.
We also note that, as long as the construction remains finitary (both restraint
and injury), additional requirements on C can be added. For example, lowness re-
quirements could be added, though this would be counter-productive (the weaker C
is computationally, the weaker the result).
Though making C computationally weak is counter-productive, we ask if it is
possible to make C computationally strong.
Question 4.3. Can the set C in Theorem 1.5 have high degree?
Question 4.4. Does Theorem 1.5 remain true when G is allowed to be an arbitrary
computable torsion-free abelian group?
We end with a result concerning the general project of understanding the possible
degree spectra of orders on computable torsion-free abelian groups.
Proposition 4.5 (With Daniel Turetsky). If G is a computable presentation of
a torsion-free abelian group with infinite rank, then deg(X(G)) contains infinitely
many low degrees.
Proof. We inductively show deg(X(G)) must contain at least n-many low degrees
for all n. Fix two linearly independent elements g, h ∈ G and let T0 be a com-
putable tree such that [T0] (the set of infinite paths through T0) contains exactly
the orders ≤G on G satisfying
0G <G g <G h <G 4g.
Note that the set of orders on G satisfying this constraint is a Π01 class and hence
can be represented in this manner. The Low Basis Theorem applied to T0 yields
a low order of some degree d0. To get a second order of low degree d1 6= d0, it
suffices (as low over low is low) to build a nonempty d0-computable subtree T1 of T0
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having no d0-computable paths. From this, we obtain a low (low over d0) order of
some degree d1 not computable from d0.
The subset T1 of T0 is constructed (using an oracle of degree d0) by killing
paths that agree with the eth (candidate) d0-computable order ≤e on the relative
ordering of g and h for a sufficiently large amount of precision. In particular, to
diagonalize against ≤e, we attempt to find positive rationals q0 <Q q1 such that
q1 − q0 < 2−e and q0g <e h <e q1g. If and when such rationals are found, we
kill initial segments of T0 that specify q0g <G h <G q1g (if any exist). Notice
that [T1] 6= ∅ as
∑∞
e=0 2
−e = 2 < 4 and as for every q ∈ (1, 4)≤R and rational ε > 0,
there is an order on G with (q − ε)g < h < (q + ε)g.
To get a third order of low degree d2 6∈ {d0,d1}, we repeat this process to con-
struct a (d0⊕d1)-computable subtree T2 of T1 such that T2 has no d1-computable
paths. We note that T2 cannot have any d0-computable paths as it is a subtree
of T1. The only change we need to make is to require the rationals q0 and q1 (being
used to diagonalize against the eth (candidate) d1-computable order ≤e) to satisfy
q1 − q0 < 2−(e+1). Since
∑∞
e=0 2
−(e+1) = 1 < 2, we guarantee that [T2] 6= ∅.
Continuing to repeat this process in the obvious way yields the proposition. 
Note that this proposition also holds for other classes of degrees which form
a basis for Π01 classes and relativize in the appropriate manner. For example,
deg(X(G)) must contain infinitely many hyperimmune-free degrees.
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