Oscillating hypercycles at the origin of life: A bifurcation analysis by Puig Lescure, Júlia
  
Title: Oscillating Hypercycles at the Origin of Life: A 
Bifurcation Analysis 
 
Author: Júlia Puig Lescure 
 
Advisor: Ernest Fontich Julià, Antoni Guillamon 
Grabolosa, Josep Sardanyés Cayuela 
 
Department: Facultat de Matemàtiques i Estadística 
 
Academic year: 2015-2016 
Degree in Mathematics  
ii
Oscillating Hypercycles at the Origin of Life:
A Bifurcation Analysis
Author:
Ju´lia Puig Lescure
Advisors:
Ernest Fontich Julia` (UB)
Antoni Guillamon Grabolosa (UPC)
Josep Sardanye´s Cayuela (UPF)
Facultat de Matema`tiques i Estad´ıstica
Universitat Polite`cnica de Catalunya
27th of June 2016
ii
Abstract
The hypercycle is a dynamical system formed by different replicator macromolecules that cat-
alyze the reproduction between them in a cyclic architecture. This type of molecular self-
organization is thought to be involved in the transition from simple replicator systems towards
more complex ones able to surpass the so-called prebiotic error-threshold. This type of structure
presents a bistability behavior, oscillatory dynamics and extinction, which makes the study of
its bifurcations essential in order to evaluate its viability. The main goal of this Bachelor’s
Degree Thesis is to conduct a study of the bifurcations undergone by 5-component asymmetric
hypercycles, aiming at extending the fact that for symmetric hypercycles there exists a gap in
the parameter space between a saddle-node bifurcation of periodic orbits and a saddle-node
bifurcation of fixed points. We want to know whether this gap also exists in asymmetric hyper-
cycles and how it does behave. To attain this objective we use both analytical and numerical
tools in order to obtain the bifurcation values of periodic orbits and of fixed points. We find
that there exists indeed a gap in asymmetric hypercycles, and that this one gets larger when
the asymmetry of the hypercycle grows.
Keywords: Hypercycle model, Bifurcations, Periodic orbits, Fixed points, Origin of life, Pre-
biotic evolution
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Introduction
The origin of life problem is a very complex and intriguing question and has aroused curiosity
through centuries. One of its main issues lies on the question of how very simple molecular
structures did achieve to form more complex structures that could have brought towards life.
The mathematical model proposed to investigate such a process is based on the hypercycle
model, introduced in 1979 by Manfred Eigen and Peter Schuster, both chemists. Since then, a
huge amount of works and papers have been carried out studying the properties and conflicts
that imply the existence of the hypercycle.
The hypercycle model shows a bistability behavior, both oscillatory dynamics and extinction
are possible. Therefore, the study of its bifurcations becomes crucial in order to figure out if
this is an enough robust structure that could have had such an important role in the origin of
life.
In this project we focus on studying hypercycle bifurcations, concentrating on saddle-node
bifurcations of fixed points and saddle-node bifurcations of periodic orbits that are found in
5-component asymmetric hypercycles. In particular, we aim to check whether there exists a
gap between the bifurcation value of fixed points and the one of periodic orbits in 5-component
asymmetric hypercycles, as it has been seen in the symmetric case, and how asymmetry affects
this gap. This work can be seen as a continuation of the paper [11], where the authors carry out
a bifurcation study, but on symmetric hypercycles. There is a strong motivation on enlarging
the study to asymmetric hypercycles, since these are more realistic than symmetric ones.
This document aims to give an insight of this biological problem by contextualizing it and
motivating it, and to describe the mathematical procedures used to attain our objective. Its
structure is described as follows.
In Chapter 1, the context of the problem is set; through a historical recapitulation we explain
the main theories and experiments relative to the origin of life problem and to the development
of the hypercycle theory.
In Chapter 2, we present the principal mathematical properties of the hypercycle model and
make a state of the art of the papers on which this project is based. We can then precisely
detail the objective of our work.
In Chapter 3, we conduct an analytical study of an n-component asymmetric hypercycle, fol-
lowing the work conducted on [11] for symmetric hypercycles. We later concentrate on more
manipulable cases: the 3-component, 4-component and 5-component asymmetric hypercycles.
In Chapter 4, a numerical study of the 5-component asymmetric hypercycle is made to carry
out the bifurcation analysis. We first describe the methods implemented in the codes that where
used on [11] and the necessary modifications made to adjust them to the asymmetric problem.
We then present and comment the results.
Finally, conclusions are made to resume and organize the results obtained, to analize whether
the objective has been attained or not and to situate it with respect to the previuos work done
in this area.
1
2 CONTENTS
In order to give a theoretical support to the reader, Appendixes A and B contain a basis of
dynamical systems and biology definitions, respectively. Also, Appendix C collects the most
relevant data obtained during the numerical study.
Besides, the codes used for the numerical computations can be found in
http://www.pagines.ma1.upc.edu/˜tonig/Code/AsymmetricHypercycles/.
All in all, this project has allowed me to improve my scientific skills in three ways.
First, applying concepts and methods learned all along the Degree, mainly from the subjects
Ordinary Differential Equations, Numerical Calculus and Dynamical Systems. In this project
I have used basic theory of these subjects as well as new methods such as the Continuation
method to obtain the evolution of a curve. This work has been accomplished with the aid of
mathematicians Ernest Fontich (UB) and Antoni Guillamon (UPC), who helped me both in
the analytical side and in understanding the codes used in the numerical part.
Second, learning about another field, biology, by reading and working on a very interesting and
real problem. This has been challenging as there is a huge amount of bibliography covering
the subject, often using a high technical background that I do not have. Nevertheless, biologist
Josep Sardanye´s (UPF) has been really helpful in this area, giving a clear perspective on the
fundamental concepts of the problem.
Finally, as this work aims to bring new insights in the hypercycle area, it has allowed me
to experience in some way how a research is conducted. The main issues encountered have
been in how to restrict our problem and choose in which aspects we should focus on, since the
structure of the problem presents a huge amount of combinations that can be treated, and,
as this particular study had never been made, several directions of studying the results could
be considered. This has been sometimes frustrating but surely grateful at the sight of the
results. Moreover, it has been the opportunity of seeing an example of a direct application of
mathematics to an interdisciplinary problem.
Chapter 1
Biological framework
The aim of this chapter is to contextualize the problem we deal with in this project in a biological
and historical way, assuming that the reader does not have a deep biological knowledge on this
subject.
The wide problem of the origin of life is presented at first, followed by an insight of the concept
of quasispecies and, lastly, the hypercycle is introduced, detailing its properties, presenting its
first mathematical model, and showing some of its applications.
A glossary of the biology vocabulary can be found in Appendix B.
1.1 The origin of life problem
When we talk about the origin of life we are referring to all the precellular evolutionary events,
which are thought to have occurred between 3.8 and 4.1 billion years ago. This question is very
intriguing, so obviously lots of suppositions and theories have been proposed along history. The
main issue of the investigations made on this period of the history is to explain the transition
from non-living to living matter and the path towards the existence of complex biological systems
[37].
The first author to introduce a scientific theory of the origin of life was Aleksandr I. Oparin,
a russian biochemist and biologist [21]. In 1924 he started to develop his theory stating that
atmospheric gases of the primitive Earth produced randomly simple organic molecules that, by
means of chemical reactions, formed more complex ones.
Oparin’s reasoning was the following one. As he had studied astronomy, he knew that in the
atmosphere of some celestial bodies there was methane, hydrogen and ammonia. These gases
can lead to carbon, nitrogen and hydrogen. In parallel, geological studies pointed out that at
that time there was a very important volcanic activity on Earth, and as it was known that
water vapor is produced during an eruption, the existence of water could then be explained.
Therefore, there was also oxygen, even if it was not present in the atmosphere. At this point,
Oparin supposed that the existence of these substrates together with high temperatures that
were on Earth, ultraviolet rays from the Sun and electric discharges from storms could lead
to the formation of aminoacids. Therefore, as a result of the cycle of evaporation and rain,
aminoacids would have stayed on rocks and form peptide bonds, thus forming proteins. Later
these proteins could give place to coacervates1, which through chemical reactions would give
place to the synthesis of other substrates till a simple form of life would have been formed.
Along all these processes, Oparin thought that a natural selection was taking place so that a
group of cells could adapt to changes in its environment over time.
1An aggregation of molecules that keep united by means of electrostatic forces.
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This theory was very criticised at the time Oparin published his work, but almost 30 years later,
in 1952, the experiments of Stanley Miller proved some of the points of Oparin’s theory [18].
The Miller experiment consisted on preparing a primitive soup, that is, take some substrates
that were supposed to be present on the primitive Earth, and expose it to prebiotic atmospheric
conditions to see whether some simple molecules could be formed. Miller used water, methane,
ammonia and hydrogen, put it all at high temperatures and simulated lighting. The day after,
there were aminoacids in the mixture. It was then proved that biochemical basic structures
such as aminoacids could be synthesized under physical and chemical primitive conditions from
inorganic compounds. More generally, the experiments conducted by Miller and Urey [19], and
others as Oro´ [22, 23] revealed that organic matter such as aminoacids or nucleotides could be
produced from inorganic matter.
The principal aim of the theory is to explain how living entities could have been synthesized.
Oparin calls to “living” systems those that have: a metabolism, self-reproduction and mutability.
To understand at which point of all these processes the transition from non-living to living
matter happened, the origin of life has to be thought as a continuous process. It has been
suggested that there are three phases that drove to life:
1. Chemical evolution, where essential substrates to the nucleation of life are formed.
2. Molecular self-organization, where interactions between existing chemicals lead to the
synthesis of more complex systems.
3. Biological evolution, where primitive biochemical systems or single-cell organisms went
through further development giving place to multicellular organisms capable of differen-
tiation and specialization.
The phase we are interested in in this project is the phase two, molecular self-organization. One
of the ways to conceive the origin of life is to consider that precursors of life were template-
replicating RNA-like molecules. In 1971, the German biophysical chemist Manfred Eigen based
his theory of prebiotic evolution on this scenario [5].
Having made a historical recapitulation of the origin of life problem, in the next section we
deepen into how the precursors of life have evolved to form more complex structures.
1.2 Quasispecies
Assuming the existence of some simple replicator2 molecules, Eigen and the Austrian chemist
Peter Schuster wanted to describe how these molecules could evolve to form more complex
structures [6]. If replicator molecules did not make errors during replication, the one with the
highest replication rate, called the master sequence, would grow faster than the others and
this would result in a population exclusively formed by this one type of molecules. But, as
it is assumed that replicator molecules evolved at high mutation rates in the prebiotic sce-
nario, a large proportion of distinct (e.g. with different replication rates) mutants would be
expected in their offspring. In species evolution, there is natural selection, and parents and
descendants are generally genomically close. At the molecular level, there is also natural selec-
tion but, conversely, descendants contain mutations relative to the parents. Quasispecies suffer
a mutation-selection process which results in an equilibrium distribution of mutant sequences.
After some generations, these molecules form what is named a cluster or cloud of closely related
mutant molecules. Eigen and Schuster named this system a quasispecies [6]. It is important to
note that the quasispecies, as it is defined, needs to be thought of as the unit of selection.
2Structure that can arise only if there is a preexisting structure of the same kind in the neighborhood.
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Having defined this particular configuration of template-replicating molecules, Eigen developed
and discussed two primordial facts:
1. The length of a replicating polymer is limited by the replication accuracy per nucleotide,
which implies that primordial replicators would have to replicate with inconceivable high
accuracy in order to reach the length of today’s information contents. There is then an
error threshold for the accuracy of replication that limits the length of the sequences of
nucleotides.
2. Distinct templates cannot coexist in an environment where there is only competition
between molecules.
Therefore, if the mutation rate exceeds the error threshold, the molecules forming the quasis-
pecies get increasingly more distinct one from another and the quasispecies breaks down, loosing
its information content.
These two discoveries lead to the so-called information crisis of prebiotic evolution and to the
Eigen’s paradox. This paradox states that complex enzymatic systems are needed to increase
replicator’s length and at the same time a replicator needs to be quite long to be able to code
a complex enzymatic system able to correct the errors done during replication. That is to say
that, in order to increase the information content (the genetic code) of a replicator, complex
systems are needed, but the existence of these is only possible if replicators already carry a large
amount of information. In the next section we discuss the Eigen’s proposal for overcoming this
evolutionary constrain.
Finally, it is interesting to note that the quasispecies theory has been applied to the study
of RNA viruses. RNA viruses do not have error correction mechanisms and they have been
supposed to have a quasispecies population structure. For instance, it has been observed that
individuals infected with HIV have a very diversified virus population with a large number of
distinct mutants [20]. It has been suggested that the reason to this phenomenon is that HIV
reproduces near its error threshold. That is to say, a large proportion of its offspring contains
almost the maximum of mutations it can have without breaking down. Hence, the virus can
continually produce new mutants able to overcome the selection barriers imposed by the immune
system or drugs and therefore lead to the progression of the infection.
1.3 The hypercycle model
1.3.1 The hypercycle
In 1979, in order to provide a biochemically plausible solution to the information crisis, Eigen
and Schuster described a new category of reaction networks.
The reasoning they went through is the following one. The information crisis can be solved by
the coexistence of several distinct short templates. That is, if we suppose that the information
is divided in short parts. But, keeping in mind the second point above, this coexistence is only
possible if there exists cooperation between templates in the molecular population. From this
premise, Eigen and Schuster proposed the existence of a cyclic relation scheme, which they
named the hypercycle [6].
The hypercycle is a network of catalytically-coupled self-replicating units in which each of them
enhances the reproduction of another one, forming a closed loop. Thus, the cyclic structure
makes the coexistence of different short templates possible. In addition, if molecules from a
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quasispecies form a hypercycle, the information content can increase beyond the error threshold,
as each of the members of the hypercycle is below the length imposed by the error threshold,
but the system as a whole can increase the information content. A graphical example of this
type of organisation is represented on Figure 1.1B.
The hypercycle models a system of molecules that reproduce and cooperate among them, pro-
viding them with the following advantages:
 Benefitial mutations are spread over the whole system.
 Species grow coherently.
 The system as a whole can store an informational content beyond the error threshold.
 The system competes with any single replicative unit not belonging to the cycle.
There were some critics to the hypercycle theory, that were mostly based on the following three
problems:
 Hypercycles are vulnerable to catalytic parasites which can destabilize the structure of
the hypercycle since the parasitic sequence can outgrow the system.
 A catalytic short-circuit can occur between the hypercycle replicators, which means that
one unit catalizes a closer one around the loop and so the shorter loop grows faster, thus
driving to a less complex form of the hypercycle.
 The existence of the hypercycle depends on the non zero concentration of all the units
forming it, otherwise there can be dramatic consequences. In particular, large hypercycles
undergo strong self-maintained oscillations in population numbers over time. This means
that near the lowest concentration of the oscillation one of the species could become
extinct, therefore collapsing the entire hypercycle.
A graphical example of parasites and short-circuits can be found in Figure 1.1A. The parasites
problem has been deeply investigated and finally solved as it has been showed that spatially-
extended hypercycles can become resistant to parasites by means of spatial self-organization [1].
The other two problems have been less studied, so we need to ensure that at every time none
of the template concentration falls to zero. Nevertheless, in reference [14] the authors studied
spatial solutions and found that a symbiotic union between a hypercycle and its parasite showed
a positive effect against the invasion of pure parasites.
Let us now comment how a hypercycle can be modeled mathematically [5]. We use here the
model introduced by Eigen and Schuster [6]. Let us consider n distinct self-replicative templates
Ii with a hypercycle structure. Then we have:
x˙i = xi(ki +
n∑
j=1
ki,jxj − 1
x
φ), i = 1, ..., n, (1.1)
where
x =
n∑
i=1
xi, (1.2)
ki = fi − di, i = 1, ..., n. (1.3)
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Figure 1.1: (A) 2-component (left) and 3-component (right) hypercycles. The 3-species hypercycle has
a parasite and a short-circuit between x1 and x3 that could jeopardize replicator x2. (B) Hypercycle
explored in this work, given by an n-component hypercycle with a mutant species, behaving as a parasite.
Here, xi is the concentration of template Ii, fi is the self-replication rate of template Ii, di is
the degradation rate of template Ii, ki is the excess production rate of template Ii, ki,j is the
production rate of template Ii catalysed by template Ij and φ is a dilution flow that keeps the
total population constant. x is then the total concentration of templates.
In the next chapter we go deeper into the mathematical properties of the hypercycle model,
discussing what discoveries have been made so far and relating them to the focus of this project.
Before doing that, however, we briefly comment on in which other fields the hypercycle theory
can be applied.
1.3.2 Other applications of the hypercycle model
Even though this project is centered on the use of the hypercycle theory in the origin of life
problem and that, as we have seen above, this theory was first developped to deal with this
issue, there are several other scientific fields where the hypercycle can be used to model and
understand the behavior of other cooperative systems. We briefly comment some of them here.
First of all, the hypercycle theory is not just a theory anymore, as there have been experimental
works that have reported this type of structures in real systems. For instance, while working
on viral kinetics, Eigen et al [7] found out that the infection cycle of an RNA bacteriophage,
displays a hypercycle structure. These authors stated: “One of the viral genes instructs the
synthesis of a replication factor that specifically recognizes viral RNA while ignoring a vast
excess of host RNA. The virus-encoded replication factor provides the phenotypic feedback link
of the viral hypercycle: upon entering the host cell, the viral RNA, serving as messenger to
the host translation apparatus, produces the replication factor that catalyzes amplification of
the viral RNA in a cyclic reaction. The interplay of translation and replication cycles realises
a hypercycle.”.
A very interesting mechanism that can be modeled with the hypercycle kinetics is the infection
dynamics of multipartite viruses [33]. Multipartite viruses have their genome fragmented into
different nucleic acid segments which are encapsidated independently. Therefore, in order to
infect a host cell successfully, at least one copy of each segment is needed; so every segment
makes possible the replication of the other ones. An example of a multipartite virus is the
Alfalfa mosaic virus, a pathogen that can infect several plant species [13]. It is composed of
four distinct particles, each of them containing the information relative to different steps of the
infection process. In these viral systems the frequency at which we can find each of the segments
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is then relevant because if there is a low concentration of one of the segments the virus may not
be able to infect the host cell.
At the molecular level, we can observe hypercycle structures in synthetic biology, an area that
studies the artificial design of biological systems and living organisms. In 1997, Lee et al [15]
reported a chemical system of synthetic replicators in which two competing self-replicating
peptides symbiotically catalaysed each others’ production, thus forming a kind of hypercycle
system.
At the cellular level, an example is the design of cooperative interactions by modifying geneti-
cally noninteracting cell populations [36]. The authors constructed a system formed by a pair
of nonmating yeast strains, each one supplying an essential metabolite to the other strain. Each
one is essential for the other one. Hence, they created a cooperative system, which is the base
of a hypercycle.
Finally, this type of organization can also be extended to ecological systems [27], where species
cooperate via mutualistic symbiosis. By doing so, already existing models can be modified by
considering a cooperation interaction between organisms, thus allowing a better approach to
model the complexity of natural ecosystems. This type of behavior can be found in some insect
colonies, as well as in some populations of wild vampire bats [26, 27].
Thus, the hypercycle structure imagined by Eigen turns out to be a type of organisation present
in several chemical, biological or ecological systems.
Chapter 2
State of the art and goals of the
project
In this chapter the properties of the hypercycle model and a state of the art of the hypercycle
research are presented. Studies and facts that motivate our project are also given.
From this chapter on, several concepts relative to the fields of differential equations and dynam-
ical systems are assumed. These concepts can be found in Appendix A.
2.1 State of the art on the hypercycle model
The aim of this section is to review what has been already done in the field of the hypercycle
theory. As a huge amount of papers have been released about this model, we mention the more
relevant ones, also focusing on the studies that can be useful for this project.
In the previous chapter we have seen the mathematical model of the hypercycle proposed by
Eigen and Schuster. Nevertheless, the model we work with is the one introduced by Campos
and Fontanari [2]:
x˙i = xi(AiQ+ kixi−1Q− φ), i = 1, ..., n (2.1)
and
x˙e = xe(Ae − φ) + (1−Q)
n∑
i=1
xi(Ai + kixi−1), (2.2)
where
φ =
n∑
i=1
xi(Ai + kixi−1) +Aexe, (2.3)
xi is the concentration of the template Ii, Ai ∈ [0, 1] its replication rate, ki the strength of the
influence that xi−1 has on xi, Q ∈ [0, 1] the copying fidelity of the templates during replication,
xe the concentration of the mutants, Ae their replication rate and φ is a dilution flow that keeps
the total population constant. We say that a hypercycle is symmetric if Ai = A for all i, and
asymmetric otherwise. Looking at (2.1)-(2.3), it is clear that in the symmetric case the system
has a symmetric structure that eases the computations.
The first fact we can note is that the model is nonlinear. This is due to the cooperation action
that exists between templates Ii−1 and Ii. Looking at the nonlinearity of (2.1) introduced by
the product xixi−1 and at the competition introduced by φ it can be supposed that both facts
allow all the members of the hypercycle to grow coherently and in a controlled way.
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The second relevant property of this system is its bistability [6] for some set of parameters, which
means that the system has two stable invariant sets: one involving the hypercycle extinction
and one involving the species coexistance.
There are lots of examples of bistable systems in biology [3]. For instance, decision-making in
cells is a bistable phenomenon, that is, the decision of cells to enter the process of programmed
cell death (apoptosis) as opposed to continuing normal development. Behind this decision there
are pro- and anti-apoptotic signaling pathways that indicate the cell whether it has to die or
not. If this process fails and cells that had to die do not, it can degenerate in serious diseases
as cancer, for example. Hence, it is crucial that the cell takes the right decision.
From the modelling point of view, it is worth noticing that hypercycles were intially character-
ized without considering the mutant templates and as mean field models, that is, considering
a large and deterministic model where each individual species interacts with all the others in
a mean field [28]. This is done by approximating the effect of all the replicators on any given
replicator by a single averaged effect and make the interactions proportional to the densities
of the replicators following the mass action law. Mean field models allow to compute both
analytically and numerically the equilibrium points of the system and their stability. By doing
so, several studies and predictions of the replicator’s population can be made. As an example,
formulation (2.1)-(2.3) is a mean field model.
One of the most interesting aspects of the hypercycle model that can be studied, is its bifur-
cations. They point out the relation between the parameters of the system and its change of
states. Indeed, when we are close to bifurcation thresholds there is generally a change in the
dynamics of the system, for instance the transition betweeen the bistable and the monostable
(global extinction) states. Hence, knowing when bifurcations take place is crucial in order to
know for which conditions a hypercycle can become extinct. This is indeed the aspect in which
we center our project.
Let us briefly comment the bifurcations we encounter in hypercycles when considering a number
n of replicators.
 When n = 2, there is a saddle-node bifurcation. There are two stable points: the attractor
that brings coexistence and the attractor that brings extinction. There is also an unstable
point: a saddle point. In the saddle-node bifurcation the coexistence node collides with
a saddle-node leaving the extinction attractor as the only stable fixed point, which turns
out to be a global attractor. This case is represented in Figure 2.1 [29].
 When n = 3, the equilibrium point which allows coexistence is a focus and the equilibrium
is achieved with hyperbolic oscillations [6, 31].
 When n = 4, the equilibrium point which allows coexistence is a focus and the equilibrium
is achieved with non hyperbolic oscillations [6, 31].
 When n ≥ 5, the behavior of the hypercycle gets more interesting. It has been proved by
linear stability analysis that the two equilibria with non-zero coordinates are unstable in
this case [8]. Nevertheless, in 1990, Hofbauer et al [12] gave an analytical proof that for
a hypercycle with n ≥ 5 there exists an asimptotically stable periodic orbit.
In this project we concentrate on studying the bifurcations of some particular cases of system
(2.1)-(2.3). Investigating the bifurcations going on in a hypercycle is particularly relevant, for
instance in order to strengthen the idea that the hypercycle is behind the origin of life. The
fact that the bifurcation diagram in the parameter space defines big regions without abrupt
bifurcations makes the hypercycle more likely to have appeared in nature.
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Figure 2.1: Phase portrait of a 2-component hypercycle before and after a saddle-node bifurcation.
The black dots represent stable nodes and the white dots unstable nodes. We can observe that before
the saddle-node bifurcation there is bistability (blue rectangle) and after it there is monostability (red
rectangle), since the saddle-node and the stable node have collided and disappeared, leaving the origin
as a global attractor. See [29] for further details.
Let us now introduce the main ideas treated in three papers that more or less follow each other
and which are the base of our project.
In 2000, Campos and Fontanari [2] studied analytically the steady states of a hypercycle and
its error tail and in particular determined the regions of stability in the parameters space in
which there is coexistence of all the templates. They focused on an asymmetric hypercycle where
ki = k, for all i, A1 = a > 1, and Ai = Ae = 1, for all i > 1. There is a master template, template
1, which ensures the coexistence of it and its close mutants. Then, cooperative couplings between
the templates can appear. The results of their work are conditions for parameters k and Q for
which the regions where there is coexistence are locally stable. These conditions hold for both
asymmetric and symmetric hypercycles where fixed points are stable, which is only the case
when n ≤ 4.
An interesting feature of their work is that they introduced the concept of free chains, structures
in which the cyclic order of the templates is interrupted and by which coexistence can be
attained. They also suggested that this structure could have been an intermediate step between
isolated quasispecies and hypercycles. They used this free chain structure all along their study.
In 2008, Silvestre and Fontanari [34] showed that, unlike what Campos and Fontanari said, the
conditions of viability1 they derived hold for all n, not only when fixed points are stable. That
is because they found numerically that the condition for the viability of the hypercycle is the
same as the one that guarantees the existence of real fixed points. In particular, considering a
symmetric hypercycle with n = 12, ki = 1, for all i, andA = 0.001, there is a nonzero equilibrium
point if and only if Q & 0.19639. They found numerically that only when Q & 0.19639 there
exists a stable periodic solution and so the hypercycle is viable. Therefore, the existence of
an unstable fixed point seemed to be a necessary condition for the presence of stable periodic
orbits in a hypercycle.
Among all the papers and studies that have been published around the hypercycle model, the one
that serves as the starting point of our project is the article by Guillamon, Fontich and Sardanye´s
[11] which was mostly motivated by the work of Silvestre and Fontanari mentioned above. They
investigated the periodic orbits in symmetric hypercycles with n = 5 and ki = 1 ∀i. In particular,
1State where all templates have a nonzero concentration
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they studied how these orbits behave in terms of Q using numerical methods. The results they
obtained using A = 0.5 are the value QSS = 0.916079783, computed analytically, at which two
unstable fixed points undergo a saddle-node bifurcation and the value of QPO = 0.916139611,
computed numerically, at which a saddle-node bifurcation of periodic orbits takes place, thus
causing the asymptotic extinction of the system. Interestingly, and conversely to what Silvestre
and Fontanari observed, the two values are not exactly the same. Therefore, there is a slight
gap between the two saddle-node bifurcations. They also saw that the gap varies depending on
the A value. Their main results are represented in Figure 2.2.
Figure 2.2: (Left) Gap between the saddle-node bifurcation of fixed points (blue) and the saddle-node
bifurcation of periodic orbits (red). (Right) Behavior of the gap with respect to different values of
parameter A, the replication rate. Figure from [11].
Summing up, this is where the bifurcations study of the hypercycle stays nowadays:
1. It is a bistable system for some set of parameters. When n ≤ 4, there is bistability when
Q > QSS , and it is between two equilibrium points, where one of them is the origin.
When n ≥ 5, there is bistability for Q > QPO, and it is between an equilibrium point (the
origin) and a periodic orbit.
2. They present oscillatory dynamics. Stable periodic orbits are found when n ≥ 5 and
Q > QPO.
3. In the symmetric case, QPO and QSS do not coincide. There is then a gap in the parameter
space where two non-trivial equilibria exist but periodic orbits do not.
2.2 Aim of the project and biological relevance
Now that we have a general idea of what has been done in the area of the hypercycle theory we
can situate our project in relation to the previous studies.
The great majority of papers that have been published concentrate on symmetric hypercycles,
which considers Ai = A, ∀i, i.e. all replicators have the same replication rate.
In this project we focus on asymmetric hypercycles exclusively. In particular, we consider
hypercycles where one or more replicators have a replicator rate a while the others have one of
A, where a < A. We investigate both analytically and numerically the saddle-node bifurcations
going on in this type of hypercycles for different combinations of the replication rates a and
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A. It is important to observe that, given the structure of the hypercycle, it is not the same to
consider replication rates aaAA2 and aAaA, for example.
Our principal aim is, following the work done in [11], to work with asymmetric hypercycles
formed by n = 5 replicators in order to find bifurcation curves with respect to Q and observe
and quantify the gaps between QPO and QSS . To do so, we reproduce the study of Guillamon
et al, also using and extending the programs they used for numerical computations, adapting
them to our problem.
Besides being less studied than the symmetric case, the asymmetric one presents some interest-
ing properties that have already been unveiled.
In 2000, Campos and Fontanari [2] worked on an asymmetric hypercycle and they used the
asymmetry to suggest a possible explanation for the origin of hypercycles. They postulated
that one of the replicators, which they called the master template, has a productivity value
greater than the other replicators and coexists with its close mutants thanks to the quasispecies
distribution. Then, due to mutations, cooperative links begin to form between replicators and
mutants tend to leave the master template.
Also, Sardanye´s and Sole´ [29] worked with two-membered hypercycles and showed numerically
and analytically that in asymmetric systems the equilibrium points tend to move to higher
concentrations in some of the subspaces of the phase space compared to the symmetric ones.
This is not negligible as it is crucial for a hypercycle that all the concentrations are non zero.
This would mean that asymmetric hypercycles are in some way safer than symmetric ones.
In the same line, in Sardanye´s and Sole´ [30] studied the dynamics of a two-membered hyperycle
with a weak parasite and showed that the degree of asymmetry of the hypercycle may be relevant
in the survival of the catalytic replicators.
Finally, it is important to mention that asymmetric cases are more realistic than symmetric ones
because it is known that mutations have different fitness effects on replicators. Indeed, several
works point out that spontaneous mutations induce different fitness efects [32]. In particular,
this has been experimentally observed in the RNA virus plant [24]. Hence, the probability that
all replicators are neutral mutants (i.e., have the same properties) is expected to decrease as
the size of the hypercycle increases.
It is therefore interesting to concentrate on asymmetric hypercycles rather that on symmetric
ones, which have been considerable studied and are less realistic than the first ones.
2From now on, we use this notation to characterize the hypercycle that has such replications rates.
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Chapter 3
Analytical study
In this project we center our work in asymmetric hypercycles. Before going into the n = 5 case,
which is the one we are interested in, we start studying analytically a general asymmetric case
with n templates, looking for general properties of asymmetric hypercycles.
In particular, we study the hypercycle that has replication rates aA...A, which is the simplest
asymmetric structure that one can consider. We study its fixed points, saddle-node bifurcation
and regions where we can find periodic orbits. Then, we concentrate on different asymmetric
hypercycles for n = 3 and n = 4, before going on with the study of hypercycles for n = 5.
Everything done in this chapter can be replicated for any other asymmetric hypercycle.
3.1 General case
Let us consider the hypercycle formed by n replicator units with concentrations x1, ..., xn and
mutants with concentration xe. We suppose that the first unit has a Malthusian replication
rate of a ∈ [0, 1] while for the other ones A ∈ [0, 1]. We can model it as:
x˙1 = x1(aQ+ xnQ− φ) =: F1(x)
x˙2 = x2(AQ+ x1Q− φ) =: F2(x)
x˙3 = x3(AQ+ x2Q− φ) =: F3(x)
...
x˙n = xn(AQ+ xn−1Q− φ) =: Fn(x)
x˙e = xe(A− φ) + (1−Q)
n∑
i=1
xi(Ai + xi−1),
(3.1)
where φ =
n∑
i=1
xi(Ai + xi−1) + xeA and A1 = a, Ai = A for i ≥ 2.
As
n∑
i=1
xi + xe = 1, our system has dimension n so from now on we can work with system (3.1)
neglecting the last equation. Hereafter we also assume that x0 = xn, and we define
δ := A− a.
We now carry out an analytical study of the system (3.1) analogous to the one conducted in [11].
It consists of two phases. In the first one, we find fixed points and the saddle-node bifurcation
15
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point of fixed points. In the second phase, we determine a region in which we can find periodic
orbits, i.e., where they govern coexistence dynamics.
3.1.1 Fixed points
We first deal with the case aA...A. It is straightforward to see that (0, . . . , 0) is always an
equilibrium point. There are also fixed points where some of the coordinates are 0, but we
do not compute them here since there is a huge number of possible combinations and knowing
them is not necessary for the study we want to conduct1.
Imposing in (3.1) that xi 6= 0 for all i we get:
(A− δ)Q+ xnQ− φ = 0
AQ+ x1Q− φ = 0
...
AQ+ xn−1Q− φ = 0,
which results in

xn =
φ− (A− δ)Q
Q
x1 = ... = xn−1 =
φ−AQ
Q
.
Substracting x1 to xn, we get
xn − x1 = δ =⇒ xn = x1 + δ.
Then, we only need to find the expression of one of the xi. Let us find x1.
We have φ =
n∑
i=1
xi(Ai + xi−1) + xeA =⇒ φ = −δx1 +A+
n∑
i=1
xixi−1.
Then, substituting φ in the x1 expression above, we have:
x1 =
−δx1 +A+ (n− 1)x12 + x1(x1 + δ)−AQ
Q
=⇒ nx12 −Qx1 +A(1−Q) = 0
=⇒ x1 = Q±
√
Q2 − 4nA(1−Q)
2n
.
Thus, there are two equilibrium points of the form:
(x±, ..., x±, x± + δ),
where x± =
(Q− δ)±√(Q− δ)2 − 4nA(1−Q)
2n
.
From this last expression we know that there is a saddle-node bifurcation occuring at some
point because it is clear that depending on the value of Q, then x± is either real or complex.
Let us find the bifurcation point.
1Remember from Chapter 2 that only hypercycles where xi 6= 0 for all i are viable.
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These equilibrium points are real when
(Q− δ)2 − 4nA(1−Q) ≥ 0.
Then, there exists a critical copying fidelity value:
QSS = 2(
√
nA(1 + nA− δ)− nA) + δ,
for which we have a saddle-node bifurcation.
The bifurcation point is therefore:(
Q− δ
2n
, ...,
Q− δ
2n
,
Q− δ
2n
+ δ
)
.
In the symmetric case this point was: (
Q
2n
, ...,
Q
2n
,
Q
2n
)
.
Thus, it is clear that the bifurcation point for the asymmetric case tends to the one for the
symmetric case when δ tends to zero.
Now that we have conducted a brief study of the simplest n-dimensional asymmetric hypercycle,
we study hypercycles where 2 of the templates have a replication rate a. In particular we are
going to consider cases aaA...A and aAaA...A since these are the two cases we will focus on
lately when dealing with the 5-component asymmetric hypercycles. Let us find their equilibrium
and bifurcation points.
In the case aaA...A, the equilibrium points are found in a similar way as above. We get:
(x± + δ, x±, ..., x±, x± + δ), (3.2)
where x± =
Q− 2δ ±√(Q− 2δ)2 − 4nA(1−Q)
2n
.
The bifurcation point is: (
Q− 2δ
2n
+ δ,
Q
2n
, ...,
Q
2n
,
Q− 2δ
2n
+ δ
)
.
In the case aAaA...A, the equilibrium points are:
(x±, x± + δ, ..., x±, x± + δ), (3.3)
where x± =
Q− 2δ ±√(Q− 2δ)2 − 4nA(1−Q)
2n
.
The bifurcation point is:(
Q− 2δ
2n
+ δ,
Q− 2δ
2n
, ...,
Q− 2δ
2n
,
Q− 2δ
2n
+ δ
)
.
Looking at (3.2) and (3.3) and observing that x± has the same value in both cases we can
deduce that there exists a pattern for the equilibrium points of hypercycles where two of the
templates have a replication rate a = A− δ. If the replication rate of the i-th template is a, the
coordinate i− 1 of the fixed point is x± + δ, whereas for the other ones it is x±.
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3.1.2 Periodic orbits
As our final aim is to see how do periodic orbits behave with respect to parameter Q, we first
need to know when they do exist. In particular, with respect to Q, we locate a region which is
in the basin of attraction of the origin, and consider the complementary of this region as the
place where the existence of periodic orbits is possible.
We can study the case aA...A in a geometrical way. Moreover, we can see that each subspace
generated by vectors of the canonical basis is invariant. In particular, hyperplanes xi = 0 are
invariant. Then, we only need to consider the domain:
Ω =
{
x ∈ Rn | xi ≥ 0,
n∑
i=1
xi ≤ 1
}
.
This domain is called the n-simplex. But the domain we will work on all along this section is:
Ωα =
{
x ∈ Rn | xi ≥ 0,
n∑
i=1
xi ≤ α
}
, (3.4)
where α ∈ (0, 1] and we are considering α = 1 − xe. Except from the hyperplane Σα :={
n∑
i=1
xi = α
}
, its other n faces are invariant for our vector field F .
Now let us concentrate on the hyperplane Σα. To see how it behaves with respect to our vector
field F we take the vector v = (1, ..., 1), which is normal to the hyperplane, and compute v ·F (x)
with x ∈ Σα, that is, a point of the hyperplane. We have that, ∀x ∈ Σα,
cos(v, F (x)) =
v · F (x)
||v|| ||F (x)|| .
Then, when this scalar product is zero, the hyperplane is invariant for F . When it is positive,
F points outside of Ωα, and when it is negative F points inside Ωα. If F points in Ωα, we say
that Ωα is positively invariant, which means that no orbits escape from Ωα in forward time.
Here we have,
(1, ..., 1) · F (x1, ..., xn) = (Q− α)
(
n∑
i=1
xi−1xi − δx1
)
+Aα(Q− 1), (3.5)
depending on α. Thus, the basin of attraction of the origin is a region in the parameters space
in which Ωα is positively invariant for all α.
Then, for a given α, as Q < 1 always,
 If Q ≤ α, the product (3.5) is negative so F points inside Ωα. Thus, Ωα is positively
invariant.
 If Q > α, we need to deepen the study of expression (3.5). We want to know when this
expression is negative. We can first find the maximum of it.
We try to maximize
n∑
i=1
xi−1xi using the method of Lagrange multipliers. We want:
max
x
n∑
i=1
xi−1xi, subject to
n∑
i=1
xi = α. (3.6)
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We get,
n∑
i=1
xi−1xi ≤ α
2
n
, (x1, ..., xn) ∈ Σα.
But this only gives us the maximum in the interior of Ω. We need to check if the maximum
reached on the boundary is greater than the one we have found.
When n = 2, the function x1x2 is always 0 on the boundary. Hence, the maximum is
reached in the interior, which is α
2
2 .
When n = 3, the function
3∑
i=1
xi−1xi is nonzero on the boundary when only one xi is
0. Due to the cyclic structure of the function we are working on, it is indifferent which
coordinate we choose to be 0. Assuming x3 = 0, we want:
max
x
x1x2, subject to x1 + x2 = α. (3.7)
Using the method of Lagrange multipliers we get that the maximum is α
2
4 . Thus, it is less
than the maximum that is achieved in the interior of Ω, which is α
2
3 .
When n = 4, we can choose to cancel whether one or two of the xi. If we cancel two of
them which are consecutive we get a problem equivalent to (3.7), where the maximum is
α2
4 . Otherwise, if two non-consecutive xi are cancelled, the function is 0. If we cancel just
one of the terms, for instance x4, we get:
max
x
x1x2 + x2x3, subject to x1 + x2 + x3 = α. (3.8)
Using the method of Lagrange multipliers we get that α
2
4 is the maximum, which coincides
with the maximum reached in the interior of Ω. Therefore, the maximum is attained both
on the boundary and in the interior of Ω.
When n > 4, we can carry out the same reasoning. When two or more xi vanish, we
obtain a problem equivalent to one solved for a lower n. We only need to solve a “new”
optimisation problem when only one of the xi is 0. We try to solve this by induction.
Let us see that ∀n > 4 the maximum of (3.6) is α24 , attained on the boundary when one
and just one of the xi is 0. As the objective function has a cyclic structure, it is indifferent
which of the xi is picked to be 0. Let us suppose that the maximum
α2
4 holds for n − 1
replicators.
When we have n replicators, we want to solve (3.6). Taking xn = 0, we have:
f(x) = x1x2 + · · ·+ xn−2xn−1. (3.9)
Now, as xi > 0, ∀i = 1, ..., n− 1,
f(x) ≤ x1x2 + · · ·+ xn−2xn−1 + xn−1x1. (3.10)
And this last expression is the function we have for n−1 replicators. Hence, from inductive
hypothesis, the maximum of this function is α
2
4 . Then:
f(x) ≤ α
2
4
. (3.11)
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Therefore, ∀n > 3,
n∑
i=1
xi−1xi ≤ α
2
4
, where
n∑
i=1
xi = α.
Hence, using that
n∑
i=1
xi = α and so xi ≤ α, ∀i, we get
(1, ..., 1) · F (x1, ..., xn) ≤ (Q− α)
(
α2
4
− αδ
)
+Aα(Q− 1). (3.12)
We can try to find a threshold for Q, Q∗, such that ∀Q ≥ Q∗, Ωα is positively invariant.
We can find zeros of this expression, which are α0 = 0 and
α± =
4δ +Q±√(4δ +Q)2 − 16(A(1−Q) +Qδ)
2
. (3.13)
In order to guarantee that both α+ and α− are positive, we need δ > 0 and A(1−Q)+Qδ ≥
0 (assuming the first, the second is fulfilled, as Q ∈ [0, 1]). Then, looking for which Q
expression (3.13) is real we get the threshold:
Q∗ = 4δ − 8A+ 4
√
A(4A− 4δ + 1). (3.14)
Therefore, if Q ≥ Q∗, (1, ..., 1) · F (x1, ..., xn) < 0 for α ∈ (0, α−) ∪ (α+, Q).
This means that when α < α− or α > α+, Ωα is positively invariant. Since for all α < α−
(1, . . . , 1) ·F (x1, . . . , xn) < 0 the total population of the hypercycle tends to 0. Then, the
dynamics of the system for these values of α is not really interesting. Moreover, in order to
look for periodic orbits or other phenomena we will concentrate on values of α ∈ (α−, α+)
and Q ≥ Q∗.
We need to note that this interval is not totally accurate because the inequality (3.12)
is not sharp. Hence, for values of α in the interval and close to the interval limits, Ωα
is possibly still positively invariant so, to be sure to truly find interesting behaviour, we
should choose values of α close to the midpoint of the interval.
Now, if the discriminant of (3.13) was to be negative, i.e., Q < Q∗, α− and α+ are
complex and the only real zero is α0 = 0. Therefore, as expression (3.5) tends to −∞
when α grows, it is always ≤ 0. Then, Ωα is positively invariant ∀α, which means that
the origin is asymptotically stable.
Conclusion: Consider the hypercycle formed by n replicators with replication rates aA...A.
Let Ωα be given by (3.4) and Q∗ be given by (3.14).
 WhenQ ≤ α, Ωα is positively invariant. Moreover, since v·F < 0 in {x ∈ Ω | x1+· · ·+xn >
Q}, there can not be periodic orbits in that domain.
 When Q > α,
– if Q < Q∗, Ωα is positively invariant, and v · F < 0 in Ω. Then, there can not be
periodic orbits in Ω.
– if Q ≥ Q∗, Ωα is positively invariant for α ∈ (0, α−)∪ (α+, Q), where α+ and α− are
given by (3.13). Moreover, v · F < 0 in {x ∈ Ω | x1 + · · · + xn < α−} ∪ {x ∈ Ω |
x1 + · · · + xn > α+}. Then, if periodic orbits exist, for each point of the periodic
orbit the sum of its coordinates is between α− and α+.
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We know that if Ωα is positively invariant for all α, then Ω is contained in the basin of attraction
of the origin. Thus, periodic orbits can only exist in the complementary of the region where
this occurs.
Hence, we have located the regions where periodic orbits can appear, with respect to parameter
Q. In order to find them explicitly, we need to resort to numerical methods. This process is
widely explained in Chapter 4.
3.2 Cases n = 3 and n = 4
Let us consider some small cases in order see more properly the fixed points and bifurcation
values of a hypercycle system. We start with the n = 3 case. Considering the case aAA, we
have: 
x˙1 = x1(aQ+ x3Q− φ) =: F1(x)
x˙2 = x2(AQ+ x1Q− φ) =: F2(x)
x˙3 = x3(AQ+ x2Q− φ) =: F3(x),
(3.15)
where φ =
3∑
i=1
xi(Ai + xi−1) + xeA and A1 = a, A2 = A3 = A.
We can begin the study by finding the fixed points of (3.15).
We have 2 fixed points on ∂Ω, which are (0, 0, 0) and ( δQ−A(Q−1)δ , 0, 0). We observe that on the
symmetric case there were no equilibrium points on ∂Ω except from (0, 0, 0) [11].
There are two more fixed points in the interior of Ω:
(x±, x±, x± + δ) , (3.16)
where x± = 16
(
(Q− δ)±√(Q− δ)2 − 12A(1−Q)).
Let us study whether these fixed points are real or not. From the square root we have that the
fixed points are real when:
(Q− δ)2 − 12A(Q− 1) ≥ 0.
We get the threshold QSS for which ∀Q > QSS the system has the two fixed points we have
found above. This is:
QSS = 2(
√
3A(1 + 3A− δ)− 3A) + δ. (3.17)
For Q = QSS , a saddle-node bifurcation occurs, where two fixed points collide and disappear.
Let us try to prove that the fixed point (0, 0, 0) is a local attractor. We have:
DF (0, 0, 0) =
 A(Q− 1)−Qδ 0 00 A(Q− 1) 0
0 0 A(Q− 1)
 . (3.18)
Then, the eigenvalues are A(Q − 1) − Qδ and A(Q − 1) twice (double eigenvalue). Clearly,
A(Q− 1) < 0; and A(Q− 1) < Qδ, because Qδ > 0. Hence, both eigenvalues are negative and,
thus, (0, 0, 0) is a local attractor.
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We do not carry out a stability analysis in any other case of this work, as it is a tedious process
that is not relevant for the study we want to conduct.
For n = 4 we study separately the cases aAaA and aaAA. As seen in (3.2) and (3.3), given the
cyclic structure of the hypercycle system (3.1), we must distinguih the case with two consecutive
replicators with equal replication rate from the case when they are non-consecutive.
For the first case, aAaA, we have the system:

x˙1 = x1(aQ+ x4Q− φ) =: F1(x)
x˙2 = x2(AQ+ x1Q− φ) =: F2(x)
x˙3 = x3(aQ+ x2Q− φ) =: F3(x)
x˙4 = x4(AQ+ x3Q− φ) =: F4(x),
(3.19)
where φ = x1(a+ x4) + x2(A+ x1) + x3(a+ x2) + x4(A+ x3) +A(1−
4∑
i=1
xi).
We do not deal with fixed points where one of the coordinates is zero. In the interior of Ω there
are two fixed points:
(x±, x± + δ, x±, x± + δ) ,
where x± =
1
8
(
(Q− 2δ)±
√
(Q− 2δ)2 − 16A(1−Q)
)
.
For the second case, aaAA, we have the system:

x˙1 = x1(aQ+ x4Q− φ) =: F1(x)
x˙2 = x2(aQ+ x1Q− φ) =: F2(x)
x˙3 = x3(AQ+ x2Q− φ) =: F3(x)
x˙4 = x4(AQ+ x3Q− φ) =: F4(x),
(3.20)
where φ = x1(a+ x4) + x2(a+ x1) + x3(A+ x2) + x4(A+ x3) +A(1−
4∑
i=1
xi).
In the interior of Ω there are two fixed points:
(x± + δ, x±, x±, x± + δ) ,
where x± =
1
8
(
(Q− 2δ)±
√
(Q− 2δ)2 − 16A(1−Q)
)
.
For both cases aaAA and aAaA, the bifurcation value is:
QSS = 2
(√
4A(1 + 4A− 2δ)− 4A+ δ
)
.
For these n = 3 and 4 cases, it has been proved that these fixed points are the only interesting
dynamics occuring in the phase space. Let us then focus to the case n = 5.
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3.3 Case n = 5
This is the case we want to focus on, as the paper in which we are basing our study [11]
works with the 5-component hypercycle. Moreover, working with n = 5 is a trade-off between
analytical tractability of equations and existence of periodic orbits [34].
In particular, we study the cases aaAAA and aAaAA. These correpond to models:
x˙1 = x1(aQ+ x5Q− φ) =: F1(x)
x˙2 = x2(aQ+ x1Q− φ) =: F2(x)
x˙3 = x3(AQ+ x2Q− φ) =: F3(x)
x˙4 = x4(AQ+ x3Q− φ) =: F4(x)
x˙5 = x5(AQ+ x4Q− φ) =: F5(x),
(3.21)
and 
x˙1 = x1(aQ+ x5Q− φ) =: F1(x)
x˙2 = x2(AQ+ x1Q− φ) =: F2(x)
x˙3 = x3(aQ+ x2Q− φ) =: F3(x)
x˙4 = x4(AQ+ x3Q− φ) =: F4(x)
x˙5 = x5(AQ+ x4Q− φ) =: F5(x).
(3.22)
Let us find their interior fixed points. From (3.2) and (3.3), we already have them. For case
aaAAA:
(x± + δ, x±, x±, x±, x± + δ), (3.23)
and for case aAaAA:
(x±, x± + δ, x±, x±, x± + δ), (3.24)
where, for both cases,
x± =
(Q− 2δ)±√(Q− 2δ)2 − 20A(1−Q)
10
.
As x± is the same in both cases, the critical Q, QSS , for which there is a saddle-node bifurcation
of fixed points is the same for both of them, and is given by:
QSS = 2
(√
5A(1 + 5A− 2δ)− 5A+ δ
)
. (3.25)
Therefore, the respective bifurcation points are:(
Q− 2δ
10
+ δ,
Q− 2δ
10
,
Q− 2δ
10
,
Q− 2δ
10
,
Q− 2δ
10
+ δ
)
(3.26)
and (
Q− 2δ
10
,
Q− 2δ
10
+ δ,
Q− 2δ
10
,
Q− 2δ
10
,
Q− 2δ
10
+ δ
)
. (3.27)
As our goal is to study both the bifurcations of fixed points and of periodic orbits in these two
cases, let us find the regions of Ω where periodic orbits can be found.
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We repeat the computations of 3.1.2, and only present the results.
For the aaAAA case, we need to study the sign of the expression
(Q− α)
(
5∑
i=1
xixi−1 − δ(x1 + x2)
)
+Aα(Q− 1).
And, for the aAaAA case,
(Q− α)
(
5∑
i=1
xixi−1 − δ(x1 + x3)
)
+Aα(Q− 1).
In both cases, given
α± =
Q+ 8δ ±√(8δ +Q)2 − 4(8Qδ − 4A(Q− 1))
2
,
Q∗ = 8(δ −A) +
√
4A2 − 8Aδ +A,
(3.28)
and following the reasoning of the general case in 3.1.2, if periodic orbits exist, they are in the
paramtere space where Q ≥ Q∗, and the sum of the coordinates of its points, α, fulfills α > Q
and α ∈ [α−, α+].
Now, in order to find periodic orbits of systems (3.21) and (3.22), and in particular the saddle-
node bifurcation value of periodic orbits, QPO, we need to resort to numerical methods. That
is the aim of next Chapter.
Chapter 4
Numerical study
In this chapter we aim to answer the principal question of this project, which we recall is to
see whether or not there is a gap between the saddle-node bifurcation value of fixed points and
the saddle-node bifurcation value of periodic orbits in the two asymmetric hypercycles we have
chosen to focus on: aaAAA and aAaAA.
To do so, numerical computations are necessary. We take the C programs done in [11] where the
authors worked on the symmetric case, describe them, adapt them to our problem and obtain
the desired results. For a better representation, the results are presented as graphics in this
chapter but the most relevant numerical data obtained can be found in Appendix C.
4.1 Methods implemented in the codes
In this first section we aim to explain the mathematical foundations of the methods implemented
in the codes. Let us recall the system we are working on:
x˙1 = x1(A1Q+ xnQ− φ) =: F1(x)
x˙2 = x2(A2Q+ x1Q− φ) =: F2(x)
...
x˙n = xn(AnQ+ xn−1Q− φ) := Fn(x)
x˙e = xe(Ae − φ) + (1−Q)
n∑
i=1
xi(Ai + xi−1),
(4.1)
where φ =
n∑
i=1
xi(Ai + xi−1) + xeA.
Looking to system (4.1) it is clear that what we can solve or find analytically is limited, specially
when we work with n > 3 as we are doing here. Then, it is essential for us to use numerical
methods.
We will now present the methods implemented in the codes, which aim at finding a bifurcation
diagram of periodic orbits with respect to parameter Q in a system of the form (4.1) for n = 5
and Ai = A for all i, where the value of A is given.
To achieve this goal we need a method where, for a given Q, we can find a periodic orbit of
the vector field F , and then another method to construct a continuation curve for the periodic
orbits for parameter Q.
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Construction of a Poincare´ map
Firstly, given Q, we aim at finding a periodic orbit of the vector field F (x), where x ∈ Rn. We
know that periodic orbits of F correspond to fixed points of P , the Poincare´ map associated
to F and to a Poincare´ section, by definition of the Poincare´ map, whereas fixed points of P
correspond in turn to zeros of the map H, defined as
H(x) := P (x)− x. (4.2)
Then, we need to solve a problem of finding zeros.
We first define the Poincare´ section for which we will construct a Poincare´ map.
In the symmetric case, we know that the equilibrium points are: (0, ..., 0) and, imposing xi 6= 0
for all i,
(x∗±, ..., x∗±, x∗),
where
x∗± =
Q±√Q2 − 4nA(1−Q)
2n
.
Keeping in mind that our goal is to find periodic orbits, it is clear that the Poincare´ section
should not be close to a fixed point. Then, we choose one of the coordinates, for instance x1,
and decide to take the midpoint of the two non-trivial equilibrium points, so that our Poincare´
section is far enough from them:
Σ :=
{
x1 =
Q
2n
}
. (4.3)
We note that we could have chosen any other xi coordinate.
Taking an initial condition in Σ we integrate our vector field F with a method based on two
Runge-Kutta algorithms of orders 7 and 8 (RK78) with automatic stepsize control. We integrate
until the orbit intersects Σ again or a prescribed maximum time limit is exceeded. If we have
crossed Σ it is probable that the point we have reached does not lie on Σ. Then, in order to
obtain the point of the trajectory that is on Σ, we use the Newton method. We want a zero of:
Φ(y) = y1 − Q
2n
,
where we call y the point we have obtained applying the RK78 method. The Newton scheme
is as follows:
y1
k+1 = y1
k −
Q
2n − y1k
y˙k1
. (4.4)
We get hk =
Q
2n − y1k
y˙k1
, the first order approximate distance between our point and the next
iterate. In order to be on Σ and lie on the orbit, we integrate with the RK78 method hk time
units. As a result of this process, we should get a point that is both on the orbit and on Σ.
We note that this procedure of one Newton step and RK78 integration involves two error sources
(the linearization error and the use of the distance hk as a time estimate). Therefore, we iterate
this procedure of one Newton step and RK78 integration for a prescribed maximum number of
iterates or until we have reached a prefixed tolerance, set as ε1 = 0.5·10−14.
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Iterating, we finally get y ∈ Σ, i.e. P (x) := y. We have constructed a Poincare´ map: given
x ∈ Σ, P (x) ∈ Σ is the first intersection, crossing Σ in the same direction as in x, of the solution
of system (4.1) (with a = A) with initial condition x.
The method developed here is implemented as the function p-map in the codes.
Search of a periodic orbit
We can now focus on finding the zeros of H(x). We use, for a prescribed maximum number
of iterates or until we have reached a convenient tolerance, in this work, ε2 = 0.5·10−4, the
Newton-Raphson algorithm, which follows the following iteration:
xk+1 = xk −DH(xk)−1H(xk). (4.5)
We have DH = DP − Id and we can construct P using the method explained in the previous
subsection. Then we can compute DP with the central differences method, for example, getting
DH. We use δx = 10
−4. We solve (4.5) by applying the Newton-Raphson’s method to the
system:
DH(xk)(xk+1 − xk) = −H(xk).
To do so we perform a LU decomposition of matrix DH.
We iterate until we get the minimum k such that ||xk+1−xk|| < ε2 or until the maximum number
of iterates is exceeded. In the first case, we consider xk+1 as a fixed point of the Poincare´ map,
P , and so, a point belonging to a periodic orbit of the vector field F .
The method developed here is implemented as the function Refina in the codes.
Continuation of the curve
Once we have found a periodic orbit for a given Q we want to compute periodic orbits for
different values of Q, if they exist. To do so, we apply the continuation method, reported in
reference [35]. We now have to find the zeros of
H(x,Q) = PQ(x)− x, (4.6)
where PQ indicates the Poincare´ map for a given Q. So we have a problem of continuation of
zeros of H(x,Q).
As we already have a solution (x0, Q0), we can choose a continuation step size ∆Q and, using
Euler’s method, find the next solution (x1, Q1) and so on iteratively. But it is not so simple.
This method can not go over turning points. Then, we parameterize the curve {H(x,Q) = 0}
as {H(x(s), Q(s)) = 0} and we implement continuation with respect to parameter s.
In the kth-step we are looking for (x(sk), Q(sk)). We would like this point to be near the tangent
line of (x(sk−1), Q(sk−1)). Differentiating
Hi(x(s), Q(s)) = 0, 1 ≤ i ≤ n,
with respect to s, we have
n∑
j=1
DxjHi(x(s), Q(s))x˙j(s) +DQHi(x(s), Q(s))Q˙(s) = 0, for 1 ≤ i ≤ n.
Thus, (x˙(s), Q˙(s)) needs to be orthogonal to (Dx1Hi, Dx2Hi, ..., DQHi) for 1 ≤ i ≤ n and so we
know the direction in which we need to move in the next step. This leads us to the following
expression:
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(xk, Qk) = (xk−1, Qk−1) +
(A0, ..., An)√√√√ n∑
i=0
Ai
2
∆s, (4.7)
where Ai is the determinant of DH times (−1)i and deleting the ith column.
We have now a point (xk, Qk) close to the tangent line of the curve H(x(sk−1), Q(sk−1)) = 0.
To find the nearest point to (xk, Qk) that is on the curve H(x,Q) = 0 we use an optimization
method.
Linearising the curve we get H(xk(s)) + DH(xk(s))(xk+1(s) − xk(s)) + ... = 0. We want to
minimize ||xk+1(s)− xk(s)||. Using Lagrange multipliers and calling M := DH(xk, Qk), we get
the following iterative scheme:
(xk+1, Qk+1) = (xk, Qk)−MT (MMT )−1H(xk, Qk), (4.8)
which is similar to Newton’s method: it is a Quasi-Newton method. We need to solve the
system:
(MMT )(MT )−1((xk+1, Qk+1)− (xk, Qk)) = −H(xk, Qk) (4.9)
As in (4.5), we use an LU decomposition to solve the system and we repeat the whole process for
a prescribed maximum number of times or until we reach a convenient tolerance, ε3 = 0.5·10−10.
Therefore, we obtain a point (x∗, Q∗) which is on the curve H(x,Q) = 0 within a prescribed
tolerance.
The method developped here is implemented as the function Continua in the codes.
Structure of the main code
Once all the methods are implemented we are ready to construct a curve of periodic orbits
parameterized by Q. Using the methods Refina and Continua defined above in this chapter,
this is the pseudocode of the main program:
Data: n, A, k, Q, field F , Poincare´ section Σ, initial data (Q, x), n maximum number of
continuation steps of the curve
Result: Curve of periodic orbits with respect to Q
initialization;
Refina;
Continua;
i = 0;
while i < n do
Selection of ∆s step for Euler method;
1 Euler method step;
Continua;
Save data of x and Q;
+ + i;
end
The initial point x and initial Q are chosen such that (x,Q) is close to a periodic orbit. We fix
Q and choose initial conditions for which we expect there is a periodic orbit. That is, they must
fulfill the analogous conditions to the ones we found in subsection 3.1.2 for the asymmetric case,
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that are deduced in [11]. We then integrate several orbits until we detect the convergence to a
periodic orbit. Then, the first intersection with Σ is taken as the initial x.
At step i, ∆s is defined as: ∆s = (Qi−1 − QSS)0.1. The reason of this choice is the following
one. We use the bifurcation value of the saddle-node of fixed points, QSS , as a reference, such
that ∆s decreases as we approach this value. It is an heuristic rule based on the facts that the
two bifurcation values QSS and QPO are close enough.
4.2 Adaptation to our problem
Since the methods we described are implemented for symmetric hypercycles, in particular for
the case AAAAA, and we are working on the asymmetric cases, we need to adjust some values
and steps. But the main idea remains the same.
The cases we have chosen to work on numerically are aaAAA and aAaAA. The adaptation of
the codes are focused on these two cases. As we have been doing in Chapter 3, to simplify the
notation we introduce δ, defined as
δ := A− a.
First of all, we need to choose a Poincare´ section. From (3.23), when we have an asymmetric
hypercicle of the form aaAAA, the equilibrium points are:
(x+ δ, x, x, x, x+ δ) (4.10)
where
x =
(Q− 2δ)±√(Q− 2δ)2 − 20A(1−Q)
10
. (4.11)
When we have an asymmetric hypercycle of the form aAaAA (3.24), the equilibrium points are:
(x, x+ δ, x, x, x+ δ) (4.12)
where
x =
(Q− 2δ)±√(Q− 2δ)2 − 20A(1−Q)
10
.
As we can observe, the value x is the same in both cases, and looking at the cyclic form of
system (4.1) we can venture to say that it will be the same for all asymmetric hypercycles
formed by two a’s and three A’s. As we saw in (3.2) and (3.3), looking at (4.10) and (4.12) we
can deduce that the equilibrium points follow a pattern consisting of adding the value δ to x at
the position i− 1, if the template i’s replication rate is a.
Following the same reasoning of midpoints that in the symmetric case in (4.3), we can take the
Poincare´ section as:
Σ =
{
x1 =
Q− 2δ
10
+ δ
}
(4.13)
for the aaAAA case, and
Σ =
{
x1 =
Q− 2δ
10
}
(4.14)
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for the aAaAA case. This choice is crucial for the success of the numerical continuation. Taking,
for instance, the section given in (4.3), it does not allow to continue the curve of periodic orbits.
From the x value we can obtain QSS , the average copying fidelity rate where the saddle-node
bifurcation of fixed points occurs, that as we have seen in (3.25) is:
QSS = 2
(√
5A(1 + 5A− 2δ)− 5A+ δ
)
. (4.15)
Adding these new expressions to the code we also need to properly modify the vector field and
pick values for A and δ.
To pick an initial condition for Q and x we use the condition for the existence of periodic orbits
derived in (3.28), and then we integrate several orbits with random initial conditions until we
detect the convergence to a periodic orbit.
The last thing we need to modify is the number of continuation steps we make in each case.
It turns out that, after passing by the bifurcation point QPO, the continuation method follows
the unstable periodic orbit. For every A, there exists a value of Q for which this unstable
periodic orbit passes so close to the hyperplanes xi = 0 that the Quasi-Newton method does
not converge. As QPO depends on A and δ, the number of continuation steps needs to be
adapted for every (A, δ) pair.
4.3 Results
We want to extend the numerical study conducted in [11] for symmetric hypercycles to asym-
metric ones. We know QSS , the value of Q for which the saddle-node bifurcation of fixed points
occurs, and we want to know the value of Q for which the saddle-node bifurcation of periodic
orbits takes place, QPO. In [11] the authors observed that there is a slight difference between
these two values, which they called a gap, and we now would like to see if there exists such a
gap in the asymmetric case and, if so, how it behaves as a and A differ from each other, i.e., as
δ changes.
Taking A = 0.5, as in [11], we study the cases δ = 0.001, 0.01, 0.05 and 0.1. By definition of δ,
the larger it is, the more the hypercycle differs from the symmetric one. Thus, we are interested
in observing how does the gap between the two bifurcation points behave when the system gets
more asymmetric.
Before presenting the results we look at the phase portrait of the dynamical system, for A and
δ fixed, starting at a point for which we know that there is a periodic orbit, so we can see them.
We repeat it for different values of Q and the result is showed in Figure 4.1.
In order to observe the supposed existing gap between the two curves (of periodic orbits and of
fixed points) we need two numerical routines.
1. In the first one, we compute the curve of periodic orbits using the adaptation of the
already implemented methods explained in the previous sections.
2. In the second one, we implement a routine in C using the results of the analytic study
conducted in Chapter 3. It consists of isolating Q in the fixed point expression (4.11)
and, starting from an initial x, decrease x at each step while computing the new Q
corresponding to a fixed point.
By doing so, we can plot both curves together in order to observe the gap obtained for each
case. We get the results shown in Figures 4.2, 4.3, and 4.4; and also in Tables C.1 and C.2 of
Appendix C.
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Figure 4.1: Projection on the plane x1− x2 of five periodic orbits for different values of Q. The period
increases as Q increases and, in all cases, x1 and x2 pass close to zero.
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Figure 4.2: Bifurcation curves of periodic orbits (red) and of fixed points (blue) with respect to
parameter Q for the symmetric hypercycle, i.e., δ = 0, for A = 0.5. The bifurcation value of periodic
orbits, QPO, and the bifurcation value of fixed points, QSS , are marked, as well as the gap they determine.
The coordinate x4 has been chosen following [11].
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Figure 4.3: Analogous to Figure 4.2 but in the asymmetric case aaAAA with A = 0.5 and δ = 0.001
(A), 0.01 (B), 0.05 (C) and 0.1 (D).
Figure 4.2 is for the symmetric hypercycle and A = 0.5. As all along this document, the
symmetric case is included in the computations so that the results can be compared with those
from [11]. By doing so, we can check that our results coincide with those in reference [11].
Indeed, comparing our figure with Figure 2.2, which has been taken from paper [11], we can
confirm that our computations of the curves are correct.
Looking at Figures 4.2, 4.3 and 4.4, it is clear that the gap grows as δ grows for both configu-
rations aaAAA and aAaAA. Hence, as the hypercycle gets “more asymmetric”, the difference
between the points where the bifurcations of periodic orbits and fixed points occur is larger.
From the data obtained from the continuation of the curves, we can compute the value QPO −
QSS for each curve, obtaining the following results:
QPO −QSS (Gaps)
aaAAA aAaAA
δ = 0 5.98054·10−5 5.98054·10−5
δ = 0.001 6.12641·10−5 6.01082·10−5
δ = 0.01 1.93241·10−4 8.33985·10−5
δ = 0.05 2.34217·10−3 4.96334·10−4
δ = 0.1 4.88186·10−3 1.28505·10−3
We can observe numerically that indeed in all cases QPO > QSS and that the gap grows as δ
grows. That is to say, the more asymmetric is the hypercycle, the larger is the gap.
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Figure 4.4: Analogous to Figure 4.2 but in the asymmetric case aAaAA with A = 0.5 and δ = 0.001
(A), 0.01 (B), 0.05 (C) and 0.1 (D).
Here, we make a necessary observation about errors, since we are working with a large number
of digits that have been obtained numerically. In the codes that have been used, the part where
a larger error can be accumulated is when we are iterating with Newton’s method. But the
tolerance required there is of 0.5·10−14, which is extremely low. Hence, we can suppose that
the values we present in this document are correct.
Finally, we can ask ourselves how do the gaps behave for a fixed value of δ when A takes different
values. Following the example of [11] we take some values of A logarithmically distributed in
[0.001,1), which means log(A) ∈ [−3, 0]. We get Figures 4.5, 4.6 and 4.7, for cases AAAAA,
aaAAA and aAaAA, respectively. Data of these results can be found in Tables C.3 and C.4 of
Appendix C.
Just as we said before, Figure 4.5 can be compared to the symmetric figure done in [11] to
guarantee the correctness of the results, which is indeed the case.
From Figures 4.6 and 4.7 we can observe that, when δ is very small (approximately ≤ 0.001),
we can see for which A the maximum of the gap is attained. For larger δ’s we do not but we
can deduce that the maximum is atained for small A’s and a’s. The reason for which we do
not start with lower values of A for larger δ’s is because, for the definition of δ we have taken
(δ = A− a), if A was to be smaller than δ, a would be negative, but a must belong to [0, 1].
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Figure 4.5: Plot quantifiyng the gap between the two bifurcations for different values of A, in the
symmetric case.
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Figure 4.6: Analogous to Figure 4.5 but in the asymmetric case aaAAA with δ = 0.001 (A), 0.01 (B),
0.05 (C) and 0.1 (D).
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Figure 4.7: Analogous to Figure 4.5 but in the asymmetric case aAaAA with δ = 0.001 (A), 0.01 (B),
0.05 (C) and 0.1 (D).
Summing up, we have proved numerically that the gap predicted in [11] for the symmetric
case is enlarged for increasing asymmetry. Biologically speaking, it broadens the region in
the parameter space, particularly a copying fidelity range, in which monostability (extinction)
cohabits with the existence of unstable equilibria (points x∗± in this work). Thus,
1. We confirm the non-coincidence of QSS and QPO and, so, the change from bistability
to monostability predicted by Silvestre and Fontanari [34] cannot be controlled by QSS
(which is analytically computable) but rather by QPO.
2. We provide the computational machinery to obtain QPO.
3. We determine an interval in the parameter space, namelyQ ∈ [QSS , QPO], with susceptible
interesting delayed transitions to extinction1: first, close to QPO, a ghost phenomenon due
to the time-remnants near to the double limit cycle occuring at Q = QPO; second, in the
whole interval, the presence of stable manifolds of points x∗± that may induce long lasting
excursions to vicinities of these points. This could be an interesting question from the
biological point of view.
1See Conclusions.
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Chapter 5
Conclusions
Let us report the main results obtained in this Bachelor’s Degree Thesis, which are principally
the outcomes of Chapters 3 and 4.
In Chapter 3 we have conducted an analytical study of a general (i.e., with n replicators)
asymmetric hypercycle: aA...A. We have found its viable fixed points, its bifurcation values
and the region in which our field can present periodic orbits. We have then presented the same
results for the cases we deal with: aaAAA and aAaAA.
In Chapter 4, the principal goal of this project has been fulfilled, as this was to check whether
or not the gap found between the saddle-node bifurcation value of fixed points and the saddle-
node bifurcation value of periodic orbits in symmetric hypercycles holds in asymmetric ones.
This has been confirmed, and, moreover, we have seen that the gap grows as the asymmetry of
the system gets larger. Even if the computations conducted in this work are for the particular
cases aaAAA and aAaAA, we are keen to think that the same results would hold for other
combinations and for other n’s.
The results strengthen the “gap problem” introduced in [11], as it had only been seen in the
symmetric case, which is a less realistic case. The fact that it does also exist in asymmetric
cases, which are more realistic ones1, means that it is a property of hypercycles that sould not
be despised.
We can also discuss the biological implications of these gaps, such as the influence on the
delayed transitions to extinction. That is, after a saddle-node bifurcation, it is known that a
ghost appears in the phase space. In this phenomenon, the flow takes a long-lastly excursion
before going to the globally stable attractor point and it seems like it is attracted to the region of
the phase space where the bifurcation took place, although there are not fixed points anymore
there [25]. This phenomenon is interpreted as a memory that the system presents after the
bifurcation has taken place.
Interestingly, it could be conjectured that, when a saddle-node bifurcation has induced a change
of stability that conducts to extinction, and, therefore, a ghost is present, a slight change in the
parameters space could “resuscitate” the hypercycle [25]. That is, since very long transients
to extinction are present, a change in the parameters during this transient could involve the
recovery of the system. Since in our system two saddle-node bifurcations occur, we could think
that two delayed transitions occur, one when Q . QPO and another when Q . QSS . If this
was to be true, the delay would be much longer and the system would present more memory,
therefore slowing down its extinction. And, indeed, we could deduce that the more asymmetric
is a hypercycle, the larger is the gap, and the bigger is the region where these delay phenomena
take place, and where the hypercycle could be susceptible to “ressuscite”.
1See p.13.
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Further research in this direction could be done to specifically investigate the behavior of the
hypercycle in the region [QSS , QPO] and observe whether delayed transitions have a stronger
influence on the hypercycle delayed extinction. Other interesting works could be to increase the
number of templates n, introduce asymmetry with parameter k, try different combinations of
replication rates, or assign a different replication rate to each of the replicators.
Appendix A
Tools for dynamical systems
The aim of this appendix is to make a brief introduction to some central concepts of differential
equations and dynamical systems that are used all along this project [17, 10, 4].
A differential equation is an equation that relates a function with its derivatives. In this
manuscript, we focus on first order differential equations of type
dx
dt
= F (x), (A.1)
where x = x(t) ∈ D ⊆ Rn and t ∈ I ⊆ R.
We suppose all along this appendix that F ∈ C1.
We define the flow of the system (A.1) as a mapping f : D˜ ⊂ D × R −→ D that maps a pair
(x, t) on the maximal solution f(x, t) of (1) satisfying f(x, 0) = x. We usually denote it by
ft(x).
The theory of dynamical systems focus on carrying out a qualitative analysis of systems modeled
by differential equations, among others.
A.1 Fixed points
Definition 1. Given ft : D ⊂ Rn → D the flow at time t of a field F : D ⊂ Rn → Rn, the orbit
of x ∈ D is the set O(x) = {ft(x)|t ∈ Ix}, where Ix is the maximal interval where the solution
ft(x) is defined.
Definition 2. Given ft : D ⊂ Rn → D the flow at time t of a field F : D ⊂ Rn → Rn, we say
that p ∈ D is a fixed point of ft if ft(p) = p, ∀t ∈ R. That is, if O(p) = {p}.
Now, it can be interesting to know how the solutions of a dynamical system behave near a fixed
point. We can classify the fixed points depending on this behavior.
Definition 3. A fixed point p is said to be stable if for every neighborhood V of p in D there
is a neighborhood V1 ⊂ V such that every solution ft(x0) with x0 ∈ V1 is defined and lies in
V , ∀t > 0. That is to say, if a solution ft(x) based nearby remains close to p for all time.
In addition, a fixed point p is said to be asymptotically stable if V1 can be chosen so that
lim
t→∞ ft(x) = p.
Definition 4. A fixed point is called unstable if it is not stable.
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Figure A.1: Examples of stability for two-dimensional dynamical systems. Stable fixed points are
centers, asymptotically stable fixed points are sinks and stable spirals, and unstable points are saddle
points, unstable spirals and sources. Figure from reference [16].
Definition 5. Let p be a stable fixed point of a flow ft. We say that p is an attractor if there
exists a neighborhood Vp of p such that if q ∈ Vp, then lim
t→∞ ft(q) = p ∀q ∈ Vp.
When system (A.1) is linear, it is generally relatively easy to study its behavior around fixed
points. It consists of looking at the real parts of the eigenvalues. If all eigenvalues have real part
less or equal than zero, and the eigenvalues with zero real part have trivial Jordan blocks, then
the fixed point is stable. In the remainig, the fixed point is unstable. But it is not that simple
for nonlinear systems. If we want to study the behaviour of solutions of nonlinear systems near
a fixed point p, we can linearize our system (A.1) at p, which results in
y˙ = DF (p)y, y ∈ Rn, (A.2)
where we only need to study DF (p). The following theorem tells us when the study of this
system can give us information of the solutions of (A.1).
Teorema 1 (Local Hartman-Grobman for vector fields). If DF (p) has no zero or purely imag-
inary eigenvalues then there is a homeomorphism h defined on some neighborhood D of p in Rn
taking orbits of the nonlinear flow ft of (A.1) to those of the linear flow e
tDF (p) of (A.2). This
holds locally.
Then, we can check the same property as with linear systems. If DF (p) has all eigenvalues with
negative real part, then p is asymptotically stable.
Let us introduce the concept of set invariance, in order to have a maps version of this theorem.
Definition 6. Consider a differential equation x˙ = F (x), x ∈ Rn, and the corresponding flow
x(t) = ft(x0) with x(0) = x0. The set U ⊂ Rn is an invariant set for the differential equation
if, ∀x0 ∈ U , the corresponding flow ft(x0) lies in A.
Definition 7. We say that a linear map A ∈ L(Rn;Rn) is hyperbolic if it is invertible and
∃Eu, Es ⊂ Rn subspaces such that Eu ⊕ Es = Rn, they are invariant for A and there exists λ,
µ ∈ R, λ < 1, µ > 1 such that , ∀vu ∈ Eu and ∀vs ∈ Es ,
||Avs|| ≤ λ||vs||, ||A−1vu|| ≤ µ−1||vu||.
Eu and Es are the unstable and stable invariant sets of A.
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Proposition 2. An application A ∈ L(R;R) is hyperbolic if and only if its spectrum is contained
in {z ∈ C|0 < |z| < 1} ∪ {z ∈ C|1 < |z|}.
Definition 8. A fixed point p of a flow ft is hyperbolic if Dft(p) is a hyperbolic linear applica-
tion.
Thus, we have that a hyperbolic point is one for which the linearized system is hyperbolic.
Now, we state the maps version of Theorem 1.
Teorema 3 (Local Hartman-Grobman for maps). Let F : Rn → Rn be a C1 diffeomorphism
with a hyperbolic fixed point p. Then there exists a homeomorphism h defined on some neigh-
borhood D on p such that h(F (x)) = DF (p)h(x), ∀x ∈ D.
A.2 Periodic orbits and Poincare´ maps
Going back to the concept of orbits that we introduced at the beginning of this appendix, we
have that the simplest orbit we can find in a dynamical system is a fixed point, for which we
have made an inventory of the most relevant properties it has. The second simplest one is called
a periodic orbit, which we introduce now.
Definition 9. Let ft be the flow generated by a field of the form F : D ⊂ Rn → Rn. We say
that an orbit ft(p) is a periodic orbit of the flow if ∃T > 0 such that fT+t(p) = p for all t and p
is not a fixed point. The minimum T > 0 that fulfills this property is called the period of the
periodic orbit.
From this definition some tools can be constructed, as the ones we introduce now.
Definition 10. Let p ∈ D be a point of a periodic orbit of the flow ft generated by the field
F : D ⊂ Rn → Rn. Then, there exists T > 0 such that fT (p) = p. We call a transversal section
of the flow at p a hypersurface that contains p and is transversal to the field F at p. That is, a
surface Σ = {H(x) = 0}, with H : D ⊂ Rn → R, H ∈ C1 such that
 H(p) = 0.
 ∇H(p) and F (p) are not orthogonal.
We remark that if Σ is transversal to the field at p, it will also be transversal in a neighborhood
of p. Moreover, as the orbit for p is a periodic orbit with period T , fT (p) ∈ Σ. Thus, if q ∈ Σ
is a point near p, ft(q), the orbit for q, does intersect Σ at a time t near T . We can then define
the following function.
Proposition 4. Let F : D ⊂ Rn → Rn be a field, ft its flow, p a point on a periodic orbit γ
of period T , Σ a transversal section of the flow at p and V a neighborhood of p. Then, there
exists a function φ : V ∩ Σ→ Σ that sends any point x ∈ V ∩ Σ to φ(x) = fτ(x)(x), where τ is
a continuous function such that τ(p) = T and fτ(x)(x) ∈ Σ. The map φ is called the Poincare´
map.
Now, we can observe a very important and useful fact. The Poincare´ map allows us to make a
connection between fixed points of discrete dynamical systems and periodic orbits of continuous
dynamical systems. That is, if γ is a periodic orbit of the field F , we can fix a transversal section
such that γ(0) ∈ Σ and call p = γ(0). Now, considering the Poincare´ map φ associated to γ
and Σ, we have that φ(p) = p, p is a fixed point of φ. Thus, a way to find a periodic orbit of a
dynamical system can be to find the fixed points and periodic points of its Poincare´ map.
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Figure A.2: Σ is a transversal section of the flow ft. A periodic orbit (red) of the system passes through
q, which is a a fixed point of the Poincare´ map. Figure from reference [17]
The stability of a periodic orbit can be calculated by studying the stability of its respective
fixed point x0 of a Poincare´ map. Hence, the type of stability of x0 induces the same stability
in the corresponding periodic orbit. And, if x0 is stable, then it is an attractor of the Poincare´
map, and the periodic orbit is an attractor of the dynamical system.
A.3 Structural stability and bifurcations
Let us now concentrate on the stability of a system as a whole.
Definition 11. Given a Cr vector field F , k ≤ r, and  > 0, G is a Ck perturbation of size
 if there is a compact set K ⊂ Rn such that F = G on the set Rn −K and ∀(i1, ..., in) with
i1 + · · ·+ in = i ≤ k, |(∂i/∂x1i1 ...∂xnin)(F −G)| < .
Definition 12. Two Cr vector fields F and G are said to be Ck equivalent (k ≤ r) if there
exists a Ck diffeomorphism h which takes orbits ft
F (x) of F to orbits ft
G(x) of G, preserving
senses. If h does preserve parametrization by time, then it is called a conjugacy.
Definition 13. A Cr vector field F is structurally stable if there is an  > 0 such that all C1
perturbations of size  of F are conjugate of F .
This last property is considerably important, as it implies that a system sufficiently close to a
structurally stable system has the same qualitative behavior than the stable one.
From these definitions we have that a vector field with a non-hyperbolic fixed point or periodic
orbit can not be structurally stable, because a small perturbation can remove it or turn it into
a hyperbolic sink, a saddle or a source.
Qualitative theory of dynamical systems often resorts to geometric descriptions of its trajecto-
ries, mainly focusing on the sets invariant under the flow (fixed points, periodic orbits, other
attractors,...). In the phase or state space, such a representation is called phase portrait. From
the definitions above we have that, if two vector fields are conjugate, then their phase portrait
must be similar.
The notion of structural stability connects in a natural way to bifurcation theory. In fact,
in this project we proceed to an extensive study of the bifurcations of a dynamical system.
A bifurcation occurs when a small change in a parameter value of the system results into a
qualitative change in its behavior. In particular, we focus on local bifurcations.
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Consider a family of systems of differential equations parametrized by µ
x˙ = f(x, µ), x ∈ Rn, µ ∈ Rk (A.3)
Definition 14. A local bifurcation occurs in system (A.3) when the system restricted to a small
neighborhood of a point is not structurally stable.
Observe that a bifurcation can only occur at a value µ = µ0 for which the system is not
structuraly stable, since the change of stability of a fixed point implies the existence of non-
conjugate vector fields arbitrarily close to f(x, µ0).
Definition 15. A value µ0 of equation (A.3) for which the flow of (A.3) is not structurally
stable is called a bifurcation value of µ, i.e. it is where the bifurcation occurs.
We now focus on one of the simplest bifurcations of equilibria, which we find all along the
document while studying our particular system, the saddle-node bifurcation.
Definition 16. A saddle-node bifurcation occurs at (x0, µ0) when
 for µ < µ0, there are two fixed points x0
+ and x0
−,
 for µ = µ0, x0
+ and x0
− collide at x0,
 for µ > µ0, both points disappear,
x0 has one and only one zero eigenvalue, and non-degeneracy conditions are fulfilled:

∂2f
∂x2
(x0, µ0) 6= 0.

∂f
∂µ
(x0, µ0) 6= 0.
The above conditions are valid for 1D maps; in general, the system must be reduced to the
center manifold (see for instance [10]) and then impose these conditions to the reduced system.
This concept can be adapted to fixed points of maps and to periodic orbits of flows, see [4]
for more details. For a saddle-node bifurcation of fixed points to occur one has to change the
condition of ”only one zero eigenvalue” for ”only one eigenvalue equal to one”. Saddle-node
bifurcations of periodic orbits are saddle-node bifurcations of fixed points of the corresponding
Poincare´ map. That is, two periodic orbits exist for some parameter values µ < µ0, then merge
for µ = µ0 and both disappear for µ > µ0.
Figure A.3. illustrates the saddle-node bifurcation for fixed points of a map.
Figure A.3: Representation of the fixed points of f . The first one corresponds to µ < µ0, the second
one to µ = µ0, and the third one to µ > µ0.
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Appendix B
Biology glossary
This glossary aims at giving a better understanding to the document, so that no previous
biological knowledge is needed in order to read the Thesis.
Amino acid Organic compound that form proteins, which play a crucial role in almost all
biological processes.
Catalysis Increase in the rate of a chemical reaction thanks to an additional substance, the
catalyst.
Differentiation Process during which a cell changes from one cell type to another.
Enzymatic system Structure formed by biological catalysts, that accelerate or catalyze chem-
ical reactions. Almost all metabolic processes in the cell need enzymatic systems.
Genome Genetic material of an organism.
Human immunodeficiency virus (HIV) Virus that causes HIV infection and, over time,
acquired immunodeficiency syndrome (AIDS).
Hypercycle Model of organization of self-replicating molecules where each one enhances the
reproduction of the subsequent one, forming a closed loop.
Multipartite virus Virus that has its genome fragmented into different nucleic acid segments,
encapsidated independently.
Mutant Organism that present a permanent, heritable change in the nucleotide sequence in a
gene or a chromosome.
Mutation-selection process Procedure that results in an equilibrium distribution of mutant
sequences.
Mutualism The way two organisms exist in a relationship in which each individual benefits
from the activity of each other.
Nucleotide Organic molecule that is a subunit of nucleic acids.
Nucleic acids Large biomolecules essential for all forms of life, such as DNA and RNA.
Parasite Replicator that recieves help catalytically but does not catalyze the replication of
any other replicator of the hypercycle.
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Pathogen Infectious agent that can produce a disease.
Peptide Short chain of amino acid monomers linked by peptide bonds.
Quasispecies Cloud of closely related mutant molecules that exist in an environment of high
mutation rate.
RNA Molecule implicated in various biological roles in coding, decoding, regulation and ex-
pression of genes.
RNA bacteriophage RNA virus that infects and replicates within a bacterium.
RNA messenger RNA that carries genetic information from DNA to the ribosome.
RNA virus Virus that has RNA as its genetic material. It causes diseases such as Ebola and
influenza.
Strain Genetic variant or subtype of a microorganism.
Symbiosis The way two species living in proximity take part in a relationship in which each
individual benefits from the other.
Synthetic biology Branch of biology and engineering which aims at designing and construct
biologic systems and living organisms for industrial or biological purposes.
Template Structure that can cause the patterning of a second structure.
Translation Process in which cellular ribosomes create proteins.
Unit of selection Biological entity that is subject to natural selection.
Yeast Eukaryotic single-celled microorganisms classified as members of the fungus kingdom.
Appendix C
Data tables
In this appendix we gather the most relevant data computed during the numerical analysis. We
name S the symmetric case AAAAA, A1 and A2 the asymmetric cases aaAAA and aAaAA,
respectively, and cases 1, 2, 3 and 4 refer to δ = 0.001, 0.01, 0.05 and 0.1, respectively.
Table C.1: Periodic orbit saddle-node bifurcation value and point for each case and A = 0.5.
Q x1 x2 x3 x4 x5
S 0.9161395885 0.0916139588 0.0005996814 0.0043193335 0.0434342237 0.2986985060
A1.1 0.9164504971 0.0924450497 0.0005744220 0.0043457719 0.0436052898 0.3015360824
A1.2 0.9193457226 0.0999345723 0.0003999989 0.0046161601 0.0451997128 0.3264534950
A1.3 0.9332940664 0.1333294066 0.0001302143 0.0063634301 0.0526292941 0.4162664311
A1.4 0.9494445947 0.1749444595 0.0000718923 0.0097607572 0.0621023020 0.4722479562
A2.1 0.9164493412 0.0914449341 0.0006170063 0.0042138737 0.0433728474 0.3007067168
A2.2 0.9192358795 0.0899235880 0.0007865441 0.0033784923 0.0428205644 0.3184357998
A2.3 0.9314482283 0.0831448228 0.0018343722 0.0012789039 0.0402988967 0.3912176039
A2.4 0.9458476989 0.0745847699 0.0037217348 0.0003547913 0.0369152043 0.4732106323
Table C.2: Fixed points saddle-node bifurcation value and point for each case and A = 0.5.
Q x1 x2 x3 x4 x5
S 0.9160797833 0.0916028773 0.0916028773 0.0916028773 0.0916028773 0.0916028773
A1.1 0.9163892332 0.0924330019 0.0914330019 0.0914330019 0.0914330019 0.0924330019
A1.2 0.9191524815 0.0999069424 0.0899069424 0.0899069424 0.0899069424 0.0999069424
A1.3 0.9309518950 0.1330898923 0.0830898923 0.0830898923 0.0830898923 0.1330898923
A1.4 0.9445626467 0.1744499760 0.0744499760 0.0744499760 0.0744499760 0.1744499760
A2.1 0.9163892332 0.0924330019 0.0914330019 0.0914330019 0.0914330019 0.0924330019
A2.2 0.9191524815 0.0999069424 0.0899069424 0.0899069424 0.0899069424 0.0999069424
A2.3 0.9309518950 0.1330898923 0.0830898923 0.0830898923 0.0830898923 0.1330898923
A2.4 0.9445626467 0.1744499760 0.0744499760 0.0744499760 0.0744499760 0.1744499760
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Table C.3: For each case, the A value picked, the QSS and QPO bifurcation values for this A, and the
difference between them. These data have been used to plot Figures 4.5, 4.6 and 4.7. The continuation
of this table is Table C.4.
A QSS QPO |QSS −QPO|
S
0.001000 0.131774 0.131826 0.000052
0.002596 0.203370 0.203446 0.000076
0.006739 0.305861 0.305967 0.000106
0.017493 0.441882 0.442016 0.000134
0.045409 0.601551 0.601696 0.000145
0.117877 0.756957 0.757082 0.000125
0.305995 0.874919 0.875001 0.000082
0.794328 0.943916 0.943959 0.000042
A1.1
0.001259 0.148428 0.148537 0.000109
0.003162 0.223595 0.223710 0.000115
0.007943 0.328594 0.328726 0.000132
0.019953 0.464339 0.464488 0.000150
0.050119 0.619543 0.619696 0.000152
0.125893 0.767354 0.767481 0.000127
0.316228 0.878522 0.878605 0.000083
0.794328 0.944129 0.944172 0.000043
A1.2
0.010000 0.373872 0.375532 0.001660
0.018682 0.466482 0.467773 0.001291
0.034903 0.568699 0.569684 0.000985
0.065206 0.673014 0.673745 0.000731
0.121819 0.769458 0.769978 0.000520
0.227585 0.849010 0.849359 0.000349
0.425179 0.907395 0.907615 0.000220
0.794328 0.946022 0.946154 0.000131
A1.3
0.050119 0.672743 0.682712 0.009969
0.074375 0.731719 0.740086 0.008367
0.110372 0.786501 0.793303 0.006802
0.163789 0.835059 0.840418 0.005359
0.243060 0.876096 0.880193 0.004097
0.360697 0.909225 0.912272 0.003047
0.535268 0.934889 0.937102 0.002213
0.794328 0.954083 0.955659 0.001576
A1.4
0.100000 0.812452 0.826228 0.013776
0.134453 0.845196 0.857128 0.011932
0.180777 0.874258 0.884351 0.010093
0.243060 0.899380 0.907735 0.008355
0.326803 0.920562 0.927344 0.006782
0.439397 0.938020 0.943433 0.005412
0.590784 0.952124 0.956381 0.004257
0.794328 0.963324 0.966631 0.003308
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Table C.4: Continuation of Table C.3.
A QSS QPO |QSS −QPO|
A2.1
0.001259 0.148428 0.148496 0.000067
0.003162 0.223595 0.223684 0.000089
0.007943 0.328594 0.328709 0.000116
0.019953 0.464339 0.464478 0.000140
0.050119 0.619543 0.619689 0.000146
0.125893 0.767354 0.767478 0.000123
0.316228 0.878522 0.878603 0.000081
0.794328 0.944129 0.944171 0.000042
A2.2
0.010000 0.373872 0.374271 0.000398
0.018682 0.466482 0.466826 0.000344
0.034903 0.568699 0.568995 0.000296
0.065206 0.673014 0.673262 0.000248
0.121819 0.769458 0.769653 0.000195
0.227585 0.849010 0.849152 0.000141
0.425179 0.907395 0.907489 0.000094
0.794328 0.946022 0.946080 0.000058
A2.3
0.050119 0.672743 0.674961 0.002218
0.074375 0.731719 0.733544 0.001825
0.110372 0.786501 0.787966 0.001465
0.163789 0.835059 0.836204 0.001145
0.243060 0.876096 0.876967 0.000871
0.360697 0.909225 0.909872 0.000646
0.535268 0.934889 0.935358 0.000469
0.794328 0.954083 0.954417 0.000334
A2.4
0.100000 0.812452 0.816471 0.004020
0.134453 0.845196 0.848573 0.003377
0.180777 0.874258 0.877047 0.002788
0.243060 0.899380 0.901646 0.002265
0.326803 0.920562 0.922375 0.001812
0.439397 0.938020 0.939451 0.001430
0.590784 0.952124 0.953239 0.001116
0.794328 0.963324 0.964185 0.000861
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