On symmetric Willmore surfaces in spheres I: the orientation preserving
  case by Dorfmeister, Josef F. & Wang, Peng
ar
X
iv
:1
40
4.
42
78
v1
  [
ma
th.
DG
]  
16
 A
pr
 20
14
On symmetric Willmore surfaces in spheres I: the
orientation preserving case
Josef Dorfmeister∗, Peng Wang †
Abstract
In this paper we provide a systematic discussion of how to incorporate orientation preserving
symmetries into the treatment of Willmore surfaces via the loop group method.
In this context we first develop a general treatment of Willmore surfaces admitting orientation
preserving symmetries, and then show how to induce finite order rotational symmetries. We
also prove, for the symmetric space which is the target space of the conformal Gauss map
of Willmore surfaces in spheres, the longstanding conjecture of the existence of meromorphic
invariant potentials for the conformal Gauss maps of all compact Willmore surfaces in spheres.
We also illustrate our results by some concrete examples.
1 Introduction
Surfaces with symmetries are always of interest, since they provide examples with nice behavior
and frequently there also are some basic principles behind these examples. Therefore, surfaces
with (many) symmetries are a frequently occurring topic in geometry papers. In [10], we began
the study of Willmore surfaces by the loop group method, a method already successfully used to
investigate other surface classes, like CMC surfaces in R3, H3 and affine spheres (See for example
[3] and reference therein). It is therefore natural now to discuss symmetries of Willmore surfaces
in the framework of the loop group approach. The study of orientation preserving symmetries
of Willmore surfaces is the main topic of this paper and the orientation reversing case as well
as non-orientable Willmore surfaces will be treated in another paper.
A basic question certainly is what an effect a symmetry of a Willmore surface will have on
the extended frames, the Maurer-Cartan forms, the corresponding conformal Gauss map, the
holomorphic or meromorphic frames, and the potentials.
On the other hand, a Willmore surfaceM with topology can be looked upon as an immersion
from its universal covering M˜ , with the fundamental group pi1(M) acting (invariantly) on the
immersion. While this action pi1(M) is trivial, it turns out that pi1(M) acts generally non-trivially
as a group of symmetries on each member of the associated family of the original immersion.
We start by recalling some basic notation and some basic results concerning harmonic maps
via loop group theory. This is the main contents of Section 2. In Section 3 we start the discussion
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of Willmore surfaces with symmetries. First we show that in general a symmetry of the image
of an immersion will induce a symmetry of the surface. This yields four kinds of possibilities.
Here we will consider orientation preserving symmetries.
In Section 4, we introduce the notion of a monodromy (loop) matrix and determine how
it enters the transformation formulas for the extended frames, the holomorphic/meromorphic
frames and the associated families of Willmore immersions. It turns out that the transformation
formulas also involve some gauges. In particular, the transformation formula for the potentials
( differential one-forms generating all Willmore immersions in the loop group formalism) only
involves gauges.
Most natural symmetries of a surface are finite order “rotations”. We thus consider as
first applications of our general theory symmetries of finite order. This type of symmetry of a
Willmore surface is characterized in Section 4.2 by a very simple transformation behavior of its
potential. We end Section 4 with some examples, illustrating our results.
In section 5 we discuss the fundamental group as a group of symmetries. It turns out that if
we consider a Willmore immersion from a Riemann surface M into Sn+2, then such a Willmore
surface can be generated from an invariant potential. The potential can be chosen to be holo-
morphic, if M is non-compact and will be meromorphic if M is compact (of any genus). Thus
to generate a Willmore immersion of M one can start from some holomorphic/meromorphic
differential one-form on M and pull it back to the universal cover M˜ . The only additional prop-
erty still needed to obtain an immersion defined on M is a closing condition of the monodromy
matrices, which is usually only satisfied for a finite number of values of the loop parameter. In
particular, the fundamental group pi1(M) will actually generally act as a non-trivial group of
symmetries on almost all surfaces of the associated family. (The details can be found in section
5.)
In Section 6 we provide the proof the existence of invariant meromorphic potentials for
Willmore immersions from compact Riemann surfaces to Sn+2. This solves a longstanding
conjecture. The proof for the non-compact case can be taken almost verbatim from [8].
We end this paper by considering Willmore surfaces f : D → Sn+2 which induce complete
metrics. We show that in this case, for every symmetry R of f , there exists a conformal
automorphism γ of D such that f(γ.z) = Rf(z) holds for all z ∈ D.
Throughout this paper, by a ”surface” we mean a ”branched surface” unless stated explicitly
otherwise.
2 Review of basic notation and basic results
In [10] we have presented a detailed discussion of the basic loop group approach to the theory
of Willmore surfaces in spheres. In this introductory section we recall some notation and some
results and refer for more details to [10].
Let G be the connected, real, semi-simple non-compact matrix Lie group G = SO+(1, n+3).
Let G/K be the inner symmetric space defined by the involution σ : G→ G, given by σ = AdS˙,
where S˙ = diag(−I4, In) and K = Fix(G)
σ = SO+(1, 3)×SO(n), a connected, real, semi-simple
subgroup of SO+(1, n + 3). Note that G/K carries a left-invariant non-degenerate symmetric
bilinear form, derived from a bi-invariant metric (the Killing form) on G.
Let g = so(1, n + 3) and k = so(1, 3) × so(n) denote the Lie algebras of G and K respec-
tively. The involution σ induces a decomposition of g into eigenspaces, the (generalized) Cartan
decomposition
g = k⊕ p, with [k, k] ⊂ k, [k, p] ⊂ p, [p, p] ⊂ k.
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Let pi : G→ G/K denote the projection of G onto G/K.
Now let gC = so(1, n + 3,C) be the complexification of g and GC = SO(1, n + 3,C) the
connected complex (matrix) Lie group with Lie algebra gC. Let τ denote the complex anti-
holomorphic involution g → g¯ of GC. Then G = Fixτ (GC)0, where H◦ denotes the identity
component of the group H. The inner involution σ : G → G commutes with the complex
conjugation τ and extends to the complexified Lie group GC, σ : GC → GC. Then KC =
Fixσ(GC)0 is the smallest (connected) complex subgroup of GC containing K. The Lie algebra
of KC is kC = so(1, 3,C) × so(n,C).
2.1 Harmonic maps into symmetric spaces
Let G/K be the symmetric space above. Let F : M → G/K be a harmonic map from a
connected Riemann surface M . Let U ⊂ M be an open contractible subset. Then there exists
a frame F : U → G such that F = pi ◦ F . Let α denote the Maurer-Cartan form of F . Then α
satisfies the Maurer-Cartan equation and altogether we have
F−1dF = α, dα+
1
2
[α ∧ α] = 0.
Decomposing α with respect to g = k⊕ p we obtain
α = αk + αp, αk ∈ Γ(k⊗ T
∗M), αp ∈ Γ(p⊗ T ∗M).
Moreover, considering the complexification TMC = T ′M ⊕T ′′M , we decompose αp further into
the (1, 0)−part α′p and the (0, 1)−part α′′p . Set
αλ = λ
−1α′p + αk + λα
′′
p , λ ∈ S
1. (2.1)
Lemma 2.1. ([9]) The map F :M → G/K is harmonic if and only if
dαλ +
1
2
[αλ ∧ αλ] = 0, for all λ ∈ S
1. (2.2)
Definition 2.2. Let F : M → G/K be harmonic and αλ the differential one-form defined above.
Since, by the lemma, αλ satisfies the integrability condition (2.2), we consider on U ⊂ M the
solution F (z, λ), to the equation
dF (z, λ) = F (z, λ)αλ
with the initial condition F (z0, λ) = F (z0) ∈ K, where z0 ∈ U is a fixed base point. The map
F (z, λ) is called the extended frame of the harmonic map F normalized at the base point z = z0.
Note that it satisfies F (z, λ = 1) = F (z).
2.2 Loop groups, decomposition theorems, and the loop group method
For the construction of (new)Willmore surfaces in spheres we will employ the loop group method.
In this context we consider the twisted loop groups of G and GC and some of their frequently
occurring subgroups:
ΛGCσ = {γ : S
1 → GC | , σγ(λ) = γ(−λ), λ ∈ S1},
ΛGσ = {γ ∈ ΛG
C
σ | γ(λ) ∈ G, for all λ ∈ S
1},
ΩGσ = {γ ∈ ΛGσ | γ(1) = e},
Λ−∗ GCσ = {γ ∈ ΛGCσ | γ extends holomorphically to D∞, γ(∞) = e},
Λ+GCσ = {γ ∈ ΛG
C
σ | γ extends holomorphically to D0},
Λ+SG
C
σ = {γ ∈ ΛG
C
σ | γ(0) ∈ S},
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where D0 = {z ∈ C| |z| < 1}, D∞ = {z ∈ C| |z| > 1} and S is some subgroup of KC.
In [10] we have shown that there exists some closed, connected, solvable Lie subgroup S of
KC such that K × S → KC is a diffeomorphism onto the open subset K · S of KC.
If the group S is chosen to be S = (KC)0, then we write Λ±C G
C
σ .
We frequently use the following decomposition theorems.
Theorem 2.3. ([9], [20], [10].)
(i)(Iwasawa decomposition)
(1) (ΛGC)0σ =
⋃
δ∈Ξ(ΛG)
0
σ · δ · Λ
+GCσ ,
(2) There exist exactly two open Iwasawa cells in the connected loop group (ΛGCσ )
0, one given
by δ = e and the other one by δ = diag(−1, 1, 1, 1,−1, 1, 1, ..., 1).
(3) There exists a closed, connected solvable subgroup S ⊆ KC such that the multiplication
ΛG0σ × Λ
+
SG
C
σ → ΛG
C
σ is a real analytic diffeomorphism onto the open subset ΛG
0
σ · Λ
+
SG
C
σ ⊆
IUe ⊂ (ΛGCσ )0.
(ii)(Birkhoff decomposition)
(1) (ΛGC)0 =
⋃
Λ−C G
C
σ · ω · Λ
+
C G
C
σ where the ω’s are representatives of the double cosets .
(2) The multiplication Λ−∗ GCσ × Λ
+
C G
C
σ → ΛG
C
σ is an analytic diffeomorphism onto the open
and dense subset Λ−∗ GCσ · Λ
+
C G
C
σ ( big Birkhoff cell ).
For more details we refer to [10] and [17].
Loops which have a finite Fourier expansion are called algebraic loops and denoted by the
subscript “alg”, like ΛalgGσ , ΛalgG
C
σ , ΩalgGσ (see also [2], [15] and [11]). And we define
ΩkalgGσ := {γ ∈ ΩalgGσ|Ad(γ) =
∑
|j|≤k
λjTj} ⊂ ΩalgGσ. (2.3)
With the loop group decompositions as stated above, we obtain a construction scheme of
harmonic maps from a surface into G/K.
Theorem 2.4. [9], [10], [24]. Let D be a contractible open subset of C and z0 ∈ D a base point.
Let F : D → G/K be a harmonic map with F(z0) = eK. Then the associated family Fλ of F˜
can be lifted to a map F : D → ΛGσ, the extended frame of F , and we can assume w.l.g. that
F (z0, λ) = e holds. Under this assumption,
(1) The map F takes only values in IU ⊂ ΛGCσ .
(2) There exists a discrete subset D0 ⊂ D such that on D \D0 we have the decomposition
F (z, λ) = F−(z, λ)F+(z, λ),
where
F−(z, λ) ∈ Λ−∗ G
C
σ and F+(z, λ) ∈ Λ
+
C G
C
σ .
and F−(z, λ) is meromorphic in z ∈ D.
Moreover,
η = F−(z, λ)−1dF−(z, λ)
is a λ−1 · pC − valued meromorphic (1, 0)− form with poles at points of D0 only.
(3) Spelling out the converse procedure in detail we obtain: Let η be a λ−1 · pC − valued
meromorphic (1, 0)− form for which the solution to the ODE
F−(z, λ)−1dF−(z, λ) = η, F−(z0, λ) = e, (2.4)
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is meromorphic on D, with D0 as set of possible poles. Then on the open set DI = {z ∈
D\D0;F (z, λ) ∈ I
U} we define locally F˜ (z, λ) via the factorization IU = (ΛGσ)o ·Λ+SG
C
σ ⊂ ΛG
C
σ :
F−(z, λ) = F˜ (z, λ)F˜+(z, λ)−1. (2.5)
This way one obtains locally an extended frame
F˜ (z, λ) = F−(z, λ)F˜+(z, λ)
of some harmonic map from DI to G/K.
(4) Any harmonic map F : D→ G/K can be derived from a λ−1 · pC − valued meromorphic
(1, 0)− form η on D. Moreover, the two constructions outlined above are inverse to each other
(on appropriate domains of definition), if normalizations at some base point are used.
Remark 2.5. The restriction above to “local” factorizations has two reasons: one is that there
may be singularities due to the poles in the potentials and the second is that the factorization
(2.5) will not be unique in general. In the latter case the ambiguity is removed when descending
to the harmonic map. Unfortunately, there is yet another reason for a singularity: it will occur,
when the solution F−(z, λ) leaves the open set IU . Also in this case it can happen that the
associated harmonic map is non-singular. But in general singularities will remain. Therefore,
for concrete examples one needs to make sure that no singularities occur.
Definition 2.6. [9], [24]. The λ−1 ·pC− valued meromorphic (1, 0) form η is called the normal-
ized potential for the harmonic map F with the point z0 as the reference point. And F−(z, λ)
given above is called the meromorphic extended frame.
The normalized potential is uniquely determined, if some base point on M is fixed and the
frames are normalized to e at the base point. The normalized potential is usually meromorphic
in z.
In many applications it is much more convenient to use potentials which have a Fourier
expansion containing more than one power of λ. And when permitting many (maybe infinitely
many) powers of λ, one can even frequently obtain holomorphic coefficients.
Theorem 2.7. [9], [10]. Let D be a contractible open subset of C. Let F (z, λ) be the frame of
some harmonic map into G/K. Then there exists some V+ ∈ Λ
+GCσ such that C(z, λ) = FV+
is holomorphic in z ∈ D and in λ ∈ C∗. Then the Maurer-Cartan form η = C−1dC of C is a
holomorphic (1, 0)−form on D and it is easy to verify that λη is holomorphic for λ ∈ C.
Conversely, Let η ∈ ΛgCσ be a holomorphic (1, 0)− form such that λη is holomorphic for
λ ∈ C, then by the same steps as in Theorem 2.4 we obtain a harmonic map F : D→ G/K.
The matrix function C(z, λ) associated with a holomorphic (1, 0)− form η as in the theorem
will be called the holomorphic extended frame of the harmonic map F .
In [23], an explicit formula is obtained for a generic isotropic Willmore surface in S4. We
state the result below and use it to produce the examples presented in the following section.
Theorem 2.8. [23] Let
η = λ−1
(
0 Bˆ1
−Bˆ1I1,3 0
)
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with
Bˆ1 =
1
2


i(f ′3 − f
′
2) −(f
′
3 − f
′
2)
i(f ′3 + f
′
2) −(f
′
3 + f
′
2)
f ′4 − f
′
1 i(f
′
4 − f
′
1)
i(f ′4 + f
′
1) −(f
′
4 + f
′
1)

 , f ′1f ′4 + f ′2f ′3 = 0. (2.6)
Then the corresponding Willmore surface is of the form
Y1 =|f
′
1|
2


(1 + |f2|
2 + |f4|
2)
1− |f2|
2 + |f4|
2
−i(−f¯2f4 + f2f¯4)
−(f¯2f4 + f2f¯4)
i(f¯2 − f2)
(f¯2 + f2)


+ |f ′2|
2


(1 + |f1|
2 + |f3|
2)
−(1 + |f1|
2 − |f3|
2)
i(−f¯1f3 + f1f¯3)
f¯1f3 + f1f¯3
i(f3 − f¯3)
−(f3 + f¯3)


+ f ′1f¯
′
2


−f¯1f2 + f¯3f4
f¯1f2 + f¯3f4
−i(1 + f¯1f4 + f2f¯3)
−(1− f¯1f4 + f2f¯3)
i(−f¯1 + f4)
−(f¯1 + f4)


+ f¯ ′1f
′
2


−f¯1f2 + f¯3f4
f¯1f2 + f¯3f4
−i(1 + f¯1f4 + f2f¯3)
−(1− f¯1f4 + f2f¯3)
i(−f¯1 + f4)
−(f¯1 + f4)


.
(2.7)
and
Yλ =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 λ+λ
−1
2
λ−λ−1
−2i
0 0 0 0 λ−λ
−1
2i
λ+λ−1
2


· Y1 (2.8)
when f ′1f
′
2 6≡ 0 .
3 Willmore immersions with symmetries
Let y : M → Sn+2 be a Willmore immersion from a Riemann surface M to Sn+2 (Here we
follow the treatment in [10]). Assume that R is a conformal transformation of Sn+2, considered
as a linear transformation of Rn+41 , i.e., R ∈ O
+(1, n + 3). Assume R(y(M)) = y(M). Then R
expresses some “symmetry” of y and M .
Theorem 3.1. Let M be a simply connected Riemann surface and y : M → Sn+2 a Willmore
surface. Let R be a conformal transformation of Sn+2 satisfying Ry(M) = y(M) and preserving
the orientation of y. Assume moreover, that the metric induced on M by y is complete, then
there exists some conformal transformation γ of M with respect to the induced metric such that
y(γ.p) = [Y (γ.p)] = [RY (p)] = Ry(p) for all p ∈M. (3.1)
Moreover, γ is a holomorphic automorphism of M if R induces an orientation preserving sym-
metry of y. γ is an anti-holomorphic automorphism of M if R induces an orientation preserving
symmetry of y.
Proof. See Section 7.
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From Theorem 3.1, since detR can be either 1 or −1, there are four cases concerning the
symmetry (R, γ):
1. detR = 1 and γ is a holomorphic automorphism of M .
2. detR = −1 and γ is a holomorphic automorphism of M .
3. detR = 1 and γ is an anti-holomorphic automorphism of M .
4. detR = −1 and γ is an anti-holomorphic automorphism of M .
In the next section, we will deduce a general theory for the first two cases, i.e, the Willmore
immersions with orientation preserving symmetries. For the Willmore immersions with orienta-
tion reversing symmetries, including non-orientable Willmore surfaces, we will deal with in the
second paper.
4 Willmore immersions with orientation preserving symmetries
4.1 The general case
Among all Willmore immersions into Sn+2, those with symmetries are of interest in many cases.
Also fundamental groups induce symmetries: if y : M → Sn+2 is a Willmore immersion and
pi1(M) 6= {1}, then pi1(M) acts as a group of symmetries on all yλ, and in general this action is
non-trivial.
In this subsection we will briefly outline the general theory of symmetries of Willmore im-
mersions and in the following sections we will present some applications.
In view of Theorem 3.1, if we talk about an orientation preserving symmetry of some Will-
more immersion we always mean a pair (γ,R) as above. Actually, it is not necessary here to
assume that M is simply connected nor that the induced metric is complete. However, in most
cases it is convenient to consider the universal cover M˜ of M .
Moreover, by (3.1), there exists some function ς = ς(p) such that
Y (γ.p) = ς · RY (p).
Therefore,
{Y (γ.p), Y (γ.p)z , Y (γ.p)z¯ , Y (γ.p)zz¯} ⊂ SpancC{RY (p), RY (p)z, RY (p)z¯, RY (p)zz¯}.
Together with the definition of the conformal Gauss map (See Section 2 of [10]), we obtain
f(γ(p)) = Rˆf(p). (4.1)
On the other hand, there exists a special kind of Willmore surfaces named S-Willmore
surfaces by Ejiri. As stated in Definition 2.8 of [10] we use the equivalent definition that S-
Willmore surfaces are exactly those Willmore surfaces which admit a dual (Willmore) surface
([1], [13], [18]). Minimal surfaces in Riemannian space forms provide standard examples of S-
Willmore surfaces. For an S-Willmore surface y, when its dual yˆ is an immersion, then, since y
and yˆ share the same conformal Gauss map, it is possible that there exists some R ∈ O+(1, n+3)
such that
Yˆ (γ(p)) = RY (p), (4.2)
for some holomorphic automorphism γ : M → M . In this case, on the conformal Gauss map
level we obtain
f(γ(p)) = fˆ(γ(p)) = Rˆf(p). (4.3)
Note that in this case the symmetry of the conformal Gauss map does not stem from a symmetry
of some Willmore immersion.
Altogether we have proven the following
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Theorem 4.1. Let y : M → Sn+2 be a Willmore immersion and (γ,R) a symmetry of y as in
(3.1) or let R be a map relating y to its dual surface yˆ as stated in (4.2). Then the conformal
Gauss map f of y satisfies
f(γ(p)) = Rˆf(p) (4.4)
where Rˆ denotes the isometry of the symmetric space SO+(1, n+3)/SO+(1, 3)× SO(n), which
is induced by R considered as an element of the Lorentz group O+(1, n + 3).
Symmetries have been investigated for many types of harmonic maps. Next we consider
symmetries defined on contractible domains. The case of S2 and more general surfaces will be
considered at the end of this section. In our case we obtain
Theorem 4.2. Let D be contractible and let f : D → SO+(1, n + 3)/SO+(1, 3) × SO(n) be a
harmonic map with symmetry
(
γ, Rˆ
)
. Let F denote the moving frame associated with f as in
Section 2 of [10]. Then there exists some k : D→ SO+(1, 3) ×O(n) such that
γ∗F (p) = RF (p)k(p), (4.5)
Moreover det k(p) = detR = ±1.
Proof. This follows directly from (4.4). The statement that k(p) takes value in SO+(1, 3)×O(n)
comes from the orientation preserving property of γ.
Remark 4.3. Above and in many cases we do not choose a specific frame F . Therefore we cannot
say much about k(z, z¯). However, if we choose the frame as in [10], Proposition 2.2, then one
can compute the SO+(1, 3)−part of k explicitly.
To be concrete, we note first γ∗Y = eτRY for some function τ . So we obtain
γ∗(Yz) =
(
dγ
dz
)−1
(τze
τRY + eτRYz),
from which we infer dγ
dz
= eτ+iθ for some real function θ, and
γ∗e1 = Re1 cos θ −Re2 sin θ + aRY, γ∗e2 = Re1 sin θ +Re2 cos θ + bRY,
γ∗N = e−τ (RN + aγ∗e1 + bγ∗e2 + (a2 + b2)RY ),
with e1 = Yz + Yz¯, e1 = −i(Yz − Yz¯) and a− ib = 2e
−iθτz. So we obtain
γ∗F (z, z¯) = F (z, z¯)k, k =
(
k1 0
0 k2
)
, (4.6)
with
k1 =


eτ+e−τ (a2+b2)+e−τ
2
−eτ+e−τ (a2+b2)+e−τ
2
a√
2
b√
2
−eτ−e−τ (a2+b2)+e−τ
2
eτ−e−τ (a2+b2)+e−τ
2 −
a√
2
− b√
2
e−τ (a cos θ+b sin θ)√
2
e−τ (a cos θ+b sin θ)√
2
cos θ sin θ
e−τ (b cos θ−a sin θ)√
2
e−τ (b cos θ−a sin θ)√
2
− sin θ cos θ


. (4.7)
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Note that the symmetry equation for F above implies
γ∗α = k−1αk + k−1dk. (4.8)
So
γ∗α′p = k
−1α′pk, γ
∗α′′p = k
−1α′′pk, γ
∗αk = k−1αkk + k−1dk.
Recalling how the spectral parameter was introduced in (2.1), it follows
γ∗αλ = k−1αλk + k−1dk. (4.9)
From this we obtain (see also e.g. [6], [7])
Theorem 4.4. Let D be contractible and (γ, Rˆ) a symmetry of the harmonic map f : D →
SO+(1, n+ 3)/SO+(1, 3)× SO(n), where Rˆ is induced by R ∈ O+(1, n+ 3). Let F (z, z¯, λ) be a
lift of f satisfying the initial condition F (0, 0, λ) = I. Then there exists some χ(λ) such that
γ∗F (z, z¯, λ) = χ(λ)F (z, z¯, λ)k(z, z¯), (4.10)
where k : D→ SO+(1, 3) ×O(n) is independent of λ. Moreover, χ ∈ (ΛSO+(1, n + 3)σ)
0 when
detR = 1, and χP˜ ∈ (ΛSO+(1, n+3)σ)
0 with P˜ = diag(1, 1, 1, 1,−1, 1, · · · , 1) when detR = −1.
Proof. Since D is contractible, the system of partial differential equations
dF (z, z¯, λ) = F (z, z¯, λ)αλ
has a solution on all of D. By (4.9) it is clear that γ∗F (z, z¯, λ) and F (z, z¯, λ)k(z, z¯) solve
the same PDE-system. Hence there exists some χ such that (4.10) holds. The right factor
of equation (4.10) is obviously the same as for the case λ = 1. Since we have normalized
F (z, z¯, λ) to satisfy F (0, 0, λ) = I, equation (4.10) implies χ(λ) = F (γ.(0, 0), λ)k(0, 0)−1 . In
particular, χ(λ) ∈ (ΛSO+(1, n + 3)σ)
0 when detR = 1, and χ · P˜ ∈ (ΛSO+(1, n + 3)σ)
0 with
P˜ = diag(1, 1, 1, 1,−1, 1, · · · , 1) when detR = −1.
The matrix χ will be called a monodromy matrix (of γ).
To determine how the normalized potential behaves under the action of symmetries we
perform a Birkhoff decomposition of Fλ = F−F+ (away from some discrete subset) and obtain:
Theorem 4.5. Let D be contractible and f : D → SO+(1, n + 3)/SO+(1, 3) × SO(n) be a
harmonic map with symmetry (γ,R). Then for F− we have
γ∗F− = χF−V+ (4.11)
for χ as above and some V+. Moreover V+ ∈ Λ
+SO+(1, n + 3,C)σ if detχ = 1, and V+P˜ ∈
Λ+SO+(1, n + 3,C)σ if detχ = −1. For the normalized potential η of f we obtain
γ∗η = V −1+ ηV+ + V
−1
+ dV+. (4.12)
Proof. First, from Theorem 4.4, we have
γ∗Fλ = χFλk.
Therefore
γ∗F− = χFλk(γ∗F+)−1 = χF−F+k(γ∗F+)−1 = χF−V+,
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with
V+ = F+k(γ
∗F+)−1 ∈ Λ+SO+(1, n + 3,C)σ if det k = 1,
and
V+P˜ ∈ Λ
+SO+(1, n + 3,C)σ if det k = −1.
As a consequence, we obtain
γ∗η = (γ∗F−)−1d(γ∗F−) = V −1+ ηV+ + V
−1
+ dV+.
In general equation (4.12) is a very complicated equation. Even if one uses, where this is
possible, a holomorphic potential in place of the normalized potential, the situation will, in
general, be equally complicated. Hence it is important to know that, by some clever choice of
the potential, one can assume V+ = I, if the symmetry belongs to the fundamental group of
some surface M . Thus we will not miss any examples by starting from nice potentials. We will
discuss this in more detail below.
For our applications it will be important to have the following theorem
Theorem 4.6. Let D be contractible and assume that η is a potential for some harmonic map f :
D→ SO+(1, n+3)/SO+(1, 3)×SO(n). Assume moreover that γ is a conformal automorphism of
D and that equation (4.12) holds for some V+ ∈ Λ
+SO+(1, n+3,C)σ)
0 (or P˜ V+ ∈ Λ
+SO+(1, n+
3,C)σ)
0). Then there exists some ρ(λ) ∈ (ΛSO+(1, n + 3,C)σ)
0 (or ρ(λ)P˜ ∈ (ΛSO+(1, n +
3,C)σ)
0) such that for the solution C to the equation
dC = Cη, C(z = 0, λ) = I
satisfies
γ∗C = ρCV+. (4.13)
Moreover, γ induces a symmetry of the harmonic map f associated with η if and only if V+
and ρ as above can be chosen such that ρ(λ) ∈ (ΛSO+(1, n + 3)σ)
0 (or ρ(λ)P˜ ∈ (ΛSO+(1, n +
3)σ)
0) and (4.13) holds. In this case γ induces the symmetry
γ∗f = ρ(λ)f (4.14)
of the harmonic map f .
Proof. Since γ∗C and CV+ satisfy the same ODE by (the proof of ) (4.11), they only differ by
some matrix ρ ∈ ΛSO+(1, n+3,C)σ which does not depend on z nor z¯. Since C, γ
∗C and V+ are
contained in the connected component of our loop group, also the matrix ρ(λ) is contained in the
this group. We have seen in Theorem 4.4 that ρ ∈ (ΛSO+(1, n+ 3)σ)
0, if γ is associated with a
symmetry. Conversely, if we can choose ρ to be in this group, then in the Iwasawa decomposition
F = CW+ we obtain γ
∗F = ρFL+, where, by our assumption, L+ ∈ (ΛSO+(1, n+3)σ)0. Hence
L+ is independent of λ and contained in K. Now γ
∗f = ρf follows.
Remark 4.7. The choice of ρ above is in some cases not unique, since it can happen that there
exists some β(λ) such that βF = FS+ ( non-trivial ”isotropy of the dressing action” ). In this
case one can choose ρ, but equally well ρβ, as monodromy matrix.
So far we have only considered harmonic maps defined on contractible domains. But it is
easy to extend the discussion to Riemann surfacesM which are either non-compact or of positive
genus.
The following result can be proven as in [9], [5], [6].
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Theorem 4.8. Let M be a Riemann surface which is either non-compact or compact of positive
genus.
(1) Let F : M → G/K be a harmonic map and F˜ its lift to the universal cover M˜ . Then
there exists a normalized potential and a holomorphic potential for F , namely the corresponding
potentials for F˜ . Moreover, these potentials satisfy (4.12) for every g ∈ pi1(M).
(2) Conversely, starting from some potential producing a harmonic map F˜ from M˜ to G/K
and satisfying (4.12) for every γ ∈ pi1(M), one obtains a harmonic map F on M if and only if
(2a) The monodromy matrices χ(g, λ) associated with g ∈ pi1(M), considered as automor-
phisms of M˜ , are elements of (ΛGσ)
0.
(2b) There exists some λ0 ∈ S
1 such that χ(g, λ0) = I for all g ∈ pi1(M), i.e.
F (g.z, g.z, λ = λ0) = χ(g, λ = λ0)F (z, z¯, λ = λ0)
= F (z, z¯, λ = λ0)mod K
(4.15)
for all g ∈ pi1(M).
Note that in these cases, detχ will always be 1.
To include the case M = S2 we note that the discussion of symmetries carried out above
also applies to harmonic maps from S2 to our symmetric space G/K, since we know
Theorem 4.9. [10] Every harmonic map from S2 to any inner symmetric space G/K can be
obtained from some meromorphic normalized potential.
Remark 4.10. When considering an orientation preserving symmetry of a harmonic map f :
S2 → G/K, f(γ.z) = Rf(z), we know that the holomorphic automorphism γ of S2 has a fixed
point z0. Hence we can consider C ∼= S
2 \ {z0} and apply results obtained for non-compact
domains.
From Theorem 3.1 we know that a Willmore two-sphere y with symmetry R induces a
conformal automorphism γ of S2 and the remark just above applies.
If one has a harmonic map from C, how can one say that whether does it come from a
harmonic map from S2 or not? First we note that from Theorem 4.9 and the proof in [10],
one will see that the holomorphic functions of the normalized potential η are in fact all rational
functions (on S2), and the integration of dF− = F−η, F−(z0, λ) = I, are also meromorphic on
S2. These two conditions are exactly the condition to ensure that the harmonic map is defined
on S2.
Finally, in the context of Willmore surfaces the discussion above only concerns symmetries
of the harmonic conformal Gauss map of some Willmore immersion. But this induces directly
a statement about the symmetries of Willmore surfaces.
Theorem 4.11. With the notation of the previous theorem, if the conformally harmonic map
f induces a unique Willmore surface y = [Y ] into Sn+2 (i.e., y is either not S-Willmore or the
dual surface of y reduces to a point), then equation (4.14) induces the symmetry,
γ∗y = [γ∗Y ] = [χ(λ)Y ]. (4.16)
If f induces a pair of dual Willmore surfaces y = [Y ] and yˆ = [Yˆ ] into Sn+2 then equation
(4.14) induces the symmetry
γ∗y := [γ∗Y ] = [χ(λ)Y ], or γ∗yˆ := [γ∗Y ] = [χ(λ)Y ]. (4.17)
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Proof. We only need to prove the second claim. So let Y be a lift of y with f as its conformal
Gauss map. Let yˆ = [Yˆ ] denote the (non-degenerate) dual surface of y. Let F be a local lift of
f with its Maurer-Cartan form α = F−1dF of the form stated in Proposition 2.2 of [10]. Then
we obtain pi0(F ) = [Y ] = y from Proposition 2.2 of [10]. Now from the proof of Theorem 4.5,
one derives that γ∗F = χ(λ)Fk for some k = k(z, z¯). As a consequence,
(γ∗(Fk−1))−1d(γ∗(Fk−1)) = (χ(λ)F )−1d(χ(λ)F ) = F−1dF = α.
Therefore, since
f = F mod K = (Fk−1) mod K,
the map γ∗f is the conformal Gauss map of pi0(γ∗(Fk−1)) =pi0(χ(λ)F ) = [χ(λ)Y ] = χ(λ)y. On
the other hand, γ∗f is the conformal Gauss map of γ∗y and also of γ∗yˆ and since there exist only
two Willmore surfaces with the same conformal Gauss map ([13], [18]), the claim follows.
4.2 Willmore immersions admitting finite order symmetries
The incorporation of symmetries into the loop group formalism is generally not easy. However,
there are a few cases where this is relatively easy to accomplish. In this subsection we consider
Willmore immersions and associated (conformally) harmonic maps defined on some simply con-
nected Riemann surface M˜ and assume that we have some symmetry (γ,R) of finite order, i.e.
we assume γn = Id and Rn = I for some positive integer n. Moreover, in all cases γ has a fixed
point in M˜ .
We claim
Theorem 4.12. Let y : M˜ → Sn+2 be a Willmore immersion and let (γ,R) be a symmetry
of y of finite order. Let z0 denote a fixed point of γ. Then there exists an extended frame F ,
normalized to F (z0, λ) = I, of the conformal Gauss map associated with y such that for all
z ∈ M˜ we have the identity
F (γ.z, λ) = TF (z, λ)T−1, (4.18)
where T ∈ K ⊂ SO+(1, n + 3) if detR = 1 and T P˜ ∈ K ⊂ SO+(1, n + 3) if detR = −1.
Moreover, if F = F−L+ denotes the Birkhoff splitting of F , then we have
F−(γ.z, λ) = TF−(z, λ)T−1 (4.19)
and for the Maurer-Cartan form η of F−, i.e. the normalized potential of the conformal Gauss
map of y, we obtain
η(γ.z, λ) = Tη(z, λ)T−1. (4.20)
Conversely, if we start from some normalized potential η satisfying (4.20) for some finite order
symmetry (γ,R), then the solution to the ode dC = Cη, C(z0, λ) = I, where z0 denotes a fixed
point of γ, satisfies (4.19) and the corresponding frame F , obtained from C by the (locally)
unique Iwasawa splitting, satisfies (4.18). From this we obtain
f(γ.z, λ) = Tf(z, λ) (4.21)
and, if f induces a Willmore immersion y, then y inherits the symmetry in Theorem 4.11.
Proof. By Theorem 4.4 we know F (γ.z, λ) = χ(γ, λ)F (z, λ)k(γ, z) with χ(γ, λ) ∈ ΛSO+(1, n +
3)◦σ if detR = 1 and (χ(γ, λ) · P˜ ) ∈ ΛSO+(1, n + 3)◦σ if detR = −1.
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Evaluating at z = z0 which we choose to be 0, we obtain
I = F (0, λ) = F (γ.0, λ) = χ(γ, λ)F (0, λ)k(γ, 0) = χ(γ, λ)k(γ, 0).
This shows
χ(γ, λ) = k(γ, 0)−1 = T
and implies that χ is independent of z and of λ. Performing a Birkhoff decomposition F = F−W+
we obtain
F−(γ.z, λ)W+(γ.z, λ) = F (γ.z, λ) = TF (z, λ)k(γ, z) = TF−(z, λ)T−1 · TW+(z, λ)k(γ, z)
from which, together with the initial condition, we infer
F−(γ.z, λ) = TF−(z, λ)T−1, and W+(γ.z, λ) = TW+(z, λ)k(γ, z).
Splitting off the leading term W0 of W+ we obtain W+ =W++W0. The equation above now
yields the relations
W++ ◦ γ = TW++T
−1 and W0 ◦ γ = TW0k.
Writing
W0 = diag(W1,W2) ∈ SO(1, 3,C) ×O(n,C),
we can decompose W0 = sWˆ0 with s = diag(s1, s2) ∈ SO(1, 3,C) × O(n,C) and Wˆ1 =
diag(Wˆ1, Wˆ2) ∈ SO(1, 3,C) × O(n,C) such that Wˆ1 ∈ SO(1, 3), Wˆ2 ∈ O(n), s1 ∈ S (see
Theorem 4.5 in [10]) and s2 in some Borel subgroup of O(n,C). Note that now W1 = s1Wˆ1 and
W2 = s2Wˆ2. Since T is of the form T = (T1, T2) and since conjugation by T leaves the group S
of Theorem 4.5 in [10] invariant, we conclude further
s ◦ γ = TsT−1 and Wˆ0 ◦ γ = TWˆ0k.
So
Wˆ−10 ◦ γ = (TWˆ0k)
−1 = k−1Wˆ−10 T
−1.
Next we replace F with Fˆ = FWˆ0
−1
and obtain by a direct computation
Fˆ ◦ γ = (F ◦ γ) · (Wˆ0
−1
◦ γ) = TFk · k−1Wˆ0
−1
T−1 = T FˆT−1.
Checking the construction above step by step one observes that Fˆ (0, λ) = I holds.
For the converse it suffices to split C = FW+ locally such that W0 ∈ S, which is possible
by Theorem 4.5 in [10]. Hence locally we obtain γ∗F = TFT−1. Since f is real analytic, we see
that γ∗F = TFT−1 holds globally.
Remark 4.13. Most Willmore surfaces do not have any symmetries at all. We have investigated
the case of finite order symmetries above. Of course, there also exist Willmore surfaces which
have symmetries of infinite order. Even 1-parameter groups of symmetries occur (”equivariant
Willmore surfaces”) as well as the cases of two-dimensional and three-dimensional symmetry
groups. These cases need a separate treatment. But just as an illustration of what can happen
we list below an equivariant example.
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4.3 Some examples
Example 4.14. Let
η = λ−1
(
0 Bˆ1
−Bˆt1I1,3 0
)
dz, with Bˆ1 =
1
2


−i 1
i −1
−z −iz
iz −z

 .
That is, f1 =
z2
2 , f2 = z, and f3 = f4 = 0, in Theorem 2.8. By (2.7), we see that The
corresponding associated family of Willmore surfaces is (r = |z|)
yλ =
1
1 + 1
4r2
+ r
2
4
(
1−
1
4r2
−
r2
4
,
i(z − z¯)
2r2
,
z + z¯
2r2
, −
i(λ−1z − λz¯)
2
,
λ−1z + λz¯
2
)t
. (4.22)
For each λ ∈ S1, yλ is an embedded Willmore sphere in S
4 with Willmore energy W (yλ) = 4pi
and yλ is conformally equivalent to the minimal graph
xλ =
(
i(z − z¯)
2r2
,
z + z¯
2r2
, −
i(λ−1z − λz¯)
2
,
λ−1z + λz¯
2
)t
(4.23)
in R4.
Note that η has a symmetry (γˇ, T ) of order two
η(γˇ.z) := η(−z) = TηT−1.
with T = diag{1, 1,−1,−1,−1,−1} and γˇ(z) = −z. The symmetry (γˇ, T ) yields
F (γˇ.z, λ) = TF (z, λ)T−1.
Deriving yλ from F as in (8) of [10] we obtain
yλ(γˇ.z) = T1yλ,
with T1 = diag{1,−1,−1,−1,−1}.
Example 4.15. ([10], Theorem 5.12) Let
η = λ−1
(
0 Bˆ1
−Bˆt1I1,3 0
)
dz, with Bˆ1 =
1
2


2iz −2z −i 1
−2iz 2z −i 1
−2 −2i −z −iz
2i −2 −iz z

 .
The associated family of Willmore two-spheres xλ, λ ∈ S
1, corresponding to η, is
xλ =
1(
1 + r2 + 5r
4
4 +
4r6
9 +
r8
36
)


(
1− r2 − 3r
4
4 +
4r6
9 −
r8
36
)
−i
(
z − z¯)(1 + r
6
9 )
)
(
z + z¯)(1 + r
6
9 )
)
−i
(
(λ−1z2 − λz¯2)(1− r
4
12)
)
(
(λ−1z2 + λz¯2)(1− r
4
12 )
)
−i r
2
2 (λ
−1z − λz¯)(1 + 4r
2
3 )
r2
2 (λ
−1z + λz¯)(1 + 4r
2
3 )


, r = |z|. (4.24)
14
xλ is a Willmore sphere in S
6, which is non S-Willmore, full, and totally isotropic.
η has a symmetry (γˇ, T ) of order two
η(γˇ.z) := η(−z) = TηT−1.
with T = diag{1, 1,−1,−1, 1, 1,−1,−1} and γˇ(z) = −z. The symmetry (γˇ, T ) yields
F (γˇ.z, λ) = TF (z, λ)T−1.
Deriving xλ from F as in (8) of [10] we obtain
xλ(γˇ.z) = T1xλ,
with T1 = diag{1,−1,−1, 1, 1,−1,−1}.
The examples above inherit more symmetries. In fact they admit a one parameter group
symmetries, which will be discussed as equivariant Willmore surfaces in other publications.
Below we will see a Willmore surface with a three fold symmetry ( and not equivariant).
Example 4.16. Set
f1 = −
z3
3
, f2 = z
4(1 + z3), f3 = z(1 + z
3), f4 = 2z
2 +
23z5
5
+
7
2
z8. (4.25)
It is not hard to verify that f ′1f
′
4 + f
′
2f
′
3 = 0. Substituting in (2.7), we will obtain a Willmore
surface of three fold symmetry. To be concrete, let
γˇ(z) = eiθ1z, and Tθ =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 cos θ1 sin θ1 0 0
0 0 − sin θ1 cos θ1 0 0
0 0 0 0 cos θ1 sin θ1
0 0 0 0 − sin θ1 cos θ1


, with θ1 =
2pi
3
. (4.26)
It is easy to see that
η(γˇ.z) = Tθη(z)T
−1
θ .
As a consequence, γˇ induces a symmetry on Y1 as γˇ
∗Y1 = TθY1.
Remark 4.17. The examples above show that it is possible to compute at least some examples
quite explicitly. The general picture has, of course, more parameters and needs more computa-
tion.
The example below shows that it can happen that for R ∈ O+(1, n+3) with detR = −1 there
exists some Willmore immersion y satisfying Ry(M) = y(M) such that onM the transformation
R induces an orientation preserving automorphism.
Example 4.18. Let
x = Re
(
z2
2
−
z4
12
,
iz2
2
+
iz4
12
,
z3
3
,−
iz
2
+
iz5
30
,
z
2
+
z5
30
)t
. (4.27)
It is a minimal surface in R5 and hence a Willmore surface in S5. Set
γ(z) = −z, and Rˇ1 = diag(1, 1,−1,−1,−1).
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Then we have
x(γ(z)) = Rˇ1x, and det Rˇ1 = −1.
Moreover, x has the lift
Y =
(
1 + |x|2
2
,
1− |x|2
2
, x
)
.
It is easy to see that we obtain
γ∗Y = Rˇ · Y with Rˇ = diag(1, 1, 1, 1,−1,−1,−1), and det Rˇ = −1.
Example 4.19. Let’s consider the differential 1-form η = Ddz on C, where
D = λ−1D−1 +D0 + λD1 ∈ Λso(1, 3 + n)σ. (4.28)
Then η is a holomorphic potential of some harmonic map into G/K with G = SO+(1, n + 3)
and K = SO+(1, 3) × SO(n). This harmonic map will be associated with a Willmore surface if
D(λ = 1) has the form given for α in Proposition 2.2 of [10] with the additional property that
for the coefficients D0,13 and D0,23 of D0 one has D0,13 +D0,23 6= 0.
Putting C(z, λ) = exp(zD) and χ(t, λ) = exp(tD) we obtain trivially C(z, λ) = I the
equation
C(z + t, λ) = χ(t, λ)C(z, λ) (4.29)
Since we have assumed that D is real, D ∈ Λso(1, 3 + n)σ, it is obvious that χ(t, λ) ∈
ΛSO+(1, n + 3)σ . This implies that the Willmore surface yλ associated with η has the sym-
metries (gt, χ(t, λ), t ∈ R. In particular, for the surface y we obtain the 1-parameter group
(gt, exp(tD(λ = 1)) of symmetries.
For CMC-surfaces in R3 one obtains this way the associated family of Delaunay surfaces.
We are therefore interested in closing conditions.
Theorem 4.20. [12] Consider the differential 1-form η = Ddz on C, where
D = λ−1D−1 +D0 + λD1 ∈ Λso(1, 3 + n)σ (4.30)
has the same form as the Maurer-Cartan form αλ in Proposition 2.2 of [10], and where the
coefficients D0,13 and D0,23 of D0 satisfy D0,13 +D0,23 6= 0.
Then
(1) The potential η induces a Willmore surface y into Sn+2
(2) The Willmore surface y has the one-parameter group of symmetries, (gt, exp(tD(λ = 1)),
where gt(z) = z + t. In particular, y is an equivariant Willmore surface.
(3) If exp(2piD(λ = 1)) = I, then the Willmore surface y descends to a Willmore surface
from the cylinder C/2piZ to Sn+2.
Note that the continuous family of symmetries contains, in particular, also symmetries of
infinite order.
Remark 4.21. The natural generalization of the usual use of notation would call the examples
above “equivariant cylinders”. It would be very interesting to determine, similar to many other
surface classes, all equivariant tori.
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5 Willmore immersions from surfaces with non-trivial funda-
mental group
5.1 Symmetries induced by the fundamental group of a Riemann surface
So far we have discussed how to construct Willmore surfaces, defined on a simply-connected
domain, which admit some symmetry. This symmetry generally shows up in every element of
the associated family.
A particularly interesting case is given by the groups of symmetries induced by the funda-
mental group of some Riemann surface.
LetM be a Riemann surface, different from S2, and let pi1(M) denote the fundamental group
of M . Since we exclude in this subsection the case M = S2 we know that the universal cover
D = M˜ ofM is a contractible open subset of C and pi1(M) acts on D by Moebius transformations.
Then Γ = {(γ, e), γ ∈ pi1(M)}, where e is the identity operation on S
n+2, is for any Willmore
surface y : M → G/K a group of symmetries for y˜ : M˜ → G/K as well as for the corresponding
(conformally) harmonic Gauss map f˜ .
As a consequence, Γ is a group of symmetries for each member y˜λ and f˜λ of the corresponding
associated families. In particular, for every (γ, e) ∈ Γ there exists some χ(γ, λ) such that
γ∗F˜ (z, z¯, λ) = χ(γ, λ)F˜ (z, z¯, λ)k(z, z¯), (5.1)
and
γ∗f˜(z, z¯, λ) = χ(γ, λ)f˜(z, z¯, λ), (5.2)
and also
γ∗y˜(z, z¯, λ) = χ(γ, λ)y˜(z, z¯, λ). (5.3)
Of course, also the corresponding formula for the transformation behavior of the normalized
potential of f˜ holds as well. In particular, for general λ ∈ S1, all transformation formulas are as
in the general case. However, for λ = 1 the formulas simplify, since in this case χ(γ, λ = 1) = I
for every γ ∈ pi1(M). In this case y˜ and f˜ are invariant under the action of pi1(M) and F˜
basically also is.
It is natural to ask whether for every Riemann surface M and every harmonic map from M
to G/K there does exist some potential η˜ on D which generates the given harmonic maps and
is invariant under the action of pi1(M).
It turns out that this is indeed the case (including the case M = S2).
Theorem 5.1. LetM be a Riemann surface Let f˜ : D = M˜ → G/K = SO+(1, n+3)/SO+(1, 3)×
SO(n) denote a harmonic map. Then
(1) If M is non-compact, then there exists a holomorphic potential η on D generating f˜ ,
whence also generating f , which is invariant under the action of pi1(M), i.e. γ
∗η = η holds for
all γ ∈ pi1(M).
(2) If M is compact, then there exists a meromorphic potential η on D generating f˜ , whence
also generating f , which is invariant under the action of pi1(M), i.e. γ
∗η = η holds for all
γ ∈ pi1(M).
Proof. The proof of (1) is as in [8] and the proof of (2) is in the next section.
Applying this result to the conformal Gauss map of some Willmore immersion we obtain
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Corollary 5.2. Let M be a Riemann surface, y :M → Sn+2 a Willmore immersion into Sn+2.
Then
(1) If M is non-compact, then there exists a holomorphic potential η on D which is invariant
under the action of pi1(M) and generates y.
(2) If M is compact, then there exists a meromorphic potential η on D which is invariant
under the action of pi1(M) and generates y.
5.2 Examples
Example 5.3. It is easy to see that if we set
df1 = df , df2 = df3 = h
2df , df4 = hdf , (5.4)
the condition f ′1f
′
4 + f
′
2f
′
3 = 0 will be satisfied automatically. By the main theorem of Kichoon
Yang [25], let f be any nonconstant meromorphic function on a compact Riemann surface M of
positive genus, there exists a non-zero meromorphic function h such that the 1−forms in (5.4)
have no residues and no periods on M\Σ, where Σ are the poles of f and h. As a consequence,
f1, f2, f3, f4 are meromorphic functions on M , and we obtain a (branched) Willmore surface
in S4 by substituting these functions into (2.7), which is conformally equivalent to a minimal
surface in S4.
Moreover, if we set
df1 = df , df2 =
1 + t20
2t0
h2df , df3 =
i(1− t20)
2t0
h2df , df4 = gdf , (5.5)
for some complex function t0 ∈ C
∗, then the resulting (branched) Willmore surface is globally
defined on M and it is non-minimal in any space form when
1+t2
0
2t0
and
i(1−t2
0
)
2t0
are real linearly
independent. Note that in [19], such surfaces are called the twistor deformation of the original
minimal surfaces (See Corollary 8 and the remarks therein of [19]).
6 Existence of invariant potentials
An essential tool in the loop group method [9] is the use of potentials. Since there is a gauge
freedom in the choice of potentials for a given surface it is not surprising that different types
of potentials are particularly useful for different purposes. For example, for the construction of
surfaces with certain symmetries, it is particularly useful to start from potentials which already
reflect the desired symmetry. Similarly, for the construction of conformally harmonic maps from
F :M → G/K is it useful to start from potentials on the universal cover M˜ of M which already
come from a differential one-form on M. Thus one would like to start from a potential which is
invariant under the action of the fundamental group of M on M˜ .
If M is a non-compact Riemann surface it was shown in [6] that every CMC surface in R3
can be obtained from a holomorphic potential on M˜ which is invariant under the action of the
fundamental group of M on M˜ .
It has been conjectured for some time that the analogous result holds for compact Riemann
surfaces M if one permits the potentials to be meromorphic.
It is the goal of this appendix to prove this conjecture for harmonic maps F : M → G/K,
where G = SO+(1,m) ⊂ SL(n,C) for some n. Since in this case G is a matrix Lie group, we
use the usual I to denote the identity of G in this section.
It is natural (and necessary for our proof) to distinguish two cases.
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6.1 (A) Harmonic maps F : S2 → G/K.
In [10], we have given a proof for the existence of the normalized potential, whence for S2 this
potential is already invariant.
6.2 (B) Harmonic maps F : M → G/K with M compact and of positive genus
g and GC = SO+(1 +m,C), m ≥ 3.
6.2.1 The basic setting.
Let F : M → G/K be a harmonic map and F˜ : M˜ → G/K its lift to the universal cover M˜ of
M .
Let F denote (see [9] or Section 2 ) a globally defined extended frame F : M˜ → G for F˜ . We
will also assume that F (z, z¯, λ) attains the value I at some fixed base point z0. So we obtain
(by the construction of [6])
F (g.z) = F (z)K(g, z), for all g ∈ pi1(M) ⊂ Aut(M˜ ). (6.1)
Therefore K(g, z) is a “crossed homomorphism” with values in G, i.e. we have
K(gh, z) = K(h, z) · K(g, h.z). (6.2)
Introducing the loop λ as usual, we obtain (see e.g. [6])
F (g.z, λ) = χ(g, λ)F (z, λ)K(g, z) (6.3)
and since K is a crossed homomorphism we infer
χ : pi1(M)→ ΛGσ is a homomorphism. (6.4)
Note that the same crossed homomorphism K occurs in (6.1) and in (6.3) and is independent of
λ.
Let’s now consider any holomorphic extended frame C˜ and the corresponding holomorphic
potential η˜ for F˜ (see Section 2 of our paper). Thus we have
dC˜ = C˜η˜, with C˜(z0, λ) = I. (6.5)
Since C˜ = FW+ it is easy to verify that we obtain for every g ∈ pi1(M)
C˜(g.z, λ) = χ(g, λ)C˜(z, λ)K˜+(g, z, λ). (6.6)
Since χ is a homomorphism from pi1(M) to ΛGσ it is straightforward to verify that K˜+ is a
crossed homomorphism with values in Λ+GCσ , i.e.,
K˜+(gh, z, λ) = K˜+(h, z, λ)K˜+(g, h.z, λ). (6.7)
6.3 The claim
Claim: There exists h˜+ : M˜ → Λ
+GCσ meromorphic such that for every g ∈ pi1(M) we have
K˜+(g, z, λ) = h˜+(z, λ)h˜+(g.z, λ)
−1. (6.8)
Assume for the moment this claim has been proven. Then we set
C(z, λ) = C˜(z, λ)h˜+(z, λ)
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and obtain
C(g.z, λ) = χ(g, λ)C(z, λ), for all g ∈ pi1(M).
This implies in particular that the Maurer-Cartan form η of C is invariant under the action of
pi1(M). Thus η is the desired potential.
Outline of proof of Claim:
The basic idea is to adjust the proof of Theorem 31.2 of [14] (also see Exercise 31.1 of [14])
Since the proof in [14] does not take into account values in SO+(1 +m,C), nor loop groups
nor even twisted loop groups, we will break down the proof into several steps:
Step 1: Show that there exist h˜+ ∈ ΛSL(1 +m,C) satisfying (6.8).
Step 2: Show that for K˜+(g, z, λ) ∈ Λ
+SO+(1 + m,C) also h˜+ can be assumed to be in
Λ+SO+(1 +m,C).
Step 3: Show that for K˜+(g, z, λ) ∈ Λ
+SO+(1 +m,C)σ also h˜+ can be assumed to be in
Λ+SO+(1 +m,C)σ.
6.4 Proof of Step 1
We will follow the proof of theorem 31.2 of [14], but we will adjust at several places to incorporate
our setting.
(1) We start by following (a) of [14], but since our action of pi1(M) is slightly different from
the one in [14] we set
Ψ˜i(z) = K˜+(ηi(z)
−1, z, λ)−1. (6.9)
This expression is holomorphic and we have Ψ˜i ∈ Λ
+SO+(1,m,C)σ . For the definition of ηi(z)
we refer to p. 215, (28.3), and p. 232, (31.3) of [14].
(2) With the definition of (1) it is easy to verify the sequence of equalities:
Ψ˜i(g.z) = K˜+(ηi(g.z)
−1, g.z, λ)−1
= K˜+(ηi(z)
−1g−1, g.z, λ)−1
=
(
K˜+(g
−1, g.z, λ)K˜+(ηi(z)−1, z, λ)
)−1
= Ψ˜i(z)K˜+(g
−1, g.z, λ)−1
= Ψ˜i(z)K˜+(g, z, λ),
where the third equality comes from the identity (6.7) and the last equality is because of the
fact that
I = K˜+(e, z, λ) = K˜+(g, z, λ)K˜+(g
−1, g.z, λ).
Thus (like (b) of [14]) Ψ˜i satisfies the desired behavior on Yi = p
−1(Ui). See [14] for more details
on the notation.
(3) As a consequence of (2) we see that the matrices
g˜ij = Ψ˜iΨ˜
−1
j ∈ Λ
+GL(n,O(Yi ∩ Yj))
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are invariant under the action of pi1(M). Thus these matrix functions descend to M :
gij ∈ Λ
+GL(n,O(Ui ∩ Uj)).
At this point we would like to write the cocycle {gij} as a boundary. But opposite to [14] our
surface is compact and our functions also depend holomorphically on a parameter λ ∈ C. But
Proposition 3.12 of H. Ro¨hrl [21] shows
gij = p
−1
i pj , pj ∈ GL(n,O(Uj)), (6.10)
with maps pj which are meromorphic in z and holomorphic in λ ∈ C, in particular, pj ∈
Λ+GL(m,C) for all j.
Since all gij have determinant 1, the functions pj ·diag(1, ...1, det(pj )
−1) are also a boundary
for the cocycle {gij}. Note that det(pj) and det(p
−1
j ) only depend on λ
k, k ≥ 0, in their Fourier
expansions.
We can thus assume
gij = p
−1
i pj, pj ∈ Λ
+SL(n,O(Uj), (6.11)
with maps pj which are meromorphic in z and even holomorphic in λ ∈ C.
Set p˜j = pj ◦ pi with pi : M˜ →M the natural projection. Then
Φ˜j = p˜jΨ˜j ∈ Λ
+SL(n,C)
satisfies
Φ˜i(g.z) = p˜i(g.z)Ψ˜i(g.z) = p˜i(z)Ψ˜i(z)K˜+(g, z, λ) = Φ˜iK˜+(g, z, λ), (6.12)
and
Φ˜−1i Φ˜j = Ψ˜
−1
i p˜
−1
i p˜jΨ˜j = Ψ˜
−1
i g˜ijΨ˜j = I on Yi ∩ Yj, (6.13)
in view of g˜ij = Ψ˜iΨ˜
−1
j since g˜ij and p˜
−1
i p˜j are invariant under pi1(M) and coincide in Ui ∩ Uj,
whence on Yi ∩ Yj . Therefore there exists a meromorphic map Φ˜ : M˜ → Λ
+SL(n,O(M˜)) with
Φ˜(g.z) = Φ˜(z)K˜+(g, z, λ). (6.14)
Hence h+(z) = Φ˜(z)
−1 is a matrix function as desired.
Before we continue the proof of the claim we would like to point out an a priori simplifica-
tion. Considering K˜(g, z, λ) ∈ Λ+SO(1 + n,C)σ as in (6.6), it is clear that with K˜(g, z, λ) also
K˜(g, z, λ = 0) = K˜0(g, z) is a crossed homomorphism with values in K
C.
Next we consider the λ−independent term δ0 of Φ˜. We point out that δ0 does not depend
on any g ∈ pi1(M). However, equation (6.14), spelled out for Φ˜, yields for the λ−independent
term δ0(z) = Φ˜(z, λ = 0) the relation
δ0(g.z) = δ0(z)K˜+(g, z, λ = 0). (6.15)
Therefore the λ−independent term δ0(z) = K˜(g, z, λ = 0) is a crossed homomorphism which has
the form (6.8). Therefore, applying the trick pointed out in the beginning of Section 10.3, we
observe that
C♯(z, λ) = C˜(z, λ)δ0(z)
−1 (6.16)
satisfies
C♯(g.z, λ) = χ(g, λ)C♯(z, λ)K˜♯+(g, z, λ) (6.17)
where
K˜♯+(g, z, λ) = I +O(λ). (6.18)
As a consequence, from now on, we can always assume w.l.g. K˜+(g, z, λ = 0) = I and Φ˜(z, λ = 0)
is invariant under pi1(M).
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6.5 Proof of Step 2
We want to replace the Φ˜ above by some Φ˜0 ∈ Λ
+SO(n,C).
But solving
Φ˜(g.z)t,−1 = Φ˜(z)t,−1K˜+(g, z, λ)
and
Φ˜(g.z) = Φ˜(z)K˜+(g, z, λ)
(or, K˜+(g, z, λ)) implies
Φ˜(z)tΦ˜(g.z)t,−1 = Φ˜(z)−1Φ˜(g.z).
Therefore we obtain
Φ˜(z)Φ˜(z)t = Φ˜(g.z)Φ˜(g.z)t.
Thus
A˜(z) = Φ˜(z)Φ˜(z)t ∈ Λ+SL(n,C)
is meromorphic on M˜ , symmetric and invariant under pi1(M). Moreover, we can assume
A˜(z0, λ) = I. Applying the Gauss algorithm we can write
A˜ = L˜P U˜
with L˜ − I strictly lower triangular, P a permutation matrix and U˜ upper triangular and we
can assume det L˜ = detP = det U˜ = 1. Moreover, we can assume that P U˜P−1 is still upper
triangular and L˜ and U˜ are meromorphic and invariant under pi1(M) with values in Λ
+SL(n,C).
It is known from linear algebra that the condition “P U˜P−1 stays upper triangular” makes
the representation A˜ = L˜P U˜ unique. Therefore
I = A˜(z0) = L˜(z0)P U˜(z0)
shows L˜(z0) = I, U˜(z0) = I and P = I. Moreover, L˜ and U˜ are invariant under pi1(M).
Replacing Φ˜ by
Φ˜1 = L˜
−1Φ˜ ∈ Λ+SL(n,C)
we obtain a meromorphic matrix function which has still the right transformation behavior.
Since
A˜1 = Φ˜1Φ˜
t
1 = L˜
−1Φ˜Φ˜t(L˜t)−1 = U˜(L˜t)−1,
and A˜ = A˜t, we obtain U˜ = DL˜t with D diagonal and Φ˜1 satisfies Φ˜1Φ˜
t
1 = D. Since Φ˜1 ∈
Λ+SL(n,C), the λ−independent and pi1(M) invariant term δ0 of Φ˜1 satisfies δ
2
0 = D0. Hence
we can assume, by considering Φ˜2 = δ
−1
0 Φ˜1, w.l.g D0 = I.
Expanding now
D = I + λD1 + λ
2D2 + · · · ,
we need to solve R2 = D with some meromorphic pi1(M) invariant diagonal matrix R, R(z0) = I
and detR = 1. Then Φ˜0 = R
−1Φ˜2 is the desired solution.
To show the existence of R, we need to consider a scalar function of the form D = 1 + · · · .
One can write such a function in the form exp(a+(λ)): Writing D = 1 + v, v = v1λ + · · · , we
consider the binomial series R = (1 + v)1/2 which converges absolutely on the closed unit disk.
This R is in the Wiener algebra and solves, of course, R2 = d.
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6.6 Proof of Step 3
We need to show that one can even assume w.l.g. that Φ˜0 is σ−twisted.
To this end we consider the realization of GC in the form G(n,C) as defined in (4.1) of [22].
Then σ = AdD0 with D0 = diag(−1,−1, I,−1,−1) and σ leaves invariant the Cartan algebra of
diagonal matrices and the Borel (and dual Borel) algebra consisting of upper triangular (lower
triangular ) matrices. The involution σ leaves the positive and the negative root spaces invariant.
Let X denote the set of negative roots which are contained in KC = Fix(σ). The set X defines
a parabolic subgroup and we obtain from Theorem 3.5.1 of [4]
ΛG(n,C) =
⋃
w∈W, w is X -reduced
B−wP (6.19)
where
B− = {g ∈ Λ−G(n,C)| g(λ =∞) ∈ dual Borel group}, and P = ΛKC · Λ+G(n,C).
Moreover, the restriction “X -reduced” is equivalent with “w is a chosen representation of the
set of double cosets”. More importantly, for a given coset B−wP a representation g = b−wp
can w.l.g be made unique, if we require w−1b−w ∈ B−. These special conditions we will assume
from now on. In particular, the union (g0) is disjoint. Since K˜+ is fixed by (σˆg)(λ) = σ(g(−λ)),
we obtain
Φ˜0(g.z, λ) = Φ˜0(z, λ)K˜+(g, z, λ),
σ(Φ˜0)(g.z, λ) = σˆ(Φ˜0)(z, λ)K˜+(g, z, λ).
Hence
Φ˜0(z, λ)
−1Φ˜0(g.z, λ) = (σˆΦ˜0)(z, λ)−1((σˆΦ˜0)(g.z, λ)), (6.20)
equivalently,
Φ˜0(z, λ)(σˆΦ˜0)(z, λ)
−1 = Φ˜0(g.z, λ)((σˆΦ˜0)(g.z, λ))−1. (6.21)
Writing Φ˜0(z, λ) = Φ˜0,+(z, λ)B˜0(z) with Φ˜0,+(z, λ) = I+O(λ) and B˜0(z) ∈ G(n,C) independent
of λ, we derive from (6.21)
S0(z) = B0(z)σB0(z)
−1 = B0(g.z)σB0(g.z)−1. (6.22)
Decomposing S0 as above (here we only need the classical finite dimensional theory ) we obtain
S0(z) = b−(z)wp(z). (6.23)
Since this representation is unique, we obtain
I = S0(z0) = b−(z0)wp(z0)
with w = e, b−(z0) = I, p(z0) = I. Then we can write
S0(z) = q−(z)k0(z)q+(z), (6.24)
where q−, q+ have leading term I and k0 ∈ KC. This representation is unique and q−, k0, q+
are meromorphic on M ( rather meromorphic on M˜ and invariant under pi1(M)).
S−10 = σS0 = σq−k0σq+ = q
−1
+ k
−1
0 q
−1
−
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implies q+ = (σq−)−1, k0 = k−10 . As a consequence, Φ˜3 = q
−1
− Φ˜0 ∈ Λ
+G(n,C) has the same
transformation behavior as Φ˜0 and is meromorphic on M˜ , and invariant under pi1(M). Moreover
Φ˜3(σˆΦ˜3)
−1 = k0σk−10 = k
2
0 .
Put Φ˜4 = k
−1
0 Φ˜3. Then Φ˜4 : M˜ → Λ
+G(n,C)σ is meromorphic and satisfies
Φ˜4(g.z, λ) = Φ˜4(z, λ)K˜+(g.z, λ).
As a consequence,
C˜0(z, λ) = C˜(z, λ)Φ˜4(z, λ)
−1
satisfies (in our original setting, i.e., using SO+(1, 2m − 1,C))
Theorem 6.1. C˜0 : M˜ → ΛSO
+(1, 2m− 1,C)σ is meromorphic and satisfies
C˜0(g.z, λ) = χ(g, λ)C˜0(z, λ) (6.25)
for all g ∈ pi1(M), z ∈ M˜ .
Corollary 6.2. η = C˜−10 dC˜0 is a meromorphic 1−form on M˜ which is invariant under pi1(M)
and has with C˜0(z, λ) a meromorphic solution satisfying C˜0(z0, λ) = I.
Corollary 6.3. Every harmonic map F :M → G/K can be obtained from
a) a holomorphic potential, if M is non-compact,
b) a meromorphic potential, if M is compact.
Corollary 6.4. Every harmonic map F :M → G/K can be obtained from
a) a holomorphic extended frame, if M is non-compact,
b) a meromorphic extended frame, if M is compact.
Corollary 6.5. Every Willmore surface y :M → Sn can be obtained from
a) an invariant holomorphic potential, if M is non-compact,
b) an invariant meromorphic potential, if M is compact.
Remark 6.6. Invariant potentials will contain in general many powers of λ. Only if the corre-
sponding Willmore immersion is of finite uniton type only one power of λ will occur.
7 Appendix: Proof of Theorem 3.1
We consider the contractible domains D1 = D2 = D ⊂ C and the complete Willmore immersions
y1 = y2 = y : D → S
n+2. Moreover, let R be a conformal transformation of Sn+2 satisfying
Ry(D1) = y(D2). Our goal is to find some conformal map γ : D1 → D2 such that the diagram
D1
γ
−−−−→ D2
y
y yy
Sn+2
R
−−−−→ Sn+2
(7.1)
commutes. We choose an arbitrary point p0 ∈ D1. Let U0 be an open subset of D1 with p0 ∈ U0
such that y|U0 is injective and Ry(U0) = y(V0), where V0 is an open subset of D2 such that y|U0
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is injective and Ry(p0) = y(q0) holds for some q0 ∈ V0. In this way, we obtain a conformal map
γ0 : U0 → V0 such that the diagram
U0
γ
−−−−→ V0
y
y yy
Sn+2
R
−−−−→ Sn+2
(7.2)
commutes.
Corollary 7.1. Let c : [0, 1] → D1 be any smooth curve (i.e, actually defined and smooth on
] − ε, 1 + ε[ for some ε > 0), with c(0) ⊂ U0. Then there exists some open subset U with
c([0, 1]) ⊂ U , U0 ⊂ U and a unique conformal map γ : U → D2 such that the diagram
U
γ0
−−−−→ D2
y
y
yy
Sn+2
R
−−−−→ Sn+2
(7.3)
commutes.
Proof. Let
I0 = {t > 0;∃ open subset Ut ⊃ c([0, t]) such that (7.3) commmutes with U replaced by Ut}.
Since c[0, t0] ⊂ U0 for some t0 > 0, the set I0 is not empty by setting γt = γ0 and Ut = U0.
Since for t0 ≤ t < t
′ we have γt = γt′ = γ0 on U0 ⊂ Ut ∩ Ut′ , by real analyticity we also obtain
γt′(x) = γt(x) for x ≤ t.
Put
t∗ = sup I0.
Set p∗ = c(t∗) ∈ D1 and v∗ = Ry(p∗) ∈ y(D2). Let {tj} ⊂ (−ε + t∗, t∗) for some ε > 0 be a
Cauchy sequence converging to t∗. Then {Ry(c(tj))} is a Cauchy sequence converging to v∗.
Since locally y is an isometry from D2 to y(D2), {γ(c(tj))} is also a Cauchy sequence in D2 and
has a limit q∗ ∈ D2 with y(q∗) = v∗. It is easy to see that q∗ is independent of the choice of
{tj} and hence well-defined. Let V∗ ⊂ D2 be an open subset containing q∗ such that y(V∗) is
injective. Since p∗ = c(t∗) ∈ D1, by shrinking V∗ if necessary, there exists some open set U∗ ⊂ D1
of p∗ such that y|U∗ is injective, and Ry(U∗) = y(V∗). Therefore we define uniquely a conformal
map γ∗ : U∗ → V∗. For any tj as above, on Utj ∩ U∗ the maps γtj and γ∗ coincide. Therefore γ∗
extends the maps γtj to the connected component of
⋃
tj
(Utj ∪ U∗) containing c([0, t∗]). Hence
t∗ = 1.
Remark 7.2. In the situation of the above corollary, we will say “γ extends γ0 along c”. The
proof of Corollary 7.1 shows that we can assume that all such γ are defined on U1, where we
replace U∗ by U1, since t∗ = 1.
Moveover we obtain:
Corollary 7.3. If c0 and c1 are homotopic curves connecting p0 and p1 in D1, then the unique
extensions γˆ0 and γˆ1 coinciding on U0 with γ0 along c0 and c1 respectively coincide in the
neighborhood Uˆ of p1.
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Proof. Without loss of generality we can assume c0(0) = c1(0) = p0, c0(1) = c1(1) = p1. Since
c0 and c1 are homotopic, there exists a continuous map β : [0, 1] × [0, 1]→ D1 such that
β(0, t) = c0(t), β(1, t) = c1(t), β(s, 0) = p0, β(s, 1) = p1.
Set cs(t) = β(s, t) and let γˆs be the conformal extension of γ0 along cs(t) which is defined on U0.
By Corollary 7.1 and the remark above, there exists an open and connected subset W0 ⊃
(U0 ∪ c0([0, 1])) and an extension γˆ0 of γ0 to W0 such that the diagram (7.3) commutes. By
continuity, there exists some ε > 0 such that β([0, ε) × [0, 1]) ⊂ W0. So for any fixed s ∈ [0, ε),
cs(t) = β(s, t) maps [0, 1] into W0 and therefore the conformal extension γˆs along cs(t) coincides
with γˆ0 on W0. In particular, γˆs = γˆ0 on the open subset W0 and p1 ∈ W0. As a consequence,
the set
Iˆ0 = {s > 0; γˆs = γˆ0 on an open subset containing p1}
is not empty. Set
s∗ = sup Iˆ0 ≤ 1.
By an argument analogous to the one given just above we see that there exists some ε∗ > 0 such
that for any s ∈ (−ε∗ + s∗, s∗+ ε∗) we have γˆs∗ = γˆs on an open subset containing p1. Since for
any s ∈ (−ε∗+ s∗, s∗+ ε∗), γˆs = γˆ0 on an open subset containing p1, we see that γˆs∗ = γˆ0 on an
open subset containing p1. Hence s∗ = 1.
Finally, we define a map γ : D1 → D2 by fixing p0 and defining γ at some point p ∈ D by the
value of some extension of some curve connecting p0 and p−1. Since D1 is simply-connected,
any two such curves are homotopic in D1 and thus, by the above corollary, attain the some value
at p1. This way, we obtain a well-defined, conformal map γ : D1 → D2 satisfying (7.1) as claimed.
Note that a similar result is proven in [16] for isometric mappings between complete mani-
folds (see also [6]). But here we are dealing with conformal maps so that one needs to adjust
the proofs in [16] and [6] as above.
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