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Abstract
We study the problem of estimating parameters of the limiting equation
of a multiscale diffusion in the case of averaging and homogenization, given
data from the corresponding multiscale system. First, we review some recent
results that make use of the maximum likelihood of the limiting equation. In
particular, it has been shown that in the averaging case, the MLE will be
asymptotically consistent in the limit while in the homogenization case, the
MLE will be asymptotically consistent only if we subsample the data. Then,
we focus on the problem of estimating the diffusion coefficient. We suggest a
novel approach that makes use of the total p-variation, as defined in [11] and
avoids the subsampling step. The method is applied to a multiscale OU process.
Key words: parameter estimation, multiscale diffusions, p-variation, Ornstein-
Uhlenbeck
AMS subject classifications: 60G15, 62M05
1 Introduction
It is often the case that the most accurate models for physical systems are large in
dimension and multiscale in nature. One of the main tasks for applied mathematicians
is to find coarse-grained models of smaller dimension that can effectively describe the
dynamics of the system and are efficient to use (see, for example [12, 13, 7, 8]). Once
such a model is chosen, its free parameters are estimated by fitting the model to the
existing data. Here, we study the challenges of this statistical estimation problem, in
particular for the case where the coarse-grained model is a diffusion. Apart from the
usual challenges of parameter estimation for diffusions, an additional problem that
needs to be addressed in this setting is that of the mismatch between the full multiscale
model that generated the data and the coarse-grained model that is fitted to the data.
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A first discussion of this issue, in the context of averaging and homogenization for
multiscale diffusions, can be found in [15, 14, 1] .
A similar statistical estimation problem arises in the context of “equation-free”
modeling. In this case, coarse-grained equations exist only locally and are locally
fitted to the data. The main idea of “equation-free” modeling is to use these locally
fitted coarse-grained equations in combination with a global algorithm (for example,
Newton-Raphson) in order to answer questions about the global dynamics of the
coarse-grained model (for example, finding the roots of the drift). In this process,
we go through the following steps: we simulate short paths of the system for given
initial conditions. These are used to locally estimate the effective dynamics. Then, we
carefully choose the initial conditions for the following simulations so that we reach an
answer to whatever question we set on the global dynamics of the system, as quickly
and efficiently as possible (see [10]). The statistical inference problem is similar to
the one before: we have the data coming from the full model, we have a model for the
effective local dynamics and we want to fit the data to this model. However, there
is also an important difference: the available data is short paths of the full model.
This issue has not been addressed in [15, 14] or [1], where it is assumed that the
time horizon is either fixed or goes to infinity at a certain rate. We will address this
problem in section 3, by letting the time horizon T be of order O (α), where  is the
scale separation variable and α > 0. Another important issue that we will address
here is that of estimating the scale separation variable .
We will focus on a very simple Ornstein-Uhlenbeck model whose effective dynamics
can be described by a scaled Brownian motion. This will allow us to perform precise
computations, reach definite conclusions and build our intuition about the behavior
of more general diffusions. We will only tackle the homogenization case and our goal
will be to estimate the diffusion coefficient of the effective dynamics. This problem
has also been addressed in [15, 1]. In both these papers, the diffusion coefficient is
constant. In fact, in [1] the authors also focus on the Ornstein-Uhlenbeck model. Our
main contribution is to demonstrate that in order to compute the diffusion coefficient,
one should not use the quadratic variation commonly defined as a limit where we let
the size of a partition go to zero but rather as a supremum over all partitions. This
definition is discussed in [11] and is at the core of the theory of rough paths, as it
gives rise to a topology with respect to which the Itoˆ map is continuous.
In section 2, we review some of the core results for multiscale diffusions and their
coarse-grained models. Then, we will review the results of [15, 14] and [1]. Finally,
We will give a more precise description of “equation-free” modeling.
In section 3, we go on to define a new set of estimators for the diffusion parameter
of the coarse-grained model, in the case of homogenization. We perform explicit
computations of their L2-error, which allows us to attest their performance. We
conclude that they outperform the subsampled quadratic variance estimate studied
in [15, 1]. Finally, we describe a heuristic way of estimating the scale separation
parameter .
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2 MLE for multiscale diffusions: A review
In this section, we review some of the main concepts that come into play in multiscale
modeling. First, we describe the limiting equations for multiscale stochastic differen-
tial equations. These allow us to reduce the dimension of the model. Then, we discuss
the problem of the statistical estimation of parameters of the limiting equation given
multiscale data and how this mismatch between model and data affects the result.
Finally, we discuss a numerical algorithm that is applied when the limiting equations
are completely unknown, which comes under the name of “equation-free” modeling.
2.1 Limiting equations for multiscale diffusions
Multiscale diffusions are a combination of two basic types of multiscale stochastic
differential equations. The first is described by the following equations
dXt = f1(Xt, Yt)dt+ σ1(Xt, Yt)dWt
dYt =
1
2
f2(Xt, Yt)dt+
1

σ2(Xt, Yt)dVt
(1)
where Xt ∈ X and Yt ∈ Y and X ,Y are finite dimensional Banach spaces. We call
X the slow variable, Y the fast variable and  the scale separation parameter. The
main assumptions are the following:
Assumption 1. (i) The solution of the system exists.
(ii) The equation
dY xt =
1
2
f2(x, Y
x
t )dt+
1

σ2(x, Y
x
t )dVt
is ergodic with unique invariant measure µx, for every x ∈ X .
We expect that by the time X takes a small step ∆ ∼ O (1),
1
∆
∫ t+∆
t
f1(Xs, Ys)ds ≈
∫
f1(Xt, y)µXt(dy)
as a result of the ergodicity of Y . Similarly,
1
∆
∫ t+∆
t
σ1(Xs, Ys)σ1(Xs, Ys)
′ds ≈
∫
σ1(Xt, y)σ1(Xt, y)
′µXt(dy).
where by (·)′ we denote the transpose of a vector. We set
f¯1(x) =
∫
f1(x, y)µx(dy), σ¯1(x) =
(∫
σ1(x, y)σ1(x, y)
′µx(dy)
) 1
2
and
dX¯t = f¯1(X¯t)dt+ σ¯1(X¯t)dWt. (2)
We call (2) the averaged limiting equation and we call X¯ the averaged limit. We
expect that Xt ≈ X¯t, provided that they have the same initial conditions. Indeed,
the following holds
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Theorem 2.1 ([14]). Let X = T` and Y = Td−`. We assume that all coefficients
in (1) are smooth in both x and y and that the matrix Σ2(x, y) = σ2(x, y)σ2(x, y)
′ is
positive definite, uniformly in x and y. Also, there exists a constant C > 0 such that
〈z, B(x, y)z〉 ≥ C|z|2, ∀(x, y) ∈ X × Y and z ∈ Rd−`,
where 〈·, ·〉 denotes the Euclidean inner product. Then, if X0 = X¯0,
X ⇒ X¯ in C ([0, T ],X ) .
Different types of convergence have also been proven under different assumptions
(see [16] and [5]).
The second basic type of multiscale stochastic differential equation is described by
the following equations
dXt =
1

f1(Xt, Yt)dt
dYt =
1
2
f2(Xt, Yt)dt+
1

σ2(Xt, Yt)dVt
(3)
where Xt ∈ X and Yt ∈ Y and X ,Y are finite dimensional Banach spaces. As before,
we call X the slow variable, Y the fast variable. In addition to assumption 1, we
assume that
Assumption 2. ∫
Y
f1(x, y)µx(dy) = 0, ∀x ∈ X
where µx as defined in assumption 1.
Then, we expect that by the time X takes a small step ∆ ∼ O (1),
1
∆
∫ t+∆
t
f1(Xs, Ys)ds ≈ 1
∆
∫ t+∆
t
f1(Xt, Y
Xt
s )ds
It follows from the Central Limit Theorem for ergodic Markov Processes (see [3]) that
this will converge to a random number. More precisely, let us set
f¯1(x) =
∫
X
∫ ∞
0
f1(x, y) (Ps∂xf1(x, ·)) (y)′µx(dy),
and
τ¯(x) =
(
2
∫
X
∫ ∞
0
f1(x, y) (Psf1(x, ·)) (y)′µx(dy)
) 1
2
,
where Pt are the transition kernels of the diffusion Y
x. Finally, we set
dX¯t = f¯1(X¯t)dt+ τ¯(X¯t)dWt. (4)
We call X¯ the homogenized limiting equation. As before, we expect that Xt ≈ X¯t,
provided that they have the same initial conditions. Indeed, similar to the averaging
case, we can prove the following:
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Theorem 2.2 ([14]). Let X = T` and Y = Td−`. We assume that all coefficients
in (3) are smooth in both x and y and that the matrix Σ2(x, y) = σ2(x, y)σ2(x, y)
′ is
positive definite, uniformly in x and y. Also, there exists a constant C > 0 such that
〈z, B(x, y)z〉 ≥ C|z|2, ∀(x, y) ∈ X × Y andz ∈ Rd−`,
where 〈·, ·〉 denotes the Euclidean inner product. Then, if X0 = X¯0 and assumption
2 holds, we get that
X ⇒ X¯ in C ([0, T ],X ) .
Again, different types of convergence have also been proven under different assump-
tions (see [16] and [5]).
Theorems 2.1 and 2.2 allow us to replace the (Xt, Yt) system by X¯t. If we are only
interested in the slow dynamics of the system, this allows us to reduce the dimension
of the problem. For example, using the limiting equations we can simulate the slow
dynamics of the process much faster, not only because of the dimension reduction but
also because the dynamics of X¯ do not depend on . Thus, the step of any numerical
algorithm used to simulate the dynamics can be of order O (1) rather than O (2)
which would have been the case if we wanted to simulate the full multiscale system.
2.2 Parameter estimation for multiscale diffusions: a review
The theory reviewed in section 2.1 allows us to reduce the dimension of a multiscale
system, approximating the slow dynamics by an diffusion of smaller dimension that
does not have a multiscale structure anymore. In addition to multiscale diffusions,
similar results hold for ordinary and partial differential equations (see [16]).
It is often the case that the dynamics of the full multiscale system – and conse-
quently those of the limiting system – are not completely known. For example, in
the case of multiscale diffusions, the drift and variance of the full system and thus
the limiting system might depend on unknown parameters. This poses a statistical
problem: how can we estimate these parameters give the multiscale data? In fact, it
is even more realistic to ask to find the drift and diffusion coefficient of X¯ given only
X. This problem has been discussed in [15, 14, 1].
More precisely, in [15], the authors discuss the case where the drift of the limiting
equation depends linearly on the unknown parameter while the diffusion parameter is
constant. In [14], the authors extended the results of [15] for generic drift but did not
discuss the problem of estimating the diffusion parameter. Finally, in [1], the authors
extend the results in [15] by also proving the asymptotic normality of the estimators,
but the limit their study to the Ornstein-Uhlenbeck system. The approach taken so
far is the following:
(i) We pretend that the data comes from the limiting equation and we write down
the corresponding maximum likelihood estimate (MLE) for the unknown para-
meters;
(ii) we study whether the mismatch between model and data leads to errors and, if
so, we try to find a way to correct them. It has been shown that in the limit as
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the scale separation parameter → 0, the MLE corresponding to the averaged
equation is consistent. However, this is not true in the case of homogenization.
The method used so far to correct this problem has been that of subsampling
the data by a parameter δ. Then, for δ ∼ O (α) and α ∈ [0, 2], it has been
shown that the MLE that corresponds to the homogenized equation will be
consistent in the limit  → 0. Also, an effort has been made to identify the
optimal subsampling rate, i.e. the optimal α. However, since  is usually an
unknown, this is of little practical value.
Note that a separate issue is that of writing the maximum likelihood of the limiting
diffusion, which in the general multi-dimensional case can still be challenging (see
[2, 9]). We will not discuss this issue here, however.
We summarize the main results for the parameter estimation of the limiting equa-
tions of multiscale diffusions in the following theorems:
Theorem 2.3 (Drift estimation, averaging problem). Suppose that f¯1 in (2) depends
on unknown parameters θ, i.e. f¯1(x) = f¯1(x; θ). Let θˆ(x;T ) be the MLE of θ cor-
responding to equation (2). Suppose that we observe {Xt, t ∈ [0, T ]} of system (1)
corresponding to θ = θ0. Then, under appropriate assumptions described in [14]
(Theorem 3.11), it is possible to show that
lim
→0
dist
(
θˆ(X;T ), θ
)
= 0, in probability
where dist (·, ·) is the asymmetric Hausdorff semi-distance and θ is a subset of the
parameter space identified in the proof. Also
lim
→0
dH (θ, θ0) = 0, in probability
where dH (·, ·) is the Hausdorff distance.
Theorem 2.4 (Drift estimation, homogenization problem). Suppose that f¯1 in (4)
depends on unknown parameters θ, i.e. f¯1(x) = f¯1(x; θ). Let θˆ(x;N, δ) be the max-
imizer of the discretized likelihood corresponding to equation (2) with step δ, where
T = Nδ. Suppose that we observe {Xt, t ∈ [0, T ]} of system (3) corresponding to
θ = θ0. Then, under appropriate assumptions described in [14] (Theorem 4.5) and
for δ = α with α ∈ (0, 2) and N = [−γ] for γ > α, it is possible to show that
lim
→0
θˆ(X;N, δ) = 0, in probability.
The next two theorems deal with the estimation of the diffusion parameter of the
limiting equation, given that this is constant. In that case, the MLE is the Quadratic
Variation of the process. They assume that the dimension of the slow variable is 1.
Theorem 2.5 (Diffusion estimation, averaging problem). Let X be the solution of (1)
for σ¯1 ≡ θ a constant. Then, under appropriate conditions described in [15] (Theorem
3.4) and for every  > 0, we have that
lim
δ→0
1
Nδ
N−1∑
n=0
|X(n+1)δ −Xnδ|2 = θ2 a.s.
where T = Nδ is fixed.
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Theorem 2.6 (Diffusion estimation, averaging problem). Let X be the solution of (3)
for τ¯ ≡ θ a constant. Then, under appropriate conditions described in [15] (Theorem
3.5) and for δ = α with α ∈ (0, 1), we have that
lim
δ→0
1
Nδ
N−1∑
n=0
|X(n+1)δ −Xnδ|2 = θ2 a.s.
where T = Nδ is fixed.
It is conjecture that Theorem 2.6 should hold for any α ∈ (0, 2) and that the
optimal α, i.e. the one that minimizes the error, is α = 2
3
.
Clearly, the most interesting case is that of estimating the diffusion parameter of
the homogenized system. This is the case that we will study in detail in section 3,
assuming that the process is an Ornstein-Uhlenbeck process. Also, note that when
estimating the diffusion parameter, the length of the time interval T is fixed. We will
relax this condition later on, for reasons explained in the following section.
2.3 Equation-free modeling
In practical applications it is often the case that the limiting equations (2) and (4)
are completely unknown. More generally, let us say that we have good reasons to
believe that a certain variable of a multiscale system that evolves slowly behaves
like a diffusion at a certain scale but we have complete ignorance of its drift and
diffusion coefficients. We would like to find a way to estimate these coefficients. In
statistical terms, let us say that we are interested in the non-parametric estimation
of the drift and diffusion coefficients of the limiting equation. Note that our data
comes “on demand” but for a certain cost, by simulating the multiscale model for
given conditions.
A general algorithm for answering questions regarding the limiting dynamics of
a quantity coming from a multiscale system that evolves slowly, when these are not
explicitly known, comes under the name of “equation-free” algorithm (see [10]). In our
case, this would suggest pairing the problem of local estimation with an interpolation
algorithm in order to estimate the drift and diffusion functions, denoted by f¯(x)
and σ¯(x) respectively. We make this more concrete by describing the corresponding
algorithm:
0. Choose some initial condition x0 and approximate f¯(x) and σ¯(x) by a local
(polynomial) approximation around x0. Simulate short paths of the multiscale
system, so that the local approximation is acceptable. Note that the smaller
the path, the better or simpler the local approximation.
1. For n ≥ 1, choose another starting point xn using the knowledge of f¯(xn−1) and
σ¯(xn−1) and possibly some of their derivatives on xn−1, according to the rules
of your interpolation algorithm.
2. Repeat step 0, replacing x0 by xn.
As mentioned above, the size of the path T needs to be small and possibly comparable
to . This is what led us to consider the estimation problem for T = α.
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3 The p-variation estimate
In this section, we study the problem of estimating the diffusion parameter of the
homogenization limit of a simple multiscale Ornstein-Uhlenbeck process. We hope
that the detailed analysis will provide some intuition for the general problem.
Consider the following system:
dY 1,t =
σ

Y 2,t dt
dY 2,t = − 12Y 2,t dt+ 1dWt
(5)
with initial conditions Y 1,0 = y1 and Y
2,
0 = y2. It is not hard to see that the
homogenization limit as → 0 is
Y 1,t → y1 + σWt
and the convergence holds in a strong sense:
sup
t∈[0,T ]
|Y 1,t − y1 − σWt| L1→ 0, as → 0. (6)
Note that for this particular example, Y 1,t is exactly equal to
Y 1,t = y1 + σWt − σ
(
Y 2,t − y2
)
and thus proving (6) is equivalent to proving that
 sup
t∈[0,T ]
|Y 2,t − y2| L1→ 0, as → 0.
This follows from [6].
We want to estimate the diffusion parameter σ given a path {Y 1,t (ω) ; t ∈ [0, T ]}.
If we were to follow the approach discussed in the previous section, we would use
the maximum likelihood estimate that corresponds to the limiting equation. In this
case, this would be the quadratic variation. However, as discussed earlier, this is not
a good estimate since the quadratic variation for any fixed  > 0 is zero. To correct
this, we subsample the data, which leads to the following estimate:
σˆ2δ =
1
Nδ
N∑
i=1
(
Y 1,iδ − Y 1,(i−1)δ
)2
, for N =
T
δ
(7)
The asymptotic behavior of this estimate has been studied in [15, 1]. In fact, taking
advantage of the simplicity of the model, we can compute the L2-error exactly, as a
function of δ,  and N . We find that
1
σ4
E
(
σˆ2δ − σ2
)2
=
4
δ2
(
1− e− δ2
)2
+
(
2− 4
2
δ
(
1− e− δ2
)
+
4
δ2
(
1− e− δ2
)2 3 + e− δ2
1 + e−
δ
2
)(
1
N
)
+
4
δ2
(
1− e− δ2
1 + e−
δ
2
)2(
e−
2δN
2 − 1
N2
)
(8)
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For reasons explained earlier, we are interested in the behavior of this error not only
when T is fixed but also for T → 0. Thus, we set T = α and, as before, δ = α+β,
which lead to N = −β. We are interested in the behavior of the error as → 0. For
these choices of T and δ, the square error will be
E
(
σˆ2δ − σ2
)2 ∼ O (4−2(α+β) + 2−α + β) (9)
For α fixed, we see that the error will be small if 0 < β < 2− α. In fact, the optimal
choice for β is β = 4−2α
3
, in which case the error becomes(
E
(
σˆ2δ − σ2
)2) 12 ∼ O ( 2−α3 ) (10)
So, for α = 0, we get that the optimal sub sampling rate is β = 4
3
, which results to an
optimal error of order O
(

2
3
)
. However, if α > 0, the error can increase significantly,
especially for non-optimal choices of δ.
In the rest of this section, we are going to investigate the behavior of the p-variation
norm as an estimator of σ. The intuition comes from the following observation: we
know that at scale O (1), {Y 1,t (ω) ; t ∈ [0, T ]} behaves like scaled Brownian motion
while at scale O (), it is a process of bounded variation (finite length). Could it be
that at scale O (α), the process behaves like a process of finite p-variation, for some
p that depends on α? If so, would the p-variation norm be a better estimator of σ?
3.1 The total p-variation
We say that a real-valued continuous path X : [0, T ]→ R has finite total p-variation
if
Dp (X)T := supD([0,T ])
 ∑
t`∈D([0,T ])
|Xt`+1 −Xt` |p
 1p < +∞, (11)
where D ([0, T ]) goes through the set of all finite partitions of the interval [0, T ] (see
also [11]). It is clear by the definition that a process of bounded variation will always
have finite total p-variation for any p > 1. Also, note that the total p-variation as
defined above will only be zero if the process is constant. Thus, the total p-variation
of a non-constant bounded variation process will always be a positive number.
For  > 0 fixed, the process Y 1, : [0, T ] → R defined in (5) is clearly of bounded
variation, but its total variation is of order O (T

)
. We will say that at scale O (α),
the process Y 1, behaves like a process of finite total p-variation in the limit if
lim
→0
(
Dp
(
Y 1,
)
α
)
< +∞ and ∀q < p, lim
→0
(
Dq
(
Y 1,
)
α
)
= +∞. (12)
We will prove the following:
Theorem 3.1. At scale O (α) and 1 < α < 2, the process Y 1, : [0, T ] → R defined
in (5) behaves like a process of finite total (2− α)-variation in the limit.
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First, we prove the following lemma:
Lemma 3.2. Let X : [0, T ] → R be a real-valued differentiable path of bounded
variation. Then, its total p-variation is given by
Dp (X)T := supE([0,T ])
 ∑
t`∈E([0,T ])
|Xt`+1 −Xt` |p
 1p , (13)
where E ([0, T ]) goes through all finite sets of extremals of X in the interval [0, T ].
Proof. Consider the function
fa,b(t) = |Xt −Xa|p + |Xb −Xt|p, a < t < b.
This is maximized for t an extremal point (X˙t = 0) or at t = a or t = b. Thus,
if D = {0, t1, . . . , tn−1, tn = T}, there exists a set of extremals E with cardinality
|E| ≤ n+ 1, such that ∑
t`∈D
|Xt`+1 −Xt` |p ≤
∑
t`∈E
|Xt`+1 −Xt` |p.
The set E can be constructed by choosing τ1 so that f0,t2(t) is maximized and τk so
that fτk−1,tk+1(t) is maximized, for k = 2, . . . , n− 1. Thus
sup
D([0,T ])
 ∑
t`∈D([0,T ])
|Xt`+1 −Xt` |p
 1p ≤ sup
E([0,T ])
 ∑
t`∈E([0,T ])
|Xt`+1 −Xt` |p
 1p .
The opposite inequality is obvious and completes the proof.
To prove the theorem, first we notice that
Dp(Y
1,)T = σDp(Z
1) T
2
, (14)
where (Z1, Z2) satisfy
dZ1t = Z
2
t dt
dZ2t = −Z2t dt+ dWt
Now, Z1 is clearly differentiable and thus, by the lemma
Dp(Z
1)T = sup
E([0,T ])
 ∑
t`∈E([0,T ])
|Z1t`+1 − Z1t` |p
 1p
The derivative of Z1 is equal to Z2, so all its extremal points correspond to zero-
crossings of Z2. So, for s, t ∈ E ,
Z1t − Z1s = (Wt −Ws)−
(
Z2t − Z2s
)
= Wt −Ws
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and Dp(Z
1)T becomes
Dp(Z
1)T = sup
E([0,T ])
 ∑
t`∈E([0,T ])
|Wt`+1 −Wt` |p
 1p =
= lim
δ→0
 ∑
t`∈Eδ([0,T ])
|Wt`+1 −Wt` |p
 1p , (15)
where
Eδ ([0, T ]) = {0 = t0, t1, . . . , tNδ(T ), T}
and {t1, . . . , tNδ(T )} is the set of all zero-crossings of Z2 in [0, T ] that are at least
distance δ apart from each other, i.e. if tk ∈ Eδ ([0, T ]) and k < Nδ(T ), then tk+1 is
the first time that Z2 crosses zero after time tk+δ. Note that the set of zero-crossings
of Z2 in [0, T ] is an uncountable set that contains no intervals with probability 1.
Equation (15) follows from the following two facts: (i) in general, adding any point
to the partition will increase the Lp norm and thus the supremum is achieved for a
countable set of zero-crossings and (ii) any countable set that is dense in the set of
all zero-crossings will give the same result.
If τδ is the stopping time of the first zero crossing of Z
2 after δ given Z20 = 0, then
the random variables {τ δk = (tk − tk−1), tk ∈ Eδ ([0, T ]) , k ≤ Nδ(T )} are i.i.d. with
the same law as that of τδ. Thus, the sum
∑
t`∈Eδ([0,T ]) |Wt`+1 −Wt` |p is a sum of i.i.d.
random variables of finite mean (to be computed in the following section) and as a
consequence of the Law of Large Numbers, it grows like Nδ(T ). From [4], we know
that Nδ(T ) ∼ O
(
T

)
. We conclude that
Dp(Z
1)T ∼ O
(
T
1
p
)
.
Finally, from (14), it is clear that
Dp(Y
1,)α ∼ O
(

(
α
2
) 1
p
)
∼ O
(
1+
α−2
p
)
,
which proves the theorem.
3.2 The p-variation estimates
Similar to the quadratic variation estimate σˆ2 defined in (7), we define the p-variation
estimates as the properly normalized total p-variation of the process:
σˆp :=
1
Cp(T )
(
Dp(Y
1,)T
)p
. (16)
We will study the L2-error of this estimate in different scales. First, we need to define
the constant Cp(T ). The natural choice would be to choose Cp(T ) so that E (σˆp) = σp.
So,
Cp(T ) =
1
σp
E
((
Dp(Y
1,)T
)p)
.
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We need to compute E
(
(Dp(Y
1,)T )
p)
. From (14), we get that
E
((
Dp(Y
1,)T
)p)
= pσpE
((
Dp(Z
1) T
2
)p)
.
Using (15), we get that
E
((
Dp(Z
1)T
)p)
= lim
δ→0
E
 ∑
t`∈Eδ([0,T ])
|Wt`+1 −Wt` |p
 ,
Note that for any p > 1, Dp(Z
1)T ≤ D1(Z1)T , where E (D1(Z1)pT ) < +∞. Thus, from
the Dominated Convergence Theorem, the limit can come out of the expectation. To
simplify our computations, from now on we will assume that Z20 = Z
2
T = 0. We have
already observed that the random variables
{
(Wt`+1 −Wt`), t` ∈ Eδ ([0, T ]) , ` < Nδ(T )
}
are independent and distributed like Wτδ where τδ is the first time Z
2 crosses zero
after t = δ, given that Z20 = 0. Thus,
E
 ∑
t`∈Eδ([0,T ])
|Wt`+1 −Wt` |p
 = ENδ(T ) E|Wτδ |p + E|WT −WtNδ(T ) |p,
where Nδ(T ) is the number of zero-crossings of Z
2 in interval [0, T ] that are distance
δ apart from each other. First, we notice that
E|Wτδ |p = E
(
E
(|Wτδ |p∣∣τδ)) = 1√pi2 p2Γ
(
p+ 1
2
)
E
(
(τδ)
p
2
)
.
To compute E ((τδ)p), we note that τδ can be written as τδ = δ+ τ(Z2δ ), where τ(z) is
the first zero-crossing of the process Z2 given that it starts at z. For Z2 an Ornstein-
Uhlenbeck process, the p.d.f. of τ(z) has been computed explicitly (see [17]) and is
given by
f(t, z) =
2√
pi
|z|e−t
(1− e−2t) 32 exp
(
− z
2e−2t
1− e−2t
)
.
Since Z20 = 0 by assumption, Z
2
δ is a Gaussian random variable with zero mean and
variance 1
2
(1 − e−2δ). Let us denote its p.d.f. by gδ(z). It follows that the p.d.f. of
τ(Z2δ ) is given by
hδ(t) :=
∫ ∞
−∞
f(t, z)gδ(z)dz =
4etcsch(δ + t) sinh(δ) sinh(t)√
(1− e−2δ)(1− e−2t)(−1 + e2t)pi (17)
where csch(t) = 1
sinh(t)
and sinh(t) the hyperbolic sine. We write
lim
δ→0
1√
δ
E ((τδ)p) = lim
δ→0
1√
δ
∫ ∞
0
(δ + t)phδ(t)dt =
= lim
δ→0
∫ ∞
0
(δ + t)phδ(t)√
δtH(t)
tH(t)dt.
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where
H(t) =
4e−t
√
e−t sinh(t)
(1− e−2t)2pi and
∫ ∞
0
tH(t)dt =
√
2.
The function (δ+t)
phδ(t)√
δtH(t)
is increasing to t−1+p as δ ↓ 0 and thus by the dominated
theorem we find that
Kp :=
∫ ∞
0
tpH(t)dt (18)
Notice that for t→ 0, H(t) behaves like t− 32 and thus the integral Kp is finite if and
only if p > 1
2
. Also, for p = 1, 2 we find that K1 =
√
2 and K2 = 2
√
2 log 2.
Now, we need to compute the limit of
√
δENδ(T ) as δ → 0. We can use the results
in [4] to get an upper and lower bound and show that Nδ(T ) behaves like O
(
T√
δ
)
.
However, we need to know the exact value of the limit. We proceed as follows: we
write
ENδ(T ) =
∞∑
n=1
P (Nδ(T ) ≥ n) =
∞∑
n=1
P
(
n∑
i=1
τ δi ≤ T
)
(19)
where τ δi = ti − ti−1 for ti ∈ Eδ ([0, T ]) and i ≤ Nδ(T ). Using (17) we find that the
Laplace transform of the distribution of τδ is
Hˆδ (λ) = e
−λδhˆδ (λ) =
2e−d(λ+1)Γ(λ+1
2
) sinh(d)√
pi(1− e−2d) F¯1
(
1,
λ+ 1
2
,
λ+ 2
2
, e−2d
)
, (20)
where F¯1 (a, b, c, x) is the regularized hypergeometric function given by
F¯1 (a, b, c, x) =
1
Γ(c)
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
, and (d)n =
n−1∏
k=0
(d+ k).
We find that for small d > 0, this behaves like
Hˆδ (λ) = 1− 2
√
2√
pi
Γ(λ+1
2
)
Γ(λ
2
)
√
d+O (δ) . (21)
Since the τ δi ’s are i.i.d., the Laplace transform of the sum
∑n
i=1 τ
δ
i will be Hˆδ (λ)
n and
thus we write
P
(
n∑
i=1
τ δi ≤ T
)
=
∫ T
0
L−1[Hˆδ (λ)n](dt),
where L−1 denotes the operator of the inverse Laplace transform. Substituting this
back to (19), we get
ENδ(T ) =
∞∑
n=1
∫ T
0
L−1[Hˆδ (λ)n](dt)
=
∫ T
0
L−1[
∞∑
n=1
Hˆδ (λ)
n](dt)
=
∫ T
0
L−1[ Hˆδ (λ)
1− Hˆδ (λ)
](dt). (22)
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Taking the limit inside the operator, we finally see that
lim
δ→∞
√
δE (Nδ(T )) =
√
pi
2
√
2
∫ T
0
L−1[ Γ(
λ
2
)
Γ(λ+1
2
)
](dt) =
T√
2
. (23)
Finally, we note that since Z2T = 0 by assumption,
(T − tNδ(T )) < δ ⇒ lim
δ→0
E|WT −WtNδ(T ) |
p = 0.
For every p > 1, we set
ap :=
1√
pi
2
p
2Γ
(
p+ 1
2
)
and cp :=
ap√
2
K p
2
. (24)
Putting everything together, we find that
E
((
Dp(Z
1)T
)p)
:= cpT (25)
and consequently
E
((
Dp(Y
1,)T
)p)
= pσpcp
T
2
= p−2σpcpT.
Thus we set
Cp(T ) := 
p−2cpT. (26)
By construction, the p-variation estimates σˆp defined in (16) are consistent, i.e.
E (σˆp) = σp. We now compute its square L2-error:
E (σˆp − σp)2 = E
(
(Dp(Y
1,)T )
p
Cp(T )
− σp
)2
=
= E
(
(Dp(Y
1,)T )
2p
Cp(T )2
)
− σ2p =
=
1
Cp(T )2
E
((
Dp(Y
1,)T
)2p)− σ2p =
=
2pσ2p
2p−4c2pT 2
E
((
Dp(Z
1) T
2
)2p)
− σ2p
= σ2p
(
4
c2pT
2
E
((
Dp(Z
1) T
2
)2p)
− 1
)
(27)
To proceed, we need to compute the second moment of (Dp(Z
1)T )
p
. As with the
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computation of the first moment, we write:
E
((
Dp(Z
1)T
)2p)
= lim
δ→0
E
 ∑
t`∈Eδ([0,T ])
|Wt`+1 −Wt` |p
2
= lim
δ→0
E
Nδ(T )∑
n=1
|Wτδn|p + |WT −WtNδ(T ) |
p
2
= lim
δ→0
E
Nδ(T )∑
n=1
|Wτδn|p
2 ,
where the last line comes from the fact that
(
T − tNδ(T )
)
< δ. To compute the above
expectation, we write
E
Nδ(T )∑
n=1
|Wτδn|p
2 = E
Nδ(T )∑
m,n=1
|Wτδm|p|Wτδn|p
2
= ENδ(T )E|Wτδ |2p + E
(
Nδ(T )
2 −Nδ(T )
)
(E|Wτδ |p)2
= ENδ(T )E|Wτδ |2p + ENδ(T )2 (E|Wτδ |p)2 +O
(√
d
)
where the last line follows from the fact that Nδ(T ) ∼ O
(
T√
d
)
and E|Wτδ |p ∼
O
(√
δ
)
. It remains to compute the limit of δENδ(T )2. Following a similar approach
to the one before, we write
ENδ(T )2 =
∞∑
n=1
(2n− 1)P (Nδ(T ) ≥ n) =
∞∑
n=1
(2n− 1)P
(
n∑
i=1
τ δi ≤ T
)
= 2
∞∑
n=1
nP
(
n∑
i=1
τ δi ≤ T
)
+O
(
1√
δ
)
and
∞∑
n=1
nP
(
n∑
i=1
τ δi ≤ T
)
=
∞∑
n=1
n
∫ T
0
L−1[Hˆδ (λ)n](dt)
=
∫ T
0
L−1[
∞∑
n=1
nHˆδ (λ)
n](dt)
=
∫ T
0
L−1[ Hˆδ (λ)(
1− Hˆδ (λ)
)2 ](dt).
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Taking the limit as δ → 0, we get
lim
δ→0
δENδ(T )2 = lim
δ→0
2
∫ T
0
L−1[ δHˆδ (λ)(
1− Hˆδ (λ)
)2 ](dt)
=
pi
4
∫ T
0
L−1[
(
Γ(λ
2
)
Γ(λ+1
2
)
)2
](dt)
=
T 2
2
+ (2 log 2)T
Putting everything together, we get
E
((
Dp(Z
1)T
)2p)
= lim
δ→0
(√
δENδ(T )E
|Wτδ |2p√
δ
+ δENδ(T )2
(
E
|Wτδ |p√
δ
)2)
=
T√
2
a2pKp +
(
T 2
2
+ (2 log 2)T
)(
apK p
2
)2
= Tc2p +
(
T 2 + (4 log 2)T
)
(cp)
2
= T 2 (cp)
2 + T
(
c2p + (4 log 2) (cp)
2) ,
where ap and cp are defined in (24) and Kp is defined in (18). Finally, we get
E (σˆp − σp)2 = σ2p
(
4
T 2c2p
(
T 2
4
(cp)
2 +
T
2
(
c2p + (4 log 2) (cp)
2))− 1)
= σ2p
2
T
(
c2p
c2p
+ 4 log (2)
)
= σ2p
2
T
E(p), (28)
where E(p) = c2p
c2p
+ 4 log (2). This is an increasing function for p ∈ [1, 2] and
4 log 2 =: E(1) ≤ E(p) ≤ E(2) := 10 log 2, ∀p ∈ [1, 2].
We summarize our conclusions in the following
Theorem 3.3. The L2-error of the estimator σˆ
p defined in (16) is described by (28).
At scale O (α), the error is of order O
(

2−α
2
)
.
We see that the performance of the estimators σˆp is the same for all p > 1 and
they outperform the σˆ2δ estimator defined in (7). In terms of the constant E(p), the
smaller the p, the smaller the error. However, there is a problem: except for scale
O(1) (α = 0), the normalizing constant Cp depends on , which will in general be
unknown. We go on to define a new estimator that does not assume knowledge of .
3.3 Estimating the scale separation variable 
Suppose that T < 1 and T = α for some α > 0. We define the new estimator σ˜p
similar to σˆp, only use cp rather than Cp as our normalization constant. Thus, we
define
σ˜p =
1
cp
(
Dp(Y
1,)T
)p
, (29)
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where cp is defined in (24). Then
E (σ˜p − σp)2 = E
(
(Dp(Y
1,)T )
p
cp
− σp
)2
=
=
2pσ2p
c2p
E
((
Dp(Z
1) T
2
)2p)
− 2σp 
pσp
cp
E
((
Dp(Z
1) T
2
)p)
+ σ2p
=
2pσ2p
c2p
(
T 2
4
(cp)
2 +
T
2
(
c2p + (4 log 2) (cp)
2))− 2σp pσp
cp
(
cp
T
2
)
+ σ2p
= σ2p
(
T 2
4−2p
+
T
2−2p
(
c2p
(cp)
2 + (4 log 2)
)
− 2
(
T
2−p
)
+ 1
)
(30)
and by substituting T by α this becomes
E (σˆp − σp)2 = σ2p (2p+2a−4 + 2p+a−2E(p)− 2p+a−2 + 1) . (31)
Thus, we get the following behavior:
(i) For p > 2− α, the error is of order O (1).
(ii) For p = 2− α, the error is well-behaved and of order O
(

2−α
2
)
.
(iii) For p < 2− α and α < 2, the error explodes like O (2p+2a−4).
We conclude that the optimal estimator is σˆ2, since it does not assume knowledge
of  and the estimators σ˜p do not outperform it even for p = 2− α (except that the
constant E(p) is smaller). However, the estimators σ˜p can be used to estimate the
scale separation variable . We set
pˆ := arg min
1<p<2
| (σ˜p) 1p − (σˆ2) 12 |
and
αˆ := 2− pˆ.
Then, we estimate  by
ˆ := T
1
αˆ .
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