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Abstract. We will show that the cotangent bundle of a manifold whose free
loopspace homology grows exponentially is not symplectomorphic to any smooth
aﬃne variety. We will also show that the unit cotangent bundle of such a manifold
is not Stein ﬁllable by a Stein domain whose completion is symplectomorphic to a
smooth aﬃne variety. For instance, these results hold for end connect sums of simply
connected manifolds whose cohomology with coeﬃcients in some ﬁeld has at least
two generators. We use an invariant called the growth rate of symplectic homology
to prove this result.
Keywords and phrases: Symplectic homology, growth rate, aﬃne variety
2010 Mathematics Subject Classiﬁcation: 53D35, 53D40
Geom. Funct. Anal. Vol. 22 (2012) 369–442 
DOI 10.1007/s00039-012-0158-7
Published online May 23, 2012
© 2012 Springer Basel AG GAFA Geometric And Functional Analysis
Contents
1 Introduction 370
2 Main Deﬁnitions and Properties 374
2.1 Liouville domains. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374
2.2 Symplectic homology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376
2.3 Growth rates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379
3 Growth Rate Linear Algebra 380
4 Growth Rate Geometry 382
4.1 Some alternate deﬁnitions of growth rate. . . . . . . . . . . . . . . . . . . . 382
4.2 Growth rate of cotangent bundles. . . . . . . . . . . . . . . . . . . . . . . . 402
4.2.1 The growth rate and fundamental group. . . . . . . . . . . . . . . . 405
5 Compactiﬁcations of Algebraic Varieties 406
5.1 Making the divisors orthogonal. . . . . . . . . . . . . . . . . . . . . . . . . . 406
5.2 Making the smooth aﬃne variety nice at inﬁnity. . . . . . . . . . . . . . . . 416
6 The Growth Rate of Aﬃne Varieties 425
7 Finite Covers of Smooth Aﬃne Varieties 433
8 Appendix A: Convex Symplectic Manifolds 434
9 Appendix B: A Maximum Principle 439
370 M. MCLEAN GAFA 
1 Introduction
The aim of this paper is to use an invariant called the growth rate of symplectic
homology to construct many examples of cotangent bundles which are not symplecto-
morphic to any smooth aﬃne variety. We also have a contact analogue of this result
which says that if we take the unit cotangent bundle of one of these manifolds then it
is not Stein ﬁllable by a Stein domain whose completion is symplectomorphic smooth
aﬃne variety. All of our manifolds are assumed to be oriented unless explicitly stated
otherwise.
If we have some Liouville domain M (deﬁned in section 2.1) and a class
b ∈ H2(M,Z/2Z), then the growth rate of symplectic homology is an invariant
Γ(M, b) ∈ {−∞} ∪ [0,∞). This invariant was originally deﬁned in [Se, §4]. Ev-
ery Liouville domain also has a completion M̂ , and the growth rate is in fact an
invariant of the completion M̂ up to symplectomorphisms preserving the class b and
so we will often write Γ(M̂, b).
A smooth aﬃne variety A has a symplectic structure obtained by embedding it
into CN algebraically and then pulling back the standard symplectic form onto A. It
turns out that this is symplectomorphic to the completion of some Liouville domain
A obtained from taking a large closed ball in CN and intersecting it with A. Because
the symplectic form is a biholomorphic invariant of A, we can assign the invariant
Γ(A, b) = Γ(A, b) (see [EG]).
We say that a contact manifold C is algebraically Stein ﬁllable if it is Stein ﬁllable
by a Stein domain D whose completion D̂ is symplectomorphic to a smooth aﬃne
variety A. For a smooth aﬃne variety A we also have a ﬁnite invariant mA ∈ N>0
deﬁned as follows: choose a compactiﬁcation X of A by a smooth normal crossing
divisor (i.e. X \A is a union of smooth transversely intersecting connected complex
hypersurfaces Si, i = 1, . . . , k). For I ⊂ {1, . . . , k} we write SI := ∩i∈ISi. Let
d := max{n − dimC(SI)|SI = ∅} where n = dimCA. We deﬁne mA to be the
minimum of d over all compactiﬁcations described above.
The main result of this paper is
Theorem 1.1. Γ(A, b) ≤ mA for any class b ∈ H2(A,Z/2Z). In particular
Γ(A, b) < ∞.
In fact we will prove a more general theorem:
Theorem 1.2. Suppose that the boundary of a Liouville domainM is algebraically
Stein ﬁllable by A, then Γ(M, b) ≤ mA for any b ∈ H2(M,Z/2Z).
This theorem will be proven in section 6. These theorems have been proven in
[Se, §4] when A has complex dimension 2. Let Q be a compact manifold. Choose
some metric on Q and let LqQ be the space of all free loops on Q of length less than
or equal to q, and let LQ be the space of all free loops on Q. Let K be any ﬁeld and
let aK(q) be the rank of the image of the inclusion map
H∗
(
Lq(Q),K
)
↪→ H∗
(
L(Q),K
)
.
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The manifold Q is said to have exponential growth if for some K, the function
aK(q) grows faster than any polynomial (we mean here that for any polynomial p(q),
aK(q) > p(q) for q large enough). If the manifold Q has ﬁnite fundamental group,
then this deﬁnition of exponential growth is the same as saying that
∑k
i=1 bi(L(Q),K)
grows faster than any polynomial in k for some K by [G]. There are many examples
of manifolds with exponential growth. Here are some:
1. Any surface of genus 2 or higher.
2. The end connect sum of two simply connected manifolds M1#M2 where
H∗(M1,K) has at least two generators and H∗(M2,K) has rank at least 3
(see [L]).
3. Any manifold Q whose fundamental group is the free product of at least 3
non-trivial groups (see Lemma 4.20, and Lemma 4.21).
Conjecturally (see [V]) there should be many more manifolds with exponential
growth such as simply connected manifolds whose Betti numbers are greater than
that of the torus. Given any Riemannian manifold Q, we can construct a symplectic
manifold T ∗Q where locally the symplectic form is
∑
i dqi ∧ dpi where qi are the
position coordinates and pi are the momentum coordinates. We also have a Liouville
domain D∗Q which is the manifold with boundary consisting of covectors of length
less than or equal to 1. Its boundary is the contact manifold denoted by S∗Q
consisting of covectors of length 1 and the contact form here is
∑
i pidqi.
By using work from [SW, Cor. 1.2] (although we could have used ideas from [AS]
or [Vi]), it can be shown that Γ(T ∗Q,ω2) = ∞ when Q has exponential growth and
ω2 is the pullback of the second Stiefel–Whitney class of Q. Hence we have the
following corollary of Theorem 1.1:
Corollary 1.3. If Q has exponential growth then T ∗Q is not symplectomorphic
to any smooth aﬃne variety.
This is because Γ(T ∗Q,ω2) = ∞ and Γ(A, b) < ∞ for any smooth aﬃne variety
A and any b ∈ H2(A,Z/2Z). We also have the following corollary of Theorem 1.2:
Corollary 1.4. The unit cotangent bundle of Q is not algebraically Stein ﬁllable.
If we wish to consider unoriented manifolds Q then we need to do the following:
A contact manifold C is said to be covered algebraically Stein ﬁllable if there is a
Stein ﬁlling M of C whose completion M̂ is symplectomorphic to a ﬁnite cover of a
smooth aﬃne variety.
Theorem 1.5. Suppose the boundary of a Liouville domain M is covered alge-
braically Stein ﬁllable by a smooth aﬃne variety A, then Γ(M, b) ≤ mA for any
b ∈ H2(M,Z/2Z).
We will prove this theorem in section 7. We then immediately get the following
corollaries:
Corollary 1.6. If Q is a compact manifold of exponential growth which is
possibly unoriented such that some ﬁnite cover is oriented and it has exponential
growth then T ∗Q is not symplectomorphic to any smooth aﬃne variety.
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This corollary is true for the following reason: If T ∗Q is symplectomorphic to
some smooth aﬃne variety A then for every oriented ﬁnite cover Q˜ of Q, T ∗Q˜ is
symplectomorphic to some ﬁnite cover of A. Hence by the above theorem we have
that Γ(T ∗Q˜, ω2) < ∞ which means that Q˜ is cannot have exponential growth.
Similar reasoning also gives us the following corollary:
Corollary 1.7. The unit cotangent bundle of any (possibly unoriented) Q of
exponential growth with dimension > 2 is not covered algebraically Stein ﬁllable. In
particular the unit cotangent bundle of any such Q is not algebraically Stein ﬁllable.
The reason why we need dimension > 2 is that if we have some algebraic Stein
ﬁlling C of S∗Q then we require that π1(Q) = π1(S∗Q) = π1(C) so that we can
take an appropriate cover of C. In future work the author hopes to prove a based
loopspace version of the above theorems using wrapped Floer homology. This will
enlarge the class of manifolds whose cotangent bundle is not symplectomorphic to
a smooth aﬃne variety. For instance this would be true if their Betti numbers are
greater than that of the torus.
There is a similar conjecture relating smooth aﬃne varieties with cotangent bun-
dles which we will now describe. Suppose that U is a real aﬃne algebraic variety
over R which is diﬀeomorphic to our manifold Q. We will suppose that Q is sim-
ply connected. We say that Q has a good complexiﬁcation if there exists a U as
described above such that the natural map U(R) → U(C) is a homotopy equiv-
alence. There is a question in [T] which asks if Q has a Riemannian metric of
non-negative sectional curvature when Q has a good complexiﬁcation. There is
also a conjecture attributed to Bott which conjectures that any simply connected
manifold with non-negative sectional curvature is rationally elliptic. Rationally el-
liptic means that dimπ∗(Q) ⊗ Q < ∞ (see [FHT1]). This conjecture is mentioned
in [FHT2, Ques. 12, p. 519]. Felix and Thomas in [FT] proved that if a simply con-
nected manifold is rationally elliptic then the growth rate of the Betti numbers of its
based loopspace grows sub exponentially. Vigue´-Poirrier in [V, p. 415] conjectured
that the growth rate of the Betti numbers of the based loopspace grow exponentially
if and only if the same thing is true for the free loopspace. If we look at all of these
statements then we get the following question: Suppose Q is simply connected of
exponential growth, then is it true that Q does not admit a good complexiﬁcation?
This question has some similarities with Corollary 1.3 because we can choose a sym-
plectic form on U(C) such that a neighbourhood of U(R) is symplectomorphic to
a neighbourhood of the zero section of T ∗Q and also because both T ∗Q and U(C)
deformation retract onto Q.
We will now give a brief sketch of the proof of Theorem 1.2. Symplectic homology
of M̂ is the homology of a chain complex having the following generators:
1. Critical points of some Morse function on M .
2. Two copies of each closed Reeb orbit of ∂M .
This chain complex has a natural ﬁltration by R≥0 called the action. Critical points
have action 0 and the action of each Reeb orbit is its length. Hence we can deﬁne
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SH≤λ∗ (M) for each λ as the homology of the subcomplex of orbits of action ≤ λ.
The growth rate is the rate at which
rank im
(
SH≤λ∗ (M) → lim−→
l
SH≤l∗ (M)
)
grows with respect to λ. For instance if the rank is bounded above by some poly-
nomial of degree k then the growth rate is less than or equal to k. It turns out that
our smooth aﬃne variety A is symplectomorphic to M̂ for some M . We need to
provide an upper bound for the growth rate of M . One way of doing this is to show
that the number of Reeb orbits of length ≤ λ is bounded above by some polynomial
of degree at most mA. This is the method used in [Se, §4] when Theorem 1.2 is
proven in complex dimension 2. This upper bound is achieved by compactifying A
by a smooth normal crossing divisor and carefully constructing a Liouville domain
using this divisor. The problem is that this upper bound is much harder to achieve
in higher dimensions. In this paper we deﬁne growth rate in a slightly more ﬂexible
way so that it is easier to provide such an upper bound.
We have some Hamiltonian H ≥ 0 and an almost complex structure J called a
growth rate admissible pair which satisﬁes certain technical properties. From this
pair (H, J) we can deﬁne a series of homology groups SH#∗ (λH, J) generated by
1-periodic orbits of λH. For λ1 ≤ λ2 there is a natural map
SH#∗ (λ1H, J) → SH#∗ (λ2H, J) .
We prove that the growth rate of
rank im
(
SH#∗ (λH, J) → lim−→
l
SH#∗ (lH, J)
)
is equal to the original deﬁnition of growth rate (section 4.1). Finally we care-
fully construct a Hamiltonian H so that there is a degree mA polynomial bound
on the number of 1-periodic orbits of a very small perturbation of λH and this
gives us an upper bound on the growth rate (section 6). We construct this Hamil-
tonian by ﬁrst compactifying our smooth aﬃne variety A with a smooth normal
crossing divisor D. We deform D without changing the symplectic structure on
its complement A so that there is a nice symplectic structure near D (section 5).
We can construct H so that around some point p ∈ D we have that D looks like
{x1 = 0, . . . , xk = 0, y1 = 0, . . . , yk = 0} where x1, . . . , xn, y1, . . . , yn is some nice co-
ordinate chart around p and H is a product Hamiltonian. The symplectic structure
is not quite the standard one on this chart but the Hamiltonian ﬂow of H is exactly
the same as the Hamiltonian ﬂow with respect to the standard symplectic structure.
This enables us to ﬁnd all the 1-periodic orbits of H and give a bound proportional
to λk ≤ λmA in each chart. Hence we get an upper bound of mA.
Acknowledgements. I would like to thank Mohammed Abouzaid, Dietmar Sala-
mon, Burt Totaro, Paul Seidel and Ivan Smith for extremely useful comments. The
author was partially supported by NSF grant DMS-1005365.
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2 Main Deﬁnitions and Properties
2.1 Liouville domains. A Liouville domain is a compact manifold N with
boundary and a 1-form θN satisfying
1. ωN := dθN is a symplectic form.
2. The ωN -dual of θN is transverse to ∂N and pointing outwards.
We will write XθN for the ωN -dual of θN . Sometimes we have manifolds with corners
with 1-forms θ satisfying the same properties as above. We view these as Liouville
domains by smoothing the corners slightly. By ﬂowing ∂N backwards along XθN
we have a small collar neighbourhood of ∂N diﬀeomorphic to (0, 1] × ∂N with
θN = rNαN . Here rN parameterizes (0, 1] and αN is the contact form on the
boundary given by θN |∂N . The completion N̂ is obtained by gluing [1,∞)× ∂N to
this collar neighbourhood and extending θN by rNαN .
The Liouville domains that we will be studying are called Stein domains. A Stein
manifold is a complex manifold that can be properly embedded in CN . An equiv-
alent deﬁnition of a Stein manifold is a complex manifold admitting an exhausting
plurisubharmonic function. A function is exhausting if it is bounded from below and
the preimage of every compact set is compact. A function f : S → R is plurisubhar-
monic if (−ddcf)(X, JX) > 0 for all non-zero vectors X where dc := d ◦ J and J is
the complex structure on the complex manifold S. This implies that ωf := −ddcf is
a symplectic form. If c is a regular value of an exhausting plurisubharmonic function
f then f−1(−∞, c] is a Liouville domain with Liouville form −dcf . We call such a
domain a Stein domain. A Stein manifold is of ﬁnite type if it admits an exhausting
plurisubharmonic function with only ﬁnitely many singularities. A plurisubharmonic
function f is said to be complete if the ωf -dual of −dcf is integrable. Every ﬁnite
type Stein manifold admits an exhausting plurisubharmonic function which is com-
plete. Also any two such functions on S give symplectomorphic Stein manifolds.
Hence the symplectic form is a biholomorphic invariant. We will write ωS for this
symplectic form. If f is of ﬁnite type then it turns out for C  0 that (S, ωS) is
symplectomorphic to the completion of f−1(−∞, C]. One way of obtaining such
a symplectic form is embedding S as a closed proper holomorphic embedding into
CN and then pulling back the standard symplectic form ωstd on C
N . Important
examples of ﬁnite type Stein manifolds A are smooth aﬃne varieties (see [Se, §4b]).
In fact from [Se, §4b] we have for any smooth aﬃne variety A, a Liouville domain
A which unique up to isotopy through Liouville domains such that Â is symplecto-
morphic to A. Uniqueness here means that if B is isomorphic as a variety to A
then A is isotopic to B. From now on throughout this paper if we have a smooth
aﬃne variety A we will write A for such a Liouville domain. We will call any such
Liouville domain an algebraic Stein domain. Here is a direct way of constructing
this Liouville domain: Choose any algebraic embedding ι of A into CN (so it is a
closed subvariety). Let (ri, ϑi) be polar coordinates for the i-th factor in C
N . Let
R :=
∑
i
r2i
4 . We have θA := −dcR =
∑
i
r2i
2 dϑi. We have that dθA is equal to the
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standard symplectic structure on CN . By abuse of notation we write θA for ι
∗θA,
and ωA := dθA.
Lemma 2.1. There is a C > 0 such that for all c ≥ C,((R|A)−1(−∞, c], θA) is a
Liouville domain whose completion is symplectomorphic to (A,ωA).
Proof of Lemma 2.1. We will ﬁrst show that for some C ≥ 0, R|A has no singularities
when R|A ≥ C. Compactify CN to PN and let X be the projective subvariety which
is the closure of A in PN . Let H be the hypersurface X \A. We have a line bundle
O(1) described as follows: If we think of a point on PN as a line Λ in CN+1 then
the ﬁber at this point is the quotient (CN+1)∗/V where V is the vector subspace of
linear 1-forms whose kernel contains Λ. The hyperplane H is represented by some
linear hyperplane H˜ in CN+1 and so we have a section s given by a non-zero linear
1-form whose kernel is H˜. This section vanishes on H with order 1.
Another way of describing the ﬁber of this bundle over the point represented
by the line Λ is as the space of linear 1-forms WΛ which vanish in the hyperplane
orthogonal to Λ. We can put a metric ‖ · ‖ on WΛ induced by the standard metric
on (CN+1)∗ hence we view ‖·‖ as a metric on O(1). The curvature form is a positive
(1, 1) form and this gives us a symplectic form on PN . We have an action of U(N+1)
on PN induced by the standard action on CN+1. This action also naturally lifts to
an action on the total space of O(1). The metric ‖ ·‖ is invariant under the action of
U(N+1). We can ensure that U(N) ⊂ U(N+1) is the subgroup which sendsH to H.
This subgroup also ﬁxes our section s so u∗‖s‖ = ‖s‖ for each u ∈ U(N). Hence
‖s‖ must be a function of R. If it wasn’t then there exists two elements a, b ∈ CN
of the same modulus such that ‖s‖(a) = ‖s‖(b) but this is impossible as there is
a u ∈ U(N) such that u(a) = b which implies that ‖s‖(a) = u∗(‖s‖)(b) = ‖s‖(b).
The function − log ‖s‖|A is a plurisubharmonic function on A. It is also equal to
f(R|A) for some function f . We will ﬁrst show that − log ‖s‖|A has no singularities
near inﬁnity. If D was a smooth normal crossing divisor then [Se, §4b] tells us that
d log ‖s‖|A is non-zero near inﬁnity. But the problem is that D could be anything.
So by the Hironaka resolution of singularities [H] we blow up X away from A to
X˜ where X˜ is smooth and the pullback D˜ is a smooth normal crossing divisor.
Let L be the pullback of O(1) and s˜ the pullback of s. We can also pull back the
metric ‖ . ‖ to L. To show that d log ‖s‖ is non-zero we just show that d log ‖s˜‖ is
non-zero in exactly the same way as in Lemma [Se, §4b]: Let p ∈ D˜ and choose
local holomorphic coordinates z1, . . . , zn and a trivialization of L around p so that
s = zw11 · · · zwnn (wi ≥ 0). The metric ‖ . ‖ on L is equal to eψ| . | for some function ψ
with respect to this trivialization where | . | is the standard metric on C. So
d log ‖s˜‖ = −ψ −
(∑
i
wid log |zi|
)
.
If we take the vector ﬁeld Y := −z1∂z1 · · ·−zn∂zn , then d log (|zj |)(Y ) = −1 and Y.ψ
tends to zero. Hence d log ‖s˜‖ is non-zero near inﬁnity which implies that f(R) =
− log ‖s‖ has no singularities near inﬁnity. Because f(R) and R are both exhausting,
we get that f ′ > 0 near inﬁnity which implies that R|A has no singularities in the
region R ≥ C for some C > 0.
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Because A is a holomorphic submanifold of CN , we have that ωA is a symplectic
form. Let c ≥ C and write Ac := (R|A)−1(−∞, c]. We have that Ac is a Liouville
domain because if XθA is the ωA-dual of θA then it is equal to the gradient of R|A
and hence is transverse to ∂Ac and pointing outwards because c is a regular value of
R|A and f ′(c) > 0. Also we have that the ωA-dual XθA of θA is an integrable vector
ﬁeld because d(R|A)(XθA) ≤ dR
(∑ ri
2
∂
∂ri
)|A = R|A and hence if ΦXθAt is the ﬂow
of this vector ﬁeld then (R|A)
(
Φ
XθA
t (x)
)
increases at a rate of at most eR|A. This
ﬁrst inequality is true because XθA is the orthogonal projection of
∑
i
ri
2
∂
∂ri
onto TA
so its length l decreases, but R
(∑
i
ri
2
∂
∂ri
)
= sup|V |≤lR(V ). By ﬂowing ∂Ac along
XθA we get that A \Ac is diﬀeomorphic to [1,∞)× ∂Ac and θA = rAαAc where rA
parameterizes [1,∞) (this is because d(R|A)(XθA) > 0 for R|A ≥ C). Hence A is
symplectomorphic to Âc. 
A contact manifold C is said to be Stein ﬁllable if it is contactomorphic to the
boundary of some Stein domain. It is said to be algebraically Stein ﬁllable if the
completion of this Stein domain is symplectomorphic to A.
2.2 Symplectic homology. Let N be a Liouville domain with c1 = 0. We
make some additional choices η := (τ, b) for N . The element τ is a choice of triv-
ialization of the canonical bundle of N up to homotopy and b is an element of
H2(N,Z/2Z). We will assume that ∂N has discrete period spectrum PN (the set
of lengths of Reeb orbits of the (∂N ′, αN ′)). For each pair of numbers a < b where
a, b ∈ [−∞,∞] we will deﬁne a symplectic homology group SH(a,b]∗ (N, η) which is
an invariant of (N, θN ) up to exact symplectomorphism (although we suppress θN
in the notation unless the context is unclear). Here an exact symplectomorphism
between two Liouville domains N and N ′ is a smooth diﬀeomorphism Φ from N to
N ′ such that Φ∗θN ′ = θN + df for some smooth function f : N → R.
A family of Hamiltonians H : S1 × N̂ → R is said to be admissible if H(t, x) =
λrN (x) near inﬁnity where rN is the cylindrical coordinate of N̂ and λ is some
positive constant. Here λ is some positive constant which is not in the period
spectrum of ∂N . We also require that Ht|N < 0. We sometimes view H as a time
dependent Hamiltonian Ht : N̂ → R where t ∈ S1. We have an S1 family of vector
ﬁelds XHt and it has an associated ﬂow Φ
t
XHt
(a family of symplectomorphisms
parameterized by t ∈ R satisfying ∂∂tΦtXHt = XHt where we identify S
1 = R/Z). A
1-periodic orbit o : S1 → N̂ is a map which satisﬁes o(t) = ΦtXHt (x) for some x ∈ N̂ .
We say that o is non-degenerate if DΦ1XHt
: TxN̂ → TxN̂ has no eigenvalue equal
to 1. By [DS], we can perturb H by a C∞ small amount so that all of its 1-periodic
orbits are non-degenerate. The problem here is that this Hamiltonian may not be
admissible after perturbing it, so we need a lemma:
Lemma 2.2. Let H : S1 ×N → R where N is a symplectic manifold. Let U be a
small neighbourhood of some of the 1-periodic orbits of H such that no 1-periodic
orbits intersect the boundary ∂U . Then we can perturb H by a C∞ small amount to
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H˜ such that all the 1-periodic orbits of H˜ are non-degenerate inside U and H˜ = H
outside U .
Proof of Lemma 2.2. We can choose U small enough so that the time 1 ﬂow of
XHt is well deﬁned. Let U
′ be a smaller open neighbourhood of the 1-periodic orbits
whose closure is contained in U . By slightly extending the work of [DS], we can ﬁnd
for any positive function f : N → R, a Hamiltonian Hf such that ‖Hf −H‖C∞ < f
and such that all the 1-periodic orbits of Hf are non-degenerate. Let R be an open
neighbourhood of ∂U ′ inside U where H has no 1-periodic orbits which intersect the
closure of R. Choose a bump function ρ : N → R which is 0 on a neighbourhood of
U ′ \ R and 1 on a neighbourhood of N \ U ′. Let H˜f := ρH + (1 − ρ)Hf . Suppose
for a contradiction that for every f suﬃciently small, there exists a 1-periodic orbit
of H˜f inside U which is degenerate. This orbit must intersect R because all orbits
of Hf are non-degenerate away from R. Then by a compactness argument, we have
a sequence of such orbits converging to a 1-periodic orbit of H which intersects the
closure of R. This is impossible. Hence we have for any f arbitrarily small, there is
a Hamiltonian Hf satisfying ‖Hf − H‖C∞ < f such that all of its orbits inside U
are non-degenerate and Hf = H outside U . 
Because we have a trivialization τ of the canonical bundle of N , this gives us a
canonical trivialization of the symplectic bundle TN restricted to an orbit o. Using
this trivialization, we can deﬁne an index of o called the Robbin–Salamon index
(This is equal to the Conley–Zehnder index taken with negative sign). We will write
i(o) for the index of this orbit o. For a 1-periodic orbit o we deﬁne the action AH(o):
AH(o) := −
∫ 1
0
H
(
t, γ(t)
)
dt−
∫
o
θN .
Choose a coeﬃcient ﬁeld K. Let
CF dk (H, J, η) :=
⊕
o
K〈o〉
where we sum over 1-periodic orbits o of H satisfying AH(o) ≤ d whose Robbin–
Salamon index is k. We write
CF
(c,d]
k (H, J, η) := CF
d
k (H, J, η)/CF
c
k (H, J, η) .
We need to deﬁne a diﬀerential for the chain complex CF dk (H, J, η) such that the
natural inclusion maps CF ck (H, J, η) ↪→ CF dk (H, J, η) for c < d are chain maps. This
makes CF
(c,d]
k (H, J, η) into a chain complex as well. In order to deﬁne this we choose
an S1 family of almost complex structures Jt compatible with the symplectic form.
We assume that Jt is convex with respect to this cylindrical end outside some large
compact set (i.e. θ ◦ Jt = dr). We also say that Jt is admissible.
We will now describe the diﬀerential
∂ : CF dk (H, J, η) → CF dk−1(H, J, η) .
We consider curves u : R × S1 −→ N̂ satisfying the perturbed Cauchy–Riemann
equations:
∂su+ Jt
(
u(s, t)
)
∂tu = ∇gtH
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where ∇gt is the gradient associated to the S1 family of metrics gt := ω( · , Jt( · )).
For two periodic orbits o−, o+ let U(o−, o+) denote the set of all curves u satisfying
the Cauchy–Riemann equations such that u(s, · ) converges to x± as s → ±∞. This
has a natural R action given by translation in the s coordinate. Let U(o−, o+) be
equal to U(o−, o+)/R. For a C∞ generic admissible complex structure we have that
U(o−, o+) is an (iC(o−, o+)− 1)-dimensional oriented manifold (see [FlHS]). There
is a maximum principle which ensures that all elements of U(o−, o+) stay inside
a compact set K (see [O, Lem. 1.5], [AbS, Lem. 7.2] or Corollary 9.3). Hence we
can use a compactness theorem (see for instance [BEHWZ]) which ensures that if
i(o−)−i(o+) = 1, then U(o−, o+) is a compact zero-dimensional manifold. The class
b ∈ H2(N,Z/2Z) enables us to orient this manifold (see [Ab, §3.1]). Let #U(x−, x+)
denote the number of positively oriented points of U(x−, x+) minus the number of
negatively oriented points. Then we have a diﬀerential:
∂ : CF dk (H, J, η) −→ CF dk−1(H, J, η) ,
∂〈o−〉 :=
∑
i(o−)−i(o+)=1
#U(o−, o+)〈o+〉 .
By analyzing the structure of 1-dimensional moduli spaces, one shows ∂2 = 0 and
deﬁnes SH∗(H, J, η) as the homology of the above chain complex. As a K vector
space CF dk (H, J, η) is independent of J and b, but its boundary operator does depend
on J . The homology group SHd∗ (H, J, η) depends on H and η but is independent of
J up to canonical isomorphism. We deﬁne SH
(c,d]
∗ (H, J, η) as the homology of the
chain complex
CF d∗ (H, J, η)/CF
c
∗ (H, J, η) .
If we have two non-degenerate admissible Hamiltonians H1 < H2 and two ad-
missible almost complex structures J1, J2, then there is a natural map:
SH
(a,b]
∗ (H1, J1, η) −→ SH(a,b]∗ (H2, J2, η) ,
This map is called a continuation map. This map is deﬁned from a map C on the
chain level as follows:
C : CF dk (H1, J1, η) −→ CF dk (H2, J2, η) ,
∂〈o−〉 :=
∑
i(o−)=i(o−))
#P (x−, x+)〈o+〉 ,
where P (o−, o+) is a compact oriented zero-dimensional manifold of solutions of
the following equations: Let Ks be a smooth non-decreasing family of admissible
Hamiltonians equal to H1 for s  0 and H2 for s  0 and Js a smooth family of
admissible almost complex structures joining J1 and J2. The set P (o−, o+) is the
set of solutions to the parameterized Floer equations
∂su+ Js,t
(
u(s, t)
)
∂tu = ∇gtKs,t
such that u(s, ·) converges to x± as s → ±∞. For a C∞ generic family (Ks, Js) this
is a compact zero-dimensional manifold (if o−, o+ have the same relative index with
respect to the cylinder C joining them). Again the class b ∈ H2(N,Z/2Z) enables
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us to orient this manifold. If we have another such non-decreasing family admissible
Hamiltonians joining H1 and H2 and another smooth family of admissible almost
complex structures joining J1 and J2, then the continuation map induced by this
second family is the same as the map induced by (Ks, Js). The composition of two
continuation maps is a continuation map. If we take the direct limit of all these maps
with respect to admissible Hamiltonians H ordered by < such that H|N < 0, then
we get our symplectic homology groups SH
(a,b]
∗ (N, η). We will write SH
#
∗ (N, η) or
SH#∗ (H, J, η) for SH
[0,∞)
∗ (N, η) or SH
[0,∞)
∗ (H, J, η).
Also we will write SH∗ instead of SH
(−∞,∞)
∗ . If we wish to stress which coeﬃcient
ﬁeld we are using, we will write SH#∗ (M,η,K) or SH
#
∗ (H, J, η,K) if the ﬁeld is K
for instance. We will also deﬁne SH≤b∗ (M,η,K) to be the group SH
(−∞,b]
∗ (M,η,K).
We will be dealing with other pairs (H, J) that are not necessarily admissible.
The deﬁnition of symplectic homology SH
(a,b]
∗ (H, J, η) is still the same, although
(H, J) has to satisfy some conditions to ensure that we have a well-deﬁned symplectic
homology group. This will be discussed later in section 4.1. From now on instead
of writing SH
(a,b]
∗ (H, J, η) we will suppress the term η and just write SH
(a,b]
∗ (H, J)
instead when the context is clear. Also from now on whenever we have a Liouville
domain or symplectic manifold then we will assume that we have chosen such a pair
η = (τ, b).
2.3 Growth rates. In order to deﬁne growth rates, we will need some linear
algebra ﬁrst. Let (Vx)x∈[1,∞) be a family of vector spaces indexed by [1,∞). For
each x1 ≤ x2 we will assume that there is a homomorphism φx1,x2 from Vx1 to Vx2
with the property that for all x1 ≤ x2 ≤ x3, φx2,x3 ◦ φx1,x2 = φx1,x3 and φx1,x1 = id.
We call such a family of vector spaces a ﬁltered directed system. Because these vector
spaces form a directed system, we can take the direct limit V := lim−→x Vx. From now
on we will assume that each Vx is ﬁnite dimensional. For each x ∈ [1,∞) there is a
natural map:
qx : Vx → lim−→
x
Vx .
Let a : [1,∞) → [0,∞) be a function such that a(x) is the rank of the image of the
above map qx. We deﬁne the growth rate as
Γ((Vx)) := lim
x
log a(x)
log x
∈ {−∞} ∪ [0,∞] .
If a(x) is 0 then we just deﬁne log a(x) as −∞. If a(x) was some polynomial of
degree n with positive leading coeﬃcient, then the growth rate would be equal to n.
If a(x) was an exponential function with positive exponent, then the growth rate
is ∞. The good thing about growth rate is that if we had some additional vector
spaces (V ′x)x∈[1,∞) such that the associated function a′(x) := rank
(
V ′x → lim−→x V
′
x
)
satisﬁes a′(x) = Aa(Bx) for some constants A,B > 0 then Γ(V ′x) = Γ(Vx). The
notation we use for ﬁltered directed systems is usually of the form (Vx) or (V∗), and
we will usually write Vx without brackets if we mean the vector space indexed by x.
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In the previous section we deﬁned for a Liouville domain N (whose boundary
had discrete period spectrum), SH≤λ∗ (N). For λ1 ≤ λ2, there is a natural map
SH≤λ1∗ (N) → SH≤λ2∗ (N) given by inclusion of the respective chain complexes. This
is a ﬁltered directed system (SH≤λ∗ (N)) whose direct limit is SH∗(N).
Definition 2.3. We deﬁne the growth rate Γ(N, b) as
Γ(N, b) := Γ
(
SH≤λ∗ (N, b)
)
.
We also have the following theorem:
Theorem 2.4. Let N1, N2 be two Liouville domains such that N̂1 is symplec-
tomorphic to N̂2 where the symplectomorphism pulls back b2 ∈ H2(N2,Z/2Z) to
b1 ∈ H2(N1,Z/2Z) and τ2 to τ1 where τ2 and τ1 are trivializations of the canonical
bundle. Then Γ(N1, (τ1, b1)) = Γ(N2, (τ2, b2)).
This theorem will be proven in section 4.1. Hence we will just write
Γ(N̂ , dθN , (τ, b)) for the growth rate of (N, θN ). We will sometimes just write Γ(N̂) if
the context makes it clear that dθN is our symplectic form and (τ, b) is our associated
trivialization and homology class.
3 Growth Rate Linear Algebra
Recall that a ﬁltered directed system is a family of vector spaces (Vx) parameterized
by [1,∞) forming a category where for x1 ≤ x2 there is a unique homomorphism
from Vx1 to Vx2 and no other morphisms anywhere else. For technical reasons we
will deﬁne Vx to be zero for x < 1 and so all the morphisms starting with one of these
vector spaces is also 0. A morphism of ﬁltered directed systems φ : (Vx) → (V ′x)
consists of some constant Cφ and a sequence of maps
ax : Vx → V ′Cφx
so that we have the following commutative diagram:
Vx1 V
′
Cφx1
Vx2 V
′
Cφx2
Vx3 V
′
Cφx3



 
 
ax1
ax2
ax3
for all x1 ≤ x2 ≤ x3 where the vertical arrows come from the directed system.
Let ψx1,x2 be the natural map from Vx1 to Vx2 in this ﬁltered directed system
for x1 ≤ x2. For each constant C ≥ 0, we have an morphism CV from (Vx) to (Vx)
given by the map ψx,Cx. We say that (Vx) and (V
′
x) are isomorphic if there is a
morphism φ from (Vx) to (V
′
x) and another morphism φ
′ from (V ′x) to (Vx) such that
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φ′ ◦ φ = CV and φ ◦ φ′ = C ′V ′ where C,C ′ ≥ 0 are constants and CV : (Vx) → (Vx),
C ′V ′ : (V
′
x) → (V ′x) are the morphisms described above. One of the aims of this paper
is to assign for each completion M̂ of a Liouville domainM , a ﬁltered directed system
which unique up to isomorphism. From this we can deﬁne growth rate. In order for
growth rate to be well deﬁned, we need to show
Lemma 3.1. Let (Vx), (V
′
x) be two isomorphic ﬁltered directed systems, then
Γ(Vx) = Γ(V
′
x).
Proof. Let φx : Vx → V ′Cφx and φ′x : V ′x → VCφ′x be our isomorphisms. We have a
morphism from lim−→x Vx to lim−→x V
′
x induced from φ and an inverse induced from φ
′.
This is because the morphism induced by CV is the identity map on lim−→x Vx and
similarly C ′V ′ induces the identity map. We will write φ and φ
′ for such maps by
abuse of notation. Let ax : Vx → lim−→x Vx and a
′
x : V
′
x → lim−→x V
′
x. Because φ is
an isomorphism on lim−→x Vx, we have that the rank of the image of φ ◦ ax is equal
to the rank of the image of ax. We have that a
′
Cφx
◦ φx = φ ◦ ax which implies
that rank im(a′Cφx) ≥ rank im(ax). Similarly rank im(aCφ′x) ≥ rank im(a′x) for all
x ∈ [1,∞). Hence,
lim
x
log rank im(ax)
log x
≤ lim
x
log rank im(a′Cφx)
log x
= lim
x
log rank im(a′Cφx)
logCφx
= lim
x
log rank im(a′x)
log x
≤ lim
x
log rank im(aCφ′x)
log x
= lim
x
log rank im(ax)
log x
.
This implies that Γ(Vx) = Γ(V
′
x) as the ﬁrst term in the above set of inequalities is
Γ(Vx) and the fourth term is Γ(V
′
x). 
We now need a lemma giving us a suﬃcient condition telling us when two ﬁltered
directed systems are equivalent.
Lemma 3.2. Let (V jx ) (j = 1, 2, 3, 4) be ﬁltered directed systems. Let uj : V
j
x →
V j+1Cjx (j = 1, 2, 3) be morphisms of directed systems so that composing any two of
them gives us an isomorphism. Then V 2x is isomorphic to V
3
x .
Proof of Lemma 3.2. Let ψjx1,x2 be the directed system map V
j
x1 → V jx2 for x1 ≤ x2.
By the deﬁnition of an isomorphism of ﬁltered directed systems, there exist mor-
phisms b1 : V
3
x → V 1D1x and b2 : V 4x → V 2D2x so that u2 ◦u1 ◦ b1 is the directed system
map
ψ3x,D1C1C2x : V
3
x → V 3D1C1C2x .
Also
b1 ◦ u2 ◦ u1 = ψ1x,D1C1C2x ,
u3 ◦ u2 ◦ b2 = ψ4x,D2C2C3x ,
and
b2 ◦ u3 ◦ u2 = ψ2x,D2C2C3x .
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We deﬁne φ : V 2x → V 3C2x by φ = u2. We deﬁne φ′ : V 3x → V 2D1D2C1C2C3x by
φ′ = b2 ◦ u3 ◦ ψ3x,D1C1C2x.
Let x ∈ V 3x . By abuse of notation for any x we will just write ψjK for ψjx,Kx for
j = 1, 2, 3. Because ψ3D1C1C2 = u2 ◦ u1 ◦ b1,
φ ◦ φ′ = u2 ◦ b2 ◦ u3 ◦ u2 ◦ u1 ◦ b1
= u2 ◦ ψ2D2C2C3 ◦ u1 ◦ b1 = ψ3D2C2C3 ◦ u2 ◦ u1 ◦ b1
= ψ3x,D2C2C3x ◦ ψ3D1C1C2 .
Also,
φ′ ◦ φ = b2 ◦ u3 ◦ ψ3D1C1C2 ◦ u2
= ψ2D1C1C2 ◦ b2 ◦ u3 ◦ u2
= ψ2D1C1C2 ◦ ψ2D2C2C3 .
Hence φ and φ′ give us our isomorphism and we have proven the lemma. 
4 Growth Rate Geometry
4.1 Some alternate deﬁnitions of growth rate. We will deﬁne growth rate
for a slightly larger class of manifolds called ﬁnite type convex symplectic manifolds
and also using a broader class of Hamiltonians. There are three reasons for doing
this. The ﬁrst reason is that we wish to prove that growth rate is an invariant up
to symplectomorphism and so we need a deﬁnition of growth rate which is invariant
under symplectomorphism. The second reason is that the author wishes to use this
larger class of Hamiltonians in a future paper to prove that growth rate behaves well
under products and also with respect to Lefschetz ﬁbrations. A third reason is that
this way of thinking might be useful for answering various dynamical questions.
A convex symplectic manifold is a manifold M with a 1-form θM such that
1. ωM := dθM is a symplectic form.
2. There is an exhausting function fM : M → R and a sequence c1 < c2 < · · ·
tending to inﬁnity such that the ωM -dual XθM of θM satisﬁes dfM (XθM ) > 0
along f−1M (ci) for each i.
Some basic facts about convex symplectic manifolds are proven in the appendix.
We say that M is of ﬁnite type if there is a C ∈ R such that (f−1M (−∞, c], θM ) is a
Liouville domain for all c ≥ C.
Let (M, θtM ) be a smooth family of convex symplectic manifolds parameterized
by t ∈ [0, 1]. This is said to be a convex deformation if for every t ∈ [0, 1] there is
a δt > 0 and an exhausting function f
t
M and a sequence of constants c
t
1 < c
t
2 < · · ·
tending to inﬁnity such that ((f tM )
−1(−∞, cti], θsM ) is a Liouville domain for each
s ∈ [t−δt, t+δt] and each i. We do not require that f tM ,cti,δt smoothly varies with t.
In fact it can vary in a discontinuous way with t.
LetM be a ﬁnite type convex symplectic manifold. In order to deﬁne growth rate,
we need a slightly larger class of Hamiltonians. We will ﬁrst describe Hamiltonians
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on M that give us ﬁltered directed systems. Let (S, j) be a complex surface possibly
with boundary. Let γ be a 1-form on S so that dγ ≥ 0. Let H : M → R be a
Hamiltonian and J an almost complex structure compatible with the symplectic
form ω. We have a Hamiltonian vector ﬁeld XH deﬁned by ω(XH , ·) = dH. A map
u : S → M satisﬁes the perturbed Cauchy–Riemann equations if (du−XH⊗γ)0,1 = 0.
Here du − XH ⊗ γ is a 1-form on S with values in the complex vector bundle
Hom(TS, u∗TM) where the complex structure at a point s ∈ S is induced from j
and J . The equation (du−XH ⊗ γ)0,1 = 0 is written explicitly as
du−XH ⊗ γ + J ◦ (du−XH ⊗ γ) ◦ j = 0 . (1)
Sometimes we will write (du−XH ⊗ γ)0,1J = 0 if we wish to emphasise the fact that
we are using the almost complex structure J . Here is a particular example. Let
S = R × S1 = C/Z. We let γ = dt where t parameterizes S1 = R/Z. Then the
perturbed Cauchy–Riemann equations become
∂su+ J∂tu = JXH
which is just the Floer equation.
The pair (H, J) on M is said to satisfy a maximum principle with respect to
an open set UH if there is a compact set K ′ ⊂ M containing UH such that for
any compact complex surface (S, j) with 1-form γ (dγ ≥ 0) and map u : S → M ,
satisfying
(1) u satisﬁes the perturbed Cauchy–Riemann equations;
(2) u(∂S) ⊂ UH ;
we have that u(S) ⊂ K ′. We also require that UH contains all the 1-periodic orbits
of (H, J) of action greater than some small negative constant.
A pair (H, J) is said to be SH∗ admissible if there is a discrete subsetAH ⊂ (0,∞)
such that (λH, J) satisﬁes the maximum principle for λ ∈ (0,∞) \AH with respect
to some relatively compact open set UHλ . We require that U
H
λ1
⊂ UHλ2 for λ1 ≤ λ2.
Note that if (H, J) is SH∗ admissible then so is any positive multiple of H.
For an SH∗ admissible pair (H, J), we deﬁne SH
#
∗ (λH, J) (λ ∈ (0,∞) \ AH)
as follows: By Lemma 2.2, we can perturb λH by an arbitrarily small amount
to a non-degenerate time dependent Hamiltonian H ′t : S1 × M → R so that it is
equal to λH outside some closed subset of UHλ . After subtracting a small constant
from H ′t, we can assume that H ′t is equal to λH −  on a closed subset of UHλ and
H ′t < λH where  > 0 is some constant. For a generic S1 family J ′t of almost
complex structures such that Jt = J outside a closed subset of U
H
λ , we have that
SH#∗ (H ′t, J ′t) is well deﬁned. This is because all the 1-periodic orbits of H ′t are
contained in a compact set and the maximum principle ensures that all the Floer
trajectories also stay inside a compact set. The pair (Ht, Jt) constructed above is
called an approximating pair for (H, J). A similar argument ensures that if we have
two approximating pairs (H ′t, J ′t) and (H ′′t , J ′′t ) for (H, J) with H ′t < H ′′t , there is a
well-deﬁned continuation map SH#∗ (H ′t, J ′t) → SH#∗ (H ′′t , J ′′t ) induced from a generic
family of approximating pairs joining (H ′t, J ′t) and (H ′′t , J ′′t ) where the Hamiltonians
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are non-decreasing. Also because the continuation map is induced from a non-
decreasing family of Hamiltonians, we have that the continuation map respects the
ﬁltration by action. So any orbit of action ≤ f is sent to another orbit of action
≤ f under the continuation map. The set of approximating pairs (H ′t, J ′t) induces a
directed system where (H ′t, J ′t) ≤ (H ′′t , J ′′t ) if and only if H ′t ≤ H ′′t for all t ∈ S1. We
deﬁne SH#∗ (λH, J) as lim−→(H′t,J ′t) SH
#
∗ (H ′t, J ′t) where the direct limit is taken over
this directed system.
We also have a continuation map for λ1 ≤ λ2 where λi ∈ (0,∞) \ AH from
SH#∗ (λ1H, J) to SH
#
∗ (λ2H, J). This continuation map is induced by a family of
pairs (Hst , J
s
t ) such that
(1) they are equal to (λ′sH−s, J) outside a closed subset of UHλ2 for some smooth
non-decreasing family of constants λ′s and some smooth non-increasing family
of constants s;
(2) (Hst , J
s
t ) is a ﬁxed approximating pair (H
−
t , J
−
t ) for (λ1H, J) for s  0;
(3) (Hst , J
s
t ) is a ﬁxed approximating pair (H
+
t , J
+, t) for (λ2H, J) for s  0;
(4) ∂∂sH
s
t ≥ 0.
We need to show that the continuation map trajectories stay inside a compact set.
Suppose we have some map u : R × S1 → M satisfying the continuation map
equations which join orbits inside UHλ2 :
∂su+ J
s
t ∂tu = J
s
tXHst .
These can be rewritten in the following way:
(du−XHst ⊗ dt)0,1Jst = 0 .
We have (Hst , J
s
t ) = (λ
′
sH − s, J) outside some compact subset R of UHλ2 . Let
S⊂R×S1 be a compact submanifold so that u(S) is disjoint fromR and u(∂S)⊂UHλ2 .
Hence we have that u restricted to S satisﬁes
(du−Xλ′sH−s ⊗ dt)0,1J = 0 .
The constants s do not matter so our equation becomes
(du−XH ⊗ γ)0,1J = 0
where γ = λ′sdt. Here dγ ≥ 0 because λ′s is non-decreasing. Hence by the maxi-
mum principle we have that S must be contained entirely inside UHλ2 . This implies
that the image of each continuation map u must be contained inside UHλ2 and hence
inside a ﬁxed compact set. Hence we have a well-deﬁned continuation map be-
tween SH#∗ (H−t , J
−
t ) and SH
#
∗ (H+t , J
+
t ). This induces a continuation map between
SH#∗ (λ1H, J) and SH
#
∗ (λ2H, J). If λ ∈ AH then we deﬁne SH#∗ (λH, J) as the
direct limit of SH#∗ (λ′H, J) where λ′ /∈ A tends to λ from below. Hence we have a
ﬁltered directed system (SH#∗ (λHt, Jt)).
We wish to put some additional conditions on the pair (H, J) so that the asso-
ciated ﬁltered directed system is an invariant related to symplectic homology. Here
are the additional conditions:
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1. (Bounded below property)
The Hamiltonian H is greater than or equal to zero, and there exists a compact
set K and a constant δH > 0 such that H > δH outside K.
2. (Liouville vector ﬁeld property)
There exists an exhausting function fH , and 1-form θH such that
(a) θM − θH is exact where θM is the Liouville form on M .
(b) There exists a small H > 0 such that dH(XθH ) > 0 in the region
H−1(0, H ] where XθH is the ωM -dual of θH . We also require that
d(dH(XθH ))(XθH ) > dH(XθH ) in this region.
(c) There is a constant C such that dfH(XθH ) > 0 in the region f
−1
H [C,∞)
and f−1H (−∞, C] is non-empty and is contained in the interior of H−1(0).
3. (Action bound property)
There is a constant CH and 1-form θ such that the function −θ(XH)−H must
be bounded above by CH where XH is the Hamiltonian vector ﬁeld associated
to Ht. We also require that θ − θM is exact.
If an SH∗ admissible pair (H, J) has these additional conditions, then it is called
growth rate admissible.
Here are some important examples.
First example. Let XθM be the vector ﬁeld given by the ωM -dual of θM .
Because M is a ﬁnite type convex symplectic manifold, we have a function fM :
M → R such that, dfM (XθM ) > 0 in the region where fM > c for some c  0 and
such that fM is exhausting. Let XfM be the Hamiltonian vector ﬁeld of fM . Choose
some c < c1 < c2 < · · · tending to inﬁnity so that dfM (XθM ) > 0 on f−1M (ci) for
each i. We perturb fM by a C
0 small amount to gM so that it has the following
property: g−1M (ci) = f
−1
M (ci) and dgM (XθM ) is constant on a small neighbourhood
of g−1M (ci) for each i and dgM (XθM ) > 0 for gM > c. The level sets Ay := g
−1
M (y) for
y > c are contact manifolds with contact form αy := θM |Ay . Because
αy(XgM ) = θM (XgM ) = ωM (XθM , XgM ) = −dgM (XθM ) < 0 ,
we have that XgM is non-trivial in the region {gM > c}. Because the vector ﬁeld
XgM is contained in TAy (y > c), and because it is non-zero, it has a shortest orbit
inside Ay (as Ay is compact). The reason for this is that for each p ∈ Ay we can
choose coordinates x1, . . . , x2n around p so that XgM = ∂/∂x1, which means that
any ﬂowline going through a smaller neighbourhood U of p must take some time
δU > 0 to pass through U . Because Ay is compact, we can then cover it with ﬁnitely
many such neighborhoods Ui which implies that any orbit must ﬂow for time at
least miniδUi . Let δ(y) > 0 be smaller than miniδUi . We can assume that δ(y) is a
smooth function of y.
Let h : R → R be a function with the property that h(x) = 0 for x ≤ c+ 1 and
h(x) > 0 elsewhere. For x ≥ c+ 1 we let h′(x) be smaller than δ(x)/gM and h′ > 0
whenever h > 0. We also assume that h′ is small enough so that h′(x)α(x)(XgM ) is
bounded above by a constant. The Hamiltonian ﬂow of H := h(gM ) in the region
gM ≤ c is 0 and for x > c+1 in the region Ax, it is equal to some very small multiple
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of XgM |Ax . We also need an additional technical condition which ensures that our
Hamiltonian H will satisfy the Liouville vector ﬁeld property. We require that there
exists some h > 0 with h
′′(x) > 0 for x ∈ (c + 1, c + 1 + h). Fix λ > c. In the
region {gM > λ}, there are no 1-periodic orbits of λH. This is because all the orbits
of XH |Ax = h′(x)XgM |Ax have length greater than λ because h′ < δx/gM ≤ δx/λ.
Also because H ≥ 0 and αx(XH) is bounded from above for x > c, we have that
−θM (XH)−H is bounded from above so H satisﬁes the action bound property. The
Hamiltonian H satisﬁes the bounded below property because its zero set is compact,
it is greater than or equal to zero and is greater than some constant near inﬁnity.
Note that log(h′(x)) tends to minus inﬁnity as x tends to c+1 from above. Also the
derivative of this function is positive. This implies that the derivative h′′(x)/h′(x)
tends to inﬁnity. Hence (after shrinking h) we can assume that h
′′(x) ≥ νh′(x) for
x ∈ (c+ 1, c+ 1 + h) where
ν >
(
1− d(gM (XθM ))(XθM )
)/
gM (XθM )
2
in the region x ∈ (c+1, c+1+ h). Because dH(XθM ) = h′(gM )dgM (XθM ) ≥ 0 and
d
(
dH(XθM )
)
(XθM ) = h
′′(gM )dgM (XθM )
2 + h′(gM )d
(
gM (XθM )
)
(XθM )
> h′(gM )dgM (XθM )
in the region H−1(0, H) for some small H > 0, H satisﬁes the Liouville vector
ﬁeld property. We need to ﬁnd a J so that (H, J) satisﬁes a maximum principle.
Because dgM (XθM ) is constant on a small neighbourhood of ci for each i, we have (by
ﬂowing Gi along XθM ) a small neighbourhood of Gi := g
−1
M (ci) symplectomorphic
to (1− i, 1+ i)×Gi with contact form κigMαi where αi := θM |Gi is a contact form
and κi is a constant. This is a slice of a positive cylindrical end so we can choose J
so that it looks cylindrical in these regions. We deﬁne UHλ to be any family of open
sets of the form g−1M (−∞, ci) containing all the 1-periodic orbits of λH and such that
UHλ1 ⊂ UHλ2 for λ1 ≤ λ2. Hence by Lemma 9.1, there exists a J such that (λH, J)
satisﬁes the maximum principle with respect to UHλ . Hence (H, J) is growth rate
admissible.
Second example. Let fM and XθM be as above. Let Q := f
−1
M (−∞, C] be
a manifold with boundary such that XθM is transverse to the boundary of Q and
pointing outwards and dfM (XθM ) > 0 outside Q. Even though the Liouville vector
ﬁeld XθM may not be complete, we can still ﬂow ∂Q along XθM so that we have that
the set (M \Q) is diﬀeomorphic to some open subset U of [1,∞) × ∂Q containing
{1}×∂Q. We have that θM |U = rα where r parameterizes [1,∞) and α = θM |∂Q. We
call this a partial cylindrical end ofM . We can ensure that the period spectrum of the
contact manifold ∂Q is discrete and injective (after perturbing fM very slightly). Let
J be an almost complex structure which is cylindrical inside U (i.e. dr ◦ J = −θM ).
Let  > 0 be a constant small enough so that r−1(1 + ) is still a compact manifold
transverse to XθM . Let H be a Hamiltonian such that H = h(r) in U and 0 inside Q.
We require that h(r) = 0 near r = 1 and h(r) = r− 4 for r ≥ 1+ /2, and h′, h′′ ≥ 0
and h′ > 0 when h > 0. We also require that h′′(x) > 0 for x ∈ (1, 1 + H) where
H > 0 is small.
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r = 1
h(r)
r = 1 + 
4
r = 1 + 
2
For λ not in the period spectrum of ∂Q, we have that all of the 1-periodic
orbits of λH lie inside the compact set {r ≤ /2}. We deﬁne UHλ to be the open
set Q ∪ r−1([1, 1 + ) for all λ. The pair (λH, J) satisﬁes the maximum principle
with respect to UHλ by 9.1. Hence (H, J) is SH∗ admissible. We have that (H, J)
satisﬁes the bounded below property and the Liouville vector ﬁeld property because
XθM = r
∂
∂r in U , h
′ > 0 when h > 0 and h′′(r) > 0 for r ∈ (1, 1 + H). We also
have the that (H, J) satisﬁes the action bound property because −θM (XH)−H =
rh′(r)− r+ 4 = 4 outside a compact set (where H = r− 4). All of this means that
(H, J) is growth rate admissible.
Suppose that (H0, J0), (H1, J1) is growth rate admissible with the property that
UH0λ ⊂ UH1λ for all λ and such that (H1, J1) = (κH0 + c1, J0) outside a closed
subset of of UH0λ . Suppose we have a non-decreasing family of pairs (Ht, Jt) equal
to (κtH0+ ct, J) outside a closed subset of U
H0
λ for some smooth family of constants
κt ≥ 1, ct ∈ R. Then we have a well-deﬁned continuation map from SH#∗ (λH0, J0)
to SH#∗ (λH1, J1) and this induces a morphism of ﬁltered directed systems. We call
such a morphism a restricted continuation morphism. Suppose now we have two
growth rate admissible pairs (H ′0, J ′0) and (H ′1, J ′1) with the following properties:
(1) U
H′0
λ = U
H′1
λ .
(2) (H ′0, J ′0) = (H ′1, J ′1) on a neighbourhood of ∪λUH
′
0
λ .
Then the ﬁltered directed systems (SH#∗ (λH ′0, J ′0)) and (SH
#
∗ (λH ′1, J ′1)) are isomor-
phic because all 1-periodic orbits of non-negative action and all Floer trajectories
connecting them are identical. We call such a morphism a switch isomorphism.
The main theorem of this section is
Theorem 4.1. Let (H, J), (H ′, J ′) be growth rate admissible. Then the ﬁltered
directed system (SH#∗ (λH, J)) is isomorphic to (SH
#
∗ (λH ′, J ′)) as ﬁltered directed
systems.
The isomorphism between these ﬁltered directed systems is a composition of
restricted continuation morphisms and switch morphisms and inverses of these mor-
phisms.
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The reason why we mention restricted continuation morphisms and switch mor-
phisms is because we would like this result to hold if SH#∗ had some additional
algebraic structure as well such as the pair of pants product so that it can be used
in future work. The point is that if restricted continuation morphisms and switch
morphisms are also morphisms preserving this additional algebraic structure then
we immediately get an invariance result for symplectic homology with this extra
structure.
We need some preliminary lemmas before we prove this theorem.
Lemma 4.2. Let H be a Hamiltonian satisfying the Liouville vector ﬁeld property,
then there is a growth rate admissible pair (Hp, Jp) such that
(1) Hp = H on a small neighbourhood of H−1(0) and (Hp)−1(0) = H−1(0).
(2) −θH(XHp)−Hp ≥ 0 everywhere and −θH(XHp)−Hp > 0 when Hp > 0.
(3) −θH(XHp)−Hp is greater than some constant δ′Hp > 0 outside a large compact
set.
(4) The construction of Hp only depends on H near H−1(0).
(5) There is a ﬁxed compact set K ′ such that all 1-periodic orbits of λHp are con-
tained in the interior of K ′. This set is an embedded codimension 0 manifold
with boundary and we can ensure that it ﬁts inside any open set containing
H−1(0).
(6) Any solution u : S → M of the perturbed Cauchy–Riemann equations with
respect to (H˜, J˜) where H˜ > 0, (H˜, J˜) = (λHp, J) inside K ′ and u(∂S) ⊂ K ′
is contained in K ′.
Here θH is the 1-form that makes H satisfy the Liouville vector ﬁeld property.
Note that this lemma also tells us the following fact about H: we have that
−θH(H)−H > 0 on some small neighbourhood of H−1(0). This will be useful later
on.
Proof of Lemma 4.2. The main idea of this proof is to use bump functions to extend
(H, J) restricted to a small neighbourhood of H−1(0) to a pair which looks like the
pair described in the second example. Here θH is a 1-form such that θH − θM is an
exact 1-form. The vector ﬁeld XθH which is the ωM -dual of θH has the property
that there is a function fH such that dfH(XθH ) > 0 inside a small neighbourhood of
the M \H−1(0). We also have an H such that XθH (H) > 0 on H−1(0, H) by the
Liouville vector ﬁeld property.
Because we are only interested in what H is near H−1(0) it can be anything
we like outside a neighbourhood of this set. So from now on (after changing H
outside a neighbourhood of H−1(0)) we can assume that H satisﬁes the bounded
below property. Let Q := f−1H (−∞, C] be a manifold with boundary such that
XθH is transverse to the boundary of Q and pointing outwards and dfH(XθH ) > 0
outside Q and such that H−1(0) contains Q. We have that ∂Q is a contact manifold
with contact form α = θH |∂Q. We ﬂow ∂Q along XθH so that we have that the
set (M \Q) is diﬀeomorphic to some open subset U of [1,∞) × ∂Q. This is our
partial cylindrical end. We have that θH |U = rα where r parameterizes [1,∞), and
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XθH = r
∂
∂r in the region U . We have
−θH(XH)−H = r∂H
∂r
−H
inside U . Because H satisﬁes the Liouville vector ﬁeld property we have on a neigh-
bourhood of H−1(0), d (dH(XH)) (XH) > dH(XH) > 0 outside H−1(0). Because
XH = r
∂
∂r on our partial cylindrical end this condition becomes
r
∂H
∂r
+ r2
∂2H
∂r2
> r
∂H
∂r
> 0
which in turn is equivalent to ∂H∂r ,
∂2H
∂r2
> 0. We shrink H so that H
−1[0, H ] is
contained in V . We also have that
r
∂2H
∂r
=
∂
∂r
(−θH(XH)−H) .
Hence, we have that −θH(XH)−H > 0 in the region H−1(0, H). By the bounded
below property, there exists a constant δH > 0 such that H > δH outside V . We
shrink H so that it is smaller than δH . Choose a function q1 : R → R such that
q1(x) = 1 for x ≤ 2H/3 and q1(x) = 0 for x ≥ H . Because dH(XθH ) > 0 on the
level set W := H−1(H/2), we have that this level set is regular and is a contact
manifold with contact form α2 := θH |W . There exists a function f : ∂Q → [1,∞)
such that under the identiﬁcation of M \Q with a subset of [1,∞)× ∂Q,
W =
{
(f(x), x) | x ∈ ∂Q} ⊂ [1,∞)× ∂Q .
We will write this set as (r/f)−1(1). We also have a new partial cylindrical end
which is the region {(r/f) ≥ 1}. This is diﬀeomorphic to some codimension 0
submanifold with boundary of W × [1,∞) where the cylindrical coordinate is (r/f)
and the contact form is θH |W . Let q2 be a function on R satisfying
(1) q2(x) = 0 for x ≤ 0
(2) q′2(x), q′′2(x) ≥ 0.
(3) We let q′2(x) be constant and equal to 1 for x ≥ δr. Here δr is a constant
such that the level sets (r/f)−1(x) are all compact for 1 ≤ x ≤ δr + 1. So for
x ≥ δr, q2 = r − ιr where ιr > 0 is a constant.
(4) For x > 0 we also choose q2 so that q
′
2(x) > 0.
Let Hp := q1(H)H+κq2(r/f −1) where κ > 0 is a constant to be determined. Here
q1(H) has support inside the region V because H ≥ H outside V . We have for
κ  0, that −θH(Hp)(XθH ) −Hp ≥ 0. This is because Hp = H + κq2(r/f − 1) in
H−1(0, 2H/3) and −θH(H) −H > 0, −θH(q2(r/f − 1)) − q2(r/f − 1) ≥ 0 in this
region because q2, q
′
2, q
′′
2 ≥ 0. Also −θH(r/f − 1− ιr)− r/f + ιr = ιr is greater than
some ﬁxed constant outside H−1(−∞, 2H/3) hence by the action bound property
we get that −θH(XHp) − Hp ≥ 0 for κ large enough. Hence in the region where
Hp > 0, we have that −θH(XHp)−Hp > 0.
We also let Jp be an almost complex structure such that it is cylindrical on the
partial cylindrical end {(r/f) ≥ 1} viewed as a subset ofW×[1,∞). We can perturb
f very slightly so that the period spectrum of W = (r/f)−1(1) is discrete. Deﬁne
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K ′ := M\(r/f)−1(1,∞). This is a compact codimension 0 manifold whose boundary
is W . Because the period spectrum of W is discrete and equal to A ⊂ (0,∞), we
have for all λ ∈ (0,∞) \A, λHp has all its 1-periodic orbits contained in a compact
subset of M . Also 9.1 with boundary inside K ′ must stay in K ′. This implies that
(Hp, Jp) satisﬁes the maximum principle. We also have that because Hp ≥ 0 and
Hp = (r/f)− ιr near inﬁnity, Hp satisﬁes the bounded below property. Because H
satisﬁes the Liouville vector ﬁeld property, then so does Hp as Hp = H on a small
neighbourhood of H−1(0) and Hp−1(0) = H−1(0). We also have that it satisﬁes the
action bound property because −θH(r/f − ιr)− (r/f − ιr) = ιr near inﬁnity.
Finally property (6) is satisﬁed by Lemma 9.1 as well. 
Before we prove Theorem 4.1 we will prove a couple of weaker versions of it.
Here is one.
Lemma 4.3. Let (H, J), (H ′, J ′) be growth rate admissible pairs satisfying the
following properties:
(1) H ′ = H in a neighbourhood of H−1(0).
(2) H−1(0) = H ′−1(0).
(3) UHλ = U
H′
λ .
(4) (H, J) = (H ′ + c, J ′) outside a closed subset of UH1 = ∩λUHλ .
Then there is a restricted continuation morphism from (SH#∗ (λH, J)) to
(SH#∗ (λH ′, J ′)) which is an isomorphism. Its inverse is also a restricted contin-
uation morphism.
Proof of Lemma 4.3. By the bounded below property there exists a constant δ > 0
with H,H ′ > δ outside a compact set K. This implies that there exists constants
Q1, Q2 > 1 such that H ≤ Q1H ′ and H ′ ≤ Q2H. Let (Hs, Js) (s ∈ R) be a family
of pairs such that
(1) (Hs, Js) = (H, J) for s  0 and (Hs, Js) = (Q1H ′, J ′) for s  0.
(2) We let (Hs, Js) = (κsH + cs, J) outside a closed subset of ∩UHλ for some
non-decreasing family of constants κs ≥ 1, cs ∈ R.
(3) ∂H
s
∂s ≥ 0.
The family of pairs (λHs, Js) induces a continuation map φ from the group
SH#∗ (λH, J) to SH
#
∗ (λQ1H ′, J ′). A similar family of pairs induces a continua-
tion map φ′ from SH#∗ (λH ′, J ′) to SH
#
∗ (λQ2H ′, J ′). We also have that φ′ ◦ φ and
φ◦φ′ are directed system maps for (SH#∗ (λH ′, J ′)) and (SH#∗ (λH ′, J ′)) respectively.
This is because the directed system maps are also continuation maps induced by in-
creasing families of Hamiltonians. Hence (SH#∗ (λH, J)) and (SH
#
∗ (λH ′, J ′)) are
isomorphic as directed systems. Also φ and its inverse φ′ are restricted continuation
morphisms. 
Lemma 4.4. Let (H, J), (H ′, J ′) be growth rate admissible pairs such that H ′ =
H in a neighbourhood of H−1(0) and H−1(0) = H ′−1(0). Then (SH#∗ (λH, J))
is isomorphic to (SH#∗ (λH ′, J ′)) as ﬁltered directed systems. The isomorphism
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between these ﬁltered directed systems is a composition of restricted continuation
morphisms and switch morphisms and inverses of these morphisms.
This lemma is similar to Lemma 4.3 with one constraint removed.
Proof of Lemma 4.4. From Lemma 4.2 there is a pair (Hp, Jp) constructed from H.
This only depended on what H was on a small neighbourhood of H−1(0), so the
equivalent construction (H ′p, J ′p) is equal to (Hp, Jp). Hence all we need to do in
this section is to prove that the ﬁltered directed system (SH#∗ (λH, J)) is isomorphic
to (SH#∗ (λHp, Jp)).
There is a compact codimension 0 submanifold K ′ with boundary containing
H−1(0) = (Hp)−1(0) and all the 1-periodic orbits of λHp for every λ ∈ (0,∞) \ A
(where A is discrete). We can assume that K ′ is a subset of UH1 = ∩λUHλ . It also has
the property that any solution of the perturbed Cauchy–Riemann equations with
respect to (Hp, Jp) with boundary in K ′ is contained in K ′. Let L : M → R be
a Hamiltonian such that L = Hp on a small neighbourhood of K ′ and such that
L > 0 outside K ′. We also require that L = H outside a closed subset of UH1 . We
let JL be an almost complex structure compatible with the symplectic form such
that it is equal to Jp on a small neighbourhood of K ′ and equal to J outside a
closed subset of UH1 . Because L = H on a small neighbourhood of H
−1(0) = L−1(0)
and (L, JL) = (H, J) outside a closed subset of U
H
1 , we have that (L, JL) is growth
rate admissible. Let θ be the 1-form such that θ − θM is exact and −θ(XH) − H
is bounded. Let c > 0 be a constant greater than the function −θ(XL) − L + 1.
Let L′ : M → R be a function which is equal to L on a small neighbourhood of
L−1(0) and equal to L+ c on a small neighbourhood of M \K ′ and is greater than
0 everywhere else. Because −θ(XL′) − L′ < 0 outside the interior of K ′ and no
λ-periodic orbits of L′ intersect the boundary of K ′ for λ outside some discrete set,
we have that all the 1-periodic orbits of λL′ of non-negative action are contained in
the interior of K ′. Hence by part 6 from Lemma 4.2, we have that (λL′, JL) satisﬁes
the maximum principle with respect to (K ′)o (the interior of K ′) for all λ outside a
discrete subset. So we can deﬁne UL
′
λ := (K
′)o.
Let L˜′ be equal to L′ inside K ′ and equal to Hp + c outside K ′. Again for
all λ outside a discrete subset, all the 1-periodic orbits of non-negative action are
contained in the interior K ′. Hence part (6) from Lemma 4.2, ensures that any
compact curve satisfying Floer’s equations with respect to (L˜′, JL) whose boundary
is contained in the interior of K ′ must be contained in K ′. Hence (L˜′, JL) satisﬁes
the maximum principle with respect to U L˜
′
λ := (K
′)o. Because UL′λ = U
L˜′
λ = (K
′)o
for all λ and (L′, JL) = (L˜′, JL) on a small neighbourhood of K ′, we have a switch
isomorphism from (SH#∗ (λL′, JL)) to (SH
#
∗ (λL˜′, Jp)).
Lemma 4.3 tells us that (SH#∗ (λL˜′, Jp)) and (SH
#
∗ (λHp, Jp)) are isomorphic by
a restricted continuation morphism. Lemma 4.3 also tells us that (SH#∗ (λL′, J))
and (SH#∗ (λH, J)) are isomorphic. Hence (SH
#
∗ (λH, J)) and (SH
#
∗ (λHp, Jp)) are
isomorphic. 
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If (H1, J1), (H2, J2) are growth rate admissible such thatH
−1
1 (0) containsH
−1
2 (0)
then there is a natural morphism of ﬁltered directed systems from (SH#∗ (λH1, J1))
to (SH#∗ (λH2, J2)). Here is how this morphism is constructed: we have a non-
decreasing family of Hamiltonians Hs with Hs = H1 for s  0 and such that
Hs = K for s  0 where K satisﬁes
(1) K−1(0) = H−12 (0) and H2 = K on a small neighbourhood of K
−1(0).
(2) K = H1 outside a closed subset of U
H1
1 .
(3) (K, J1) is growth rate admissible.
We also require that Hs = H1 outside a closed subset of U
H1
1 . The family of pairs
(Hs, J1) induces a continuation map from SH
#
∗ (λH1, J1) to SH
#
∗ (λK, J1). This
in turn induces a morphism of ﬁltered directed systems from (SH#∗ (λH1, J1)) to
(SH#∗ (λK, J1)) as the continuation map commutes with the ﬁltered directed system
maps. Our morphism is constructed by composing the above morphism with the
isomorphism from (SH#∗ (λK, J1)) to (SH
#
∗ (λH2, J2)) from Lemma 4.4. We call
such a morphism a growth rate admissible morphism.
Lemma 4.5. The composition of two growth rate admissible morphisms is a growth
rate admissible morphism.
Proof of Lemma 4.5. The point is that composing switch morphisms gives us switch
morphisms, composing restricted continuation maps gives us restricted continuation
maps and if we have restricted continuation maps of the right form (so that some
maximum principle still applies) then restricted continuation maps can commute
with switch morphisms. Let (H1, J1), (H2, J2), (H3, J3) be growth rate admissible
pairs with H−1i+1(0) contained in H
−1
i (0). We wish to show that the composition of
the growth rate admissible morphisms
E1 :
(
SH#∗ (λH1, J1)
)→ (SH#∗ (λH2, J2)) ,
E2 :
(
SH#∗ (λH2, J2)
)→ (SH#∗ (λH3, J3))
is a growth rate admissible morphism
E3 : SH
#
∗ (λH1, J1) → SH#∗ (λH3, J3) .
Let (H, J) be any growth rate admissible pair. By using methods from the proof
of Lemma 4.4, we can construct Hamiltonians LiH and almost complex structures
J iH for i = 1, 2, 3 with the following properties:
(1) (LiH)
−1(0) = H−1i (0) and Hi = L
i
H near H
−1
i (0).
(2) −θM (XLiH )− L
i
H  0 outside a small neighbourhood Ki of H−1i (0).
(3) Any map s : S → M with boundary inside Ki satisfying Floer’s equation with
respect to (LiH , J
i
H) must be contained in Ki. This statement is true even if
we change (LiH , J
i
H) so that it is equal to something else outside Ki as long
as the Hamiltonian stays positive.
(4) K3 ⊂ K2 ⊂ K1.
(5) (L2H , J
2
H) is equal to (L
3
H , J
3
H) outside K3 and near ∂K3 and (L
1
H , J
1
H) is equal
to (L2H , J
2
H) outside K2 and near ∂K2.
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(6) (LiH , J
i
H) is equal to (H + κ, J) for some large constant κ  0 near inﬁnity.
Note that the pair (LiH , J
i
H) really depends on both H and J but we suppressed
J from the notation to make it less cluttered. We now construct a smooth non-
decreasing 1-parameter family of pairs (LtH , J
t
H) for t ∈ [1, 3] such that
(1) (LiH , J
i
H) are equal to the pairs constructed above with the same name for
i = 1, 2, 3.
(2) (LtH , J
t
H) = (L
3
H , J
3
H) outside K3 and near ∂K3.
(3) For t ∈ [1, 2], (LtH , J tH) = (L2H , J2H) outside K2 and near ∂K2.
This family gives us continuation maps:
ΨHi,j : SH
#
∗ (λL
i
H , J
i
H) → SH+(λLjH , J jH)
that do not depend on the choice of (H, J) for any i ≤ j, i, j = 1 or 2 or 3 because no
Floer trajectories connecting non-negative action orbits escape the region K3. The
point is that if we change (H, J), we only do this outside K3. The map Ψ
H
i,j induces a
morphism of ﬁltered directed systems from (SH#∗ (λLiH , J
i
H))) to (SH
+(λLjH , J
j
H)).
The ﬁltered directed systems are canonically isomorphic for any choice of (H, J)
via a switch morphism and the maps ΨHi,j are exactly the same for any choice of
(H, J). Hence we have ﬁltered directed system maps Aki,j that are isomorphisms
from (SH#∗ (λLkHi , J
k
Hi
))) to (SH+(λLkHj , J
k
Hj
)). And we also have the relations
Ajk,k′ ◦ΨHki,j ◦ (Aik,k′)−1 = Ψ
Hk′
i,j . (2)
We also have a restricted continuation morphism Φi of from the ﬁltered directed
system SH#∗ (λLiHi , J
i
Hi
)) to SH#∗ (λHi, Ji)) (see Lemma 4.3). Its inverse Φ−1i is also
a restricted continuation morphism. We have that ΨH22,3◦ΨH21,2 is induced entirely from
continuation maps and so it is exactly the same as the map ΨH21,3. Also composing Φi
or Φ−1i with any of these maps (when possible) also induces restricted continuation
morphisms. We get that the growth rate admissible morphism E1 is equal to
Φ2 ◦A21,2 ◦ΨH11,2 ◦ Φ−11
and E2 is equal to
Φ3 ◦A32,3 ◦ΨH22,3 ◦ Φ−12
by looking at the proof of Lemma 4.4 and the deﬁnition of growth rate admissible
morphism. Hence their composition E2 ◦ E1 is equal to
Φ3 ◦A32,3 ◦ΨH22,3 ◦A21,2 ◦ΨH11,2 ◦ Φ−11 .
By equation (2) we have that this composition is equal to
Φ3 ◦A32,3 ◦A31,2 ◦ΨH12,3 ◦ΨH11,2 ◦ Φ−11 = Φ3 ◦A32,3 ◦A31,2 ◦ΨH11,3 ◦ Φ−11 .
The composition of the switch morphisms A32,3 ◦ A31,2 is the switch morphism A31,3
hence we have that E2 ◦ E1 is equal to
Φ3 ◦A31,3 ◦ΨH11,3 ◦ Φ−11
which is equal to E3. Hence E2 ◦ E1 = E3 which gives us functoriality. 
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Lemma 4.6. Let (Hs, Js) be a smooth family of growth rate admissible pairs
parameterized by s ∈ R such that for s1 < s2, H−1s1 (0) contains H−1s2 (0). For s2
greater than s1, the growth rate admissible morphism from (SH
#
∗ (λHs1 , Js1)) to
(SH#∗ (λHs2 , Js2)) is an isomorphism.
Proof of Lemma 4.6. By a compactness argument and by functoriality (Lemma 4.5)
we only need to show that for each s ∈ R, there is a δs > 0 such that the result
is true for s1 > s − δs and s2 < s + δs. We will prove this by changing our pairs
(Hs, Js) to ones similar to the one described in Lemma 4.2. Then we note that if
all the orbits have non-negative action then SH∗ is equal to SH
#
∗ hence we can
construct an inverse to our growth rate admissible morphism by using a decreasing
family of Hamiltonians.
Fix the Hamiltonian Hs. We can ensure that there is a continuous family of
small neighbourhoods Us′ of H
−1
s′ (0) in which −θ(XHs′ )−Hs′ > 0 on Us′ \H−1s′ (0)
with respect to s′ by a 1-parameter version of the note after Lemma 4.2. This means
that there is a δs > 0 and a neighbourhood U of H
−1
s′ (0) with −θ(XHs′ ) −Hs′ > 0
on U \H−1s′ (0) for all |s− s′| < δs.
We ﬁrst perturb Hs−δs by a C∞ small amount near its zero set to K so that
(K, Js−δs) is still growth rate admissible and so that the interior of K−1(0) contains
H−1s−δs(0) and K
−1(0) is contained in U . By Lemma 4.2 let (Kp, Jps−δs) be a pair
such that
(1) (Kp, Jps−δs) is growth rate admissible.
(2) Kp = K on a small neighbourhood of K−1(0) and (Kp)−1(0) = K−1(0).
(3) −θ(Kp)−Kp ≥ 0 everywhere and −θ(Kp)−Kp > 0 when Kp > 0.
We shrink U so that it is also contained in UK1 . Choose an open set U
′ whose
closure is contained in U and which still contains K−1(0). Let ρ : M → R be a
bump function which is equal to 1 inside U ′ and equal to 0 outside U . For κ > 0
large enough and for |s− s′| ≤ δs we have that
H ′s′ := ρHs′ + κK
p
satisﬁes −θ(H ′s′) − H ′s′ ≥ 0 because −θ(Kp) − Kp > 0 in the relatively compact
region U \ U ′ and so is bounded below by a positive constant. We deﬁne a new
family of almost complex structures J ′s′ to be equal to J
p
s−δs outside U
′ and equal
to Js′ on a small neighbourhood of H
−1
s′ (0). We have that (H
′
s′ , J
′
s′) is growth rate
admissible.
We have that SH∗(λH ′s′ , J
′
s′) is a ﬁltered directed system isomorphic to
SH#∗ (λH ′s′ , J
′
s′) because −θ(H ′s′) − H ′s′ ≥ 0. Also we have that if (K ′, Y ′) is any
pair equal to (H ′s′ , J
′
s′) outside U
′ then SH∗(λK ′, Y ′) is equal to SH∗(λH ′s′ , J
′
s′) as
the maximum principle ensures that continuation maps between these Hamiltonians
are well deﬁned (and that these continuation maps do not have to be from non-
decreasing families of Hamiltonians as we are not considering action). Hence for all
|s′ − s| ≤ δs, the ﬁltered directed systems (SH∗(λH ′s′ , J ′s′)) are all isomorphic.
Let s1, s2 be such that s − δs < s1 < s2 < s + δs. We have a morphism φ
of ﬁltered directed systems from (SH#∗ (λH ′s1 , J
′
s1)) to (SH
#
∗ (λH ′s2 , J
′
s2)). By the
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previous discussion we also have a morphism φ′ from(
SH#∗ (λH
′
s2 , J
′
s2)
) ∼= (SH∗(λH ′s2 , J ′s2))
to (
SH#∗ (λH
′
s1 , J
′
s1)
) ∼= (SH∗(λH ′s1 , J ′s1)) .
Because these morphisms are induced by continuation maps, we have that φ◦φ′ and
φ′ ◦φ are ﬁltered directed system maps and hence by deﬁnition φ is an isomorphism
of ﬁltered directed systems.
By Lemma 4.4, we have an isomorphism Φi of ﬁltered directed systems from
(SH#∗ (λHsi , Jsi)) to (SH
#
∗ (λH ′si , J
′
si)) for i = 1, 2. This isomorphism and its inverse
are growth rate admissible morphisms. We have an isomorphism Φ−12 ◦ φ ◦ Φ1 from
(SH#∗ (λHs1 , Js1)) to (SH
#
∗ (λHs2 , Js2)). Because φ,Φ1,Φ
−1
2 are growth rate admissi-
ble morphisms, we have by functoriality (Lemma 4.5) that Φ−12 ◦φ◦Φ1 is also a growth
rate admissible morphism. Hence the natural morphism from (SH#∗ (λHs1 , Js1)) to
(SH#∗ (λHs2 , Js2)) is an isomorphism. 
Lemma 4.7. Let (H0, J0), (H1, J1) be two growth rate admissible Hamiltonians
such that H−11 (0) ⊂ H−10 (0). Suppose that there is a smooth family of Hamiltonians
Gt satisfying the Liouville vector ﬁeld property such that
(1) G−1s2 (0) ⊂ G−1s1 (0) if s1 ≤ s2.
(2) G0 = H0 on a neighbourhood of H
−1
0 (0) and G
−1
0 (0) = H
−1
0 (0).
(3) G1 = H1 on a neighbourhood of H
−1
1 (0) and G
−1
1 (0) = H
−1
1 (0).
Then the growth rate admissible morphism(
SH#∗ (λH0, J0)
)→ (SH#∗ (λH1, J1))
is an isomorphism.
Proof of Lemma 4.7. By using a construction similar to the one in the proof of
Lemma 4.6 combined with Lemma 4.2, we have for each s ∈ [0, 1] there is a δs > 0
and a smooth family of growth rate admissible pairs (Gts, J
t
s) (t ∈ (s − δs, s − δs))
satisfying
(1) Gts = Gt on a neighbourhood of G
−1
t (0) and G
−1
t (0) = (G
t
s)
−1(0).
(2) (G00, J
0
0 ) = (H0, J0) on a neighbourhood of H
−1
0 (0) and (G
0
0)
−1(0) = H−10 (0).
(3) (G11, J
1
1 ) = (H1, J1) on a neighbourhood of H
−1
1 (0) and (G
1
1)
−1(0) = H−11 (0).
Hence by Lemma 4.6, we have for s − δs < t1 ≤ t2 < t + δs the natural ﬁltered
directed system map from (SH#∗ (Gt1s , J t1s )) to (SH
#
∗ (Gt2s , J t2s )) is an isomorphism.
Hence by a compactness argument there is a sequence of growth rate admissible
pairs (Ai, Yi) := (G
ti
si , J
ti
si) for i = 1, . . . , k such that
(1) A−1i (0) contains A
−1
i+1(0).
(2) (Ak, Yk) = (G
1
1, J
1
1 ) and (A0, Y0) = (G
0
0, J
0
0 ).
(3) The morphism from (SH#∗ (Ai, Yi)) to (SH
#
∗ (Ai+1, Yi+1)) is an isomorphism.
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We also have by Lemma 4.4 that the growth rate admissible morphisms(
SH#∗ (H0, J0)
)→ (SH#∗ (A0, Y0))
and (
SH#∗ (A1, Y1)
)→ (SH#∗ (H1, J1))
are isomorphisms. Hence by functoriality of these morphisms we get that the growth
rate admissible morphism from (SH#∗ (λH0, J0)) to (SH
#
∗ (λH1, J1)) is an isomor-
phism. 
Lemma 4.8. Let (H, J) be a growth rate admissible pair. For any compact set
K ⊂ M , there exists a growth rate admissible pair (HK , JK) such that
(1) H−1K (0) contains both H
−1(0) and K.
(2) The morphism from (SH#∗ (λHK , JK)) to (SH
#
∗ (λH, J)) is an isomorphism.
Proof of Lemma 4.8. For the purposes of this proof we may as well enlarge K
so that it contains H−1(0). By Lemma 4.7 all we need to do is create a family of
Hamiltonians Hs,(s ∈ [0,∞]) such that
(1) Hs satisﬁes the Liouville vector ﬁeld property.
(2) H−1s2 (0) contains H
−1
s1 (0) if s1 ≤ s2.
(3) H0 = H and H
−1
s (0) contains K for s  1.
Let fH , XθH be the function and Liouville vector ﬁeld which enables (H, J) to satisfy
the Liouville vector ﬁeld property. Let ρ be a bump function such that it is equal to 1
on a neighbourhood of K and 0 outside some larger compact set. Because the vector
ﬁeld V ′H := ρXθH has compact support, its ﬂow φ
V ′H
t is well deﬁned everywhere. Let
Hs := ((φ
V ′H
s )∗H). For H > 0 small enough we have that dH(XθH ) > 0 inside
H−1(0, H). Because (φ
V ′H
t )
∗XθH is proportional to XθH we have that dHs(XθH ) =
(φ
V ′H
t )∗(dH((φ
V ′H
t )
∗XθH )) > 0 in the region H
−1
s (0, H). Also because H satisﬁes the
Liouville vector ﬁeld property, there exists a Cs such that f
−1
H (−∞, Cs] is contained
in H−1s (0) and dfH(XθH ) > 0 in f
−1
H (Cs,∞). Hence Hs satisﬁes the Liouville vector
ﬁeld property for all s ≥ 0. There is a constant C so that f−1H (−∞, C] ⊂ H−1(0) and
dfH(V
′
H) > 0 in the region K \ f−1H (−∞, C). Hence the time s ﬂow of f−1H (−∞, C]
contains K for s  1. Because f−1H (−∞, C] is contained inside H−1(0) we have for
s  1 that H−1s (0) contains K.
By Lemma 4.2 there is a growth rate admissible pair (HK , JK) such thatH
−1
K (0) =
G−1s (0) for some s  0 and such that HK = Gs on a neighbourhood of H−1K (0). We
assume that s is large enough so that H−1K (0) contains K. Hence by Lemma 4.7 we
have that the growth rate admissible morphism(
SH#∗ (λHK , JK)
)→ (SH#∗ (λH, J))
is an isomorphism. 
Proof of Theorem 4.1. LetK1 be a compact set whose interior contains bothH
−1(0)
andH ′−1(0). By Lemma 4.8, there is a pair (H1, J1) withH−11 (0) containingK1 such
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that the growth rate admissible morphism from (SH#∗ (λH1, J1)) to (SH
#
∗ (λH, J))
is an isomorphism. Choose a compact set K2 whose interior contains H
−1
1 (0). Let
(H ′1, J ′1) be a pair such that (H ′1)−1(0) containsK2 and such that the morphism from
(SH#∗ (λH ′1, J ′1)) to (SH
#
∗ (λH ′, J ′)) is an isomorphism. By repeating this process,
we can ﬁnd two more growth rate admissible pairs (H2, J2),(H
′
2, J
′
2) such that
(1) (H ′1)−1(0) is contained in the interior of H
−1
2 (0).
(2) The morphism from (SH#∗ (λH2, J2)) to (SH
#
∗ (λH1, J1)) is an isomorphism.
(3) H−12 (0) is contained in the interior of (H
′
2)
−1(0).
(4) The morphism from (SH#∗ (λH ′2, J ′2)) to (SH
#
∗ (λH ′1, J ′1)) is an isomorphism.
Hence we have the following sequence of morphisms:(
SH#∗ (λH
′
2, J
′
2)
)→ (SH#∗ (λH2, J2))
→ (SH#∗ (λH ′1, J ′1))→ (SH#∗ (λH1, J1))
where composing any two of these morphisms gives an isomorphism. By Theo-
rem 3.2, the middle morphism from the group (SH#∗ (λH2, J2)) to (SH
#
∗ (λH ′1, J ′1))
is an isomorphism. Hence (SH#∗ (λH, J)) is isomorphic to (SH
#
∗ (λH ′, J ′)). This
proves the theorem. 
Corollary 4.9. The ﬁltered directed system (SH#∗ (λH, J)) is an invariant of M
up to exact symplectomorphism as long as this symplectomorphism preserves our
choice of trivialization τ of the canonical bundle and our class b ∈ H2(M,Z/2Z).
If M is complete (i.e. the ωM -dual of θM is an integrable vector ﬁeld) then it is an
invariant up to general symplectomorphism (again preserving (τ, b)).
Proof. All the properties deﬁning growth rate admissibility, are invariants of M up
to exact symplectomorphism, hence by Theorem 4.1 we have that (SH#∗ (λM, J))
is an invariant up to exact symplectomorphism preserving (τ, b). Suppose that
M is complete. Then it is the completion of some Liouville domain M hence by
[BEE, Lem. 1], if M,M ′ are symplectomorphic then they are exact symplectomor-
phic. Hence (SH#∗ (λM, J)) is an invariant up to general symplectomorphism pre-
serving (τ, b) in this case. 
Because it is an invariant up to exact symplectomorphism preserving (τ, b), we
will write (
SH#∗ (M, θ, λ)
)
for any ﬁltered directed system (SH#∗ (λH, J)) where we have chosen some growth
rate admissible pair (H, J) and a pair (τ, b).
If (N, θN ) is a Liouville domain, then the interior of N , N
0 is a ﬁnite type convex
symplectic manifold for the following reason: Let XθN be the dθN -dual of θN . By
ﬂowing ∂N backwards along XθN , we get that a collar neighbourhood of ∂N is
equal to (1 − , 1] × ∂N with θN = rNαN . Here rN parameterizes the interval and
αN = θN |∂N . Let g : (1 − , 1) → R be a function which is equal to 0 near 1 − 
and tends to +∞ near 1 and also that its derivative is positive near 1. We let
fN : N
0 → R be a function which is 0 away from this collar neighbourhood and
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equal to g(rN ) inside this collar neighbourhood. This shows that (N
0, θN ) has the
structure of a ﬁnite type convex symplectic manifold.
Lemma 4.10. Let (M, θ) be a ﬁnite type convex symplectic manifold and let
Xθ be the dθ-dual of θ. Let fM : M → R be the exhausting function such that
dfM (Xθ) > 0 in f
−1
M [C,∞) for some C  0. We deﬁne N to be the Liouville domain
f−1M (−∞, C]. We also assume that the period spectrum of the contact manifold ∂N is
discrete. Then the ﬁltered directed systems (SH∗(M, θ, λ)) and (SH∗(N0, θ|N0 , λ))
are isomorphic as long as the choice of trivialization τ and homology class b for N0
is equal to such a choice for M restricted to N0.
Proof of Lemma 4.10. Let U ⊂ [1,∞) × ∂N be the partial cylindrical end of M
obtained by ﬂowing ∂N alongXθ. Let r be the coordinate parameterizing [1,∞). We
have that θ = rα inside U where α = θ|∂N . By ﬂowing ∂N backwards along Xθ we
can extend U to U ′ (containingM \N) so that it is now a subset of (0,∞)×∂N . We
also extend r so it now parameterizes the larger interval (0,∞). Let h : (0,∞) → R
be a function such that h(r) = 0 near r = 0 and h(r) = r for r ≥ 1− δ where δ > 0
is small. We also assume that h ≥ 0 and h′ > 0 for h > 0. We set H to be equal
to h(r) where r is well deﬁned and 0 otherwise. We let J be an almost complex
structure on M such that it is cylindrical on the region {r ≥ 1− δ}. The pair (H, J)
is growth rate admissible (this is because it is basically the same as the pair from
the second example mentioned earlier). The pair (H|N0 , J |N0) is also growth rate
admissible. Let A ⊂ (0,∞) be the period spectrum of ∂N . If λ ∈ (0,∞)\A then all
the 1-periodic orbits of λH are contained in N0. Also because J is cylindrical, by
Corollary 9.3 all the Floer trajectories connecting orbits of λH or continuation map
Floer trajectories joining λ1H and λ2H are contained in N
0. This ensures that the
ﬁltered directed systems (SH#∗ (λH, J)) and (SH
#
∗ (λH|N0 , J |N0)) are isomorphic.
This completes the lemma. 
Lemma 4.11. Suppose that (M, θ) and (M ′, θ′) are convex deformation equiva-
lent, then (SH#∗ (M, θ, λ)) and (SH
#
∗ (M ′, θ′, λ)) are isomorphic as ﬁltered directed
systems (again the choice of trivialization τ and homology class b for M ′ must be
the same as that of M).
Proof of Lemma 4.11. Let fM , Xθ, N be as in the previous lemma. By Corollary 8.3,
we have that (M, θ) is convex deformation equivalent to the completion (N̂ , θN ).
Let rN be the cylindrical coordinate of N̂ . We can extend the cylindrical end
[1,∞)× ∂N to (0,∞) × ∂N inside N̂ by ﬂowing ∂N backwards along the Liou-
ville vector ﬁeld XθN . By applying Lemma 4.10 twice (once to (M, θ) and once to
(N̂ , θN )) we get that (SH
#
∗ (M, θ, λ)) is isomorphic to (SH
#
∗ (N0, θ|N = θN |N , λ))
which is isomorphic to (SH#∗ (N̂ , θN , λ)).
Similarly we have that there is a Liouville domain N ′ such that the ﬁltered di-
rected system (SH#∗ (M ′, θ′, λ)) is isomorphic to (SH
#
∗ (N̂ ′, θN ′ , λ)) and such that
(M ′, θ′) is convex deformation equivalent to (N̂ ′, θN ′). Because convex deformation
equivalence is an equivalence relation we get that (N̂ , θN ) is convex deformation
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equivalent to (N̂ ′, θN ′). Also both (N̂ , θN ) and (N̂ ′, θN ′) are complete so by Corol-
lary 8.6 they are exact symplectomorphic. Hence by Lemma 4.9 we have that the
groups (SH#∗ (N̂ , θN , λ)) and (SH
#
∗ (N̂ ′, θN ′ , λ)) are isomorphic. This implies that
(SH∗(M, θ, λ)) and (SH∗(M ′, θ′, λ)) are isomorphic. 
Motivated by Lemma 4.9 we have the following deﬁnition:
Definition 4.12. For any ﬁnite type convex symplectic manifold M , we deﬁne
Γ(M, θ) := Γ
(
(SH#∗ (M, θ, λ))
)
.
Sometimes we write Γ(M) if it is clear what the Liouville form θ is.
We will show later in Corollary 4.15 that this is the same growth rate as in
Deﬁnition 2.3.
In some cases, we wish to consider orbits of all actions and not just ones of non-
negative action. Let (H, J) be growth rate admissible such that −θH(XH)−H ≥ 0
for some θH where θH−θM is exact. Let (Hλ, Jλ) be a smooth family of Hamiltonians
parameterized by λ ≥ 1 such that (Hλ, Jλ) = (λH + cλ, J) outside a closed subset
of UHλ . Here cλ is a smooth family of constants. Basically by the maximum principle
we have that SH∗(Hλ, Jλ) is well deﬁned and for λ1 < λ2 there is a morphism from
SH∗(Hλ1 , Jλ1) to SH∗(Hλ2 , Jλ2). Note that outside a closed subset of UHλ , λH has
no 1-periodic orbits of negative action and hence no 1-periodic orbits outside this
closed subset. This morphism is induced by the smooth family of pairs (Hλ, Jλ)
from λ1 to λ2. Hence (SH∗(Hλ, Jλ)) forms a ﬁltered directed system.
Lemma 4.13. Suppose that −θ(XH) − H ≥ 0 then (SH∗(Hλ, Jλ)) is isomorphic
to (SH#∗ (M, θ, λ)).
Proof of Lemma 4.13. Because the action of all the 1-periodic orbits of λH are
non-negative, we have that SH∗(λH, J) ∼= SH#∗ (λH, J). This isomorphism com-
mutes with the ﬁltered directed system maps because they are continuation maps
induced from an increasing family of Hamiltonians. Hence the ﬁltered directed sys-
tem (SH∗(λH, J)) is isomorphic to (SH
#
∗ (λH, J)).
Let q : R → [0, 1] be a smooth function such that q(x) = 0 for x ≤ 0 and q(x) = 1
for x ≥ 1. By joining (λH, J) with (Hλ, Jλ) via a smooth family of pairs (Hsλ, Jsλ)
such that (Hsλ, J
s
λ) = (λH + q(s)cλ, J) outside a closed subset of U
H
λ , we have by
the maximum principle a well-deﬁned continuation isomorphism from SH∗(λH, J)
to SH∗(Hλ, Jλ). This monorphism commutes with the continuation maps. Also the
continuation map induced by the family (H−sλ , J
−s
λ ) gives us an inverse to the above
morphism. This is because the composition of these two continuation maps is a
continuation map induced by some family of pairs equal to (λH + q(s)c′λ, J) near
inﬁnity and these are homotopic through such families of pairs to the constant pair.
The constant pair gives us the identity map.
Hence we have that the ﬁltered directed system (SH∗(λH, J)) is isomorphic to
(SH∗(Hλ, Jλ)). Hence we have that (SH
#
∗ (λH, J)) is isomorphic to (SH∗(Hλ, Jλ)).
This proves the lemma. 
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Corollary 4.14. Let N be a Liouville domain and let rN be the cylindrical
coordinate of N̂ . Suppose also that the period spectrum of ∂N is discrete. Let J
be an almost complex structure that is cylindrical near inﬁnity. Let (Hλ, Jλ) be a
family of Hamiltonians such that Hλ = λrN + cλ outside a large compact set K for
some family of constants cλ. Suppose also that Jλ is equal to J outside K. Then
(SH∗(Hλ, Jλ)) is isomorphic as a ﬁltered directed system to (SH
#
∗ (N̂ , θN , λ)).
Proof of Corollary 4.14. Let h : [1,∞) → R be a function such that h(x) = 0 for x
near 1 and h(x) = x− 2 for x ≥ 3. Suppose also that h′(x), h′′(x) ≥ 0. Let H be a
Hamiltonian such that H = 0 inside N ⊂ N̂ and H = h(rN ) outside N . Inside N ,
−θ(XH)−H = 0. Outside N ,
−θ(XH)−H = rNh′(rN )− h(rN ) =
∫ rN
1
xh′′(x)dx ≥ 0 .
Hence −θ(XH) − H ≥ 0. This pair is growth rate admissible for reasons similar
to the reason why the second example mentioned earlier is growth rate admissible.
Hence by Lemma 4.13 we get our result. 
The problem is that the growth rate Γ(M, b) has a diﬀerent deﬁnition to the
one given in Deﬁnition 2.3. We recall the deﬁnition here: In section 2.2, we deﬁned
SH≤λ∗ (N) for a Liouville domain N which is the direct limit of SH≤λ∗ (H, J) where
(H, J) is a pair deﬁned on N̂ and is cylindrical at inﬁnity and less than 0 on N . For
λ1 ≤ λ2, there is a natural map SH≤λ1∗ (N) → SH≤λ2∗ (N). This is a ﬁltered directed
system (SH≤λ∗ (N)) whose direct limit is SH∗(N).
Lemma 4.15. The ﬁltered directed system (SH≤λ∗ (N)) is isomorphic to
(SH∗(N̂ , θN , λ)). Hence Deﬁnitions 2.3 and 4.12 are equivalent. We assume that
the period spectrum on N is discrete.
Proof of Lemma 4.15. Let (H, J) be the pair deﬁned in the proof of Corollary 4.14.
We will ﬁrst construct a family of pairs (Hλ, Jλ). Let r be the cylindrical coordi-
nate of N . We will construct an isomorphism from SH∗(λH, J) to SH≤λ∗ (N) that
commutes with the ﬁltered directed system maps.
Fix λ ≥ 1. We construct the Hamiltonian Ha as follows: Ha is constant and
equal to −1/a inside N . This construction only works if a is suﬃciently large. In
the region N̂ \N we let Ha = ga(r) where ga(r) = −1/a near r = 1, g′a(r), g′′a(r) ≥ 0
and ga(r) = a
(
r− 1− 1a
)
for r ≥ 1 + 1a . We also require that in a neighbourhood of
the region 1 + 23aλ ≤ r ≤ 1 + 56aλ that g(a) is equal to
−1
a
+
(
λ− 3
2a
)(
r − 1− 1
2aλ− 3
)
.
Here is a picture:
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1
1 + 5
6aλ
a(r − 1− 1
a
)
− 1
a
+ (λ− 3
2a
)(r − 1− 1
2aλ−3 )
− 1
a
1 + 1
a
1 + 2
3aλ
We let Ja be anything we like inside N and Ja is cylindrical outside N . If we
have a periodic orbit inside the level set r = c, then its action is cg′(c)− g(c). The
derivative of this with respect to c is g′(c) + cg′′(c)− g′(c) = cg′′(c). Because g′′ ≥ 0
we have that orbits in the level set r = c1 have action less than or equal to the ones
in the level set r = c2 for c1 ≤ c2. Let e = 1 + 23aλ . All the 1-periodic orbits in the
region r ≤ e have action less than or equal to eg′(e)− g(e) and all the orbits in the
region r ≥ e have action greater than or equal to this same quantity. Also because
g(r) = − 1a +
(
λ− 32a
)(
r − 1− 12aλ−3
)
in the region (e− , e] for  > 0 small,
eg′(e)− g(e) = e
(
λ− 3
2a
)
+
1
a
−
(
λ− 3
2a
)(
e− 1− 1
2aλ− 3
)
=
1
a
+
(
λ− 3
2a
)(
1 +
1
2aλ− 3
)
=
1
a
+
(
λ− 3
2a
)(
1 +
1
2a
λ− 32a
)
=
1
a
+ λ− 3
2a
+
1
2a
= λ .
Because J is cylindrical and H is linear in the region (e − , e], we can use the
maximum principle Corollary 9.3 to ensure that any Floer trajectory connecting
orbits of action ≤ λ must be contained in {r ≤ e}.
We can construct another growth rate admissible pair (H ′a, J ′a) where (H ′a, J ′a) =
(Ha, Ja) in the region {r ≤ e} and H ′a = − 1a +
(
λ− 32a
)(
r − 1− 12aλ−3
)
outside this
region. Then SH∗(H ′a, J ′a) = SH
≤λ∗ (Ha, Ja). Also for a1 ≤ a2, a similar maximum
principle argument ensures that the transfer map
SH∗(H ′a1 , J
′
a1) → SH∗(H ′a2 , J ′a2)
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coming from the family (H ′a1+t(a2−a1), J
′
a1+t(a2−a1)) is identical to the transfer map
SH≤λ∗ (Ha1 , Ja1) → SH≤λ∗ (Ha2 , Ja2)
coming from the family (Ha1+t(a2−a1), Ja1+t(a2−a1)).
Also because the slope of H ′a is equal to λ − 32a near inﬁnity we have that
SH∗(λH, J) is isomorphic to lim−→a SH∗(H
′
a, J
′
a). Hence SH∗(λH, J) ∼= SH≤λ∗ (N) be-
cause lim−→a SH∗(H
′
a, J
′
a) is equal to lim−→a SH
≤λ∗ (Ha, Ja). By ensuring that the pairs
(Ha, Ja),(H
′
a, J
′
a) smoothly increase with λ and looking at the resulting continu-
ation maps (and by Corollary 9.3 we get that the ﬁltered directed system maps
for (SH∗(λH, J)) are identical to the ones for (SH≤λ∗ (N)). Hence these directed
systems are isomorphic. Hence (SH#∗ (N̂ , θN , λ)) is isomorphic to (SH≤λ∗ (N)) by
Corollary 4.14. 
We will now prove Theorem 2.4 which says that growth rate is an invariant of a
ﬁnite type Liouville manifold up to symplectomorphism.
Proof of Theorem 2.4. By Corollary 4.15 we have that growth rate is equal
to Γ(SH#∗ (M, θM , λ)). By Lemmas 4.9 and 3.1, we have that the growth rate
Γ(SH#∗ (M, θM , λ)) is an invariant of M up to symplectomorphism. Hence Γ(M) is
an invariant of M up to symplectomorphism preserving the class b ∈ H2(M,Z/2Z)
and the choice of trivialization τ . 
.
4.2 Growth rate of cotangent bundles. We let K be a ﬁeld. Let (Q, g) be a
Riemannian manifold, and let Lλ := L≤λ2(Q, g) be the space of free loops of length
≤ λ2. For λ1 ≤ λ2 we have a natural inclusion Lλ1 ↪→ Lλ2 . This gives us a ﬁltered
directed system (H∗(Lλ,K)). We deﬁne Γ(Q,K) to be equal to Γ((H∗(Lλ,K))).
Note that Q has exponential growth if and only if there is some ﬁeld K such that
Γ(Q,K) = ∞. We deﬁne ω2 ∈ H2(T ∗Q,Z/2Z) to be the pullback of the second
Stiefel–Whitney class of Q. We also have a canonical choice of trivialization τQ of
the canonical bundle of T ∗Q induced by the volume form on Q. The cotangent
bundle T ∗Q is the completion of the unit cotangent bundle D∗Q which is a Liouville
domain. Let θQ be the Liouville form on T
∗Q. This is locally equal to
∑
i pidqi
where pi are momentum coordinates and qi are position coordinates in Q. In this
section we will prove
Theorem 4.16. The ﬁltered directed systems (H∗(Lλ)) and
(SH#∗ (T ∗Q, θQ, λ, (τQ, ω2))) are isomorphic.
This means we get the following corollary:
Corollary 4.17. Γ(T ∗Q, (τQ, ω2)) = Γ(Q).
Before we prove this theorem we need a slightly diﬀerent deﬁnition of growth
rate. Let (N, θN ) be a Liouville domain. Let rN be the radial coordinate for the
cylindrical end ∂N×[1,∞) of N̂ . We assume that the period spectrum of the contact
boundary ∂N is a discrete subset P of R. We say that a HamiltonianH : S1×N̂ → R
is quadratic admissible if
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(1) There exists constants b, b′ ∈ R such that H + b ≤ 12r2N ≤ H + b′ in the region
rN ≥ 1; We also require that rN + b ≤ dH
(
∂
∂rN
) ≤ rN + b′. This ensures that
if H has some 1-periodic orbit inside the region α ≤ rN ≤ β then its action is
greater than α(α+ b) + b′ − 12β2 and less than β(β + b′) + b− 12α2.
(2) There is a sequence l1 < l2 < · · · tending to inﬁnity such that li /∈ P and
H = 12r
2
N + di on a small neighbourhood of the hypersurface {rN = li}
where di is a constant (in particular H has no 1-periodic orbits near these
hypersurfaces). This also ensures that the 1-periodic orbits starting at say
rN = α do not stray too far away from this hypersurface.
(3) The sequence li satisﬁes li/li−1 < κ where κ is a constant.
(4) We need that H ≥ lirN − 12 l2i + di in the region rN ≥ li.
By Lemma 2.2 we can perturb any quadratic admissible Hamiltonian so it becomes
non-degenerate and remains quadratic admissible. Let H be such a Hamiltonian.
We also deﬁne an almost complex structure J such that J is equal to some cylindrical
almost complex structure on a neighbourhood of {rN = li} for each i. We say that
J is compatible with H if this is true. Such a pair (H, J) is said to be quadratic
admissible. Lemma 9.1 tells us that we can deﬁne SH≤λ∗ (H, J) (see [R, §21.3] for
an alternative way of deﬁning this). These groups form a ﬁltered directed system
where all the ﬁltered directed system maps come from the natural inclusions. Hence
we have a ﬁltered directed system (SH≤λ
2
∗ (H, J)).
Lemma 4.18. The ﬁltered directed system (SH≤λ
2
∗ (H, J)) is isomorphic to
(SH≤λ∗ (N)).
We need a preliminary algebraic lemma.
Lemma 4.19. Let (Vx), (V
′
x) be two ﬁltered directed systems and let 1 ≤ l1 < l2
< · · · be a sequence tending to inﬁnity such that li/li−1 < K for some constant K.
Suppose for each x ∈ [1,∞) we have a map px,i from Vx to V ′li whenever li ≥ cx
where c ≥ 1 is some constant. We assume that px commutes with the ﬁltered
directed system maps (i.e. if ax,y : Vx → Vy and a′i,j : V ′li → V ′lj are ﬁltered directed
system maps then we require that py,j ◦ax,y = a′i,j ◦ax,i). Suppose we also have maps
p′i,x : V
′
li
→ Vx for li ≤ c′x which also commute with the ﬁltered directed system
maps (here c′ ≥ 1 is a constant). Then (Vx) is isomorphic to (V ′x).
Proof of Lemma 4.19. Let ax,y : Vx → Vy and a′x,y : V ′x → V ′y be the directed
system maps. We ﬁrst construct a map φ : Vx → V ′Kx as follows: choose li so that
1 ≤ li/x < K. We deﬁne φ as a′li,Kx ◦ px,i. We can deﬁne φ′ : V ′x → V ′Kx in a
similar way as p′i,Kx ◦ a′x,li . Because px,i,p′i,x commutes with the directed system
maps, we have that φ ◦ φ′ and φ′ ◦ φ are directed system maps and hence we have
an isomorphism. 
Proof of Lemma 4.18. We have a sequence li satisfying li/li−1 < κ where H =
1
2r
2
N + di in a neighbourhood of rN = li. Here di is a constant. We deﬁne Hi as
follows:
(1) Hi = H in the region rN ≤ li − δi where δi is a very small constant.
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(2) Hi = fi(rN ) on a small neighbourhood of li − δi ≤ rN ≤ li where f ′i , f ′′i ≥ 0.
We can then ensure that Hi has no orbits in this neighbourhood.
(3) Hi = lirN − 12 l2i + di in the region rN ≥ li.
(4) H ≥ Hi for all i (this can be done by the last condition that a quadratic
admissible Hamiltonian satisﬁes). We also want that Hi−1 ≤ Hi for all i.
Let Ks, s ≥ 1 be a smooth family of Hamiltonians such that
(1) ∂Ks/∂s ≥ 0.
(2) Ks is linear at inﬁnity of slope s.
(3) Kli = Hi.
We have that (SH∗(Ks, J)) is a ﬁltered directed system.
Because every orbit is contained in a region of the form li−1 ≤ rN ≤ li and
li−1(li−1 + b) + b′ − 12 l2i ≤ −θN (XH)−H ≤ li(li + b′) + b− 12 l2i−1,
we have constants A,B so that any orbit starting on the level set rN = c must have
action between Ac2 and Bc2. Choose li so that Al
2
i ≥ λ2. All orbits of H and Kli
of action ≤ λ2 are contained inside the region rN ≤ li. The maximum principle
(Corollary 9.2) ensures that all Floer trajectories connecting these orbits must be
contained inside rN ≤ li. Hence SH≤λ
2
∗ (H, J) = SH≤λ
2
∗ (Kli , J). We have a natural
map:
SH≤λ
2
∗ (Kli , J) → SH∗(Kli , J) .
Composing these two maps gives us a natural map
pλ,i : SH
λ2
∗ (H, J) → SH∗(Kli , J) .
Because the ﬁltered directed system maps for H are induced by inclusions and
the ﬁltered directed system maps for Ks are induced by non-decreasing families of
Hamiltonians we have that pλ,i commutes with the ﬁltered directed system maps as
described in the statement of Lemma 4.19.
Now choose λ so that Bl2i ≤ λ2. Then all orbits of Kli have action ≤ λ2. So the
subcomplex of CF≤λ
2
∗ (H, J) generated by orbits in the region rN ≤ li is isomorphic
to the chain complex CF∗(Kli , J). Hence there is a natural morphism
p′i,λ : SH∗(Kli , J) → SH≤λ
2
∗ (H, J) .
These morphisms also commute with the natural directed system maps. So by
Lemma 4.19, (SH≤λ
2
∗ (H, J)) is isomorphic to (SH∗(Ks, J)) which in turn by Corol-
lary 4.14 and Lemma 4.15 is isomorphic to (SH∗(N,λ)). 
Proof of Theorem 4.16. By Lemma 4.18, we get that (SH≤λ
2
∗ (H, J)) is isomorphic
to (SH#∗ (T ∗Q, θQ, λ)) for any quadratic admissible pair (H, J). Using the metric
on Q, we have a functional S deﬁned on the loopspace LQ given by sending a loop
l : S1 = R/Z → Q to
√∫ 1
0 |l′(t)|2dt. We have that H∗(S−1(−∞, λ]) is a ﬁltered
directed system where the directed system maps come from the natural inclusion
maps. From [SW, Cor. 1.2] we have a quadratic admissible pair (H, J) with the
property that there is an isomorphism SH≤λ
2
∗ (H, J, (τQ, ω2)) ∼= H∗(S−1(−∞, λ]) for
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all λ. This isomorphism commutes with the directed system maps as well. Hence
we get that (SH≤λ
2
∗ (H, J, (τQ, ω2))) is isomorphic to (H∗(S−1(−∞, λ]) as directed
systems. Let L≤λparQ be the set of loops l of length ≤ λ such that |l′(t)| is constant.
This space is homotopic to LλQ. We have that S(l) is equal to the length of l when
l ∈ L≤λpar. The result in [An] tell us that the inclusion L≤λparQ ↪→ S−1(−∞, λ] is a
homotopy equivalence. Hence L≤λ is homotopy equivalent to S−1(−∞, λ]. We now
get that (SH≤λ
2
∗ (H, J, (τQ, ω2))) is isomorphic to (H∗(L≤λQ)) as directed systems.
Hence (SH#∗ (T ∗Q, θQ, λ, (τQ, ω2))) is isomorphic to (H∗(Lλ)) as directed systems. 
4.2.1 The growth rate and fundamental group. Let G be a ﬁnitely
generated group, and let A := {g1, . . . , gk} be a set of generators for G. Let Gcong
be the set of elements of G modulo conjugacy classes. Let ri be the number of
elements of Gcong which can be expressed as a product of at most i generators. We
deﬁne Γcong(G) to be limi log ri/log i. This deﬁnition is independent of the choice of
generators. The reason is as follows: Suppose g′1, . . . , g′k′ is another set of generators,
then all we need to do is show that the growth rate associated to A is the same as the
growth rate associated to the union of the generators: B := {g1, . . . , gk, g′1, . . . , g′k′}.
Let r′i be the number of elements of G
cong which can be expressed as a product of
at most i elements of B. Then ri ≤ r′i because A ⊂ B. We have that there exists
a K ∈ N such that each element of B can be expressed as a product of at most K
elements of A. Therefore r′i ≤ Kri for all i (where K is independent of i). Hence
the growth rates are the same.
Lemma 4.20. Let Q be a compact oriented manifold, then
Γ(Q) ≥ Γcong(π1(Q)) .
Proof. We need to show the following fact: there exists a constant P depending only
on Q such that for every pair of free loops γ1, γ2 in Q, there exists a free loop γ and
elements k1 and k2 of π1(Q) such that γi represents the conjugacy class [ki], and γ
represents the conjugacy class [k1.k2] with l(γ) ≤ l(γ1) + l(γ2) + P . Here l denotes
the length of a loop with respect to the metric g. This is done as follows: Choose a
constant P such that for every pair of points q1, q2 ∈ Q, there exists a path joining
them of length ≤ 12P . Also choose a basepoint a ∈ Q. Join γ1 and γ2 to a using
paths of length ≤ 12P . This gives us elements k1, k2 ∈ π1(Q, a). The composition of
such loops gives us a loop of length ≤ l(γ1) + l(γ2) + P .
Let g1, · · · , gk be generators for π1(Q, a). Let C be a constant greater than
l(gi) for each i. For C ≥ 1 we have that rank
(
H
≤(C+P )c
0 (LQ)
)
is an upper bound
for the number of loops of word length ≤ c. Also the growth rate associated to
H
≤(C+P )c
0 (LQ) is the same as the growth rate of H
≤c
0 (LQ). Hence Γ(T
∗Q, (τQ, ω2))
is an upper bound for Γcong(π1(Q)). 
Lemma 4.21. Let G be the free product of 3 non-trivial groups then
Γcong(G) = ∞ .
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Proof of Lemma 4.21. Let G = A  B  C where A,B,C are non-trivial. Let a, b, c
be non-trivial elements in A,B,C. Choose a subset I ⊂ {1, . . . , k}. Let qI(i) be a
function which is 1 if i ∈ I and 0 otherwise. Let aI := bc
∏k
i=1(a
qI(i))(bc)1−qI(i)).
Every element of G can be written uniquely in the form f :=
∏l
i=0 hi where
hi ∈ A or B or C and hi−1 is not in the same group A,B,C as hi. There is
an l′ < l/2 such that hi = h−1l−i for all i ≤ l′. The element
∏l−l′−1
i=l′+1 hi is called
the conjugation interior of f . We can conjugate f by some element g so that the
conjugation interior is of the form
∏l−l′−1
i=l′+1 hi where hl′+1 is not in the same group
A or B or C as hl−l′−1. This is called a standard conjugation interior. If we have
some element
∏l′
j=1 h
′
j as described above then a rotation of
∏l′
j=1 h
′
j is the operation
where we replace it with h′l
∏l′−1
j=1 h
′
j or we do the reverse.
If we conjugate f by any element g then the standard conjugation interior can
only change by a sequence of rotations.
The conjugation interior of aI is equal to aI and it is standard. Hence if aI′ is
conjugate to aI then I = I
′ + j where we view {1, . . . , k} as the cyclic group with k
elements. We say that I ′ is a rotation of I if I = I ′+j for some j ∈ Z. Also the word
length of all these aI ’s with respect to the generators a, b, c are all the same. This
word length is between 2 + k and 2 + 2k. Hence the number of conjugacy classes of
elements of G of word length between 2+k and 2+2k in a, b, c is at least the number
of subsets I ⊂ {1, . . . , k} modulo rotation which is at least 2k/k. Hence the growth
rate of G is bounded below by the growth rate of 2k/k and hence is inﬁnite. 
5 Compactiﬁcations of Algebraic Varieties
5.1 Making the divisors orthogonal. Let (M,ω) be a symplectic manifold
of dimension 2n. Let S1, . . . , Sk be symplectic submanifolds of real co-dimension 2.
For each I ⊂ {1, . . . , k} we deﬁne SI to be ∩i∈ISI . We say that S1, . . . , Sk are
symplectically intersecting if they intersect transversally and SI is a symplectic sub-
manifold for each I ⊂ {1, . . . , k}. For any symplectic submanifold S ⊂ M , we deﬁne
its ω-orthogonal bundle NS to be the vector sub-bundle of TM |S given by vectors
u satisfying ω(u, v) = 0 for each v ∈ TS.
Definition 5.1. We say that S1, . . . , Sk intersect positively if
(1) They are symplectically intersecting.
(2) Let I ⊂ {1, . . . , k} be a disjoint union I1 unionsq I2, N1 the ω-orthogonal bundle of
SI inside SI1 and N2 the ω-orthogonal bundle of SI inside SI2 . The bundle
TSI ⊕N1 ⊕N2 is isomorphic to TM |S . Each bundle TSI , N1 and N2 has an
orientation induced by ω and hence their direct sum does. We require that
the natural orientation on this direct sum matches the orientation induced by
ωn on TM |S .
Definition 5.2. Let Q1, . . . , Ql be a collection of symplectic submanifolds of any
dimension. Let U be any subset of M . We say that Q1, . . . , Qk are orthogonal along
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U if for each i, j ∈ {1, . . . , k} (i = j) and x ∈ U ∩Qi ∩Qj , the ω orthogonal normal
bundle to Qi at x is contained in TSj . We just say they are orthogonal if they are
orthogonal along M .
The aim of this section is to deform positively intersecting submanifolds so that
they become orthogonal.
Lemma 5.3. Let S1, . . . , Sk be any ﬁnite set of positively intersecting symplec-
tic submanifolds. There is a smooth family of positively intersecting symplectic
submanifolds Sti such that
(1) S0i = Si for all i ∈ {1, . . . , k}.
(2) All the S1i intersect orthogonally.
(3) Stk = Sk.
We need some preliminary lemmas and deﬁnitions before we prove the above
lemma.
Lemma 5.4. Suppose we have k smooth families of symplectic submanifolds
St1, . . . , S
t
k parameterized by t ∈ [0, 1] and that St1, . . . , Stk are symplectically inter-
secting for each t. Suppose also that S01 , . . . , S
0
k are positively intersecting. Then for
each t, St1, . . . , S
t
k are also positively intersecting.
Proof of Lemma 5.4. For I ⊂ {1, . . . , k} let StI be equal to ∩i∈ISti . If I is the disjoint
union of I1 and I2 then we deﬁne N
t
i to be equal to the ω-orthogonal bundle of S
t
I
inside StIi . We have a smooth family of bundles TS
t
I ⊕N t1⊕N t2, and the orientation
of TS0I ⊕ N01 ⊕ N02 agrees with that of TM |S0I . Hence because we have a smooth
family of bundles, the orientation of TStI ⊕N t1 ⊕N t2 agrees with the orientation of
TM |StI . 
From now on, R2n is the standard symplectic vector space with coordinates
x1, y1, . . . , xn, yn and symplectic form ωstd =
∑n
i=1 dxi ∧ dyi.
Lemma 5.5. Let S1, . . . , Sk be codimension 2 symplectic vector subspaces of R
2n
such that Sk = {xn, yn = 0} and where S1, . . . , Sk are positively intersecting. Then
for all μ ≥ 0, S1, . . . , Sk are positively intersecting with respect to the new symplectic
form ωμ := ωstd + μdxn ∧ dyn.
Proof of Lemma 5.5. Let I ⊂ {1, . . . , k}. If k ∈ I then SI is a subset of Sk,
hence ωμ restricted to SI is equal to ωstd restricted to SI and hence SI is symplectic
with respect to ωμ for all μ ≥ 0. Now suppose that k /∈ I. Then SI is transverse
to Sk. Let F be the ωstd orthogonal subspace of SI to SI ∩ Sk ⊂ SI . This is a two-
dimensional symplectic subspace. Let N be the ωstd orthogonal bundle to SI ∩ Sk
inside Sk. We know that N ⊕ (SI ∩Sk)⊕F has the same orientation as R2n because
S1, . . . , Sk are positively intersecting. Also N ⊕ (SI ∩ Sk) has the same orientation
as Sk because N and SI are ωstd orthogonal. Hence the orientation on F is the same
as the orientation induced by restricting dxn ∧ dyn to F . Hence ωμ restricted to F
is a volume form on F for all μ ≥ 0. Also F is still orthogonal to SI ∩ Sk inside SI
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with respect to ωμ because ωμ(V,W ) = ωstd(V,W ) for all vectors V,W where V is
tangent to Sk. Hence ωμ restricted to SI is still a symplectic form.
So S1, . . . , Sk is symplectically intersecting with respect to ωμ for all μ. Because
S1, . . . , Sk are positively intersecting with respect to ω0 = ωstd we have by Lemma 5.3
that S1, . . . , Sk are all positively intersecting with respect to ωμ for all μ ≥ 0. 
Lemma 5.6. Let S1, . . . , Sk be transversally intersecting codimension 2 vector
subspaces of R2n such that Sk = {xn, yn = 0}. Suppose that S1 ∩ Sk, . . . , Sk−1 ∩ Sk
are symplectically intersecting inside Sk, then for large enough μ ≥ 0 we have
that S1, . . . , Sk are symplectically intersecting with respect to the symplectic form
ωμ := ωstd + μdxn ∧ dyn.
Proof of Lemma 5.6. Let I ⊂ {1, . . . , k}. If k ∈ I then SI is a symplectic manifold
with respect to ωμ. From now on we will assume that k /∈ I. We have that SI
intersects Sk transversally. Let F ⊂ SI be the vector subspace of SI which consists
of vectors which are ωstd orthogonal to SI ∩ Sk. First of all F is of dimension at
least 2 because the set of vectors ωstd orthogonal to SI ∩ Sk inside R2n is 2(|I|+ 1)
dimensional and SI is 2(n−|I|) dimensional. Here |I| means the number of elements
in I. Also F has dimension at most 2 because it must be orthogonal to SI ∩ Sk
inside SI . Hence SI is equal to (SI ∩ Sk) ⊕ F and ωstd restricted to SI splits up
under this direct sum as ω1 ⊕ ω2. Because SI ∩ Sk is symplectic by assumption
we have that ω1 is a symplectic form. Also dxn ∧ dyn restricted to F is a non-
degenerate 2-form because F is 2-dimensional and transverse to Sk. So for large
enough μ, ω2 + μdxn ∧ dyn|F is a symplectic form on F . Hence ωstd + μdxn ∧ dyn
is a symplectic form on SI for large enough μ. Hence we have shown that SI is
symplectic for all I with respsect to ωstd + μdxn ∧ dyn for large enough μ ≥ 0. 
We have a parameterized version of this lemma that will be needed where we
have a continuous family Sq1 , . . . , S
q
k−1 parameterized by q ∈ Q where Q is some
compact topological space. The result is that Sq1 , . . . , S
q
k−1, Sk are symplectically
intersecting with respect to ωμ for μ suﬃciently large.
Lemma 5.7. Let Sk be a codimension 2 symplectic vector subspace of R
2n.
Let A1, . . . , Ak−1 be symplectically intersecting symplectic vector subspaces of Sk.
Let B be the space of (k − 1)-tuples of 2n − 2 dimensional symplectic vector sub-
spaces (S1, . . . , Sk−1) of R2n such that S1, . . . , Sk are positively intersecting and such
that Si ∩ Sk = Ai. If B is non-trivial then it deformation retracts onto the point
(A1 + S
⊥
k , . . . , Ak−1 + S
⊥
k ) where S
⊥
k is the symplectic orthogonal subspace to Sk.
In particular we also get that (A1 + S
⊥
k , . . . , Ak−1 + S
⊥
k ) are also positively in-
tersecting and hence A1, . . . , Ak−1 are positively intersecting inside Sk.
Proof of Lemma 5.7. By a linear symplectic change of coordinates we can assume
that Sk = {xn, yn = 0}. We will show that B is weakly contractible and hence
contractible. Let S1, . . . , Sk−1 be a point in B. The subspace S{1,...,k−1} is at least
two dimensional and transverse to Sk. Let W ⊂ S{1,...,k−1} be a two-dimensional
symplectic vector subspace transverse to Sk. Such a subspace exists for the following
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reason: We have that S1, . . . , Sk intersect transversally and because these are codi-
mension 2 vector subspaces we have that k ≤ n. Hence S{1,...,k−1} has codimension
at most 2(n − 1) which means that it is at least 2 dimensional. This space is also
transverse to Sk. Hence we can ﬁnd such a two-dimensional subspaceW . The vector
subspace W is also contained in Si for each 1 ≤ i ≤ k − 1. Hence Si is a direct
sum of vector spaces (Si ∩ Sk) ⊕W for each 1 ≤ i ≤ k − 1. Let Sq1 , . . . , Sqk−1 be a
family of points in B continuously parameterized by points q in some sphere Sm.
Let φq : R2 → ∩k−1i=1 Sqi be a continuous family of linear embeddings parameterized
by q such that the image of φq is transverse to Sk. Now choose a continuous family
of maps φqt : R
2 → R2n parameterized by (q, t) ∈ Sm × [0, 1] such that they are
linear embeddings transverse to Sk, φ
q
0 = φ
q and such that φq1 is a linear isomor-
phism to S⊥k . We now have a family of transversally intersecting (not necessarily
symplectic) vector subspaces Sq,ti := Ai ⊕ image(φqt ). We have that Sq,0i = Sqi and
Sq,1i = Ai ⊕ S⊥k . By (a parameterized version of) Lemma 5.6, we have that Sq,ti is
symplectically intersecting with respect to ωμ := ωstd + μdxn ∧ dyn where μ ≥ 0 is
very large (here we really need that Sq,ti is parameterized by a compact family and
this is why we need to prove weak contractibility ﬁrst). Let Φμ be a linear automor-
phism sending (x1, y1, . . . , xn−1, yn−1, xn, yn) to
(
x1, y1, . . . , xn−1, yn−1, xn, 11+μyn
)
.
Then Φ∗μωμ = ωstd. This automorphism also preserves Sk and S⊥k , so Φ
∗
μS
q,1
i = S
q,1
i .
By Lemma 5.5 we have that Φ∗tμS
q,0
i is positively intersecting for all t ∈ [0, 1].
We concatenate the isotopies Φ∗tμS
q,0
i and Φ
∗
μS
q,t
i giving us a new family of vector
subspaces (σq,t1 , . . . , σ
q,t
k−1) deﬁned as follows:
(1) For t ∈ [0, 1/2], σq,ti = Φ∗2tμSq,0i .
(2) For t ∈ [1/2, 1], σq,ti = Φ∗μSq,2t−1i .
By Lemma 5.4 we get that (σq,t1 , . . . , σ
q,t
k−1, Sk) are positively intersecting because
(σq,01 , . . . , σ
q,0
k−1, Sk) are. Hence (σ
q,t
1 , . . . , σ
q,t
k−1) are points in B parameterized by
q ∈ Sm starting at Sq1 , . . . , Sqk−1 and ending at A1 ⊕ S⊥k , . . . , Ak ⊕ S⊥k . Hence B is
weakly contractible and hence contractible. 
Lemma 5.8. Let Sk be the space of k-tuples of positively intersecting 2n − 2
dimensional symplectic vector subspaces S1, . . . , Sk of R
2n. Then Sk deformation
retracts onto the space of positively intersecting ωstd orthogonal vector subspaces
of R2n.
Proof of Lemma 5.8. Throughout the proof of the lemma, we use the following fact:
suppose that we have a ﬁbration p whose ﬁbers deformation retract to the ﬁbers of
a subﬁbration p′. Then the total space of p deformation retracts to the total space
of p′.
We proceed by induction on dimension. Suppose this is true for all R2l with
l < n and consider R2n. We deﬁne SSkk−1 as the space of positively intersecting 2n−4
dimensional symplectic vector subspaces A1, . . . , Ak−1 of Sk. Then this deforma-
tion retracts to the space of orthogonally intersecting subspaces by our induction
hypothesis.
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We have a ﬁbration,
P : Sk  S1 ,
sending (S1, . . . , Sk) to Sk. We have an inclusion S
Sk
k−1 ↪→ P−1(Sk) sending
A1, . . . , Ak−1 to (A1 + S⊥k , . . . , Ak−1 + S
⊥
k ) where S
⊥
k is the symplectic orthogo-
nal subspace to Sk. So from now on we view S
Sk
k−1 as a subspace of P
−1(Sk) and
the union ∪Sk∈S1SSkk−1 as a subﬁbration of P . The ﬁber P−1(Sk) is also a ﬁbra-
tion Q : P−1(Sk)  SSkk−1 where Q(S1, . . . , Sk) := (S1 ∩ Sk, . . . , Sk−1 ∩ Sk). The
ﬁber of Q over a point (A1, . . . , Ak−1) consists of subspaces B1, . . . , Bk−1 positively
intersecting Sk such that Bi ∩ Sk = Ai. This deformation retracts to the point
(A1 + S
⊥
k , . . . , Ak−1 + S
⊥
k ) by Lemma 5.7. Hence P
−1(Sk) deformation retracts
to the space SSkk−1 which by our induction hypothesis deformation retracts to the
space of orthogonally intersecting subspaces of R2n−2. This implies that Sk defor-
mation retracts to the space of orthogonally intersecting subspaces. This proves our
lemma. 
Lemma 5.9. Let S ⊂ M be a symplectic submanifold of M . Suppose that the
ω-orthogonal bundle πS : NS  S has structure group G ⊂ U(n). Then there is a
neighbourhood US and a projection p : US  S whose ﬁber is symplectomorphic
to the ball B of radius  and such that its structure group is G and whose ﬁbers
are orthogonal to S.
There is also a vector ﬁeld L on US whose ﬂow φt is well deﬁned for all negative t
and such that et(φ−t)∗ωUS = ωUS+(et−1)π∗ωS where ωUS and ωS are the symplectic
forms on US and S respectively (here S is identiﬁed with the zero section). Inside
the ﬁber B ⊂ Cn, this vector ﬁeld is equal to
∑
i
ri
2
∂
∂ri
where (ri, dθi) are polar
coordinates for the i-th factor of C in Cn.
Proof of Lemma 5.9. This proof is very similar to the proof of [MS, Th. 6.3]. Let
(Vα)α∈A be a ﬁnite covering of S with trivializations Vα × Cn of the symplectic
ﬁbration. Choose a partition of unity ρα : Vα → R subordinate to this cover. Let
πCn be the natural projection from Vα × Cn to Cn. We deﬁne σα :=
∑
i r
2
i dθi
where (ri, θi) are polar coordinates for the i-th C factor of the ﬁber C
n. We write
τ :=
∑
α d((ρα ◦ πS)σα) which is equal to
τ =
∑
α
d(ρα ◦ πS) ∧ σα + ρα ◦ πSdσα .
Because σα restricted to the zero section is zero and TS is in the kernel of dσα, we
have that ωUS := π
∗
Sω|S + τ is a symplectic form on a small neighbourhood of the
zero section. This is because ‖d(ρα ◦ πS)∧ σα‖ is small relative to ‖ρα ◦ πSdσα‖ and
‖π∗Sω|S‖ near the zero section. Let NS be the open subset consisting of vectors of
modulus less than  where  is small enough so that ωUS is still a symplectic form
on NS. We have by a Moser theorem [MS, Th. 3.3] that for some  small enough, a
neighbourhood of S is symplectomorphic to NS. This has structure group G and
ﬁbers B.
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The ﬁbers are orthogonal to S because if we have any vector v tangent to S and
another one w tangent to the ﬁber, then π∗Sω|S(v, w) = 0 because w is in the kernel
of this symplectic form. Also d(ρα ◦ πS) ∧ σα(v, w) = 0 because σα vanishes on S.
Finally dσα(v, w) vanishes because TS is in the kernel of dσα. Hence ωUS(v, w) = 0
and hence the ﬁbers are orthogonal to S.
Let L be the vector ﬁeld on NS which is tangent to the ﬁbers of πS and equal
to
∑
i
ri
2
∂
∂ri
on the ﬁbers. This is well deﬁned because
∑
i
ri
2
∂
∂ri
is invariant under
the U(n) action on Cn. We have that the Lie derivative of ρα ◦πS .σα with respect to
L is ρα ◦ πS .σα (because the ﬂow of L does not change ρα ◦ πS). Hence (φt)∗τ = etτ
where φt is the ﬂow of L. Hence
et(φ−t)∗ωUS = (et − 1)ω|S + ωUS .

Lemma 5.10. Let p : US  S be a ﬁbration described in Lemma 5.9 and let
N ⊂ N ′ be open subsets of the zero section such that the closure of N is contained
in N ′ (S here is compact and it may or may not have a boundary). Let S1, . . . , Sk
be positively intersecting codimension 2 submanifolds such that
(1) ∩iSi is the zero section.
(2) Si intersects the ﬁbers transversely.
(3) Si intersect orthogonally on p
−1(N ′)
(4) Si ∩ p−1(q) is a symplectic vector subspace of B ⊂ Cn for each q ∈ S.
Then there is a family of manifolds Sti (t ∈ [0, 1])
(1) Sti are positively intersecting symplectic manifolds with respect to the sym-
plectic form ωUS + Tp
∗ωS for suﬃciently large T > 0.
(2) ∩iSti is the zero section.
(3) S0i = Si.
(4) Sti ∩ p−1(N) = Si ∩ p−1(N).
(5) S1i are all orthogonal along the zero section.
(6) Sti = Si outside some neighbourhood of the zero section.
Proof of Lemma 5.10. By Lemma 5.8, there is a family of submanifolds W ti of US
transverse to all the ﬁbers such that
(1) W ti ∩ p−1(q) are positively intersecting symplectic vector subspaces of p−1(q)
for all q ∈ S.
(2) W ti intersect each ﬁber of p transversely.
(3) W 0i = Si.
(4) W ti = Si on p
−1(N).
(5) W 1i ∩ p−1(q) are orthogonal inside p−1(q) for all q ∈ SI .
Note that W ti become positively intersecting symplectic submanifolds with respect
to the symplectic form ωUS + Tp
∗ωS for all suﬃciently large T > 0.
For each s ∈ [0, 1], we can construct (using a bump function) a smooth fam-
ily of codimension 2 submanifolds U s,ti (t ∈ [0, 1]) such that U s,ti = W si outside
some closed subset of US containing the zero section, U s,ti = W
t
i near the zero
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section and U s,si = W
s
i . We can also assume that U
s,t
i = W
s
i on p
−1(N) because
W si = W
t
i in this region. For each s, there is a constant δs > 0 such that for all
t ∈ [s− δs, s+ δs], U s,t1 , . . . , U s,tk are positively intersecting symplectic submanifolds
with respect to ωUS + Tp
∗ωS for all suﬃciently large T > 0. We also assume that
U s,ti are transverse to all the ﬁbers of p for all t ∈ [s− δs, s+ δs].
Let L be the vector ﬁeld described in the statement of Lemma 5.9 and let φt be
its ﬂow. For any S ≥ 0 we have that φ−S(U s,ti ) is still a symplectic submanifold
with respect to the symplectic form ωUS + Tp
∗ωS because
eS(φ−S)∗(ωUS + Tp∗ωS) = ωUS + (T + 2eS − 1)p∗ωS .
From now on we deﬁne φ−T (U
s,t
i ) to be equal to φ−T (U
s,t
i ) inside φ−T (US) and
equal to U s,ti outside φ−T (US). This is a well-deﬁned symplectic manifold because
U s,ti ∩ p−1(q) is linear outside some closed subset of US containing the zero section
for all q ∈ S and the ﬂow of L is tangent to any submanifold with this property.
We also have that φ−T (U
s,t
i ) are all positively intersecting symplectic submanifolds.
Also because L is tangent to the ﬁbers of p, we have that φ−T (U
s,t
i ) is transverse to
all the ﬁbers.
By compactness, there exists a ﬁnite sequence s1 < s2 < · · · < sl such that the
intervals (si, si + δsi) cover (0, 1]. This is because we can choose s1 = 0 and then
cover [δs1 , 1] with the open intervals (si, si + δsi) by compactness. We assume that
sl = 1 and si+1 ∈ (si, si + δsi).
The submanifold φ−T (U
s,t
i ) is still equal to W
s
i outside some closed subset of
US containing the zero section and equal to W ti near the zero section. Suppose we
have found a family Sti (t ∈ [0, sm−1]) such that Sti = Si outside some relatively
compact open set O and such that S
sm−1
i = W
sm−1
i near 0. We also suppose that
Sti = Si on p
−1(N). We now consider sm. Let Om ⊂ O be an open set containing
the zero section such that S
sm−1
i = W
sm−1
i on a neighbourhood of the closure of
Om for all i. For T large enough, we have Gt := φ−T (U
sm−1,t
i ) is equal to W
sm−1
i
inside a neighbourhood of the closure of US \ Om. Note that Gt is well deﬁned for
t ∈ [sm−1, sm] because (sm−1 − δsm−1 , sm−1 + δsm−1) contains [sm−1, sm]. We deﬁne
Sti for t ∈ [sm−1, sm] to be equal to Ssm−1i outside Om and equal to Gt inside Om.
This is a manifold because these manifolds agree on the boundary of Om and just
outside Om. Also we have that S
sm
i is equal to W
sm
i near 0 because U
sm−1,sm
i does.
We have that Sti = Si on p
−1(N) because U s,ti has this property and the ﬂowing
along L preserves this property.
Hence by induction we have constructed a family Sti equal to Si outside O and
such that Ssli = S
1
i is equal to W
1
i near the zero section. Because W
1
i are orthogonal
at the zero section, we get that S1i are also orthogonal at the zero section. Finally
Sti = Si on p
−1(N). This proves the lemma. 
Lemma 5.11. Let S1, . . . , Sk be positively intersecting symplectic manifolds in M
and S′1, . . . , S′k in M
′. Let NSi, NS′i be their respective symplectic normal bundles.
Suppose that there is a series of symplectomorphisms φi : Si → S′i and symplectic
bundle isomorphisms Nφi : NSi → NS′i covering φi such that φi, φj and Nφi, Nφj
agree when restricted to Si ∩ Sj for all i, j.
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Then there is a symplectomorphism Φ from a neighbourhood of ∪iSi to a neigh-
bourhood of ∪iS′i such that Φ|Si = φi and DΦ|NSi = Nφi.
Suppose in addition that a neighbourhood NSI of SI is identical to a neighbour-
hood of NS′I and that for i ∈ I, φi and Nφi restricted to SI is the identity map for
all i. Then we may assume that Φ is Hamiltonian near SI and C
1 small.
Proof of Lemma 5.11. We will ﬁrst construct a diﬀeomorphism Ψ from a neighbour-
hood of ∪iSi to a neighbourhood of ∪iS′i such that Ψ|Si = φi and DΨ|NSi = Nφi
(i.e. every vector v in NxSi is sent to a vector in Nφi(x)Sj equal to Nφi(v)). We do
this by induction: Suppose that we have found such a symplectomorphism Ψ′ on
a neighbourhood of ∪m−1i=1 Si and consider ∪mi=1Si. By using an exponential map we
have a diﬀeomorphism φ˜m from a neighbourhood of Sm to a neighbourhood of S
′
m
such that Dφ˜m induces the morphism Nφm. On ∪m−1i=1 (Si ∩ Sm)) we have that φ˜m
and Ψ′ agree. Also Dφ˜m|∪m−1i=1 ∩sm is equal to DΨ
′|∪m−1i=1 ∩sm . Hence if we look at their
graphs inside M×M ′, they are tangent along ∪m−1i=1 (Si∩Sm)×M ′ so we can perturb
the graph of φ˜m by a C
1 small amount so that it still stays the graph of a diﬀeo-
morphism φ˜′ and such that it agrees with Ψ′ on a neighbourhood of ∪m−1i=1 (Si ∩Sm).
Hence we can extend Ψ′ over Sm with the appropriate properties.
Finally, we can use a standard Moser deformation argument to deform Ψ into
a symplectomorphism Φ such that the diﬀerential of Φ at ∪iSi agrees with the
diﬀerential of Ψ at ∪iSi. This ensures that Φ has the properties we want.
Now suppose in addition that a neighbourhood NSI of SI is identical to a neigh-
bourhood of NS′I and that for i ∈ I, φi and Nφi restricted to SI is the identity map
for all i. We can construct a smooth family Sti t ∈ [0, 1] of positively intersecting
submanifolds which are C1 close to each other so that on a small neighbourhood of
SI , S
0
i is equal to Si for all i. Also we want that globally, S
1
i is equal to S
′
i for all i.
We can also assume that they are all symplectomorphic to each other, so we have
a smooth family of symplectomorphisms φti from Si to S
t
i and also a smooth family
of normal bundle maps Nφti so that when t = 1 they all coincide with φi and Nφi.
By a parameterized version of the above discussion we have a smooth family of
symplectomorphisms Φt from a neighbourhood of ∪iSi to a neighbourhood of ∪iSti
such that Φt|Si = φti and DΦt|NSi = Nφti. In addition we can assume that Φ0 is
the identity map near SI (because we can choose our associated diﬀeomorphism Ψ
to have this property). Because φi and Nφi are the identity maps on SI we have
that Φ1 is C1 small near SI . Let Vt :=
d
dtΦ
t be a smooth family of symplectic vector
ﬁelds deﬁned near SI . These are Hamiltonian vector ﬁelds near SI because Vt = 0
on SI and a small neighbourhood of SI deformation retracts onto SI . Hence Φ
1 is
a Hamiltonian symplectomorphism near SI because it is Hamiltonian isotopic to Φ
0
near SI which is the identity map. Hence Φ := Φ
1 has the required properties. 
Lemma 5.12. Let (M,ω) be a symplectic manifold and let S be a compact
symplectic submanifold and N,N ′ open subsets of M such that the closure of N is
contained in N ′. Let S1, . . . , Sk be positively intersecting symplectic submanifolds
with ∩iSi = S and such that they are orthogonal along S, and such that they are
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also orthogonal in N ′. Then there exists a C1 small perturbation of S1, . . . , Sk to
S′1, . . . , S′k such that S
′
1, . . . , S
′
k are orthogonal on a small neighbourhood of S, and
S′1 = S1, . . . , S′k = Sk outside a small neighbourhood of S and also inside N . We
may also arrange that TS′i = TSi along S.
Proof of Lemma 5.12. We prove this by induction on the dimension of M . So we
suppose it is true in lower dimensions. Choose a small neighbourhood US of S as in
Lemma 5.9 where p : US  S is a symplectic ﬁbration whose ﬁbers are orthogonal
to S.
Consider the positively intersecting submanifolds (Si∩Sk)i=1,...,k−1 inside Sk. By
our induction hypothesis we can perturb them by a C1 small amount to V1, . . . , Vk−1
such that
(1) Vi = Si inside N
′′ ⊂ Sk and also outside a small neighbourhood M ⊂ Sk of
S ∩ Sk. Here N ′′ is an open subset whose closure is contained in N ′ ∩ S and
such that it contains closure of N ∩ Sk.
(2) Vi intersect orthogonally along a small neighbourhood of S ∩ Sk.
Let q be a projection from a small neighbourhood of Sk to Sk whose ﬁbers
are orthogonal to Sk. Let Wi := q
−1(Vi) for i = 1, . . . , k − 1. These symplectic
submanifolds are tangent to Si along S and orthogonal on a neighbourhood p
−1(S)
of S. Because the normal bundle to Sk is two dimensional and Si,Wi are orthogonal
to Sk in the region (Sk ∩ N ′′) and of codimension 2, we have that their tangent
spaces coincide in this region. By Lemma 5.11 there is a C1 small Hamiltonian
symplectomorphism (deﬁned near Sk) sending Wi to Si for each i in the region
p−1(N ′′) and ﬁxing Sk. Choose a neighbourhood of O of S small enough so that
N∩O ⊂ p−1(Sk∩N ′′). This means thatWi = Si inside N∩O. Hence we can perturb
Si for i = 1, . . . , k− 1 by a C1 small amount to S′i so that it coincides with Wi on a
small neighbourhood of S (inside O) and is equal to Si outside O and is unchanged
in N . This means that S′i = Si inside N and S
′
i is orthogonal on a neighbourhood
of S. Also TS′i = TSi along S. Hence S
′
i has the properties we want. 
Lemma 5.13. Let S1, . . . , Sk be positively intersecting symplectic submanifolds
inside some symplectic manifold (M,ω) and let I ⊂ {1, . . . , k}. Suppose that
S1, . . . , Sk intersect orthogonally on some neighbourhood N of SI ∩ (∪i/∈ISi).
Then there is a family of positively intersecting symplectic manifolds Sti (t ∈ [0, 1])
with
(1) S0i = Si.
(2) Sti = Si for i /∈ I.
(3) Sti = Si on some open subset containing SI ∩ (∪i/∈ISi).
(4) S1i are all orthogonal on an arbitrarily small neighbourhood NSI of SI .
(5) Sti = Si outside an arbitrarily small neighbourhood of the closure of NSI .
(6) ∩i∈ISti = SI .
Proof of Lemma 5.13. By Lemma 5.9, there is a neighbourhood US of SI and a
projection pI : US  SI such that the ﬁbers of pI are symplectomorphic to B and
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whose structure group is U(n). There is also a vector ﬁeld L tangent to the ﬁbers
of pI such that e
t(φ−t)∗ω = ω+(et− 1)p∗ω|S and such that it is radial in the ﬁbers.
We deﬁne S := SI and ωS := ω|S .
We prove the lemma now by reducing it to the linear case in Lemma 5.10. For
each i ∈ I, consider the following manifold:
Ti := ∪q∈ST0
(
Si ∩ p−1(q)
)
.
Here T0(Si ∩ p−1(q)) means the tangent space at 0 of Si ∩ p−1(q) inside the tangent
space of the linear ﬁber p−1(q) at 0 which is canonically identiﬁed with p−1(q)
(because p−1(q) is an open ball in Cn). We have that Ti is symplectic near SI . By a
parameterized version of Lemma 5.11 there is a C1 small diﬀeomorphism preserving
the ﬁbers of pI sending Ti to Si in the region p
−1(N) for all i ∈ I (possibly after
shrinking N slightly) and such that it is a symplectomorphism when restricted to
each ﬁber. We push forward the U(n−|I|) structure group of pI : US  SI via this
ﬁberwise diﬀeomorphism as well so that Si restricted to each ﬁber p
−1(q) is linear
for each q ∈ N .
For each i ∈ I, we can perturb Si by a C1 small amount (without moving SI) so
that Si = Ti on a small neighbourhood P of the zero section and so that the Si are
all still positively intersecting symplectic submanifolds. We can also assume that
this perturbation only happens outside some neighbourhood of SI ∩ (∪i/∈ISi).
So from now on (after shrinking US) we can assume that Si ∩ p−1(q) is linear
inside p−1(q) for all q and i ∈ I. This means we have a codimension 0 submanifold
S ⊂ SI with boundary disjoint from SI ∩ (∪i/∈ISi) such that (Si)i∈I are orthogonal
away from S and on a neighbourhood N of the boundary of S. Let US be equal to
p−1(S).
By Lemma 5.10 (using US) we can ﬁnd a family of submanifolds Sti so that
(1) Sti are positively intersecting symplectic manifolds with respect to the sym-
plectic form ωUS + Tp
∗ωS for suﬃciently large T > 0.
(2) ∩iSti is the zero section.
(3) S0i = Si.
(4) Sti ∩ p−1(N) = Si ∩ p−1(N).
(5) S1i are all orthogonal along the zero section.
(6) Sti = Si outside some small neighbourhood of S.
We deﬁne φ−T (Sti ) to be equal to φ−T (S
t
i ) inside φ
−T (US) and Sti outside φ
−T (US).
These are also positively intersecting submanifolds with the properties stated above
(because φ∗−TωUS = ωUS + (1− e−T )p∗ω|S).
The problem is we want these symplectic manifolds to be orthogonal on a neigh-
bourhood of SI . But this can be done by perturbing φ−T (Sti ) by a C
1 small amount
inside US (by Lemma 5.12), hence φ−T (Sti ) has all the properties we want. 
In the previous lemma we have that ∩i∈ISti = SI . We also have a smooth family
of diﬀeomorphisms Ψt from Si to S
t
i which are the identity on SI and outside a small
neighbourhood of SI . Because a neighbourhood of SI inside S
t
i deformation retracts
to SI , we have that any 2-cycle in S
t
i near SI is homologous to a 2-cycle in SI . This
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means that the integral of ω|Si over this 2-cycle C is the same as the integral of ω|Sti
over Ψ∗(C). Also away from this neighbourhood we have that Sti = Si so any 2-cycle
evaluated on ω|Si is the same as the one evaluated on Ψ∗ωSti . All of this implies that
Ψ∗t ([ω]|Sti ) is equal to [ω]|Si and by a Moser theorem we can then ensure that this is a
symplectomorphism if the Si are compact. Hence (by using another Moser theorem)
there is a smooth family of symplectomorphisms P ti : Nhd(Si) → Nhd(Sti ) where Nhd
means ‘a small neighbourhood of’. These symplectomorphisms ﬁx SI and hence by
a similar cohomological argument (as explained earlier), we have that P ti is in fact a
Hamiltonian symplectomorphism, so by using a cutoﬀ function we can extend these
symplectomorphisms to Hamiltonian symplectomorphisms: P ti : M → M .
Proof of Lemma 5.3. We basically proceed by induction on subsets I where
I ⊂ {1, . . . , k}. In order to do induction, we need a total order on this ﬁnite set.
Here is the following total order: We say that I ≺ J when
(1) |I| > |J |; or
(2) |I| = |J | with I = J and the highest number in J \ (J ∩ I) is smaller than the
highest number in I \ (J ∩ I).
Fix some I ⊂ {1, . . . , k}. Suppose by our induction hypothesis, we have deformed
S1, . . . , Sk through positively intersecting symplectic manifolds so that they are or-
thogonal on a small neighbourhood N of ∪J≺ISJ and consider SI . By Lemma 5.13,
we can deform Si through positively intersecting submanifolds S
t
i such that
(1) S0i = Si.
(2) Sti = Si for i /∈ I.
(3) S1i are all orthogonal on some small neighbourhood of SI .
(4) Sti = Si outside an arbitrarily small neighbourhood of SI .
Because Sti = Si outside an arbitrarily small neighbourhood O of SI , we can assume
that (O ∩ Sj) \ N is empty for all j /∈ I. This means that S1i are still orthogonal
along N and also on some small neighbourhood of SI .
Hence by induction we have proven that we can deform Si through positively
intersecting symplectic submanifolds so that they are orthogonal on a neighbourhood
of ∪iSi and hence are orthogonal everywhere.
Let (S′i)
t be this deformation. The problem is that (S′k)
t is not equal to Sk for
all t. The paragraph before this proof tells us that there is a sequence of symplecto-
morphisms P tk sending Sk to (S
′
k)
t such that P 0k is the identity map. So we can
pull back (S′i)
t via P tk for all i and this ensures that we get a family of positively
intersecting submanifolds Sti such that S
t
i are all positively intersecting, S
0
i = Si and
Stk = Sk. 
5.2 Making the smooth aﬃne variety nice at inﬁnity.
Lemma 5.14. Suppose that S1, . . . , Sk are positively intersecting codimension 2
symplectic submanifolds of (M,ω) such that they are also orthogonal. There exist
small neighborhoods USi of Si and projections πi : USi  Si such that
(1) For 1 ≤ i1 < i2 < · · · < il ≤ k,
πil ◦ · · · ◦ πi1 : ∩lj=1USij  S{i1,...,il}
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has ﬁbers that are symplectomorphic to Πlj=1D where D is the disk of
radius .
(2) If we look at a ﬁber Πlj=1D of πil ◦ · · · ◦ πi1 , then for 1 ≤ m ≤ l, πim maps
this ﬁber to itself. It is equal to the natural projection
Πlj=1D  Πlj=1,j =mD
eliminating the m-th disk D.
(3) The symplectic structure on USi induces a natural connection for πil ◦· · ·◦πi1
given by the ω orthogonal vector bundles to the ﬁbers. We may require the
associated parallel transport maps to be elements of U(1)× · · · ×U(1) where
U(1) acts on the disk D by rotation.
Proof of Lemma 5.14. Suppose we have a bundle p : V → B with a ∏mi=1 U(1)
structure where the ﬁber is Dm where D is the  ball in C and the m-th copy of
U(1) rotates the m-th D factor in D
m
 . Suppose that the base B has a symplectic
structure ωB. We can construct a symplectic structure on the total space V as
follows: Let Vi ⊂ V be the sub-bundle whose ﬁber is the subset is the i-th copy of
D in D
m
 . This has a U(1) structure group. By Lemma 5.9, there is a symplectic
structure ωVi on Vi such that the ﬁbers of Vi have the standard symplectic structure
on D ⊂ C. We can ensure that the parallel transport maps are in U(1) as well as
follows: On Vi, there is an S
1 action A : S1 → diﬀeo(Vi) such that it ﬁxes the map
p and rotates the ﬁbers of Vi (i.e. it corresponds to the action given by rotating the
ﬁber D ⊂ C). We deﬁne
ωVi :=
∫
S1
A(t)∗ωdt .
This is a symplectic form if we shrink  > 0 a bit. Also the new symplectic form
on Vi ensures that the parallel transport maps are in U(1). Let Pi : V  Vi be the
natural projection to Vi where (a1, . . . , am) in the ﬁber D
m
 is projected to the i-th
D factor. We deﬁne ωV :=
1
m
∑m
i=1 P
∗
i ωVi . Any symplectic structure on a bundle
with a
∏m
i=1 U(1) structure group as described above is said to be bundle compatible.
The good thing about bundle compatible symplectic structures is that the maps Pi
satisfy all the properties as described in the start of this lemma (where πi is replaced
by Pi). Also if we have an open subset U of B and bundle compatible symplectic
structures on p−1(U), then by using similar methods and partitions of unity, we can
ensure that there is a bundle compatible symplectic form on V which coincides with
the symplectic form on p−1(U) possibly after shrinking p−1(U) a tiny bit. We will
call the maps Pi the divisor projections.
In order to prove our lemma, we basically proceed by induction on subsets I
where I ⊂ {1, . . . , k}. In order to do induction, we need a total order on this ﬁnite
set. Here is the following total order: We say that I ≺ J when
(1) |I| > |J |; or
(2) |I| = |J | with I = J and the highest number in J \ (J ∩ I) is smaller than the
highest number in I \ (J ∩ I).
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Let IL be the L-th subset in this total order. If I ⊂ {1, . . . , k} then we write pI to
mean the map
πil ◦ · · · ◦ πi1 : ∩lj=1USij  S{i1,...,il}
where I = {i1, . . . , il} and i1, . . . , il are distinct. Suppose by our induction hy-
pothesis there exists a neighbourhood UL−1 of ∪i≤L−1SIi such that for each i with
1 ≤ i ≤ k, we have a neighbourhood UL−1 ∩ USi of Si and a projection map
πi : UL−1 ∩ USi  Si ∩ UL−1 such that for each I ⊂ {1, . . . , k}, the map pI has
the structure of a
∏
i∈I U(1) bundle which is bundle compatible with the symplec-
tic structure. We will also assume that the maps πi are the associated divisor
projections for pI locally around SI inside UL−1. Even though USi has not been
constructed yet, we will use the notation UL−1 ∩ USi for the part of USi that has
been constructed inside UL−1. We write I := IL. We want to extend UL−1 to UL
containing SI and USi∩UL−1 to USi∩UL along with the maps πi so that they satisfy
the properties as stated above. The normal bundle of SI has a natural
∏
i∈I U(1)
structure group because its tangent bundle is the intersection ∩iTSi. Hence by the
previous discussion and using an exponential map, we can extend the maps πi over
a neighbourhood and we can extend the symplectic structure ω|UL−1 to ω′ over some
neighbourhood of SI so that
(1) πI has has the structure of a
∏
i∈I U(1) bundle with ﬁber
∏
i∈I D.
(2) The symplectic structure ω′ is bundle compatible.
(3) the maps πi are the associated bundle projections.
The symplectic structure ω′ coincides with the symplectic structure ωM on TSI , and
the symplectic normal bundles are the same although the symplectic form on one
normal bundle is a positive scalar multiple of the other. We can make the symplectic
forms coincide exactly along SI by pushing forward ω
′ by a diﬀeomorphism induced
by a vector ﬁeld which is 0 on SI and which is tangent to the normal bundle so that
it rescales the symplectic form ω′ on this normal bundle so it coincides with ωM .
Hence by a Moser theorem we can ensure that ω′ coincides with ωM (we have to
deform the maps πi as well). The problem is that because we have deformed the
maps πi, the image of πi might not coincide with Si away from ∪j /∈ISj anymore.
But by Lemma 5.11, there is a symplectomorphism which is the identity near ∪j /∈ISj
moving all the πi’s so that their image is in Si. Hence πi has all the properties we
want and is deﬁned on a neighbourhood UL of SI .
Hence by induction we have maps πi deﬁned on some neighbourhood of ∪iSi
with the properties stated as in the lemma. 
Let St1, . . . , S
t
k (t ∈ [0, 1]) be a smooth family of codimension 2 symplectic sub-
manifolds such that for each ﬁxed t, St1, . . . , S
t
k are positively intersecting. We write
St := ∪i,j(Sti ∩ Stj).
Lemma 5.15. There is a smooth family of symplectomorphisms Φt from M \ S0
to M \ St sending S0i \ S0 to Sti \ St for each i.
In particular this means that there is a smooth family of symplectomorphisms
induced by Φt from M \ (∪iS0i ) to M \ (∪iSti ).
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We ﬁrst need a preliminary lemma:
Lemma 5.16. Suppose M is any symplectic manifold (open or closed without
boundary) and let ιt : S ↪→ M (t ∈ [0, 1]) be any smooth family of proper symplectic
embeddings of the symplectic manifold S (without boundary). Then there is a family
of Hamiltonian symplectomorphisms φt : M → M such that φ0 is the identity and
φt sends the image of ι0 to the image of ι1.
Proof of Lemma 5.16. By a Moser theorem, there is a neighbourhood U of ι0(S)
(which gets very thin near inﬁnity) and a smooth family of symplectic embeddings
ι′t : U ↪→ M such that ι′t|S = ιt. We can also ensure that there is a smooth
submersion π : U  S whose ﬁbers are all ωM -orthogonal to S. We will also assume
that U deformation retracts to S.
For each t, there is a symplectic vector ﬁeld Vt on ι
′
t(U) deﬁned as
d
dt(ι
′
t(p)) at
p ∈ ι′t(U). This vector ﬁeld has the following property: for any compact subset κ
of S, there is an κ > 0 such that for all T ∈ [0, 1] the ﬂow φVtt (ι′T (κ)) of Vt is well
deﬁned and satisﬁes φVtt−T (ι
′
T (κ)) ⊂ ι′t(κ) for all |t − T | < κ. We will say that any
vector ﬁeld satisfying this property satisﬁes property Q.
Let θVt be the ωM -dual of Vt. This is some closed 1-form. Because U is homotopic
to S, there exists another closed 1-form ν on S such that ν + (ι′t)∗θVt is exact. Let
ν˜ = π∗ν and let Xtν˜ be a smooth family of vector ﬁelds deﬁned only on ι
′
t(U)
whose ωM -dual is ν˜. We have that X
t
ν˜ is tangent to ι
′
t(S) because the ﬁbers of π
are symplectically orthogonal to S. Because Xtν˜ is tangent to ι
′
t(S), we have that
Xtν˜ + Vt satisﬁes property Q. Because the ωM -dual of this vector ﬁeld is exact, we
have a smooth family of Hamiltonians Ht : ι
′
t(U) → R whose associated Hamiltonian
vector ﬁeld is Xtu˜+Vt. By using a cutoﬀ function, we can assume that Ht is a smooth
family of Hamiltonians on the whole of M .
The problem with this family of Hamiltonians is that the associated Hamiltonian
vector ﬁeld may not be integrable. In order to make it integrable (while still ensuring
that it satisﬁes property Q), we do the following: Let f be some exhausting function
on M . Then f |ιt(S) is also exhausting because ιt is a proper embedding. We can
perturb f by a C0 small amount near ιt to create a new function ft which is equal to
π∗f near ιt(S) ⊂ ι′t(U) (here by abuse of notation we view π as the pushforward of
the map π : U  S). We can also assume that ft is a smooth family of exhausting
functions. The Hamiltonian ﬂow of ft preserves ιt(S) again because the ﬁbers of π
are orthogonal to S. Also because ft is a small perturbation of f , we can assume
that it is an exhausting function.
Choose some rapidly increasing positive function g : R → R such that g ◦ ft+Ht
is exhausting for all t ∈ [0, 1]. Because the Hamiltonian ﬂow of g ◦ft preserves ιt(S),
we have that the ﬂow of g◦ft+Ht satisﬁes property Q. Also this Hamiltonian vector
ﬁeld is integrable for the following reason: Let Kt, t ∈ [0, 1] be a smooth family of
exhausting Hamiltonians. We will show that its Hamiltonian ﬂow is integrable. Let
g : R → R be a positive smooth function such that
g(x) > sup
t∈[0,1], y∈K−1t (−∞,x]
dKt
dt
(y) .
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We choose G to be any function with G′ = 1/g. Let p(t) be a path in M satisfying
dp(t)/dt = XKt . We have
d
dt
(
Kt(p(t)
)
=
dKt
dt
(p(t)) + dKt(XKt) =
dKt
dt
(p(t)) < g
(
Kt(p(t))
)
.
Hence
d
dt
(
G(Kt(p(t)))
)
< 1 .
This implies that the function t → G(Kt(p(t))) is less than t + C for some con-
stant C. This means that if p(0) starts in K−10 (a) then p(t) must be contained in
K−1t (−∞, G−1(t+ C)]. This implies that XKt is integrable.
This means that g ◦ ft + Ht has an integrable Hamiltonian ﬂow that satisﬁes
property Q. In particular the Hamiltonian ﬂow sends ι0(S) to ιt(S) at time t. 
Proof of Lemma 5.15. For induction purposes, we will assume that this lemma is
true in all dimensions less than 2n. For j = 1, . . . , n, we will write Atj as the union
∪|I|=n−j(∩i∈ISti ). This is the union of all dimension 2j strata in ∪iSti . Suppose for
j′ < j, there is a smooth family of symplectomorphisms Φt,j′ from M \A0j′ to M \Atj′
sending A0j′+1\A0j′ to Atj′+1\Atj′ . We now wish to show the same thing for j. We have
(by our previous assumption) in particular a smooth family of symplectomorphisms
induced by Φt,j−1 sending the complement of A0j−1 to the complement of A
t
j−1
in M . Note that Atj \ Atj−1 is a disjoint union of manifolds inside M \ Atj−1. All
these manifolds are compactiﬁed by some smooth normal crossing divisor smoothly
depending on t. Because we have assumed that the lemma is true in all dimensions
less than 2n, there is also a smooth family of symplectomorphisms Ψt from A
0
j \A0j−1
to Atj \Atj−1 starting at the identity symplectomorphism. We have a smooth family
of embeddings ιt := Φ
−1
j−1,t ◦Ψt of A0j \ A0j−1 into M \ A0j−1. By Lemma 5.16, there
is a smooth family of Hamiltonian symplectomorphisms Ft : M \A0j−1 → M \A0j−1
where F0 is the identity and Ft sends the image of ι0 to the image of ιt. Hence
the smooth family of symplectomorphisms Φj−1,t ◦ Ft sends the image of ι0 inside
M \A0j−1 to Atj \Atj−1 inside M \Atj−1.
Hence by induction, we have found a smooth family of symplectomorphisms from
M \ A0n−1 to M \ Atn−1 starting at the identity sending A0n \ A0n−1 to Atn \ Atn−1.
Because Atn−1 = St and Atn\Atn−1 is the disjoint union of Sti \St for all i, the previous
statement is the statement of the lemma. Hence we have proven the Lemma. 
Let S1, . . . , Sk be positively intersecting insideM . We can assume that Si\∪i =j Sj
is connected because we can replace a disconnected such manifold with a union of
connected manifolds. Let θ be a 1-form on the complement M \ (∪iSi) such that
dθ = ωM . Let W be a small symplectic submanifold of M of dimension 2 symplec-
tomorphic to some small disk Dδ ⊂ C of radius δ > 0. Suppose that W is disjoint
from Sj , j = i and W intersects Si orthogonally at 0 ∈ Dδ (i.e. it is tangent to the
normal bundle of Si). Let (r, ϑ) be polar coordinates on Dδ. Then θ pulls back to
a 1-form on W \ {0}. We have that dθ = rdr ∧ dϑ on the punctured disk Dδ \ {0}.
Hence θ is cohomologous to r
2
2 dϑ+κidϑ for some constant κi. Suppose that we had
GAFA GROWTH RATE OF SYMPLECTIC HOMOLOGY AND AFFINE VARIETIES 421
some other disk W ′ intersecting Si orthogonally and disjoint from the other Sj ’s.
Because Si \ ∪j =iSj is connected, there is a smooth family Wt joining W ′ and W .
Hence the constant κi associated to W
′ is the same as the constant κi associated
to W . Hence κi is an invariant of θ and Si. We call κi the wrapping of θ around Si.
Lemma 5.17. Suppose that S1, . . . , Sk are orthogonal positively intersecting sub-
manifolds of a compact symplectic manifold (M,ωM ) and suppose that there is a
1-form θ such that
(1) dθ = ωM .
(2) The wrapping of θ around Si for each i is negative.
Then there exists a function f deﬁned on M \ ∪iSi such that (M \ ∪iSi, θ+ df) has
the structure of a ﬁnite type convex symplectic manifold.
The form θ + df restricted to a ﬁber D of the maps πi minus the origin as
described in Lemma 5.14 is
( r2i
2 + κi
)
dϑi where (ri, ϑi) are polar coordinates for D
and κi < 0 is the wrapping number of θ around Si.
Proof of Lemma 5.17. We proceed by induction on the ordering ≺ mentioned in
Lemma 5.14. Let πI : USI → SI be the maps as described in the proof of Lemma
5.14. Suppose inductively we have for all I ′ ≺ I we have a function f ′ such that
θ + df ′ is equal to
(∑
i∈I′
( r2i
2 + κi
)
dϑi
)
on the ﬁber
∏
i∈I′ D. We now wish to
modify f ′ on USI away from a very small neighbourhood of ∪j /∈ISj so that it has
the properties we want.
We do this as follows: If we look near ∪j /∈ISj , θ + df ′ has the form we want
because I ∪ {j} ≺ I and the map πI inside USI∪{j} preserves the ﬁbers of πI∪{j}
and corresponds to the projection∏
i∈I∪{j}
D 
∏
i∈I
D .
eliminating the D corresponding to j. Because θ + df
′ restricted to a ﬁber of πI is
cohomologous to
∑
i∈I
( r2i
2 + κi
)
dϑi, there is a smooth function f
′′ from USI to R
such that θ+df ′+df ′′ restricted to each ﬁber is of the form
∑
i∈I
( r2i
2 +κi
)
dϑi. Such
a function exists because θ+ df ′ −∑i∈I( r2i2 + κi)dϑi restricted to each ﬁber of πI is
exact, so for each ﬁber π−1I (q) we have a function fq which is unique up to adding
a constant such that this 1-form is equal to dfq. We can assume that fq smoothly
depends on q by adding some function of the form κ ◦πI (this basically follows from
a parameterized version of the Poincare´ lemma). Hence we can view fq as a function
f ′′ which has the properties we want.
Near ∪j /∈ISj we have that θ + df ′ already has the form we want, hence f ′′ must
be of the form π∗Ih in this region. By extending h to the whole of SI , we can subtract
π∗Ih from f
′′ so that f ′′ = 0 near ∪j /∈ISj . This means that θ+ df ′+ df ′′ restricted to
each ﬁber of πI is equal to
∑
i∈I
( r2i
2 + κi
)
dϑi, and also because f
′′ = 0 near ∪j /∈ISj ,
it also has this form for all other maps πI′ where I
′ ≺ I. Hence by induction we
have shown that there is some function f such that θ+df =
∑
i∈I
( r2i
2 +κi
)
dϑi inside
the ﬁbers of πI for all I. This is the second part of the lemma.
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We now wish to show that we have the structure of a ﬁnite type convex symplectic
manifold. Let ν : (0, ) → R be a function which is equal to 0 near  and tends to
inﬁnity as we reach 0 and which has non-positive derivative. We assume it has
negative derivative near 0. Then we view ν(ri) as a function on the complement
of Si as we can extend it by zero away from USi. We have that
∑
i ν(ri) is an
exhausting function. Let Xν(ri) be the Hamiltonian vector ﬁeld of ν(ri). Because
the ω-orthogonal plane bundle to the ﬁbers D of USi are contained in the level
sets of ri, we have that Xν(ri) is tangent to the ﬁbers of πi inside USi and is zero
elsewhere. Also Xν(ri) restricted to some ﬁber D is equal to Xν(ri)|D which is equal
to −ν′(ri)ri ∂∂ϑi . Hence Xν(ri)(θ+ df) < 0 for r small enough because κi is negative. If
Xθ+df is the ωM -dual of θ+df then Xθ+df
(
d
(∑
i ν(ri)
))
= −(∑iXν(ri))(θ+df) ≥ 0.
This is greater than zero near ∪iSi because for each point p near ∪iSi, we have that
ν ′(ri) > 0 for some i. Hence (M \ ∪iSi, θ + df) has the structure of a ﬁnite type
convex symplectic manifold. This proves the lemma. 
Let P be a smooth projective variety, and D some eﬀective divisor so that
(1) D is a smooth normal crossing divisor. i.e. it is a union of smooth complex
hypersurfaces which are transversally intersecting.
(2) P \D is isomorphic to A where A is a smooth aﬃne variety.
Let L be a line bundle on P and ‖ · ‖ a metric on L so that if F is its curvature form
then −iF restricted to A is a Ka¨hler form but this may not be true along D. Let
s be a section of L so that s−1(0) = D. We will call dc log ‖s‖ a compactiﬁcation
1-form associated to A. Recall that we have another 1-form on A coming from
an embedding ι : A ↪→ CN . This is described before Lemma 2.1. This is given
by ι∗
∑
i
r2i
2 dϑi where (ri, θi) are polar coordinates on the ith factor of C
N . The
following lemma is almost exactly the same as [Se, Lem. 4].
Lemma 5.18. We have that (A, dc log ‖s‖) makes A into a ﬁnite type convex
symplectic manifold convex deformation equivalent to (A, θA).
Proof of Lemma 5.18. This lemma will be done in three steps. In Step 1 we
show that (A, dc log ‖s‖) is a ﬁnite type convex symplectic manifold. In Step 2 we
will show that if dc log ‖s′‖′ is another compactiﬁcation 1-form then (A, dc log ‖s‖)
is convex deformation equivalent to (A, dc log ‖s′‖′). Finally in Step 3 we will show
that (A, dc log ‖s‖) is convex deformation equivalent to (A, θA).
Step 1. Let p ∈ D and choose local holomorphic coordinates z1, . . . , zn and a
trivialization of L around p so that s = zw11 · · · zwnn (wi ≥ 0). The metric ‖ . ‖ on L
is equal to eψ| . | for some function ψ with respect to this trivialization where | . | is
the standard metric on C. So
d log ‖s‖ = −ψ −
(∑
i
wid log |zi|
)
.
If we take the vector ﬁeld Y := −z1∂z1 · · · − zn∂zn , then d log (|zj |)(Y ) = −1 and
Y.ψ tends to zero. Hence d log ‖s‖ is non-zero near inﬁnity. If Xdc log ‖s‖ is the
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ddc log ‖s‖-dual of dc log ‖s‖ then −d log (‖s‖)(Xdc log ‖s‖) = ‖d log ‖s‖‖2 > 0 near
inﬁnity. Hence (A, dc log ‖s‖) is a ﬁnite type convex symplectic manifold.
Step 2. Suppose now that P ′, D′, L′, s′, ‖ · ‖′ are diﬀerent choices of compactiﬁ-
cation, eﬀective divisor, line bundle, section and metric satisfying similar properties
to P,D,L, s and ‖ · ‖. Here P ′ \D′ is isomorphic to A. By applying the Hironaka
resolution of singularities theorem again [H] we have a third compactiﬁcation P ′′
and morphisms π : P ′′ → P , π′ : P ′′ → P . We pull back L and L′ to P ′′ as well as
the sections s, s′ giving us new line bundles L˜, L˜′ and sections s˜ and s˜′. By abuse of
notation we write ‖ · ‖ and ‖ · ‖′ for the metrics on L˜ and L˜′ which are the pullbacks
of ‖·‖ and ‖·‖′ respectively. Again we look at some local coordinate chart z1, . . . , zn
and vector ﬁeld Y around some point p ∈ D′′ where D′′ = P ′′ \ A. Using the same
arguments as before we have(
t log ‖s˜‖+ (1− t) log ‖s˜′‖′)(Y ) > 0
near inﬁnity for all t ∈ [0, 1]. Hence (A, dc log ‖s‖) and (A, dc log ‖s′‖′) are convex
deformation equivalent.
Step 3. In this step we will need to refer to the proof of Lemma 2.1 so the
reader must be familiar with this lemma ﬁrst. Let R :=
∑
i r
2
i /4. We have that
θA = −dcR. Basically from the proof of Lemma 2.1 we have a compactiﬁcation
1-form equal to −dcf(R) where f is a non-decreasing function. We have that
(A,−dc(tR + (1 − t)f(R))) is a convex deformation equivalence from (A, θA) to
(A,−dcf(R)). The reason why this is a convex deformation equivalence is that the
level sets of R and f(R) coincide (up to reparameterization). By Step 2 we have
(A, θ) is convex deformation equivalent to (A,−dcf(R)). Hence (A, θ) is convex
deformation equivalent to (A, θA). 
Lemma 5.19. Let M be a smooth projective variety and let ∪iSi be a smooth
normal crossing divisor such that
∑
i aiSi is ample for some a1, . . . , ak ∈ N \ {0}.
The complement A := M \ ∪iSi is an aﬃne variety and it has a natural 1-form θ
with dθ = ωM . We have that (A, θ) is convex deformation equivalent to A with
the natural 1-form θA coming from some embedding of A into C
N (see section 2.1).
Then S1, . . . , Sk are positively intersecting and the wrapping number of θ around Si
is negative.
Proof of Lemma 5.19. The natural 1-form θ is a compactiﬁcation 1-form as de-
scribed earlier. We have an ample line bundle L coming from
∑
i aiSi. There is a
metric ‖ . ‖ on L whose associated curvature form F has the property that iF is a
positive (1, 1)-form. This is our symplectic form ωM on M . Choose a holomorphic
section s of L whose zero set is exactly
∑
i aiSi (i.e. the zero set has multiplicity ai
at Si). Then our 1-form θ is d
c log ‖s‖ where dc = d ◦ J where J is our complex
structure on M .
First of all, the divisors Si are positively intersecting submanifolds because J
is compatible with the symplectic form ωM and all the Si’s are holomorphic sub-
manifolds. So the hard part is proving that θ wraps negatively around Si. Let
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p be a point in Si disjoint from ∪j =iSj and choose a small holomorphic disk Dδ
disjoint from ∪j =iSj and intersecting Si at p only. We can assume that this disk is
intersecting Si orthogonally because the ωM -orthogonal bundle to Si is holomorphic.
The line bundle L restricted to this disk Dδ ⊂ C is equal to ai{0} where {0} means
the divisor at 0 and the section si has a zero of multiplicity i at 0. This means we
can choose a trivialization of L so that si is equal to z
ai where z is the complex
coordinate on Dδ.
We have that ddc log ‖zai‖ = ddc log ‖1‖ so the wrapping number of θ around Si
corresponds to the cohomology class of
dc log ‖zai‖ − dc log ‖1‖ = aidc log |z|+ dc log ‖1‖ − dc log ‖1‖
= aid
c log |z| = −aidϑ .
Here | . | is the standard euclidean metric on Dδ ⊂ C and ϑ is the angular coordinate
on Dδ. This is a negative multiple of dϑi and hence we have that θ wraps around Si
negatively. By Lemma 5.18 we get that (A, θA) is convex deformation equivalent to
(A, θ). 
Putting all these lemmas together gives us the following theorem:
Theorem 5.20. Let A be a smooth aﬃne variety. Then A is convex deformation
equivalent to a ﬁnite type convex symplectic manifold (W, θW ) with the following
properties:
(1) W is symplectomorphic to M \ ∪iSi where Si are codimension 2 symplectic
submanifolds transversely intersecting.
(2) There are neighborhoods USi of Si and ﬁbrations πi : USi  Si satisfying
the properties stated in Lemma 5.14.
(3) θW restricted to the ﬁber D of πi is equal to (r
2
i + κi)dϑi for some κi < 0.
Proof of Theorem 5.20. We ﬁrst compactify A to a smooth projective variety
and then by using [H], we blow up this projective variety so that A = M \ ∪iS′i
for some transversely intersecting complex hypersurfaces S′i inside a new smooth
projective variety M . These are positively intersecting symplectic submanifolds of
M and the natural 1-form θ (dθ = ωM ) on A wraps negatively around Si for each i
by Lemma 5.19.
By Lemma 5.3, there is a smooth family of positively intersecting symplectic
submanifolds Sti such that S
0
i = S
′
i and S
1
i are orthogonal. Let S
t := ∪i,j(Sti ∩ Stj).
By Lemma 5.15, there is a smooth family of symplectomorphisms Φt from M \ S0
to M \ St starting at the identity and sending S0i \ S0 to Sti \ St.
This means that the symplectomorphisms Φt also induce symplectomorphisms
from M \ ∪iS0i to M \ ∪iSti . Also θt := (Φt|M\∪iS0i )∗θ wraps around Sti negatively
because the symplectomorphism Φt|M\∪iS0i extends smoothly over Si to Φt. This
means by Lemma 5.17, there is an exact 1-form df such that θ1+df makes M \∪iS1i
into a ﬁnite type convex symplectic manifold with the property that θ1+df restricted
to each ﬁber D of πi is equal to (r
2
i +κi)dϑi where κi < 0. So if we setW := M \∪iS1i
and θW := θ1 + df then we have proven the lemma. 
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6 The Growth Rate of Aﬃne Varieties
Definition 6.1. Let (M1, θ1), (M2, θ2) be two exact symplectic manifolds. We
say that M1,M2 are exact symplectomorphic at inﬁnity if there are open subsets
Ui ⊂ Mi and a symplectomorphism
Ψ : M1 \ U1 → M2 \ U2
such that
(1) The closure of Ui is compact inside Mi.
(2) Ψ sends compact sets in M1 \ U1 to compact sets in M2 \ U2.
(3) Ψ is an exact symplectomorphism (i.e. Ψ∗θ2 = θ1 + df).
Definition 6.2. Let (W1, θW1), (W2, θW2) be two convex symplectic manifolds.
We say that they are convex deformation equivalent at inﬁnity if there is a sequence
of convex symplectic manifolds (Qi, θQi) for i = 1, · · · k such that
(1) Q1 is convex deformation equivalent to W1.
(2) Qk is convex deformation equivalent to W2.
(3) Qi is convex deformation equivalent to Qi+1 or they are exact symplectomor-
phic at inﬁnity.
Note that being convex deformation equivalent at inﬁnity is an equivalence rela-
tion.
Theorem 6.3. Suppose that a ﬁnite type convex symplectic manifold B and a
smooth aﬃne variety A are convex deformation equivalent at inﬁnity. Then ﬁltered
directed system (SH#∗ (B, θB, λ)) is isomorphic to a ﬁltered directed system (Vx)
where the dimension |Vx| satisﬁes |Vx| ≤ P (x) for some polynomial P . The degree
of this polynomial is less than or equal tomA wheremA is deﬁned in the introduction.
This has the following direct corollary:
Theorem 6.4. We have Γ(B) ≤ mA.
Theorem 1.1 follows directly from Theorem 6.4 where we set B = A. Theorem 1.2
also follows from Theorem 6.4. Here is a statement of this theorem: Suppose that the
boundary of a Liouville domain M is algebraically Stein ﬁllable, then Γ(M) ≤ mA.
Proof of Theorem 1.2. The boundary of M is contactomorphic to the boundary
of A. This means that we can deform M through a family of Liouville domains to
a new Liouville domain M ′ such that the contact form on ∂M ′ coincides exactly
with the contact form on ∂A. This means that the completions M̂ ′ and A := Â are
exact symplectomorphic at inﬁnity because their cylindrical ends are identical. Also
M̂ ′ is convex deformation equivalent to M̂ which means that M̂ and Â are convex
deformation equivalent at inﬁnity. By Theorem 6.4, we have that Γ(M̂) < ∞ which
proves Theorem 1.2. 
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Before we prove Theorem 6.3, We need some lemmas: The ﬁrst lemma gives us a
slightly more general deﬁnition of growth rate which will be useful for our purposes.
Let (H, J) be a growth rate admissible Hamiltonian on some ﬁnite type convex
symplectic manifold (W, θW ) and let κ > 0 be any constant. Let λ1 ≤ λ2. Then
there is a natural morphism from SH
[0,κλ1]∗ (λ1H, J) to SH
[0,κλ2]∗ (λ2H, J) given by
ﬁrst composing the morphism
SH
[0,κλ1]∗ (λ1H, J) → SH [0,κλ1]∗ (λ2H, J)
induced by the continuation map followed by the morphism
SH
[0,κλ1]∗ (λ2H, J) → SH [0,κλ2]∗ (λ2H, J)
given by the natural inclusion map of chain complexes. We could have done this the
other way around by starting with an inclusion of chain complexes:
SH
[0,κλ1]∗ (λ1H, J) → SH [0,κλ2]∗ (λ1H, J)
and then composing it with a continuation map. But this gives us exactly the same
map. Because we can swap inclusion maps and continuation maps, we have that
these maps satisfy functoriality properties which means we get a ﬁltered directed
system: (
SH
[0,κλ]
∗ (λH, J)
)
.
Lemma 6.5. The ﬁltered directed system described above is isomorphic to
(SH#∗ (W, θW )).
Proof of Lemma 6.5. We have a natural map φ from SH
[0,κλ]
∗ (λH, J) to SH
#
∗ (λH, J)
given by inclusion of chain complexes. This commutes with the ﬁltered directed sys-
tem maps so is a morphism of ﬁltered directed systems. There is a constant K > 1
and a 1-form θ such that θ − θW is exact, κK > 1 and −θ(XH) −H < κK by the
action bound property. We have a map φ′ from SH#∗ (λH, J) to SH
[0,κKλ]
∗ (KλH, J)
constructed as follows: First of all we have an isomorphism from SH#∗ (λH, J) to
SH
[0,κKλ)
∗ (λH, J) because all the 1-periodic orbits have action less than κKλ. We
then compose this isomorphism with the continuation map:
SH
[0,κKλ]
∗ (λH, J) → SH [0,κKλ]∗ (KλH, J) .
Again this commutes with the ﬁltered directed system maps because continuation
maps and action inclusion maps commute.
The map φ ◦ φ′ is the composition:
SH#∗ (λH, J) → SH [0,κKλ]∗ (λH, J)
→ SH [0,κKλ]∗ (KλH, J) → SH#∗ (KλH, J) .
This is the natural continuation map because action inclusion and continuation maps
commute so the above composition is equal to the following composition:
SH#∗ (λH, J) → SH [0,κKλ]∗ (λH, J)
→ SH#∗ (λH, J) → SH#∗ (KλH, J) .
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Also because all the 1-periodic orbits of λH have action less than κKλ, we have
that the composition of the ﬁrst two maps is the identity map. Hence φ ◦ φ′ is a
continuation map.
We also have that φ′ ◦ φ is a continuation map because it is equal to the natural
composition:
SH
[0,κλ]
∗ (λH, J) → SH#∗ (λH, J)
→ SH [0,Kκλ]∗ (λH, J) → SH [0,Kκλ]∗ (KλH, J) .
Because all 1-periodic orbits of λH have action less than κKλ the composition of
the ﬁrst two maps is identical to the natural inclusion map. Hence φ′◦φ is a directed
system map and so φ, φ′ give us our isomorphism of ﬁltered directed systems. 
Lemma 6.6. Suppose we have a Hamiltonian H : W → R, a function P : R → R
and a small open neighbourhood N of H−1(0) such that
(1) H satisﬁes the Liouville vector ﬁeld property.
(2) For every λ outside some discrete subset, there is a C2 small perturbation Hλ
of λH such that all the 1-periodic orbits of Hλ inside N are non-degenerate
and the number of such orbits is bounded above by P (λ).
Then there is a ﬁltered directed system (Vλ) isomorphic to (SH
#
∗ (W, θW )) such that
the rank of Vλ is bounded above by P (λ).
Proof of Lemma 6.6. If H was growth rate admissible and N = W then this lemma
would be fairly straightforward as the rank of SH∗ is bounded above by the number
of non-degenerate orbits. The problem is that it may not be growth rate admissible.
Instead we will construct a growth rate admissible Hamiltonian Hp such that all the
1-periodic orbits of suﬃciently low action are the same as the ones of H and then
invoke Lemma 6.5.
By Lemma 4.2, there is a growth rate admissible pair (Hp, Jp) such that
(1) Hp = H on a small neighbourhood of H−1(0) and (Hp)−1(0) = H−1(0).
(2) −θH(XHp)−Hp ≥ 0 everywhere.
(3) −θH(XHp)−Hp > 0 when Hp > 0.
(4) −θH(XHp)−Hp is greater than some constant δH > 0 outside some compact
set.
Here θH is the 1-form that makes H satisfy the Liouville vector ﬁeld property.
Let A be the function −θH(XHp) − Hp. The level sets of Hp near (Hp)−1(0)
are compact because Hp satisﬁes the bounded below property. Let νH > 0 be a
constant so that for all x ∈ (0, νH ] we have that (Hp)−1(x) is compact and regular
and contained inside N∩{Hp = H}. Also because A(x) > δH outside some compact
set, A ≥ 0 and A(y) > 0 if and only if Hp(y) > 0, there is a constant A > 0
with the property that A−1([0, A]) is contained in the region (Hp)−1([0, νH ]). For
λ ≥ 1, any 1-periodic orbit of λHp of action ≤ λA must be contained in the region
(Hp)−1([0, νH ]). This orbit is also contained inside N and the region where Hp is
equal to H.
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Choose a sequence of perturbationsKiλ that C
2 converge to λH where the number
of 1-periodic orbits of Kiλ contained inside N is bounded above by P (λ) and so that
all of these orbits are non-degenerate. We make the perturbation small enough so
that orbits of action less than or equal to λA are contained in some ﬁxed open
subset U of {Hp = H} ∩ N such that U contains (Hp)−1([0, ]). Let ρ : W → R
be a bump function which is 0 on a small neighbourhood of the closure of U and 1
in the region where Hp = H. Let H iλ := (1 − ρ)Kiλ + ρλHp. These Hamiltonians
C1 converge to λHp. Hence, for large enough i, we have that the action of all the
1-periodic orbits of H iλ that are not entirely contained in U is greater than λA/2.
For large enough i we also have a sequence of constants δi tending to 0 such that
(H iλ)
−1([0, λ − δi]) contains all the orbits of action ≤ λA/2 and so that there are
no orbits on the boundary of Ui := (H
i
λ)
−1([0, λA − δi]). We can also assume that
Ui ⊂ U .
By Lemma 2.2, we perturb H iλ again to H
′i
λ by a C
2 small amount outside the
closed set Ui so that H
′i
λ = K
i
λ inside Ui, all of its 1-periodic orbits outside Ui
are non-degenerate of action greater than λA/2 and such that it is equal to H
i
λ
near inﬁnity. For large enough i, (H
′i
λ , J
p) is growth rate admissible where H
′i
λ
has only non-degenerate orbits and such that all of its orbits of action less than or
equal to λA/2 are in the region where this Hamiltonian is equal to K
i
λ. Hence the
number of 1-periodic orbits of H
′i
λ of action less than or equal to λA/2 is bounded
above by P (λ). This implies that the rank of Vλ := SH
[0,λA/2]∗ (H
′i
λ , J
p) is bounded
above by P (λ). By lemma 6.5, the ﬁltered directed system (Vλ) is isomorphic to
SH#∗ (W, θW ). This proves the Lemma. 
Suppose we have a Hamiltonian H and a function P such that there is a small
neighbourhood N of H−1(0) where H,P,N satisfy the properties of the previous
Lemma, then we say that H is P bounded.
Lemma 6.7. Suppose that (W, θW ) and (W
′, θW ′) are ﬁnite type convex symplectic
manifolds that are convex deformation equivalent at inﬁnity. Suppose also that we
have a Hamiltonian H on W and a function P : R → R such that
(1) H satisﬁes the Liouville vector ﬁeld property.
(2) H is P bounded.
Then W ′ also admits a Hamiltonian H ′ satisfying the Liouville vector ﬁeld property
and that is P bounded.
Proof of Lemma 6.7. Let XθW be the dθW -dual of θW . Let fW be an exhausting
function such that dfW (XθW ) > 0 when fW ≥ CW for some CW . By Lemma 8.1,
there is a family of 1-forms θsW such that
(1) dθsW is symplectic.
(2) θW = θ
0
W .
(3) θsW = θW in the region f
−1(−∞, CW ].
(4) θ1W is complete.
(5) The dθsW -dual XθsW of θ
s
W satisﬁes XθsW = gsXθ0W
for some positive function
gs which smoothly depends on s.
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We have a similar family of 1-forms θsW ′ on W
′ and a similar function fW ′ such that
these 1-forms are all equal on f−1W ′(−∞, CW ′ ]. The pairs (W, θsW ) (resp. (W ′, θsW ′))
are all ﬁnite type convex symplectic manifolds because their Liouville vector ﬁelds
are all of the form gsXθW (resp. hsXθW ′ ) for some smooth family of functions gs
(resp. hs) and the same reason ensures that this is a convex deformation. We can
assume that the closure of H−1(0) is contained in f−1W (−∞, CW ). Hence θW = θsW
on some compact set whose interior contains H−1(0). This implies that H satisﬁes
the Liouville vector ﬁeld property and is P bounded on (W, θsW ) for all s and in
particular for (W, θ1W ). Let Xθ1W
be the dθ1W -dual of θ
1
W . If Φt is the ﬂow of this
vector ﬁeld then Φ∗t θ1W = e
tθ1W which implies that Ht := Φ
∗
t (H) is still P bounded.
In particular we can ensure that the compact set H−1t (0) is arbitrarily large.
Because (W, θ1W ) and (W
′, θ1W ′) are complete ﬁnite type convex symplectic man-
ifolds that are convex deformation equivalent at inﬁnity, we have by Lemma 8.7
that they are exact symplectomorphic at inﬁnity. Let φ : W \KW → W ′ \KW ′ be
this exact symplectomorphism. By the previous discussion, we can assume that the
interior of H−1t (0) contains KW . We deﬁne K ′ on W ′ by pushing Ht forward via
φ and then deﬁning K ′ to be zero inside KW ′ . This Hamiltonian still satisﬁes the
Liouville vector ﬁeld property and is P bounded on (W ′, θ1W ′). Let Φ
′
t be the ﬂow
of the vector ﬁeld Xθ1
W ′
. For large enough T , H ′ := (Φ′T )
∗K ′ has the property that
(H ′)−1(0) is a subset of f−1W ′(−∞, CW ′). Because θsW = θW inside f−1W ′(−∞, CW ′),
we have that H ′ is P bounded on (W ′, θsW ′) for all s and in particular on (W
′, θW ′). 
Given some smooth aﬃne variety A, we will construct a Hamiltonian H on A
satisfying the Liouville vector ﬁeld property. By Theorem 5.20, the smooth aﬃne
variety A is exact symplectomorphic to a ﬁnite type convex symplectic manifold
W described as follows: We start with a compact symplectic manifold M and a of
set of transversely intersecting symplectic submanifolds Si (i = 1, . . . , k). We write
S{i1,...,il} for the intersection ∩jSij . There are small neighborhoods USi of Si and
projections πi : USi  Si and a positive integer nW (the number of such Si’s) such
that
(1) For 1 ≤ i1 < i2 < · · · < il ≤ nW ,
πil ◦ · · · ◦ πi1 : ∩lj=1USij  S{i1,...,il}
has ﬁbers that are symplectomorphic to Πlj=1D where D is the disk of
radius .
(2) If we look at a ﬁber Πlj=1D of πil ◦ · · · ◦ πi1 , then for 1 ≤ m ≤ l, πim maps
this ﬁber to itself. It is equal to the natural projection
Πlj=1D  Πlj=1,j =mD
eliminating the m-th disk D.
(3) The symplectic structure on USi induces a natural connection for πil ◦ · · · ◦ πi1
given by the ω orthogonal vector bundle to the ﬁbers. We require the associ-
ated parallel transport maps to be elements of U(1)× · · · × U(1) where U(1)
acts on the disk D by rotation.
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The ﬁnite type convex symplectic manifold W we want is symplectomorphic to
M \ ∪iSi. Let ri : USi → R be the function such that when we restrict ri to a ﬁber
D of πi, we get that ri is the distance from the origin. This uniquely determines ri
because πi has a U(1) structure group.
We will now construct our Hamiltonian on the Liouville manifold W . Let ν :
[0, ) → [0,∞) be a smooth function satisfying
(1) Near t = , ν(t) = 0 and near 0, ν(t) = 
2
4 − t2.
(2) ν ′ < 0 when ν > 0.
(3) There is one point x where ν ′′(x) = 0 and ν(x) > 0 (i.e. the graph of ν has
exactly one point of inﬂection). In particular, ν ′′(x) is negative when ν(x) > 0
is small.
(4) If ν(x) > 0 is small then we require that x < −κi for each i and x < 1.
ν(ri)
ri
2
4

The function ν(ri) : USi → R can be extended smoothly by 0 to the whole of M .
From now on we will write ν(ri) as this function from M to R. Let H :=
∑
i ν(ri).
Theorem 5.20 also says that the Liouville form θW on W satisﬁes θW restricted to
a ﬁber D of πi is equal to (r
2
i + κi)dϑi where ri, ϑi are polar coordinates on D and
κi < 0 is some constant. Because the level sets of ν(ri) contain the ωA-orthogonal
vector bundle to the ﬁbers of πi, we have that its Hamiltonian ﬂow is contained in the
ﬁbers and is equal to − 12ri ν ′(ri) ∂∂ϑi . We have that θW (XH) = −
r2i+κi
2ri
ν ′(ri). Hence
if XθW is the dθW -dual of θW then dH(XθW ) = −θW (XH) ≥ 0 and dH(XθW ) =
−θW (XH) > 0 when H > 0. The derivative with respect to ri of θW (XH) is(−12 + κi2r2i )ν ′(ri) − r2i+κi2ri ν ′′(ri) which is negative when ν(ri) > 0 is small because
ν ′′(ri)  ν ′(ri) and κi is negative. Hence d (dH(XθW )) (XθW ) = θW (XθW (XH)) > 0.
Hence H satisﬁes the Liouville vector ﬁeld property. We will call H a Hamiltonian
compatible with a compactiﬁcation of A.
Lemma 6.8. The Hamiltonian H is P bounded for some polynomial of degree at
least d where
d = n−min (12 dimR{SI | SI = ∅}) .
Proof of Lemma 6.8. The basic idea here is that the orbits of λH form manifolds
with corners coming from the divisors. The number of such manifolds is bounded
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above by some constant times λd and the number of such manifolds up to diﬀeomor-
phism is ﬁnite. We use a Morse function on each of these manifolds with corners to
perturb them into non-degenerate orbits and this gives us our bound. From now on
we will assume that W is connected.
We write USI for ∩i∈IUSi. The Hamiltonian ﬂow of λH in the region
USI \ ∪J ⊂= IUSJ ﬁxes the ﬁbers
∏
i∈I D and for each i ∈ I it rotates the i-th ﬁber
in this product by an angle of −λ 12ri ν ′(ri). Hence the ﬁxed points of the time-λ
ﬂow H form manifolds with corners. These are diﬀeomorphic to ∩i∈IUSi minus the
union of the interiors of USi for all i /∈ I. There is also one such connected manifold
of codimension 0 which is diﬀeomorphic to W minus the union of the interiors of
USi for all i. Let τ be a constant greater than the supremum of −4ν ′(t)/t. This is
bounded because ν ′(t) is a multiple of t near 0. There are at most τλ/2πm(nwm )
such manifolds of codimension m for 1 ≤ m ≤ d and 0 such manifolds for m > d.
Also there are at most
∑d
m=0
(
nW
m
)
diﬀeomorphism types of such manifolds.
Let h : M → R be a function such that h restricted to ∩jSij is Morse for any
i1 < i2 < · · · < il. We also assume it has the following properties:
(1) h is a C∞ small perturbation of H.
(2) On a small neighbourhood of the closure of ν(ri) > 0, we have that h =
ν(ri(1− δh)) for some small δh > 0.
We now perturb λH as follows: Consider a manifold Y of ﬁxed points of the Hamil-
tonian ﬂow of λH in the region where there is an i1 < i2 < · · · < il such that
ν ′(rk) = 0 if and only if k = ij for some j. This manifold is contained in the region
∩jUSij . Let NY be a small neighbourhood of Y such that the only ﬁxed points of
λH inside NY are ones in Y . The manifold is of codimension l and is a codimension
0 submanifold with corners inside the closed manifold Y := ∩lj=1{rij = sj} for some
s1, . . . , sl ∈ R. In fact Y = Y ∩ ∩k =ij∀j{ν(rk) = 0}. Let ρ : NY → R be a bump
function which is 0 outside some compact set in W and 1 near Y . Let
h˜ := h|Si1,...,il ◦ πi1 ◦ · · · ◦ πij .
We perturb λH to
H˜ := λH + δY ρh˜ .
For δY suﬃciently small, there are no ﬁxed points in the region where the derivative
on ρ is non-zero by a compactness argument. The point is that if there were such
orbits for δY small, then there would a sequence of δY ’s converging to zero with a
ﬁxed point in the region where dρ = 0. But this would imply by compactness that
λH would also have such an orbit which is a contradiction. There are no 1-periodic
orbits of H˜ near the boundary of Y for the following reason: We have that Y is a
manifold with corners. Near a codimension k ≥ 1 corner of Y ,
H = ν(ri1) + · · ·+ ν(ril) + ν(rj1) + · · ·+ ν(rjk)
for some j1 · · · jk not equal to any of i1, · · · ik. Hence in this region H˜ is equal to
ν(ri1) + · · ·+ ν(ril) + ν(rj1) + · · ·+ ν(rjk)
+δY
(
ν(ri1 − δh) + · · ·+ ν(ril − δh) + ν(rj1(1− δh)) + · · ·+ ν(rjk(1− δh))
)
.
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Let J := {i1, . . . , il, j1, . . . , jk}. Near this codimension k corner, the Hamiltonian H˜
preserves the ﬁbers
∏
j∈J D of
πj1 ◦ · · · ◦ πjk ◦ πi1 ◦ · · · ◦ πil .
These Hamiltonians also split up as a sum:∑
j∈J
ν(rj) + δY
(
ν(rj(1− δh))
)
on this ﬁber
∏
j∈J D. Near the boundary of the closure of ν(rj) > 0,
ν(rj) + δY (ν(rj(1− δh))) has no 1-periodic orbits for δY , δh suﬃciently small. Hence
H˜ has no 1-periodic orbits near this codimension k corner of Y . This implies that
H˜ has no 1-periodic orbits on a small neighbourhood of ∂Y .
Hence all the ﬁxed points of H˜ are contained in the region where ν(rk) = 0 for
all such k satisfying k = ij∀j. In this region, we have that the Hamiltonians h˜ and
λH Poisson commute because the Hamiltonian vector ﬁeld of h˜ is contained in the
horizontal plane distribution of the ﬁbration πi1 ◦ · · · ◦ πil which is contained in the
level set of λH. Let p ∈ Y be a ﬁxed point of H˜. The symplectic tangent bundle
splits into R2l⊕R2n−2l. Here R2l is the tangent space of the ﬁber of πi1 ◦· · ·◦πij and
R2n−2l is the symplectic complement (this is the Horizontal plane bundle coming
from the natural connection on this ﬁbration). The linearized return map restricted
to R2l is the same as the linearized return map of the Hamiltonian
∑l
j=1 ν(rij )
restricted one of the ﬁbers of πi1 ◦ · · · ◦ πij . Because this ﬁber is symplectomorphic
to a product of disks, we get that the ﬂow is equal to the ﬂow of
∑l
j=1 ν(Rj)
on (D)
l where Rj is the j-th radial coordinate on D. Because this Hamiltonian
system splits as a product of autonomous non-degenerate Hamiltonians, we have
that this Linearized return map has an l dimensional eigenspace with eigenvalue 1.
This eigenspace is spanned by the Hamiltonian vectors Xν(Rj) j = 1, . . . , l at this
point. The linearized return map of h˜ when restricted to the symplectic complement
R2n−2l is conjugate to the linearized return map of the Hamiltonian δY h|∩jSij inside
∩jSij . Because this is a C2 small Morse function (for δY > 0 suﬃciently small),
this has no eigenvalue equal to 1. This implies that the linearized return map at p
of the autonomous Hamiltonian H˜ has a 2l dimensional eigenspace with eigenvalue
1 which is spanned by the Hamiltonian vectors Xν(Rj) at p. Also the number of
critical points created from the manifold Y of ﬁxed points is at most the number of
critical points of h|∩jSij . If we perturb all such manifolds of ﬁxed points of λH we
get an non-degenerate autonomous Hamiltonian with at most Cλd (S1)l families of
ﬁxed points where C is some constant greater than the sum over all strata ∩jSij of
the number of critical points of h|∩jSij multiplied by 2π.2nW . We will also perturb
the ﬁxed points where λH = 0 so that it becomes non-degenerate in this region. Let
MH be the number of such ﬁxed points (such a number can be independent of λ).
Finally using work from [CFHW], we perturb each (S1)l family of orbits away
from the divisors ∪iSi into 2l orbits creating a Hamiltonian  : S1×W → R where all
of its orbits are non-degenerate. Really [CFHW] deals with S1 families of periodic
orbits and not (S1)l families, but because our Hamiltonian H˜ restricted to each
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ﬁber R2l splits up as a sum
∑
j ν(Rj) we can perturb ν(Rj) ﬁrst (if we view such a
function as a function on one of the R2 factors of R2l). Hence the number of orbits
of  is bounded above by 2dimRACλd+MH . This implies that H is P bounded where
P is the polynomial 2Cλd. 
Proof of Theorem 6.3. From the discussion before Lemma 6.8 we can ﬁnd a
Hamiltonian H which is compatible with a compactiﬁcation of A. We can choose
an appropriate compactiﬁcation M of A so that the constant d in Lemma 6.8 is
equal to mA. Hence by this lemma we have that H satisﬁes the Liouville vector ﬁeld
property and is P bounded where P is a polynomial of degree at most mA.
Because A,B are convex deformation equivalent at inﬁnity, by Lemma 6.7 we
have that B also admits a Hamiltonian H ′ that satisﬁes the Liouville vector ﬁeld
property and is P bounded. By Lemma 6.6 we then have that (SH#∗ (B, θB)) is
isomorphic to a ﬁltered directed system (Vλ) where |Vλ| ≤ P (λ). This proves the
theorem. 
7 Finite Covers of Smooth Aﬃne Varieties
In this section we will prove Theorem 1.5. We will prove the following which has
Theorem 1.5 as a direct corollary:
Theorem 7.1. Suppose that a ﬁnite type convex symplectic manifoldB and a ﬁnite
cover A˜ of a smooth aﬃne variety A are convex deformation equivalent at inﬁnity.
Then ﬁltered directed system (SH#∗ (B, θB, λ)) is isomorphic to a ﬁltered directed
system (Vx) where the dimension |Vx| satisﬁes |Vx| ≤ Q(x) for some polynomial Q.
The degree of this polynomial is less than or equal to mA where mA is deﬁned in
the introduction.
Proof of Theorem 7.1. By looking at the proof of Theorem 6.3 we see that A admits
a Hamiltonian H which satisﬁes the Liouville vector ﬁeld property and which is P
bounded for some polynomial P of degree mA.
Let p : A˜ A be the covering of degree k. We can pull back this Hamiltonian H
to H˜. This also satisﬁes the Liouville vector ﬁeld property and is also kP bounded.
It satisﬁes the Liouville vector ﬁeld property because we can lift any Liouville vector
ﬁeld on A to a Liouville vector ﬁeld on A˜. It is kP bounded for the following reason:
If H ′ is any Hamiltonian and H˜ ′ its lift to A˜ then any orbit of H˜ ′ projects down
to an orbit of H ′. This orbit is non-degenerate if and only if the projected orbit is
non-degenerate. There are at most k orbits of H˜ ′ that project to a given orbit of H.
Hence the number of non-degenerate orbits of H˜ ′ is bounded above by k times the
number of non-degenerate orbits of H ′. Also the action of this orbit is equal to the
action of the projected orbit.
Hence by Lemma 6.7, B admits a Hamiltonian which is kP bounded. Hence by
Lemma 6.6 we get that (SH#∗ (B, θB, λ)) is isomorphic to (Vx) where the dimension
|Vx| satisﬁes |Vx| ≤ kP (x). Hence we have proven this theorem where Q = kP . 
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8 Appendix A: Convex Symplectic Manifolds
Recall that a convex symplectic manifold is a manifold M together with a 1-form θ
(1) ω := dθ is a symplectic form.
(2) The ω-dual Xθ of θ is a vector ﬁeld satisfying dfM (Xθ) > 0 in the region
f−1M (AM ) where AM ⊂ R is an unbounded subset and fM : M → R an
exhausting function.
Exhausting means that fM is bounded from below and the preimage of every com-
pact set is compact.
We now need to describe various ways of deforming (M, θ). The ﬁrst kind of
deformation is the most restrictive: Two convex symplectic manifolds (M, θ), (M ′, θ′)
are strongly deformation equivalent if there is a diﬀeomorphism φ : M → M ′, an
exhausting function g : M → R and a smooth family of 1-forms θt (t ∈ [0, 1]) on M
such that
(1) ωt := dθt is symplectic.
(2) If Xθt is the ωt-dual of θt then dg(Xθt) > 0 on g
−1(Ag) where Ag ⊂ [0,∞) is
unbounded.
(3) θ0 = θ and θ1 = φ
∗θ′.
Two convex symplectic manifolds (M, θ), (M ′, θ′) are convex deformation equivalent
if there is a ﬁnite sequence (M1, θ1), . . . , (Mk, θk) such that
(M1, θ1) = (M, θ), (Mk, θk) = (M
′, θ′)
and such that for each i < k, (Mi, θi) is strongly deformation equivalent to
(Mi+1, θi+1).
An important class of convex symplectic manifolds are the complete ones. A
complete convex symplectic manifold is a convex symplectic manifold such that the
associated Liouville vector ﬁeld V (the ω-dual of θ) is integrable for all time. A
(strong) convex deformation (M, θt) is called complete if the associated Liouville
vector ﬁelds Xθt are integrable.
Lemma 8.1. Let (M, θ) be a convex symplectic manifold and let K ⊂ M be any
compact set. There exists a smooth family of 1-forms θt,(t ∈ [0, 1]) on M such that
(1) θ0 = θ
(2) ωt := dθt is a symplectic form.
(3) If Xθt is the ωt-dual of θt, then there is a smooth family of functions ft : M →
R such that Xθt = ftXθ0 and 0 < ft ≤ 2.
(4) The vector ﬁeld Xθ1 is integrable.
(5) θt|K = θ0|K .
Proof of Lemma 8.1. Let Xθ be the dθ-dual of θ. Let A ⊂ [0,∞) be an unbounded
subset and f an exhausting function such that df(Xθ) > 0 on f
−1(A). Note that
each a ∈ A is a regular value of f because df(Xθ) > 0 on f−1(a) which implies
in particular that df = 0 on f−1(a). Because f is smooth, there exists a sequence
c1 < c2 < · · · tending to inﬁnity such that ci is in A and Xθ is transverse to
f−1(ci) and pointing outwards. We choose ci large enough so that f−1(−∞, ci)
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contains K. By ﬂowing along Xθ there is a neighbourhood of the manifold Ci :=
f−1(ci) diﬀeomorphic to [1− i, 1+ i]×Ci with θ = riαi where ri parameterizes the
interval and αi = θ|Ci . Again we make these neighborhoods small enough so that
they are disjoint from K. Let Ni be this neighbourhood and let N be the union of
all these neighborhoods. We can make these neighborhoods small enough so that
they are disjoint and also so that i ≤ 1/2.
We will now construct θt: Let gi : [1− i, 1 + i] → R be smooth functions such
that
(1) g′i > 0.
(2) In the region [1− i, 1− 2i/3], we have gi(ri) = ri.
(3) In the region [1− i/2, 1 + i/2] we have gi/g′i ≤ i.
(4) gi/g
′
i ≤ 1 or equivalently log(gi)′ ≥ 1.
(5) In the region [1 + 2i/3, 1 + i] we have gi(ri) = κiri where κi ≥ 1 is some
large constant.
We deﬁne gti(ri) := (1 − t)ri + tgi(ri). We deﬁne c0 := −∞. Let Ξi :=
∏i−1
j=1 κi for
i > 1 and Ξ1 := 1. In the region f
−1(ci−1, ci)\N, we deﬁne θt := ((1− t)+ tΞi)θ. In
the region Ni we deﬁne θt as ((1− t) + tΞi)gti(ri)αi. This deﬁnition ensures that θt
(t ∈ [0, 1]) is a smooth family of 1-forms.
Outside Ni, we have that θt is equal to some locally constant function multiplied
by θ, hence dθt is still symplectic. In the region Ni, we have that dθt = ((1− t) + tΞi)
((g′)tidri ∧ αi + ridαi). This is symplectic because αi is a contact form and gti ′ > 0.
Hence dθt is symplectic for all t. Outside Ni we have that the ωt-dual Xθt of θt
is equal to V because rescaling θ by a locally constant function does not change
the associated dual vector ﬁeld. Inside Ni we have that Xθt = g
t
i/g
t
i
′ ∂
∂ri
which is
equal to V = ri
∂
∂ri
multiplied by some positive function ft. Because gi/g
′
i ≤ i
in the region [1 − i/2, 1 + i/2], if we ﬂow any point p in the region where ri =
1 − i/2 along the vector ﬁeld Xθ1 for time 1 to a point q, then q is still contained
in [1 − i/2, 1 + i/2] × Ci. This ensures that the vector ﬁeld Xθ1 is complete and
hence (M, θ1) is complete. We also have that ft ≤ 2 because ft = 1 outside N and
is equal to
gti
gti
′ri
≤ 11−i ≤ 2 inside Ni. Finally we have that θ0 = θ by deﬁnition and
θt|K = θ0|K because N is disjoint from K. 
We also have a 1-parameter version of this lemma as follows (with almost exactly
the same proof): Suppose (M, θs) (s ∈ [0, 1]) is a smooth family of convex symplectic
manifolds such that we have a function f : M → R and an unbounded A ⊂ [0,∞)
with df(Xθs > 0 on f
−1(A) where Xθs is the dθs-dual of θs. Then there is a two
parameter family of 1-forms θs,t (s, t) ∈ [0, 1]2 satisfying
(1) θs,0 = θs.
(2) ωs,t := dθs,t is a symplectic form.
(3) If Xθs,t is the ωs,t-dual of θs,t, then there is a smooth family of functions fs,t
such that Xθs,t = fs,tXθs,0 and 0 < fs,t ≤ 2.
(4) The vector ﬁeld Xθs,1 is integrable for each s ∈ [0, 1].
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Corollary 8.2. Every convex symplectic manifold is strongly deformation equiv-
alent to a complete convex symplectic manifold.
Proof. Let fM , Xθ be the associated function and Liouville vector ﬁeld of M . There
is an unbounded A ⊂ [0,∞) such that dfM (Xθ) > 0 in f−1(A). Let (M, θt) be the
family of convex symplectic manifolds described in the Lemma 8.1 above. If Xθt is
the associated Liouville vector ﬁeld of (M, θt) then because Xθt = ftXθ for some
smooth family of functions ft > 0, we have that dfM (Xθt) > 0 in f
−1(A). Hence we
have that (M, θt) is our strong convex deformation. 
Corollary 8.3. Let fM , Xθ be the associated function and Liouville vector
ﬁeld of M . Suppose M is of ﬁnite type which means that dfM (Xθ) > 0 in the
region f−1[C,∞), then M is convex deformation equivalent to the completion of the
Liouville domain f−1(−∞, C].
Proof. Let (M, θt) be the family of 1-forms as in Lemma 8.1 and let Xθt = ftXθ
be the associated family of Liouville vector ﬁelds. Then dfM (Xθ1) > 0 in the region
f−1M [C,∞). Let D := f−1M (−∞, C] and let α = θ1|∂D.. By ﬂowing the contact
manifold (∂D, α) along Xθ1 (which is integrable) we obtain a diﬀeomorphism φ from
∂D×[1,∞) to f−1M [C,∞) such that φ∗θ1 = rα where r parameterizes [1,∞). Also by
the previous Corollary 8.2 we have that (M, θ) is convex deformation equivalent to
(M, θ1). Hence (M, θ1) is convex deformation equivalent to the completion (D̂, θ1). 
Suppose we have a convex deformation equivalence (M, θt). We say that this is
a complete convex deformation equivalence if the dθt-dual Xθt of θt is an integrable
vector ﬁeld for each t ∈ [0, 1].
Lemma 8.4. Let (M, θ), (M ′, θ′) be complete convex symplectic manifolds that
are convex deformation equivalent. Then there is a complete convex deformation
equivalence between (M, θ) and (M ′, θ′).
We need a preliminary lemma ﬁrst.
Lemma 8.5. Suppose (M, θ), (M ′, θ′) are compete convex symplectic manifolds that
are strongly deformation equivalent. Then there is a complete strong deformation
equivalence between them.
Proof of Lemma 8.5. Let (M, θs) be the strong deformation equivalence. Let
Xθs be the associated Liouville vector ﬁelds and let f : M → R and A ⊂ [0,∞)
(unbounded) be such that df(Xθs) > 0 on f
−1(A). By Lemma 8.1 there is a two
parameter family of 1-forms θs,t((s, t) ∈ [0, 1]2) such that
(1) θs,0 = θs.
(2) ωs,t := dθs,t is a symplectic form.
(3) If Xθs,t is the ωs,t-dual of θs,t, then there is a smooth family of functions fs,t
such that Xθs,t = fs,tXθs,0 and 0 < fs,t ≤ 2.
(4) The vector ﬁeld Xθs,1 is integrable for each s ∈ [0, 1].
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Let p : [0, 1] → [0, 1]2 be a smooth path starting at (0, 0) and ending at (1, 0) whose
image is equal to {0}×[0, 1]∪[0, 1]×{1}∪{1}×[0, 1]. Then (M, θp(t)) is our complete
strong convex deformation. This is because Xθs,0 (resp. Xθs,1) is integrable because
it is equal to fs,0Xθ0,0 (resp. fs,1Xθ0,1) with 0 < fs,t ≤ 2 for all s, t. This is also
because f1,t is integrable for all t. This completes the lemma. 
Proof of Lemma 8.4. Let (M, θs) be the convex deformation between (M, θ) and
(M ′, θ′). This means that we break up (M, θs) into a ﬁnite number of strong defor-
mations (M, θ1s), . . . , (M, θ
k
s ). Let V
i
s be the associated Liouville vector ﬁelds. For
a given strong deformation (M, θis) there is an unbounded set Ai ⊂ [0,∞) and a
function gi : M → R such that gi(V is ) > 0 in g−1i (A). By the parameterized version
of Lemma 8.1 we can replace θis with θ
i
s,t such that
(1) θis,0 = θ
i
s.
(2) ωis,t := dθ
i
s,t is a symplectic form.
(3) If V is,t is the ω
i
s,t-dual of θ
i
s,t, then there is a smooth family of functions f
i
s,t
such that V is,t = f
i
s,tV
i
s,0 and 0 < f
i
s,t ≤ 2.
(4) The vector ﬁeld V is,1 is integrable for each s ∈ [0, 1].
We now replace the deformation (M, θ1s) by the concatenation (M, θ
′1
s) of the homo-
topies: (M, θ10,t) and (M, θ
1
t,1). This is still a strong deformation because g1(V
1
s,t) > 0
in the region g−11 (A1). For 1 < i < k we replace (M, θ
i
s) with the concatena-
tion (M, θ′is) of: (M, θ
i−1
1,1−t), (M, θ
i
0,t) and (M, θ
i
t,1). This again is a strong defor-
mation using the function gi and unbounded set Ai ⊂ [0,∞). The reason why
gi(V
i−1
1,1−t) > 0 in g
−1
i (Ai) is because V
i−1
1,1−t is f
i−1
1,1−tV
i
t where f
i−1
1,1−t > 0. Finally
we replace the deformation (M, θks ) with the concatenation (M, θ
′k
s) of (M, θ
k−1
1,1−t),
(M, θk0,t), (M, θ
k
t,1) and (M, θ
k
1,1−t). Hence we have a new convex deformation equiv-
alence (M, θ′1t ), . . . , (M, θ′
k
t ) with the property that θ
′i
0, θ
′i
1 is complete for all i.
By Lemma 8.5, we can replace this with a new convex deformation equivalence:
(M, θ′′1t ), . . . , (M, θ′′
k
t ) with the property that θ
′′i
t is complete for all 1 ≤ i ≤ k,
t ∈ [0, 1]. This is a complete convex deformation equivalence. 
Corollary 8.6. Suppose that (M, θ), (M, θ′) are complete convex symplectic
manifolds that are convex deformation equivalent. Then they are exact symplecto-
morphic to each other.
Proof of 8.6. By Lemma 8.4 there is a complete convex deformation equivalence
between (M, θ) and (M, θ′). Hence by [CE, Prop. 12.2] we get that they are exact
symplectomorphic. 
We also need another lemma similar to Corollary 8.6 except that we will be
dealing with convex deformation equivalence at inﬁnity as in Deﬁnition 6.2.
Lemma 8.7. Suppose that (W, θW ), (W
′, θW ′) are complete ﬁnite type convex
symplectic manifolds that are convex deformation equivalent at inﬁnity. Then they
are exact symplectomorphic at inﬁnity.
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Proof of Lemma 8.7. By the deﬁnition of convex deformation equivalent at inﬁnity,
we have a sequence of convex symplectic manifolds: (Qi, θQi) for i = 1, . . . , k such
that
(1) Q1 is convex deformation equivalent to W1.
(2) Qk is convex deformation equivalent to W2.
(3) Qi is convex deformation equivalent to Qi+1 or they are exact symplectomor-
phic at inﬁnity.
First of all (by using the fact that the identity map is an exact symplectomorphism
and also a convex deformation equivalence), we can assume that k is even and
that for odd i, that Qi, Qi+1 are convex deformation equivalent and for even i that
Qi, Qi+1 are exact symplectomorphic at inﬁnity.
Suppose we have two convex symplectic manifolds (A, θA), (B, θB) that are exact
symplectomorphic at inﬁnity. We wish to ﬁnd two complete convex symplectic
manifolds A˜ and B˜ that are exact symplectomorphic at inﬁnity and such that A˜ is
convex deformation equivalent to A and B˜ is convex deformation equivalent to B.
Let φ : A\KA → B \KB be the exact symplectomorphism at inﬁnity where KA,KB
are relatively compact sets. By possibly enlarging KA a little bit, we can ensure
that there is a function f : A → R such that φ∗θB = θA + df . Let N be a small
neighbourhood of the closure of KA. By Lemma 8.1, there is a family of 1-forms θ
s
A
such that
(1) dθsA is symplectic.
(2) θA + df = θ
0
A.
(3) θsA|N = θ0A|N
(4) θ1A is complete.
(5) The dθsA-dual XθsA of θ
s
A satisﬁes XθsA = gXθ0A
for some positive function g.
We can also deﬁne θsB to be equal to θB near KB and equal to φ∗(θ
s
A) outside KB.
These are all convex symplectic manifolds because their Liouville vector ﬁelds are
all of the form gsXθA+df (resp. gsXθB ) for some family of functions gs and the same
reason ensures that this is a convex deformation. Also by [Mc, Lem. 8.3], we have
that (A, θA) is convex deformation equivalent to (A, θA+df). This means that (A, θA)
(resp. (B, θB)) is convex deformation equivalent to the complete convex symplectic
manifold A˜ := (A, θ1A) (resp. B˜ := (B, θ
1
B)). Also A˜,B˜ are exact symplectomorphic
at inﬁnity.
The previous discussion ensures (by changing the convex deformation equiva-
lences from Qi to Qi+1) that we can assume that the convex symplectic manifolds
Qi are all complete convex symplectic manifolds. Note we can also assume that Q1
and Qk are complete because W and W
′ are complete. By Corollary 8.6 this implies
that for all odd i, Qi is exact symplectomorphic to Qi+1 and hence in particular
they are exact symplectomorphic at inﬁnity. Because the property of being exact
symplectomorphic at inﬁnity is transitive, we have that W,W ′ are exact symplecto-
morphic at inﬁnity. This proves the lemma. 
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9 Appendix B: A Maximum Principle
Let N be a manifold and θ a 1-form on N so that
(1) ω := dθ is a symplectic form.
(2) The ω-dual Xθ of θ is transverse to the boundary of N and pointing inwards.
Let S be a compact Riemann surface with boundary and complex structure j and γ
a 1-form on S. Let H : S×N → R be a family of Hamiltonians parameterized by S.
We sometimes write this as a family of functions Hσ : N → R parameterized by
σ ∈ S. Let Jσ be a family ω compatible almost complex structures parameterized
by σ ∈ S. A small neighbourhood of ∂N is diﬀeomorphic to ∂N × [1, 1+ N ) where
θ = rα. Here r parameterizes the interval [1, 1 + N ) and α = θ|∂N . We require
that θ ◦ Jσ = dr and that Hσ = f(r) for some function f with f(1) = 1 and
f ′(1) = 1 near ∂N . The diﬀerential dH uniquely splits up as dSH + dNH where
vectors tangent to N are contained in the kernel of dSH and vectors tangent to S are
in the kernel of dNH. We can view dSH as a family of 1-forms on S parameterized
by N , so for each p ∈ N we deﬁne dSH(·,p) to be dSH restricted to S × {p}. We
require that dSH(·,p) ∧ γ +H(·, p)d(γ) ≥ 0 for each p ∈ N .
Let u : S → N satisfy (du−XHσ ⊗γ)0,1Jσ = 0 at each point σ ∈ S. In other words,
du−XHσ ⊗ γ + Jσ ◦ (du−XHσ ⊗ γ) ◦ j = 0 . (3)
The aim of this section is to prove
Lemma 9.1. If u(∂S) ⊂ ∂N then u(S) ⊂ ∂N .
This lemma is similar to [AbS, Lem. 7.2]. Before we prove Lemma 9.1 we need
to deﬁne the geometric energy and topological energy of u. The geometric energy is
deﬁned as
Egeom :=
∫
S
‖du−XHσ ⊗ γ‖2Jσ
where ‖ · ‖Jσ is the norm coming from the metric ω( · , Jσ( · )) and some compatible
metric on (S, j). The topological energy is deﬁned as
Etop :=
∫
S
u∗ω + d(u∗Hσγ) .
Here u∗Hσ is the function sending σ ∈ S to H(σ, u(σ)). We deﬁne u∗dNH to be
the 1-form on S such that for each vector V on S, (u∗dNH)(V ) = dNH(V, u∗(V )).
Similarly we deﬁne (u∗dSH)(V ) to be (dSH)(V, u∗(V )).
Let σ be a point on S and s+ it a local holomorphic chart around σ where ∂s, ∂t
have magnitude 1 at (s, t) = (0, 0) and where σ is the point (0, 0). We have
‖du−XHσ ⊗ γ‖2Jσ = ω
(
∂su−XHσγ(∂s), ∂tu−XHσγ(∂t)
)
= u∗ω(∂s, ∂t)− γ(∂s)dNH(∂tu) + γ(∂t)dNH(∂su)
= u∗ω(∂s, ∂t) +
(
u∗(dNH) ∧ γ
)
(∂s, ∂t) .
Also dNH(∂tu) means that we consider ∂tu as a vector inside {σ} × N and then
contract it with dH. The expression dNH(∂su) has a similar meaning. Hence
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Egeom(u) =
∫
S u
∗ω +
∫
S u
∗dNH ∧ γ. We have that
d(u∗Hσγ) = u∗dNH ∧ γ + u∗dSH ∧ γ + u∗Hσdγ .
Hence we have
Egeom(u) = Etop(u)−
∫
S
(u∗dSH ∧ γ + u∗Hσdγ)
which implies that Egeom(u) ≤ Etop(u).
Proof of Lemma 9.1. We suppose that u(∂S) ⊂ ∂N . We just need to show that
Egeom(u) = 0 as this will force our surface S to map to a Reeb orbit of ∂N . We have
that Etop(u) ≥ Egeom(u), so we now need to show that Etop(u) = 0. By Stokes’
theorem we have
Etop(u) =
∫
∂S
u∗θ + u∗Hσγ .
Because Hσ = f(r) with f
′(1) = 1, we have that −XHσ is equal to the Reeb vector
ﬁeld on ∂N . Hence θ(XHσ) = −1 = −Hσ along ∂N as f(1) = 1. So
Etop(u) =
∫
∂S
θ ◦ (du−XHσ ⊗ γ)
=
∫
∂S
θ ◦ Jσ ◦ (du−XHσ ⊗ γ) ◦ (−j) =
∫
∂S
dr ◦ (du−XHσ ⊗ γ) ◦ (−j) .
Because dr(XHσ) = 0 our integral becomes
Etop(u) = −
∫
∂S
dr ◦ du ◦ j .
If a vector V is tangent to ∂S and pointing in the direction in which ∂S is oriented
then j(V ) points inwards. This implies that dr ◦ du ◦ j(V ) ≥ 0 because r increases
as we move towards the interior of N . Hence
Etop(u) ≤ 0 .
Hence Egeom(u) vanishes which gives us our result. 
Here are two applications of this lemma: Let M be a Liouville domain with 1-
form θM . Then its completion M̂ has a cylindrical end ∂M × [1,∞) with cylindrical
coordinate rM . We deﬁne K : M̂ → R to be an autonomous Hamiltonian on M̂
which equals k(rM ) near ∂M where k
′ > 0. Let Hs,t be a family of Hamiltonians
parameterized by (s, t) ∈ R × S1 so that Hs,t = K + as near ∂M where as is a
smooth family of constants. We require that ∂H/∂s ≥ ∂as/∂s. We deﬁne Js,t to be
a smooth family of almost complex structures which are cylindrical near ∂M .
Corollary 9.2. Suppose that u1 : R× S1 → M̂ satisﬁes the perturbed Cauchy–
Riemann equations
∂su1 + Js,t∂tu1 = Js,tXHs,t
and that u1(s, t) ∈ M for |s|  1. Then u1(s, t) ∈ M for all (s, t) ∈ R× S1.
Proof of Corollary 9.2. Let S be equal to u−11 (∂M × [1,∞)). We perturb
∂M slightly so that S is a codimension 0 submanifold with boundary. We deﬁne
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H1 :=
H−k(1)−as
k′(1) + 1. We let γ = k
′(1)dt and so (dSH1)( · ,p) ∧ γ + (H1)( · ,p)dγ ≥ 0.
We have that u1 satisﬁes the perturbed Cauchy Riemann equations with respect to
H1 and Js,t. We also have that H1 is equal to h(rM ) =
k(rM )−k(1)
k′(1) + 1 near ∂M
and so h(1) = h′(1) = 1. By using Lemma 9.1 with N = ∂M × [1,∞) we have that
u1(S) must be contained inside ∂M . Hence the image of u1 is contained in M . 
Corollary 9.3. Let g : R → R be a function satisfying g′(s) ≥ 0. Suppose
in addition that H ≥ k(1) − k′(1) + as inside ∂M × [1,∞), then any solution:
u2 : R× S1 → M̂ of
∂su2 + Js,t∂tu2 = Js,tXg(s)Hs,t
with u2(s, t) ∈ M for |s|  1 has image contained in M .
Proof of 9.3. Again we deﬁne H1 :=
H−k(1)−as
k′(1) + 1. We let γ = k
′(1)g(s)dt.
Because H1, ∂H1/∂s ≥ 0, we have (dSH1)( · ,p) ∧ γ+(H1)( · ,p)dγ ≥ 0. We then apply
Lemma 9.1 to give us our result. 
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