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SHARP WELL-POSEDNESS FOR THE BENJAMIN EQUATION
WENGU CHEN, ZIHUA GUO, AND JIE XIAO
Abstract. Having the ill-posedness in the range s < −3/4 of the Cauchy
problem for the Benjamin equation with an initial Hs(R) data, we prove that
the already-established local well-posedness in the range s > −3/4 of this
initial value problem is extendable to s = −3/4 but also that such a well-
posed property is globally valid for s ∈ [−3/4,∞).
1. Introduction
Continuing from [10], we fully investigate the local and global well-posedness of
the initial value problem for the Benjamin equation
(1.1)
{
∂tu− γ∂xu+ αH∂
2
xu+ β∂
3
xu+ ∂x(u
2) = 0, (x, t) ∈ R× R,
u(x, 0) = u0(x), x ∈ R.
Here H stands for the one-dimensional Hilbert transform:
Hf(x) = lim
ǫ→0
1
π
∫
|y|>ǫ
f(x− y)y−1dy, x ∈ R.
In Physics, the Benjamin equation, according to [5] and [26], describes the vertical
displacement, bounded above and below by rigid horizontal planes, of the interface
between a thin layer of fluid atop and a much thicker layer of higher density fluid;
see also [1, 3, 5, 9, 25] for the study of existence, stability and asymptotics of solitary
wave solutions of (1.1). In addition, the case α 6= 0 and β = 0 in (1.1) induces the
Benjamin-Ono equation – see Kenig’s survey [18] but also Ionescu-Kenig [16] and
Burq-Planchon [8] for more information.
In Chen-Xiao’s paper [10], the following well/ill-posedness result was established
through a sharp bilinear estimate for the so-called Bourgain space [6] and Bejenaru-
Tao’s argument for [4, Theorem 2] plus an example in Bourgain [7] and Tzvetkov
[29].
Theorem 1.1. For α, β, γ, ξ, s, b ∈ R with αβ 6= 0, let p(ξ) = βξ3 − αξ|ξ| + γξ.
Then:
(i) For s > −3/4 and u0 ∈ H
s(R) there exist b ∈ (1/2, 1) and T = T (‖u0‖Hs) > 0
such that (1.1) has a unique solution u in Xs,b,p ∩ C([−T, T ];H
s(R)).
(ii) For s < −3/4 the solution map of the initial value problem of (1.1) is not C3
smooth at zero – there is no T > 0 such that the solution map of (1.1):
u0 ∈ H
s(R) 7→ u ∈ C([−T, T ];Hs(R))
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is C3 smooth at zero.
In the above and below, Hs := Hs(R) and Xs,b,p := Xs,b,p(R
2) represent the
square Sobolev space with order s and the Bourgain space – the completion of all
C∞0 (R) and C
∞
0 (R
2) functions f whose Fourier transforms f̂ satisfy
‖f‖Hs =
(∫
R
(1 + |ξ|2)s|f̂(ξ)|2 dξ
) 1
2
<∞
and
‖f‖Xs,b,p =
(∫
R
∫
R
(1 + |ξ|2)s
(
1 + |τ − p(ξ)|2
)b
|f̂(ξ, τ)|2 dξ dτ
)1/2
<∞
respectively. MoreoverH∞(R) :=
⋂∞
s=1H
s(R) is equipped with the induced metric.
Here it is appropriate to point out that: Under (β, γ) = (−1, 0) and α = −ν ∈
(−1, 0) Theorem 1.1 (i) returns to Kozono-Ogawa-Tanisaka’s [23, Theorem 2.1];
Under s ≥ −1/8 and γ = 0 Theorem 1.1 (i) goes back to Guo-Huo’s [12, Theorem
1.1]; Under (s, γ) = (0, 0) and αβ > 0 Theorem 1.1 (i) yields the local well-posedness
in Linares [24].
Due to the fact that the key bilinear estimate for a Bourgain space (stated in
[10, Theorem 1.1]):
(1.2) ‖∂x(uv)‖Xs, (b−1)+,p ≤ c‖u‖Xs,b,p‖v‖Xs,b,p
fails for any s ≤ −3/4 and b ∈ R, the paper [10] conjectured that (1.1) is locally
well-posed for the intermediate index s = −3/4. The first aim of this paper is to
verify this conjecture by modifying Xs,b,p in terms of an l
1 Besov-type norm – such
a modification is mainly motivated by: Tataru’s [28] on wave maps; Bejenaru-Tao’s
[4] on Schro¨dinger equation; Ionescu-Kenig’s [16] on BO equation; Ionescu-Kenig-
Tataru’s [17] on KP-I equation; Guo’s [13] on KdV equation.
Theorem 1.2. For u0 ∈ H
−3/4(R) there exists T = T (‖u0‖H−3/4) such that the
initial value problem (1.1) has a solution u in F¯−3/4 ∩ C([−T, T ];H−3/4(R)), but
also the solution map u0 7→ u is the unique extension of the classical solution map
from H∞(R) into C([−T, T ];H∞(R)).
On the other hand, since Linares [24] obtained the global well-posedness for
(1.1) at s = 0 only via the L2 conservation law, the second aim of this paper
is to effectively adapt both the I-method developed by Colliander-Keel-Staffilani-
Takaoka-Tao in [11] and the approach taken in Guo [13] to show that the solutions
in Theorems 1.1-1.2 actually exist for t in an arbitrary time interval [0, T ], thereby
establishing the sharp global well-posedness of (1.1) below.
Theorem 1.3. The initial value problem (1.1) is globally well-posed for u0 ∈ H
s(R)
with s ∈ [−3/4,∞).
Before verifying Theorems 1.2-1.3 in Sections 2-3-4-5, let us agree to several basic
notations. As above, by the Fourier transform fˆ (or F(f)) of f ∈ S ′(R2) we mean:
fˆ(ξ, τ) =
∫
R
∫
R
e−i(tτ+xξ)f(x, t)dxdt.
For the integer set Z, let Z+ = Z ∩ [0,∞) and
Ik =
{
{ξ : |ξ| ∈ [2k−1, 2k+1]} when 0 < k ∈ Z+,
{ξ : |ξ| ≤ 2} when k = 0.
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Denote by η0 : R → [0, 1] a bump function adapted to [−8/5, 8/5] and take
value 1 in [−5/4, 5/4]. For k ∈ Z set
ηk(ξ) ≡
{
η0(ξ/2
k)− η0(ξ/2
k−1) for k ≥ 1,
0 for k ≤ −1.
For k ∈ Z let χk(ξ) = η0(ξ/2
k)− η0(ξ/2
k−1). Following [17], given k ∈ Z+ define
Xk = {f ∈ L
2(R2) with support in Ik × R such that ‖f‖Xk <∞}
as the dyadic Xs, b type space, where
‖f‖Xk =
∞∑
j=0
2j/2‖ηj(τ − p(ξ)) · f‖L2ξ, τ .
The l1-analogue F s of an Xs, b space, as in [4] and [13], is determined by
‖u‖2F s =
∑
k≥0
22sk‖ηk(ξ)F(u)‖
2
Xk
.
Denote by A . B the inequality that A ≤ CB holds for some large constant
C that may change (line by line) and rely on various parameters; similarly employ
A ≪ B to represent A ≤ C−1B; use A ∼ B to stand for A . B . A; and write
< ξ >= (1+ |ξ|2)1/2 when ξ ∈ R. So, from the definition of Xk we can see that for
any l ∈ Z+ and fk ∈ Xk (cf. [17]),
∞∑
j=0
2j/2
∥∥∥ηj(τ − p(ξ))∫ |fk(ξ, τ ′)|2−l(1 + 2−l|τ − τ ′|)−4dτ ′∥∥∥
L2
. ‖fk‖Xk .
Consequently, for l ∈ Z+, t0 ∈ R, fk ∈ Xk and γ ∈ S(R) we have
(1.3) ‖F [γ(2l(t− t0)) · F
−1fk]‖Xk . ‖fk‖Xk .
Under k ∈ Z let Pk stand for the operator on L
2(R) defined by
P̂ku(ξ) = ηk(ξ)uˆ(ξ).
For our convenience, we take a slight abuse of notation that Pk is also treated as
an operator on L2(R× R) by the formula
F(Pku)(ξ, τ) = ηk(ξ)F(u)(ξ, τ).
Naturally, for l ∈ Z we put
P≤l =
∑
k≤l
Pk, P≥l =
∑
k≥l
Pk.
In order to avoid some logarithmic divergence, we need to use a weaker norm for
the low frequency as in [13]
‖u‖X¯0 = ‖u‖L2xL∞t .
When −3/4 ≤ s ≤ 0, we define the normed spaces:
F¯ s =
{
u ∈ S ′(R2) : ‖u‖2F¯ s =
∑
k≥1
22sk‖ηk(ξ)F(u)‖
2
Xk + ‖P0(u)‖
2
X¯0
<∞
}
.
And for each T > 0, we define the time-localized space F¯ s(T ) through
‖u‖F¯ s(T ) = inf
v∈F¯ s with v=u on [−T, T ]
(
‖P0u‖L2xL∞t∈[−T,T ] + ‖P≥1v‖F¯ s
)
.
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Other notations are introduced during the developments that come up in the
subsequent sections
2. Dyadic Estimates for Local Well-posedness
In this section we present several dyadic estimates lemmas.
Lemma 2.1 (estimates for free Benjamin equation). For t ∈ R let W (t) denote
the solution at time t of the free Benjamin evolution, i.e., the operator on L2(R)
defined by the Fourier multiplier eitp(ξ). Suppose I ⊂ R is a time interval with
|I| . 1 and k ∈ Z+ and k ≥ 10. If φ ∈ S(R), then:
(2.1)

‖W (t)Pkφ‖LqtLrx . 2
−k/q‖φ‖L2;
‖W (t)Pkφ‖L2xL∞t∈I . 2
3k/4‖φ‖L2 ;
‖W (t)Pkφ‖L4xL∞t . 2
k/4‖φ‖L2 ;
‖W (t)Pkφ‖L∞x L2t . 2
−k‖φ‖L2 ,
where (q, r) satisfies 2 ≤ q, r ≤ ∞ and 2/q = 1/2− 1/r.
Proof. For the first inequality, see [14], for the second see [20]. For the third we use
the results in [19], for the last we use the results in [20] by noting that |p′(ξ)| ∼ 22k
if |ξ| ∼ 2k. 
Lemma 2.2 (Xk embedding). Suppose I ⊂ R is a time interval with |I| . 1 and
k ∈ Z+ and k ≥ 10. Let (q, r) be defined as in Lemma 2.1. If φ ∈ S(R), then
(2.2)

‖Pk(u)‖LqtLrx . 2
−k/q‖F [Pk(u)]‖Xk ,
‖Pk(u)‖L2xL∞t∈I . 2
3k/4‖F [Pk(u)]‖Xk ,
‖Pk(u)‖L4xL∞t . 2
k/4‖F [Pk(u)]‖Xk ,
‖Pk(u)‖L∞x L2t . 2
−k‖F [Pk(u)]‖Xk .
Moreover, u ∈ F¯ s implies ‖u‖L∞t Hs . ‖u‖F¯ s .
Proof. It follows from (2.1) in Lemma 2.1 and a suitable adaption of [13, Lemma
3.2] for KdV equation. 
To see the next lemma, we need a few more definitions. For k ∈ Z and j ∈ Z+
we define
Dk, j = {(ξ, τ) : ξ ∈ [2
k−1, 2k+1] and τ − p(ξ) ∈ Ij}.
For any k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+, we consider
‖χ‖D := sup
(uk2,j2 , vk3,j3 )∈E
‖χDk1,j1 (ξ, τ) · uk2,j2 ∗ vk3,j3(ξ, τ)‖L2ξ,τ
where the supremum is taken over
E :=
{
(u, v) : ‖u‖2, ‖v‖2 ≤ 1 and supp(u) ⊂ Dk2,j2 , supp(v) ⊂ Dk3,j3
}
.
At the same time, we recall some of Tao’s notations in [27]. Any summations
over capitalized variables such as Nj , Lj , H are presumed to be dyadic, namely,
these variables range over numbers of the form 2k for k ∈ Z. The symbols
Nmax, Nmed, Nmin stand for the maximum, median, and minimum of three positive
numbers N1, N2, N3 respectively, and hence Nmax ≥ Nmed ≥ Nmin. Similarly, one
has Lmax ≥ Lmed ≥ Lmin when L1, L2, L3 > 0. More than that, we adopt the
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following summation convention: Any summation of the form Lmax ∼ · · · is a sum
over the three dyadic variables L1, L2, L3 & 1, for instance,∑
Lmax∼H
:=
∑
L1, L2, L3&1:Lmax∼H
.
Likewise, any summation of the form Nmax ∼ · · · sum over the three dyadic vari-
ables N1, N2, N3 > 0, in particular,∑
Nmax∼Nmed∼N
:=
∑
N1, N2, N3>0:Nmax∼Nmed∼N
.
So, it is easy to see that in order for ‖χ‖D to be nonzero, one must require
(2.3) |kmax − kmed| ≤ 3 and 2
jmax ∼ max(2jmed , 22kmax+kmin).
Lemma 2.3 (block estimates). Let k1, k2, k3 ∈ Z and j1, j2, j3 ∈ Z+ obey (2.3).
Suppose Ni = 2
ki , Li = 2
ji for i = 1, 2, 3. Then:
(i) Nmax ∼ Nmin & Lmax ∼ N
2
maxNmin implies
‖χ‖D . L
1/2
minN
−1/4
max L
1/4
med.(2.4)
(ii) Anyone of the following three conditions
N1 ∼ N2 ≫ N3 & N
2
maxNmin ∼ L3 & L2, L1;
N2 ∼ N3 ≫ N1 & N
2
maxNmin ∼ L1 & L2, L3;
N3 ∼ N1 ≫ N2 & N
2
maxNmin ∼ L2 & L3, L1,
implies
‖χ‖D . L
1/2
minN
−1
max
(
min
{
N2maxNmin,
Nmax
Nmin
Lmed
})1/2
.(2.5)
(iii) In all other cases, one has
‖χ‖D . L
1/2
minN
−1
max
(
min
{
N2maxNmin, Lmed
})1/2
.(2.6)
Proof. It follows from [10, Lemma 2.2]. 
Based on (2.4)-(2.5)-(2.6) of Lemma 2.3, we obtain the forthcoming four dyadic
bilinear bounds.
Lemma 2.4 (high – low interaction).
(i) If k ≥ 0, |k − k2| ≤ 5, then for any u, v ∈ F¯
s,∥∥∥(i+ τ − p(ξ))−1ηk(ξ)iξP̂0u ∗ P̂k2v∥∥∥
Xk
. ‖P0u‖L2xL∞t ‖P̂k2v‖Xk2 .
(ii) If k ≥ 0, |k − k2| ≤ 5 and 1 ≤ k1 ≤ k − 9 then for any u, v ∈ F¯
s,∥∥∥(i+ τ − p(ξ))−1ηk(ξ)iξP̂k1u ∗ P̂k2v∥∥∥
Xk
. k32−k/22−k1‖P̂k1u‖Xk1 ‖P̂k2v‖Xk2 .
Proof. Without loss of generality, we may assume k = k2.
(i) From the definition of Xk it follows that∥∥∥(i+ τ − p(ξ))−1ηk(ξ)iξP̂0u ∗ P̂kv∥∥∥
Xk
. 2k
∑
j≥0
2−j/2‖P̂0u ∗ P̂kv‖L2ξ,τ .
By the Plancherel theorem and (2.2) in Lemma 2.2, we get
2k‖P̂0u ∗ P̂kv‖L2ξ,τ . 2
k‖P0u‖L2xL∞t ‖Pkv‖L∞x L2t . ‖P0u‖L2xL∞t ‖P̂kv‖Xk .
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(ii) Suppose
(2.7) uk1,j1 = ηk1(ξ)ηj1 (τ − p(ξ))uˆ, vk,j2 = ηk(ξ)ηj2 (τ − p(ξ))vˆ.
Then ∥∥∥(i+ τ − p(ξ))−1ηk(ξ)iξP̂k1u ∗ P̂kv∥∥∥
Xk
. 2k
∑
ji≥0
2−j3/2‖χDk,j3 · uk1,j1 ∗ vk,j2‖L2ξ,τ .(2.8)
The estimate (2.3) allows us to assume that jmax ≥ 2k+ k1− 10 in the summation
on the right-hand side of (2.8). Meanwhile we may also assume that ji ≤ 10k (i =
1, 2, 3) since otherwise an application of the trivial estimate
‖χDk,j3 · uk1,j1 ∗ vk,j2‖L2ξ,τ . 2
jmin/22kmin/2‖uk1,j1‖L2ξ,τ‖vk,j2‖L2ξ,τ
gives the desired bound. Upon applying (2.5) we get
2k
∑
ji≥0
2−j3/2‖χDk,j3 · uk1,j1 ∗ vk,j2‖L2ξ,τ
. 2k
∑
ji≥0
2−j3/22jmin/22−k/22−k1/22jmed/2‖uk1,j1‖L2ξ,τ‖vk,j2‖L2ξ,τ
. 2k
∑
jmax≥2k+k1−10
k32−k/22−k1/22−jmax/2‖P̂k1u‖Xk1 ‖P̂kv‖Xk
. k32−k/22−k1/2‖P̂k1u‖Xk1 ‖P̂kv‖Xk ,
thereby reaching the desired bound. 
When the low frequency is comparable to the high frequency, we have the fol-
lowing lemma.
Lemma 2.5 (low ∼ high interaction). If k ≥ 10, |k − k2| ≤ 5 and k − 9 ≤ k1 ≤
k + 10, then for any u, v ∈ F¯−3/4,
∥∥∥(i+ τ − p(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂k2v∥∥∥
Xk1
. 2−3k/4‖P̂ku‖Xk‖P̂k2v‖Xk2 .
Proof. As in the proof of Lemma 2.4, we may assume k = k2. Then∥∥∥(i+ τ − p(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂k2v∥∥∥
Xk1
. 2k1
∑
j1,j2,j3≥0
2−j1/2‖χDk1,j1 · uk,j2 ∗ vk,j3‖L2ξ,τ ,(2.9)
where uk,j1 , vk,j2 are as in (2.7) with jmax ≥ 3k−20 and ji ≤ 10k (i = 1, 2, 3) being
assumed in the summation. Applying (2.4) we get
2k1
∑
j1,j2,j3≥0
2−j1/2‖χDk1,j1 · uk,j2 ∗ vk,j3‖L2ξ,τ
.
( ∑
j1=jmax
+
∑
j2=jmax
+
∑
j3=jmax
)
2−
j1
2 2
3k
4 2
jmin
2 2
jmed
4 ‖uk,j2‖L2ξ,τ‖vk,j3‖L2ξ,τ
:= I + II + III.
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Since it is easy to get the bound of I and there exists a symmetric relation between
II and III, it is enough to bound II according to II . II1 + II2, where
II1 =
∑
j2=jmax, j1≤j3
2−
j1
2 2
3k
4 2
jmin
2 2
jmed
4 ‖uk,j2‖L2ξ,τ‖vk,j3‖L2ξ,τ ;
II2 =
∑
j2=jmax, j1≥j3
2−
j1
2 2
3k
4 2
jmin
2 2
jmed
4 ‖uk,j2‖L2ξ,τ‖vk,j3‖L2ξ,τ .
For II1, by summing on j1 we have
II1 .
∑
j2=jmax, j1≤j3
2−j1/223k/42j1/22j3/4‖uk,j2‖L2ξ,τ‖vk,j3‖L2ξ,τ
.
∑
j2≥3k−20, j3≥0
23k/42j3/2‖uk,j2‖L2ξ,τ‖vk,j3‖L2ξ,τ
. 2−3k/4‖P̂ku‖Xk‖P̂k2v‖Xk2 .
For II2, we have
II2 .
∑
j2=jmax, j1≥j3
2−j1/223k/42j3/22j4/4‖uk,j2‖L2ξ,τ‖vk,j3‖L2ξ,τ
. 2−3k/4‖P̂ku‖Xk‖P̂k2v‖Xk2 .

To consider the low-low interaction, from now on let ψ ∈ C∞0 (R) be a standard
bump function such that ψ(t) ≡ 1 if |t| < 1 and ψ(t) ≡ 0 if |t| > 2.
Lemma 2.6 (low – low interaction). If 0 ≤ k1, k2, k3 ≤ 100, then for any u, v ∈
F s, ∥∥∥(i+ τ − p(ξ))−1ηk1(ξ)iξ ̂ψ(t)Pk2u ∗ P̂k3v∥∥∥
Xk1
. ‖Pk2u‖L∞t L2x‖Pk3v‖L∞t L2x .
Proof. From the definition of Xk, Plancherel’s equality and Bernstein’s inequality
we achieve ∥∥∥(i + τ − p(ξ))−1ηk1(ξ)iξ ̂ψ(t)Pk2u ∗ P̂k3v∥∥∥
Xk1
. 2k1
∑
j3≥0
2−j3/2‖ψ(t)Pk2u ∗ Pk3v‖L2tL2x
. ‖Pk2u‖L∞t L2x‖Pk3v‖L∞t L2x ,
thereby reaching the desired estimate. 
Lemma 2.7 (high – high interaction).
(i) If k ≥ 10, |k − k2| ≤ 5, then for any u, v ∈ F
s,
(2.10)
∥∥∥(i+ τ − p(ξ))−1η0(ξ)iξP̂ku ∗ P̂k2v∥∥∥
X0
. k2−3k/2‖Pku‖Xk‖Pk2v‖Xk2 .
(ii) If k ≥ 10, |k − k2| ≤ 5 and 1 ≤ k1 ≤ k − 9, then for any u, v ∈ F
s,
∥∥∥(i + τ − p(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂k2v∥∥∥
X1
. (2−3k/2 + k2−2k+k1/2)‖Pku‖Xk‖Pk2v‖Xk2 .(2.11)
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Proof. For part (i), we may assume k = k2. The left-hand side of (2.10) is domi-
nated by
0∑
k3=−∞
2k3
∑
j1, j2, j3≥0
2−j3/2‖χDk3, j3 · uk, j1 ∗ vk, j2‖L2ξ,τ ,
where uk, j1 , vk, j2 are as in (2.7) with k3 ≥ −10k and j1, j2, j3 ≤ 10k being assumed
in the summation. Now, it suffices to consider the worst case |j3 − 2k − k3| ≤ 10:
Applying (2.5) we get∥∥∥(i + τ − p(ξ))−1η0(ξ)iξP̂ku ∗ P̂k2v∥∥∥
X0
.
0∑
k3=−10k
∑
j1, j2≥0
2−k2−k3/22k32−k/22−k3/22j1/22j2/2‖uk, j1‖L2ξ,τ‖vk, j2‖L2ξ,τ
. k2−3k/2‖P̂ku‖Xk‖P̂kv‖Xk ,
which is the desired estimate in part (a).
For part (ii) we may also assume k = k2, and consequently get∥∥∥(i+ τ − p(ξ))−1ηk1(ξ)iξP̂ku ∗ P̂k2v∥∥∥
X1
. 2k1
∑
j1, j2, j3≥0
2−j1/2‖χDk1, j1 · uk, j2 ∗ vk, j3‖L2ξ,τ ,(2.12)
where uk, j2 , vk, j3 are as in (2.7) with kmax ≥ 2k + k1 − 10 and j1, j2, j3 ≤ 10k
being assumed in the summation. We will bound the right-hand side of (2.12) case
by case. The first case is that j1 = jmax in the summation. Concerning this case
we apply (2.5) to get
2k1
∑
j1, j2, j3≥0
2−j1/2‖χDk1, j1 · uk, j2 ∗ vk, j3‖L2ξ,τ
. 2k1
∑
j1≥2k+k1−10
∑
j2, j3≥0
2−j12−k/22−k1/22j2/22j3/2‖uk, j2‖L2ξ,τ‖vk, j3‖L2ξ,τ
. 2−3k/2‖P̂ku‖Xk‖P̂kv‖Xk ,
which is acceptable. The second case is j2 = jmax. Regarding this one we apply
(2.6) to get
2k1
∑
j1, j2, j3≥0
2−j1/2‖χDk1, j1 · uk, j2 ∗ vk, j3‖L2ξ,τ
. 2k1
∑
j2≥2k+k1−10
∑
j1, j3≥0
2−j12−k2−k1/22j1/22j2/2‖uk, j2‖L2ξ,τ‖vk, j3‖L2ξ,τ
. k2−2k2k1/2‖P̂ku‖Xk‖P̂k2v‖Xk2 ,
where in the last inequality we have used j1 ≤ 10k. The third case is j3 = jmax,
but this is identical with the case j2 = jmax due to symmetry. Thus, the estimate
of (2.11) is done. 
The main reason of using F¯−3/4 is the logarithmic loss of derivative in (2.10).
Nevertheless, we can avoid the logarithmic loss in (2.10) by using a X¯0 structure
on the low frequency.
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Lemma 2.8 (X¯0 estimate). Let |k1 − k2| ≤ 5 and k1 ≥ 10. Then we have for all
u, v ∈ F¯ 0∥∥∥∥ψ(t)∫ t
0
W (t− s)P≤0∂x[Pk1u(s)Pk2v(s)]ds
∥∥∥∥
L2xL
∞
t
.2−
3k1
2 ‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 .
Proof. From now on we put
Q(u, v) = ψ(t)
∫ t
0
W (t− s)P≤0∂x[Pk1u(s)Pk2v(s)]ds.
Via a straightforward computation we find a constant c such that
F [Q(u, v)] (ξ, τ) =c
∫
R
ψ̂(τ − τ ′)− ψ̂(τ − p(ξ))
τ ′ − p(ξ)
η0(ξ)iξ
× dτ ′
∫
ξ=ξ1+ξ2,τ ′=τ1+τ2
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2).
For the fixed point ξ ∈ R we split the hyperplane
Γ := {ξ = ξ1 + ξ2, τ
′ = τ1 + τ2}
into
Γ1 = {|ξ|.2
−2k1} ∩ Γ;
Γ2 = {|ξ| ≫ 2
−2k1 , |τi − p(ξi)| ≪ 3 · 2
2k1 |ξ|, i = 1, 2} ∩ Γ;
Γ3 = {|ξ| ≫ 2
−2k1 , |τ1 − p(ξ1)|&3 · 2
2k1 |ξ|} ∩ Γ;
Γ4 = {|ξ| ≫ 2
−2k1 , |τ2 − p(ξ2)|&3 · 2
2k1 |ξ|} ∩ Γ.
With this splitting we write
F
[
ψ(t) ·
∫ t
0
W (t− s)P≤0∂x[Pk1u(s)Pk2v(s)]ds
]
(ξ, τ) := G1 +G2 +G3 +G4,
where
Gi = C
∫
R
ψ̂(τ − τ ′)− ψ̂(τ − p(ξ))
τ ′ − p(ξ)
η0(ξ)iξ
∫
Γi
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)dτ
′
with C being a constant.
First of all, let us deal with the contribution of G1. Using Lemma 2.2 and
Proposition 3.1 (ii) (in the coming next section), we get
‖F−1(G1)‖L2xL∞t .
∥∥∥∥(i + τ ′ − p(ξ))−1η0(ξ)iξ ∫
Γ1
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)
∥∥∥∥
X0
.
Since |ξ| . 2−2k1 holds in the region of G1, we get∥∥∥∥(i+ τ ′ − p(ξ))−1η0(ξ)iξ ∫
G1
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)
∥∥∥∥
X0
.
∑
k3≤−2k1+10
∑
j3≥0
2−j3/22k3
∑
j1≥0,j2≥0
‖χDk3,j3 · uk1,j1 ∗ vk2,j2‖L2
where
uk1,j1(ξ, τ) = ηk1(ξ)ηj1 (τ − p(ξ))û(ξ, τ), vk1,j1(ξ, τ) = ηk1(ξ)ηj1 (τ − p(ξ))v̂(ξ, τ).
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Using Lemma 2.3 (iii) we obtain
‖F−1(G1)‖L2xL∞t .
∑
k3≤−2k1+10
∑
ji≥0
2−j3/22k32jmin/22k3/2‖uk1,j1‖L2‖vk2,j2‖L2
. 2−3k1‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 ,
which suffices to give the bound for G1.
Next, we settle the contribution of G3. Using Lemma 2.2 and Proposition 3.1(ii)
we get
‖F−1(G3)‖L2xL∞t .
∥∥∥∥(i+ τ ′ − p(ξ))−1η0(ξ)iξ ∫
Γ3
P̂k1u(ξ1, τ1)P̂k2v(ξ2, τ2)
∥∥∥∥
X0
.
∑
k3≤0
∑
j3≥0
2−j3/22k3
∑
j1≥0,j2≥0
‖χDk3,j3 · uk1,j1 ∗ vk2,j2‖L2
Clearly we may assume j3 ≤ 10k1 in the summation above. Applying Lemma 2.3
(iii) we get
‖F−1(G3)‖L2xL∞t .
∑
k3≤0
∑
j1≥k3+2k1−10,j2,j3≥0
2k32j2/22−3k1‖uk1,j1‖L2‖vk2,j2‖L2
. k12
−2k1‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 ,
which suffices to give the bound for G3. From symmetry, the bound for G4 is the
same as G3.
Finally, we consider the contribution of G2. From the proof of the dyadic bilinear
estimates, we know this term is the main contribution. By a computation we get
F−1t (G2) = ψ(t)
∫ t
0
η0(ξ)iξ
ei(s−t)p(ξ)
∫
R2
eis(τ1+τ2)
∫
ξ=ξ1+ξ2
uk1(ξ1, τ1)
[vk2(ξ2, τ2)]
−1
dτ1dτ2ds
where
uk1(ξ1, τ1) = ηk1(ξ1)χ{|τ1−p(ξ1)|≪3·22k1 |ξ|}û(ξ1, τ1),
vk2(ξ2, τ2) = ηk2(ξ2)χ{|τ2−p(ξ2)|≪3·22k1 |ξ|}v̂(ξ2, τ2).
By a change of variable τ ′1 = τ1 − p(ξ1), τ
′
2 = τ2 − p(ξ2), we get
F−1t (G2) = ψ(t)e
itp(ξ)η0(ξ)ξ
∫
R2
eit(τ1+τ2)
∫
ξ=ξ1+ξ2
eit(p(ξ1)+p(ξ2)−p(ξ)) − e−it(τ1+τ2)
τ1 + τ2 − p(ξ) + p(ξ1) + p(ξ2)
× uk1(ξ1, τ1 + p(ξ1))vk2 (ξ2, τ2 + p(ξ2)) dτ1dτ2
:= F−1t (I)−F
−1
t (II).
For the contribution of F−1t (II), we have
F−1t (II) =
∫
R2
ψ(t)η0(ξ)ξ
e−itp(ξ)
∫
ξ=ξ1+ξ2
uk1(ξ1, τ1 + p(ξ1))vk2 (ξ2, τ2 + p(ξ2))
τ1 + τ2 − p(ξ) + p(ξ1) + p(ξ2)
dτ1dτ2.
Since in the support of uk1 and uk2 we have
|τ1 + τ2 − p(ξ) + p(ξ1) + p(ξ2)| ∼ 2
2k1 |ξ|,
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we conclude from Lemma 2.1 that
‖F−1(II)‖L2xL∞t .
∫
R2
∥∥∥∥∫
ξ=ξ1+ξ2
ξ
uk1(ξ1, τ1 + p(ξ1))vk2(ξ2, τ2 + p(ξ2))
τ1 + τ2 − p(ξ) + p(ξ1) + p(ξ2)
∥∥∥∥
L2ξ
dτ1dτ2
. 2−
3k1
2 ‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 .
To complete the argument, it remains to prove the following inequality
‖F−1(I)‖L2xL∞t . 2
−3k1/2‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 .
In doing this, let us compare the term I with the following term I ′:
F−1t (I
′) = ψ(t)eitp(ξ)η0(ξ)ξ
∫
R2
eit(τ1+τ2)
∫
ξ=ξ1+ξ2
eit(p(ξ1)+p(ξ2)−p(ξ))
−p(ξ) + p(ξ1) + p(ξ2)
× uk1(ξ1, τ1 + p(ξ1))vk2(ξ2, τ2 + p(ξ2)) dτ1dτ2.
By symmetry we may assume that k1 ≥ k2 as well as |α| ≤ 2
k1 |β|. Then, on the
hyperplane ξ = ξ1 + ξ2 we have
−p(ξ1 + ξ2) + p(ξ1) + p(ξ2) = 3βξ1ξ2ξ
(
1−
2α
3β|ξ1|
)
,
whence getting
1
1− 2α3β|ξ1|
=
∞∑
n=0
(
2α
3β|ξ1|
)n
.
Inserting this into I ′ we have
F−1t (I
′) = ψ(t)η0(ξ)
∞∑
n=0
∫
R2
eit(τ1+τ2)
∫
ξ=ξ1+ξ2
eit(p(ξ1)+p(ξ2))
(2α/3β)n
(ξ1ξ2)|ξ1|n
× uk1(ξ1, τ1 + p(ξ1))vk2 (ξ2, τ2 + p(ξ2)) dτ1dτ2.
Since it is easy to see that (actually we need a smooth version of χ{|ξ|≫λ}): Any
λ > 0 ensures
‖F−1x χ{|ξ|≫λ}Fxu‖L2xL∞t . ‖u‖L2xL∞t ,
by setting
F(fτ1)(ξ) = P̂k1u(ξ, τ1 + p(ξ)); F(gτ2)(ξ) = P̂k2v(ξ, τ2 + p(ξ)),
we get from Lemma 2.1 that
‖F−1(I ′)‖L2xL∞t .
∞∑
n=0
Cn
∫
R2
‖W (t)∂−(n+1)x fτ1W (t)∂
−1
x gτ2‖L2xL∞t dτ1dτ2
.
∞∑
n=0
Cn
∫
R2
‖W (t)∂−(n+1)x fτ1‖L4xL∞t ‖W (t)∂
−1
x gτ2‖L4xL∞t dτ1dτ2
. 2−
3k1
2 ‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 .
Meanwhile, it is also necessary to establish the following inequality
‖F−1(I − I ′)‖L2xL∞t . 2
−
3k1
2 ‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 .
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Since in the integral region we have |τi| ≪ 2
2k1 |ξ| where i = 1, 2, on the hyperplane
ξ = ξ1 + ξ2 we obtain
1
τ1 + τ2 − p(ξ) + p(ξ1) + p(ξ2)
−
1
−p(ξ) + p(ξ1) + p(ξ2)
=
∞∑
n=1
1
−p(ξ) + p(ξ1) + p(ξ2)
(
τ1 + τ2
−p(ξ) + p(ξ1) + p(ξ2)
)n
= C
∞∑
n=1
1
ξ1ξ2ξ
∞∑
k=0
(
2α
3β|ξ1|
)k (
τ1 + τ2
ξ1ξ2ξ
)n ∞∑
j1,··· ,jn=0
n∏
i=1
(
2α
3β|ξ1|
)ji
.
The purpose of doing such a decomposition is to make the variable separately. So,
we can apply Lemma 2.1. Via decomposing low frequency we get
F−1t (I − I
′) =
∞∑
n=1
ψ(t)η0(ξ)
∫
R2
eit(τ1+τ2)
∑
2k3≫2−2k1 max(|τ1|,|τ2|)
χk3(ξ)
×
∫
ξ=ξ1+ξ2
eit(p(ξ1)+p(ξ2))uk1(ξ1, τ1 + p(ξ1)vk2(ξ2, τ2 + p(ξ2)
1
ξ1ξ2
×
∞∑
k=0
(
2α
3β|ξ1|
)k (
τ1 + τ2
ξ1ξ2ξ
)n ∞∑
j1,··· ,jn=0
n∏
i=1
(
2α
3β|ξ1|
)ji
dτ1dτ2.
Using the fact that χk3(ξ)(ξ/2
k3)−n is a multiplier for the space L2xL
∞
t , we get
‖F−1(I − I ′)‖L2xL∞t
.
∞∑
n=1
∫
R2
∑
2k3≫2−2k1 max(|τ1|,|τ2|)
Cn|τ1 + τ2|
n2−nk32−2nk1
× 2−3k1/2‖F(fτ1)‖L2‖F(gτ2)‖L2dτ1dτ2
. 2−3k1/2‖P̂k1u‖Xk1 ‖P̂k2u‖Xk2 .

3. Proof of Theorem 1.2
This section is devoted to proving Theorem 1.2 by using the standard contraction
principle and the dyadic estimates obtained in the last section.
While making a comparison with the KdV equation, we will immediately en-
counter an essential difference – unlike KdV, the Benjamin equation has no any
scaling invariant property. Instead, in order to prove Theorem 1.2 we may use the
following scale argument: If u(x, t) is a solution of (1.1), then for λ > 0,
uλ(x, t) = λ
2u(λx, λ3t)
is a solution to the following equation{
∂tu− γ˜∂xu+ α˜H∂
2
xu+ β∂
3
xu+ ∂x(u
2) = 0, (x, t) ∈ R× R,
u(x, 0) = φ(x), x ∈ R,
(3.1)
where
γ˜ = λ2γ, α˜ = λα, and φ(x) = λ2u0(λx).
Note that
‖λ2u0(λx)‖Hs ≤ λ
s+3/2‖u0‖Hs + λ
3/2‖u0‖Hs .
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So, under s > −3/2 we may assume ‖φ‖Hs ≪ 1 by taking 0 < λ ≪ 1. Also,
upon a normalization of u, we may assume β = 1. With these assumptions, we see
that a consideration of the local well-posedness of (1.1) in H−3/4(R) is reduced to
handling the similar matter for the equation (3.1) under the condition
|γ˜| ≤ 1, |α˜| ≤ 1, ‖φ‖H−3/4 ≪ 1.
Using the Duhamel principle and setting u(t) = u(x, t) we see that (3.1) can be
solved by finding the unique solution of the following truncated integral equation
u(t) = ψ
( t
4
)[
W (t)φ −
∫ t
0
W (t− τ)∂x(ψ
2(τ)u2(τ)) dτ
]
.
In solving this last equation, we need the forthcoming ingredients.
Proposition 3.1 (linear estimates).
(i) If s ∈ R and φ ∈ Hs, then there exists C > 0 such that
‖ψ(t)W (t)φ‖F¯ s ≤ C‖φ‖Hs .(3.2)
(ii) If s ∈ R, k ∈ Z+ and u satisfies (i + τ − p(ξ))
−1F(u) ∈ Xk, then there exists
C > 0 such that∥∥∥∥F [ψ(t)∫ t
0
W (t− s)(u(s))ds
]∥∥∥∥
Xk
≤ C‖(i+ τ − p(ξ))−1F(u)‖Xk .(3.3)
Proof. A proof of (i) follows from Lemma 2.1. A proof of (ii) can be given via
[15]. 
Proposition 3.2 (bilinear estimates). For u, v ∈ F¯ s let
B(u, v) := ψ
( t
4
) ∫ t
0
W (t− τ)∂x
(
ψ2(τ)u(τ) · v(τ)
)
dτ.(3.4)
If −3/4 ≤ s ≤ 0, then there exists C > 0 such that
‖B(u, v)‖F¯ s ≤ C(‖u‖F¯ s‖v‖F¯−3/4 + ‖u‖F¯−3/4‖v‖F¯ s)(3.5)
hold for any u, v ∈ F¯ s.
Proof. In light of the argument for [13, Proposition 4.2], we check the proposition
as follows. Thanks to
(3.6) ‖B(u, v)‖2 = ‖P≤0B(u, v)‖
2
X¯0
+
∑
k1≥1
22k1s‖ηk1(ξ)F [B(u, v)]‖
2
Xk1
,
we are about to control the two terms of the right-hand side of (3.6).
Using the decomposition of u, v we have
‖B(u, v)‖X¯0 ≤
∑
k2,k3≥0
‖B(Pk2u, Pk3v)‖X¯0 ,
thereby considering two cases:
(i) If max(k2, k3) ≤ 10, then Lemma 2.2 implies
‖η0(t)P≤0u‖X¯0 . ‖P≤0u‖X¯0 .
This, along with Lemma 2.6 and Proposition 3.1, gives
‖B(Pk2u, Pk3v)‖X¯0 . ‖Pk2u‖L∞t L2x‖Pk3v‖L∞t L2x ,
whence yielding
(3.7) ‖B(u, v)‖X¯0 . (‖u‖F¯ s‖v‖F¯−3/4 + ‖u‖F¯−3/4‖v‖F¯ s).
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(ii) If max(k2, k3) > 10, then |k2 − k3| ≤ 5 and hence by Lemma 2.8,
‖B(u, v)‖X¯0 ≤
∑
|k2−k3|≤5,k2,k3≥10
2−3k2/2‖F(Pk2u)‖Xk2 ‖F(Pk3v)‖Xk3
. ‖u‖F¯−3/4‖v‖F¯−3/4(3.8)
. (‖u‖F¯ s‖v‖F¯−3/4 + ‖u‖F¯−3/4‖v‖F¯ s).
Now a combination of (3.7) and (3.8) deduces
(3.9) ‖P≤0B(u, v)‖X¯0 . ‖u‖F¯ s‖v‖F¯−3/4 + ‖u‖F¯−3/4‖v‖F¯ s .
Next, let us control the second part at the right-hand side of (3.6). To do so,
owing to symmetry we may assume k2 ≤ k3. Decomposing u and v again and using
Proposition 3.1 (ii), we see
‖ηk1(ξ)F [B(u, v)]‖Xk1
.
∑
k2,k3≥0
‖ηk1(ξ)F [B(Pk2u, Pk3v)]‖Xk1
.
∑
k2,k3≥0
‖(i+ τ − p(ξ))−1ηk1(ξ)iξ
̂ψ(t)Pk2u ∗
̂ψ(t)Pk3v
∥∥∥
Xk1
.
(iii) If kmax ≤ 20, then an application of Lemma 2.6 and (1.3) derives∑
k2,k3≥0
‖(i+ τ − p(ξ))−1ηk1 (ξ)iξ
̂ψ(t)Pk2u ∗
̂ψ(t)Pk3v
∥∥∥
Xk1
.
∑
kmax≤20
‖Pk2u‖L∞t L2x‖Pk3v‖L∞t L2x .
Note that
‖Pkv‖L∞t L2x .
{
‖Pk3v‖Xk when k ≥ 1,
‖Pk3v‖X¯k when k = 0.
So we get∑
k1≥1
22k1s
[ ∑
k2,k3≥0
‖(i+ τ − p(ξ))−1ηk1(ξ)iξ
̂ψ(t)Pk2u ∗
̂ψ(t)Pk3v
∥∥∥
Xk1
]
. (‖u‖F¯−3/4‖v‖F¯ s)
2.(3.10)
(iv) If kmax > 20, then three subcases are considered:
(iv)1 : |k1 − k3| ≤ 5, k2 ≤ k1 − 10;
(iv)2 : |k1 − k3| ≤ 5, k1 − 9 ≤ k2 ≤ k3;
(iv)3 : |k2 − k3| ≤ 5, 1 ≤ k1 ≤ k2 − 5.
For (iv)1, we use Lemma 2.4 (i) with k2 = 0 and Lemma 2.4 (ii) with k2 ≥ 1 to get
(3.10). For (iv)2, we use Lemma 2.6 to establish (3.10). For (iv)3, we apply Lemma
2.7 (ii) to achieve (3.10).
A combination of (iii) and (iv) implies
(3.11)
∑
k1≥1
22k1s‖ηk1(ξ)F [B(u, v)]‖
2
Xk1
. ‖u‖F¯−3/4‖v‖F¯ s .
Finally, we bring (3.9) and (3.11) into (3.6) to produce the bilinear estimate
(3.5). 
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Keeping the previous two propositions in mind, we can use the standard fixed
point argument (for the bounded bilinear operator B : F¯ s × F¯ s 7→ F¯ s whenever
s ∈ [−3/4, 0]) to find a solution u of (3.1) in both F¯−3/4 and C([−T, T ];H−3/4) for
some T > 0 depending on the initial data φ, and then verify the rest of Theorem
1.2.
4. Modified Energies for Global Well-posedness
To apply the so-called I-method [11] to extending the local solution to the global,
let us review a couple of definitions. Given a complex-valued function m : Rk → C,
we say that m is symmetric provided m(ξ1, · · · , ξk) = m(σ(ξ1, · · · , ξk)) holds for
all σ ∈ Sk, the group of all permutations on k objects. The symmetrization of m
is the function
[m]sym(ξ1, ξ2, · · · , ξk) =
1
k!
∑
σ∈Sk
m(σ(ξ1, ξ2, · · · , ξk)).
We then define a k-linear functional associated to the functionm (multiplier) acting
on k functions u1, · · · , uk,
Λk(m;u1, · · · , uk) =
∫
ξ1+···+ξk=0
m(ξ1, · · · , ξk)û1(ξ1) · · · ûk(ξk).
In the sequel, we will often apply Λk to k copies of the same function u. Con-
sequently, Λk(m;u, . . . , u) may simply be written Λk(m). Using the symmetry of
the measure on hyperplane, we obtain Λk(m) = Λk([m]sym), thereby reaching the
following assertion.
Lemma 4.1 (ODE in time). Suppose u satisfies the Benjamin equation (3.1) and
that m is a symmetric function. Then
d
dt
Λk(m) = Λk(mvk)− Λk(mhk)(4.1)
− i
k
2
Λk+1(m(ξ1, . . . , ξk−1, ξk + ξk+1)(ξk + ξk+1)),
where
vk = i(ξ
3
1 + ξ
3
2 + · · ·+ ξ
3
k) and hk = iα˜(ξ1|ξ1|+ ξ2|ξ2|+ · · ·+ ξk|ξk|).
Proof. This may be directly verified by the Benjamin equation (3.1). 
Next, we define a branch of the modified energies. Given an arbitrary even
R-valued function m : R→ R, let
Îf(ξ) = m(ξ)f̂(ξ),
where the multiplier m(ξ) is smooth, monotone, and of the form:
m(ξ) =
{
1, |ξ| < N,
N−s|ξ|s, |ξ| > 2N,
(4.2)
when N ≫ 1. The modified energy E2I (t) is determined by
E2I (t) = ‖Iu(t)‖
2
L2.
Using Plancherel’s identity and noticing that m is even and u is R-valued, we get
E2I (t) = Λ2(m(ξ1)m(ξ2)).
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Now, (4.1) in Lemma 4.1 and symmetry (about ξ2 and ξ3) are used to yield
d
dt
E2I (t) = Λ2(m(ξ1)m(ξ2)v2)− Λ2(m(ξ1)m(ξ2)h2)
− iΛ3(m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3))
= Λ3(−i[m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3)]sym).
Putting
M3(ξ1, ξ2, ξ3) = −i[m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3)]sym,
we define the following new modified energy
E3I (t) = E
2
I (t) + Λ3(σ3),
where the symmetric function σ3 will be chosen momentarily to achieve a cancela-
tion. Applying (4.1) of Lemma 4.1 we get
d
dt
E3I (t) = Λ3(M3) + Λ3(σ3v3)− Λ3(σ3h3)(4.3)
−
3
2
iΛ4(σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4)).
Unlike the KdV case in [11], there is one more term to be canceled. Thus, we choose
σ3 =
M3
h3 − v3
to force that the part containing the Λ3 terms in (4.3) vanishes. So, if
M4(ξ1, ξ2, ξ3, ξ4) = −i
3
2
[σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4)]sym,
then
d
dt
E3I (t) = Λ4(M4).
Similarly, if
E4I (t) = E
3
I (t) + Λ4(σ4)
with
σ4 =
M4
h4 − v4
,
then
d
dt
E4I (t) = Λ5(M5),
where
M5(ξ1, . . . , ξ5) = −2i[σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)]sym.
In order to prove the pointwise estimates for the multipliers σ3, σ4, we need two
more lemmas.
Lemma 4.2 (equalities on hyper-planes).
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(i) If ξ1 + ξ2 + ξ3 = 0, then
ξ31 + ξ
3
2 + ξ
3
3 = 3ξ1ξ2ξ3
and
ξ1|ξ1|+ ξ2|ξ2|+ ξ3|ξ3| = 2
ξ1ξ2ξ3
|ξ|max
,
where |ξ|max = max{|ξj | : j = 1, 2, 3}.
(ii) If ξ1 + ξ2 + ξ3 + ξ4 = 0, then
ξ31 + ξ
3
2 + ξ
3
3 + ξ
3
4 = −3(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)
and
|v4 − h4| ∼ |(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)|,
whenever max{|ξj | : j = 1, 2, 3, 4} ≫ 1 and |α˜| ≤ 1.
Proof. This follows from a straightforward computation. 
To introduce the next lemma, we first observe that if m is of the form (4.2) then
m2 enjoys 
m2(ξ) ∼ m2(ξ′) for |ξ| ∼ |ξ′|,
(m2)′(ξ) = O(m
2(ξ)
|ξ| ),
(m2)′′(ξ) = O(m
2(ξ)
|ξ|2 ).
(4.4)
Secondly, we need two mean value formulas which follow immediately from the
fundamental theorem of calculus: |η|, |λ| ≪ |ξ| implies
(4.5) |a(ξ + η)− a(ξ)| . |η| sup
|ξ′|∼|ξ|
|a′(ξ′)|,
and the double mean value formula
(4.6) |a(ξ + η + λ)− a(ξ + η)− a(ξ + λ) + a(ξ)| . |η||λ| sup
|ξ′|∼|ξ|
|a′′(ξ′)|.
In applying (4.5) and (4.6), we are required to extend the surface supported mul-
tiplier σ3 to the whole space as in [15]. More precisely,
Lemma 4.3 (extension to entire space). If m is of the form (4.2), then for each
dyadic λ ≤ µ there is an extension of σ3 from the diagonal set
{(ξ1, ξ2, ξ3) ∈ Γ3(R), |ξ1| ∼ λ, |ξ2|, |ξ3| ∼ µ}
to the full dyadic set
{(ξ1, ξ2, ξ3) ∈ R
3, |ξ1| ∼ λ, |ξ2|, |ξ3| ∼ µ}
which satisfies
(4.7) |∂β11 ∂
β2
2 ∂
β3
3 σ3(ξ1, ξ2, ξ3)| ≤ Cm
2(λ)µ−2λ−β1µ−β2−β3 .
Proof. Without loss of generality, we may assume max(|ξ1|, |ξ2|, |ξ3|)≫ 1 (otherwise
σ3 ≡ 0). Since
v3 = i(ξ
3
1 + ξ
3
2 + ξ
3
3) = 3iξ1ξ2ξ3
is with a size about λµ2 on the hyperplane ξ1 + ξ2 + ξ3 = 0 and since
M3(ξ1, ξ2, ξ3) = −i[m(ξ1)m(ξ2 + ξ3)(ξ2 + ξ3)]sym
= i(m2(ξ1)ξ1 +m
2(ξ2)ξ2 +m
2(ξ3)ξ3),
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is valid for λ ∼ µ, we extend σ3 by setting
σ3(ξ1, ξ2, ξ3) = −
i(m2(ξ1)ξ1 +m
2(ξ2)ξ2 +m
2(ξ3)ξ3)
3iξ1ξ2ξ3(1−
2α˜
3|ξ|max
)
,
and if λ≪ µ, we extend σ3 by setting
σ3(ξ1, ξ2, ξ3) = −
i(m2(ξ1)ξ1 +m
2(ξ2)ξ2 −m
2(ξ1 + ξ2)(ξ1 + ξ2))
3iξ1ξ2ξ3(1−
2α˜
3|ξ|max
)
.
From (4.5) and (4.4), we see that (4.7) holds. 
With the foregoing treatment and some ideas in [15], we are ready to give the
pointwise bounds for σ4 which is the key to control the growth of E
4
I (t) and hence
like no others (including the KdV case).
Lemma 4.4 (M4 estimate). If m is of the form (4.2), then
(4.8)
|M4(ξ1, ξ2, ξ3, ξ4)|
|v4 − h4|
.
m2(min(Ni, Njk))
(N +N1)(N +N2)(N +N3)(N +N4)
holds for |ξi| ∼ Ni, |ξj + ξk| ∼ Njk with Ni, Njk dyadic.
Proof. From Lemma 4.2 it is seen that (4.8) follows from a verification of
|M4(ξ1, ξ2, ξ3, ξ4)|
|v4|
.
m2(min(Ni, Njk))
(N +N1)(N +N2)(N +N3)(N +N4)
.(4.9)
By symmetry, we may assume N1 ≥ N2 ≥ N3 ≥ N4. Note that ξ1+ ξ2+ ξ3+ ξ4 = 0
yields N1 ∼ N2. So, we may also assume that N1 ∼ N2&N –otherwiseM4 vanishes
due to m2(ξ) = 1 when |ξ| ≤ N .
If max(N12, N13, N14) ≪ N1, then ξ2 ≈ −ξ1, ξ3 ≈ −ξ1, ξ4 ≈ −ξ1, which
contradicts that ξ1 + ξ2 + ξ3 + ξ4 = 0. Hence we get max(N12, N13, N14) ∼ N1.
Consequently, we rewrite the right-hand side of (4.9) as
m2(min(Ni, Njk))
N1
2(N +N3)(N +N4)
.
Using Lemma 4.2 we get that if ξ1 + ξ2 + ξ3 + ξ4 = 0 then
v4 = i(ξ
3
1 + ξ
3
2 + ξ
3
3 + ξ
3
4) = −3i(ξ1 + ξ2)(ξ1 + ξ3)(ξ2 + ξ3)
is with size N12N13N14. The construction of M4 tells us
M4(ξ1, ξ2, ξ3, ξ4) ∼ [σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4)]sym
= σ3(ξ1, ξ2, ξ3 + ξ4)(ξ3 + ξ4) + σ3(ξ1, ξ3, ξ2 + ξ4)(ξ2 + ξ4)
+ σ3(ξ1, ξ4, ξ2 + ξ3)(ξ2 + ξ3) + σ3(ξ2, ξ3, ξ1 + ξ4)(ξ1 + ξ4)
+ σ3(ξ2, ξ4, ξ1 + ξ3)(ξ1 + ξ3) + σ3(ξ3, ξ4, ξ1 + ξ2)(ξ1 + ξ2)
= [σ3(ξ1, ξ2, ξ3 + ξ4)− σ3(−ξ3,−ξ4, ξ3 + ξ4)](ξ3 + ξ4)
+ [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
+ [σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)](ξ2 + ξ3)
:= I + II + III.(4.10)
So, the inequality (4.9) will follow from a case-by-case analysis.
(i) |N4|&
N
2 . This case is divided into four subcases: (i)1; (ii)2; (i)3; (i)4 below.
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(i)1 – N12, N13, N14&N1. For this subcase, we just use (4.7) to get
|M4(ξ1, ξ2, ξ3, ξ4)|
|v4|
.
m2(N4)
N41
,
which yields (4.9).
(i)2 – N12 ≪ N1, N13&N1, N14&N1. Under this subcase, we are required to
handle the contributions of I, II and III separately. For I, we employ (4.7) to derive
|I|
|v4|
.
m2(min(N4, N12))
N41
,
which gives (4.9). For II, we rewrite
II = [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
= [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2, ξ3, ξ2 + ξ4)](ξ2 + ξ4)
+ [σ3(−ξ2, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
:= II1 + II2.
If N12&N3, then using (4.5), (4.7) for II1 and using (4.7) for II2, we find
|II|
|v4|
.
m2(N4)
N31N3
.
If N12 ≪ N3, using (4.5), (4.7) for both II1 and II2, we get
|II|
|v4|
.
m2(N4)
N31N3
,
Adding II1 and II2, we reach (4.9). For III, we repeat the foregoing estimates for
II, thereby obtaining (4.9).
(i)3 – N12 ≪ N1, N13 ≪ N1, N14&N1. Since N12 ≪ N1, N13 ≪ N1 implies
N1 ∼ N2 ∼ N3 ∼ N4, we deal with I, II, and III respectively. Regarding I, we
rewrite
I = [σ3(ξ1, ξ2, ξ3 + ξ4)− σ3(−ξ3, ξ2, ξ3 + ξ4)](ξ3 + ξ4)
+ [σ3(−ξ3, ξ2, ξ3 + ξ4)− σ3(−ξ3,−ξ4, ξ3 + ξ4)](ξ3 + ξ4)
:= I1 + I2.
Using (4.7), (4.5) for both I1 and I2, we get
|I|
|v4|
.
m2(N12)
N41
.
thereby reaching (4.9). Regarding II, we just redo the above estimates for I to reach
(4.9). Regarding III, we rewrite
III = [σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)](ξ2 + ξ3)
=
1
2
[σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)
− σ3(−ξ3,−ξ2, ξ2 + ξ3) + σ3(ξ4, ξ1, ξ2 + ξ3)](ξ2 + ξ3).
Using (4.6) four times, we have
|III|
|v4|
.
m2(N1)
N41
,
thereby getting the desired estimate.
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(i)4 – N12 ≪ N1, N13&N1, N14 ≪ N1. This case is completely similar to (i)3.
So, the details are omitted here.
(ii) N4 ≪ N/2. In this case we have
m2(min(Ni, Njk)) = 1 and N13 ∼ |ξ1 + ξ3| = |ξ2 + ξ4| ∼ N1.
whence controlling (4.9) in accordance with the following two subcases: (ii)1; (ii)2.
(ii)1 – N1/4 > N12&N/2. Since a combination of N4 ≪ N/2 and |ξ3 + ξ4| =
|ξ1 + ξ2|&N/2 implies N3&N/2, using |v4| ∼ N12N
2
1 we bound the six terms in
(4.10) respectively, whence getting
|M4|
|v4|
.
1
N21N3N
,
which gives (4.9).
(ii)2 – N12 ≪ N/2. Owing to N12 = N34 ≪ N/2 and N4 ≪ N/2, we must have
N3 ≪ N/2 and N13 ∼ N14 ∼ N1, thereby treating I, II and III. Concerning I, we
use N3, N4, N34 ≪ N/2 to produce σ3(−ξ3,−ξ4, ξ3 + ξ4) = 0. Thus, it follows from
(4.7) that
|I|
|v4|
.
|σ3(ξ1, ξ2, ξ3 + ξ4)|
N21
.
1
N41
,
as desired. Concerning II and III, we have two items of N3, N4, N12 in the denomi-
nator which will cause a problem. Thus, we cannot deal with II and III separately,
but we need to exploit the cancelation between II and III. To do so, we rewrite
II + III = [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)](ξ2 + ξ4)
+ [σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)](ξ2 + ξ3)
= [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)]ξ4
+ [σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)]ξ3
+ [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)
+ σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)]ξ2
= J1 + J2 + J3.
The consideration of J1 comes first. Noticing
|J1|
|v4|
.
|[σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)]ξ4|
N12N21
,
we obtain that if N12 ≪ N3 (in this case, N3 ∼ N4), then using (4.5) twice (other-
wise using (4.5) once and (4.7)) one gets
|J1|
|v4|
.
1
N41
.
The treatment of J2 is identical to that of J1. Thus, it remains to handle J3. In
doing so, we first assume that N12&N3. Then by the symmetry of σ3, we get
J3 = [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2 − ξ3, ξ3, ξ2)
+ σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(−ξ2 − ξ4, ξ4, ξ2)]ξ2.
From (4.5) and N12&N3, we achieve
|J3|
|v4|
.
1
N41
.
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Secondly, if N12 ≪ N3, then N3 ∼ N4, and hence we rewrite
J3 = [σ3(−ξ2, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)
+ σ3(ξ1, ξ4, ξ2 + ξ3)− σ3(ξ1,−ξ3, ξ2 + ξ3)]ξ2
+ [σ3(ξ1, ξ3, ξ2 + ξ4)− σ3(−ξ2, ξ3, ξ2 + ξ4)
+ σ3(ξ1,−ξ3, ξ2 + ξ3)− σ3(−ξ2,−ξ3, ξ2 + ξ3)]ξ2
:= J31 + J32.
On the one hand, (4.5) derives
|J32|
|v4|
.
1
N41
.
On the other hand, it follows from (4.7) and m2(ξ3) = m
2(ξ4) = 1 that
J31 = [σ3(−ξ2, ξ3, ξ2 + ξ4)− σ3(−ξ2,−ξ4, ξ2 + ξ4)
− σ3(ξ1,−ξ3, ξ2 + ξ3) + σ3(ξ1, ξ4, ξ2 + ξ3)]ξ2
=
−m2(ξ2)ξ2 + ξ3 +m
2(ξ2 + ξ4)(ξ2 + ξ4)
ξ3(ξ2 + ξ4)(−ξ2 −
2α˜
3 )
ξ2
−
−m2(ξ2)ξ2 − ξ4 +m
2(ξ2 + ξ4)(ξ2 + ξ4)
(−ξ4)(ξ2 + ξ4)(−ξ2 −
2α˜
3 )
ξ2
+
m2(ξ1)ξ1 + ξ4 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1ξ4(ξ2 + ξ3 +
2α˜
3 )
ξ2
−
m2(ξ1)ξ1 − ξ3 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1(−ξ3)(ξ2 + ξ3 +
2α˜
3 )
ξ2
=
m2(ξ2 + ξ4)(ξ2 + ξ4)−m
2(ξ2)ξ2
ξ3(ξ2 + ξ4)(−ξ2 −
2α˜
3 )
ξ2 −
m2(ξ2 + ξ4)(ξ2 + ξ4)−m
2(ξ2)ξ2
(−ξ4)(ξ2 + ξ4)(−ξ2 −
2α˜
3 )
ξ2
+
m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1ξ4(ξ2 + ξ3 +
2α˜
3 )
ξ2 −
m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)
ξ1(−ξ3)(ξ2 + ξ3 +
2α˜
3 )
ξ2
= −
(ξ3 + ξ4
ξ3ξ4
)
×
[−m2(ξ2)ξ2 +m2(ξ2 + ξ4)(ξ2 + ξ4) +m2(ξ1)ξ1 +m2(ξ2 + ξ3)(ξ2 + ξ3)
(ξ2 + ξ4)(ξ2 +
2α˜
3 )
]
ξ2
+
(ξ3 + ξ4
ξ3ξ4
)
[m2(ξ1)ξ1 +m
2(ξ2 + ξ3)(ξ2 + ξ3)]
×
[ 1
ξ1(ξ2 + ξ3 +
2α˜
3 )
+
1
(ξ2 + ξ4)(ξ2 +
2α˜
3 )
]
ξ2.
Therefore, we use (4.6) for the first term, and (4.5) for the second term, to conclude
|J31|
|v4|
.
1
N41
,
which completes the estimate of J3. 
Below is the estimate for M5(ξ1, ..., x5).
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Lemma 4.5 (M5 estimate). If m is of the form (4.2), then
|M5(ξ1, . . . , ξ5)| .
[
m2(N∗45)N45
(N +N1)(N +N2)(N +N3)(N +N45)
]
sym
,
where
N∗45 = min(N1, N2, N3, N45, N12, N13, N23).
Proof. This is immediate from the estimates of σ4 in Lemma 4.4. 
5. Proof of Theorem 1.3
Through demonstrating Theorem 1.3, we, in this section, extend the local so-
lutions in Theorems 1.1-1.2 to the global solutions. The argument depends on a
variant of the local well-posedness as follows.
Proposition 5.1 (variant of local well-posedness). Let −3/4 ≤ s ≤ 0. Suppose φ
satisfies ‖Iφ‖L2(R) ≤ 2ǫ0 ≪ 1. Then (3.1) has a unique solution on [−1, 1] with
‖Iu‖F¯ s(1) ≤ Cǫ0,
where C is a positive constant independent of N and 0 < λ ≤ 1.
Proof. This can be verified via a slight modification of that for Theorem 1.2. 
From Proposition 5.1, we see that it is enough to control the growth of E2I (t).
In doing so, it is better to settle directly the growth of E4I (t) via the following
difference inequality at the intermediate point s = −3/4.
Proposition 5.2 (difference between E4I and E
2
I ). Let s = −3/4 and I be defined
with the multiplier m of the form (4.2). Then
|E4I (t)− E
2
I (t)| . ‖Iu(t)‖
3
L2 + ‖Iu(t)‖
4
L2.
Proof. Because of
E4I (t) = E
2
I (t) + Λ3(σ3) + Λ4(σ4),
it suffices to show the following two inequalities:
|Λ3(σ3;u1, u2, u3)| .
3∏
i=1
‖Iui‖L2 ;(5.1)
|Λ4(σ4;u1, u2, u3, u4)| .
4∏
i=1
‖Iui‖L2 .(5.2)
In the sequel, we may assume that ûi are non-negative.
To prove (5.1), it suffices to check∣∣∣∣Λ3(m2(ξ1)ξ1 +m2(ξ2)ξ2 +m2(ξ3)ξ3ξ1ξ2ξ3m(ξ1)m(ξ2)m(ξ3) ;u1, u2, u3
)∣∣∣∣ . 3∏
i=1
‖ui‖2.(5.3)
By the Littlewood-Paley decomposition, we find that the left-hand side of (5.3) is
bounded by∑
Λ3
:=
∑
ki≥0
∣∣∣∣Λ3(m2(ξ1)ξ1 +m2(ξ2)ξ2 +m2(ξ3)ξ3ξ1ξ2ξ3m(ξ1)m(ξ2)m(ξ3) ;Pk1u1, Pk2u2, Pk3u3
)∣∣∣∣ .
Let Ni = 2
ki . Using symmetry we may also assume N1 ≥ N2 ≥ N3 and hence
N1 ∼ N2&N . Consequently, we need to handle two cases.
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(i) N3 ≪ N . This case ensures m(N3) = 1, but also∑
Λ3
.
∑
ki≥0
∣∣∣∣Λ3( NsNsN1+s1 N1+s2 ;Pk1u1, Pk2u2, Pk3u3
)∣∣∣∣
.
∑
ki≥0
∣∣∣Λ3 (N−1/41 N−1/42 ;Pk1u1, Pk2u2, Pk3u3)∣∣∣ .
So, (5.3) will be proved upon verifying
∑
ki≥0
∫
ξ1+ξ2+ξ3=0,|ξi|∼Ni
N
−1/2
1
3∏
i=1
ηki(ξi)ûi(ξi) .
3∏
i=1
‖ui‖L2 .
To see this, let us define vi(x) via its Fourier transform:
v̂i(ξ) = N
−1/6
i ûi(ξ)χ{|ξ|∼Ni}(ξ).
By the Sobolev embedding inequality we have ‖vi‖L3.‖ui‖L2, thus getting by
Ho¨lder’s inequality,
∑
ki≥0
∫
ξ1+ξ2+ξ3=0,|ξi|∼Ni
N
−1/2
1
3∏
i=1
ηki(ξi)ûi(ξi) .
∑
ki≥0
N
−1/6
1 N
1/6
3
3∏
i=1
‖vi‖L3
.
3∏
i=1
‖ui‖L2,
as desired.
(ii) N3&N . Under this assumption, it is not hard to obtain
∑
Λ3
.
∑
ki≥0
∣∣∣∣∣Λ3
(
N
−3/4
3 N
−3/4
N
1/2
1
;Pk1u1, Pk2u2, Pk3u3
)∣∣∣∣∣ .
3∏
i=1
‖ui‖L2 ,
whence getting (5.1).
Next, in order to show (5.2), it is enough to prove∣∣∣∣Λ4( σ4m(ξ1)m(ξ2)m(ξ3)m(ξ4) ;u1, u2, u3, u4
)∣∣∣∣ . 4∏
i=1
‖ui‖2.(5.4)
Again, by the Littlewood-Paley decomposition we find that the left-hand side of
(5.4) is dominated by∑
Λ4
:=
∑
ki≥0
∣∣∣∣Λ4( σ4m(ξ1)m(ξ2)m(ξ3)m(ξ4) ;Pk1u1, Pk2u2, Pk3u3, Pk4u4
)∣∣∣∣ .
Let Ni = 2
ki . Using symmetry we may assume N1 ≥ N2 ≥ N3 ≥ N4 and hence
N1 ∼ N2&N . Thanks to∣∣∣∣ σ4m(ξ1)m(ξ2)m(ξ3)m(ξ4)
∣∣∣∣ . 1∏4
i=1(N +Ni)m(Ni)
.
N−3∏4
i=1N
1/4
i
,
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using Ho¨lder’s inequality we get∑
Λ4
.
∑
ki≥0
N−3∏4
i=1N
1/4
i
‖Pk1u1‖L2‖Pk2u2‖L2‖Pk3u3‖L∞‖Pk4u4‖L∞
.
4∏
i=1
‖ui‖2,
as desired. 
According to Proposition 5.2, E2I (t) is very close to E
4
I (t), so our task is in
turn to control E4I (t). In order to handle the increasing of E
4
I (t), we induce the
forthcoming product estimate to control the derivative
d
dt
E4I (t) = Λ5(M5),
where
M5(ξ1, . . . , ξ5) = −2i[σ4(ξ1, ξ2, ξ3, ξ4 + ξ5)(ξ4 + ξ5)]sym.
Proposition 5.3 (product estimate). Let I ⊂ R with |I|.1. If 0 ≤ k1 ≤ . . . ≤ k5
and k4 ≥ 10, then
(5.5)
∣∣∣∣∣
∫
I
∫ 5∏
i=1
Pki(wi)(x, t)dxdt
∣∣∣∣∣ . 2 512 (k1+k2+k3)2−k4−k5
5∏
j=1
‖P̂kj (wj)‖Xkj ,
where Xkj is replaced by X¯kj on the right-hand side whenever kj = 0.
Proof. From Ho¨lder’s inequality it follows that the left-hand side of (5.5) is domi-
nated by
3∏
i=1
‖Pki(wi)‖L3xL∞t∈I · ‖Pk4(w4)‖L∞x L2t · ‖Pk5(w5)‖L∞x L2t .
Then we use Lemma 2.2 to dominate ‖Pk4(w4)‖L∞x L2t and ‖Pk5(w5)‖L∞x L2t . How-
ever, in controlling ‖Pk3(w3)‖L3xL∞t∈I we consider two cases: First, if k3 ≥ 10
then we use interpolation between ‖Pk3(w3)‖L2xL∞t∈I and ‖Pk3(w3)‖L4xL∞t∈I , Lemma
2.2. Second, if k3 ≤ 10, then we use interpolation between ‖Pk3(w3)‖L2xL∞t∈I and
‖Pk3(w3)‖L∞x L∞t∈I . Similarly, we can handle the remaining items: ‖Pk1(w1)‖L∞x L2t
and ‖Pk2(w2)‖L∞x L2t , thereby reaching (5.5). 
The following is the required integral inequality which has a root in [11, Lemma
5.2].
Proposition 5.4 (integral estimate for Λ5(M5; · · · )). Let δ.1. If m is of the form
(4.2) with s = −3/4, then∣∣∣∣∣
∫ δ
0
Λ5(M5;u1, . . . , u5)dt
∣∣∣∣∣ . N− 154
5∏
j=1
‖Iuj‖F¯ 0(δ).(5.6)
Proof. Without loss of generality, we may assume each uˆj is nonnegative, and then
restrict it to a frequency band |ξj | ∼ Nj = 2
kj via a Littlewood-Paley decompo-
sition, and finally sum in Nj . According to Lemma 4.4 and the definition of the
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operator I, it is sufficient for us to demonstrate
(5.7)
∣∣∣ ∫ δ
0
(N45m2(N∗45)∏5j=1[m(Nj)]−1
(N +N45)
∏3
j=1(N +Nj)
;u1, ..., u5
)
dt
∣∣∣ . N− 154 5∏
j=1
‖uj‖F¯ 0(δ).
Upon canceling N45 ≤ (N+N45) in (5.7), we may only deal with the worst situation
when m2(N∗45) = 1 in the sequel, and are about to verify the following inequality
∑
k1,...,k5≥0
∣∣∣∣∣
∫ δ
0
Λ5
(∏3
i=1 [(N +Ni)m(Ni)]
−1
m(N4)m(N5)
;Pk1u1, . . . , Pk5u5
)
dt
∣∣∣∣∣
. N−
15
4
5∏
i=1
‖ui‖F¯ 0(δ), where Ni = 2
ki .
Applying symmetry, we may assume N1 ≥ N2 ≥ N3 and N4 ≥ N5 and two
of the estimates Ni&N . We fix the extension u˜i, still denoted by ui, such that
‖u˜i‖F¯ 0.2‖ui‖F¯ 0(δ).
Using the form (4.2) with s = −3/4 we get
1
(N +Ni)m(Ni)
. N−3/4〈Ni〉
−1/4 and
1
m(N4)m(N5)
. N−3/2N
3/4
4 N
3/4
5 .
Therefore, we need to control∑
N
:= N−
15
4
∑
ki
∫ δ
0
Λ5
(
〈N1〉
−1/4〈N2〉
−1/4〈N3〉
−1/4N
3/4
4 N
3/4
5 ;u1, . . . , u5
)
dt.
If N2 ∼ N1&N , N4.N2, then we just consider the worst case
N1 ≥ N2 ≥ N4 ≥ N5 ≥ N3.
From (5.5) in Proposition 5.3 we see∑
N
. N−
15
4
∑
Ni
〈N1〉
−5/4〈N2〉
−5/4〈N3〉
1/6N
7/6
4 N
7/6
5
5∏
i=1
‖P̂kiu‖Xki
. N−
15
4
5∏
j=1
‖Iuj‖F¯ 0(δ).
The rest cases: N4 ∼ N5&N , N1.N5 or N1 ∼ N4&N follow in a similar ways, and
so their details are omitted here. 
With the previous propositions, we can now extend the local solutions to the
global ones, thereby completing the proof of Theorem 1.3. To see this, let us fix
u0 ∈ H
s and time T > 0. Then, our goal is to construct the solution of (1.1)
on t ∈ [0, T ]. If u is a solution to (1.1) with initial data u0, then for any λ > 0,
uλ(x, t) = λ
2u(λx, λ3t) is a solution to (3.1) with initial data u0,λ(x) = λ
2u0(λx).
By a simple calculation we know that for s ≥ −3/4,
‖Iu0,λ‖L2 . λ
3
2+sN−s‖u0‖Hs .
For a fixed N (to be determined later) and φ(x) = λ2u0(λx), we take λ ∼ N
2s
3+2s
such that
λ
3
2+sN−s‖φ‖Hs = ǫ0 < 1.
26 WENGU CHEN, ZIHUA GUO, AND JIE XIAO
So, the goal is in turn to find the solution to (3.1) on [0, λ−3T ]. According to
Proposition 5.1 we have a local solution uλ on t ∈ [0, 1], so what we need is to
control the modified energy E2I (t) := ‖Iuλ‖
2
L2.
Let us start with controling E2I (t) for t ∈ [0, 1]. This will be done via proving
E2I (t) < 4ǫ
2
0. Using the so-called bootstrap argument we may assume E
2
I (t) < 5ǫ
2
0.
From Proposition 5.2 we get
E4I (0) = E
2
I (0) +O(ǫ
3
0) and E
4
I (t) = E
2
I (t) +O(ǫ
3
0),
thereby finding from Proposition 5.4 that for t ∈ [0, 1]
E4I (t) ≤ E
4
I (0) + Cǫ
5
0N
−15/4.
Therefore
‖Iuλ(1)‖
2
L2 = E
4
I (1) +O(ǫ
3
0)
≤ E4I (0) + Cǫ
5
0N
−35/4 +O(ǫ30)
= ǫ20 + Cǫ
5
0N
−15/4 +O(ǫ30)
< 4ǫ20.
Consequently, uλ is extendable to the interval [0, 2]. Continuing this process M -
steps, we get that for t ∈ [0,M + 1] there is a constant C > 0 with
E4I (t) ≤ E
4
I (0) + CMǫ
5
0N
−15/4.
Now, as long as MN−15/4.1, we have
E2I (M) = E
4
I (t) +O(ǫ
3
0) = ǫ
2
0 +O(ǫ
3
0) + CMǫ
5
0N
−15/4 < 4ǫ20,
Thus, the solution can be extended to the interval [0, N15/4]. Taking N(T ) suffi-
ciently large such that
N15/4 > λ−3T ∼ N−
6s
3+2sT where s ≥ −3/4.
Therefore, uλ can be extended to [0, λ
−3T ]. Returning to the original equation
(1.1), we use the scaling argument to verify that its solution u can be extended to
[0, T ], as desired.
Last but not least, let us have a look at the selection of N for the given time
T > 0. Using the scaling we get
sup
t∈[0,T ]
‖u(t)‖Hs ∼λ
− 32−s sup
t∈[0,λ−3T ]
‖uλ(t)‖Hs ≤ λ
− 32−s sup
t∈[0,λ−3T ]
‖Iuλ(t)‖L2
and
‖Iφλ‖L2.N
−s‖φλ‖Hs ∼ N
−sλ
3
2+s‖φ‖Hs .
From the above we know
sup
t∈[0,λ−3T ]
‖Iuλ(t)‖L2 . ‖Iφλ‖L2,
thereby finding
sup
t∈[0,T ]
‖u(t)‖Hs . N
−s‖φ‖Hs .
Taking λ such that ‖Iφλ‖L2 ∼ ǫ0 ≪ 1, we obtain
λ = λ(N, ǫ0, ‖φ‖Hs) ∼
(
‖φ‖Hs
ǫ0
)− 23+2s
N
2s
3+2s
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and consequently choose such an N that
N
15
4 > λ−3T ∼ C‖φ‖Hs ,ǫ0N
− 6s3+2sT.
Of course, this last requirement will be met as long as
N ∼ c‖φ‖Hs ,ǫ0T
4(3+2s)
45+54s
holds for some positive constant c‖φ‖Hs ,ǫ0 . In particular, if N ∼ T
4/3, then the
found global solution u(x, t) enjoy the following time-dependent estimate
‖u(·, t)‖H−3/4 . (1 + |t|)‖u0‖H−3/4 for t ∈ [0, T ].
Acknowledement. This paper was completed during the third-named author’s
visit to Polytechnic Institute of NYU in Fall 2009. This author would like to thank
the math departmental faculty and staff of the institute for their kind hospitality,
but also Professor Louis Nirenberg from Courant Institute of Mathematical Sciences
at NYU for his helpful encouragement.
References
1. J. P. Albert, J. L. Bona and J. M. Restrepo, Solitary wave solutions of the Benjamin equation,
SIAM J. Appl. Math. 59 (1997), 2139-2161.
2. B. Alvarez-Samaniego and J. Angulo, Existence and stability of periodic travelling-wave so-
lutions of the Benjamin equation, Commun. Pure Appl. Anal. 4 (2005), 367-388.
3. J. Angulo, Existence and stability of solitary wave solution of the Benjamin equation, J.
Differentional Equations 152 (1999), 136-159.
4. I. Bejenaru and T. Tao, Sharp well-posedness and ill-posedness results for a quadratic non-
linear Schro¨dinger equation, J. Funct. Anal. 233 (2006), 228-259.
5. T. B. Benjamin, A new kind of solitary waves, J. Fluid Mech. 245 (1992), 401-411.
6. J. Bourgain, Fourier retsriction phenomena for certain lattice subsets and applications to
nonlinear evolution equations, I. Schro¨dinger equations; II. The KdV-equation, Geom. Funct.
Anal. 3 (1993), 107-156; 209-262.
7. J. Bourgain, Periodic Korteweg de Vries equation with measures as initial data, Selecta Math.
(N.S.) 3 (1997), 115-159.
8. N. Burq and F. Planchon, On well-posedness for the Benjamin-Ono equation, Math. Ann.
340 (2008), 497-542.
9. H. Chen and J. L. Bona, Existence and asymptotic properties of solitary-wave solutions of
the Benjamin-type equations, Adv. Diff. Eqns. 3 (1998), 51-84.
10. W. Chen and J. Xiao, A sharp bilinear estimate for the Bourgain-type space with application
to the Benjamin equation, arXiv:0908.3429 [math.AP], 20 pages (submitted).
11. J. Colliander, M. Keel, G. Staffilani, H. Takaoka, T. Tao, Sharp global well-posedness for KdV
and modified KdV on R and T, J. Amer. Math. Soc. 16 (2003), 705-749.
12. B. Guo and Z. Huo, The well-posedness of the Korteweg-de Vries-Benjamin-Ono equation, J.
Math. Anal. Appl. 295 (2004), 444-458.
13. Z. Guo, Global well-posedness of the Korteweg-de Vries equation in H−3/4(R), J. Math. Pure.
Appl. 91 (2009), 583-597.
14. Z. Guo, L. Peng, B. Wang, Decay estimates for a class of wave equations, Journal of Functional
Analysis 254 (2008), 1642-1660.
15. Z. Guo, B. Wang, Global well posedness and inviscid limit for the Korteweg-de Vries-Burgers
equation, J. Differential Equations 246 (2009), 3864-3901.
16. A. D. Ionescu and C. E. Kenig, Global well-posedness of the Benjamin-Ono equation in low-
regularity spaces, J. Amer. Math. Soc. 20 (2007), 753-798.
17. A. D. Ionescu, C. E. Kenig and D. Tataru, Global well-posedness of the KP-I initial-value
problem in the energy space, Invent. Math. 173 (2008), 265-304.
18. C. E. Kenig, Recent progress in the well-posedness of the Benjamin-Ono equation, Rev. Un.
Mat. Argentina 46 (2005), no. 2, 105-112 (2006).
19. C. E. Kenig, G. Ponce and L. Vega, Oscillatory integrals and regularity of dispersive equations,
Indiana Univ. Math. J. 40 (1991), 33-69.
28 WENGU CHEN, ZIHUA GUO, AND JIE XIAO
20. C. E. Kenig, G. Ponce and L. Vega, Well-posedness of the initial value problem for the
Korteweg-de Vries equation, J. Amer. Math. Soc. 4 (1991), 323-347.
21. C. E. Kenig, G. Ponce and L. Vega, The Cauchy problem for the Korteweg-de Vries equation
in Sobolev spaces of negative indices, Duke Math. J. 71 (1993), 1-21.
22. C. E. Kenig, G. Ponce and L. Vega, A bilinear estimate with applications to the KdV equation,
J. Amer. Math. Soc. 9 (1996), 573-603.
23. H. Kozono, T. Ogawa and H. Tanisaka, Well-posedness for the Benjamin equations, J. Korean
Math. Soc. 38 (2001), 1205-1234.
24. F. Linares, L2 global well-posedness of the initial value problem associated to the Benjamin
eqaution, J. Differentional Equations 152 (1999), 377-393.
25. F. Linares and M. Scialom, On generalized Benjamin type equations, Discrete and Continuous
Dynamical Systems 12 (2005), 161-174.
26. A. Petersen, J. Hyman and J. Restrepo, Nonlinear, dispersive partial differential equations,
http://math.lanl.gov/SummerPrograms/Reports2004/peterson.pdf.
27. T. Tao, Multilinear weighted convolution of L2 functions, and applications to nonlinear dis-
persive equations, Amer. J. Math. 123 (2001), 839-908.
28. D. Tataru, Local and global results for wave maps I, Comm. Partial Differention Equations
23 (1998), 1781-1793.
29. N. Tzvetkov, Remark on the local ill-posedness for KdV equation, C. R. Acad. Sci. Paris 329
(1999), 1043-1047.
Institute of Applied Physics and Computational Mathematics, P.O.Box 8009, Beijing
100088, China
E-mail address: chenwg@iapcm.ac.cn
LMAM, School of Mathematical Sciences, Peking University, Beijing 100871, China
E-mail address: guozihua@gmail.com
Department of Mathematics and Statistics, Memorial University of Newfoundland,
St. John’s, NL A1C 5S7, Canada
E-mail address: jxiao@mun.ca
