Computational social science represents an interdisciplinary approach to the study of reality based on advanced computer tools. From economics to political science, from journalism to sociology, digital approaches and techniques for the analysis and management of large quantities of data have now been adopted in several disciplines. The papers in this JCOM commentary focus on the use of such approaches and techniques in the research on science communication. As the papers point out, the most significant advantages of a computational approach in this sector include the chance to open up a range of new research opportunities: from the study of technical and scientific controversies to citizen science, from the definition of new norms and practices for science journalism to open science issues. On the other hand, difficulties are shared with other areas of application. The main risk is that the large quantity of data available can overwhelm the importance of theory. Instead, as the papers in this commentary demonstrate, big data should push scientists to pursue a deeper epistemological and methodological reflection also in the research on science communication.
internationally-successful online social research manuals -attested to the significant growth, over slightly less than a decade, in the use of digital research techniques by social scientists from various disciplines [Fielding, Lee and Blank, 2017] . The birth of academic societies and specialised journals, a number of international conferences, the publishing of books for the general reader and, last but not least, the professionalisation of data scientists all confirm the prominence acquired by computational social science over the past few years.
In fact, automated data mining, social network analysis applied to the web, computational models used to understand how people interact, augmented reality, geospatial analysis are gaining ground every day more in multiple areas of application, ranging from the study of economic inequalities to education, from democracy to healthcare.
The papers featured in this JCOM commentary were written with a view to understanding whether and how science communication is part of the list of disciplines affected by the emergence of digital methods.
As Federico Neresini points out in his paper, this is a particularly significant issue in the context of PCST (Public Communication of Science and Technology) because, whilst the challenges and the opportunities connected with big data and computational techniques concern sociology in general, this is even more true for a subject of study -science and technology -which is very much present in the digital communication flow.
The research projects presented here have a background assumption that is similar to other works about the chances to innovate social research with "the emergence and the normalisation of web 2.0" considering that the net is "a place belonging to society and it should be conceived as such, rather than as a space outside society" [Boccia Artieri, 2015b] .
For example, in his analysis of the communication strategies related to the anti-vaccine documentary Vaxxed, Davide Bennato highlights the principle according to which social media do not simply provide a new communication channel, but they truly represent an actual social space. Starting from this perspective, Bennato aims to demonstrate that, within scientific controversies, social platforms may promote dynamics that are typical of public relations rather than of the Public Understanding of Science. Its conclusions aside, the paper is interesting for the methods used to reach its results, which pertain to the field of Search Engine Optimization, as well as to the methods used to write and edit Wikipedia entries.
While Bennato describes some of the most interesting approaches within computational social science in order to analyse controversies in digital spaces, in his work Neresini illustrates the great opportunities offered by the digitisation of traditional media. His paper describes the TIPS (Technoscientific Issues in the Public Sphere) project, a platform able to automatically collect and organise a large quantity of digital contents available online mainly taken from the news published in the major Italian, British and French newspapers. One of the TIPS project goals is to analyse the media discourse on science and technology, having at disposal an amount of articles that was unthinkable up to a few years ago. Neresini also describes the epistemological and methodological limits related to the use of analysis tools for large quantities of data. For example, one of the risks is treating automatic processing software as a "black box" able to replace the judgment of human researchers.
In his paper focusing on the computational instruments for text analysis, Yurij Castelfranchi also reflects on the promises and the issues arising out of the availability of huge databases. Castelfranchi presents some of their applications that are relevant in the field of social studies on science and science communication. The Italian-Brazilian researcher takes computer-assisted text analysis techniques as a starting point to demonstrate how increasingly blurred the boundary between qualitative and quantitative methods is becoming and to critically discuss thepossibly too simplistic -forecasts on the "end of theory" in the big data era.
The subject of the paper by Stuart Allan and Joanna Redden is the challenges science journalism will have to face in order to deal with the extraordinary quantity of data collected within citizen science projects. The remarks by the two scholars address issues related to privacy, web disinformation, the opacity of algorithms, the quality of data, which meet the epistemological needs of citizen science. Science journalists are required to devise new information strategies to contextualise and broaden the debate on the risks and opportunities arising out of the production of large datasets by citizens.
The commentary ends with the paper by Cristina Rigutto on online visual communication of science. Again, she addresses the role played by non-expert audiences in the co-production of scientific images spread on various web platforms. Rigutto maintains that, in order to identify interpretation patterns across the millions of pictures uploaded on the web every day -aside from considering the participatory nature of the editing process involving pictures, graphs, scientific drawings in different digital contexts -any research strategy on online visual communication of science should take into account the specific characteristics of the various social media and the dynamics producing and spreading information across online communities.
Globally, the picture outlined in the papers in this collection shares a few elements with the general reflection on the use of computational techniques in social research and introduces other elements specific to science communication. For example, it clearly highlights the interdisciplinary nature of computational social science, which is to be considered -as other scientists already pointed out [Boccia Artieri, 2015c] , -as a meeting and experimentation place for researchers with different backgrounds rather than an independent disciplinary field. Another aspect emerged in similar remarks is the suggestion to take a balanced approach to big data. In fact, the awareness on the great development potential they offer should be matched by a constant epistemological and methodological reflection on the limitations of such big data being used without the support of relevant research purposes. As concerns science communication in particular, new and promising opportunities apparently lie ahead, from the study of technoscientific controversies to citizen science, from the definition of new norms and practices for science journalism to open science issues.
In this commentary we tried to provide a relevant representation of the opportunities of research in the field of science communication using computational techniques. We hope that the prospects illustrated may function as an incentive to broaden the interest in the approaches described, noting that while the big data revolution poses a cultural, social and technological challenge that scholars studying scientific knowledge spreading and learning processes will have to face, it also requires the adoption of new conceptual viewpoints, at the epistemological and methodological level, as well as in terms of skills that are needed.
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