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This paper is devoted to present new algorithms computing the implicit equation of a
parametric plane curve and several classes of parametric surfaces in the three dimen-
sional euclidean space. These algorithms do not require the computation of any symbolic
determinant or Gro˜bner Basis, being these tools replaced by the computation of some
symmetric functions, in particular the Newton Sums, on the solution set of a well pre-
cised zero dimensional ideal.
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1. Introduction
One of the main problems in the manipulation of parametric curves and surfaces in com-
puter aided design is the flnding of e–cient algorithms for computing the implicit equa-
tion of curves and surfaces parametrized by rational functions [see for example .Mandache
(1993) or chapters 5 and 7 in .Hofimann (1989a)]. This is due, for example, to the fact
that, if for tracing the considered curve and surface the parametric representation is the
most convenient, to decide in an e–cient way the position of a point with respect to the
curve or surface considered, the implicit equation is desired.
The implicitization problem for hypersurfaces parametrized in a rational way can
be stated in the following terms: let V be a hypersurface in Cn parametrized by (i 2
f1; : : : ; ng):
xi =
fi(t1; : : : ; tn¡1)
gi(t1; : : : ; tn¡1)
where fi and gi belong to Z[t1; : : : ; tn¡1] with gcd(fi; gi) = 1. The implicitization problem
for V is the flnding of a non-zero elementRV(x1; : : : ; xn) in Z[x1; : : : ; xn] with the smallest
possible total degree and such that:
RV
µ
f1(t)
g1(t)
; : : : ;
fn(t)
gn(t)
¶
= 0 :
More general formulations of the implicitization problem for arbitrary parametric va-
rieties can be found in .Alonso et al. (1995), .Cox et al. (1993, chapter 3), .Canny and
Manocha (1992), .Chionh (1990) or .Gao and Chou (1992).
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This paper is devoted to show a new family of algorithms computing the implicit
equation of plane curves and space surfaces parametrized in a rational way. The main
advantage of these algorithms is that they do not require the computation of any sym-
bolic determinant or Gro˜bner Bases. These tools, coming from Elimination Theory, are
replaced by the computation of some symmetric functions (Newton Sums) and by the
application of the Multidimensional Newton Formulae which relate Newton Sums with
the coe–cients of the polynomials in the considered polynomial system of equations.
The algorithms to be presented in Sections 3 and 4 solve completely the cases of plane
curves parametrized in a rational way and space surfaces described by a parametrization
with the following structure:
x = f(t1; t2) f 2 Q[t1; t2]
y =
tn11 +Q1(t1; t2)
D1(t1; t2)
deg(Q1); deg(D1) < n1
z =
tn22 +Q2(t1; t2)
D2(t1; t2)
deg(Q2); deg(D2) < n2 :
The results of Section 4 extend automatically to the cases of parametric hypersurfaces
whose parametrization has a structure as the previous one but for sake of simplicity the
attention has been focused only over the case of space surfaces.
Section 2 is devoted to present several algorithms for computing some symmetric func-
tions (in particular Newton Sums) on the solutions of a polynomial system of equations
with a flnite number of solutions. These results are the basis of the implicitization algo-
rithms presented in Sections 3 and 4.
2. Computation of Symmetric Functions
The goal of this section is the presentation of several formulae computing some sym-
metric functions (in particular Newton Sums) on the solutions of a polynomial system
of equations with a flnite number of solutions.
2.1. the univariate case
First the case of one variable is considered. Let f and g be two polynomials in Q[T ]
such that:
f =
sY
i=1
(T ¡¢i)ei ¢i 2 C d = deg(f) :
Next, the theorem shows two ways of computing the symmetric function in the ¢i’s (the
trace):
Tf (g) =
sX
i=1
eig(¢i) 2 Q :
Its proof is straightforward.
Theorem 2.1. The rational number Tf (g) is equal to:
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(1) the coe–cient of T¡1 in the expansion in negative powers of T of the rational
function:
g(T ) ¢ f 0(T )
f(T )
(2) the coe–cient of T d¡1 in the Euclidean remainder of the division of g(T ) ¢ f 0(T )
and f(T ).
The most usual types of symmetric functions (Elementary and Newton Sums) will
play a prominent role in the implicitization algorithms to be presented in the next two
sections. These symmetric functions are presented in the next deflnitions.
Definition 2.2. Let x1; : : : ; xn be a collection of n variables. The Elementary Symmet-
ric Functions of order n,
¾1; : : : ; ¾n
are deflned by the following equality:
nY
i=1
(T ¡ xi) = Tn + ¾1Tn¡1 + ¢ ¢ ¢+ ¾n¡1T + ¾n :
Definition 2.3. Let x1; : : : ; xn be a collection of n variables. The Newton Sums of
order n,
S0;S1;S2; : : : ;Sj ; : : :
are:
Sj(x1; : : : ; xn) =
nX
k=1
xjk :
Next proposition presents Newton Identities allowing the conversion (in the two direc-
tions) between the Elementary Symmetric Functions and the Newton Sums. A proof of
this proposition can be found in .Sturmfels (1993).
Proposition 2.4. (Newton Identities) Let x1; : : : ; xn be a collection of n variables.
For every j in f1; : : : ; ng the following identity holds:
j¾j(x) + Sj(x) + Sj¡1(x)¾1(x) + ¢ ¢ ¢+ S1(x)¾j¡1(x) = 0 :
2.2. the multivariate case: Newton identities for Pham systems
Next the formulae presented in Theorem 2.1 is generalized to the case of a polynomial
system of equations with a flnite number of complex solutions and a particular struc-
ture. Let F1; : : : ; Fn be polynomials in Q[x1; : : : ; xn] such that the polynomial system of
equations:
F1(x1; : : : ; xn) = 0
F2(x1; : : : ; xn) = 0
... =
...
Fn(x1; : : : ; xn) = 0
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has a flnite number of solutions in Cn, ¢1; : : : ;¢s, and let ei be the multiplicity of
every ¢i. If g 2 Q[x1; : : : ; xn] and J = hF1; : : : ; Fni then next theorem presents a way of
computing the symmetric function (in the ¢i’s):
TJ(g) =
sX
i=1
eig(¢i) 2 Q :
Theorem 2.5. Let F1; : : : ; Fn be polynomials in Q[x1; : : : ; xn] such that
F1(x1; : : : ; xn) = xd11 +Q1(x1; : : : ; xn)
F2(x1; : : : ; xn) = xd22 +Q2(x1; : : : ; xn)
... =
...
Fn(x1; : : : ; xn) = xdnn +Qn(x1; : : : ; xn)
with every Qi a polynomial with total degree smaller than di and J = hF1; : : : ; Fni. If
g(x1; : : : ; xn) is a polynomial in Q[x1; : : : ; xn] then TJ(g) is equal to the coe–cient of
x¡11 ¢ : : : ¢ x¡1n in the expansion in negative powers of the xi’s of the rational function:
g ¢ Jac
xd11 ¢ : : : ¢ xdnn
¢
deg(g)X
k=0
(¡1)k
X
fi1+¢¢¢+fin=k
nY
i=1
µ
Qi
xdii
¶fii
where Jac is the Jacobian Determinant of the polynomials F1; : : : ; Fn.
The proof of this theorem is a consequence of the formulae of the multidimensional
logarithmic residue [see .Tsikh (1992) or .Cattani et al. (1996)]. This way of computing
the rational number TJ(g) is not very e–cient and in what follows it will be showed how
to compute it by means of the Multivariate Newton Identities. The polynomial systems
with a structure as in the previous theorem are called Pham Systems.
Let Q[X] denote Q[x1; : : : ; xn] and B = Q[X]=J the corresponding flnite dimensional
Q-vector space. First deflnition generalizes in a natural way the notion of Newton Sum
coming from the univariate case. If fi = (fi1; : : : ; fin) 2 Nn then X fi will denote xfi11 ¢ : : : ¢
xfinn and kfik its norm: kfik = fi1 + ¢ ¢ ¢+ fin.
Definition 2.6. Let fi be an element of Nn (a multi-index). The Newton Sum associated
to fi is deflned as:
Sfi =
sX
i=1
eiX
fi(¢i) :
Now the deflnition of Sfi, when the considered polynomial system is a Pham System,
is extended to the case of a multi-index with negative entries. It will be very useful to
give a more concrete description of the \dualizing form" for a Pham System: for
Fi = Xdii +Qi(X); deg(Qi(X)) < di; i 2 f1; : : : ; ng
the dualizing form ‘[F1;:::;Fn]:B ¡! Q is the linear mapping deflned by:
‘[F1;:::;Fn](X
fi) =
‰
1 if fi = (d1 ¡ 1; : : : ; dn ¡ 1)
0 if fi 6= (d1 ¡ 1; : : : ; dn ¡ 1).
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A useful connection between the dualizing form and TJ is given by the formulae
‘[F1;:::;Fn](g ¢ Jac) = TJ(g) =
sX
i=1
eig(¢i) (?)
where Jac denotes the Jacobian of the polynomials F1; : : : ; Fn.
Definition 2.7. Let fi = (fi1; : : : ; fin) be an element of Zn (a multi-index). The Newton
Sum associated with fi is deflned as:
Sfi = ‘[G1;:::;Gn](X
fi+ ¢ Jac)
where
G1 = X
fi¡1
1 F1; : : : ; Gn = X
fi¡1
n Fn
and fi+, fi¡ are the multi-index deflned by:
fi+ = (fi+1 ; : : : ; fi
+
n ) fi
+
i =
‰
fii if fii ‚ 0
0 if fii < 0
fi¡ = (fi¡1 ; : : : ; fi
¡
n ) fi
¡
i =
‰
0 if fii ‚ 0
¡fii if fii < 0 .
The conditions imposed on the structure of the polynomials Fi allow us to conclude that
the new system G1; : : : ; Gn arising when considering a multi-index with negative entries
is also a Pham System and therefore zero dimensional. It is clear that both deflnitions
for Sfi agree when considering a multi-index with only positive entries (see equality (?)).
Next proposition shows that the only interesting Newton Sums are the Sfi with fi 2 Nn
and the Sfi with fi 2 Zn, strictly positive norm and some negative coordinate. The proof
of this proposition can be found in .Gonzalez-Lopez and Gonzalez-Vega (1996) (algebraic
approach) or .Aizenberg and Kytmanov (1981) (analytic approach).
Proposition 2.8. If fi is a multi-index with norm strictly smaller than 0 then
Sfi = 0 :
If fi is a multi-index whose norm is 0 then
Sfi =
n
d1 ¢ : : : ¢ dn if fi = (0; : : : ; 0)
0 otherwise.
Finally next theorem shows how the classical Newton Identities can be generalized to
the Newton Sums coming from a Pham System. Its proof can be found in .Gonzalez-Lopez
and Gonzalez-Vega (1996) or .Aizenberg and Kytmanov (1981). The coe–cients of the
polynomial Qj(X) = Fj(X)¡ xdjj will be denoted in the following way:
Qj(X) =
X
kfik<dj
a(j)fi X
fi :
This notation is extended to the polynomial Fj :
Fj(X) =
X
kfik•dj
a(j)fi X
fi
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by imposing the conditions:
kfik = dj =) a(j)fi =
n
1 if fi = (0; : : : ; 0; dj ; 0; : : : ; 0)
0 otherwise.
Theorem 2.9. Let – be the multi-index (d1; : : : ; dn) and fl 2 Zn such that kflk < k–k.
Then:
S–¡fl +
X
kflk<kfi1+¢¢¢+fink<k–k
a
(1)
fi1 ¢ : : : ¢ a(n)fin ¢ Sfi1+¢¢¢+fin¡fl
=
X
fi1+¢¢¢+fin=fl
(¡[fi1;:::;fin] ¡ d1 ¢ : : : ¢ dn) ¢ a(1)fi1 ¢ : : : ¢ a(n)fin
where ¡[fi1;:::;fin] denotes the determinant of the matrix whose columns are the multi-
indices fi1; : : : ; fin.
A flrst consequence of this theorem is that the Newton Sums Sfi with respect to a
Pham System are polynomial expressions on the coe–cients of the considered polynomials
and that their computation can be well parametrized: it is independent of the concrete
values of the coe–cients. The equalities in the previous theorem show how to compute
recursively the value of any Sfi by determining the values of several S° with k°k < kfik.
3. Implicitization on Plane Curves Parametrized in a Rational Way
This section is devoted to presenting a new algorithm computing the implicit equation
of a curve C in C2 parametrized by:
x =
f1(t)
f2(t)
y =
g1(t)
g2(t)
where f1, f2, g1 and g2 are polynomials in Z[t] such that gcd(f1; f2)=1 and gcd(g1; g2)=1.
3.1. the polynomial case
First, we examine the case where the parametrization of C is polynomial: f2(t) = 1
and g2(t) = 1. The keypoint of the algorithm is the simple fact assuring that if RC(x; y)
is the implicit equation of C then RC(x; y) is the squarefree part of the resultant of the
polynomials f1(t)¡ x and g1(t)¡ y with respect to the variable t [see .Hofimann (1989a)
for example]. In order words, RC(x; y) is the squarefree part of the polynomial in Q[x; y]:
HC(x; y) =
Y
f~t:g1(~t)¡y=0g
(x¡ f1(~t))
where the roots of g1(t) ¡ y = 0 are considered in an algebraic closure of Q(y) [see
.Davenport et al. (1987) for this description of the resultant].
If n is the degree of g1 then HC(x; y) has the following structure:
HC(x; y) = xn + r1(y)xn¡1 + ¢ ¢ ¢+ rn(y)
where rk(y) is exactly the kth elementary symmetric function of order n in the values
obtained when evaluating f1 on the n roots (taking into account multiplicities) of g1(t)¡
y = 0. If ~t1; : : : ; ~tn are those roots then:
rk(y) = ¾k(f1(~t1); : : : ; f1(~tn)) :
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By using Newton Identities (Proposition 2.4), polynomials rk(y) are easy to determine
once the Newton Sums on
f1(~t1); : : : ; f1(~tn)
are determined. These polynomials
Sj(f1(~t1); : : : ; f1(~tn))
are obtained by using Theorem 2.1, through the computation of the coe–cient of tn¡1
in the Euclidean remainder of the division of (f1(t))jg01(t) and g1(t)¡ y (j 2 f1; : : : ; ng).
This remark ends the proof of the next theorem which solves the implicitization problem
for plane curves parametrized in a polynomial way.
Theorem 3.1. Let C be a plane curve deflned by a polynomial parametrization:
x = f(t) y = g(t)
and n = deg(g). Then the implicit equation of C is the squarefree part of the polynomial:
HC(x; y) = xn + r1(y)xn¡1 + ¢ ¢ ¢+ rn(y)
where (k 2 f1; : : : ; ng):
krk(y) = ¡Sk(y)¡ Sk¡1(y)r1(y)¡ ¢ ¢ ¢ ¡ S1(y)rk¡1(y)
and every Sj(y) is the coe–cient of tn¡1 in the Euclidean remainder of the division of
(f1(t))jg01(t) and g1(t)¡ y.
The use of symmetric functions in Computer Algebra to determine and deal with the
resultant of two polynomials is not new [see for example .Lascoux (1984); .Dvornicich and
Traverso (1989); .Valibouze (1989); .Giusti et al. (1989) or .Valibouze (1988)].
Example 3.2. The method presented in Theorem 3.1 is used to determine the implicit
equation of the curve C deflned by the parametrization:
x = f(t) = t4 ¡ t+ 1 y = g(t) = t3 + t+ 1 :
In this case the polynomial HC(x; y) has the structure:
x3 + r1(y)x2 + r2(y)x+ r3(y) :
The computation of the polynomials r1(y), r2(y) and r3(y) requires the knowledge of the
Newton Sums (of order 3) S1(y), S2(y) and S3(y) on the values taken by f(t) over the
roots of:
t3 + t+ 1¡ y = 0 :
These Newton Sums are obtained by using Proposition 2.1:
S1(y) = remainder(f(t)g0(t); g(t)¡ y) = 5
S2(y) = remainder((f(t))2g0(t); g(t)¡ y) = ¡11 + 26y ¡ 8y2
S3(y) = remainder((f(t))3g0(t); g(t)¡ y) = ¡76 + 93y + 6y2 ¡ 21y3 + 3y4 :
Newton Identities allow us to conclude that:
r1(y) = ¡5
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r2(y) = 18¡ 13y + 4y2
r3(y) = ¡23 + 34y ¡ 22y2 + 7y3 ¡ y4
and that the implicit equation of C is:
RC(x; y) = x3 ¡ 5x2 + (18¡ 13y + 4y2)x¡ 23 + 34y ¡ 22y2 + 7y3 ¡ y4 :
3.2. the rational case
Next we consider the case of a plane curve C parametrized in a rational way by:
x =
f1(t)
f2(t)
y =
g1(t)
g2(t)
where f1, f2, g1 and g2 belong to Z[t] with gcd(f1; f2) = 1 and gcd(g1; g2) = 1.
The philosophy of the method is the same as in the previous case but the manipula-
tion of denominators implies some modiflcations. First we consider the polynomials in
Z[x; y][t]:
F = f2(t)x¡ f1(t) G = g2(t)y ¡ g1(t)
together with the polynomial in Z(y)[x] deflned by:
HC(x; y) =
Y
f~t:G(y;~t)=0g
(f2(~t)x¡ f1(~t)) :
The squarefree part of the numerator of HC(x; y) is the implicit equation RC(x; y) of C
which is exactly the resultant of F and G with respect to t.
Since the polynomials f2(t) and G(y; t) have no common factors (if such factor exists
then it will be a common factor of g1(t) and g2(t)) then there exist polynomials u(y; t)
and v(y; t) in Z(y)[t] such that
u(y; t)f2(t) + v(y; t)G(y; t) = 1 :
This equality allows to write:
HC(x; y) =
Y
f~t:G(y;~t)=0g
f2(~t)(x¡u(y; ~t)f1(~t)) =
Y
f~t:G(y;~t)=0g
f2(~t)
Y
f~t:G(y;~t)=0g
(x¡u(y; ~t)f1(~t))
being the flrst factor an element of Z(y) (the resultant of f2(t) and G(t; y) with respect
to t divided by a power of the leading coe–cient of G with respect to t) and the second
one a polynomial in Z(y)[x] such that the squarefree part of its numerator is RC(x; y).
Denoting by eHC(x; y) this second factor, if n is the degree of G(y; t) with respect to t
then: eHC(x; y) = xn + r1(y)x+ ¢ ¢ ¢+ rn¡1(y)x+ rn(y)
with rj(y) 2 Z(y). Using the same arguments as in the polynomial case, the rk(y)’s can
be determined through the computation of the Newton Sums:
Sj((u(y; ~t1)f1(~t1); : : : ; u(y; ~tn)f1(~tn)))
where j 2 f1; : : : ; ng and ~t1; : : : ; ~tn the roots of G(y; t) = 0. As usual such Newton
Sum is determined through the computation of the coe–cient of tn¡1 in the Euclidean
remainder of the division of (u(y; t)f1(t))j(g01(t) ¡ yg02(t)) and g1(t) ¡ yg2(t). Thus, we
have obtained the proof of the next theorem by solving the implicitization problem for
plane curves parametrized in a rational way.
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Theorem 3.3. Let C be a plane curve deflned by a rational parametrization:
x =
f1(t)
f2(t)
y =
g1(t)
g2(t)
with gcd(f1; f2) = 1, gcd(g1; g2) = 1 and n = maxfdeg(g1); deg(g2)g. Then the implicit
equation of C is the squarefree part of the numerator of:eHC(x; y) = xn + r1(y)xn¡1 + ¢ ¢ ¢+ rn(y)
where (k 2 f1; : : : ; ng):
krk(y) = ¡Sk(y)¡ Sk¡1(y)r1(y)¡ ¢ ¢ ¢ ¡ S1(y)rk¡1(y)
and every Sj(y) is the coe–cient of tn¡1 in the euclidean remainder of the division
of (u(y; t)f1(t))j(g01(t) ¡ yg02(t)) and g1(t) ¡ yg2(t) and u(y; t) is an element in Z(y)[t]
verifying:
u(y; t)f2(t) + v(y; t)(g1(t)¡ yg2(t)) = 1 :
The computation of u(y; t) (the inverse of f2(t) modulo G(y; t)) can be performed by
using the extended Euclidean algorithm or the formulae:
u(y; t) =
L(y; t)
Rest(f2(t); G(y; t))
where L(y; t) is a polynomial of degree n¡1 in t deflned by means of a determinant of size
n+ deg(f2) involving the powers of t up to degree n¡ 1 and the coe–cients of f2(t) and
G(y; t) as polynomials in t. A more detailed description can be found in .Gonzalez-Vega
(1989) or .Loos (1982).
4. Implicitization of Space Surfaces Parametrized in a Rational Way
This section is devoted to presenting a new algorithm computing the implicit equation
of a surface S in C3 parametrized by:
x =
f1(t1; t2)
f2(t1; t2)
y =
g1(t1; t2)
g2(t1; t2)
z =
h1(t1; t2)
h2(t1; t2)
where f1, f2, g1, g2, h1 and h2 are polynomials in Z[t1; t2] such that gcd(f1; f2) = 1,
gcd(g1; g2) = 1 and gcd(h1; h2) = 1 verifying some additional assumptions.
4.1. reduction to the case of plane curves
If the parametrization of the parametric surface S verifles:
maxfdegt2(h1(t1; t2)); degt2(h2(t1; t2))g = 1
then it is possible to describe t2 in a rational way in terms of z and t1. Replacing this
expression of t2 in x and y, it is seen that the problem of computing the implicit equation
of S has been reduced to determine such an equation for the \plane curve":
x =
F1(t1; z)
F2(t1; z)
y =
G1(t1; z)
G2(t1; z)
:
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Table 1. Computing times.
Example Sym Res Kal Rab Quo
(1): x = t
2¡2st¡1
t2+1
y = 2t+st
2+s
t2+1
z = s 1.0 3.5 4.2 1.8 7.0
(2): x = u+2t
4¡1
u¡t¡2 y =
t2u+1
t
z = 1
tu
0.5 0.7 21 ? 29
(3): x = t
2¡u2
u
y = t
2¡u2
t
z = 1
t¡u 0.1 0.1 3.7 0.8 2.6
(4): x = ut+2t
5¡t
ut¡v¡2t y =
t3u+t
v
z = 1
tu
0.4 1.1 † ? 170
Example 4.1. This example describes one of the advantages of using symmetric func-
tions to compute implicit equations of parametric hypersurfaces: the avoiding of extra-
neous factors. A hyperboloid in C3 can be parametrized by:
x =
t2 ¡ 2st¡ 1
t2 + 1
y =
2t+ st2 + s
t2 + 1
z = s :
Its implicit equation is determined by considering the \parametric plane curve":
x =
t2 ¡ 2zt¡ 1
t2 + 1
y =
2t+ zt2 + z
t2 + 1
:
Using the algorithm presented in the previous section (Theorem 3.3) provides as a result
the equation:
y2 + x2 ¡ 1¡ z2 :
By using the Sylvester Resultant the equation obtained contains an extraneous factor:
4(1 + z2)(y2 + x2 ¡ 1¡ z2)
that needs to be removed by using a factorization algorithm.
Table 1 shows the comparison of the algorithm presented here with respect to other
methods by solving the same problem over the following examples [extracted from
.Kalkbrener (1990) and .Alonso et al. (1995)].
The computation was performed by using the release 3 of Maple V on a Sparc-15
Workstation (timings are in seconds). Sym corresponds to the algorithm presented in this
section, Res to the algorithm computing the Sylvester Resultant plus the timing of the
factorization, Kal to the algorithm presented in .Kalkbrener (1990), Rab to the algorithm
using the Rabinowitsch’s trick (Gro˜bner Bases plus adding a new extra variable to avoid
problems with denominators) and Quo to the algorithm presented in .Alonso et al. (1995).
The symbol † indicates that the corresponding algorithm cannot be applied to such
example and ? indicates that the computation did not end in 5 minutes. The timings
corresponding to Kal, Rab and Quo were taken from .Alonso et al. (1995) and thus the
previous table must be taken only as indicative since the computations were performed
in very difierent computers. Finally, it is worth noting that in examples (1) and (3)
extraneous factors appear when computing the Sylvester Resultant.
4.2. the polynomial case
In this section the problem of computing the implicit equation of a surface parametrized
in a polynomial way is solved by using the same strategy followed in Subsection 3.1. Let S
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be a surface in C3 parametrized by:
x = f(t1; t2) y = g(t1; t2) z = h(t1; t2)
where f , g and h are polynomials in Z[t1; t2]. The key point is again to compute:
HS(x; y; z) =
Y
(~t1;~t2)2V
(x¡ f(~t1; ~t2))
where V is the set of zeros of the polynomials g(t1; t2) ¡ y = 0 and h(t1; t2) ¡ z = 0 in
an algebraic closure of C(y; z). In order to make the things properly, flrst it is necessary
to assure that the set V is flnite: this is obtained by assuming that g(t1; t2) and g(t1; t2)
have the following structure:
g1(t1; t2) = tn11 +Q1(t1; t2)
h1(t1; t2) = tn22 +Q2(t1; t2)
(with deg(Q1) < n1 and deg(Q2) < n2). This hypothesis is motivated by Theorems 2.5
and 2.9 which allows to determine symmetric functions over the solution set of polynomial
systems of equations with this structure. In this case, next theorem is clear after the proofs
of the Theorems 3.1 and 3.3.
Theorem 4.2. Let S be a surface deflned by a polynomial parametrization:
x = f(t1; t2) y = g(t1; t2) z = h(t1; t2)
such that the polynomials g and h have the following structure:
g1(t1; t2) = tn11 +Q1(t1; t2)
h1(t1; t2) = tn22 +Q2(t1; t2):
(with deg(Q1) < n1 and deg(Q2) < n2), n = deg(f) and m = n1n2. Then the implicit
equation of S is the squarefree part of the numerator of:
HS(x; y; z) = xm + r1xm¡1 + ¢ ¢ ¢+ rm¡1x+ rm
where (k 2 f1; : : : ; ng):
krk(y; z) = ¡Sk ¡ Sk¡1r1 ¡ ¢ ¢ ¢ ¡ S1rk¡1
and every Sj(y; z) is deflned by the equality
Sj(y; z) = TJ((f(t1; t2))j) = ‘J((f(t1; t2))j ¢ Jac)
where Jac is the Jacobian Determinant of g(t1; t2) and h(t1; t2).
Example 4.3. The method presented in Theorem 4.2 is used to determine the implicit
equation of the surface parametrized by:
x = t21 + t
2
2 y = t
3
1 + t
2
2 z = t
3
2 + t
2
1 :
In this particular case the equation HS has the following structure:
HS(x; y; z) = x9 +
9X
i=1
ri(y; z)x9¡i
The computation of the ri(y; z)’s is performed by computing the polynomials Sj(y; z) (j 2
f1; : : : ; 9g): it is enough to compute the polynomials (t21 + t22)j (1 • j • 9) and reduced
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them modulo the considered polynomial system. Then the value of the application of TJ
on every monomial appearing in such expansions is determined by using the Multivariate
Newton Formulae in Theorem 2.9. These values provide directly the desired Sj(y; z). The
using of Theorem 2.5 for computing the Sj(y; z) [as in .Gonzalez-Vega and Trujillo (1995)]
produces problems due to the big size of the intermediary computations. In this way the
following results are obtained:
S1(y; z) = 0
S2(y; z) = 10
S3(y; z) = 9x2 ¡ 42z ¡ 42y + 9y2
S4(y; z) = 36x2 ¡ 24y + 192yz ¡ 24z + 30 + 36y2
S5(y; z) = 210x2 + 10¡ 180yx2 ¡ 240z ¡ 240y + 120yz + 210y2 ¡ 180y2z
S6(y; z) = ¡612y2z + 9x4 + 630y2 + 100 + 9y4 ¡ 612yx2 + 2160yz ¡ 480x3 ¡ 480y3
¡228z + 180y2x2 + 630x2 ¡ 228y
S7(y; z) = 1428y3z + 70 + 2037y2 + 1428yx3 ¡ 6300yx2 + 2037x2 ¡ 6300y2z
+2184yz + 756y2x2 ¡ 812y3 ¡ 1190y ¡ 812x3 + 315x4 ¡ 1190z + 315y4
S8(y; z) = 350¡ 1008y3x2 ¡ 1504y + 5488y2 + 1172x4 + 5488x2 ¡ 1504z ¡ 7872y3
¡1008y4z ¡ 1008y2x3 + 1172y4 + 7712yx3 + 7712y3z + 20160y2x2
¡7872x3 ¡ 1008yx4 ¡ 13872y2z ¡ 13872yx2 + 15680yz
S9(y; z) = ¡5598z ¡ 5598y + 14499y4 ¡ 15036x3 + 14499x4 + 360¡ 15036y3
+14967y2 + 14967x2 + 21024yz + 9y6 ¡ 1800y5 + 52164yx3 ¡ 77616y2z
¡25884y2x3 + 52164y3z ¡ 1800x5 ¡ 5274yx4 ¡ 25884y3x2 + 49680y2x2
+756x4y2 + 756x2y4 ¡ 5274y4z + 9x6 ¡ 77616yx2 :
Newton Identities allow to conclude that the implicit equation of S is:
¡2y4 ¡ 2z4 ¡ 96x2yz2 ¡ 24x2yz ¡ 21x3y2z2 + 44xy3z + 18xy2z3 + 60x3y2z
+76x3yz + 18xy4z + 24xy2z ¡ 54x2y2z2 ¡ 60x2y3z ¡ 96x2y2z ¡ 60x2yz3
+18xy3z2 + 18xyz4 + 3x3z4 + 38x3y2 ¡ 22x4y ¡ 24x4yz ¡ 22x4z + 36x4y2z
¡9x5y2 + 36x4yz2 + 6x5y + 14x6y ¡ 9x5z2 ¡ 48x5yz ¡ 3x6y2 ¡ 3x6z2 + 14x6z
+44xyz3 ¡ 12x2z2 + 38x3y3 ¡ 18x2z4 ¡ 18x2y4 ¡ 28x2z3 + 8x3y + 8x3z
+38x3z3 + 3x3y4 + 24xyz2 + 5xz4 + 8xy3 + 8xz3 + x9 ¡ 5x7 + 5x5 ¡ 2x4 ¡ y6
¡2y4z ¡ 16y2z3 ¡ 8y3z ¡ z6 + 2z5 ¡ 2yz4 + 5xy4 ¡ 8yz3 ¡ 16y3z2 ¡ 12y2z2
¡27x4y2 ¡ 27x4z2 ¡ 28x2y3 + 6x5z ¡ 3z2y4 + 60x3yz2 + 78xy2z2 ¡ 12x2y2
+38x3z2 + 2y5 ¡ 3z4y2 :
Theorem 4.2 can be extended directly to the case of surfaces with a rational parame-
trization with the following structure:
x = f(t1; t2)
y =
tn11 +Q1(t1; t2)
D1(t1; t2)
z =
tn22 +Q2(t1; t2)
D2(t1; t2)
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where Q1, D1, Q2 and D2 are polynomials in Q[t1; t2] such that the total degrees of Q1
and D1 (resp. Q2 and D2) are smaller than n1 (resp. n2). This section is ended with
another example, extracted from .Hofimann (1989b), which shows how the techniques
presented in this section can be extended to other kinds of parametric surfaces: the
implicitization of the bicubic surface.
Example 4.4. The parametric equations of the bicubic surface B are:
x = 3t(t¡ 1)2 + (s¡ 1)3 + 3s
y = 3s(s¡ 1)2 + t3 + 3t
z = ¡3s(s2 ¡ 5s+ 5)t3 ¡ 3(s3 + 6s2 ¡ 9s+ 1)t2
+t(6s3 + 9s2 ¡ 18s+ 3)¡ 3s(s¡ 1) :
The flrst two equations (denoted by H1 and H2) do not have the desired structure in
order to apply Theorem 4.2 directly but an easy linear combination of them
F1 =
¡H1 + 3H2
8
= s3 +
3t2
4
¡ 15s
2
8
+
3t
4
¡ 3y
8
+
x
8
+
3s
8
+
1
8
F2 =
3H1 ¡H2
8
= t3 ¡ 9t
2
4
¡ 3s
2
8
+
3t
4
+
y
8
¡ 3x
8
+
15s
8
¡ 3
8
gives the good shape for the polynomial system to deal with. In this particular case the
equation HB has the following structure:
HB(x; y; z) = z9 +
9X
i=1
ri(x; y)z9¡i :
The computations in this case follow the same lines than in the previous example and
the flrst two coe–cients in HB(x; y; z) are:
r1(x; y) = ¡233 4692048 +
188 595y
2048
¡ 112 832 595
262 144
¡ 81x
2
64
+
135xy
32
¡ 81y
2
64
r2(x; y) = ¡209 726 727 093 81x536 870 912 +
179 753 293 631 79y
536 870 912
¡ 729y
4
8192
¡ 729x
4
8192
+
1215x3y
2048
¡4779x
2y2
4096
+
1215xy3
2048
¡ 410 5971x
3
655 36
+
312 959 7y3
655 36
+
144 561 51x2y
655 36
¡131 810 49xy
2
655 36
¡ 541 875 944 07x
2
167 772 16
+
481 014 677 61xy
838 860 8
¡ 388 129 183 11y
2
167 772 16
¡226 569 919 823 911 71
137 438 953 472
¡ 1
2
µ
233 469x
2048
¡ 188 595y
2048
+
112 832 595
262 144
+
81x2
64
¡135xy
32
+
81y2
64
¶
£
µ
¡233 469x
2048
+
188 595y
2048
¡ 112 832 595
262 144
¡ 81x
2
64
+
135xy
32
¡ 81y
2
64
¶
:
The computing time was 1500 seconds by using the release 3 of Maple V on a Sparc-15
Workstation. The size of the flle containing the full implicit equation of B is around
600 Kbytes and it is available upon request. To quote flnally that no Computer Algebra
was able to substitute the parametric equations of 0 inside its implicit equation and
150 L. Gonzalez-Vega
obtaining 0 as a result. Therefore the author has verifled that several hundreds of points
randomly chosen on B verify the implicit equation obtained.
5. Conclusions
A new family of algorithms computing the implicit equation of parametric plane curves
and space surfaces has been presented. These algorithms do not require the computation
of symbolic determinants or Gro˜bner Bases and they are mainly based on the computation
of Newton Sums on the solution set of a polynomial ideal by means of either an expansion
of a rational function in negative powers of the parameter in the case of plane curves or
in the application of the Multivariate Newton Sums in the case of surfaces.
These methods are specially adapted to cases where the growing of intermediate re-
sults makes the Gro˜bner Basis or Multivariate Resultant computation very complicated
providing the implicit equation: the reason is found by the fact that Theorems 3.1, 3.3
and 4.4 provides, almost, explicit formula for the implicit equation looked for.
A flrst implementation of these algorithms has been accomplished in the Computer
Algebra System Maple and the flrst results obtained are quite good. Future work will
be based on trying to generalize the algorithm in Section 4.2 to a more general class
of parametric surfaces: a flrst step in this direction could be the using of the results
in .Cattani et al. (1996) to get formulae with the same type than in Theorem 2.5 for
polynomial systems of equations without solutions at inflnity and a second possibility
could be the using of inflnitesimals [as in .Canny and Manocha (1992)] to deal with the
general case.
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