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Abstract
We develop a variational theory of geodesics for the canonical variation of the
metric of a totally geodesic foliation. As a consequence, we obtain comparison theo-
rems for the horizontal and vertical Laplacians. In the case of Sasakian foliations, we
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show that sharp horizontal and vertical Laplacian comparison theorems for the sub-
Riemannian distance may be obtained as a limit of horizontal and vertical Laplacian
comparison theorems for the Riemannian distances approximations. As a corollary
we prove that, under suitable curvature conditions, sub-Riemannian Sasakian spaces
are actually limits of Riemannian spaces satisfying a uniform measure contraction
property.
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1 Introduction
In the last few years there has been major progress in understanding curvature type invari-
ants in sub-Riemannian geometry and their applications to partial differential equations.
In that topic, one can distinguish two main lines of research:
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• A Lagrangian approach to curvature which is based on second variation formulas for
sub-Riemannian geodesics and an intrinsic theory of sub-Riemannian Jacobi fields.
We refer to [6, 7] and to the recent memoir [4] and its bibliography for this theory.
• An Eulerian approach to curvature which is based on Bochner type inequalities for
the sub-Laplacian as initiated in [16] (see also [24, 25]).
The two methods have their own advantages and inconveniences. The first approach
is more intrinsic and yields curvature invariants from the sub-Riemannian structure only.
Though it gives a deep understanding of the geodesics and, in principle, provides a general
framework, it is somehow challenging to compute and to make use of those invariants, even
in simple examples like Sasakian spaces (see [5, 30, 31]). The second approach is more
extrinsic and produces curvature quantities from the sub-Riemannian structure together
with the choice of a natural complement to the horizontal distribution. Actually, the
main idea in [16] is to embed the sub-Riemannian structure into a family or Riemannian
structures converging to the sub-Riemannian one. Sub-Riemannian curvature invariants
appear then as the tensors controlling, in a certain sense, this convergence. Since it requires
the existence of a good complement allowing the embedding, this approach is a priori less
general but it has the advantage to make available the full power of Riemannian tensorial
methods to large classes of sub-Riemannian structures and is more suited to the study
of subelliptic PDEs and their connections to the geometry of the ambient space (see for
instance [13] for a survey).
In the present paper, we aim at filling a gap between those two approaches by studying
the variational theory of the geodesics of the Riemannian approximations in the setting
of totally geodesic foliations. Our framework is the following. Let (M, g,F) be a totally
geodesic Riemannian foliation on a manifold M with horizontal bracket generating distri-
bution H. The sub-Riemannian structure we are interested in is (M,H, gH) where gH is
the restriction of g to H. It can be approximated by the family of Riemannian manifolds
(M, gε) obtained by blowing up the metric g in the direction of the leaves (see formula 2.3).
A natural sub-Laplacian for (M,H, gH) is the horizontal Laplacian ∆H of the foliation.
Our main interest is then in uniform Hessian and sub-Laplacian comparison theorems for
the Riemannian distances approximations of the sub-Riemannian distance. Namely, we
wish to estimate ∆Hrε everywhere it is defined, where rε denotes the distance from a fixed
point for the distance associated to gε and deduce a possible limit comparison theorem for
∆Hr0, where r0 denotes now the sub-Riemannian distance. Obviously, relevant estimates
may not be obtained by standard Riemannian comparison geometry based on Ricci cur-
vature. Indeed, the basic idea in classical comparison theory is to compare the geometry
of the manifold to the geometry of model spaces which are isotropic in the sense that all
directions are the same for the energy cost of geodesics. In our setting, when ε → 0 the
horizontal directions are preferred and geodesics actually do converge to horizontal curves.
Quantitatively, when ε → 0 the Riemannian Ricci curvature of the metric gε diverges to
−∞ in the horizontal directions and +∞ in the vertical directions. To obtain relevant
uniform estimates for ∆Hrε, it is therefore more natural to develop a comparison geometry
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with respect to model foliations. In all generality, the classification of such model foliations
is a difficult task. However, when the foliation is of Sasakian type it becomes possible to
develop a sectional curvature comparison theory with respect to the models:
• The Heisenberg group as a flat model;
• The Hopf fibration S1 → S2n+1 → CPn as a positively curved model;
• The universal cover of the anti de-Sitter fibration S1 → AdS2n+1 → CHn as a
negatively curved model.
This point of view will allow us to prove a horizontal Hessian comparison theorem, as well
as a uniform sub-Laplacian comparison theorem for ∆Hrε that actually has a limit when
ε→ 0 (see Theorem 3.1). For instance, we obtain that for non-negatively curved Sasakian
foliations (in the sense of Theorem 3.1), one has:
∆Hr0 ≤ n+ 2
r0
where n is the dimension of the horizontal distribution. In view of the known results by
Agrachev & Lee in dimension 3 (see [2, 3]), the constant n+ 2 is sharp.
The paper is organized as follows. In Section 2, we work in any totally geodesic foliations
and compute the second variation formula of Riemannian gε-geodesics with respect to
variations in horizontal directions only. As a consequence we deduce a first family of sub-
Laplacian comparison theorems under weak and general conditions (see Theorem 2.7).
We deduce several consequences of those estimates, like a sharp injectivity radius esti-
mate (Corollary 2.11) or a Bonnet-Myers type theorem (Corollary 2.13). It is remarkable,
but maybe unsurprising, that the tensors controlling the trace of the horizontal index
form are the same tensors that appear in the Weitzenbo¨ck formula (see [18, 26]) for the
sub-Laplacian. In fact, we will prove in Section 2.6 that this family of sub-Laplacians
comparison theorems may actually also be proved by using the generalized curvature di-
mension inequalities introduced in [16, 24, 25]. Though the generalized curvature dimen-
sion inequality implies many expected byproducts of a sub-Laplacian comparison theorem
like uniform volume doubling properties for the sub-Riemannian balls (see [15]), there is
no limit in Theorem 2.7 when ε → 0. It seems that stronger geometric conditions are
needed to prove a uniform family of sub-Laplacian comparison theorems that has a limit
when ε → 0. To the best of our knowledge, it is therefore still an open question to de-
cide whether the sub-Riemannian curvature dimension inequality alone implies or not a
measure contraction property of the underlying metric measure space.
In Section 3, we work in the framework of Sasakian foliations and prove under suitable
conditions a uniform family of horizontal Hessian and sub-Laplacian comparison theorems.
It should come as no surprise that for the sub-Laplacian comparison theorem, the assump-
tions are stronger than in Section 2. The main theorem is Theorem 3.1. It is proved as
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a consequence of a uniform family of Hessian comparison theorems (Theorem 3.5). The
idea behind the proof of Theorem 3.5 is pointed out above: we develop a comparison
geometry with respect to Sasakian model spaces of constant curvature. In those Sasakian
model spaces Jacobi fields can be computed explicitly (see Appendix 2). We point out
that the computation of Jacobi fields in those model spaces is not straightforward, and to
the best of our knowledge is new in this form. The novelty in our computations is that we
work with a family of connections first introduced in [13]. These connections are natural
generalizations of the Levi-Civita connection and are suited to the setting of Riemannian
foliations with totally geodesic leaves. Though the connections are not torsion free, their
adjoints are metric, and it is therefore easy to develop the formalism of Jacobi fields in
this framework (see Appendix 1). In the final part of the paper, we explore then some
consequences of the sub-Laplacian comparison theorems in terms of measure contraction
properties. In particular, in the non-negatively curved case we obtain the interesting fact
that the family of Riemannian manifolds (M, gε), ε > 0, uniformly satisfies the measure
contraction properties MCP(0, n + 4) despite the fact that when ε → 0 the Riemannian
Ricci curvature of the metric gε diverges to −∞ in the horizontal directions and +∞ in the
vertical directions. We also obtain sharp sub-Riemannian type Bonnet-Myers theorems
(see Theorem 3.2).
Acknowledgments: The first author would like to thank Nicola Garofalo for stimulating
discussions on methods related to Section 2.6.
2 Horizontal and vertical Laplacian comparison theorems
on Riemannian foliations
2.1 Framework
Throughout the paper, we consider a smooth connected n +m dimensional manifold M
which is equipped with a Riemannian foliation with a bundle like metric g and totally
geodesic m dimensional leaves. We moreover always assume that the metric g is complete
and that the horizontal distribution H of the foliation is bracket-generating. We denote
by µ the Riemannian reference volume measure on M.
As is usual, the sub-bundle V formed by vectors tangent to the leaves is referred to as
the set of vertical directions. The sub-bundle H which is normal to V is referred to as the
set of horizontal directions. Saying that the foliation is totally geodesic and Riemannian
means that:
(LXg)(Z,Z) = 0, (LZg)(X,X) = 0, for any X ∈ Γ∞(H), Z ∈ Γ∞(V). (2.1)
The literature on Riemannian foliations is vast, we refer for instance to the classical ref-
erence [44] and its bibliography for further details.
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The Riemannian gradient will be denoted ∇ and we write the horizontal gradient as ∇H,
which is the projection of ∇ onto H. Likewise, ∇V will denote the vertical gradient. The
horizontal Laplacian ∆H is the generator of the symmetric closable bilinear form:
EH(f, g) = −
∫
M
〈∇Hf,∇Hg〉H dµ, f, g ∈ C∞0 (M).
The vertical Laplacian may be defined as ∆V = ∆−∆H where ∆ is the Laplace-Beltrami
operator on M. We have
EV(f, g) := −
∫
M
〈∇Vf,∇Vg〉V dµ =
∫
M
f∆Vg dµ, f, g ∈ C∞0 (M).
The hypothesis that H is bracket generating implies that the horizontal Laplacian ∆H is
locally subelliptic and the completeness assumption on g implies that ∆H is essentially self-
adjoint on the space of smooth and compactly supported functions (see for instance [12]).
2.2 Canonical variation of the metric
In this section, we introduce the canonical variation of the metric and study some of its
basic properties. The Riemannian metric g can be split as
g = gH ⊕ gV , (2.2)
and we introduce the one-parameter family of rescaled Riemannian metrics:
gε = gH ⊕ 1
ε
gV , ε > 0. (2.3)
It is called the canonical variation of g (see [19], Chapter 9, for a discussion in the submer-
sion case). The Riemannian distance associated with gε will be denoted by dε. It should
be noted that dε, ε > 0, form an increasing (as ǫ ↓ 0) family of distances converging
pointwise to the sub-Riemannian distance d0.
Let x0 ∈M be fixed and for ε ≥ 0 denote
rε(x) = dε(x0, x).
The cut-locus Cutε(x0) of x0 for the distance dε is defined as the complement of the set
of y’s in M such that there exists a unique length minimizing normal geodesic joining x0
and y and x0 and y are not conjugate along such geodesic (see [1]). The global cut-locus
of M is defined by
Cutε(M) = {(x, y) ∈M×M, y ∈ Cutε(x)} .
Lemma 2.1 ([1], [37]). Let ε ≥ 0. The following statements hold:
1. The set M \Cutε(x0) is open and dense in M.
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2. The function (x, y)→ dε(x, y)2 is smooth on M×M \Cutε(M).
It is proved in [12] that since the foliation is totally geodesic, we have for every ε > 0,
Γ(f, ‖∇gεf‖2gε) = 〈∇gεf,∇gεΓ(f)〉gε
where Γ(f) = ‖∇Hf‖2g is the carre´ du champ operator of ∆H and ∇gε the Riemannian
gradient for the metric gε. Applying this equality with f = rε, we obtain that outside of
the cut-locus of x0,
〈∇gεrε,∇gεΓ(rε)〉gε = 0. (2.4)
This implies that Γ(rε) is constant on gε distance minimizing geodesics issued from x0.
Likewise, denoting ΓV(f) = ‖∇Vf‖2g, we obtain that ΓV(rε) is constant on gε distance
minimizing geodesics issued from x0.
The following lemma will be useful:
Lemma 2.2. Let x ∈M, x 6= x0 which is not in ∪n≥1Cut1/n(x0), then
lim
n→+∞ ‖∇Hr1/n(x)‖g = 1.
Proof. Let γn : [0, 1] → M be the unique, constant speed, and length minimizing g1/n
geodesic connecting x0 to x. From (2.4), one has d1/n(x0, x)‖∇Hr1/n(x)‖g = ‖γ′n(0)‖H.
We therefore need to prove that limn→∞ ‖γ′n(0)‖H = d0(x0, x). Let us observe that
‖γ′n(0)‖2H + n‖γ′n(0)‖2V = d1/n(x0, x)2.
Therefore, limn→∞ ‖γ′n(0)‖2V = 0. Let us now assume that ‖γ′n(0)‖H does not converge to
d0(x0, x). In that case, there exists a subsequence nk such that ‖γ′nk(0)‖H converges to
some 0 ≤ a < d0(x0, x). For f ∈ C∞0 (M) and 0 ≤ s ≤ t ≤ 1, we have
|f(γnk(t))− f(γnk(s))| ≤
(‖γ′nk(0)‖H‖∇Hf‖∞ + ‖γ′nk(0)‖V‖∇Vf‖∞) (t− s).
From Arzela`-Ascoli’s theorem we deduce that there exists a subsequence which we continue
to denote γnk that converges uniformly to an absolutely continuous curve γ, such that
γ(0) = x0, γ(1) = x. We have for f ∈ C∞0 (M) and 0 ≤ s ≤ t ≤ 1,
|f(γ(t)) − f(γ(s))| ≤ a‖∇Hf‖∞(t− s).
In particular, we deduce that
|f(x)− f(x0)| ≤ a‖∇Hf‖∞.
Since it holds for every f ∈ C∞0 (M), one deduces
d0(x0, x) = sup{|f(x)− f(x0)|, f ∈ C∞0 (M), ‖∇Hf‖∞ ≤ 1} ≤ a.
This contradicts the fact that a < d0(x0, x).
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2.3 Horizontal and vertical index formulas
There is a first natural connection on M that respects the foliation structure, the Bott
connection, which is given as follows:
∇XY =


πH(∇gXY ), X, Y ∈ Γ∞(H),
πH([X,Y ]), X ∈ Γ∞(V), Y ∈ Γ∞(H),
πV([X,Y ]), X ∈ Γ∞(H), Y ∈ Γ∞(V),
πV(∇gXY ), X, Y ∈ Γ∞(V),
where ∇g is the Levi-Civita connection for g and πH (resp. πV) the projection on H
(resp. V). It is easy to check that for every ε > 0, this connection satisfies ∇gε = 0. A
fundamental property of ∇ is that H and V are parallel.
The torsion T of ∇ is given as
T (X,Y ) = −πV [πHX,πHY ].
For Z ∈ Γ∞(V), there is a unique skew-symmetric endomorphism JZ : Hx → Hx such
that for all horizontal vector fields X and Y ,
gH(JZ(X), Y ) = gV(Z, T (X,Y )), (2.5)
where T is the torsion tensor of ∇. We extend JZ to be 0 on Vx. Also, if Z ∈ Γ∞(H),
from (2.5) we set JZ = 0.
In the sequel, we shall make extensive use of the notion of adjoint connection. Adjoint
connections naturally appear in the study of Weitzenbo¨ck type identities (see [23, 26]).
If D is a connection on M, the adjoint connection of D will be denoted Dˆ and is defined
by
DˆXY = DXY − TD(X,Y )
where TD is the torsion tensor of D. Metric connections whose adjoint connections are also
metric are the natural generalizations of Levi-Civita connections (see [26] and Appendix 1).
The adjoint connection of the Bott connection is not metric. For this reason, for compu-
tations, we shall rather make use of the following family of connections first introduced
in [13]:
∇εXY = ∇XY − T (X,Y ) +
1
ε
JYX,
and we shall only keep the Bott connection as a reference connection. It is readily checked
that ∇εgε = 0. The adjoint connection of ∇ε is then given by
∇ˆεXY = ∇XY +
1
ε
JXY,
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thus ∇ˆε is also a metric connection. It moreover preserves the horizontal and vertical
bundle, in contrast to the connection ∇ε which does not have this property.
For later use, we record that the torsion of ∇ˆε is
Tˆ ε(X,Y ) = T (X,Y )− 1
ε
JYX +
1
ε
JXY.
The Riemannian curvature tensor of ∇ˆε is easily computed as
Rˆε(X,Y )Z = R(X,Y )Z +
1
ε
JT (X,Y )Z +
1
ε2
(JXJY − JY JX)Z
+
1
ε
(∇XJ)Y Z − 1
ε
(∇Y J)XZ (2.6)
where R is the curvature tensor of the Bott connection.
Since ∇ε and ∇ˆε are both metric, observe that the Levi-Civita connection ∇gε for the
metric gε is given by
1
2(∇ε + ∇ˆε). In particular, one has:
∇XY = ∇gεXY +
1
2
T (X,Y )− 1
2ε
JXY − 1
2ε
JYX. (2.7)
We point out that working with ∇ε and ∇ˆε instead of the Levi-Civita connection ∇gε
greatly simplifies some computations (see Remark 2.5 and Section 3), whereas we can still
freely use simple second variation formulas (see Appendix 1).
The following lemma is obvious.
Lemma 2.3 (Geodesic equation). The equation for gε-geodesics is
∇γ′γ′ + 1
ε
Jγ′γ
′ = 0.
Proof. The equation for gε geodesics is ∇gεγ′γ′ = 0, and one concludes with (2.7).
After these preliminaries, we are now ready to prove one of the main results of the section.
As before, let dε be the distance of gε. Let x0 ∈ M be any point and define rε = rε,x0 by
rε(x) = dε(x0, x).
Proposition 2.4 (Horizontal and vertical index formulas). Let ∇2 denote the Hessian of
the Bott connection ∇. If x is not in the cut-locus of x0 with respect to gε, and if γ is the
unique gε geodesic from x0 to x parametrized by arc length, then:
(a) For every v ∈ Hx and vector field Y along γ, taking values in H and satisfying
Y (0) = 0 and Y (rε(x)) = v, we have
∇2rε(v, v) ≤ IH,ε(Y, Y )
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where
IH,ε(Y, Y ) =
∫ rε(x)
0
(
‖∇ˆ2εγ′Y ‖2g(t) + 〈R(γ′, Y )γ′, Y 〉g(t)
)
dt
+
1
ε
∫ rε(x)
0
(
〈(∇Y T )(Y, γ′), γ′〉g(t) + ‖T (γ′, Y )‖2g(t)−
1
4ε
‖Jγ′Y ‖2g(t)
)
dt.
(b) For every w ∈ Vx and vector field Z along γ, taking values in V and satisfying Z(0) = 0
and Z(rε(x)) = w, we have
∇2rε(w,w) ≤ IV ,ε(Z,Z)
where
IV ,ε(Z,Z) =
1
ε
∫ rε(x)
0
(‖∇γ′Z‖2g(t) + 〈R(γ′, Z)γ′, Z〉g(t)) dt.
Proof. We prove a). The proof of b) follows by a similar and even simpler computation.
From the classical theory (see Lemma 4.2 in the Appendix) one has:
∇2rε(v, v) ≤ IH,ε(Y, Y ),
where
IH,ε(Y, Y ) =
∫ rε
0
(
‖∇ˆεγ′Y ‖2ε − 〈Rˆε(γ′, Y )Y, γ′〉ε − 〈Tˆ ε(Y, ∇ˆεγ′Y ), γ′〉ε
)
dt.
Since Y is horizontal, one has
Rˆε(γ′, Y )Y = R(γ′, Y )Y +
1
ε
JT (γ′,Y )Y −
1
ε
(∇Y J)γ′Y
and
Tˆ ε(Y, ∇ˆεγ′Y ) = T (Y, ∇ˆεγ′Y ).
In particular, we deduce that
〈Tˆ ε(Y, ∇ˆεγ′Y ), γ′〉ε =
1
ε
〈Jγ′Y,∇γ′Y 〉H + 1
ε2
‖Jγ′Y ‖2H.
To conclude the proof, we observe that
‖∇ˆεγ′Y ‖2ε −
1
ε
〈Jγ′Y,∇γ′Y 〉H = ‖∇γ′Y + 1
ε
Jγ′Y ‖2H −
1
ε
〈Jγ′Y,∇γ′Y 〉H
= ‖∇γ′Y + 1
2ε
Jγ′Y ‖2H +
3
4ε2
‖Jγ′Y ‖2ε.
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Remark 2.5. By using (2.7), a lengthy but routine computation shows that the Rieman-
nian curvature tensor of the Levi-Civita connection is given by
Rgε(X,Y )Z (2.8)
= R(X,Y )Z − 1
2
(∇XT )(Y,Z) + 1
2
(∇Y T )(X,Z) + 1
2ε
(∇XJ)Y Z − 1
2ε
(∇Y J)XZ
+
1
2ε
(∇XJ)ZY − 1
2ε
(∇Y J)ZX + 1
2ε
JT (X,Y )Z,
− 1
4ε
T (X,JY Z + JZY ) +
1
4ε2
JX (JY Z + JZY )− 1
4ε
JT (Y,Z)X
+
1
4ε
T (Y, JXZ + JZX)− 1
4ε2
JY (JXZ + JZX) +
1
4ε
JT (X,Z)Y.
Using this formula and the usual index formulas for the Levi-Civita connection yield the
same horizontal and vertical index formulas, however using the adjoint connection ∇ˆε
greatly simplifies computations.
2.4 Horizontal Laplacian comparison theorem
We now introduce the relevant tensors which will be used to control the index forms. The
horizontal divergence of the torsion T is the (1, 1) tensor which in a local horizontal frame
X1, . . . ,Xn is defined by
δHT (X) := −
n∑
j=1
(∇XjT )(Xj ,X).
Going forward, we will always assume in the sequel of the paper that the horizontal
distribution H satisfies the Yang-Mills condition, meaning that δHT = 0 (see [12, 24, 25]
for the geometric significance of this condition).
We will denote by RicH the horizontal Ricci curvature of the Bott connection, that is to
say the horizontal trace of the full curvature tensor R of the Bott connection. Using the
observation that ∇ preserves the splitting H ⊕ V and from the first Bianchi identity, it
follows that RicH(X,Y ) = RicH(πHX,πHY ) (see the computation in the proof of Lemma
3.4 for details).
If Z1, . . . , Zm is a local vertical frame, the (1, 1) tensor
J2 :=
m∑
ℓ=1
JZℓJZℓ
does not depend on the choice of the frame and may globally be defined.
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Remark 2.6. A simple computation (see for instance Theorem 9.70, Chapter 9 in [19])
gives the following result for the Riemannian Ricci curvature of the metric gε. For every
X ∈ Γ∞(H) and Z ∈ Γ∞(V),
Ricgε(Z,Z) = RicV(Z,Z)− 1
4ε2
Tr(J2Z)
Ricgε(X,Z) = 0
Ricgε(X,X) = RicH(X,X) +
1
2ε
〈J2X,X〉H,
where RicV is the Ricci curvature of the leaves as sub-manifolds of (M, g).
Let x0 ∈M be fixed and for ε > 0 let
rε(x) = dε(x0, x).
We assume that globally on M, for every X ∈ Γ∞(H) and Z ∈ Γ∞(V),
RicH(X,X) ≥ ρ1(rε)‖X‖2H, −〈J2X,X〉H ≤ κ(rε)‖X‖2H, −
1
4
Tr(J2Z) ≥ ρ2(rε)‖Z‖2V ,
for some continuous functions ρ1, ρ2, κ.
Theorem 2.7. Consider the operator ∆H = TrH∇2 = div∇H. Let x ∈M, x 6= x0 and x
not in the dε cut-locus of x0. Let G : [0, rε(x)]→ R≥0 be a differentiable function which is
positive on (0, rε(x)] and such that G(0) = 0. We have
∆Hrε(x) ≤ 1
G(rε(x))2
∫ rε(x)
0
(
nG′(s)2 −
[(
ρ1(s)− 1
ε
κ(s)
)
Γ(rε)(x) + ρ2(s)Γ
V(rε)(x)
]
G(s)2
)
ds.
Proof. Let γ be the unique length parametrized gε-geodesic between x0 and x. Let
X1, . . . ,Xn be a horizontal orthonormal frame along γ such that
∇γ′Xi + 1
2ε
Jγ′Xi = ∇ˆ2εγ′Xi = 0.
We have
∆Hrε(x) =
n∑
i=1
∇2rε(Xi,Xi).
Consider now the vector fields along γ defined by
Yi =
G(s)
G(rε(x))
Xi, 0 ≤ s ≤ rε(x).
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Using Proposition 2.4 and the Yang-Mills condition one finds
n∑
i=1
IH,ε(γ, Yi, Yi)
=
n∑
i=1
∫ rε(x)
0
(
‖∇γ′Yi + 1
2ε
Jγ′Yi‖2ε − 〈R(γ′H, Yi)Yi, γ′H〉ε + ‖T (Yi, γ′H)‖2ε −
1
4ε2
‖Jγ′
V
Yi‖2ε
)
dt
=
1
G(rε(x))2
∫ rε(x)
0
nG′(s)2 +
n∑
i=1
G(s)2
(
−〈R(γ′H,Xi)Xi, γ′H〉ε + ‖T (Xi, γ′H)‖2ε −
1
4ε2
‖Jγ′
V
Xi‖2ε
)
ds
=
1
G(rε(x))2
∫ rε(x)
0
nG′(s)2 +G(s)2
(
−RicH(γ′H, γ′H)−
1
ε
〈J2γ′H, γ′H〉H +
1
4ε2
TrH(J2γ′
V
)
)
ds
≤ 1
G(rε(x))2
∫ rε(x)
0
(
nG′(s)2 −
[(
ρ1(s)− 1
ε
κ(s)
)
‖γ′(s)‖2H +
ρ2(s)
ε2
‖γ′(s)‖2V
]
G(s)2
)
ds.
From (2.4), one has
‖γ′(s)‖2H = Γ(rε)(x), ‖γ′(s)‖2V = ε2ΓV(rε)(x),
which completes the proof.
Remark 2.8. Since Γ(rε) + εΓ
V(rε) = 1, one can rewrite the previous inequality as
∆Hrε(x) ≤ 1
G(rε(x))2
∫ rε(x)
0
(
nG′(s)2 −
[(
ρ1(s)− 1
ε
(κ(s) + ρ2(s))
)
Γ(rε)(x) +
ρ2(s)
ε
]
G(s)2
)
ds.
Optimizing the function G in the previous theorem when ρ1, ρ2, κ are constants yields:
Corollary 2.9. Assume that the functions ρ1, κ, ρ2 are constant. Then, for x 6= x0 not
in the dε cut-locus of x0,
∆Hrε(x) ≤ F (rε(x),Γ(rε)(x)),
where
F (r, γ) =


√
nκε(γ) cot(
√
κε(γ)
n r), if κε(γ) > 0,
n
r
, if κε(γ) = 0,√
n|κε(γ)| coth(
√
|κε(γ)|
n r), if κε(γ) < 0,
and
κε(γ) =
(
ρ1 − 1
ε
(κ+ ρ2)
)
γ +
ρ2
ε
, γ ∈ [0, 1].
In particular, since Γ(rε) is always between 0 and 1, we get:
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Corollary 2.10. Assume that the functions ρ1, κ, ρ2 are constant. Denote
κε = min
(
ρ1 − κ
ε
,
ρ2
ε
)
.
For x 6= x0 ∈M, not in the dε cut-locus of x0
∆Hrε(x) ≤


√
nκε cot(
√
κε
n rε(x)), if κε > 0,
n
rε(x)
, if κε = 0,√
n|κε| coth(
√
|κε|
n rε(x)), if κε < 0.
(2.9)
We conclude this section with two easy corollaries from our horizontal Laplacian compar-
ison theorem.
Corollary 2.11 (Injectivity radius estimate). Assume that the functions ρ1, κ, ρ2 are
constant with ρ2 > 0. Then, for x0 ∈ M the dε distance of x0 to its cut-locus is less than
π
√
nε
ρ2
.
Proof. Let x0 ∈ M. Let us denote by Lx0 the leaf going through x0 and consider a gε
length parametrized geodesic γ in Lx0 such that γ(0) = x0. From Corollary 2.9 one has
∆Hrε(γ(s)) ≤
√
nρ2
ε
cot
(√
ρ2
nε
s
)
.
One deduces that
lim
s→π
√
nε
ρ2
∆Hrε(γ(s)) = −∞.
Therefore, rε(γ(s)) can not be differentiable at s = π
√
nε
ρ2
. We deduce that the dε distance
of x0 to its cut-locus is less than π
√
nε
ρ2
.
Remark 2.12. A first version of this theorem is proved in [11] in the case where the
foliation is the Reeb foliation of a Sasakian manifold (in that case ρ2 =
n
4 ).
Corollary 2.13 (Bonnet-Myers type theorem). Assume that the functions ρ1, κ, ρ2 are
constant with ρ1, ρ2 > 0, then M is compact. Moreover, for ε >
κ
ρ1
,
diam(M, dε) ≤ π
√
n
κε
,
where
κε = min
(
ρ1 − κ
ε
,
ρ2
ε
)
.
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Proof. Let x0 ∈ M and ε > κρ1 . From Corollary 2.10, one has for x 6= x0, not in the dε
cut-locus of x0
∆Hrε(x) ≤ √nκε cot
(√
κε
n
rε(x)
)
.
We deduce from Calabi’s lemma that any point x such that dε(x0, x) ≥ π
√
n
κε
has to be
in the cut-locus of x0. Let now x ∈ M arbitrary. If x is not in the cut-locus of x0, then
d(x0, x) < π
√
n
κε
. If x is in the cut-locus of x0 then for every η > 0 there is at least one
point y in the open ball with center x and radius η such that y is not in the cut-locus of
x0. Thus d(x0, x) ≤ π
√
n
κε
+ η.
Remark 2.14. The first Bonnet-Myers theorem in that situation was proved in [16] by us-
ing heat equation methods. It was proved that the sub-Riemannian diameter of M satisfies
the bound
diam(M, d0) ≤ 2
√
3π
√
κ+ ρ2
ρ1ρ2
(
1 +
3κ
2ρ2
)
n.
2.5 Vertical Laplacian comparison theorem
Let x0 ∈M be fixed and, as before, for ε > 0 denote
rε(x) = dε(x0, x).
We assume that globally on M, for every Z ∈ Γ∞(V),
RicV(Z,Z) ≥ ρ3(rε)‖Z‖2V ,
where RicV is the vertical Ricci curvature of the Bott connection (this is also the Ricci
curvature of the leaves of the foliation as sub-manifolds of (M, g)), and where ρ3 is some
continuous function.
Theorem 2.15. Let x ∈M, x 6= x0, not in the dε cut-locus of x0. Let G : [0, rε(x)]→ R≥0
be a differentiable function which is positive on (0, rε(x)] and such that G(0) = 0. We have
∆Vrε(x) ≤ 1
G(rε(x))2
∫ rε(x)
0
(m
ε
G′(s)2 − ρ3(s)εΓV(rε)(x)G(s)2
)
ds.
The proof is similar to that of Theorem 2.7. As an immediate corollary we deduce:
Corollary 2.16. Assume that the function ρ3 is constant. Then, for x 6= x0 not in the
cut-locus of x0,
∆Vrε(x) ≤ F (rε(x),ΓV(rε)(x))
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where
F (rε,Γ
V(rε)) =


√
mρ3ΓV(rε) cot
(√
ρ3ε2ΓV (rε)
m rε
)
, if ρ3 > 0,
m
εrε
, if ρ3 = 0,√
−mρ3ΓV(rε) coth
(√
−ρ3ε2ΓV (rε)m rε
)
, if ρ3 < 0.
2.6 Horizontal and vertical Bochner formulas and Laplacian comparison
theorems
It is well-known that on Riemannian manifolds the Laplacian comparison theorem may
also be obtained as a consequence of the Bochner formula. In this section, we show that
Theorems 2.7 and 2.15 may also be obtained as a consequence of Bochner type identities.
The methods developed in the previous sections are more powerful to understand second
derivatives of the distance functions (see Section 3), but using Bochner type identities
and the resulting curvature dimension estimates has the advantage to be applicable in
more general situations (see [16, 24, 25] for the general framework on curvature dimension
inequalities).
We first recall the horizontal and vertical Bochner identities that were respectively proved
in [18] and [14] (see also [24, 25] for generalizations going beyond the foliation case).
Theorem 2.17 (Horizontal and vertical Bochner identities). For f ∈ C∞(M), one has
1
2
∆H‖df‖2ε − 〈d∆Hf, df〉ε = ‖∇εHdf‖2ε + 〈RicH(df), df〉H +
1
ε
〈J2(df), df〉H,
and
1
2
∆V‖df‖2ε − 〈d∆Vf, df〉ε = ‖∇2H,Vf‖2 + ε‖∇2Vf‖2 + ε 〈RicV(df), df〉V .
Proof. The first identity is Theorem 3.1 in [18]. The second identity may derived from
Proposition 2.2 in [14].
Those two Bochner formulas may be used to prove general curvature dimension estimates
respectively for the horizontal and vertical Laplacian.
We introduce the following operators defined for f, g ∈ C∞(M),
Γ(f, g) =
1
2
(∆H(fg)− g∆Hf − f∆Hg) = 〈∇Hf,∇Hg〉H,
ΓV(f, g) = 〈∇Vf,∇Vg〉V ,
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and their iterations which are defined by
ΓH2 (f, g) =
1
2
(∆H(Γ(f, g)) − Γ(g,∆Hf)− Γ(f,∆Hg))
ΓH,V2 (f, g) =
1
2
(∆H(ΓV(f, g)) − ΓV(g,∆Hf)− ΓV(f,∆Hg))
ΓV ,H2 (f, g) =
1
2
(∆V(Γ(f, g))− Γ(g,∆Vf)− Γ(f,∆Vg))
and
ΓV2 (f, g) =
1
2
(∆V(ΓV(f, g))− ΓV(g,∆Vf)− ΓV(f,∆Vg))
As a straightforward consequence of Theorem 2.17, we obtain the following generalized
curvature dimension inequalities for the horizontal and vertical Laplacians.
Theorem 2.18.
1. Assume that globally on M, for every X ∈ Γ∞(H) and Z ∈ Γ∞(V),
RicH(X,X) ≥ ρ1(rε)‖X‖2H, −〈J2X,X〉H ≤ κ(rε)‖X‖2H, −
1
4
TrH(J2Z) ≥ ρ2(rε)‖Z‖2V ,
for some continuous functions ρ1, ρ2, κ. For every f ∈ C∞(M), one has
ΓH2 (f, f) + εΓ
H,V
2 (f, f) ≥
1
n
(∆Hf)2 +
(
ρ1(rε)− κ(rε)
ε
)
Γ(f, f) + ρ2(rε)Γ
V(f, f).
2. Assume that globally on M, for every Z ∈ Γ∞(V),
RicV(Z,Z) ≥ ρ3(rε)‖Z‖2V ,
for some continuous functions ρ3. For every f ∈ C∞(M) one has
ΓV ,H2 (f, f) + εΓ
V
2 (f, f) ≥
ε
m
(∆Vf)2 + ερ3(rε)ΓV(f, f).
Proof. The proof of 1. follows from
‖∇εHdf‖2ε ≥ ‖∇2Hf‖2 −
1
4
TrH(J2df )
≥ 1
n
(∆Hf)2 + ρ2(rε)ΓV(f, f),
where we refer to the proof of Theorem 3.1 in [18] for the details. The proof of 2. is
immediate.
For an alternative proof of Theorem 2.7 and 2.15, we shall need the easily proved following
lemma.
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Lemma 2.19. We have
lim
x→x0
rε(x)
2∆Hrε(x) = lim
x→x0
rε(x)
2∆Vrε(x) = 0.
We are now in position to give a second proof of Theorem 2.7.
Proof (Second proof of Theorem 2.7). Let γ(t), 0 ≤ t ≤ rε(x), be the unique length
parametrized gε-geodesic between x0 and x. We denote
φ(t) = ∆Hrε(γ(t)), 0 < t ≤ rε(x).
From Theorem 2.18, we get the differential inequality
−φ′(t) ≥ 1
n
(φ(t))2 +
(
ρ1(t)− κ(t)
ε
)
Γ(rε)(x) + ρ2(t)Γ
V(rε)(x), (2.10)
because Γ(rε) and Γ
V(rε) are constants along γ. We now notice the lower bound
1
n
(φ(t))2 ≥ 2G
′(t)
G(t)
φ(t)− nG
′(t)2
G(t)2
.
Using this lower bound in (2.10), multiplying by G(t)2, and integrating from 0 to rε(x)
yields the expected result thanks to lemma 2.19.
The second proof of Theorem 2.15 is identical.
3 Horizontal and vertical Hessian and Laplacian comparison
theorems on Sasakian foliations
It is remarkable that Theorem 2.7 does not require any assumption on the dimension or
curvature of the vertical bundle. However, when ε goes to 0 the upper bound for ∆Hrε
blows up to ∞, whereas it is known that in some situations one may expect a horizontal
Laplacian comparison theorem for the sub-Riemannian distance d0. Indeed, for instance
in the 3-dimensional Heisenberg group it is known that in the distributional sense
∆Hr0 ≤ 4
r0
where r0 is the distance to a fixed point, and the constant 4 is sharp. This horizontal
Laplacian comparison theorem for the sub-Riemannian distance has been first generalized
in 3-dimensional Sasakian manifolds by Agrachev-Lee [2]. See also a version proved in
higher dimensional Sasakian manifolds by Lee-Li [30], but note that this work contains
some typos.
Inspired by some of the results in [28] and [36], we prove in this section that for Sasakian
manifolds, a comparison theorem for the sub-Riemannian distance may be obtained as
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a limit when ε → 0 of a comparison theorem for the distances rε. With respect to
[2, 28, 30], we obtain an explicit and simple upper bound for ∆Hrε which is sharp when
ε → 0, and in our opinion the method and computations are more straightforward and
shorter. Our method has also the advantage to easily yield a Hessian comparison theorem
for the distance rε, ε > 0 (such Hessian comparison theorem is not explicitly worked out
in [30]) and a vertical Laplacian comparison theorem (see Theorem 3.9).
We now describe the setting of Sasakian manifolds (see [20] for further details about
Sasakian geometry). Let (M, θ, g) be a complete K-contact Riemannian manifold with
Reeb vector field S. The Bott connection coincides with the Tanno’s connection that was
introduced in [43] and which is the unique connection that satisfies:
1. ∇θ = 0;
2. ∇S = 0;
3. ∇g = 0;
4. T (X,Y ) = dθ(X,Y )S for any X,Y ∈ Γ∞(H);
5. T (S,X) = 0 for any vector field X ∈ Γ∞(H).
It is easy to see that the Reeb foliation is of Yang-Mills type if and only if δHdθ = 0.
Equivalently, if we introduce an operator J := JS , this condition writes δHJ = 0. If M is
a strongly pseudo convex CR manifold with pseudo-Hermitian form θ, then the Tanno’s
connection is the Tanaka-Webster connection. In that case, we have then ∇J = 0 (see
[22]) and thus δHJ = 0. CR manifold of K-contact type are called Sasakian manifolds (see
[22]). Thus, the Reeb foliation on any Sasakian manifold is of Yang-Mills type.
Throughout the section, we assume that the Riemannian foliation on M is the Reeb
foliation of a Sasakian structure. The Reeb vector field on M will be denoted by S and
the complex structure by J. The torsion of the Bott connection is then
T (X,Y ) = 〈JX,Y 〉HS.
Therefore with the previous notations, one has
JZX = 〈Z,S〉JX.
In this setting, the formula (2.6) for the curvature of the adjoint connection greatly sim-
plifies:
Rˆε(X,Y )Z = R(X,Y )Z +
1
ε
JT (X,Y )Z
= R(X,Y )Z +
1
ε
〈JX,Y 〉HJZ.
In a Sasakian space, for every non-vanishing horizontal vector field X, TM is always gener-
ated by [X,H] and H. Therefore the sub-Riemannian structure on a Sasakian foliation is
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fat (see [39] for a detailed discussion of such structures). In particular all sub-Riemannian
geodesics are normal and from Corollary 6.1 in [37], for every x0 ∈ M, the distance func-
tion x→ r0(x) is locally semi-concave in M \ {x0}. In particular, it is twice differentiable
almost everywhere. Also, from Corollary 32 in [9], x 6= x0 is in Cut0(x0) if and only if r0
fails to be semi-convex at x. Therefore, Cut0(x0) has µ measure 0. Finally, at any point x
for which the function x→ r0(x) is differentiable, there exists a unique length minimizing
sub-Riemannian geodesic and this geodesic is normal.
We now introduce the relevant tensors to state the horizontal Laplacian comparison the-
orem. We first define for X ∈ Γ∞(H),
KH,J(X,X) = 〈R(X,JX)JX,X〉H .
The quantity KH,J is sometimes called the pseudo-Hermitian sectional curvature of the
Sasakian manifold (see [10] for a geometric interpretation). It can be seen as the CR
analog of the holomorphic sectional curvature of a Ka¨hler manifold.
We will also denote
RicH,J⊥(X,X) = RicH(X,X) −KH,J(X,X).
Recall that for an n-dimensional Riemannian manifold with Ricci curvature bounded
from below by (n − 1)k, the usual Laplacian comparison theorem states that ∆r ≤
(n− 1)FRie(r, k) where
FRie(r, k) =


√
k cot
√
kr if k > 0,
1
r if k = 0,√
|k| coth
√
|k|r if k < 0.
Furthermore, for 3-dimensional Sasakian manifolds with KH,J ≥ k on horizontal vectors,
we have the mentioned sharp inequality ∆Hr ≤ FSas(r, k) of [2], where
FSas(r, k) =


√
k(sin
√
kr−
√
kr cos
√
kr)
2−cos
√
kr−
√
kr sin
√
kr
if k > 0,
4
r if k = 0,√
|k|(
√
|k|r cosh
√
|k|r−sinh
√
|k|r)
2−cosh
√
|k|r+
√
|k|r sinh
√
|k|r if k < 0.
We generalize this result to arbitrary dimensions in our main result.
Theorem 3.1 (Horizontal Laplacian comparison theorem). Let (M,F , g) be a Sasakian
foliation with sub-Riemannian distance d0. Define r0(x) = d(x0, x). Assume that for some
k1, k2 ∈ R
KH,J(v, v) ≥ k1, RicH,J⊥(v, v) ≥ (n− 2)k2, v ∈ H, ‖v‖g = 1.
Then outside of the d0 cut-locus of x0 and globally on M in the sense of distributions,
∆Hr0 ≤ FSas(r, k1) + (n− 2)FRie(r, k2).
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It is known that the holomorphic sectional curvature determines the whole curvature ten-
sor, however there exist explicit examples of manifolds with positive holomorphic sectional
curvature without any metric of positive Ricci curvature (see [27]). As a consequence it is
likely that there exist examples for which k1 and k2 do not have the same sign.
Theorem 3.1 will be proved in the next sections. As a by-product of the proof of this
theorem, we first point out a straightforward corollary.
Theorem 3.2 (Sub-Riemannian Bonnet-Myers theorems). Let (M,F , g) be a Sasakian
foliation.
1. Assume that for some k1 > 0, we have
KH,J(v, v) ≥ k1, v ∈ H, ‖v‖g = 1.
Then M is compact, the fundamental group π1(M) is finite and
diam (M, d0) ≤ 2π√
k1
.
2. Assume n > 2 and that for some k2 > 0, we have
RicH,J⊥(v, v) ≥ (n− 2)k2, v ∈ H, ‖v‖g = 1.
Then M is compact, the fundamental group π1(M) is finite and
diam (M, d0) ≤ π√
k2
.
Remark 3.3. The same Bonnet-Myers type theorems with identical assumptions were
obtained in [5] (see Corollaries 5.6, 5.8) by completely different methods. As observed in
[5], the diameter upper bounds are sharp in the case of the Hopf fibration S1 → S2n+1 →
CP
n (the sub-Riemannian diameter is π in that case).
3.1 The curvature tensor on Sasakian manifolds
The following lemma will be useful:
Lemma 3.4. Let (M,F , g) be a Sasakian foliation. Then, for all X,Y ∈ Γ∞(M),
〈R(X,Y )Y,X〉gε = 〈R(XH, YH)YH,XH〉H .
Proof. Observe first that from the first Bianchi identity, with  denoting the cyclic sum,
we have
 R(X,Y )Z = T (T (X,Y ), Z)+  (∇XT )(Y,Z) = 0.
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The fact that ∇ preserves the metric, gives us 〈R( · , · )v, v〉gε = 0. Hence, as ∇ also
preserves both subbundles H and V, one obtains
〈R(X,Y )Y,X〉gε − 〈R(XH, YH)YH,XH〉H
= 〈R(XH, YV)YH,XH〉gε + 〈R(XV , YH)YH,XH〉gε + 〈R(XV , YV)YH,XH〉gε
+ 〈R(XH, YH)YV ,XV〉gε + 〈R(XH, YV)YV ,XV〉gε
+ 〈R(XV , YH)YV ,XV〉gε + 〈R(XV , YV)YV ,XV〉gε
= 〈 R(XH, YV)YH,XH〉gε − 〈YH, R(XV , YH)XH〉gε + 〈 R(XV , YV)YH,XH〉gε
+ 〈 R(XH, YH)YV ,XV〉gε − 〈YV , R(XH, YV)XV〉gε
+ 〈 R(XV , YH)YV ,XV〉gε + 〈R(XV , YV)YV ,XV〉gε
= 〈R(XV , YV)YV ,XV〉gε = 0,
where in the last equality we used the fact that the leaves are one-dimensional.
3.2 Horizontal Hessian comparison theorem
Throughout this section, we will rely on the following functions. For r, µ ∈ R, we define
φµ(r) =


sinh
√
µr√
µ if µ > 0,
r if µ = 0,
sin
√
|µ|r√
|µ| if µ < 0,
ψµ(r) =


sinh
√
µr−√µr
µ3/2
if µ > 0,
1
6r
3 if µ = 0,√
|µ|r−sin
√
|µ|r
|µ|3/2 if µ < 0.
Notice that ψµ(r) =
∫ r
0
∫ s2
0 φµ(s1) ds1 ds2. We finally introduce the following function:
Ψµ(r) =


1
µ3/2
(
√
µ− 1r tanh
√
µr) if µ > 0,
1
3r
2 if µ = 0,
1
|µ|3/2 (
1
r tan
√
|µ|r −
√
|µ|) if µ < 0.
Using trigonometric and hyperbolic identities, we can verify that
FRie(r, k) =
φ′−k(r)
φ−k(r)
, FSas(r, k) =
φ′−k
φ−k
Ψ−k(r)
Ψ−k(r/2)
(3.1)
As before, let x0 ∈M be fixed and for ε ≥ 0 denote
rε(x) = dε(x0, x).
If v ∈ Hx is a non-zero vector, we define the space LJ(v) to be the subspace of Hx
orthogonal to v and Jv. Observe that dimLJ(v) = n− 2 and that u ∈ LJ(v) if and only
if it is orthogonal to u and satisfies T (u, v) = 0.
Theorem 3.1 will be proved as a consequence of the following horizontal Hessian compar-
ison theorem.
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Theorem 3.5 (Horizontal Hessian comparison theorem). Let (M,F , g) be a Sasakian
foliation. Let k1, k2 ∈ R and ε > 0. Let x 6= x0 be a point that is not in the gε cut-locus
of x0.
1. If ‖∇Hrε(x)‖2g > 0, then
∇2Hrε(∇Hrε(x),∇Hrε(x)) ≤
min(‖∇Hrε(x)‖2g, 1− ‖∇Hrε(x)‖2g)
rε(x)
.
2. Assume that ‖∇Hrε(x)‖2g > 0 and that for every local vector field X ∈ Γ∞(H), ‖X‖H =
1,
〈R(X,JX)JX,X〉H ≥ k1. (3.2)
Then,
1
λε
∇2rε(J∇Hrε(x),J∇Hrε(x)) ≤
φ′−λεk1(rε)
φ−λεk1(rε)
λεΨ−λεk1(rε) + ε
λεΨ−λεk1(rε/2) + ε
where λε = ‖∇Hrε(x)‖2g.
3. Assume that ‖∇Hrε(x)‖2g > 0 and that for all local vector fields X,Y ∈ Γ∞(H), ‖X‖g =
‖Y ‖g = 1, and Y ∈ LJ(X),
〈R(X,Y )Y,X〉H ≥ k2. (3.3)
Then, for any horizontal unit vector v ∈ LJ(∇Hrε(x)),
∇2rε(v, v) ≤
φ′−λεk2(rε)
φ−λεk2(rε)
where λε = ‖∇Hrε(x)‖2g.
4. If ∇Hrε(x) = 0, then ∇2rε(v, v) ≤ 12ε
φ′
−1/ε
(rε/2)
φ−1/ε(rε/2)
for any unit v ∈ Hx.
Remark 3.6. Observe that the set of x ∈ M such that ∇Hrε(x) = 0 is a bounded set of
measure zero included in the leaf passing through x0.
Proof. In the proof, to simplify notations, we often simply write r = rε(x) and λ =
‖∇Hrε(x)‖2g . For any vector field Y along a geodesic γ, we will use Y ′ for the covariant
derivative with respect to the adjoint connection ∇ˆεγ′ and we identify vectors and their
corresponding parallel vector field along γ.
1. From the index lemma, one has
∇2Hrε(∇Hrε,∇Hrε) ≤ Iε(γ,X,X)
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where γ is the unique length parametrized geodesic connecting x0 to x and X =
t
rε
γ′H.
An immediate computation gives
Iε(γ,X,X) =
Γ(rε)
rε
.
Therefore
∇2Hrε(∇Hrε,∇Hrε) ≤
Γ(rε)
rε
.
We now observe that
‖∇Hrε‖2H + ε‖∇Vrε‖2V = 1.
As a consequence
∇H‖∇Hrε‖2H + ε∇H‖∇Vrε‖2V = 0
and
∇V‖∇Hrε‖2H + ε∇V‖∇Vrε‖2V = 0.
From the first equality we deduce
〈∇H‖∇Hrε‖2H,∇Hrε〉H + ε〈∇H‖∇Vrε‖2V ,∇Hrε〉 = 0,
and therefore,
∇2Hrε(∇Hrε,∇Hrε) + ε∇2H,Vrε(∇rε,∇rε) = 0.
Similarly, from the second equality we have
∇2V ,Hrε(∇rε,∇rε) + ε∇2Vrε(∇Vrε,∇Vrε) = 0.
Since the Sasakian foliation is totally geodesic, it is easy to check that ∇2V ,H = ∇2H,V
(see [14]). Consequently,
∇2Hrε(∇Hrε,∇Hrε) = ε2∇2Vrε(∇Vrε,∇Vrε).
From the vertical index form in Proposition 2.4 one has
∇2Vrε(∇Vrε,∇Vrε) ≤
‖∇Vrε‖2V
εrε
.
This yields
∇2Hrε(∇Hrε,∇Hrε) ≤ ε
‖∇Vrε‖2V
rε
=
1− ‖∇Hrε‖2H
rε
=
1− Γ(rε)
rε
.
2. The proof of 2. is the most difficult. The idea is to use an almost Jacobi field based on
the computations of Appendix 2 (to which we refer for further details). Let γ be the
unit speed geodesic joining x0 and x. Define
Cε = λ
(
ψ′−λk1(r)
2 − ψ−λk1(r)ψ′′−λk1(r)
)
+ εrψ′′−λk1(r),
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Gε(t) =
1
Cε
(
ψ′−λk1(r)ψ−λk1(t) +
( ε
λ
r − ψ−λk1(r)
)
ψ′−λk1(t)
)
and
Y (t) =
1
λ
G′ε(t)JZγ
′
H +
(
εψ′−λk1(r)t+Gε(t)
)
S,
This vector field satisfies
Y ′′ − T (γ′, Y ′) + 1
ε
JY ′γ
′
H + λk1YH −
1
ε
JT (γ′,Y )γ
′
H = 0
with boundary conditions Y (0) = 0 and Y (r) = 1√
λ
Jγ′H.
Computations with the index form and Lemma 3.4 give us
Iε(Y, Y ) =
∫ r
0
〈
Y ′, Y ′ − T (γ′, Y ) + 1
ε
JY γ
′ − 1
ε
Jγ′Y
〉
gε
dt
−
∫ r
0
〈
R(γ′, Y )Y +
1
ε
JT (γ′,Y )Y, γ
′
〉
gε
dt
= 〈Y (r), Y ′(r)〉gε −
1
ε
∫ r
0
〈T (Y, Y ′), γ′〉gεdt
−
∫ r
0
〈
Y, Y ′′ − T (γ, Y ′) + 1
ε
JY ′γ − 1
ε
JT (γ′,Y )γ
′ + ‖γ′H‖2gk1Y
〉
dt
−
∫ r
0
(〈
R(γ′, Y )Y, γ′
〉− k1λ‖YH‖2g) dt
= 〈Y (r), Y ′(r)〉gε −
∫ r
0
(〈
R(γ′, Y )Y, γ′
〉− k1λ‖YH‖2g) dt
≤ λG′′ε(r).
We finally compute
λG′′ε(r) =
1
Cε
(
λ(ψ′−λk1(r)ψ
′′
−λk1(r)− ψ−λk1(r)ψ′′′−λk1(r)) + εrψ′′′−λk1(r)
)
=
rψ′′′−λk1(r)
Cε
(λΨ−λk1(r) + ε).
From the proof of Lemma 5.1 (b), we know that Cε = rψ
′′
−λk1(r)(λΨ−λk1(r/2) + ε),
therefore we obtain that
λG′′ε(r) =
ψ′′′−λk1(r)
ψ′′−λk1(r)
λΨ−λk1(r) + ε
λΨ−λk1(r/2) + ε
=
φ′−λk1(r)
φ−λk1(r)
λΨ−λk1(r) + ε
λΨ−λk1(r/2) + ε
.
3. Let X be defined as
X(t) =
φ′−λk2(t)
φ−λk2(r)
v0.
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Observe that since this vector field solves the equation
0 = X ′′ − T (γ′,X ′) + 1
ε
JX′γ
′ + k2λX − 1
ε
JT (γ′,X)γ
′.
and satisfies T (γ′,X) = 0, we have
Iε(X,X) ≤ 〈X(r),X ′(r)〉+ 1
ε
∫ r
0
〈X(t),JX ′(t)〉gdt ≤
φ′−k2λε(r)
φ−k2λε(r)
,
4. Define a vector field X by
X(t) =
1
2
(
1− cos r√
ε
) ((1 + cos r − t√
ε
− cos r√
ε
− cos t√
ε
)
v0
−
(
sin
r − t√
ε
− sin r√
ε
+ sin
t√
ε
)
Jγ˙v0
)
.
By computations similar to Lemma 5.1 (c), X(t) is a Jacobi field. Hence
Iε(X,X) = 〈X(r),X ′(r)〉 =
sin r√
ε
2
√
ε
(
1− cos r√
ε
) = 1
2
√
ε
cot
r
2
√
ε
=
1
2ε
φ′1/ε(r/2)
φ1/ε(r/2)
.
3.3 Horizontal Laplacian comparison theorem
We now turn to the proof of Theorem 3.1. The first part of the theorem is a straightforward
application of Theorem 3.5 and standard arguments, choosing an orthonormal basis at x:{
1
‖∇Hrε‖g∇Hrε,
1
‖∇Hrε‖g J∇Hrε, v1, . . . , vn−2
}
with v1, . . . , vn−2 orthonormal basis of the space LJ(∇Hrε(x)). From this result, we obtain
the following statement.
Theorem 3.7 (Horizontal Laplacian comparison theorem for dε). Let (M,F , g) be a
Sasakian foliation. Let k1, k2 ∈ R and ε > 0. Assume that for every X ∈ Γ∞(H),
‖X‖g = 1,
KH,J(v, v) ≥ k1, RicH,J⊥(v, v) ≥ (n− 2)k2, v ∈ H, ‖v‖g = 1.
Let x 6= x0 which is not in the cut-locus of x0. Define λε(x) = ‖∇Hrε(x)‖2 and assume
λε(x) > 0. Then at x we have
∆Hrε ≤ 1
rε
min
{
1,
1
λε
− 1
}
+ (n− 2)φ
′
−λεk2(rε)
φ−λεk2(rε)
+
φ′−λεk1(rε)
φ−λεk1(rε)
λεΨ−λεk1(rε) + ε
λεΨ−λεk1(rε/2) + ε
.
26
In order to obtain Theorem 3.1, we need to prove that we can take the limit as ε → 0.
Since the cut-locus of x0 for the metric gε has measure zero, by usual arguments (Calabi’s
trick), we have in the sense of distributions:
∆Hrε ≤ 1
rε
min
{
1,
1
λε
− 1
}
+ (n− 2)φ
′
−λεk2(rε)
φ−λεk2(rε)
+
φ′−λεk1(rε)
φ−λεk1(rε)
λεΨ−λεk1(rε) + ε
λεΨ−λεk1(rε/2) + ε
.
Indeed, from Calabi’s lemma, one hasM = Cutε(x0)∪Ω where Ω is a star-shaped domain.
Take now a family of smooth star-shaped domains Ωn ⊂ Ω, with limΩn = Ω obtained
by shrinking Ω in the rε direction. Consider now a function f ∈ C∞0 (M) which is non-
negative. One has∫
M
rε∆Hfdµ = −
∫
M
〈∇Hf,∇Hrε〉dµ = − lim
n→∞
∫
Ωn
〈∇Hf,∇Hrε〉dµ
where we used in the last equality ‖∇Hrε‖ ≤ 1 and ∇Hf bounded. Similarly,∫
M
rε∆Vfdµ = −
∫
M
〈∇Vf,∇Vrε〉dµ = − lim
n→∞
∫
Ωn
〈∇Vf,∇Vrε〉dµ.
From Green’s formula, we have
−
∫
Ωn
〈∇Hf,∇Hrε〉dµ ≤
∫
Ωn
(∆Hrε)fdµ+
∫
Ωn
〈∇Vf,∇Vrε〉gεdµ+ ε
∫
Ωn
(∆Vrε)fdµ.
When n→∞, we have ∫Ωn〈∇Vf,∇Vrε〉gεdµ+ ε ∫Ωn(∆Vrε)fdµ→ 0. This means that for
every smooth, non-negative and compactly supported function f ,∫
M
(∆Hf) rεdµ
≤
∫
M
(
1
rε
min
{
1,
1
λε
− 1
}
+ (n− 2)φ
′
−λεk2(rε)
φ−λεk2(rε)
+
φ′−λεk1(rε)
φ−λεk1(rε)
λεΨ−λεk1(rε) + ε
λεΨ−λεk1(rε/2) + ε
)
fdµ.
Taking the limit as ε→ 0 yields the result, thanks to Lemma 2.2 and equations (3.1).
3.4 Proof of Theorem 3.2
The proof is relatively similar to the proof of Corollary 2.13. We will only prove k1 > 0,
since the proof of k2 > 0 is almost identical. Let ε > 0. Since
lim
rε→ 2π√
λεk1
φ′−λεk1(rε)
φ−λεk1(rε)
λεΨ−λεk1(rε) + ε
λεΨ−λεk1(rε/2) + ε
= −∞,
one deduces from Theorem 3.5 that if x is not in the cut-locus of x0, then dε(x0, x) ≤
2π
‖∇Hrε(x)‖
√
k1
. We conclude from Lemma 2.2 that for almost every x, we have d0(x0, x) ≤
2π√
k1
.
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To complete the proof, we note first that since the foliation is Riemannian, for every
sufficiently small neighborhood U in M such that πU : U → MU = U/F|U is smooth
map of manifolds, there exist a Riemannian metric gU on MU such that gH = π∗gU .
Furthermore, if RU denotes the curvature of the Levi-Civita connection of gU and R is
the curvature of the Bott connection, then for any vector fields X and Y on U , we have
〈R(XH, YH)YH,XH〉H =
〈
RU (πU,∗X,πU,∗Y )πU,∗Y, πU,∗X
〉
gU
See [24, Section 3.1] for details. In conclusion, k1 only depends on the Riemannian geome-
try of MU for all sufficiently small neighborhoods U of M. Next. let p : M˜ →M denote the
universal cover of M. Consider the foliation and metric (M˜, F˜ , g˜) obtained by pulling these
back from M. The foliation F is then Riemannian with totally geodesic leaves since the
equations of (2.1) only depend on local properties. The same is true for the requirements
for the foliation to be Sasakian, so if we can show that its pseudo-Hermitian curvature K˜
will be bounded from below by k1. However, this is true, since for every sufficiently small
neighborhood U˜ such that p : U˜ → U = p(U) is an isometry and such that U˜/F˜ |U˜ is a
manifold, we have that U˜/F˜ |U˜ is isometric to MU as well. The result follows.
3.5 Vertical Hessian and Laplacian comparison theorems
One can also easily prove vertical Hessian and Laplacian comparison theorems.
Theorem 3.8 (Vertical Hessian comparison theorem). Let (M,F , g) be a Sasakian folia-
tion. Let k1 ∈ R and ε > 0. Let x 6= x0 be a point that is not in the gε cut-locus of x0.
Assume that ‖∇Hrε(x)‖2g > 0 and that for every X ∈ Γ∞(H), ‖X‖H = 1,
KH,J(X,X) ≥ k1.
Then, for any g-unit vertical vector z ∈ Vx,
∇2rε(z, z) ≤ φ−λεk1(rε)
φ−λεk1(rε)(εrε − ψ−λεk1(rε)) + ψ′−λεk1(rε)2
where λε = ‖∇Hrε(x)‖2g.
Note that a simple computation shows ψ′−λεk1(rε)
2 − φ−λεk1(rε)ψ−λεk1(rε) > 0 if rε > 0
for ε ≥ 0. Actually, when k1 > 0,
ψ′−λεk1(rε)
2 − φ−λεk1(rε)ψ−λεk1(rε)
=
4
λ2εk
2
1
sin
(√
λεk1rε
2
)(
sin
(√
λεk1rε
2
)
−
√
λεk1rε
2
cos
(√
λεk1rε
2
))
> 0
since rε ≤ r0 ≤ 2π/
√
k1 ≤ 2π/
√
λεk1 by Theorem 3.2. Other cases can be discussed
similarly.
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Proof. The proof is somewhat similar to the proof of Theorem 3.5 (2), so we omit the
details. The idea is to consider the vector field defined along a geodesic γ by
X =
(
C1φ−λεk1(t)−
C0
ε
ψ′−λεk1(t)
)
JZγ
′ +
(
C0
(
t− 1
ε
ψ−λεk1(t)
)
+ C1ψ
′
−λεk1(t)
)
Z,
where Z is parallel transport of z along γ for the adjoint connection ∇ˆε = ∇ + 1εJ and
C0, C1 are the constants such that X(rε) = z.
As an immediate corollary, we deduce:
Corollary 3.9 (Vertical Laplacian comparison theorem). Let (M,F , g) be a Sasakian
foliation. Let k1 ∈ R and ε > 0. Assume that for every X ∈ Γ∞(H), ‖X‖g = 1,
KH,J(X,X) ≥ k1.
Let x 6= x0 which is not in the cut-locus of x0. Define λε(x) = ‖∇Hrε(x)‖2 and assume
λε(x) > 0. Then at x we have
∆Vrε ≤ φ−λεk1(rε)
φ−λεk1(rε)(εrε − ψ−λεk1(rε)) + ψ′−λεk1(rε)2
.
Therefore, outside of the d0 cut-locus of x0 and globally on M in the sense of distributions,
∆Vr0 ≤ φ−k1(r0)−φ−k1(r0)ψ−k1(r0) + ψ′−k1(r0)2
.
Remark 3.10. When k1 = 0, the theorem yields ∆Vr0 ≤ 12r30 .
3.6 Measure contraction properties
As an application of Theorem 3.1, we will show measure contraction properties of the
metric measure spaces (M, dε, µ), ε ≥ 0 (see [33, 41, 42] for standard corollaries of the
measure contraction properties). To state it, we prepare some notations. Let ε ≥ 0. Let
et : C([0, 1];M) → M be the evaluation map for t ∈ [0, 1] given by et(γ) = γt. For a
probability measure ν on M and x0 ∈ M, there exists a probability measure Π on the
space of (constant speed) minimal geodesics Geoε(M) on (M, gε) satisfying (e0)♯Π = δx0
and (e1)♯Π = ν. Such a Π is called a dynamic optimal coupling from δx0 to ν. In our case,
we have a measurable map Gε : M→ Geoε(M) so that each Gε(x) is a minimal gε geodesic
from x0 to x by a measurable selection theorem (the existence of such map is classical
when ε > 0 and we refer to [31] in the case ε = 0). Then, the push-forward measure G♯ν
indeed provides a dynamic optimal coupling from δx0 to ν. For γ ∈ Geoε(M), we denote
the gε-length of γ by ℓ(γ) (we omit ε for simplicity of notations). Let µ denote the volume
measure of g. For A ∈ B(M) (Borel set in M) with µ(A) ∈ (0,∞), let µ¯A be a probability
measure on M given by the normalization of the restriction of µ on A:
µ := µ(A)−1µ|A.
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Again, we write λε : M → R for the function λε(x) = ‖∇Hrε‖H(x)2. By slight abuse of
notation, let us also define λε : Geoε(M) → R such that for any constant speed geodesic
γ ∈ Geoε(M) starting at x0, λε(γ) = ‖γ
′
H
(t)‖2
H
l(γ)2
, t ∈ [0, 1] which is a constant by (2.4).
Additionally, let us define a function Φε,,λ,κ and Ξε,κ for ε > 0, λ ∈ (0, 1] and κ ∈ R by
Φε,λ,κ(r) :=
{
λ(2κ−1(1− φ′−κ(r))− rφ−κ(r)) + εφ−κ(r), κ 6= 0,
r(λr2 + 12ε)3/2, κ = 0,
Ξε,κ(r) :=
φ−κ(r)
φ−κ(r)(εr − ψ−κ(r)) + ψ′−κ(r)2
.
We also write Φκ := Φ0,1,κ.
Theorem 3.11 (Measure contraction property). Let (M,F , g) be a Sasakian foliation.
Assume that for constants k1, k2 ∈ R and for every X ∈ Γ∞(H) with ‖X‖g = 1,
KH,J(X,X) ≥ k1, (3.4)
and,
RicH,J⊥(X,X) ≥ (n− 2)k2. (3.5)
(1) For any ε > 0, A ∈ B(M) with µ(A) ∈ (0,∞) and x0 ∈ M, there exists a dynamic
optimal coupling Π on the space of (constant speed) minimal geodesics Geoε(M) from
δx0 to µ¯A such that the following holds:
µ ≥ (et)♯
(
t1+min{1,λ
−1
ε −1}φn−2−λεk2(tℓ(γ))Φε,λε,λεk1(tℓ(γ))
φn−2−λεk2(ℓ(γ))Φε,λε,λεk1(ℓ(γ))
× exp
(
ε
∫ tℓ(γ)
ℓ(γ)
Ξε,λεk1(r)dr
)
µ(A)Π
)
. (3.6)
(2) For any A ∈ B(M) with µ(A) ∈ (0,∞) and x0 ∈ M, there exists a dynamic optimal
coupling Π from δx0 to µ¯A on the space of (constant speed) minimal geodesics Geo0(M)
such that the following holds:
µ ≥ (et)♯
(
tφn−2−k2 (tℓ(γ))Φk1(tℓ(γ))
φn−2−k2 (ℓ(γ))Φk1(ℓ(γ))
µ(A)Π
)
.
Remark 3.12. Theorem 3.11 (2) asserts the same inequality as in [31, Theorem 1.1]. As
we will see below, our approach gives an alternative simple proof of this result.
A strong connection between Laplacian comparison theorems and measure contraction
properties in an infinitesimal form are known (see [28], [34, Section 6.2] for instance; cf.
(3.7) below). Here we will give a detailed proof for completeness. One reason why we prefer
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it is on the fact that Laplacian comparison theorem is described in terms of Laplacian
and distance while measure contraction property is formulated in terms of distance and
measure. Laplacian, distance and measure are mutually related in Riemannian geometry
but the same relation is not obvious (even not always true) in sub-Riemannian setting.
Another reason is on the fact we are formulating the measure contraction property in an
integrated form. Thus the presence of cut locus should be treated somehow. It can be
problematic when ε = 0. Thus we first show the measure contraction property when ε > 0
and let ε→ 0 instead of showing it directly from the Laplacian comparison theorem when
ε = 0.
Proof. (1) In the case ε > 0, we closely follow the argument in [33, Section 3]. For x0 ∈M,
let Dε(x0) ⊂ Tx0M be the maximal domain of the gε-exponential map expε,x0 at x0. That
is, M \ expε,x0(Dε(x0)) is the gε cut-locus Cutε(x0) of x0. Let µε be the Riemannian
measure for gε. By definition, we can easily see µε = ε
−1/2µ. Thus it suffices to show the
assertion for µε instead of µ, since our goal (3.6) is linear in µ. We denote the density of
(exp−1ε,x0)♯µε in polar coordinate (r, ξ) (r > 0, ξ ∈ Tx0M, |ξ| = 1) on D(x0) by Aε,x0(r, ξ).
Then we know
∂
∂r
Aε,x0(r, ξ) = ∆εrε(expε,x0(r, ξ)) · Aε,x0(r, ξ), (3.7)
where ∆ε is the Laplace-Beltrami operator for gε (see [21, Theorem 3.8] or [35, Section
9.1]). Since ∆ε = ∆H + ε∆V , by Theorem 3.1 and Corollary 3.9 (see the comment after
Theorem 3.8 also) together with (3.1) and a simple computation,
∆εrε ≤ 1
rε
min
{
1,
1
λε
− 1
}
+ (n− 2)φ
′
−λεk2(rε)
φ−λεk2(rε)
+
φ′−λεk1(rε)
φ−λεk1(rε)
λεΨ−λεk1(rε) + ε
λεΨ−λεk1(rε/2) + ε
+ εΞε,λεk1(rε)
=
1
rε
min
{
1,
1
λε
− 1
}
+ (n− 2)φ
′
−λεk2(rε)
φ−λεk2(rε)
+
Φ′ε,λε,λεk1(rε)
Φε,λε,λεk1(rε)
+ εΞε,λεk1(rε)
When λε > 0. Recall that, as observed after (2.4), λε = λε(expε,x0(r, ξ)) does not depend
on r. Thus, we regard it constant when we fix ξ. Then by integrating (3.7) in r with
applying this inequality, for 0 < r1 < r2 with (r2, ξ) ∈ D(x0), we obtain
Aε,x0(r2, ξ)
Aε,x0(r1, ξ)
≤Θ(λε, r2)
Θ(λε, r1)
, (3.8)
where
Θ(λ, r) :=rmin{1,λ
−1−1}φn−2−λk2(r)Φε,λ,λk1(r) exp
(
ε
∫ r
c
Ξε,λk1(s)ds
)
for some c > 0. Let f ∈ C∞0 (M) supported on expε,x0(tD(x0)) with f ≥ 0. It suffices
to show the integral of f by µ is larger than the integral of f by the right hand side of
(3.6), since the measure on the right hand side of (3.6) is supported on expε,x0(tD(x0))
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by definition. Let Gε : M → Geoε(M) be the map mentioned at the beginning of this
subsection for ν = µ¯A. Since ((exp
−1
ε,x0)♯µ)(tD(x0) \ tD(x0)) = 0, with keeping Remark 3.6
in mind, we have∫
M
f dµ =
∫
tD(x0)
f(expε,x0(r, ξ))Aε,x0(r, ξ) drdξ
=
∫
D(x0)
f(expε,x0(tr, ξ))tAε,x0(tr, ξ) drdξ
≥
∫
D(x0)
f(expε,x0(tr, ξ))
Θ(λε, tr)
Θ(λε, r)
Aε,x0(r, ξ) drdξ
=
∫
D(x0)
f(et(Gε(expε,x0(r, ξ))))
Θ(λε, tr)
Θ(λε, r)
Aε,x0(r, ξ) drdξ
=
∫
Geoε(M)
f(et(γ))µ(A)
Θ(λε, tℓ(γ))
Θ(λε, ℓ(γ))
(Gε)♯µ¯A(dγ).
Here the inequality follows from (3.8), and we have used µ(Cutε(p)) = 0 in the last
identity.
(2) Subdividing A by taking an intersection with annuli (with respect to d0), we may
assume that A is bounded. Then our claim may be studied only in a (closed) d0-ball of
sufficiently large radius. Let f ∈ C∞0 (M) with f ≥ 0. Following a naive idea, we apply
(3.6) to integrations of f and let ε ↓ 0 with the Fatou lemma. Indeed, the density of the
right hand side of (3.8) is non-negative. By the proof of (1), we may assume also that
Π in (3.6) is of the form (Gε)♯µ¯A. By Lemma 2.2, we have limε↓0 λε(x) = 1 µ-a.e. This
implies that limε→0 λε(Gε(x)) = 1. By (1), it is sufficient to take the limit of λε in Fatou’s
lemma. Note that ℓ(Gε(x)) = dε(x0, x) and hence ℓ(Gε(x)) → d0(x0, x) = ℓ(G0(x)) as
ε ↓ 0. Thus the conclusion follows once we have et(Gε(x)) → et(G0(x)) for µ-a.e. x.
Suppose x /∈ Cut0(x0). Let us take a decreasing sequence (εn)n∈N with εn → 0. Since dε
is non-increasing in ε,
dε1(x, et(Gεn(x))) ≤ dεn(x, et(Gεn(x))) = (1− t)dεn(x0, x).
Since the right hand side converges to (1 − t)d0(x0, x), (et(Gεn(x)))n∈N is a dε1-bounded
sequence. Thus there is a subsequence (εn(k))k∈N such that limk→∞ et(Gεn(k)(x)) exists.
We denote the limit by y. Then, for k < k′,
dεn(k)(x0, et(Gεn(k′)(x))) ≤ dεn(k′)(x0, et(Gεn(k′)(x))) = tdεn(k′)(x0, x),
dεn(k)(et(Gεn(k′)(x)), x) ≤ dεn(k′)(et(Gεn(k′)(x)), x) = (1− t)dεn(k′)(x0, x).
By letting k′ →∞ and k →∞, we have
d0(x0, y) ≤ td0(x0, x), d0(y, x) ≤ (1− t)d0(x0, x).
By the triangle inequality d0(x0, x) ≤ d0(x0, y)+ d0(y, x), both of the last two inequalities
must be equalities. Since x /∈ Cut0(x0), G0(x) is a unique minimal geodesic from x0 to
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x. Hence we have y = et(G0(x)). Thus the claim holds since the limit y is independent of
the choice of a subsequence and Cut0(x0) is of µ-measure zero.
We now recall the following definition (see [33, 41, 42]).
Definition 3.13. Let (X, δ, ν) be a metric measure space. Assume that for every x0 ∈ X
there exists a Borel set Ωx0 of full measure in X (that is ν(X \ Ωx0) = 0) such that any
point of Ωx0 is connected to x0 by a unique distance minimizing geodesic t → φt,x0(x),
t ∈ [0, 1], starting at x and ending at x0. We say that (X, δ, ν) satisfies the measure
contraction property MCP(0, N), N ≥ 0, if for every x0 ∈ X, t ∈ [0, 1] and Borel set U ,
ν(φt,x0(U)) ≥ (1− t)Nν(U).
Remark 3.14. On a N -dimensional Riemannian manifold, the measure contraction prop-
erty MCP(0, N) is known to be equivalent to non-negative Ricci curvature, see [33]. How-
ever, as the next corollary shows, on a N1-dimensional Riemannian manifold, the measure
contraction property MCP(0, N2) with N2 > N1 does not imply any Ricci lower bound
(such phenomenon was already observed by Rifford [36]).
As an easy consequence of Theorem 3.11, we deduce:
Corollary 3.15. Let (M,F , g) be a Sasakian foliation such that
KH,J ≥ 0, RicH,J⊥ ≥ 0.
Then, for every ε > 0, the metric measure space (M, dε, µ) satisfies the measure contrac-
tion property MCP(0, n+ 4). Moreover, the metric measure space (M, d0, µ) satisfies the
measure contraction property MCP(0, n + 3) and the constant n+ 3 is sharp.
This corollary is interesting because, as observed earlier in Remark 2.6, the Ricci tensor
of the metric gε for the Levi-Civita connection blows up to −∞ in the directions of the
horizontal space when ε→ 0. Such similar situations are pointed out in Lee [29].
Proof. Under the assumption, from Theorem 3.1 and Corollary 3.9, we have
∆Hrε ≤ 1
rε
min
{
1,
1
λε
− 1
}
+
n+ 2
rε
,
and
∆Vrε ≤ Ξε,0(rε) = 1
εrε +
r3ε
12
.
Therefore,
∆Hrε + ε∆Vrε ≤ 1
rε
min
{
1,
1
λε
− 1
}
+
n+ 3
rε
− rε
12ε+ r2ε
.
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As before, we deduce that for any A ∈ B(M) with µ(A) ∈ (0,∞), there exists a dynamic
optimal coupling Π from δx0 to µ¯A such that the following holds:
µ ≥ (et)♯
(
tn+3+min{1,λ
−1
ε −1}
√
12ε + ℓ(γ)2
12ε+ t2ℓ(γ)2
µ(A)Π
)
(3.9)
≥ (et)♯
(
tn+4µ(A)Π
)
.
Thus the former assertion holds. Letting ε→ 0 in (3.9) yields the latter result.
3.7 Horizontal Hessian comparison theorem for the sub-Riemannian dis-
tance
To conclude the paper, we comment on the Hessian comparison theorem in the case that
was let open, namely ε = 0. It does not seem easy to directly take the limit ε ↓ 0 in
Theorem 3.5. However, one can still prove some Hessian comparison theorem for the sub-
Riemannian distance with the aid of Theorem 3.11. For simplicity of the discussion, we
restrict ourselves to the case of non-negative horizontal sectional curvature and focus on
the worst possible direction in the Hessian comparison theorem.
We first prove the following slight improvement of Theorem 3.5, in the case k1 = k2 = 0.
Theorem 3.16. Let (M,F , g) be a Sasakian foliation. Let ε > 0. Assume that the hori-
zontal sectional curvature of the Bott connection is non-negative, namely for all horizontal
fields X,Y ,
〈R(X,Y )Y,X〉H ≥ 0.
Let x 6= x0 which is not in the gε cut-locus of x0. Let X ∈ TxM which is horizontal and
such that ‖X‖H = 1. Then, one has at x,
∇2Hrε(X,X) ≤
1
rε
+
〈X,∇Hrε〉2H
rε
+
1
4ε
rε‖T (X,∇Hrε)‖2V
1 + ‖∇Hrε‖
2r2ε
12ε
.
Proof. Let γ be the unique length parametrized geodesic connecting x0 to x. We consider
at x the vertical vector
Z =
1
2
T (X, γ′)
1 +
r2ε‖γ′‖2H
12ε
.
We still denote by Z the vector field along γ which is obtained by parallel transport of Z
for the Bott connection ∇. We will also still denote by X the vector field along γ which is
obtained by parallel transport of X ∈ TxM for the adjoint connection ∇ˆε = ∇+ 1εJ . We
now consider the vector field Y defined along γ by:
Y (t) = − 1
2ε
t(t− rε)JZγ′ + t
rε
X +
(
t− 1
2ε
(
t3
3
− 1
2
rεt
2
)
‖γ′‖2H
)
Z +
t2
2rε
T (γ′,X).
From Lemma 4.1 and the index lemma, one has
∇2Hrε(X,X) ≤
∫ rε
0
(
〈∇εγ′Y, ∇ˆεγ′Y 〉ε − 〈Rˆε(γ′, Y )Y, γ′〉ε
)
dt.
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We now observe that
〈Rˆε(γ′, Y )Y, γ′〉ε = 〈R(γ′, Y )Y, γ′〉ε − ‖T (Y, γ′)‖2ε
= 〈R(γ′H, YH)YH, γ′H〉H − ‖T (Y, γ′)‖2ε
≥ −‖T (Y, γ′)‖2ε .
Therefore we have
∇2Hrε(X,X) ≤
∫ rε
0
(
〈∇εγ′Y, ∇ˆεγ′Y 〉ε + ‖T (Y, γ′)‖2ε
)
.
A lengthy but routine computation yields∫ rε
0
(
〈∇εγ′Y, ∇ˆεγ′Y 〉ε + ‖T (Y, γ′)‖2ε
)
dt
=
1
rε
+
〈X,∇Hrε〉2H
rε
+
(
rε
ε
+
r3ε
12ε2
‖∇Hrε‖2H
)
‖Z‖2ε
+
1
2ε
‖T (X, γ′)‖2ε +
(
rε
ε
+
r3ε
12ε2
‖∇Hrε‖2H
)
〈Z, T (γ′,X)〉ε.
Using the fact that
Z =
1
2
T (X, γ′)
1 +
r2ε‖γ′‖2H
12ε
,
one gets∫ rε
0
〈∇εγ′Y, ∇ˆεγ′Y 〉ε + ‖T (Y, γ′)‖2ε =
1
rε
+
〈X,∇Hrε〉2H
rε
+
1
4ε
rε‖T (X,∇Hrε)‖2V
1 + ‖∇Hrε‖
2r2ε
12ε
.
The proof is then complete.
Observe that we always have
1
rε
+
〈X,∇Hrε〉2H
rε
+
1
4ε
rε‖T (X,∇Hrε)‖2V
1 + ‖∇Hrε‖
2r2ε
12ε
≤ 4
rε
and therefore
∇2Hrε(X,X) ≤
4
rε
.
We conclude with the following (non-optimal) sub-Riemannian Hessian comparison theo-
rem.
Theorem 3.17 (Sub-Riemannian Hessian comparison theorem). Let (M,F , g) be a Sasak-
ian foliation. Assume that the horizontal sectional curvature of the Bott connection is
non-negative. Let X ∈ Γ∞(H) be a smooth vector field such that ‖X‖H = 1. For x ∈
M \Cut0(x0), one has
∇2Hr0(X,X) ≤
4
r0
.
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Proof. A difficulty in the proof is that we have no topological information about the set
Cut0(x0) ∪n≥1 Cut1/n(x0), thus taking pointwise limits is made difficult. It is however
possible to bypass this difficulty by using optimal transportation tools.
Let x ∈ M \ Cut0(x0) and v ∈ Hx with ‖v‖ = 1. From Lemma 2.1, we know that
M \Cut0(x0) is an open set, so there exists an open set U containing x0 so that U ⊂M \
Cut0(x0). Then, there exists at least one minimal sub-Riemannian geodesic γ : [0, 1]→ M
such that γ0 = x and γ˙0 = v. We can assume that γ is included in U .
We denote z := γ1 and y := γ1/2. Let (εn)n∈N be a decreasing sequence with limn→∞ εn =
0. For a sufficiently small δ > 0, let A := B0(z, δ) and apply Theorem 3.11 (2) to this
choice of A. Then we can easily see that (et)♯Π ≤ Cµ for some constant C = C(t, δ) > 0
for each t. Since rεn is smooth a.e. for each n ∈ N, Fubini’s theorem implies that, for Π-
a.e. sub-Riemannian-minimal geodesics σ, rεn is twice differentiable at σt for each n ∈ N.
Then, for each h ∈ C∞0 ((0, 1)) with h ≥ 0, we have∫ 1
0
h′′(t)rεn(σt) dt = lim
η↓0
∫ 1
0
h(t+ η) + h(t− η)− 2h(t)
η2
rεn(σt) dt
= lim
η↓0
∫ 1
0
h(t)
rεn(t+ η) + rεn(t− η)− 2rεn(t)
η2
dt
=
∫ 1
0
h(t)∇2rεn(σ˙t, σ˙t) dt
≤ 4
∫ 1
0
h(t)
rεn(σt)
dt.
Now we take n→∞ in the last inequality, after integration by Π. Thus we obtain∫
Geo0(M)
∫ 1
0
h′′(t)r0(σt) dtΠ(dσ) ≤ 4
∫
Geo0(M)
∫ 1
0
h(t)
r0(σt)
dtΠ(dσ).
Let
r¯(t) := 4
∫
Geo0(M)
1
r0(σt)
Π(dσ).
Let g(t, s) := min{s(1 − t), t(1 − s)} be the Green function of −d2/ds2 on [0, 1] with the
Dirichlet boundary condition. Then we have∫ 1
0
h′′(t)
(∫ 1
0
g(t, s)r¯(s) ds
)
dt = −
∫ 1
0
h(t)r¯(t) dt,
and hence ∫ 1
0
h′′(t)
(∫
Geo0(M)
r0(σt)Π(dσ) +
∫ 1
0
g(t, s)r¯(s) ds
)
dt ≤ 0.
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Thus the distributional characterization of convex functions (see [40, Theorem 1.29] for
instance), yields that ∫
Geo0(M)
r0(σt)Π(dσ) +
∫ 1
0
g(t, s)r¯(s) ds
is concave since it is continuous in t. Thus we have
1
2
∫
Geo0(M)
r0(σ0)Π(dσ) +
1
2
∫
Geo0(M)
r0(σ1)Π(dσ)
≤
∫
Geo0(M)
r0(σ1/2)Π(dσ) +
∫ 1
0
g(
1
2
, s)r¯(s) ds.
Hence, by letting δ ↓ 0, and using the proof of Theorem 3.11 (2) , we obtain
1
2
r0(x) +
1
2
r0(z)− r0(y) ≤ 4
∫ 1
0
g(
1
2
, s)
1
r0(σt)
ds.
Then the conclusion follows by dividing the last inequality by d0(x, y)
2 and letting d0(x, y) =
d0(x, z)→ 0.
4 Appendix 1: Second variation formulas and index forms
In this appendix, for the sake of reference, we collect without proofs several formulas used
in the text. The main point is that the classical theory of second variations and Jacobi
fields (see [21]) can be reformulated by using a connection which is not necessarily the
Levi-Civita connection. To make the formulas and computations as straightforward and
elegant as for the Levi-Civita connection, the only requirement is that we have to work
with a metric connection whose adjoint is also metric.
Let (M, g) be a complete Riemannian manifold and∇ be an affine metric connection onM.
We denote by ∇ˆ the adjoint connection of ∇ given by
∇ˆXY = ∇XY − T (X,Y ),
where T is the torsion tensor of ∇. We will assume that ∇ˆ is a metric connection. This is
obviously equivalent to the fact that for every smooth vector fields X,Y,Z on M, one has
〈T (X,Y ), Z〉 = −〈T (X,Z), Y 〉. (4.1)
Observe that the connection (∇+ ∇ˆ)/2 is torsion free and metric, it is therefore the Levi-
Civita connection of the metric g. Let γ : [0, T ]→M be a smooth path on M. The energy
of γ is defined as
E(γ) =
1
2
∫ T
0
‖γ′(t)‖2 dt.
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Let now X be a smooth vector field on γ with vanishing endpoints. One considers the
variation of curves γ(s, t) = exp∇γ(t)(sX(γ(t))) where exp
∇ is the exponential map of the
connection ∇. The first variation of the energy E(γ) is given by the formula:∫ T
0
〈γ′,∇′γX + T (X, γ′)〉 dt =
∫ T
0
〈γ′, ∇ˆ′γX〉 dt = −
∫ T
0
〈∇ˆ′γγ′,X〉 dt.
As a consequence, the critical curves of E are the geodesics of the adjoint connection ∇ˆ:
∇ˆ′γγ′ = 0.
These critical curves are also geodesics for ∇ and for the Levi-Civita connection and thus
distance minimizing if the endpoints are not in the cut-locus. One can also compute the
second variation of the energy at a geodesic γ and standard computations yield∫ T
0
(
〈∇γ′X, ∇ˆγ′X〉 − 〈Rˆ(γ′,X)X, γ′〉
)
dt (4.2)
where Rˆ is the Riemann curvature tensor of ∇ˆ. This is the formula for the second variation
with fixed endpoints. This formula does not depend on the choice of connection ∇.
The index form of a vector field X (with not necessarily vanishing endpoints) along a
geodesic γ is given by
I(γ,X,X) : =
∫ T
0
(
〈∇γ′X, ∇ˆγ′X〉 − 〈Rˆ(γ′,X)X, γ′〉
)
dt
=
∫ T
0
(
〈∇γ′X, ∇ˆγ′X〉 − 〈R(γ′,X)X, γ′〉
)
dt.
If Y is a Jacobi field along the geodesic γ, one has
∇ˆγ′∇γ′Y = ∇ˆγ′∇ˆY γ′ = Rˆ(γ′, Y )γ′
because ∇ˆγ′γ′ = 0. The Jacobi equation therefore writes
∇ˆγ′∇γ′Y = Rˆ(γ′, Y )γ′. (4.3)
We have then the following results:
Lemma 4.1. Let x0 ∈ M and x 6= x0 which is not in the cut-locus of x. We denote by
r = d(x0, ·) the distance function from x0. Let X ∈ TxM be orthogonal to ∇r(x). At the
point x, we have
∇2r(X,X) = I(γ, Y, Y )
where γ is the unique length parametrized geodesic connecting x0 to x and Y the Jacobi
field along γ such that Y (0) = 0 and Y (r(x)) = X.
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Combining this with the index lemma yields:
Lemma 4.2. Let x0 ∈ M and x 6= x0 which is not in the cut-locus of x. Let X ∈ TxM.
At x, we have
∇2r(X,X) ≤
∫ r
0
(
〈∇γ′X˜, ∇ˆγ′X˜〉 − 〈Rˆ(γ′, X˜)X˜, γ′〉
)
dt
where γ is the unique length parametrized geodesic connecting x0 to x and X˜ is any vector
field along γ such that X˜(0) = 0 and X˜(r(x)) = X.
5 Appendix 2: Jacobi fields on Sasakian manifolds of con-
stant sectional curvature
In this Appendix, we compute the Jacobi fields of the metric gε on Sasakian manifolds
of constant sectional curvature. An important difference with respect to [11] is that we
work with the adjoint connection ∇ˆε = ∇ + 1εJ instead of the Tanaka-Webster (= Bott)
connection.
In this appendix, we assume that the Riemannian foliation on M is a Sasakian foliation.
As in Section 3, the Reeb vector field on M will be denoted by S and the complex structure
by J. We refer for instance to Chapter 2 in [45] for a discussion about Sasakian model
spaces from the point of view of sub-Riemannian geometry.
We use the notations of Section 3. For any vector field Y along γ, we will use Y ′ for the
covariant derivative with respect to ∇ˆεγ′ . Whenever we use the word parallel, it is with
respect to ∇ˆε. We identify vectors and their corresponding parallel vector field. We define
φµ, ψµ and Φµ as in Section 3
Lemma 5.1. Let R be the curvature of the Bott connection ∇ and assume that for some
k ∈ R,
〈R(v,w)w, v〉 = k‖v ∧ w‖2gH , v, w ∈ H.
Let γ : [0, r]→M be a geodesic of unit speed with respect to gε.
(a) Let Y be the Jacobi vector field along γ such that Y (0) = 0 and Y (r) = v0 ∈ Hγ(r).
Assume that γ′H 6= 0 and that v0 is orthogonal to Jγ′H and γ′H. Finally, if
µγ =
‖γ′H‖2g − 1
4ε
− ‖γ′H‖2gk < 0,
assume that
√−µγr < π. Then
Y (t) =
φµγ (t)
φµγ (r)
(
cos
(〈S, γ′〉gε(r − t)
2
)
v0 − sin
(〈S, γ′〉gε(r − t)
2
)
Jv0
)
. (5.1)
39
(b) Assume that γ is a horizontal curve. Let Y be the Jacobi vector field along γ such that
Y (0) = 0 and Y (r) = Jγ′H(r). If k > 0, assume that
√
kr ≤ π. Then
Cε = ψ
′
−k(r)
2 − ψ−k(r)ψ′′−k(r) + εrψ′′−k(r) > 0, (5.2)
and Y (t) is given by
Y (t) =
1
Cε
(
ψ′−k(r)ψ
′
−k(t) + (εr − ψ−k(r))ψ′′−k(t)
)
Jγ′(t)
+
1
Cε
(
ψ′−k(r)ψ−k(t)− ψ−k(r)ψ′−k(t) + ε(rψ′−k(t)− tψ′−k(r))
)
S(t).
(c) Let γ : [0, r] → M be vertical with r < 2π√ε. Then any Jacobi field Y with Y (0) = 0
and Y (r) = v0 ∈ Hx, is given by
Y (t) =
1
2
(
1− cos r√
ε
) ((1 + cos r − t√
ε
− cos r√
ε
− cos t√
ε
)
v0
−〈√εS, γ′〉gε
(
sin
r − t√
ε
− sin r√
ε
+ sin
t√
ε
)
Jv0
)
(5.3)
In fact, this is a Jacobi-field along all vertical geodesics on a Sasakian manifold without
any assumption on the curvature.
Proof. The Jacobi equation for a vector field Y is given by
0 = ∇ˆεγ′∇εγ′Y − Rˆε(γ′, Y )γ′
= Y ′′ − T (γ′, Y ′)− 1
ε
Jγ′Y
′ +
1
ε
JY ′γ
′ −R(γ′, Y )γ′ − 1
ε
JT (γ′,Y )γ
′. (5.4)
Define X = πHY and 〈Y, S〉g = F . Equation (5.4) then becomes
F ′′ = 〈Jγ′H,X ′〉g,
X ′′ = −k‖γ′H‖2gX + 〈S, γ′〉gεJX ′ −
1
ε
(
F ′ − 〈Jγ′H,X〉g
)
Jγ′H.
Note that C0 = F
′ − 〈Jγ′H,X〉g is constant and so C0Jγ′H is a parallel vector field.
(a) We assume that X is contained in the orthogonal complement of Jγ′H and γ
′
H which is
a parallel vector bundle along γ. Given this assumption and initial condition F (0) = 0,
we have F = C0t. From the condition F (r) = 0, we must have C0 = 0, and so X is a
solution of
X ′′ = −k‖γ′H‖2gX + 〈S, γ′〉gεJX ′.
Define Z = X + iJX. Then
Z ′′ + i〈S, γ′〉gεZ ′ + ‖γ′H‖2gkZ = 0.
40
The solution with initial condition Z(0) = 0 is
Z(t) = e−i〈S,γ
′〉gε t/2φµγ (t)(X0 + iJX0),
where X0 is some parallel vector field and
µγ = −
〈S, γ′〉2gε
4
− k‖γ′H‖2g = −
1− ‖γ′H‖2g
4ε
− k‖γ′H‖2g.
Using that Z(r) = v0 + iJv0 and taking the real part of Z, we get the result.
(b) If γ is horizontal, then we are left so solve
F ′′ = 〈Jγ′,X ′〉g,
X ′′ = −kX − 1
ε
C0Jγ
′.
Write X = fJγ′. Then C0 = F ′ − f and
f ′′ + kf = −1
ε
C0.
The solution, given the initial condition, is
f(t) = C1φ−k(t)− C0
ε
∫ t
0
φ−k(s)ds = C1ψ′′−k(t)−
C0
ε
ψ′−k(t),
for some constant C1. This means that
F (t) = C0
(
t− 1
ε
ψ−k(t)
)
+ C1ψ
′
−k(t).
Then we need to solve the equations C1ψ
′′
−k(r)−C0 1εψ′−k(r) = 1 and C0(r− 1εψ−k(r))+
C1ψ
′
−k(r) = 0. If Cε is as in (5.2), the solution is
C0 = −
εψ′−k(r)
Cε
, C1 =
εr − ψ−k(r)
Cε
.
To complete the proof, we need to show that the denominator is in fact non-zero.
However, this follows from the observation that
ψ′µ(r)
2 − ψµ(r)′′ψµ(r) = rψ′′µ(r)Ψµ(r/2),
so Cε = rψ
′′
µ(r)(Ψµ(r/2) + ε) = rφµ(r)(Ψµ(r/2) + ε).
(c) Define s = 〈√εS, γ′〉gε ∈ {−1, 1}. Since R(γ′, ·) = 0, when γ is vertical, we need no
assumptions on the curvature. The equation for a Jacobi vector field is now
F ′′ = 0,
X ′′ = 〈S, γ′〉gεJX ′ =
s√
ε
JX ′.
Define Z = X + iJX. With initial and final conditions, we have F = 0 and
Z(t) =
1− e−ist/
√
ε
1− e−isr/√ε (v0 + iJv0).
Taking the real part, the result follows.
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