A stronger concept of complete (exact) controllability which we call Trajectory Controllability is introduced in this paper. We study the Trajectory Controllability of an abstract nonlinear integro-differential system in the finite and infinite dimensional space setting. We will then discuss how approximations to these problems can be found computationally using finite difference methods and optimization. Examples will be presented in one, two and three dimensions.
Introduction
The concept of controllability (introduced by Kalman, 1960) leads to some very important conclusions regarding the behavior of linear and nonlinear dynamical systems. Most of the practical systems are nonlinear in nature and hence the study of nonlinear systems is important. There are various notions of controllability such as complete controllability [1] , approximate controllability [2] , exact controllability [3] [4] [5] [6] [7] , partial exact controllability [8] , null controllability [9] , local controllability [10] , constrained controllability [11, 12] and references cited in. A new notion of controllability, namely, Trajectory controllability (T-controllability) is introduced here for some abstract nonlinear integro-differential systems. In T-controllability problems, we look for a control which steers the system along a prescribed trajectory rather than a control steering a given initial state to a desired final state. Thus this is a stronger notion of controllability.
T-controllability problems for nonlinear integro and partial differential equations (PDE)s also offer a challenging computational problem. These parabolic problems generally require a more complicated implicit method for the numerical algorithm to be robust under different discretizations instead of the simpler explicit discretizations. n addition to offering varying challenges on how to accurately solve the PDEs for a given control, the problems also offered various challenges in how to optimize for the T-control. Assuming n control points per dimension, the discretized problem is an optimization problem in 2  in two dimensions and 3 n  ich can become computationally difficult quickly. We employed both gradient and non-gradient based approaches to solving these optimization problems.
n wh Under suitable conditions, the T-controllability of nonlinear system in finite dimensional case has been established in Section 2. Then the result is extended to infinite dimensional case in Section 3. We use the tools of monotone operator theory and set-valued analysis. We also use Lipschitzian and monotone nonlinearities with coercivity property in Section 3. In Section 4 we discuss how to approximate the solutions to these problems using finite difference discretization and numerical optimization. Examples are provided to illustrate our results. REMARK 1.1. In practical applications, controls are always in some sense of constrained. Recently Klamka [12] 
T-Controllability of Finite-Dimensional Systems
Consider the nonlinear scalar system
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for all . Here, is an function defined on
and the control belong to . Further, is a nonlinear function satisfying the Caratheadory conditions, i.e. f is measurable with respect to first argument and continuous with respect to second argument. Also, is a nonlinear function which also satisfies the Caratheadory conditions, where . , 
. Let   z t be a given trajectory in . We define a control function 
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Hence by Grownwall's inequality, it follows that     0.
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This proves T-controllability of the system (2.2). As remarked earlier in the above nonlinear system (2.2), the control   u t is appearing linearly. Let us now consider the case in which control as well as the state appear nonlinearly as in (2.1). We have following theorem. THEOREM 2.5. Suppose that
is coercive in the second variable, i.e.
(iii) The function f is Lipschitz continuous in the second and third variable, uniformly in t, i.e. there exist 1 0   and 2 0   such that 
Then the nonlinear system (2.1) is T-controllable. Proof: For each fixed u, the existence and uniqueness of the solution of the system (2.1) follow from the Lipschitz continuity of the functions f and g. Moreover, this solution satisfies the integral equation
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Let z   be the prescribed trajectory with   0 0 z x  . We want to find a control u satisfying
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The above equation can be written as
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Differentiating with respect to t, we get
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The Equation (2.5) can be written as
w t is the left hand side of (2.5).
The Equation (2.6) is a linear Volterra integral equation of the second kind and it has a unique solution w(t) for each given   0 w t (refer [13] Consider the multi-valued function
G t is nonempty for all t and upper semi-continuous. That is, 
then there exists a unique u such that . Note that the strong monotonicity implies coercivity.
If is coercive and monotonically increasing with respect to u, then it can be seen that and
The control term is continuous and coercive. One can now verify f and g as in Theorem 2.5 to get T-controllability of the above system.
T-Controllability of Infinite-Dimensional Systems
In this section we consider a nonlinear integro-differential system defined in infinite dimensional space and generalize the results of Section 2. Let H and U be Hilbert spaces and consider following nonlinear integrodifferential system.
where 
are nonlinear operators, where .
We make the following assumptions on (3.1). 
Assumptions [I] (i) Let
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which are differentiable and . We say that the system (3.1) is T-controllable if for any
a.e. We make the following additional assumptions on F and B.
Assumptions [II]
(i)
 
, , F t x y is Lipschitz continuous with respect to x and y, i.e. there exist constants 1 2 , 0
(ii)   , , G t s x is Lipschitz continuous with respect to x , i.e. there exists a constant 0 We now prove the T-controllability result for the system (3.1).
THEOREM 3.1. Under Assumptions [I] and [II], the nonlinear system (3.1) is T-controllable.
Proof: Let z be any trajectory in . Following the proof of the Theorem 2.5, we look for a control u satisfying 
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Equation ( : ,
Assumption [I(i)] assures that K is a bounded linear operator [16] . Also, it can be easily proved that n K is a contraction for sufficiently large n (refer [8, 14] 
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Then the system (3.1) is T-controllable.
Proof:
The proof follows from the fact that the condition (3.8) 
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The above system can be put into the form of (3.1) by defining    
Aw t w t  
for all where
is linear. The above system is T-controllable under the assumptions on F and G as in the theorem.
In the one dimensional case, say, , one can explicitly write 
t w t A t w t B t u t F t w t G t s w s s w w
where , , and A B F G IR n are as in (3.1) with H replaced by . Therefore Theorem 3.1 can be specialized for the system (3.9) in . The following theorem can be proved as in Theorem 2.5. 
It can be easily verified that the above system satisfies the hypotheses of Theorem 2, and hence it is T-controllable.
Numerical Results
After discussing the T-controllability of various first order systems we will describe a method to numerically approximate the trajectory control and illustrate the results of these methods applied to Examples 2.7, 3.6 and 3.4. Generally, optimal control problems are posed to minimize some functional of the control function and state variables. Methods for numerically approximating these are well established. See [18] [19] [20] for descriptions of how to compute these approximations. As we do not have any functional of control or state to minimize, we will pose this problem as an optimization problem constrained by the state equations. Let the trajectory control be defined by where F defines the differential equations, y is the solution to that equation for a given u, and tr is the desired trajectory. We will discretize the control in time,
x , where k defines the spatial dimension (we will consider ),
reducing the problem from the infinite dimensional problem of finding a to finding
and interpolating for in be-
tween these points. To get an approximate solution to the differential equation for a given control we will discretize it using various finite difference techniques.
After we convert our trajectory control problem in Equation (4.10) into a discretized continous uncontrained optimization problem, we can solve it using various optimization rountines. We used two optimization routines in this work. The first method was a quasi-Newton algorithm with a finite difference gradient and a line search as implemented by the Matlab function fminunc.m. The second is a non-gradient method, Nelder-Mead, which attempts to minimize the function over a stencil of points that is varied by a series of rules to control the stencil size and shape, as implemented in the Matlab function fminsearch.m. Both algorithms are outlined in [21] .
As this is a highly nonlinear optimization problem we will employ an interative type method of using these optimization routines. We attempted to use global type optimization routines with little success. The routine is as follows:
1) Pick an initial iterate defined over a coarse interval, i.e. are small. 1 2 2) Use a gradient optimization routine to find an approximate trajectory control. 
Integro Differential Equations
The first step in approximating the solution to Example 2.7 is to convert it to a higher order differential equation. This sytem can then be solved using any general method for numerically approximating the solution to initial value problems. We used a variable order multistep solver implemented in Matlab's ode15s.m. More details for this solver can be found in [22] and [23] . discretized. This results in a backwards difference scheme for the solution to the PDE. The resulting system equations are not now explictily defined for future, in time, in terms of past values of  ,  y x t . This results in a system of nonlinear equations for  ,  y x t in terms of past approximations. We solve this nonlinear system of equations at each time step using a trust-region dogleg method [26] as implemented by the Matlab function fsolve.m.
The same general methodology was employed for the two spatial dimensional case, however the computational time was greatly increased and it is more difficult to visualize the control and the solutions. The results for the target trajectory . This required 32.7 hours, resulting in a total of 47.8 hours for the total algorithm. The sum squared error over the 4000 mesh points was 0.1165. Giving an average absolute error of 0.0054 per mesh point. Note how close the PDE solution matches the desired trajectory as can be seen by in Figures 5 and 6. 
Concluding Remarks
In this paper sufficient condotions for T-controllability of semilinear integro differential system in finite and infinite dimension spaces are proved by using measurable The method presented here is quite general and covers wide class of semilinear dynamical control systems. Similar results may be proved and computed for second order systems and semilinear dynamical control inclusions with delay arguments.
