Abstract. In [SIAM J. Matrix Anal. Appl., 31 (2009), pp. 565-583] it was shown how a special (n + k) × (n + k) unitary matrix can be defined from any sequence of k vectors in C n having unit Euclidean norms. This unitary matrix can be called an augmented orthogonal matrix when applied in the analysis of any algorithm that seeks to compute k orthonormal n-vectors, but where the computed, then theoretically normalized, vectors
Introduction.
The so-called Modified Gram-Schmidt (MGS) method for computing a sequence of orthonormal vectors v 1 , v 2 , . . . in C n from a given sequence in C n is well known for its significant loss of orthogonality if used in finite precision computation. Following a comment by Sheffield [17] , Björck and Paige [1] proposed a class of matrices for analyzing the MGS method which showed just how this orthogonality was lost, and how it could be regained [1, 2] . In [9] Paige pointed out that the unitary variant (obtained by restriction to unit length vectors v j ) of the more general matrix in [1, Theorem 4 .1] could be applied to any sequence of unit length vectors v j , opening up the possibility of more complete analyses of any such orthogonalizing algorithms. The approach was applied in [10] to give a new stability result for the symmetric matrix tridiagonalization process proposed by Lanczos in [8] . A more complete history of the development of these ideas was given in [10, section 2.2].
The above unitary variant can be called an augmented orthogonal matrix when applied in the analysis of any algorithm that seeks to produce k orthonormal nvectors, but which significantly loses orthogonality. Theorem 3.1 here summarizes the relevant part of [1, Theorem 4.1], while Theorem 2.1 here summarizes the relevant part of [9, Theorem 2.1], which extends the original results in the directions required here. These augmented orthogonal matrices have several interesting properties, and we collect the new ones we have encountered here so that they can be easily referenced in the analysis of any relevant algorithm. Such results are needed, for example, to complete the analysis of the symmetric Lanczos process started in [10] , while the combined approach of the style of analysis in [10] with the results here would lead to a different analysis of MGS-GMRES (the MGS variant of GMRES by Saad and Schultz [14] ) than the analysis given by Paige, Rozložník, and Strakoš in [12] .
The MGS and MGS-GMRES methods orthogonalize each new vector against all the previous supposedly orthogonal vectors, and so are reasonably well behaved. As a result MGS applied to m × n linear least squares problems and MGS-GMRES applied to n × n linear systems of equations have been shown to be n-step methods in finite precision [1, 12] . They produce vectors which can quickly lose orthogonality, but the matrix having these vectors as columns can only become rank deficient at a satisfactory numerical solution to these problems. In contrast the symmetric Lanczos process [8] , the orthogonal bidiagonalization algorithm of Golub and Kahan [5] , and the orthogonal tridiagonalization algorithm of Saunders, Simon, and Yip (see [15, 6, 13] ) only orthogonalize against recent vectors, the remaining orthogonalizations being implicit. The supposedly orthonormal matrices can rapidly become numerically rank deficient, and the resulting analyses are much more difficult, encouraging this study of the theoretical properties of the concomitant augmented orthogonal matrices.
These augmented orthogonal matrices are in fact products of Householder matrices (unitary elementary Hermitians) and this work will add to previous results such as those given by Schreiber and Van Loan in [16] . The style of approach in [10] has also been applied by Paige, Panayotov, and Zemke in [11] to the unsymmetric matrix tridiagonalization process proposed by Lanczos in [8] . After k steps applied to an n × n unsymmetric matrix A this produces two n × k matrices V k and V k which ideally satisfy V H k V k = I, but which in practice rapidly lose biorthogonality. The understanding gained here could also ease the completion of that analysis.
We have only applied the results of this paper to general unit Euclidean norm vectors, and to the symmetric Lanczos process [8] , and so our comments on numerical behavior will largely be limited to these cases. However, we are confident that many of these comments will apply more widely, especially to the methods mentioned above.
Notation and terminology.
We will use " = " for "is defined to be", and "≡" for "is equivalent to". Let O n and I n denote the n × n zero and unit matrices, respectively, where e j will be the jth column of a unit matrix I. We will say Q 1 ∈ C n×k has orthonormal columns if Q H 1 Q 1 = I and write Q 1 ∈ U n×k . For singular values we will write σ(·), ordered σ 1 (B) ≥ σ 2 (B) ≥ · · · ≥ 0. We will denote the Frobenius norm by B F = trace(B H B), the Euclidean norm by v 2 = √ v H v, and the spectral norm by B 2 = σ max (B). We will write
{·} means "the real part of", N (B) denotes the null space of B, and B † denotes the pseudoinverse of B. For simplicity p j ∈ P i will mean that p j is a column of the matrix P i .
We will often index matrices by dimensional subscripts as in V k when the (k +1)st matrix can be obtained from the kth by adding a column, or a column and a row. This holds for V k ∈ C n×k and S k ∈ C k×k . Otherwise, we will use superscripts, as in Q (k) , and then subscripts will denote partitioning, as in
]. We will often omit the superscript · (k) (but not others, e.g., · (k+1) ) when the meaning is clear. We use "sut(·)" to give the matrix in parentheses with its lower triangle set to zero; thus sut(α) = 0 for a scalar α. To paraphrase the later result (2.3) where an important matrix S k will be defined, we will say there is no loss of orthogonality when S k 2 = 0, some loss of orthogonality when 0 < S k 2 < 1, and complete loss of orthogonality when S k 2 = 1. See also Remark 5.1 for the definitions of "zero triplets" and "unit triplets", and (6.10) for η 2 k .
Obtaining a unitary matrix from unit Euclidean norm n-vectors.
The next theorem was given in full in [9] . It allows us to develop a theoretical (n + k) × (n + k) unitary matrix Q (k) from any n × k matrix V k with unit Euclidean norm columns.
Theorem 2.1 (see [9, Theorem 2.1]). For integers n ≥ 1 and k ≥ 1, and
. . , k + 1, define the strictly upper triangular matrix S k as follows:
(where clearly I k ± S k and I k ± U k are always nonsingular). Then
Most importantly, S k is the unique strictly upper triangular k × k matrix such that
We also write
, where
One consequence of Theorem 2.1 is that while S k 2 < 1, S k 2 gives an indication of the overall loss of orthogonality in the (unit length) columns of V k ; see, e.g., [12 
n×k , and define
Then with S k as in (2.1) and the partitioning we use throughout this paper
Proof. Because it is useful here, we give a quick induction proof of how the form
Suppose there is equivalence up to k, then using (2.4)-(2.6),
completing the proof of this part.
Here we only consider unit length vectors v j , so the P j will always be orthogonal projectors. This is important for Q (k) 22 = P 1 · · · P k , but note how these projectors occur throughout (3.2). Note from (2.4)-(2.6) that Q (k+1) e k+1 is just Q
2 v k+1 with a zero inserted after the kth element, since from (2.4) and (2.5)
With the norm of the last column in (2.6) being unity, this also shows that
We note that the P j in (3.1) are Householder matrices (unitary elementary Hermitians; see, e.g., [7, section 5.1] ) when the v j are unit length vectors. This implies that Q (k) is a product of k Householder matrices of a particular form. The expression for Q (k) in (2.4) is a special case of the matrix in [1, Theorem 4.1], but the relationships of S k to U k were not realized in [1] . The relationships (2.1) and (I + U k )(I − S k )= I in (2.2) were first published by Giraud, Gratton, and Langou (see [4, (3.1) ]), where [4] extended ideas from [1] . It was also pointed out in [4, section 3.1] that S k is closely related to the T -factor of the YTY-representation derived by Schreiber and Van Loan in [16] for products of Householder matrices. For
The singular value decomposition (SVD) of S k .
When we first encountered S k in [1] we did not realize that it was meaningful for any sequence of unit length vectors. We did realize that there was a lot of structure in its elements (see (3.2)), but had only a very limited appreciation of what properties this led to. We now document several properties of the SVD of S k when it arises from a general matrix V k with unit length columns. This SVD is used throughout this paper, and turns out to be important for further work we intend to publish later.
LetŠ k be S k less its zero first column and last row, with SVDŠ k =W (k)Σ(k)P (k)H . This will be used in Remark 5.1 and later, but because we apply matrices of singular vectors to the right of n × k V k , we seek final results using the SVD of k × k S k rather than that ofŠ k , while maintaining the relationships (with obvious notation)
where this w
will always correspond to the added zero singular value in going fromŠ k to S k . Then we have the derived vector updates when k → k+1:
We often omit the superscript · (k) for readability, and write, e.g., S k = W ΣP H . We never omit other superscripts such as · (k+1) , so, e.g., W will always mean W (k) ,
3) we know that σ max (S k ) ≤ 1, and we will see that unit singular values are crucial in the analysis.
, and it will help to group and label the singular vectors of S k according to its unit and zero singular values.
The singular values σ j , 1 ≤ j ≤ k, of S k are arranged as follows:
These singular vectors of S k combine with (2.4) to reveal key properties of V k :
are defined by (4.7) and (4.8), and defined again in the following theorem. The first equality in each of (4.7) and (4.8) follows directly from the structure of Q (k) , and the second by applying (4.4). But the columns in each expression are orthonormal, giving the structure in the fourth expressions. Then,
This structure is very revealing, and is used to prove the following theorem.
Theorem 4.2 (range and null space of
). With the notation in Theorems 2.1 and 3.1 and
and the CS-Decomposition (CSD) [3, 18] of Q (k) is given by
22 can be expressed as
Proof. The results in (4.9) follow from (4.7), (4.8) , and the nonsingularity of Γ 2 and I − S k , while V and V are unitary because of the definition of V 0 and the unitary columns of (4.7) and (4.8). Then (4.10) follows since V k (P 1 − W 1 ) = 0 in (4.7), and from 
We will analyze the "input" vector v k+1 in terms of its components in the ranges of V . So both (4.7) and (4.8) are essential. An interesting example of the structure in V k arises from the finite precision Lanczos process [8] , where computations show that k n steps can create a large numerical rank deficiency in V k corresponding to many singular values of S k being unity to essentially machine precision. Equation (4.9) shows that k − m k ≤ n, so that if k > n, then S k has at least k − n singular values which are exactly 1.
For 
Proof. With the expression for s k+1 in (2.5) and using (4.4) and (4.8),
giving (4.14), then (4.16) holds since Γ 2 is positive definite, and (4.15) follows.
This corollary, especially (4.14), will help in section 8 to analyze the effect of v k+1 on orthogonality in terms of its components in the ranges of V 0 , V 2 , and V 3 . 
] give left and right singular vectors of S :
gives right singular vectors of S , and if
Proof. To prove (5.1), note from (4.4) that
, proving the first part of (5.1), then from (2.3) and e T j times this second equation
so that w 
1 , the unit (SVD) triplets of S k , and {0, w
3 , the zero triplets, then we have shown that any unit (or zero) triplet of S k implies there is a unit (or zero) triplet of all S having S k as leading principal submatrix. Singular vectors are not unique when there are repeated singular values, but we can always obtain an SVD of S with essentially the same unit triplets as S k , and essentially the same p j in each zero triplet as S k , for > k. We show this by advancing one step from the SVD ofŠ k to that ofŠ k+1 in (4.1). Suppose the SVD of S k has m k unit and n k zero triplets, then from (4.1) and (4.4) define
1š , so we then have (see (4.1) and Definition 4.1)
Here there is a unitary transformation diag(I k−n k , H (k)H ) from the left of the second expression (top right matrix) to transform it to the third, where from (5.4) and (4.14),
The fourth expression is obtained from the third by shifting the last column to become the (k−n k +1)st. Then the unitary transformations required to give the SVD of the central ((k−m k )−(n k −1))-square submatrix of the fourth expression (and so ofŠ k+1 , and thus of S k+1 via (4.1)) do not alter W
. We then permute so that any new unit or zero triplet will be added to the end of the previous ones inŠ k , ensuring that earlier unit and zero triplets ofŠ k will have more trailing zeros. We will use this structure from now on.
We have shown that each singular vector of a unit triplet ofŠ k will simply have zeros appended to it to become a singular vector of laterŠ , > k, and similarly for the columns ofP 
, 0], and the results follow from the transformations in (5.5) as follows. If m k+1 = m k , thenW
], proving line 1. Then line 2 follows from
s k+1 = 0, so that ρ (k) = 0, and line 4 follows from (4.2) and (5.9)
Example 5.1. It is possible that m k+1 = m k +1 and n k+1 = n k +1 simultaneously:
It can be shown here that v 3 = e 2 ∈ Range( V
2 ), see item 3 in Table 1 .
Properties of Q (k)
22 in (2.4). We repeat the useful (4.13) here for ease:
If V k has all orthonormal columns, then from (2.1) F ≈ 0 we can show that the Ritz approximations are very accurate. It also follows from the augmented stability result in [10] that all the eigenvalues of A whose eigenvectors have nonnegligible components in v 1 have been well approximated, so we need to understand how Q
n×n , and since Q 
is an orthogonal projector which is sporadically decreasing in rank.
Also with Definition 4.1 and the notation in Theorem 4.2,
Proof. Equations (6.2)-(6.4) follow directly from (6.1) and the properties of the pseudoinverse. Then (6.5) follows from (6.1), (4.8), and (4.7). For example,
Since it can be important that Q consider the eigenvalues λ (4.6) , and λ
In all cases the squared Frobenius norm of Q (k) 22 decreases each step as follows:
Proof. Equation (3.3) shows that
which together with Weyl's inequalities (see, e.g., [19, pp. 102 and 104]), yields
proving (6.6). Next, (6.12) leads to
proving (6.7). The first equality in (6.10) follows from (6.13), the second from (3.5), and the third from (6.1), then (6.11) follows with (4.12). The first implication in (6.8) follows from (3.5), the second from (3. (2.4) ) proving the first part of (6.9). The second part also follows from the form of Q (k) in (2.4).
7.
Effectiveness of v k+1 . We will consider two obvious ways of measuring the effectiveness of v k+1 in contributing to orthogonality, and show their relationship.
Let θ = θ(v k+1 , V k ) be the acute angle between v k+1 and Range(V k ), then an indicator of the lack of orthogonality in v k+1 is cos 2 θ. We can, therefore, consider sin 2 θ as an indicator of the effectiveness of v k+1 in contributing to orthogonality.
3 ]), then cos θ = P V k v k+1 2 , and from (4.15) with v
However, we saw in section 6 that it can be meaningful for Q 22 2 F to decrease as fast as possible, and then η 2 k+1 in (6.10) is the desired measure of effectiveness, where
Thus η 
These implications lead to Table 1 , which gives the values of m k+1 and n k+1 resulting from the possible nonzero projections of v k+1 on the ranges of V 0 , V 2 , and V 3 , where
3 ] is unitary; see (4.9). For example, item 1 is equivalent (8.20) . Table 1 can also be derived from observations on (5.5)-(5.7) with (4.1). 
Item
v k+1 has nonzero components only in:
We will use this table to divide the analysis into four cases: items 1, 2, and 3, items 3, 4, and 5, item 6, and finally item 7. Item 3 appears twice, once for n k+1 = n k +1 and once for m k+1 = m k + 1, while for items 6 and 7 only the dimensions of Σ (k) 2 increase. Where possible, the following case descriptions will use the central block in the last matrix of (5.5) to find the contributions of v k+1 to the orthonormal matrices V
, and V (k+1) 3
. All the results here assume (4.1) and the construction in Remark 5.1, and we will take the decrease η 
then V 3 and V 3 are each updated with one new column as follows:
is the desired new vector inserted into V 3 to produce orthonormal V has one more column than V 3 . With (4.8), (4.3) shows that V
, v k+1 ], and since n k+1 = n k + 1, (5.9) proves (8.4), so that V 3 gives the first n k columns of V (k+1) 3
. Similarly (4.7), (4.3), and (5.9) prove (8.5), where
e n k in (8.5) and (8.6), note from (6.4) and (3.3) that
has orthonormal columns, so that V
e n k 2 = 1. Thus with (6.3) and (6.2) we obtain (8.6) via
It might seem strange that (8.4) implies v k+1 ⊥ v k , but from (4.3) V 3 e n k = v k , and the criterion for case 1 is v k+1 ⊥ Range( V 3 ), so it is necessarily true for case 1.
(see (8.4) ), while the vector V k+1 p (k+1) k with a relatively larger component of
is an already developing orthonormal set. This suggests that [ V 2 , V 3 ] might be the more useful set of "output" vectors in applications of this theory than [ V 2 , V 3 ], which is so useful for examining the components of the "input" vector v k+1 .
Note that in case 1, both V 3 and V 3 just have one column added, while V 2 and V 2 are altered without an increase in their number of columns (this number will decrease if v k+1 ∈ Range( V 2 ) as in item 3 of Table 1 , see section 8.2 below). Since S k+1 has one more unit singular value than S k , we derive the corresponding right and left unit singular vectors and the resulting (redundant) derived vectors. 
while hopefully maximizing the orthonormality rank( V 3 ) = rank( V 3 ); see (4.7)-(4.8). The cases we have treated in this section help us to understand how any given v k+1 will contribute to this. We can see from Theorem 8.4 that when s k+1 = 0, the ideal case, the new vector v k+1 ⊥ V k , becomes a new unit norm column of both V
which leads to (9.3) for p j ∈ P 2 . If σ j = 0, then p j ∈ P 3 , and (9.3) follows from (9.2). For any column p j of P ,
and x = 0 ⇒ (P − W Σ)x = (I − S k )P x = 0, proving (9.4). Remark 9.1. Note the structure that follows from the SVD of S k . For all j = 1, . . . , k we have V k w j 2 = V k p j 2 , but with m k unit and n k zero singular values there is the additional information that V k w j = V k p j for j = 1, . . . , m k ; (1−σ j )/(1+ σ j ) ≤ V k w j 2 = V k p j 2 ≤ (1+σ j )/(1−σ j ) for j = m k +1, . . . , k−n k ; and V k w j 2 = V k p j 2 = 1 for j = k −n k +1, . . . , k, where these are exact since S k is a theoretical construct. We see from (9.2) that σ j = 1 ⇒ V k w j = V k p j , but (9.3) gives no useful bounds on V k p j 2 in this case. This is understandable in general because of the indeterminacy of the SVD for repeated singular values. When σ j = 1, corresponding to rank deficiency of V k , the special case of Theorem 8.4 (see (8.24) ) gives the only useful bounds so far for the column lengths of V k P 1 and V k W 1 . It might not be possible, but if σ j < 1 and V k w j = V k p j , then since each column of (4.7) has unit length, 1 = σ 2 ) is quite regularly seen to be very small, so we derive some bounds in terms of this. Σ 
2σ j 1+σ j ≤ 2 trace(Σ 2 ). (9.10) Proof. From (4.4) we have P H S k P = P H W Σ, so 0 = trace(S k ) = trace(P H S k P ) = trace(P 
proving (9.8). Next (9.9) follows from (9.8) and (9.2) since then k = m k + n k = V k P 1 22 → 0 is related to the columns of S k . In section 7 we proposed two measures of the effectiveness of v k+1 in contributing to orthogonality, while in section 8 we investigated what this v k+1 actually does. We showed how it affected the rank deficiency m k+1 of V k+1 and the number n k+1 of zero singular values of S k+1 (see Table 1 ) and then looked at the orthogonal and redundant vectors resulting from v k+1 .
We continued in section 9 by obtaining some lower and upper bounds on the length of vectors V k w j and V k p j . Since these are closely related questions, we showed how various bounds can be obtained via the nonunit singular values of S k . Finally, in section 10 we investigated what happens when rank(V k )= n and when Q (k) 22 = 0.
