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CLASSIFICATION OF TIGHT HOMOMORPHISMS
O. HAMLET AND M. B. POZZETTI
Abstract. A totally geodesic map f : X1 → X2 between Hermitian
symmetric spaces is tight if its image contains geodesic triangles of
maximal area. Tight maps were first introduced in [BIW09], and were
classified in [Ham13, Ham14, HO14] in the case of irreducible domain.
We complete the classification by analyzing also maps from reducible
domains. This has applications to the study of maximal representa-
tions and of the Hitchin component for representations in the groups
Sp(2n,R).
1. Introduction
When X is a Hermitian symmetric space it is possible to use the Käh-
ler form ω of X to define an invariant of triples of points (x0, x1, x2) in
X : the area, measured according to ω, of any totally geodesic triangle hav-
ing x0, x1, x2 as vertices. This invariant, that will be denoted by βX in
what follows, was studied by Domic and Toledo [DT87] in the case of clas-
sical domains and by Clerc and Ørsted [CØ03] in the general case, who
show that, denoting by rk(X ) the real rank of the symmetric space, it holds
|βX | < pirk(X ) and the latter inequality is sharp. Here and in the following
the Riemannian metric on a Hermitian symmetric space will always be nor-
malized in such a way that its minimal holomorphic sectional curvature is
equal to -1.
If now X1 and X2 are two Hermitian symmetric spaces, it becomes an
interesting problem to determine if there exists a totally geodesic map f :
X1 → X2 with the property that
sup
(x0,x1,x2)∈Im(f)3
|βX2(x0, x1, x2)| = sup
(y0,y1,y2)∈X 32
|βX2(y0, y1, y2)|
or if there is some geometric obstruction that excludes that the image of f
encompasses triangles of all the possible two dimensional area.
The class of maps for which the equality holds, the so called tight maps,
was first singled out by Burger, Iozzi and Wienhard in [BIW09], where a
number of interesting geometric properties of those maps were established:
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we mention here that the image of X1 is a symmetric space with compact cen-
tralizer, and f extends to a continuous map between the Shilov boundaries
of the symmetric spaces. If we denote by D the Harish Chandra realization
of a Hermitian symmetric space X as a bounded domain in a complex affine
space, and by G its isometry group, the Shilov boundary of X is the unique
closed G-orbit in the topological boundary of D.
The form ω only measures area in the complex directions. Therefore if
f : X → Y is a totally real subspace then the function βY vanishes on
the image of f . More generally, given the close relation of tight maps with
properties of the Kähler form, one might expect that tight maps need to be
holomorphic. This is not always the case: it was shown in [BIW09] that
the totally geodesic map equivariant with the irreducible representation of
sl(2,R) in sp(2n,R) is tight but not holomorphic. However the first author
proved in his thesis [Ham14, HO14] that this is the only simple exception:
if X is irreducible and not the Poincaré disc, and f : X → Y is a tight map,
then it is holomorphic. The first main result of the paper generalizes this
statement to reducible domains:
Theorem 1.1. Let g, h be Hermitian Lie algebras, assume that no simple
factor of g is isomorphic to su(1, 1) and ρ : g → h is a homomorphism
whose associated totally geodesic map f is tight and positive. Then f is
holomorphic.
In their study of tight homomorphisms between Hermitian Lie groups,
Burger, Iozzi and Wienhard introduced the Hermitian hull of a subspace X
of the Hermitian symmetric space Y. This is the smallest holomorphically
embedded Hermitian symmetric subspace H(X ) of Y containing X . Simi-
larly, whenever ρ : g → h is a homomorphism, we will denote by H(ρ) the
smallest holomorphically embedded Hermitian subalgebra of h containing
ρ(g). If X is the symmetric space associated to g, and f is the totally ge-
odesic map that is ρ-equivariant, the Lie algebra H(ρ) corresponds, under
the natural correspondence between subalgebras and symmetric subspaces,
to H(f(X )). Our second result is the explicit description the Hermitian hull
of a tight map (a Lie algebra homomorphism will from now on be said to be
tight, positive, holomorphic, if the corresponding totally geodesic map is):
Theorem 1.2. Let g = su(1, 1)l ⊕ g1 ⊕ . . . gk be a Hermitian Lie algebra,
with gi not isomorphic to su(1, 1) and of noncompact type. Let ρ : g → h be
an injective, positive, tight homomorphism, and assume further that h has
no simple factor isomorphic to e7(−25). Then
(1) the Hermitian hull H(ρ) is of the form
H(ρ) =
l⊕
j=1
nj⊕
l=1
sp(2mjl,R)⊕ g1 ⊕ . . .⊕ gk,
(2) the inclusion H(ρ)→ h is holomorphic and tight,
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(3) the homomorphism ρ : g → H(ρ) is a direct sum of irreducible rep-
resentations on the su(1, 1) factors and identifications on the factors
gi.
In [Ham13] the first author described all possible tight holomorphic ho-
momorphisms between Hermitian Lie algebras. Combining that description
with the result of Theorem 1.2 we obtain, in the last section, complete lists
of all the tight embeddings between Hermitian Lie algebras:
Theorem 1.3. The lists in Section 5 provide an exhaustive list of all tight
embeddings between Hermitian Lie algebras with the possible exception of
some homomorphisms with values in e7(−25).
The main difference between the lists in our last section and the ones in
[Ham13] is that, instead of referring to root subsystems, we give an elemen-
tary description of all the homomorphisms involved, that can be directly
used in applications.
The necessity of removing from the main theorem of [Ham14] the irre-
ducibility hypothesis on the domain is not just an academic exercise. One of
the most notable applications of tight maps is to the study of maximal rep-
resentations. These are interesting and well studied lattice homomorphisms.
To be more precise, if Γ denotes a lattice in a Hermitian Lie group G, H
another Hermitian Lie group, a homomorphism ρ : Γ → H is a maximal
representation if it satisfies some cohomological hypothesis that should be
thought of as a generalization of a property characterizing homomorphisms
associated to points in the Teichmüller component [BIW10, BGPG06]. It is
shown in [BIW10] that if ρ : Γ → H is a maximal representation, then the
Zariski closure L of ρ(Γ) is a reductive Hermitian Lie group whose associated
symmetric space Y is tightly embedded in the symmetric space associated
to H. However, in general Y is not irreducible, it is therefore important to
understand tight homomorphisms from reducible domains.
As a corollary of our work we get restrictions on the subgroups of H that
can arise as Zariski closure of the image ρ(Γ) of a maximal representation.
This can, in turn, be used to deduce properties of maximal representations:
for example the description of tightly embedded subalgebras of su(m,n)
carried out in the last section of this paper is used in [Poz14] to deduce
rigidity results for maximal representations of complex hyperbolic lattices in
SU(m,n).
When G is Sp(2m,R), that is the only family of Hermitian Lie groups that
are also split Lie groups, the Hitchin component of Hom(Γg, G) consists only
of maximal representations. This implies that if ρ : Γg → Sp(2m,R) is a rep-
resentation in the Hitchin component, and H = ρ(Γ) Z is the Zariski closure
of the image, then the Lie algebra h belongs to the list of possible tightly em-
bedded subalgebras of sp(2m,R) determined in Section 5. Homomorphisms
ρ : Γg → Sp(4,R) that belong to the Hitchin component parametrize prop-
erly convex foliated projective contact structures on the unit tangent bundle
of a surface [GW08]. In this case our result imposes strong restrictions on
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the possible Zariski closure of the image of ρ (that can only be SU(1, 1),
SU(1, 1)2 or Sp(4,R)). This restricts the possible geometric structures com-
patible with convex foliated real projective structures.
Structure of the paper. In Section 2 we recall the results we will need
about linear representations of Lie algebras, complex and quaternionic linear
algebra and tight homomorphisms. In Section 3 we describe some branching
arguments: if the target is either su(m,n) or so∗(2p), then one can use some
orthogonal decomposition of Cm+n (resp. Hp) into irreducible modules to
split a tight homomorphism into a direct sum of easier homomorphisms that
can be well understood. In Section 4 we deduce Theorems 1.1 and 1.2 from
the branching argument of Section 3. In Section 5 we combine Theorem
1.1 and 1.2 with the classification of tight holomorphic homomorphisms in
[Ham13] to give an explicit description of all tight homomorphisms with
codomain different from e7(−25).
2. Preliminaries
2.1. (Linear) representations of Lie algebras. Let ρ : g → su(m,n) be
a homomorphism, and let us consider the associated linear representation ρ
of g on Cm+n that is obtained by composing ρ with the standard inclusion
su(m,n)→ gl(Cm+n). A subspace V of Cm+n is ρ(g)-invariant if ρ(X)v ∈ V
for each v in V and X in g. The linear representation ρ is irreducible if the
only ρ(g)-invariant subspaces are {0} and Cm+n.
If g is Hermitian, it is in particular a reductive Lie algebra, and hence it
follows fromWeyl’s theorem [Hum72, Theorem 6.3] that every representation
of g can be decomposed, uniquely up to conjugation in gl(Cm+n), as a direct
sum of irreducible representations. This means that there exists a ρ(g)-
invariant decomposition Cm+n = V1⊕ . . .⊕Vk and homomorphisms ρi : g→
gl(Vi) such that ρ = i ◦ ⊕ρi where i : ⊕gl(Vi) → gl(C
m+n) is the inclusion
induced by the splitting.
It is well known that it is possible to classify irreducible linear represen-
tations of simple Lie algebras in terms of the associated weights. How-
ever, it is important to keep in mind that two different homomorphism
ρi : g → su(m,n) can be conjugate in gl(C
m+n) without being conjugate
in su(m,n), and even worse, the notion of tightness is not well defined for
conjugacy classes of linear representations (see [Ham14, Section 4.3] for more
details).
In the case of reducible Lie algebras l = l1 ⊕ l2, if ρ
i : li → gl(Vi) are
representations, the tensor product representation ρ1⊠ρ2 : l1⊕ l2 → gl(V1⊗
V2) is defined by the expression
ρ1 ⊠ ρ2(l1, l2)(v1 ⊗ v2) = ρ
1(l1)v1 ⊗ v2 + v2 ⊗ ρ
2(l2)v2.
It is well known that every irreducible linear representation ρ : l1 ⊕ l2 →
gl(Cm+n) can be uniquely expressed as ρ1 ⊠ ρ2 for some irreducible repre-
sentations ρi : li → gl(Vi). Moreover we have:
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Lemma 2.1. Let ρi : li → gl(Vi) be representations. If the decomposition of
ρi in irreducible representations is ρi = ⊕
ni
j=1ρ
j
i , then the decomposition of
ρ1 ⊠ ρ2 in irreducible representations is
⊕n1
j=1
⊕n2
l=1 ρ
j
1 ⊠ ρ
l
2.
Proof. This follows from the definition of the tensor product representation.

Let us now denote by h be the standard Hermitian form of signature
(m,n) on Cm+n, that defines the algebra su(m,n). A subspace V of Cm+n
is nondegenerate if the restriction of of the form h to V has trivial radical:
i.e. there is no vector that is orthogonal, with respect to h, to the whole
space. Let us now fix a homomorphism ρ : g→ su(m,n). Assume that there
exists a ρ(g)-invariant orthogonal decomposition Cm,n = V1⊕. . . Vk where the
restriction of h to Vi is nondegenerate and has signature (mi, ni). In this case
it is easy to check that the representation ρ can be written as ρ = ι◦⊕ρi where
ρi : g → su(mi, ni) are homomorphisms and ι : ⊕su(mi, ni) → su(m,n) is
the inclusion associated to the splitting Cm,n = V1 ⊕ . . . Vk. However this is
not always the case as exploited in the following example:
Example 2.2. Let us consider the homomorphism ρ : gl(C2) → su(2, 2)
given by X 7→
[
Xa Xh
Xh Xa
]
where Xa = X∗ −X is the anti-Hermitian part of
the matrix X and Xh = X +X∗ is the Hermitian part. The only ρ(gl(C2))-
invariant subspaces of C2 are 〈e1 + e3, e2 + e4〉 and 〈e1 − e3, e2 − e4〉, but
both subspaces are isotropic for the form h defining su(2, 2).
We will say that a Lie algebra homomorphism ρ : g → su(m,n) is irre-
ducible if the associated linear representation is.
We denote by H the division algebra of quaternions, that is the 4 di-
mensional real vector space with base {1, i, j, k} together with the unique R
bilinear multiplication satisfying i2 = j2 = k2 = ijk = −1, and we fix the
identification of C2 with H by the right C linear map (x, y) 7→ x+ jy.
If V is a finite dimensional right module over the quaternions, we denote
by glH(V ) the algebra of (right) H-linear endomorphisms of V . We moreover
denote by H a nondegenerate, quaternionic valued, antiHermitian form on
V : this means that for each a, b in H and each v,w in V we have
H(va,wb) = bH(v,w)a = −H(wb, va).
It is well known (cfr. [Sat80, Pages 277-278]) that one of the realizations of
the algebra so∗(2p) is as the subalgebra of glH(H
p) preserving the form H.
Let now ρ : g→ so∗(2p) be a homomorphism. A quaternionic submodule
W of Hp is ρ(g)-invariant if ρ(g)w ∈W for all w in W , and is irreducible as
a quaternionic module if the only ρ(g)-invariant quaternionic submodules of
W are W and {0}. We will say that a homomorphism ρ : g→ so∗(2p) is an
irreducible quaternionic representation if Hp is an irreducible quaternionic
module.
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The C linear identification of C2 with H has inverse the map a + ib +
jc + kd 7→ (a + ib, c − id). The standard inclusion τ : so∗(2p) → su(p, p) is
obtained by identifying Hp with C2p in the way explained above by forgetting
the possibility of multiplying by j, and by realizing that the antiHermitian
form H can be written as ih+ jT where h is a Hermitian form of signature
(p, p) and T is an orthogonal form (cfr. [Sat80, Pages 277-278]).
Let now ρ : g → so∗(2p) be an irreducible quaternionic representation. It
is not always true that the composition τ ◦ ρ : g → su(p, p) is irreducible:
for example the composition of the tight embeddings su(p, p) → so∗(4p) →
su(2p, 2p) gives a diagonal embedding, that is clearly not irreducible (cfr.
Section 5 for more details). Similarly we have:
Lemma 2.3. Let ρ : g→ so∗(2p) be a homomorphism. And let V < C2p be
an irreducible complex module. Then either V is a quaternionic submodule
of Hp or V and V j are disjoint and anti-isomorphic.
Proof. It follows from the formula we gave for the identification of H with C2
that the right multiplication by j on Hp induces an antilinear map J : C2p →
C2p that commutes with all the elements of τ ◦ ρ(g) since ρ(g) is contained
in the algebra of quaternion linear endomorphisms of Hp. In particular if V
is a vector subspace of C2p, then JV is a vector subspace of C2p that is anti-
isomorphic to V . This means that if the restriction of h to V has signature
(m,n), then the restriction to JV has signature (n,m). Moreover, whenever
V is an irreducible τ ◦ρ(g)-module, we get that V ∩JV is a τ ◦ρ(g)-submodule
that is hence equal either to V or {0} by irreducibility. If V ∩ JV = V we
get that V is a quaternionic module. Otherwise V and JV are disjoint and
anti-isomorphic. 
2.2. Tight homomorphisms. Recall from the introduction that we denote
by βX the Bergmann cocycle, that is defined as
βX (x0, x1, x2) =
∫
∆(x0,x1,x2)
ω
where ω denotes the Kähler form of the symmetric space X whose Rie-
mannian metric is normalized so that it has holomorphic sectional curvature
bounded below by -1, and the notation ∆(x0, x1, x2) stands for any geodesic
triangle with vertices (x0, x1, x2). It was proven in [DT87, CØ03] that the
norm of the Bergmann cocycle satisfies ‖βX ‖ = pi · rk(X ).
Definition 2.4. A totally geodesic map f : X → Y is tight if and only if
‖f∗βY‖∞ = ‖βY‖∞.
A fundamental tool in the study of tight homomorphisms is continuous
bounded cohomology. Recall that if G is a locally compact group the contin-
uous bounded n-cochains of G is the Banach module consisting of functions
Cncb(G,R) = {f : G
n+1 → R| f is continuous and bounded}
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endowed with the supremum norm and the G-action by diagonal multipli-
cation. The continuous bounded cohomology of G, H∗cb(G,R), is the co-
homology of the subcomplex (Cncb(G,R)
G, d) consisting of G-invariant func-
tions. Continuous bounded cohomology of locally compact groups was in-
troduced in [BM99] where a number of fundamental results were proven,
including that, in degree 2, the norm on C2cb(G,R) induces a Banach norm
on H2cb(G,R), that is normally known as the Gromov norm, and denoted by
‖ · ‖∞. Moreover, in degree 2, the following holds:
Theorem 2.5 ([BM99]). Let G be a semisimple Lie group with finite center
and no compact factor, and let X be the associated symmetric space. It holds
Ω2(X ,R)G = H2cb(G,R).
This says that the second bounded cohomology of a semisimple Lie group
is generated by the Kähler forms of the irreducible factors of the associated
symmetric space that are of Hermitian type. If G is a Hermitian Lie group,
we will denote by κbG the bounded Kähler class: the class in H
2
cb(G,R) that
corresponds to the Kähler form of the symmetric space. We notice here that
if G is semisimple and can be decomposed as G = G1× . . .×Gk then it holds
κbG = κ
b
G1
+ . . .+ κbGk . The Gromov norm of the Kähler class was computed
by Domic and Toledo for classical domains and by Clerc and Ørsted for
general cases:
Theorem 2.6 ([DT87, CØ03, BIW09]). Let G be a Hermitian Lie group of
real rank n. Then
‖κbG‖∞ = npi.
Any totally geodesic map f : X → Y between symmetric spaces corre-
sponds to a homomorphism ρ : G → H between the associated isometry
groups (possibly replacing G by a covering group). A crucial observation of
[BIW09] is the following equivalent characterization of tightness for a totally
geodesic map f in term of metric properties of the pullback map in bounded
cohomology associated to the homomorphism ρ:
Proposition 2.7 ([BIW09, Proposition 6]). Let X ,Y be Hermitian symmet-
ric spaces with isometry group G,H. Let f : X → Y be a totally geodesic
map, and let ρ : G → H be the corresponding group homomorphism. Then
f is tight if and only if
‖ρ∗κbH‖∞ = ‖κ
b
H‖∞.
We will often use Proposition 2.7 and switch between these two charac-
terizations of tight maps. Moreover, using the correspondence between Lie
algebra homomorphisms dρ : m→ g, totally geodesic maps fρ : X → Y, and
Lie group homomorphisms ρ :M → G, we will say that a homomorphism ρ is
holomorphic if the associated totally geodesic map is holomorphic. Similarly
we will say that a Lie algebra homomorphism dρ : m→ g is tight if its asso-
ciated totally geodesic map, or equivalently, its group homomorphism, is. A
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totally geodesic map f : X → Y is positive if for any triple (x0, x1, x2) ∈ X
3
with βX (x0, x1, x2) > 0 we have βY(f(x0), f(x1), f(x2)) ≥ 0, and strictly
positive if the strict inequality holds. This property has a bounded coho-
mological counterpart: let ρf : G → H be the group homomorphism as-
sociated to f . It is easy to check that if the group G splits as a product
G = G1 × . . .×Gk, and ρ
∗
f (κ
b
H) =
∑
αiκ
b
Gi
then the map f is positive if all
αi are greater than or equal to 0 and is strictly positive if all αi are strictly
positive.
An important geometric feature of any Hermitian symmetric space X is
that the maximal flats can be complexified to obtain a holomorphic and
isometric embedding of rk(X ) copies of the Poincaré disc, Drk(X ) → X .
These subspaces are called polydiscs and are all conjugate under the action
of the isometry group of X .
Definition 2.8. A diagonal disc is the composition of the diagonal inclusion
of the Poincaré disc in Drk(X ) and a maximal polydisc.
It is easy to check that a diagonal disc is an example of a tight map:
indeed since the inclusion f of a polydisc in X is holomorphic and isometric,
one gets that f∗ωX = ωDrk(X) and moreover it is easy to check that, denoting
by ∆ the diagonal inclusion, one gets ∆∗ωDrk(X) = rk(X )ωD. This implies
that:
sup
(x0,x1,x2)∈Im(d)3
|βX (x0, x1, x2)| = rk(X )pi, sup
(y0,y1,y2)∈D3
|βD(y0, y1, y2)| = ‖βX ‖∞pi.
The following proposition summarizes easy properties of tight homomor-
phisms:
Proposition 2.9. (1) If a map ρ : m → g1 ⊕ . . . ⊕ gn is tight all the
induced maps ρi : m→ gi are tight.
(2) Let ρ : m → g and τ : g → l be homomorphisms. If the composition
τ ◦ρ is tight and g is simple, or τ is strictly positive, then both ρ and
τ are tight. If ρ is tight and τ is tight and positive, then τ ◦ρ is tight.
Proof. (1) is Lemma 3.7 in [Ham14]; (2) is a combination of Lemma 3.3 and
Lemma 3.5 in [Ham14]. 
We will also need the following lemma on the existence of diagonal discs:
Lemma 2.10. Let ρ : g1 ⊕ g2 → h be a tight homomorphism. Then there
exist maps di : su(1, 1) → gi such that, denoting by d : su(1, 1)
2 → g1 ⊕ g2
the direct sum of the homomorphisms di, we have ρ ◦ d : su(1, 1)
2 → h is
tight.
Proof. Let us denote by G11, . . . , G
k1
1 and G
1
2, . . . , G
k2
2 the simple factors of
G1 and G2 respectively. Let ρ : G1 × G2 → H denote also the Lie group
homomorphism associated to the Lie algebra homomorphism ρ. We have
ρ∗κbH =
k1∑
j=1
αj1κ
b
Gj1
+
k2∑
j=1
αj1κ
b
Gj2
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for some coefficients αji . Moreover, since ρ is tight we have
∑
i,j |α
j
i |·rk(G
j
i ) =
rk(H). Let us denote by dji : su(1, 1) → g
j
i a diagonal disc, and by d
j
i an an-
tidiagonal disc, that means the composition dji ◦ a where a : su(1, 1) →
su(1, 1) is the antiholomorphic isomorphism given by
[
a b
b a
]
7→
[
a −b
−b a
]
.
It is easy to check, using the same argument as after Definition 2.8, that
(dji )
∗ω
Gji
= rk(Gij)ωSU(1,1) and hence (d
j
i )
∗κb
Gji
= rk(Gji )κ
b
SU(1,1). We define
f ji =
{
dji , if α
j
i ≥ 0,
d
j
i , if α
j
i < 0.
We thus get that the compositions di : su(1, 1)→ gi of a diagonal embedding
d : su(1, 1) → su(1, 1)ki and the map ⊕f ji : ⊕su(1, 1) → ⊕g
j
i satisfy the
assumption of the lemma. 
Recall that Hermitian Lie algebras are divided into two categories, accord-
ing to whether the associated symmetric space is biholomorphic to a domain
of the form V + iΩ where V is a real vector space and Ω ⊂ V is a proper
convex open cone. The algebras for which this holds are called of tube type
and are su(m,m), so∗(4m), sp(2m,R), so(2,m), e7(−25) , the algebras in the
second category, the ones that are not of tube type, are su(m,n), so∗(4n +
2), e6(−14). An important geometric feature of tight homomorphisms, dis-
covered in [BIW09], is that they essentially do not mix between tube type
algebras and algebras that are not tube type, as made precise in the next
proposition.
Proposition 2.11 ([BIW09, Theorem 9]). Let ρ : g1 → g2 be a tight homo-
morphism, then
(1) if g1 is of tube type, then there exists a maximal subalgebra g
T
2 of g2
of tube type such that ρ(g1) ⊆ g
T
2 ,
(2) if ρ is injective and g2 is of tube type, then g1 is of tube type.
An irreducible homomorphism of su(1, 1) in su(p, q) is tight if and only
if its highest weight is odd: two different proofs of this fact can be found
in [BIW09, Lemma 9.5] and [Ham14, Theorem 6.1]. By choosing, in each
case, a suitable subalgebra isomorphic to su(1, 1) it is possible to prove the
following:
Proposition 2.12 ([Ham14, Theorems 6.2 to 6.5]). For the homomorphisms
of the low rank algebras into su(m,n) we have:
2. Each tight irreducible homomorphism of su(1, 1) ⊕ su(1, 1) factors
through one of the two factors.
3. The only tight irreducible homomorphism of sp(4,R) is the standard
representation. In particular it is either holomorphic or antiholomor-
phic.
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4. Each tight irreducible homomorphism of sp(4,R) ⊕ su(1, 1) factors
through one of the factors. In particular, they are holomorphic in the
sp(4,R)-factor.
5. The only tight irreducible homomorphisms of su(1, 2) is the standard
representation and its dual. In particular they are either holomorphic
or antiholomorphic.
As anticipated in the introduction, essentially all tight homomorphism
except the ones defined on the Poincaré disc are holomorphic. An important
tool to make this statement precise, that is also needed in the formulation
of Theorem 1.2, is the notion of Hermitian hull:
Definition 2.13. Let ρ : g1 → g2 be a homomorphism between Hermitian
Lie algebras. The Hermitian hull, H(ρ) = H(ρ, g1), is the smallest holomor-
phically embedded subalgebra g ⊂ g2 that contains ρ(g1).
Lemma 2.14. Let η ◦ ρ : g1 → g2 → g3 be homomorphisms such that η is
holomorphic and injective. Then H(η ◦ ρ) is isomorphic to H(ρ).
Proof. The subalgebra η(H(ρ)), that is clearly isomorphic to H(ρ), is holo-
morphically embedded in g3 and contains η(ρ(g1)), thus we just need to show
its minimality among all holomorphically embedded subalgebras. Suppose g
is a smaller subalgebra with this property, that means
η(ρ(g1)) ⊂ g ( η(H(ρ)).
We get, by the injectivity of η, that
ρ(g1) ⊂ η
−1(g) ( H(ρ).
Moreover, since η is holomorphic, η−1(g) is a holomorphically embedded
subalgebra. This contradicts the definition of H(ρ), hence the result follows.

Lemma 2.15. Let ρ : g = g1⊕...⊕gn → h1⊕...⊕hn = h be a homomorphism
such that ρ(gi) ⊂ hi. Then H(ρ, g) =
⊕
iH(ρ|gi , gi).
Proof. Clearly the subalgebra
⊕
iH(ρ|gi , gi) is a holomorphically embedded
subalgebra of h containing ρ(g), in particularH(ρ, g) <
⊕
iH(ρ|gi , gi). More-
over it is easy to check that the intersection of two holomorphically embedded
subalgebras is a holomorphically embedded subalgebra, hence H(ρ, g) ∩ hi
is a holomorphically embedded subalgebra of hi that contains ρ|gi(gi). This
implies that, for each i,
H(ρ|gi , gi) < H(ρ, g) ∩ hi < H(ρ, g)
and hence H(ρ, g) =
⊕
iH(ρ|gi , gi). 
3. Some branching arguments
The purpose of this section is to show how to exploit the structure of the
algebras su(m,n) and so∗(2p) to simplify the study of tight homomorphisms
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defined on reducible algebras. In Proposition 3.1 and 3.3 we show that when-
ever a tight homomorphism ρ : g → h is fixed, where h is either su(m,n) or
so∗(2p), it is possible to find a decomposition of the associated linear repre-
sentation in irreducible modules that is compatible with the form defining the
algebra h. Then, in Propositions 3.5 and 3.7, we study such building blocks
and use Proposition 2.12 to show that they need to have a very simple form.
Proposition 3.1. Let ρ : g → su(m,n) be a tight homomorphism. Then
there exists a decomposition Cm+n = V1⊕. . .⊕Vk consisting of nondegenerate
irreducible, pairwise orthogonal subspaces.
Proof. We argue by induction on the number of irreducible subspaces l. The
case l = 1 is easily seen to be true. Now assume l > 1 and fix a decomposition
Cm+n = V1 ⊕ . . . ⊕ Vl into irreducible subspaces.
Assume first that there exists an index i such that the restriction of h to
Vi is nondegenerate. Since the representation ρ has values in su(m,n), the
orthogonal complement of Vi with respect to h, V
⊥
i , is a ρ(g)-module. The
restriction of h to V ⊥i is nondegenerate, otherwise the form h itself would
be degenerate. The ρ(g)-module V ⊥i admits, by induction on the number
of irreducible subspaces in its decomposition, a ρ(g)-invariant orthogonal
decomposition into irreducible ρ(g)-modules V ⊥i = V
′
2 ⊕ . . . ⊕ V
′
l where the
restriction of h to all Vi is nondegenerate. In turn C
m+n admits the desired
splitting Vi ⊕ V
′
2 ⊕ . . .⊕ V
′
l , and we are done.
Next we assume that the restriction of h to Vi is degenerate for all i. We
will argue that this contradicts the tightness assumption. If the restriction
of h to Vi is degenerate it is easy to check that the restriction of h to Vi is
identically zero: indeed the radical
rad(Vi) = {v ∈ Vi| h(v,w) = 0, ∀w ∈ Vi}
is a nontrivial ρ(g)-invariant subspace that needs to equal the whole subspace
by irreducibility.
Our next goal is to show that, since h is nondegenerate, there exists a
module Vj in the decomposition such that h|V1⊕Vj is nondegenerate. Indeed,
since h is nondegenerate there exists a submodule Vj such that h|V1⊕Vj is
nonzero, moreover for such a choice of Vj we have rad(V1⊕Vj) = {0}: if, by
contradiction, a+b is an element in rad(V1⊕Vj) with a ∈ V1 and b ∈ Vj, one
gets that a is orthogonal to Vj since h(a, c) = h(a + b, c) = 0 for all c ∈ Vj.
In particular, since V1 is irreducible, one gets that V1 and Vj are orthogonal,
and hence the restriction of h to V1 ⊕ Vj vanishes.
Let us denote by W the orthogonal complement of V1 ⊕ Vj, considered
with respect to the form h. Since (V1 ⊕ Vj) is ρ(g)-invariant, the subspace
W is as well. Moreover, if we denote by k the dimension of V1, it is easy to
check that the signature of the restriction of h to V1 ⊕ Vj is (k, k) and the
restriction to W has signature (m− k, n− k).
Since the splitting is ρ(g)-invariant, we get that the image of ρ is contained
in (gl(V1) ⊕ gl(Vj) ⊕ gl(W )) ∩ su(m,n). Our next aim is to show that this
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last group is equal to gl(k) + su(m − k, n − k). Since h|W has signature
(m−k, n−k) we get that gl(W )∩ su(m,n) = su(m−k, n−k). We will now
verify that (gl(V1)⊕ gl(Vj)) ∩ su(k, k) is, in a suitable basis, the embedding
of gl(k) in su(k, k) defined by X 7→
[
X
−X∗
]
. Let us fix any basis B1 of
V1. Since V1 and Vj are isotropic subspaces of V1 ⊕ Vj and the restriction
of h to V1 ⊕ Vj is nondegenerate, we can find a basis Bj of Vj such that the
matrix representing h with respect to the basis B1∪Bj is
[
0 Id
Id 0
]
. When this
basis is fixed it follows from the definition of the group su(k, k) that a pair
(X,Y ) ∈ gl(V1)⊕ gl(Vj) belongs to su(k, k) if and only if Y = −X
∗.
However the inclusion ι = ι1 + ι2 : gl(k) ⊕ su(m − k, n − k) → su(m,n)
cannot be tight: the group gl(k) is not Hermitian, hence ι∗1κ
b
su(m,n) = 0, and
the inclusion ι2 is holomorphic and isometric, thus ι
∗
2κ
b
su(m,n) = κ
b
su(m−k,n−k).
As ρ factors via ι this implies that ρ∗κb
su(m,n) has norm at most m− k which
contradicts the tightness assumption. 
This readily implies the following:
Corollary 3.2. Any tight homomorphism ρ : g→ su(m,n) can be written as
ι ◦ ⊕ρi where ρi : g→ su(mi, ni) are tight homomorphisms whose associated
representations are irreducible and ι corresponds to a holomorphic isometric
embedding ι : ⊕su(mi, ni)→ su(m,n).
We now turn to the study of tight homomorphisms with values in the
group so∗(2p). Using the same notation as in Section 2, we denote by H
the anti-Hermitian form on Hp with respect to which the group so∗(2p) is
defined, and we denote by h on C2p the Hermitian form that corresponds
to the imaginary part of the form H. It is well known that the standard
inclusion τ : so∗(2p)→ su(p, p) corresponds to a holomorphic map and, given
our normalization convention for the metrics, it is isometric up to a factor
2. As in Lemma 2.3 we will denote by J : C2p → C2p the antiholomorphic
isomorphism that corresponds to the right multiplication by j on Hp.
Proposition 3.3. Let ρ : g → so∗(2p) be a tight injective homomorphism.
Then there exists a decomposition Hp = V1⊕ . . .⊕Vl consisting of nondegen-
erate, pairwise H-orthogonal, ρ(g)-invariant subspaces, with the additional
property that Vi is either irreducible as complex representation or splits as
the direct sum of two anti-isomorphic representations.
Proof. Let us first assume that g is of tube type. As a consequence of Propo-
sition 2.11 we get that the image of ρ is contained in a maximal tube type
subdomain of so∗(2p). It is well known that if p is even so∗(2p) is of tube type
and if p = 2s+ 1 is odd the maximal tube type subdomain of so∗(4s+ 2) is
so∗(4s). This latter subalgebra of so∗(4s+2) corresponds to a nondegenerate
quaternionic submodule V of H2s+1 of quaternionic dimension 2s. In par-
ticular, by considering the ρ(g)-invariant nondegenerate orthogonal splitting
Hp = V ⊕ V ⊥, we can restrict to the case when p = 2s is even.
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Assuming p = 2s is even, we have that the inclusion τ : so∗(4s) →
su(2s, 2s) is tight and hence, as a consequence of Proposition 3.1, we have
that C4s admits a decomposition into nondegenerate, irreducible τ ◦ ρ(g)-
modules. Let V be a complex module in such a decomposition and consider
the span V1 = 〈V, JV 〉. The space JV is an invariant module as well, this
follows from that the representation τ ◦ ρ is H-linear. The space V1 is thus a
quaternionic submodule of Hp, i.e. ρ(g)-invariant. Moreover the restriction
ofH to V1 is nondegenerate since the restriction of h to V was nondegenerate
by assumption. By Lemma 2.3, V1 is either irreducible or splits as the direct
sum of two anti-isomorphic modules.
Let W denote the orthogonal complement of V1 with respect to the form
H. Since the representation ρ has values in so∗(2p) we get that W is ρ(g)-
invariant, and this concludes, by induction, the proof in the case g is of tube
type.
Next we consider the case where g is not of tube type. From the assump-
tion of tightness and Proposition 2.11 it follows that so∗(2p) is not of tube
type either. The inclusion τ : so∗(2p)→ su(p, p) is thus not tight. However,
since τ corresponds to an holomorphic and, up to a factor 2, isometric map,
we get that τ∗κbSU(p,p) = 2κ
b
SO∗(2p).
We prove, again, the proposition by induction on the number of irreducible
subspaces l in the decomposition C2p = V1 ⊕ . . . ⊕ Vl (with respect to the
representation τ ◦ρ). If one of the modules Vi is nondegenerate, we can apply
the same trick as in the first part of the proof and construct a nondegenerate
ρ(g)-invariant quaternionic module V Hi . In particular we can restrict to the
orthogonal complement (V Hi )
⊥ and conclude the proof by induction.
We are left to deal with the case in which each module in the decom-
position C2p = V1 ⊕ . . . ⊕ Vl is degenerate with respect to the form h. In
this case, following the lines of Proposition 3.1, we get that we find two
modules V1, Vi of complex dimension k such that the restriction of h to
V1 ⊕ Vi is nondegenerate, and the same argument as in the proof of Propo-
sition 3.1 implies that the representation τ ◦ ρ can be written as ι ◦ ρr where
ρr : g → gl(k) ⊕ su(p − k, p − k) is a homomorphism and ι is an inclusion
that is holomorphic and isometric in the su(p− k, p − k) factor.
If k ≥ 2 this will contradict the assumption that ρ is tight as:
‖ρ∗2κbSO∗(2p)‖ = ‖(τ ◦ ρ)
∗κbSU(p,p)‖ = ‖(ι ◦ ρr)
∗κbSU(p,p)‖
≤ ‖ι∗κbSU(p,p)‖ = ‖κ
b
SU(p−k,p−k)‖ = p− k
If instead k = 1 we get that the representation pi2◦ρr : g→ su(p−1, p−1)
is tight since:
‖(pi2 ◦ ρr)
∗κbSU(p−1,p−1)‖ = ‖ρ
∗
rι
∗κbSU(p,p)‖ = ‖(τ ◦ ρ)
∗(κbSU(p,p))‖
= ‖ρ∗2(κbSO∗(2p))‖ = ‖2κ
b
SO∗(2p)‖ = p− 1.
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But this contradicts Proposition 2.11 as it would be a tight homomorphism
from an algebra g that is not of tube type to an algebra su(p− 1, p− 1) that
is of tube type. This concludes the proof. 
Again an immediate application is the following:
Corollary 3.4. Any tight homomorphism ρ : g → so∗(2p) can be written
as ι ◦ ⊕ρi where ρi : g → so
∗(2pi) are tight homomorphisms whose asso-
ciated complex representations are either irreducible or direct sums of two
anti-isomorphic representations and ι corresponds to a holomorphic isomet-
ric embedding.
With Propositions 3.1 and 3.3 at our disposal we can now reduce tight
homomorphisms ρ : g1 ⊕ g2 → h to direct sums of homomorphisms defined
on the factors:
Proposition 3.5. Let ρ : g1 ⊕ g2 → su(m,n) be a tight homomorphism.
Then there exists a subalgebra of su(m,n) of the form ι : su(m1, n1) ⊕
su(m2, n2) → su(m,n) and tight homomorphisms ρi : gi → su(mi, ni) such
that ρ = ι ◦ (ρ1 ⊕ ρ2).
Proof. Using Corollary 3.2 we know that ρ has values in a holomorphically
and tightly embedded subalgebra of su(m,n) of the form su(m1, n1)⊕ . . .⊕
su(mk, nk), and splits as a direct sum of irreducible tight homomorphisms.
Since the inclusion
⊕
su(mi, ni) → su(m,n) is holomorphic, hence in par-
ticular strictly positive, we get, from the second fact in Proposition 2.9, that
the map ρ : g1 ⊕ g2 →
⊕
su(mi, ni) is tight, and hence the composition ρi
of ρ with the projection on su(mi, ni) is tight as well (as a consequence of
the first fact of Proposition 2.9).
In particular, in order to prove the proposition, it is enough to show that
if ρ : g1 ⊕ g2 → su(m,n) is a tight homomorphism that is irreducible as a
complex representation, then ρ factors through one of the two factors. In
turn this easily follows from the case 6.2 of Proposition 2.12: assume, by
contradiction, that ρ does not factor through one of the two factors, and let
di : su(1, 1)→ gi be sums of diagonal or antidiagonal discs with the property
that the composition ρ| = ρ ◦ (d1 ⊕ d2) : su(1, 1)
2 → su(m,n) is tight (cfr.
Lemma 2.10). Using Proposition 3.1 and Lemma 2.1 we can write ρ| as a
sum ⊕ρj of irreducible representations, of which at least one is non-tight.
This gives a contradiction and concludes the proof. 
A first useful Corollary of Proposition 3.5 is the following, that comple-
ments the results of Proposition 2.12:
Corollary 3.6. Let ρ = ρ1 ⊠ ρ2 : su(1, 2) ⊕ su(1, 1) → su(m,n) be an
irreducible homomorphism. If ρ is tight, then either ρ1 is trivial or ρ1 is
the standard representation and ρ2 is trivial. This implies that every tight
homomorphism ρ : su(1, 2) ⊕ su(1, 1) → su(m,n) is either holomorphic or
antiholomorphic in the first factor.
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Proof. It follows from Proposition 3.5 that the homomorphism factors through
one of the two factors. The fact that the only irreducible tight homomor-
phism of su(1, 2) is associated to the standard representation is case 5 of
Proposition 2.12. 
A proposition similar in spirit to Proposition 3.5 for homomorphisms with
values in so∗(2p) is the following:
Proposition 3.7. Let ρ : g1⊕g2 → so
∗(2p) be a tight homomorphism. Then
there exists a subalgebra of so∗(2p) of the form ι : so∗(2p1) ⊕ so
∗(2p2) →
so∗(2p) and tight homomorphisms ρi : gi → so
∗(2pi) such that ρ = ι ◦ (ρ1 ⊕
ρ2).
Proof. The same argument of the proof of Proposition 3.5, using Corollary
3.4 instead of Corollary 3.2, implies that we can assume that ρ : g→ so∗(2p)
is tight and the composition τ ◦ ρ : g→ su(p, p) is either irreducible or splits
as direct sum of two anti-isomorphic representations. We need to show that
in this case ρ factors through one of the factors.
Let us first assume that p is even. In this case the inclusion τ : so∗(2p)→
su(p, p) is tight and holomorphic. If τ ◦ ρ is irreducible, it follows directly
from Proposition 3.5 that τ ◦ ρ, and hence ρ itself, factors through one of
the two factors gi. If instead τ ◦ ρ is a direct sum of two anti-isomorphic
representations, we deduce from Proposition 3.5 that each of those represen-
tations factors through one of the two factors gi, that needs to be the same
for both since the representations are anti-isomorphic. This concludes the
proof in the first case.
Let us now assume that p = 2k + 1 is odd and consider the diagram
t1 : g1 ⊕ g2
ρ
// so∗(4k + 2)
NT
τ // su(2k + 1, 2k + 1)
t2 : su(1, 1) ⊕ su(1, 1)
ρ|
//
d
OO
so∗(4k)
i2
OO
τ |
// su(2k, 2k).
NT i3
OO
Here, again, the map d is chosen in such a way that ρ ◦ d is tight, this is
possible by Lemma 2.10. The homomorphism ρ| is then the composition of
ρ ◦d, and its image is contained in so∗(4k), a maximal tube type subdomain
of so∗(4k + 2), as a consequence of Proposition 2.11.
We get from the case 2 of Proposition 2.12 that the decomposition of
τ | ◦ ρ| in irreducible representations contains only homomorphisms factoring
through one of the two factors. Using Lemma 2.1 we get that this is only
possible if each irreducible factor in the decomposition of the representation
associated to the homomorphism τ ◦ ρ itself was factoring through one of
the two factors. Since, by hypothesis, there are at most two anti-isomorphic
irreducible factors in the decomposition of τ ◦ ρ, we get that τ ◦ ρ factors
through one of the factors, and the same clearly holds for ρ. This concludes
the proof. 
We get the following as a corollary:
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Corollary 3.8. Let ρ : su(1, 2)⊕ su(1, 1)→ so∗(4p+2) be a tight homomor-
phism. Then either ρ factors through a homomorphism of su(1, 1) or it splits
as the direct sum of the tight homomorphisms ρ1 ⊕ ρ2 : su(1, 2)⊕ su(1, 1)→
so∗(6)⊕ so∗(4(p − 1)). In each case it is holomorphic in the first factor.
Proof. If we consider the decomposition of ρ in irreducible representations
given by Proposition 3.3 we get that the image of ρ is contained in a holo-
morphically and isometrically embedded subalgebra h of the form so∗(2p1)⊕
. . . ⊕ so∗(2pk). If the homomorphism ρ is tight, in particular the inclusion
of h in so∗(4p + 2) needs to be tight, and hence all pi but at most one are
even, for rank reasons. Since we know from Proposition 3.7 that each irre-
ducible homomorphism factors either through su(1, 1) or su(1, 2), the latter
can happen only if one of the pi is odd. Since in that case the homomorphism
ρ : su(1, 2) → so∗(4k + 2) is holomorphic, we get from [Ham13] that k = 1.
This concludes the proof. 
We finish the section with a lemma that will be useful in the next section.
Lemma 3.9. Let ρ : su(1, 1)2 → e6(−14) be an injective tight positive homo-
morphism. Then ρ is the inclusion of a polydisc, in particular it is holomor-
phic.
Proof. Since ρ is tight, its image is contained in a maximal tube type subdo-
main of e6(−14) that is a Hermitian Lie algebra isomorphic to so(2, 8), i.e. ρ
factors as ρ = ι◦ρ′ : su(1, 1)2 → so(2, 8)→ e6(−14). By Lemma 2.14 we have
that H(ρ) = H(ι ◦ ρ′) = H(ρ′). In order to conclude, it is enough to show
that the Hermitian hull H(ρ′) is already the algebra su(1, 1)2. The spin rep-
resentation τ : so(2, 8) → su(8, 8) is holomorphic and tight, hence it follows
from Lemma 2.14 that H(ρ′) = H(τ ◦ ρ′). It follows from Proposition 3.3
that the homomorphism τ ◦ ρ′ is a direct sum of tight homomorphisms fac-
toring through the two factors, and we get from [BIW09, Theorem 10] that
H(ρ′) = H(τ ◦ ρ′) = ⊕sp(2ri,R). Since the real rank of so(8, 2) is 2 and the
homomorphism ρ′ is injective, we get, for rank reasons, that H(ρ′) = H(ρ)
is isomorphic to su(1, 1)2, and this concludes the proof. 
4. Proofs of the main theorems
Proof of Theorem 1.1. Using Proposition 2.9 we can reduce the problem to
the case when h simple and ρ is injective. Our first observation is that, if
ρ : g → h is an injective homomorphism between Hermitian Lie algebras,
then the real rank of h is at least as big as the real rank of g. This can
easily be checked by looking at the associated map between the symmetric
spaces. In particular if h is e7(−25), and ρ is tight, then g must be of tube
type. Since by assumption g has no su(1, 1) factor, g needs to be simple.
This implies that ρ is holomorphic by [HO14]. Similarly, if h = e6(−14), then
either g is simple and ρ is holomorphic by [Ham14, HO14], or g is a product
of two rank one algebras. In this case we can consider a tight embedding
d : su(1, 1)2 → g and deduce from Lemma 3.9 that ρ is simple.
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Next we assume that h is classical. Let g = g1 ⊕ . . . ⊕ gk be the decom-
position of g into simple factors. In order to show that ρ is holomorphic, it
is enough to find, for every simple factor gs, a holomorphically embedded
subalgebra js : ls → gs such that the composition ρ ◦ js : ls → h is holomor-
phic. Once that is done, it is easy to conclude that the restriction of ρ to
gs is holomorphic, using the irreducibility of gs under the adjoint action of
gs on itself (see [Ham14, Lemma 5.4]). Clearly if the restriction of ρ to each
simple factor is holomorphic, the same is true for the homomorphism ρ.
Let us now fix a factor gs. It is easy to check with a case by case argument
that there exists a tight injective and holomorphic embedding js : ls → gs
where ls is either su(1, 2) in case gs = su(1, p), sp(4,R) in case rk(gs) is even
or sp(4,R)⊕ su(1, 1) in case rk(gs) is odd and greater than one (see [Ham14,
Theorem 7.1]).
Let us first deal with the factors gs of higher rank. We consider the
tight holomorphic embedding φs : sp(4,R) ⊕ su(1, 1) → g that splits as a
sum of a diagonal disc dt : su(1, 1) → gt if t is different from s and the
holomorphic tight embedding js in the factor gs. An easy computation
confirms that φs is tight and injective, hence the composition ρ ◦ φs is tight.
Since sp(4,R)⊕ su(1, 1) is of tube type, we get, using Proposition 2.11 that
the image of ρ◦φs is contained in a tube type subdomain, that hence admits a
tight holomorphic embedding in su(m,m) for somem. Applying Proposition
2.12 we get that ρ ◦ φs is holomorphic in the sp(4,R) factor, hence ρ is
holomorphic in the gs factor.
The case in which gs is isomorphic to su(1, p) splits in two cases: if h is
su(m,n) we apply the same argument combined with Corollary 3.6 instead
of Proposition 2.12, if, instead, h is so∗(2p) we apply Corollary 3.8. 
Proof of Theorem 1.2. We first consider the case h = su(p, q), or h = so∗(2p).
Applying inductively Proposition 3.5 we can show that the homomorphism
ρ : su(1, 1)l
⊕n
i=1 gi → h can be decomposed as a direct sum of homomor-
phisms ρj factoring through the factors:
n+l⊕
j=1
ρj : su(1, 1)
l
n⊕
i=1
gi →
n+l⊕
j=1
hj .
Denote by ι : ⊕jhj → h the tight holomorphic inclusion. Since ι is holo-
morphic, it follows from Lemmas 2.14 and 2.15 that H(ρ) = H(ι ◦ ⊕ρj) =
H(⊕ρj) =
⊕
H(ρj). For j ≤ l we have that ρj is a map ρj : su(1, 1) → hj ,
thus H(ρj) =
⊕
k sp(2mk,j,R) for these j by [BIW09, Corollary 9.6]. For the
remaining j:s we have maps ρj : gi → hj where j = l + i and gi 6= su(1, 1).
These maps must be holomorphic by the results in [Ham14] and [HO14].
The statement of the theorem thus follows for these cases.
Next we consider the cases h = sp(2n,R), so(2, n). All these h can be
tightly and holomorphically embedded into some su(n, n) by the results in
[Ham13], denote this embedding ι. By Lemma 2.14 we have H(ρ) ≃ H(ι◦ρ).
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The Hermitian hull must thus be of the prescribed form by the results for
the first case.
We finish the proof with the case e6(−14): if g is simple, the result follows
from [HO14], otherwise fix a splitting g = g1⊕ g2 and consider the composi-
tion of ρ with a sum of (anti)-diagonal discs d : su(1, 1)⊕ su(1, 1) → g1 ⊕ g2
chosen in such a way that the composition ρ ◦ d is tight. It follows from
Lemma 3.9 that the composition ρ ◦ d is holomorphic. This implies that ρ
is holomorphic as well: since the rank of e6(−14) is two, the algebra g has
precisely two rank one factors. This implies that H(ρ) ∼= g. This concludes
the proof. 
5. Lists
We start recalling, for the reader’s convenience the isomorphisms between
Lie algebras of Hermitian type, see [Hel78, Page 519] for more details:
Imn IIm IIIm IVm
su(1, 1) sp(2,R) so(2, 1)
so(2, 2) su(1, 1) ⊕ su(1, 1)
so∗(4) su(1, 1) ⊕ su(2)
su(1, 3) so∗(6)
sp(4,R) so(2, 3)
su(2, 2) so(2, 4)
so∗(8) so(2, 6)
Table 1
Due to the isomorphism su(m,n) ∼= su(n,m) we will only consider the alge-
bras su(m,n) with m ≤ n.
5.1. Some building blocks.
5.1.1. Inclusions of higher rank domains. We fix the following matrix mod-
els:
su(p, q) =
{[
A Z
Z∗ B
]
,
A ∈Mp(C), B ∈Mq(C), Z ∈Mp,q(C),
A∗ = −A, B∗ = −B, tr(A) + tr(B) = 0
}
,
sp(2n,R) =
{[
A Z
Z∗ A∗
]
,
A ∈Mn(C), Z ∈Mn(C),
A∗ = −A, ZT = Z
}
,
so∗(2n) =
{[
A Z
Z∗ A∗
]
,
A ∈Mn(C), Z ∈Mn(C),
A∗ = −A, ZT = −Z
}
.
We also fix the classical realizations for the associated symmetric spaces
that can be found, for example in [PS69, Pages 91, 115 and 123]. These are
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classically referred to as the Harish-Chandra realization of the symmetric
spaces as a bounded domain in a complex Euclidean space.
Xsu(p,q) = {Z ∈Mp,q(C)| Idp − Z
∗Z < 0};
Xsp(2n,R) = {Z ∈Mn(C)| Idn − Z
∗Z < 0, ZT = Z};
Xso∗(2n) = {Z ∈Mn(C)| Idn − Z
∗Z < 0, ZT = −Z}.
Using the explicit realizations it is easy to describe some holomorphic maps
between these spaces and the corresponding Lie algebra homomorphisms.
We have the obvious inclusion homomorphisms which corresponds to the
natural inclusion maps for the realizations we have chosen:
sp(2n,R) → su(n, n), Xsp(2n,R) → Xsu(n,n)
so∗(2n) → su(n, n), Xso∗(2n) → Xsu(n,n)
The homomorphisms in the first class are tight for all n, the homomorphisms
in the second class for even n: this is because, with the given normalization
of the metric, the inclusion of Xsp(2n,R) in Xsu(n,n) is isometric and the two
Lie algebras have the same rank, and the inclusion τ : Xso∗(2n,R) → Xsu(n,n)
satisfies τ∗(ωsu(n,n)) = 2ωso∗(2n), but the rank of Xso∗(2n) is ⌊n/2⌋.
There are also holomorphic homomorphisms from su(m,n) to the algebras
sp(2(m + n),R) and so∗(2(m+ n)), we describe them, here below:
su(m,n) → sp(2(m+ n),R) su(m,n) → so∗(2(m+ n)),
[
A Z
Z∗ B
]
7→


A 0 0 Z
0 B¯ ZT 0
0 Z¯ A¯ 0
Z∗ 0 0 B


[
A Z
Z∗ B
]
7→


A 0 0 Z
0 B¯ −ZT 0
0 −Z¯ A¯ 0
Z∗ 0 0 B

 .
They correspond to the following holomorphic and isometric maps between
the associated symmetric spaces:
Xsu(m,n) → Xsp(2(m+n),R) Xsu(m,n) → Xso∗(2(m+n)),
Z 7→
[
0 Z
ZT 0
]
Z 7→
[
0 Z
−ZT 0
]
.
Comparing the ranks one easily gets that the homomorphisms in the first
class are tight precisely when m = n, and the homomorphisms in the second
when n = m or m+ 1 (see [Ham13] for more details).
It is easy to check that the compositions of the tight embeddings described
above, namely
sp(2m,R)→ su(m,m)→ sp(4m,R)
su(m,m)→ sp(4m,R)→ su(2m, 2m)
so∗(2m)→ su(m,m)→ so∗(4m)
su(m,m)→ so∗(4m)→ su(2m, 2m)
are conjugate to diagonal inclusions.
20 O. HAMLET AND M. B. POZZETTI
5.1.2. The spin representations. Let V be a real vector space endowed with
an orthogonal form S of signature (2, p). The Clifford algebra C over the
complexification VC is the quotient of the tensor algebra
⊕
r V
⊗r
C by the
ideal generated by elements of the form x⊗x−S(x, x). The Clifford algebra
is a complex vector space of dimension 2p+2 and it is shown in [Sat65, Page
453] that its half dimensional ideal C+ consisting of even degree elements
can be realized, depending on the parity of p, as
M2k+1(C) p = 2k + 1
M2k(C)×M2k(C) p = 2k.
It is well known that the twofold covering group Spin(2, p) of SO(s,m) has a
natural realization as a subgroup of C+. Moreover Satake, in the paper cited
above, showed that there exists a natural Hermitian form on C2
k+1
(resp.
C2
k
) of signature (2k, 2k) (resp. (2k−1, 2k−1)) and the group Spin(2, p) is
contained in SU(2k, 2k) (resp. (SU(2k−1, 2k−1))2). This gives a homomor-
phism ρ2k+1 of so(2, 2k + 1) into su(2
k, 2k) (resp. two inequivalent homo-
morphisms ρ2k and ρ
′
2k of so(2, 2k) into su(2
k−1, 2k−1)). The image of these
homomorphisms are contained in the subalgebra so∗(4l) if p = 1, 2, 3 modulo
8 and in sp(2l,R) if p = 5, 7, 8 modulo 8, where l depends on p as in the table
below. We summarize what we just recalled about the spin representations
in this table:
p (8) lp Spin
1, 3 2(p−3)/2 ρ2k+1 : so(2, 2k + 1) → so
∗(2k+1) ⊂ su(2k, 2k)
2 2p/2−2 ρ2k, ρ
′
2k : so(2, 2k) → so
∗(2k) ⊂ su(2k−1, 2k−1)
4, 6 2p/2−1 ρ2k, ρ
′
2k : so(2, 2k) → su(2
k−1, 2k−1)
5, 7 2(p−1)/2 ρ2k+1 : so(2, 2k + 1) → sp(2
k+1,R) ⊂ su(2k, 2k)
8 2p/2−1 ρ2k, ρ
′
2k : so(2, 2k) → sp(2
k,R) ⊂ su(2k−1, 2k−1)
Table 2
It was checked in [Ham13] that every spin representation is tight and holo-
morphic.
5.1.3. The non-holomorphic tight representations. The irreducible represen-
tations of odd highest weight ρCn : sl(2,C) → gl(V ) = gl(2n,C) restricts
to tight homomorphisms ρn : su(1, 1)→ sp(2n,R) that are non-holomorphic
when n > 1. These representations are a building block of any non-holomorphic
representation. For an explicit construction of these representations we refer
to [BIW10, Example 8.8].
5.2. Lists of tight homomorphisms.
ρ : g→ su(m,m)
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Every tight homomorphism ρ : g→ su(m,m) must fulfill the equation at the
bottom row of the table. The homomorphism is described below in terms of
the homomorphisms defined earlier in the section.
g su(1, 1)
A
I⊕
i=1
su(pi, pi)
L⊕
l=1
sp(2nl,R)
J⊕
j=1
so∗(4mj)
S⊕
s=1
so(2, rs)
H(ρ)
A⊕
a=1
Ba⊕
b=1
sp(2fab,R)
I⊕
i=1
su(pi, pi)
L⊕
l=1
sp(2nl,R)
J⊕
j=1
so∗(4mj)
S⊕
s=1
so(2, rs)
greg
A⊕
a=1
Ba⊕
b=1
su(fab, fab)
g1ab
I⊕
i=1
su(pi, pi)
g2i
L⊕
l=1
su(nl, nl)
g3l
J⊕
j=1
su(2mj , 2mj)
g4j
S⊕
s=1
su(lrs , lrs)
g5s
∑
a,b
g1abfab +
∑
i
g2ipi +
∑
l
g3lnl +
∑
j
g4jmj +
∑
s
g5slrs = m
Table 3
Using the matrix models described above the image under the homomor-
phism ρ of the element (X1, ..,XA, Y1, ..., YI , U1, ..., UL, V1, ..., VJ ,W1, ...,WS) =
(X,Y,U, V,W ) of g is the matrix

A1 0 0 Z1 0 0
0
. . . 0 0
. . . 0
0 0 A5 0 0 Z5
Z∗1 0 0 B1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗5 0 0 B5


where
[
A1 Z1
Z∗1 B1
]
=


A11 0 0 Z11 0 0
0
. . . 0 0
. . . 0
0 0 A1A 0 0 Z1A
Z∗11 0 0 B11 0 0
0
. . . 0 0
. . . 0
0 0 Z∗1A 0 0 B1A


,
[
A1a Z1a
Z∗1a B1a
]
=


A1a1 0 0 Z1a1 0 0
0
. . . 0 0
. . . 0
0 0 A1aBa 0 0 Z1aBa
Z∗1a1 0 0 B1a1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗1aBa 0 0 B1aBa


,
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[
A1ab Z1ab
Z∗1ab B1ab
]
=


A1ab1 0 0 Z1ab1 0 0
0
. . . 0 0
. . . 0
0 0 A1abg1ab 0 0 Z1abg1ab
Z∗1ab1 0 0 B1ab1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗1abg1ab 0 0 B1abg1ab


,
[
A1abc Z1abc
Z∗1abc B1abc
]
= ρfab(Xa);
[
A2 Z2
Z∗2 B2
]
=


A21 0 0 Z21 0 0
0
. . . 0 0
. . . 0
0 0 A2I 0 0 Z2I
Z∗21 0 0 B21 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2I 0 0 B2I


,
[
A2i Z2i
Z∗2i B2i
]
=


A2i1 0 0 Z2i1 0 0
0
. . . 0 0
. . . 0
0 0 A2ig2i 0 0 Z2ig2i
Z∗2i1 0 0 B2i1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2ig2i 0 0 B2ig2i


,
[
A2i1 Z2i1
Z∗2i1 B2i1
]
= ... =
[
A2ig2i Z2ig2i
Z∗2ig2i B2ig2i
]
= Yi;
[
A3 Z3
Z∗3 B3
]
=


A31 0 0 Z31 0 0
0
. . . 0 0
. . . 0
0 0 A3L 0 0 Z3L
Z∗31 0 0 B31 0 0
0
. . . 0 0
. . . 0
0 0 Z∗3L 0 0 B3L


,
[
A3l Z3l
Z∗3l B3l
]
=


A3l1 0 0 Z3l1 0 0
0
. . . 0 0
. . . 0
0 0 A3lg3l 0 0 Z3lg3l
Z∗3l1 0 0 B3l1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗3lg3l 0 0 B3lg3l


,
[
A3l1 Z3l1
Z∗3l1 B3l1
]
= ... =
[
A3lg3l Z3lg3l
Z∗3lg3l B3lg3l
]
= Ul;
[
A4 Z4
Z∗4 B4
]
=


A41 0 0 Z41 0 0
0
. . . 0 0
. . . 0
0 0 A4J 0 0 Z4J
Z∗41 0 0 B41 0 0
0
. . . 0 0
. . . 0
0 0 Z∗4J 0 0 B4J


,
[
A4j Z4j
Z∗4j B4j
]
=


A4j1 0 0 Z4j1 0 0
0
. . . 0 0
. . . 0
0 0 A4jg4j 0 0 Z4jg4j
Z∗4j1 0 0 B4j1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗4jg4j 0 0 B4jg4j


,
[
A4j1 Z4j1
Z∗4j1 B4j1
]
= ... =
[
A4jg4j Z4jg4j
Z∗4jg4j B4jg4j
]
= Vj;
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[
A5 Z5
Z∗5 B5
]
=


A51 0 0 Z51 0 0
0
. . . 0 0
. . . 0
0 0 A5S 0 0 Z5S
Z∗51 0 0 B51 0 0
0
. . . 0 0
. . . 0
0 0 Z∗5|S| 0 0 B5|S|


,
[
A5s Z5s
Z∗5s B5s
]
=


A5s1 0 0 Z5s1 0 0
0
. . . 0 0
. . . 0
0 0 A5sg5s 0 0 Z5sg5s
Z∗5s1 0 0 B5s1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗5sg5s 0 0 B5sg5s


,
[
A5st Z5st
Z∗5st B5st
]
= ρrs(Wj) (or ρ
′
rs(Wj) if rs is even) for t = 1, ..., g5s.
ρ : g→ su(m,n)
If ρ : g → su(m,n) is a tight homomorphism and we denote by gT and
gNT the subalgebras of g consisting of the product of all the factors of tube
type (resp. not of tube type), it follows from Proposition 3.5 that there
exists k and a subalgebra of su(m,n) of the form su(k, k)⊕ su(m− k, n− k)
such that the homomorphism ρ splits as direct sum of ρT : gT → su(k, k) and
ρNT : gNT → su(m−k, n−k). In particular ρT is one of the homomorphisms
described in Table 3, and we have:
g gT
I⊕
i=1
su(pi, qi)
H(ρ) H(ρT )
I⊕
i=1
su(pi, qi)
greg g
T
reg
I⊕
i=1
su(pi, qi)
gi
k +
∑
i
gipi = m
Table 4
An explicit description of the homomorphism is given as follows. An
element (X,X1, ...,XI ) ∈ g
T
⊕
i∈I su(pi, qi) is mapped as:
(X,X1, ...,XI) 7→


A1 0 Z1 0
0 A2 0 Z2
Z∗1 0 B1 0
0 Z∗2 0 B2

, where
[
A1 Z1
Z∗1 B1
]
= ρT (X), and
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[
A2 Z2
Z∗2 B2
]
=


A21 0 0 Z21 0 0
0
. . . 0 0
. . . 0
0 0 A2I 0 0 Z2I
Z∗21 0 0 B21 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2I 0 0 B2I


,
[
A2i Z2i
Z∗2i B2i
]
=


A2i1 0 0 Z2i1 0 0
0
. . . 0 0
. . . 0
0 0 A2igi 0 0 Z2igi
Z∗2i1 0 0 B2i1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2igi 0 0 B2igi


,
[
A2i1 Z2i1
Z∗2i1 B2i1
]
= ... =
[
A2igi Z2igi
Z∗2igi B2igi
]
= Xi.
ρ : g→ so∗(4p)
If ρ : g → so∗(4p) is a tight homomorphism and we denote by g1 (resp.
g2) the subalgebras of g consisting of the product of all the factors non
isomorphic to so∗(2k) nor to so(2, s) for any k (resp. isomorphic to), there
exists k and a subalgebra of so∗(4p) of the form so∗(4k)⊕ so∗(4p− 4k) such
that the homomorphism ρ splits as direct sum of ρ1 : g1 → su(k, k) →
so∗(4k) and ρ2 : g2 → so
∗(4p − 4k). In particular ρ1 is composition of one
of the homomorphisms described in Table 3 and the standard embedding of
su(k, k) in so∗(4k) and we have:
g g1
I⊕
i=1
so∗(4mi)
J⊕
j=1
so(2, rj)
H(ρ) H(ρ1)
I⊕
i=1
so∗(4mi)
J⊕
j=1
so(2, rj)
greg g
1
reg
I⊕
i=1
so∗(4mi)
g2i
J⊕
j=1
so∗(4lrj )
g3j
k +
∑
i
g2imi +
∑
j
g3j lrj = p, rj ≡ 5, 6, 7 (8)
Table 5
An explicit description of the homomorphism is given as follows. The im-
age of the element (X,X1, ...,XI , Y1, ..., YJ ) of g1
⊕I
i=1 so
∗(4mi)
⊕J
j=1 so(2, rj)
is the matrix:

A1 0 0 Z1 0 0
0 A2 0 0 Z2 0
0 0 A3 0 0 Z3
Z∗1 0 0 B1 0 0
0 Z∗2 0 0 B2 0
0 0 Z∗3 0 0 B3


, where
[
A1 Z1
Z∗1 B1
]
= ρ1(X),
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[
A2 Z2
Z∗2 B2
]
=


A21 0 0 Z21 0 0
0
. . . 0 0
. . . 0
0 0 A2I 0 0 Z2I
Z∗21 0 0 B21 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2I 0 0 B2I


,
[
A2i Z2i
Z∗2i B2i
]
=


A2i1 0 0 Z2i1 0 0
0
. . . 0 0
. . . 0
0 0 A2ig2i 0 0 Z2ig2i
Z∗2i1 0 0 B2i1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2ig2i 0 0 B2ig2i


,
[
A2i1 Z2i1
Z∗2i1 B2i1
]
= ... =
[
A2ig2i Z2ig2i
Z∗2ig2i B2ig2i
]
= Xi,
[
A3 Z3
Z∗3 B3
]
=


A31 0 0 Z31 0 0
0
. . . 0 0
. . . 0
0 0 A3J 0 0 Z3J
Z∗31 0 0 B31 0 0
0
. . . 0 0
. . . 0
0 0 Z∗3J 0 0 B3J


,
[
A3j Z3j
Z∗3j B3j
]
=


A3j1 0 0 Z3j1 0 0
0
. . . 0 0
. . . 0
0 0 A3jg3j 0 0 Z3jg3j
Z∗3j1 0 0 B3j1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗3jg3j 0 0 B3jg3j


,
[
A3jt Z3jt
Z∗3jt B3jt
]
= ρrj(Yj) (or ρ
′
rj (Yj) if rj is even) for t = 1, ..., g3j .
ρ : g → so∗(4p + 2)
In this case either g is of tube type, and ρ(g) is contained in a subalgebra
of the form so∗(4p) or g has precisely a simple factor that is not of tube type
and is isomorphic either to so∗(4k+2) or to su(k, k+1). Denoting by g1 the
product of all the tube type factor of g that are of tube type, it follows from
Proposition 3.7 that ρ splits as the direct sum of a tight homomorphism
ρ1 : g
1 → so∗(4(p − k)) and either the isomorphism so∗(4k + 2) with a
subalgebra of so∗(4p + 2) or the inclusion su(k, k + 1) into a subalgebra of
the form so∗(4k + 2).
ρ : g→ sp(2p,R)
If ρ : g → sp(2p,R) is a tight homomorphism and we denote by g1 (resp.
g2) the subalgebras of g consisting of the product of all the factors non
isomorphic to sp(2k,R) nor to so(2, s) for any s (resp. isomorphic to), there
exists k and a subalgebra of sp(2p,R) of the form sp(2k,R)⊕ sp(2(p− k),R)
such that the homomorphism ρ splits as direct sum of ρ1 : g1 → su(k, k) →
sp(2k,R) and ρ2 : g2 → sp(2(p − k),R). In particular ρ1 is composition of
one of the homomorphisms described in Table 3 and the standard embedding
of su(k, k) in sp(2k,R) and we have:
An explicit description of the homomorphism is given as follows. The im-
age of the element (X,X1, ...,XI , Y1, ..., YJ ) of g1
⊕I
i=1 sp(4mi,R)
⊕J
j=1 so(2, rj)
is the matrix:
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g g
1
I⊕
i=1
sp(2mi,R)
J⊕
j=1
so(2, rj)
H(ρ) H(ρ1)
I⊕
i=1
sp(2mi,R)
J⊕
j=1
so(2, rj)
greg g
1
reg
I⊕
i=1
sp(2mi,R)
g2i
J⊕
j=1
sp(2lrj ,R)
g3j
k +
∑
i
g2imi +
∑
j
g3j lrj = p, rj ≡ 1, 2, 3 (8), rj ≥ 5
Table 6


A1 0 0 Z1 0 0
0 A2 0 0 Z2 0
0 0 A3 0 0 Z3
Z∗1 0 0 B1 0 0
0 Z∗2 0 0 B2 0
0 0 Z∗3 0 0 B3


, where
[
A1 Z1
Z∗1 B1
]
= ρ1(X),
[
A2 Z2
Z∗2 B2
]
=


A21 0 0 Z21 0 0
0
. . . 0 0
. . . 0
0 0 A2I 0 0 Z2I
Z∗21 0 0 B21 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2I 0 0 B2I


,
[
A2i Z2i
Z∗2i B2i
]
=


A2i1 0 0 Z2i1 0 0
0
. . . 0 0
. . . 0
0 0 A2ig2i 0 0 Z2ig2i
Z∗2i1 0 0 B2i1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗2ig2i 0 0 B2ig2i


,
[
A2i1 Z2i1
Z∗2i1 B2i1
]
= ... =
[
A2ig2i Z2ig2i
Z∗2ig2i B2ig2i
]
= Xi,
[
A3 Z3
Z∗3 B3
]
=


A31 0 0 Z31 0 0
0
. . . 0 0
. . . 0
0 0 A3J 0 0 Z3J
Z∗31 0 0 B31 0 0
0
. . . 0 0
. . . 0
0 0 Z∗3J 0 0 B3J


,
[
A3j Z3j
Z∗3j B3j
]
=


A3j1 0 0 Z3j1 0 0
0
. . . 0 0
. . . 0
0 0 A3jg3j 0 0 Z3jg3j
Z∗3j1 0 0 B3j1 0 0
0
. . . 0 0
. . . 0
0 0 Z∗3jg3j 0 0 B3jg3j


,
[
A3jt Z3jt
Z∗3jt B3jt
]
= ρrj(Yj) (or ρ
′
rj (Yj) if rj is even) for t = 1, ..., g3j .
ρ : g→ so(2, p)
If ρ : g → so(2, p) is a tight homomorphism, then ρ is, up to conjugation,
a composition of some of the arrows in the following diagram, where the
inclusions so(2,m)→ so(2, n) are inclusion as lower block, the arrows marked
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as∼ are canonical isomorphisms and ρ3 is the irreducible representation. The
arrows in red mark subdiagrams that do not commute.
so(2, 3)
su(1, 1) sp(4,R) so(2, 4) so(2, k) so(2, p)
su(1, 1)2 su(2, 2)
f
ρ3
∼
∼
ρ : g→ e6(−14)
Let ρ : g→ e6(−14) be a tight homomorphism. Then g appears in the follow-
ing diagram and ρ is composition of some arrows in the following diagram.
The diagram in red, and each other subdiagram containing the two arrows
from su(1, 1) doesn’t commute, everything else commutes.
e6(−14)
su(1, 1) ⊕ su(1, 5) su(2, 4) so∗(10) so(2, 8)
su(1, 1) ⊕ su(1, 4) so(2, 7)
su(1, 1) ⊕ su(1, 3) su(1, 2) ⊕ su(1, 2) su(2, 3) so(2, 6)
so(2, 5)
su(1, 1) ⊕ su(1, 2) su(2, 2)
sp(4,R)
su(1, 1)2
su(1, 1)
ρ : g→ e7(−25)
Unfortunately, if ρ : g → e7(−25) is a tight homomorphism, we are unable
to prove that ρ is holomorphic, and hence we cannot exclude exotic tight
embeddings, however we describe here all possible holomorphic homomor-
phisms as a partial step towards the full classification. If ρ : g → e7(−25) is
a tight holomorphic homomorphism, then either g is so(2, p)⊕ su(1, 1) for p
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equal to 5, 7, 8, 9, and the inclusion of g in e7(−25) is obtained by composition
of the standard inclusion of so(2, p) in so(2, 10) and the inclusion of the latter
algebra as a regular subalgebra, or g appears in the following diagram, in
which, however, not all possible inclusion between classical subalgebras are
displayed for readability reasons.
e7(−25)
so(2, 10) ⊕ su(1, 1)
so∗(12) so(2, 6) ⊕ su(1, 1)
su(3, 3) su(2, 2) ⊕ su(1, 1)
sp(6,R) su(1, 1)3 sp(4,R)⊕ su(1, 1)
su(1, 1)
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