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Anomalous Hall Effect in two dimensional paramagnetic systems
Dimitrie Culcer, Allan MacDonald, Qian Niu
University of Texas, Austin TX78712
We investigate the possibility of observing the anomalous Hall effect (AHE) in two dimensional
paramagnetic systems. We apply the semiclassical equations of motion to carriers in the conduction
and valence bands of wurtzite and zincblende quantum wells in the exchange field generated by
magnetic impurities and we calculate the anomalous Hall conductivity based on the Berry phase
corrections to the carrier velocity. We show that under certain circumstances this conductivity
approaches one half of the conductance quantum. We consider the effect of an external magnetic
field and show that for a small enough field the theory is unaltered.
PACS numbers: 71.70.Ej, 72.80.Ey, 73.63.Hs, 75.30.Hx
I. INTRODUCTION
When a nonferromagnetic metallic sample is exposed
to a perpendicular external magnetic field, the Lorentz
force acting on the current carriers gives rise to a trans-
verse voltage in the plane of the sample. The transverse
component of the resistivity ρxy depends on the magnetic
field through:
ρxy = R0B (1)
where R0 =
1
ne is known as the Hall coefficient. This
phenomenon is known as the ordinary Hall effect.
In many ferromagnets, however, the transverse resis-
tivity acquires an additional term which is often seen to
be proportional to the magnetization of the sample, and
becomes constant once the sample has reached its satu-
ration magnetization Ms. Empirically one writes:
ρxy = R0B +RsM (2)
The effect is referred to as the anomalous Hall effect
while the constant Rs is called the anomalous Hall co-
efficient. It can be seen from the second term above
that ferromagnets display a spontaneous Hall conduc-
tivity in the absence of an external field. The effect
was subsequently noted in a large number of bulk al-
loys, as well as, in recent experiments, in materials which
exhibit colossal magnetoresistance1−2 and ferromagnetic
semiconductors. Recent studies of ferromagnetic semi-
conductors such as (Ga,Mn)N films have in fact reported
ferromagnetic behaviour at room temperature3−4.
Although it has been known for close to half a century,
the AHE has had a controversial history and it remains a
somewhat poorly understood phenomenon. Karplus and
Luttinger5 pioneered the theory of the AHE, finding that
the spin splitting of bands can give rise to a Hall conduc-
tivity in the presence of spin orbit coupling. Smit6 coun-
tered that in a perfectly periodic lattice the AHE could
not occur without scattering from impurities, and intro-
duced the skew scattering mechanism to explain it. This
mechanism, in which an electron is scattered at an angle
to its original direction, gives a contribution proportional
to ρ, the diagonal resistivity. In a more complete treat-
ment, Luttinger7 found a term corresponding to skew
scattering but maintained that the scattering free contri-
bution to the AHE still remains. There has been much
debate on the possibility of this scattering free contri-
bution in principle and on its relative importance, if it
exists, in real materials.
Later, a new mechanism, called side jump was intro-
duced by Berger8 to explain the observed ρ2 dependence,
although the scattering free contribution gives the same
dependence. In side jump, the electron incident into the
area of influence of the potential emerges parallel to its
original direction but displaced perpendicular to it. This
latter term is supposed to dominate in alloys, where ρ is
high. It is nevertheless not clear how to relate the side
jump mechanism to the systematic theory proposed by
Luttinger.
In recent years, the scattering free contribution of
Luttinger and Karplus was rederived in a semiclassi-
cal analysis of wavepacket motion in Bloch bands by
Chang and Niu15 and Sundaram and Niu16 and was at-
tributed to a Berry phase effect in k-space. A more
rigorous derivation13 based on the Kubo formula gives
the same result. This contribution was also evaluated
for the mean-field bands of semiconductor ferromagnets,
yielding good agreement with experiments without any
parameter fitting. This theory9 of the AHE is based on
the Stoner description of ferromagnetism, considering the
charge carriers to be quasiparticles in spontaneously split
Bloch bands. It is to be distinguished from the mecha-
nism of Ye et al 14 based on the Berry phase in real space.
The motivation behind the current effort is to provide
a conceptual framework for the theoretical study of the
AHE in magnetic quantum wells and heterostructures,
which have been realized in recent years. These struc-
tures constitute the simplest systems in which the Berry
phase can be evaluated analytically from the Hamiltonian
including the Rashba spin orbit coupling and provide a
suitable ground for testing a theory based on fundamen-
tal physics. We shall concentrate our attention on the
conduction band and the topmost valence band of an
inversion asymmetric semiconductor heterostructure in
an exchange field supplied through doping with Mn and
calculate the anomalous Hall conductivities for the two
bands. Although ferromagnetic behaviour has not been
2observed in II-VI heterostructures we shall concentrate
on II-VI semiconductors, as they can be doped with Mn
more heavily than III-V.
The paper is organized as follows. In section II, within
the framework of the effective mass approximation ap-
plied to a doubly degenerate band, we calculate the
Berry phase of the wavefunction which yields the off-
diagonal conductivity σxy. We consider an ideal situ-
ation with T=0, where we follow the method used by
Chang and Niu15 and Sundaram and Niu16 for the semi-
classical treatment of carrier motion in 2D. Under certain
circumstances one can make the approximation that the
anomalous Hall conductivity is quantized, taking the val-
ues:
|σxy| =
e2
2h
(3)
In sections III and IV we apply the theory to wurtzite
and zincblende structures respectively. We consider fi-
nite temperature corrections and discuss the conditions
under which equation (3) holds. Moreover, we investi-
gate the variation of the conductivity with temperature,
exchange coupling and spin orbit constant. In the last
section we examine the effect of placing the system in an
external magnetic field and determine the optimal pa-
rameters needed for the observation of the AHE in het-
erostructures in the laboratory.
II. SYMMETRY CONSIDERATIONS
In a perfect crystal, according to Bloch’s theorem, the
wavefunction for a band with index n is decomposed into
two parts:
|Ψn(k, r)〉 = e
ik·r|un(k, r)〉 (4)
where |un(k, r)〉 is a function with the periodicity of
the lattice. The semiclassical motion of a charge car-
rier through the crystal is described by constructing a
wavepacket out of Bloch wavefunctions. The dynamics
of such a wavepacket are given by the following equations
of motion16:
r˙ =
1
h¯
∂εn
∂k
− k˙×Ωn (5)
k˙ = −
e
h¯
(E+ r˙×B) (6)
which determine the position vector and wavevector of
the center of the wavepacket in the presence of external
electromagnetic fields, with Ω the Berry curvature. The
Berry curvature of a band is defined by the following
expression:
Ωn = −Im〈
∂un
∂k
| × |
∂un
∂k
〉 (7)
The term containing the Berry curvature is usually ne-
glected, due to the fact that it frequently vanishes by
symmetry, as in crystals which are invariant with respect
to both time reversal and spatial inversion (e.g. nonmag-
netic Bravais crystals16).
In the AHE, the additional contribution to the current
is perpendicular to the direction of the electric field and
independent of the magnetic field. We now show it to be
related to the Berry curvature, Ωn which appears in the
equations of motion as an additional term in the velocity.
This is the same as the velocity correction derived previ-
ously by Luttinger. From the two equations it is apparent
that this correction term is perpendicular to k˙ and there-
fore perpendicular to the direction of the Lorentz force.
In the absence of an external magnetic field B, this term
is seen to be perpendicular to the electric field E, giving a
transverse component of the velocity. This velocity adds
a transverse term in the current producing a contribu-
tion to the off diagonal conductivity. Therefore, as long
as Ωn is nonzero it is possible to have an off diagonal
conductivity term which is independent of B.
The Berry curvature is related to the Berry phase12
(denoted by γn), which is the phase acquired by the
wavefunction upon being transported around a loop in
k-space. According to Stokes’ theorem:∫
A
dS ·Ωn =
∫
∂A
dk · 〈un|
∂
∂k
|un〉 = γn (8)
In the above the loop around which the wavefunction
is transported is denoted by ∂A and the area enclosed
by the loop by A. The Berry curvature can therefore be
regarded as the Berry phase per unit area of k-space.
In the following we give an analysis of the main sym-
metry aspects of the problem. From the requirement that
the semiclassical equations be invariant under time rever-
sal it is apparent that Ωn must be odd under this trans-
formation, namely Ωn(-k)=-Ωn(k). A geometric argu-
ment can also be made by noting that the Berry phase
is a path dependent quantity. Under time reversal, both
the path along which the wavefunction is transported and
the orientation of the wavevector k are reversed. A clock-
wise path spanning a set of wavevectors {k} becomes an
anticlockwise path spanning the set of wavevectors {−k}.
This implies that the Berry phase changes sign uner time
reversal and the Berry curvature satisfies the above con-
straint.
One can also obtain this result by carrying out the
explicit transformation of Eq.(7) under time reversal. If
|un〉 is written in terms of the real and imaginary parts
of its components:
|un〉 =
(
Re|vn〉+ iIm|vn〉
Re|wn〉+ iIm|wn〉
)
(9)
then application of the time reversal operator will result
in:
T |un〉 =
(
−iRe|wn〉 − Im|wn〉
iRe|vn〉+ Im|vn〉
)
(10)
producing a change of sign in the Berry curvature.
3If time reversal symmetry is present, Kramers degen-
eracy must also be present, imposing εn(k) = εn(-k).
Therefore, if the state at wavevector k is occupied so is
the state at wavevector -k. This, together with the condi-
tion Ωn(-k)=-Ωn(k) implies that the integral of Ωn over
all filled states vanishes. Therefore, in general it is always
necessary for the system to lack time reversal symmetry
in order for the AHE to occur.
To obtain a nonzero anomalous Hall conductivity, the
spin orbit interaction must also be present in order to
couple the spin up and spin down bands. This coupling
transfers the time reversal violation from the spin de-
gree of freedom to the orbital motion, which is respon-
sible for the Berry curvature. An example is provided
by ferromagnetic (Ga,Mn)As10 crystals, in which, with-
out spin orbit, the valence band wavefunctions at k=0
are eigenstates of Lˆ, the orbital angular momentum op-
erator, with eigenvalue l=1 and thus sixfold degenerate.
When spin orbit is included the k=0 band wavefunctions
are eigenstates of the total angular momentum operator
Jˆ, splitting into a fourfold degenerate j=3/2 level (con-
taining the heavy holes and the light holes) and a twofold
degenerate j=1/2 level (the split off band). Away from
k=0, there is a correction proportional to (Jˆ · k)2, which
partially lifts the degeneracy of the bands. This term
provides a k-dependent quantization direction for the an-
gular momentum, so that as the wavevector is displaced
the angular momentum is rotated and it is possible to
obtain a nonzero Berry curvature.
In 2D, the quantum confinement lifts the degeneracy
of the heavy hole and light hole bands, so that at k=0 it
is possible to separate the Hamiltonian into independent
2×2 blocks. For finite k, each block remains degenerate
in the presence of both time reversal and spatial inversion
symmetries, based on Kramers’ theorem. With time re-
versal symmetry |k, ↑〉 is equivalent to |−k, ↓〉 while with
space inversion symmetry |k, ↑〉 is equivalent to | − k, ↑〉.
Therefore, with both symmetries |k, ↑〉 is equivalent to
|k, ↓〉 . In the absence of space inversion symmetry it is
possible to break the degeneracy at each finite k. The
space inversion asymmetry gives rise to the Rashba spin
orbit interaction21:
Vso = αmatf(k)(σ × k) · zˆ (11)
where αmat is a constant, σ is the vector of Pauli spin
matrices, k is the two dimensional wavevector in the xy
plane and f(k) depends only on the magnitude of the
wavevector. The asymmetry can originate from either
the crystal structure (bulk inversion asymmetry) or the
confinement potential (structure inversion asymmetry).
The Rashba interaction has been found to be the main
mechanism responsible for the zero field spin splitting in
2DEGs17−20.
It is apparent from the above that the spin orbit cou-
pling provides a k-dependent quantization direction for
the charge carriers’ spins. The spins prefer to lie in the
xy plane and be perpendicular to the wavevector. As a
result, when the wavevector sweeps a circle around the
origin, the spins are rotated by a solid angle of 2pi, and
acquire a Berry phase of pi. Since this phase is indepen-
dent of the area enclosed, it follows that the Berry curva-
ture is singular at the origin and is null everywhere else.
When an exchange field is applied, the spins are tilted
out of the xy plane. The amount of tilting depends on
the competition between the Rashba term and the ex-
change field. From the k-dependence of the Rashba term
it can be seen that the solid angle swept by the spins is
different from 2pi and depends on the size of k, tending
to zero as the radius of the circle tends to zero. This
implies that the Berry curvature is now spread out and
is finite at the origin. As will be shown in more detail in
the following sections, such a Berry curvature will lead
to a finite contribution to the AHE.
III. GENERAL TREATMENT OF BERRY
CURVATURE AND HALL CONDUCTIVITY
The 2D anomalous Hall conductivity is calculated at
T=0 and shown to be quantized. We consider a 2 × 2
Hamiltonian describing the spin split conduction/valence
band of a semimagnetic semiconductor in the presence
of an exchange field and spin orbit coupling. Effects of
band mixing are neglected, which is a suitable approxi-
mation for the bandstructures of the materials we shall
consider-the top two valence bands and the conduction
band in wurtzite structures and the conduction band of
zincblende materials.
The exchange field due to the magnetic impurities is
taken to be uniform and directed along the z axis, nor-
mal to the heterostructure. Based on a mean field model,
we consider the interaction to be described by a vector
h0, which for simplicity has units of energy. The mag-
nitude of the interaction is tuned by controlling the con-
centration of Mn but its effect will be masked by thermal
fluctuations once h0 ≤ kB T.
In a narrow quantum well in which the subbands are
widely separated the k · p Hamiltonian, with m∗ the
band electron effective mass, γ = h¯
2
2m∗ and k±=kx±iky
is:
H = γk2I2×2 +
(
h0 iαmatf(k)k−
−iαmatf(k)k+ −h0
)
(12)
It is readily seen to have the eigenvalues:
E± = γk
2 ±
√
h20 + α
2
matk
2f(k)2 (13)
yielding two subbands, separated by 2h0.
Assuming T=0 for the time being we take the bottom
subband to be occupied and the top one to be empty,
while the Fermi level corresponds to kF=(4pin)
1/2.
The form of the Berry curvature for a general f(k) is:
Ω↑/↓z = ∓
1
2
α2math0f(k)
d
dk [kf(k)]
[h20 + α
2
matk
2f(k)2]3/2
(14)
4The geometrical phase factor is the integral of the cur-
vature over all wavevectors13. As the upper band is
empty the integral over it is zero and one only needs
to consider the curvature of the lower band, Ω↓:
Γ↓ =
∫∫
k<kF
Ω↓zd
2k = pi[1−
h0
[h20 + α
2
matk
2
F f(kF )
2]1/2
]
(15)
To maximize the conductivity, the interval between k =
0 and k = kF should cover the region over which the
Berry curvature is significant, so that kF must be equal
to several times kc, the wavevector at which the curvature
falls to half its maximum value. As kF is fixed by the
number density the way to accomplish this is to have
h0 << αmat kF . When this relation holds the phase Γ
↓
is very nearly pi.
At zero temperature the conductivity σ for a full band
is equal to the integral over the Brillouin zone of the
component of the Berry curvature parallel to z and is
thus proportional to the Berry phase. The upper limit of
the integral can be taken to infinity:
σ↓xy = −
e2
h
∫∫
kF→∞
Ω↓z
d2k
2pi
(16)
which results in:
σxy = −
e2
2h
∫ ∞
0
dk
α2math0kf(k)
d
dk [kf(k)]
[h20 + α
2
matk
2f(k)2]3/2
= −
e2
2h
(17)
From the above we see that the conductivity is approx-
imately quantized, regardless of the form of f(k). It is
worth noting that σ does not depend on the size of the
spin orbit splitting constant αmat nor on the magnitude
of the external magnetic field and that exact quantiza-
tion occurs when the Berry phase is pi, i.e. the spin lies
in the xy plane.
IV. WURTZITE STRUCTURES AT FINITE
TEMPERATURES
The conduction band and the bottom valence band of
wurtzite transform according to the Γ7 representation of
the rotation group at k=0, while the top valence band
transforms according to Γ9. The latter however is known
empirically not to exhibit a linear spin splitting.
The coefficient αmat introduced above is replaced by
αw. Then the interaction for the Γ7 band is given by:
Vso = αw(σ × k) · zˆ (18)
The energy bands, corresponding to the dispersion rela-
tion:
E± = γk
2 ±
√
h20 + α
2
wk
2 (19)
are plotted in Fig. 1 as a function of k.
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FIG. 1: Band dispersion relation for 2D holes in the
Γ7 valence band of wurtzite structures. The parame-
ters are n=2.9×1012cm−2, αw=23meVnm, h0=1.38meV and
m∗=0.9m0.
The Berry curvature is pointing along the z axis:
Ω↑/↓z = ∓
1
2
α2wh0
(α2wk
2 + h20)
3/2
(20)
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FIG. 2: Absolute value of Berry curvature Ωz as a function
of wavevector for the Γ7 valence band of wurtzite structures.
The absolute value of the Berry curvature, Ωz is plot-
ted in Fig. 2. It falls to half its maximum value when
the wavevector is equal to:
kc = ±
0.77h0
αw
(21)
and its effect becomes negligible once the magnitude of
k exceeds several times that of kc.
At finite temperatures one must take into account the
fact that the Fermi-Dirac distribution deviates from the
step function at T=0, which is done by incorporating
the distribution function into the expression for σxy. It
is also important to maintain a carrier number density
in the range in which AHE is not overshadowed by dis-
order effects. High densities cause interface effects to be-
come important whereas low densities will cause pockets
5of electrons to be isolated in localized states. In addition
to the above, one must consider the contribution from
both the lower and the upper band as there exists a fi-
nite fraction of carriers excited into the E+ band. The
two conductivities are:
σ↑/↓ = ±
e2
2h
∫ ∞
0
dk
kα2wh0
(h20 + α
2
wk
2)3/2
1
e(E±(k)−µ)/kBT + 1
(22)
with E(k) given by (7). The total conductivity σxy is the
sum of the two:
σxy = σ
↑
xy + σ
↓
xy (23)
We consider the conduction band and concentrate on
CdSe, where αw has been measured to be 10meVnm and
the effective mass m∗ is 0.13m0. µ is determined by the
number density and exchange field, which are fixed at
1 × 1011 cm−2 and 0.8meV. Our numerical calculations
show that under these conditions the maximum conduc-
tivity is:
|σxy| = 0.125
e2
h
(24)
It is not quantized, but the effect is still observable.
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FIG. 3: Variation of the conductivity with αw in the case of
the Γ7 valence band of wurtzite
In the case of the valence band, theory gives an esti-
mate for αw of 23 meVnm while experiment sets an upper
limit of 90 meVnm, and we employ the theoretical value
as a worst case scenario. The effective mass is 0.9m0,
the number density is set to 2.9× 1012 cm−2, h0 is fixed
at 1.38meV and the temperature at 0.1K. Repeating the
calculation yields:
|σxy| = 0.45
e2
h
(25)
showing that the conductivity approaches the quantized
value.
We now investigate the dependence of the integral in
equation (16) upon the spin orbit coupling constant (Fig.
3), maintaining the other parameters at their values for
the valence band. We find that at T=0.1K it increases
with increasing αw, saturating to 0.45
e2
h . The shape of
the graph can be explained by noting that the effect
of increasing αw is to bring down the chemical poten-
tial and flatten the lower band in such a way that its
Fermi wavevector is unchanged. The point where the
conductivity reaches its maximum corresponds to the
point where the chemical potential crosses from the top
band into the bottom one so that at very low temper-
atures only the latter is occupied. Since there are only
carriers in the lower band, as αw increases they acquire
approximately the same Berry phase until the chemical
potential touches the band maximum at k = 0, beyond
which our theory does not apply. The shape of the curve
as far as the plateau follows from the fact that as the
chemical potential is lowered fewer states are available
in the upper band. The plateau itself is understood by
noting that increasing αw makes the curvature narrower
but after a point almost all the area over which Ω is ap-
preciable has been covered, so further increasing αw will
not make a considerable difference.
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FIG. 4: Variation of the conductivity with h0 for the Γ7 va-
lence band of wurtzite
The dependence upon the exchange coupling is studied
next (Fig. 4). It can be seen that σxy reaches a maxi-
mum when h0 is approximately 1.38 meV, after which it
drops. At first, when there is no magnetic interaction,
the spin lies in the xy plane. As h0 increases the spin
is tilted out of the plane by larger amounts, increasing
the phase acquired by the wavefunction, until it reaches
a maximum. As h0 → ∞ the spin becomes parallel to
h0 and the phase gradually falls to zero. Increasing h0
makes Ω wider so less of the curvature is covered in the
range k = 0 to kF . The sudden fall in the conductiv-
ity beyond the maximum is therefore a combined effect -
the magnitude of the curvature is smaller and less of the
curvature is covered in the integral.
These two plots illustrate the fundamental physics of
the system, namely the interplay between the Rashba
and Zeeman effects giving rise to the anomalous Hall
6conductivity through the Berry phase acquired by the
wavefunction. The dynamics can be viewed as a compe-
tition between the Zeeman term, which by itself would
align the spin with the z axis and the Rashba term, which
draws it towards the xy plane. Without the spin orbit
interaction, the Berry phase is zero yielding zero con-
ductivity whereas without the exchange field the energy
gap vanishes and the bands overlap. What is more, as
h0 tends to infinity the spins align themselves along z
in such a way that the wavefunction does not acquire a
Berry phase. At this stage the wavevector precesses on
the Fermi surface at an infinite rate, which is equivalent
to no precession at all. Lastly, as αw tends to zero the
spins once more align with the z axis.
Finally, we have observed the temperature dependence
of the integral in equation (10), with αw chosen as be-
fore. As Fig. 5 shows, the conductivity declines over the
range T=10mK to T=1K, which is attributed to the fact
that raising the temperature causes more carriers to be
excited across the gap, increasing the size of the negative
contribution.
These two situations are similar to the limit h0 → 0:
the bandgap here does not disappear, but it is bridged
by facilitating the movement of carriers across it.
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FIG. 5: Variation of the conductivity with temperature for
the Γ7 valence band of wurtzite
V. ZINCBLENDE STRUCTURES AT FINITE
TEMPERATURES
Having investigated the underlying physics of the prob-
lem for a wurtzite QW, we turn our attention to a case
which promises immediate experimental realization. We
shall restrict our discussion of zincblende materials to
the conduction band of Hg1−xMnxTe, in which the lin-
ear term in k is not allowed by symmetry. Instead, the
first term in the expansion is cubic in k and the spin orbit
term takes the form:
Vso = αzbk
2(σ × k) · zˆ (26)
where αzb replaces αmat. This expression is valid near
k=0, but is not accurate as k approaches kF . In order to
improve the accuracy we have chosen the polynomial co-
efficients b1 and b2 so as to match the dispersion relation
with that shown in Fig. 7 of ref. 37, namely:
Vso =
αzbk
2(σ × k) · zˆ
1 + b1k2 + b2k4
(27)
yielding the energy bands (Fig. 6):
E± = γk
2 ±
√
h20 +
α2zbk
6
(1 + b1k2 + b2k4)2
(28)
and the absolute value of the z-component of the Berry
curvature (Fig. 7):
Ω↑/↓z = ∓
α2zbh0k
2
2(h20 + α
2
zbk
6)3/2
(3k2 + b1k
4 − b2k
6)
(1 + b1k2 + b2k4)3
(29)
We consider the optimum achievable conditions for the
observation of the anomalous Hall conductivity. The
doping density is n = 2.8×1011cm−2, the spin orbit con-
stant from ref. 37 is approximately αzb = 10000meV
nm3, we set the exchange field to be equal to 3.38meV
and m∗=0.034m0. Under these conditions the conduc-
tivity is:
|σxy| = 0.34
e2
h
(30)
In Fig. 7-9 we have plotted the conductivity as a function
of the spin orbit constant, exchange field and tempera-
ture. The graphs will be seen to have very similar fea-
tures to the corresponding ones for wurtzite. These com-
mon features have identical explanations in terms of the
modification of the shape of the bands and the movement
of the chemical potential relative to them, as discussed
above.
It will be noticed that the zincblende graphs are
smoother and the plateau in the spin orbit constant graph
is missing. The qualitative differences in the behaviour
of the conductivity come about due to the difference in
the shape of the bandstructure and Berry curvature in
the two structures. In wurtzite Ω peaks at the origin
and is appreciable within a disc centered at k = 0. In
zincblende on the other hand the curvature is zero at the
origin and is concentrated within a ring on either side of
the values of k at which it peaks. If the magnitude of the
wavevector at which Ω has its maximum is denoted by
kΩ, it emerges that in order to maximize the anomalous
conductivity the parameters must be adjusted such that
kF is large enough to contain the ring on the outer side of
kΩ but small enough for the number of states available
in the upper band not to cause the contribution from
it to cancel out the curvature from the lower band. In
the spin orbit constant graph, after reaching a maximum,
the conductivity quickly declines, since increasing αzb has
the effect of lowering the chemical potential, so that fewer
7states in the bottom band are integrated over. Due to the
shape of the curvature, lowering the chemical potential
causes those wavevectors at which the Berry curvature is
significant to be omitted, resulting in a sharp decrease in
the conductivity. Moreover, the fact that in zincblende
the lower band does not have a maximum at k=0 means
that our theory can be applied regardless of where in the
band the chemical potential lies.
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FIG. 6: Band dispersion relation for 2D electrons in a
zincblende lattice. The parameters are n = 2.8×1011cm−2,
αzb = 10000meV nm
3, h0 = 3.38meV and m
∗=0.034m0.
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FIG. 7: Absolute value of the Berry curvature for the con-
duction band of zincblende structures.
VI. OTHER MATERIALS
In general, the expression for αmat is amat〈E〉. Here
〈E〉 is the expectation value of the total electric field felt
by the carriers and amat a material specific parameter
which is straightforwardly calculated using third order
perturbation theory. It is customary to assume that the
gradient of the confining potential has only a z compo-
nent, with the result that αmat is given by amat〈Ez〉.
In the literature the size of the spin orbit coupling is
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FIG. 8: Variation of the conductivity with the spin orbit con-
stant for zincblende structures.
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FIG. 9: Variation of the conductivity with the exchange field
for zincblende structures.
parametrized either by direct measurements of αmat (Ta-
ble I), calculated values of amat (Table II), or the mag-
nitude of the energy splitting at k=0 or k=kF . This
disguises the fact that the character of Ez is poorly un-
derstood and little literature is available on the topic. In
a recent experiment, the electric field in the valence band
of a GaAs/Ga1−xAlxAs heterostructure was determined
by Jusserand et al22 to be 17 mVnm−1. Ez is assumed
to scale with the band offset and can be increased by
up to a factor of approximately 3.5 by applying a gate
potential23. In addition it was pointed out by Lassnig24
that the conduction band spin splitting is due to the
electric field in the valence band, the two fields differ-
ing through the contributions of the interfaces24−25.
We present in Table I the maximum ob-
served/calculated values of αmat in the bulk for
semiconductors with a strong spin-orbit interaction
(Table I) due to bulk inversion asymmetry (BIA). The
small bulk GaAs spin-orbit coupling constant renders
the effect of Vso negligible in GaAs, but in the other
materials the size of αmat is several orders of magnitude
larger. In Table II we list calculated values for the
coefficient a46 for different materials. By comparing
with the corresponding values of αmat one can obtain a
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FIG. 10: Variation of the conductivity with temperature for
zincblende structures.
GaAs19 0.69
HgMnTe26 100
InAs27−28 30-45
HgTe gated QW29 40
CdTe/HgTe/CdTe30 40
In0.75Ga0.25As/In0.75Al0.25As
31 29.2
In0.75Ga0.25As/InP
32−33 4.71-15
CdSe(holes)34 < 10 (expt)
CdSe(holes)34 6 (theory)
CdSe(electrons)34 < 90 (expt)
CdSe(electrons)34 23 (theory)
rough estimate of the electric field in the valence band
in the absence of a gate. In the case of InAs this field
would lie in the range 25-40 meVnm−1.
VII. EFFECT OF MAGNETIC FIELD AND
DISORDER
AHE was first observed in ferromagnetic materials in
the absence of an external magnetic field (in this case one
would only need to apply a field to magnetize the mate-
rial, lowering it to zero afterwards). As ferromagnetic
heterostructures are yet to be realized and as ferromag-
netism has not been observed in II-VI semiconductors, it
is more sensible to consider the case of a paramagnetic
system, in which the exchange field can be maintained
only by applying an external magnetic field. In order to
determine the regime in which AHE can be observed in a
GaAs19 0.055
Hg0.8Cd0.2Te
19 19.3
InAs25 1.17
InSb25 4-5.23
ZnSe25 0.01
weak magnetic field one needs to consider the fact that a
magnetic field will cause the system to be quantized into
Landau levels - where the semiclassical approximation is
not valid, as well as give rise to the ordinary Hall effect.
The first obstacle is circumvented by the presence of
disorder in the sample, as the impurity scattering causes
the Landau levels to broaden so that for a small enough
magnetic field they overlap. The effect of disorder is
parametrized by an impurity scattering time τ , which
in II-VI heterostructures is of the order of 0.1ps36. To
get round the second problem, the parameters must be
matched so that the ordinary Hall conductivity does not
overwhelm the anomalous one, making observation of the
latter contribution clear. If the magnetic field and the
scattering time are small enough to make the Landau
levels overlap, ωcτ < 1 must hold, where ωc is the cy-
clotron frequency. The condition that ωcτ < 1 ensures
that the semiclassical approximation is valid, but does
not guarantee that the ordinary Hall conductivity will
not greatly exceed the anomalous one. For small ωcτ
the ordinary Hall contribution, which, in the absence of
quantum oscillations is given by the Drude formula:
σOHExy =
ne2τ
m∗
ωcτ
1 + ω2cτ
2
(31)
tends to zero. To ensure the AHE is the dominant effect
we set:
σOHExy < σ
AHE
xy (32)
These two equations yield ( nhm∗ )ωcτ
2 < 1.
It is also imperative to ensure the AHE itself is not
completely overshadowed by disorder. To satisfy this re-
quirement, the exchange splitting h0 must exceed the en-
ergy fluctuation due to disorder, h¯τ . It follows that the
condition for the observation of AHE is:
2pinh¯2
m∗
ωcτ <
h¯
τ
< h0 (33)
For τ=0.1ps, the fluctuation h¯τ represents an energy of
6.5meV.
As it is desired to work with a narrow well, so as to
keep the subbands as far from each other as possible, we
shall set the well width at 10nm, close to the smallest
that can be manufactured. Furthermore, the laboratory
temperature will be fixed at 0.1K. We use the exchange
constants N0α and N0β in table V of ref. 38 to deter-
mine the optimal Mn concentration and external mag-
netic field for the observation of the AHE in Cd1−xMnxSe
and Hg1−xMnxTe quantum wells.
For wurtzite (Cd1−xMnxSe), with the value of αw fixed
we have chosen the carrier density n and exchange field
h0 in such a way as to have an observable conductivity in
the valence band: n=2.9×1012 cm−2 and h0=7meV. The
Mn doping density will have to be 2.2%. At 0.1K, in order
for the Brillouin function to saturate the magnetic field
must be approximately 1T. At this field, the ordinary
9Hall conductivity is less than 0.05 of the conductivity
quantum, while the anomalous one is approximately 0.27.
In the case of zincblende (Hg1−xMnxTe), the act of bal-
ancing the ordinary and anomalous conductivities is more
difficult. The magnetic field cannot be as high as 1T, for
that will produce a large ordinary contribution, but that
is compensated by the fact that the exchange constant
N0β is larger. In order to maintain the exchange splitting
above the disorder broadening, i.e. h0=7meV, it is suf-
ficient to apply B=130mT and keep the Mn density un-
changed at 2.2% (corresponding to 3.3×1026 m−3, which
is well within the experimentally achievable range38).
At a carrier density of 1×1011 cm−2, the ordinary and
anomalous conductivities will be equal to just over 0.14
of the conductivity quantum.
This work was supported by the Department of Energy
under Grant DE-FG03-02ER45958, and by the Welch
Foundation in Texas.
1 P. Matl, N. P. Ong, Y. F. Yan, Y. Q. Li, D. Studebaker, T.
Baum and G. Doubinina, Phys. Rev. B 57 10252 (1998)
2 S. H. Chun, M. B. Salamon and P. D. Han, Phys. Rev. B
59, 11 155 (1999)
3 S. Sonoda, S. Shimizu, T. Sasaki, Y. Yamamoto and H.
Hori, cond-mat/0108159 (2001)
4 M. Onoda, N. Nagaosa, cond-mat/0110504 (2001)
5 R. Karplus and J.M. Luttinger, Phys. Rev. 95, 1154 (1954)
6 J. Smit, Physica (Amsterdam) 21, 877 (1955); ibid. 23, 39
(1958)
7 J. M. Luttinger, Phys. Rev. 112 739 (1958)
8 L. Berger, Phys. Rev. B 2, 4559 (1970)
9 The Hall effect and its applications, edited by C. L. Chien
and C. R. Westgate (Plenum Press, New York, 1979)
10 T. Jungwirth, Q. Niu, A. Macdonald, Phys. Rev. Lett. 88,
20 7208 (2002)
11 H.-R. Trebin, U. Rossler, and R. Ranvaud, Phys. Rev. B,
20, 2 686 (1979)
12 M. V. Berry, Proc. R. Soc. Lond. A 392, 45 (1984)
13 Q. Niu, D. J. Thouless and Y. Wu, Phys. Rev. B 31, 6
3372 (1985)
14 J. Ye, Y. B. Kim, A.J. Millis, B.I. Shraiman, P. Majumdar
and Z. Tesanovic, Phys. Rev. Lett. 83, 18 3737 (1999)
15 M. Chang and Q. Niu, Phys. Rev B 53, 11 7010 (1996)
16 G. Sundaram and Q. Niu, Phys. Rev B 59, 23 14915 (1999)
17 B. Das, S. Datta and R. Reifenberger, Phys. Rev. B 41,
12 8278 (1990)
18 S.J. Papadakis, E. P. De Poortere, H. C. Manoharan, M.
Shayegan and R. Winkler, Science 283, 2056 (1999)
19 G. Lommer, F. Malcher and U. Rossler , Phys. Rev. Lett.
60, 8 728 (1988)
20 G. Lommer, F. Malcher and U. Rossler , Phys. Rev. B
32,10 6965 (1985)
21 Yu. A. Bychkov and E. I. Rashba, JETP Lett. (Engl.
transl.) 39, 66 (1984)
22 B. Jusserand, D. Richards, G. Allan, C. Priester and B.
Etienne, Phys. Rev. B 51, 7 4707 (1995)
23 Y. S. Gui, C. R. Becker, J. Liu, V. Daumer, V. Hock,
H. Buhmann, and L. W. Molenkamp, cond-mat/0206335
(2002)
24 R. Lassnig, Phys. Rev. B 31 8076 (1985)
25 R. Winkler, Habilitation thesis
26 V. F. Radantsev et al, Semicond. Sci. Technol. 16, 320
(2001)
27 T. Matsuyama, R. Kursten, C. Meissner and U. Merkt ,
Phys. Rev. B 61, 23 15 588 (2000)
28 D. Grundler, Phys. Rev. Lett. 84, 26 6074 (2000)
29 V. F. Radantsev et al., Surf. Sci. 482-485, 989 (2001)
30 M. Schultz, F. Heinrichs, U. Merkt, T. Colin, T. Skauli
and S. Lovold, Semicond. Sci. Technol. 11, 1168 (1996)
31 Y. Sato, T. Kita, S. Gozu and S. Yamada , J. Appl. Physics
89, 12 8017 (2001)
32 Th. Schapers, G. Engels, J. Lange, Th. Klocke, M.
Hollfelder and H. Luth, J. Appl. Physics 81, 8 4324 (1998)
33 G. Engels, J. Lange, Th. Schapers and H. Luth, Phys. Rev.
B 55, 4 1958 (1997)
34 L. C. Lew Yan Voo, M. Willatzen, M. Cardona and N. E.
Christensen, Phys. Rev. B 53, 16 10703 (1996)
35 J. Koenig, J. Schliemann, T. Jungwirth, and A. H. Mac-
donald, in Electronic Structure and Magnetism of Complex
Materials, edited by D. J. Singh and D. A. Papaconstan-
topoulos, (Springer Verlag in press), cond-mat/0111314
(2001)
36 R. Knobel, I. P. Smorchkova, and N. Samarth, J. Vac. Sci.
Technol. B17 (3), 1147 (1999)
37 X. C. Zhang, A. Pfeuffer-Jeschke, K. Ortner, V. Hock, H.
Buhmann, C. R. Becker, and G. Landwehr, Phys. Rev. B
63, 245305 (2001)
38 J. K. Furdyna, J. Appl. Phys. 64 (4), R29 (1988)
