The quantum-behaved particle swarm optimization (QPSO) with Tikhonov regularization is used to solve the inverse heat conduction problem of estimating the time dependent heat transfer coefficient of a flat plate. The prior information about the functional form of the unknown is unavailable. The estimation is based on transient temperature measurements taken by the sensors imbedded in the plate, which are used in the least square model, minimized by QPSO. The detail of choosing the best regularization parameter by L-curve method is presented. Numerical experiments are performed to test the proposed method. Effects of the location and number of sensors are also investigated. Comparison with conjugate gradient method is given as well.
INTRODUCTION
The heat transfer coefficient, in thermodynamics, is used in calculating the heat transfer, typically by convection or phase change between a fluid and solid. The accurate knowledge of the heat transfer coefficient at the surface of the plate is important in many engineering applications, including the cooling of continuously cast slabs and electronic chips [1] .
In the past decades, many research works have been contributed to the estimation of time-varying heat transfer coefficient. Su and Hewitt [2] used Alifanov's iterative regularization method to estimate the time-varying heat transfer coefficient of forced-convective flow boiling over the outer surface of a heater tube. In [3] , the heat transfer coefficient at the surface of a plate, where heat is lost by convection to a cooling fluid, was estimated by three versions of conjugate gradient method. Chen and Wu [4] applied a hybrid scheme of Laplace transform, finite difference and least-square method in conjunction with a sequential-in-time concept, cubic spline and temperature measurements is applied to predict the heat transfer coefficient distribution on a boundary surface. Slodicka [5] used boundary element method and Tikhonov regularization to construct the time-dependent heat transfer coefficient. Chantasiriwan [6] used the sequential function specification method with the linear basis function and an assumption of linearly varying future boundary heat flux or temperature components to estimate the time-dependent Biot number.
In this paper, a stochastic algorithm named quantum-behaved particle swarm optimization (QPSO) with Tikhonov regularization is used to estimate the time-varying heat transfer coefficient in one-dimensional inverse heat conduction problem. No prior information about the functional form of the heat transfer coefficient is available. QPSO, inspired by quantum mechanics, was proposed by Sun [10] [11] [12] from the knowledge of particle swarm optimization (PSO). PSO was originally proposed by Kennedy and Eberhart [13] as a simulation of social behavior such as fish schooling and bird flocking. Compared with GA, PSO and QPSO have fewer parameters to control and can be more easily implemented. Moreover, only primitive mathematical operators are needed in the PSO and QPSO search process instead of selection, crossover and mutation operators in Genetic Algorithm (GA).
The rest of the paper is organized as follows. In section 2, the mathematical model of the inverse heat conduction problem is described. Section 3 describes the PSO and QPSO with Tikhonov regularization in detail. The proposed method is applied to the inverse problem in section 4. Finally section 5 gives the conclusions and future work.
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MATHEMATICAL FORMULATION OF THE INVERSE PROBLEM
A typical example in [1] is a flat plate over which a fluid is flowing at a constant temperature T ∞ , shown in Fig. 1 . If the plate is suddenly heated by some electronic heaters inside the plate, the plate temperature begins to rise and considered to be homogeneous along the y-direction. So this inverse heat conduction problem with forced convective boundary condition is simplified as one-dimensional, the mathematical mode of which is shown in Eqs. (1 -4) . The heat transfer coefficient is regarded as function of time h(t).
,
where T(x, t) is the temperature distribution at a spatial location x and time t. g(t) is the strength of the heat source at x = x e . For simplicity, rc = k = 1 and L = 1.0. In the direct problem, the heat transfer coefficient capacity h(t) is regarded as known quantities, so that the direct problem concerns with the computation of 
where t f is the total time of measurements, x s is the location of the sensor. Then the inverse heat conduction problem is cast as an optimization problem, which intends to minimize Eq. (4). When generating simulated temperature measurements Y(x s , t) with a predefined h(t), the direct problem is solved with implicit finite difference method, (5) where T i j is the temperature at the j th time step along the i th grid point. Δx is the mesh size, Δt is the time incremental size. For the boundaries, the second order discretization is used here:
The average error values, which intend to evaluate the estimated heat capacity and thermal conductivity, may be defined as: (7) where N t is the number of time steps, N x is the number of mesh grid, h j is the estimated heat transfer coefficient, h j is the exact heat transfer coefficient.
This inverse problem is ill-posed, the unavoidable measurement noise and numerical computing errors often lead to unstable and inaccurate results. Therefore, a regularization technique has to be adopted to stabilize the solution, here the Tikhonov regularization method [7] is used, which changes the objective function to a well-posed form: 8) where λ are the regularization parameters, the first term on the right hand side of Eq. (8) is the discrepancy term, the second term on the right hand side is the regularization term. The regularization operator is generally of the form: (9) where n is the order of regularization, and the zeroth and first order regularization term are commonly used. If n = 0, zeroth order regularization term is used, which minimizes the norm of the sought function:
If n = 1, first order regularization is used, which minimize the oscillatory nature of the sought function:
The regularization stabilizes the solution. The minimization of J[h(t)] in Eq. (8) is a trade-off between the matching the data and stabilizing the solution.
The values chosen for λ influence the stability of the solution. As λ → 0, the solution exhibits oscillatory behavior and becomes unstable. On the other hand, for large values of λ the solution is damped and deviates from the exact solution. Morozov suggested [8] that λ should be selected according to the Discrepancy Principle -the minimum value of the objective function is equal to the sum of the squares of the errors due to the measurements. But it's difficult to determine the accurate measurement error. It is also possible to use the L-curve method [9] to find the best value of λ, in which, the regularization term is plotted on a log-log plot against the residual term for many values of the regularization parameter λ. The value of the regularization parameter at the corner of the L-curve is the optimal parameter value. This [13] . A PSO system simulates the knowledge evolvement of a social organism, in which individuals (particles) representing the candidate solutions of an optimisation problem traverse through a multi-dimensional search space in order to determine the optima or sub-optima. The position of each particle is evaluated as according to the objective function, and particles in a local neighbourhood share memories of their "best" positions. These memories are used to adjust the particles' own velocities, and their subsequent positions. It has already been shown that the PSO algorithm is comparable in performance with and may be considered as an alternative to GA [14] .
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In the original PSO system with M particles, each individual is treated as a volume-less particle in the D-dimensional space, with the position vector and velocity vector of particle i at the k th iteration represented as
. The particle moves according to the following equations: (12) (13) where i = 1, 2, … , M, j = 1, 2, … , D, ω is the Inertia Weight, c 1 and c 2 are called Acceleration Coefficient. r 1 and r 2 are random numbers distributed uniformly in (0, 1). Vector P i = (P i1 , P i2 , …, P iD ) is the best previous position (the position giving the best objective function value) of particle i called personal best position, and vector P g = (P g1 , P g2 , …, P gD ) is the position of the best particle among all the particles in the population and called global best position.
Quantum-behaved Particle Swarm Optimization
The main disadvantage of the original PSO algorithm is that it is not guaranteed to be global convergent [15] . Concepts of a quantum-behaved particle swarm optimization (QPSO) was developed to address the disadvantage and first 
where P i is personal best position of particle i, P g is the global best position of all particles, ϕ ∈ (0, 1). It can be seen that p i is a stochastic attractor of particle i that lies in a hyper-rectangle with P and P g being two ends of its diagonal and moves following P i and P g . In quantum world, the velocity of the particle is meaningless, so in QPSO system, position is the only state to depict the particles, which moves according to the following equation: ,
where u is a random number uniformly distributed in (0, 1), mbest(k) called Mean Best Position, is defined as the mean value of the personal best positions of all particles. That is:
, (16) where M is the population size. The parameter α in Eq. (15) is known as the Contraction-Expansion coefficient, which can be adjusted to control the rate of convergence. The QPSO method is different from the original PSO method in that the iterative update of the former method is given by Eq. (15) ensuring particles appear in the entire D-dimensional search space during each of the iteration steps, while the particles in the latter method can only move in a bounded space. Using the global convergence criterion in [15] , one can conclude that the QPSO method is a global convergent algorithm whereas the original PSO method is not. Moreover, unlike the original PSO method, the QPSO method does not require velocity vectors for the particles at all and has fewer parameters to control, making the method easier to implement. Experimental results performed on some well-known benchmark functions show that the QPSO method has better performance than the original PSO method [10] [11] [12] .
In this paper, QPSO is used to estimate the time-varying heat transfer coefficient h(t), in which, every particle X i (k) is treated as a candidate solution of h(t):
where D = N t .
Procedure of QPSO with Tikhonov regularization for the estimation of h(t):
Give an array of N preselected regularization parameters { } and two zero arrays with N elements, Residual and Norm; for λ j , (j = 1, 2, …, N) Initialization: particle positions: ; personal best positions: ; global best position: P g ; Contraction-Expansion coefficient α = 1.0, k = 0, stopping criteria σ; while (k < k max ) or (σ is not reached)
Compute the Mean Best Position mbest by Eq. (16); Compute the attractor p by Eq. (14); Update the position of each particle according to Eq. (15); Evaluate each particle according to Eq. (11) with λ j ; Update P and P g ; Decrease α linearly; k = k + 1; end while
Plot the corresponding elements of Residual and Norm to obtain the optimal regularization parameter λ opt .
Output the estimated optimal heat transfer coefficient h opt = P g .
NUMERICAL RESULTS AND DISCUSSIONS
As in [2] , the square-wave function, defined as Eq. (18), is considered the most difficult to estimate, which is also used here to test the QPSO with Tikhonov regularization method. The parameters are set as x e = 0.5, t f = 3.0, T 0 = 0.0, g(t) = 10.0, T ∞ = 100.0, Δx = 0.05, Δt = 0.05, respectively.
To compare the results for situations involving random measurement errors, normal distribution uncorrelated errors with zero mean and constant standard deviation were assumed. The simulated in exact measurement data Y(x i , t) can be expressed as:
where T exact (x i , t) is the solution of the direct problem with the exact h(t); ε is the noise level, δ i is the ith standard normal random deviation of the noise which lies within the specified confidence bound. If we use a 99% confidence interval, −2.576 < δ i < 2.576. First, one sensor is set at the boundary x s = 0.0, the L-curve method is adopted to choose the best regularization parameter. An array of regularization parameters are preselected, the residual and norm of solution obtained with these regularization parameters are computed. The curve is shown in Fig. 2 , the value of regularization parameter is 1.2E-06. Fig. 3 shows the estimated heat transfer coefficient with the best regularization parameter, which illustrates the validity of QPSO in solving this inverse problem.
In order to investigate the effect of the number of sensors on the estimation, we compare the estimated results with number of sensors as 1, 3 and 5 respectively. The locations of the sensors are listed in Table 1 . From Table 1 and Fig. 4 , we can note that the estimated results obtained with 3 and 5 sensors are not better than that with only one sensor. So one sensor is enough to get the satisfied estimation.
In Table 1 and Fig. 5 , we examine the effects of sensor location on the estimation, from which, one can note that the closer the sensor is to the boundary with convection, the better the result is.
We investigate the effect of measurement error, the simulated experimental temperatures with different noise levels are used. Table 3 and Fig. 6 give the The estimated results by QPSO and CGM are shown in Fig. 8 and Fig. 9 , from which, it can be seen that the time-varying heat transfer coefficients estimated by QPSO agree very well with the exact heat transfer coefficient. Figure 5 . Estimated h(t ) by QPSO with different sensor locations. 
CONCLUSIONS
In this paper, the inverse problem of estimating the time-varying heat transfer coefficient at the surface of a plate was solved by quantum-behaved particle swarm optimization with Tikhonov regularization. Results obtained with simulated measurements demonstrated the validity and stability of the method with respect to measurement error. The effect of number of sensors and sensor locations on the accuracy of the estimation was also investigated. The comparisons of QPSO and CGM illustrate that the QPSO method outperforms to or at least has competitive performance with the CGM. Figure 9 . Estimated waveform h(t ) by QPSO and CGM with errorless measurements.
