In this paper we discuss the shape of traveling wave front solutions to a model for a single continuous layer of nerve cells originally introduced by Amari (1977, Biol. Cybern. 27, 77-87). The neural field is homogeneous and isotropic, and the connection function is one of lateral inhibition type, meaning that nearby connecting cells have an excitatory influence, while more spatially distant cells impose an inhibitory influence. We give results on the shape of the wave front solutions, which are non-monotone and exhibit different shapes depending on the size of a threshold parameter. For a layer of excitatory cells indirectly inhibited by a second layer of cells, we derive results on the qualitative behavior of wave fronts for changes in parameters representing the inhibitory firing threshold and the time scale of the inhibition process. This study shows how intrinsic cell and network parameter can interact to shape global response properties.
Introduction
Analysis of theoretical models for networks of nerve cells is important for the progress in understanding spatially structured activity seen in neural tissues. The growing interest in mechanisms of large-scale spatiotemporal activity is partly motivated by the use of multielectrode recordings, ion-specific dyes and optical imaging techniques [28, 49, 51] , and with functional magnetic resonance imaging (MRI) studies [30] and other techniques [47] . It is also possible to simulate various types of spatiotemporal activity in thin brain slices from various brain regions, e.g. the neocortex [24, 43] , the hippocampus [36] , and the thalamus [2, 32] . The various techniques have revealed traveling waves and impulses [35, 54, 60] , stationary bumps (standing waves) [13, 23, 37] , and more irregular patterns [6, 50] .
Standing and traveling activity waves can be distinguished in experiments, with the existence of standing waves of neural activity in the brain perhaps better established. For example, synchronization of neural activity over large cortical regions in periodic standing waves has been considered a mechanism for attention and information processing [48] .
Electroencephalogram (EEG) recordings from scalp mainly reflect standing waves of neural activity. Regarding occurrence of traveling neural activity waves, clinical evidence comes from epileptic seizures [12, 14, 39] , and the visual patterns perceived by migraine headache patients [18, 19] . The thalamic spindle waves [32] are associated with the onset of drowsiness and sleep. There is also excitation waves associated with sensory processing [26] .
Traveling waves have been considered in the form of spreading depression waves, with velocities in the order of 1-3 mm/minute, and neural activity waves, which have velocities in the 10-90 cm/s range. The mechanism of spreading depression waves involves extracellular diffusion of potassium ions [38] . A model of spreading depression waves is given in [58] , but our interest is in the faster, large scale activity waves.
Because the neocortical neuron density is large (on the order of 10 4 cells per mm 3 ) , and the connectivity is huge (a cortical neuron may have from 10 4 to 10 5 synaptic connections to it), there has arisen a significant body of literature on theoretical modeling of cortical activity by continuous neural fields; see e.g. [1, 3, 5, 7, 8, 15, 16, 21, 25, 27, 29, 31, 33, 34, [40] [41] [42] 45, 46, 53, 55, 56, 59] . In the sensory cortex where horizontal layers of tissue cells are evident, horizontal connections bind responses to related sets of stimuli, allowing them to be functionally considered as a single unit. Thus, most neural field modeling involves investigating activity patterns in one or two layers. Pinto and Ermentrout [41, 42] and
Richardson, et al [44] made a case for a direct link of the type of models discussed in this paper and experimental studies of wave propagation in cortical slices. Since there is strong vertical coupling between cortical layers, it is reasonable to treat the thin cortical slice effectively as a one-dimensional medium. In fact, most studies on neural field models assume one space dimension, though there are exceptions (see, e.g. [55, 59] ).
The one layer model studied in the first part of this paper takes the form . In most studies the strength of connection is just based on the distance between cells, that is ( )
, so the field is considered homogeneous (for translation invariance) and isotropic. Beyond that, there is a question what shape it should take. Amari [1] considered local excitation and distal inhibition, which models a mixed population of excitatory and inhibitory neurons. This is the lateral inhibitory case. This assumption has particular relevance to thalamic and hippocampal neural assemblies in which nearby neurons excite each other, while more distant pairs have an inhibitory effect. A classification of various forms of K with a number of examples is given in [17] . We take the integral as being positive in this paper, but it needs not be unity; however, it can be scaled to unity by changing the value of α which is the synaptic connection strength. So, we can assume that
. Typical examples of such candidate kernels include The function
represents the firing rate or gain function, and it is assumed that it only depends on the activity of the neurons located at y at time t . More activity produces a higher firing rate, up to a point, so ) (u f generally is represented by a function whose graph has a sigmoidal shape. In this paper we take the "hard limit" case of steepening the sigmoid to a step function ) ( So, it is appropriate to study the presence and shapes of traveling and standing waves as well as their evolution in models of excitable tissues with lateral inhibitory connections in the expectation of further evidence that such patterns are linked to normal and pathological brain activity. In the next section we shall give some results on the shape of the wave front
, for some wave speed υ , for the single layer model, both when α θ < < 2 0 (low firing threshold potential), and when α θ α 2 2 < < (high firing threshold potential). In section three, we introduce a special two-layer model that reduces down to (1.1) under some conditions when a certain parameter, representing the ratio of time scales, goes to zero. One cell layer has excitatory connections within the layer, and excitatory connections to the second layer, which in turns has inhibitory connections to the first layer. In this two-layer case, we give the shape of traveling wave front solutions that depends on the threshold behavior and time scales which is analogous to the situation of the single layer. Since we shall be mainly concerned with examining the shape of traveling wave front solution of a single cell layer neural network model and a two cell layer model, the results on existence and uniqueness of such wave front solutions shall be given in the Appendix.
It is worth mentioning that other applications of the class of models similar to those examined in this paper include head-direction system [52, 61] , feature selectivity in the visual cortex [9, 10, 19] , the cognitive development of infants in reaching experiments [57] , and their use in robot navigation [22] .
Analysis of the wave front shape for the single layer model
Since the possibility of non-monotone wave front solution will expand the capability of the models in explaining real phenomena, in this section, we set out to show that the traveling wave front solution is a non-monotone function for both "large" and "small" threshold potential θ . The difference between the two cases is that the wave shape is monotone on case.
, and substituting this into equation
where υ is the wave speed parameter. For the following lemmas, assume (P1) K is continuous, bounded, even, and integrable on the real line, and
Assumption (P2) will hold throughout the rest of the paper. 
Proof. From equation (A.1) in the Appendix,
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This implies that there exists a
is a local maximum. The claim now is that 2 z is unique. The uniqueness argument is the same as that given in Lemma 1 above. É While the non-monotone conclusion of Lemma 2 applies to the case of "small" υ ("large" θ ), the following Lemma shows we have monotonicity of the wave front for 
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Example 2. Consider 
By (P2), (2.3) then reduces to
, and 0 x is a local maximum point for
Example 3. Consider Figure 5 . 
Analysis of the wave front shape for the double layer model
In this section we investigate the case of a mutually excitatory layer of cells coupled via excitatory connections to a second layer of cells that provide inhibitory feedback connections to the first layer. If ) , ( t x u represents the potential of a cell in the first layer located at x at time t , and ) , ( t x v represents the potential of a cell in the second layer at location x at time t , then the neural network of interest to us is given, for
Here, we assume throughout this section
, are positive, even, smooth, single "humped" functions on ℜ with
( and exponentially decay for x sufficiently large. Also,
The equations are considered non-dimensional, with 0 > τ representing the ratio of time scales associated with u and v . We will make a further assumption, motivated by Amari [1] , that the spread of excitatory influence from layer 1 to layer 2 is very narrow. This allows us to idealize the excitatory connection function to ) ( ) (
A further reduction we do here is to assume equal excitatory thresholds by letting
Looking for solutions of the form ( ) ( )
, for some wave speed 0 > υ , under the assumption (P2), we have
Thus, (3.1), and (3.3) become
The solution to (3.5) is The solution of (3.7) is then 
x K α has larger amplitude and narrower spread than ) ( 
Proof. From equation (3.8), we have
, and for some ) ,
is a local minimum. Again, as done in section 2, it can be shown that 2 z is unique. É 
, and for some
By a similar argument, we also have 
Then, there is a unique ) , ( 0
, from equation (3.8), we have
By similar reasoning as in Lemma 9, the right-hand side can be shown positive, giving 
which is a local
The proof is along the same lines as those of Lemma 11, and this completes the explanation of Figure 6 . For a numerical example, let 
. Also, 
as shown in Figure 9 . 
Conclusion
In this study we have examined the shape of traveling wave front solutions for a single cell layer neural network model of Amari-type with lateral inhibition connectivity. In particular, we give a characterization of the wave front shape. As has been reported elsewhere (e.g. [16] ) for the excitatory connectivity ( 0 ) ( > x K everywhere on ℜ ), the shape of traveling front was found to be monotone. For lateral inhibition connectivity, the fronts are found here to be nonmonotone for various ranges of the system parameters. Hence, the wave front shape depends on the relationship between the firing threshold, θ , which is an intrinsic property of single cells, and α , a measure of synaptic strength, which is a property of the network. The results were technical because conditions on the connection functions were established generally rather than settling on specific functions. We thank an anonymous referee for this interpretation of our findings.
We have made some significant simplifications in modeling a layer of cortical nerve cells. As a first step, as was done in Zhang, et al [64] , there is a need to incorporate slower time scale current processes that allow the model to support pulse solutions. Then the dependence on stimulus frequency and other qualitative and quantitative questions can be studied. Above very small amplitude stimuli or initial voltage distributions there are local nonlinear current-voltage effects that have not been incorporated here. Inclusion of such nonlinearities would increase the complexity of the analysis to the point where numerical simulation becomes the main tool that can be used.
Besides incorporating a slower "recovery" variable process in the model, one can also consider incorporating ways of including dendritic delays, or spatial inhomogeneities, and investigating large-scale qualitative features of wave solutions.
Appendix: Existence and uniqueness of traveling wave front solution
Many studies have been concerned with the existence and stability of traveling wave solutions for models of neural activity, see e.g. [4, 11, 20, 21, 42, 62, 63] . The following results may be deduced from those presented in [42] and so shall be stated without proof in order to form a basis for the derivations in the main body of this paper. For the single layer model, we cover two cases here. The first case (Theorem A1) assumes α θ < 
