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Abstract
We introduce a q-analogue of Wigner’s 9- j symbols following the notational scheme used by Wilson
in identifying the 6- j symbols with Racah polynomials, which eventually led Askey and Wilson to obtain
a q-analogue of them, namely, the q-Racah polynomials. Most importantly, we prove the orthogonality of
our analogues in complete generality, as well as derive an explicit polynomial expression for these new
functions.
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1. Introduction
It was just 30 years ago that J.A. Wilson, then a graduate student at the University of
Wisconsin, Madison, made the important observation that the orthogonality of the Racah
coefficients, also called the 6- j symbols, defined by{
a b x
c d m
}
:= ∆(abx)∆(cdx)∆(bcm)∆(adm)
×
∑
z
(−1)z(z + 1)!
(z − a − b − x)!(z − c − d − x)!(z − b − c − m)!(z − a − d − m)!
× 1
(a + b + c + d − z)!(b + d + m + x − z)!(a + c + m + x − z)! , (1.1)
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with
∆(abc) :=
{
(a + b − c)!(a − b + c)!(−a + b + c)!
(a + b + c + 1)!
}1/2
, (1.2)
and the orthogonality relation∑
x
(2x + 1)(2m + 1)
{
a b x
c d m
}{
a b x
c d m′
}
= δm,m′ , (1.3)
is, in fact, a polynomial orthogonality. See Wilson’s thesis [28] and also Askey and Wilson [1].
In his discovery Wilson needed to replace x , m by a + b − x , a + d − m, respectively, and set
a+ b+ c+ d+ 1 = N . With this identification of the parameters the orthogonality relation (1.3)
becomes the orthonormality relation of the Racah polynomials:∑
x
ρ(x)hnRm(x)Rn(x) = δm,n, (1.4)
where
ρ(x) = 2a + 2b + 1− 2x
2a + 2b + 1
(−2a − 2b − 1,−2a, N − 2a − 2b − 2d − 1, N )x
x !(−2b, 2d + 1− N , N − 2a − 2b)x , (1.5)
hn = (−2b,−2d)N
(−2a − 2b,−2a − 2d)N
2a + 2d + 1− 2n
2a + 2d + 1
× (−2a − 2d − 1,−2a, N − 2a − 2b − 2d − 1,−N )n
n!(−2d, 2b + 1− N , N − 2a − 2d)n , (1.6)
and the Racah polynomials
Rn(x) = 4F3
[−x, x − 2a − 2b − 1,−n, n − 2a − 2d − 1
−2a,−N , N − 2a − 2b − 2d − 1 ; 1
]
. (1.7)
The orthogonality property (1.3) of the 6- j symbols was proved by Racah [18], see
also [7], using the theory of addition of quantum angular momentum, apparently unaware of
the polynomial character of these symbols. Wilson [18], on the other hand, found a purely
mathematical proof of the equivalent relation (1.4) by using the 5F4 summation theorem and
Whipple’s balanced 4F3 transformation formula from the theory of hypergeometric series, see
Whipple [27] and Bailey [3].
This important piece of work quickly led to the discovery of its q-analogue, see Askey and
Wilson [1], also [7,12], called the q-Racah polynomials, as well as its continuous analogue,
the so-called Wilson polynomials [29]. The joint research by Wilson and his thesis supervisor
R. Askey finally resulted in one of the most important and influential papers [2] in classical
orthogonal polynomials in one variable, covering a whole range of ideas in the areas of Special
Functions and Orthogonal Polynomials, that gave us what is now an almost household phrase in
applied analysis — the Askey–Wilson polynomials. These polynomials have found applications
in many diverse fields such as Approximation Theory, Combinatorics, Computer Algebra,
Quantum Groups and Quantum Algebras, Mathematical Physics, Applied Probability, Statistics,
Harmonic Analysis. Consequently it has attracted a very large number of talented researchers
who, in turn, have helped turn the otherwise dormant area of Special Functions and Orthogonal
Polynomials into a very lively and vibrant one. This is one of the modern day examples, in my
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opinion, of a sort of symbiotic relationship that mathematicians and physicists have traditionally
enjoyed during the 19th and the first half of the 20th century.
Addition theory of quantum angular momentum does not stop at 6- j symbols, which represent
the coupling coefficients for the wave functions of the addition of 3 angular momenta in 2
different ways. Addition of 4 angular momenta produces Wigner’s 9- j symbols, of 5 angular
momenta produces 12- j symbols, and so on. The more the number of angular momentum the
more complex the system becomes. See, for example, [6,17,4]. Next to the 6- j symbols perhaps
the most tractable one is the 9- j symbol which is defined in terms of the product of 3 6- j symbols:a b xc d ym n e
 =∑
k
(2k + 1)
{
a c m
n e k
}{
b d n
c k y
}{
x y e
k a b
}
. (1.8)
One of the first persons to establish the polynomial character of these symbols, analogous
to the way Wilson [28] worked on the 6- j symbols, was Suslov [23,24]. However, he did not
give an explicit polynomial expression of these polynomials, nor did he give an independent
analytical proof of their orthogonality, relying instead on the physicists’ point of view of
automatic orthogonality as a consequence of the underlying unitary transformations. An explicit
representation was, however, the point of interest for Rosengren [20,21], who succeeded in
reducing the rhs of (1.8) to a triple sum, but stopped short of going farther to deduce interesting
special and/or limiting results. Zhedanov [31], on the other hand, did find a very interesting
limiting result out of the 9- j symbols of the oscillator algebra that gave a 2-dimensional version
of the classical Krawtchouk polynomials, see for example, [12,14]. More recently M. Hoare
and the author [10] found perhaps the most explicit and complete 2-dimensional Krawtchouk
polynomials by first relabelling the parameters in (1.8) in much the same way as in Wilson [7],
then taking the appropriate limits. The discovery of these polynomials then helped the authors
solve an apparently unrelated problem of the eigenvalues and eigenfunctions of the Markov
transition kernel for a 2-dim extension of the cumulative Bernoulli trial model considered in [11].
The starting point (and a very crucial point) in [10] was to replace a + b − x , c + d − y,
a + c−m, b+ d − n by x , y, m, n, respectively, and set a + b+ c+ d − e = N , a non-negative
integer, just as x , y, m, n are, with the restriction that
0 ≤ x + y ≤ N , 0 ≤ m + n ≤ N . (1.9)
This approach is entirely analogous to the one in Wilson [28], and on a further replacement of
parameters a, b, c, d by −a/2, −b/2, −c/2, −d/2, respectively, for slight notational economy,
results in the following expression of the normalized 9- j symbols:
Fm,n(x, y)
= [(2x + a + b − 1)(2y + c + d − 1)(2m + a + c − 1)(2n + b + d − 1)]1/2
×

−a/2 −b/2 −a + b + 2x
2
−c/2 −d/2 −c + d + 2y
2
−a + c + 2m
2
−b + d + 2n
2
−a + b + c + d − 2N
2

= Am,n(x, y)
∑
`
2`+ 2y + b + c + d − 1
2y + b + c + d − 1
(2y + b + c + d − 1)`
`!
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× (N + y + a + b + c + d − 1, b, y − n + c, y − N )`
(1− a − N + y, 2y + c + d, b + d + y + n, b + c + d + y − N )` (−1)
`
× 4F3
[−`, `+ 2y + b + c + d − 1,−x, x + a + b − 1
b, y − N , N + y + a + b + c + d − 1 ; 1
]
× 4F3
[
n − y − `, n + y + `+ b + c + d − 1,−m,m + a + c − 1
c, n − N , N + n + a + b + c + d − 1 ; 1
]
× 4F3
[−`, `+ 2y + b + c + d − 1,−n, 1− n − d
b, y − n + 1, y − n + c ; 1
]
, (1.10)
with
Am,n(x, y) = N !(a)N−y(b + c + d)2y(−y)n
(a + b + c + d − 1)N+n(b + c + d)N+y(c + d)2y(b + d)n+y(−N )n
×
{
2x + a + b − 1
a + b − 1
(a + b − 1, b)x (a + b + c + d − 1)N+x+y(c + d)N+y−x
x !(a)x (a + b)N+x−y(N − x − y)!
× 2y + c + d − 1
c + d − 1
(c + d − 1)y
y! (c)y(d)y
× 2m + a + c − 1
a + c − 1
(a + c − 1, c)m(a + b + c + d − 1)N+m+n(b + d)N+n−m
m!(a)m(a + c)N+m−n(N − m − n)!
× 2n + b + d − 1
b + d − 1
(b + d − 1, b)n
n!(d)n
}1/2
, (1.11)
when the shifted factorials are
(a)n =
{
1, n = 0
a(a + 1) . . . (a + n − 1), n = 1, 2, . . . ,
(a1, a2, . . . , ak)n =
k∏
j=1
(a j )n, (1.12)
and the 4F3’s are the balanced Racah polynomials given in (1.7). Long and complicated
expressions for a defining relation, yes, but very useful for the purposes of this investigation.
In this form the connection of the 9- j symbols with hypergeometric series and polynomials
is obvious. A hypergeometric proof of the orthonormality of these functions is long but
straightforward. However, we are not going to waste our energy on that exercise, rather we shall
go on to the question of a q-analogue of Fm,n(x, y), much the same way Askey and Wilson [1]
discovered the q-Racah polynomials. There are two questions that we address in this paper. First,
what is an appropriate q-analogue? Second, are they orthogonal? Clearly we cannot expect any
help from the physicists on either of these questions, so an analytical approach is what we seek
here.
In looking for a q-analogue of Fm,n(x, y) in (1.10) the most troublesome factor, believe it or
not, is the innocent looking factor (−1)` on the rhs. The immediate inclination for a q-person
would be to say, ahah, it must be a confluent case where you take an infinite limit of an upper
parameter in a well-poised series. To illustrate this rather important point let us consider the
formula
6F5
[
a, 1+ a/2, b, c, d, e
a/2, a − b + 1, a − c + 1, a − d + 1, a − e + 1;−1
]
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= Γ (1+ a − d)Γ (1+ a − e)
Γ (1+ a)Γ (1+ a − d − e) 3F2
[
1+ a − b − c, d, e
1+ a − b, 1+ a − c; 1
]
, (1.13)
see [3] or [7]. This can be obtained from a Whipple transformation in a limiting process. In the
q case, Watson’s analogue, in the terminating case, of the Whipple transformation is
8φ7
[
a, qa1/2,−qa1/2, b, c, d, e, q−n
a1/2,−a1/2, aq/b, aq/c, aq/d, aq/e, aqn+1; q, a
2qn+2/bcde
]
= (aq, aq/de; q)n
(aq/d, aq/e; q)n 4φ3
[
q−n, d, e, aq/bc
aq/b, aq/c, deq−n/a; q, q
]
, (1.14)
see [7] for notations as well as the formula. If we now take the limit n → ∞ then we get a
q-analogue of (1.13):
7φ7
[
a, qa1/2,−qa1/2, b, c, d, e
a1/2,−a1/2, aq/b, aq/c, aq/d, aq/e, 0; q, a
2q2/bcde
]
=
∞∑
k=0
1− aq2k
1− a
(a, b, c, d, e; q)k
(q, aq/b, aq/c, aq/d, aq/e, 0; q)k (−1)
kq
(
k
2
)
(a2q2/bcde)k
= (aq, aq/de; q)∞
(aq/d, aq/e; q)∞ 3φ2
[
aq/bc, d, e
aq/b, aq/c
; q, aq/de
]
. (1.15)
Note that (−1)k on the rhs of (1.15) corresponds exactly to the argument −1 of the 6F5 series
in (1.13). The (−1)` factor in (1.10) would then lead one to believe (as I was led initially) that
there must be a factor like (−1)`q
(
`
2
)
in the q-analogue. But, that does not give orthogonality.
So the question is: is there another way that a (−1)` factor may appear in the argument of a
q-series? Fortunately, the answer is yes. Replace q−n by f , and suppose one of d , e, aq/bc is of
the form q−m , m a non-negative integer, then set f = −(aq)1/2, in (1.14), to get
8φ7
[
a, qa1/2,−qa1/2, b, c, d, e,−(aq)1/2
a1/2,−a1/2, aq/b, aq/c, aq/d, aq/e,−(aq)1/2; q,−
(aq)3/2
bcde
]
= 7φ6
[
a, qa1/2,−qa1/2, b, c, d, e
a1/2,−a1/2, aq/b, aq/c, aq/d, aq/e; q,−
(aq)3/2
bcde
]
= (aq, aq/de,−(aq)
1/2/d,−(aq)1/2/e; q)∞
(aq/d, aq/e,−(aq)1/2,−(aq)1/2/de; q)∞
× 4φ3
[
aq/bc, d, e,−(aq)1/2
aq/b, aq/c,−de(q/a)1/2; q, q
]
. (1.16)
Note that the q → 1 limit of (1.16) is the same formula (1.15) (after doing the appropriate
replacement of parameters, of course).
It turns out that a q-analogue of (1.10) that leads to orthogonality is of this kind. In fact, what
we shall prove in the subsequent sections, is that a q-analogue of Fm,n(x, y) of (1.10) is:
Rτm,n(x, y|q) = Rτm,n(x, y; a, b, c, d, N |q)
:= Am,n(x, y|q)
∑
`
1− bcdq2`+2y−1
1− bcdq2y−1
(bcdq2y−1, abcdqN+y−1)`
(q, q1+y−N/a)`
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× (b, cq
y−n, q y−N )`
(cdq2y, bdq y+n, bcdqN+y)`
(
τ(d/bc)1/2qn+1/a
)`
×W`(x; b, cdq2y, abqN−y−1, N − y; q)
×Wy−n+`(m; c, bdq2n, acqN−n−1, N − n; q)
×W`(n; b, cdq2y, q−y−n/d, n − y − 1; q), (1.17)
where
Wn(x; a, b, c, N ; q) := 4φ3
[
q−n, abqn−1, q−x , cqx−N
a, q−N , bc ; q, q
]
, (1.18)
are the q-Racah polynomials, see [7]. (Note a slight change from the definition given in [1,28,
7]). In (1.17)
Am,n(x, y|q) = (q)N (a)N−y(bcd)2y(q
−y)nq(y−N )n+(
n
2 )
(abcdq−1)N+n(bcd)N+y(cd)2y(bd)n+y(q−N )n
×
{
1− abq2x−1
1− abq−1
(abq−1, b, abcdqN+y−1, q y−N )x
(q, a, q1−N−y/cd, abqN−y)x
(
q1−2y/bcd
)x
× (abcdq
−1, cd)N+y(c, d)y
(q, ab)N−y
1− cdq2y−1
1− cdq−1
(cdq−1)y
(q)y
(bc)N−y
× 1− acq
2m−1
1− acq−1
(acq−1, c, abcdqN+n−1, qn−N )m
(q, a, q1−N−n/bd, acqN+n)m
(
q1−2n/bcd
)m
× (abcdq
−1, bd)N+n
(q, ac)N−n
1− bdq2n−1
1− bdq−1
(bdq−1, b)n
(q, d)n
dn
}1/2
. (1.19)
Note that for the sake of notational economy we have dropped “q” from the q-shifted factorial
(a; q)n . The τ factor in the definition of Rτm,n(x, y) above is ±1. When τ = −1 we get the exact
analogue of (1.10). When τ = +1 we get, in the limit q → 1, something different from the 9- j
symbols.
The polynomial character of Rτm,n(x, y) in q
−x + abq−x as well as the dual variable
q−m + acqm−1 is clear, but not in y and n. To see that one needs to do a lot of transformations
of the series in (1.17), which we shall take up in Section 2. Our main result in this paper is:
N∑
y=0
N−y∑
x=0
Rτm,n(x, y|q)Rτm′,n′(x, y|q) = δm,m′δn,n′ . (1.20)
Once this is done it is not difficult to prove the dual relation:
N∑
n=0
N−n∑
m=0
Rτm,n(x, y|q)Rτm,n(x ′, y′|q) = δx,x ′δy,y′ . (1.21)
Since x appears in only the q-Racah polynomial W`(x; b, cdq2y, abqN−y−1, N − y; q) in
(1.17), apart from the x-dependent part of Am,n(x, y|q) which is simply the square root of the
weight function for these polynomials, we can dispose of the x-summation part of (1.20) by
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observing that
N−y∑
x=0
1− abq2x−1
1− abq−1
(abq−1, b, abcdqN+y−1, q y−N )x
(q, a, q1−N−y/cd, abqN−y)x
(q1−2y/bcd)x
×W`(x; b, cdq2y, abqN−y−1, N − y; q)W`′(x; b, cdq2y, abqN−y−1, N − y; q)
= (bcdq
2y, ab)N−y
(cdq2y, q)N−y
by−N (1− bcdq
2y−1)
(1− bcdq2`+2y−1)
× (q, cdq
2y, q1+y−N/a, bcdqN+y)`
(bcdq2y−1, b, abcdqN+y−1, q y−N )`
(abq−1)`δ`,`′ , (1.22)
from (7.2.17)–(7.2.20) of [7]. Denoting
Sm,n,m′,n′(y) :=
N−y∑
x=0
Rτm,n(x, y|q)Rτm′,n′(x, y|q) (1.23)
what we need to prove is that
N∑
y=0
Sm,n,m′,n′(y) = δm,m′δn,n′ , (1.24)
where
Sm,n,m′,n′(y)
= (q)
2
N (bcd)2y(a)N−y(abcdq−1)N+y
(bcd)N+y(cd)2y(q)N−y
cN−y 1− cdq
2y−1
1− cdq−1
(cdq−1)y
(q)y
(c, d)y
× (q
−y)n(q−y)n′q
(y−N )(n+n′)+( n2 )+
(
n′
2
)
(abcdq−1)N+n(abcdq−1)N+n′(bd)n+y(bd)n′+y(q−N )n(q−N )n′
×
{
1− acq2m−1
1− acq−1
(acq−1, c, abcdqN+n−1, qn−N )m
(q, a, q1−N−n/bd, acqN−n)m
(q1−2n/bcd)m
× 1− acq
2m′−1
1− acq−1
(acq−1, c, abcdqN+n′−1, qn′−N )m′
(q, a, q1−N−n′/bd, acqN−m′)m′
(q1−2n′/bcd)m′
× (abcdq
−1, bd)N+n
(q, ac)N−n
(1− bdq2n−1)
(1− bdq−1)
(bdq−1, b)n
(q, d)n
dn
× (abcdq
−1, bd)N+n′
(q, ac)N−n′
(1− bdq2n′−1)
(1− bdq−1)
(bdq−1, b)n′
(q, d)n′
dn
′
}1/2
×
N−y∑
`=0
1− bcdq2`+2y−1
1− bcdq2y−1
(bcdq2y−1, abcdqN+y−1, b, cq y−n, cq y−n′ , q y−N )`
(q, q1+y−N/a, cdq2y, bdq y+n, bdq y+n′ , bcdqN+y)`
× (dqn+n′+1/ac)`Wy−n+`(m; c, bdq2n, acqN−n−1, N − n; q)
×Wy−n′+`(m′; c, bdq2n′ , acqN−n′−1, N − n′; q)
×W`(n; b, cdq2y, q−y−n/d, n − y − 1; q)
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×W`(n′; b, cdq2y, q−y−n′/d, n′ − y − 1; q). (1.25)
Observe that this sum has no dependence on τ since τ 2 = 1 which is what appears in
the argument of the `-series above. Obviously it is impossible to do the y-summation directly
from (1.25), so some transformations are needed in order to reduce it to a form when the 6φ5
summation formula, see [7], can be applied.
In Section 2 we first do the summation over the index ` in (1.25), then apply the appropriate
hypergeometric transformations in order to bring the quadruple sum to a form where the y-
summation can be carried out. In Section 3 we complete the proof of the orthonormality relation
(1.20). Having done the orthogonality proof we devote the last two sections to the reduction of
the series part of Rτm,n(x, y|q) to a form where the polynomial character in x and y is obvious.
Section 4 deals with a very useful product formula that we need to complete the reduction process
in Section 5.
2. Sum over ` in (1.25)
As an interim step let us denote the sum in (1.25) by Tm,n,m′,n′(y). First, by use of Sears’
transformation formula, see [7,10,11],
4φ3
[
q−n, a, b, c
d, e, f
; q, q
]
= (e/a, f/a)n
(e, f )n
an4φ3
[
q−n, a, d/b, d/c
d, aq1−n/e, aq1−n/ f ; q, q
]
,
abc = de f qn−1,
(2.1)
we get
Wy−n′+`(m′; c, bdq2n′ , acqN−n′−1, N − n′; q)
= (a, q
1−N−n′/bd)m′
(c, abcdqN+n′−1)m′
(bcdqN+n′−1)m′
×WN−y−`(m′; a, q2−2N/abcd, acqN−n′−1, N − n′; q). (2.2)
Then,
W`(n; b, cdq2y, q−y−n/d, n − y − 1; q)
= (d, bcdq
y−1)n
(b, q1−y/c)n
(q1−y/cd)n
n∑
k=0
(q−n, bdqn−1, cdq y−1)k
(q, d, bcdq y−1)k
qk
× (q
y−k+1, bcdq y+n−1)`
(bcdq y+k−1, q y−n+1)`
q(k−n)`, (2.3)
obtained by first reversing the order of summation in n, then applying (2.1). We will also need
the transformation
Wy−n+`(m; c, bdq2n, acqN−n−1, N − n; q)
= (aq
N−y, bdq2n)y−n
(q1+n−y/c, abcdqN+n−1)y−n
(q1+y−N/a, bdq y+n)`
(abcdqN+y−1, cq y−n)`
(acqN−n−1)`
×Wy−n+`(N − m − n; q1+n−N/a, abcdqN+n−1, q1+n−N/ac, N − n; q). (2.4)
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So
W`(n; b, cdq2y, q−y−n/d, n − y − 1; q)Wy−n+`(m; c, bdq2n, acqN−n−1, N − n; q)
= (d, bcdq
y−1)n
(b)n
(q1−y/cd)n
(aqN−y, bdq2n)y−n
(abcdqN+n−1)y−n
(−1)yq( y2 )cy
(c)y
×
n∑
k=0
(q−n, bdqn−1, cdq y−1)k
(q, d, bcdq y−1)k
qk
(q y−k+1, bcdq y+n−1)`
(bcdq y+k−1, q y−n+1)`
× (q
1+y−N/a, bdq y+n)`
(abcdqN+y−1, cq y−n)`
(acqN+k−2n−1)`
×Wy−n+`
(
N − m − n; q1+n−N/a, abcdqN+n−1, q1+n−N/ac, N − n; q
)
. (2.5)
Using (2.2) and (2.5), we find that
Tm,n,m′,n′(y) = (a, q
1−N−n′/bd)m′
(c, abcdqN+n′−1)m′
(bcdqN+n′−1)m′ (d, bcdq
y−1)n
(b)n
(q1−y/cd)n
× (aq
N−y, bdq2n)y−n
(abcdqN+n−1)y−n
q(
y
2 )(−c)y
(c)y
×
n∑
k=0
(q−n, bdqn−1, cdq y−1)k
(q, d, bcdq y−1)k
qk
×
N−y∑
`=0
1− bcdq2`+2y−1
1− bcdq2y−1
(bcdq2y−1, b, cq y−n′ , q y−N , q y−k+1, bcdq y+n−1)`
(q, cdq2y, bdq y+n′ , bcdqN+y, bcdq y+k−1, q y−n+1)`
× (dqN+n′−n+k)`Wy−n−`
× (N − m − n; q1+n−N/a, abcdqN+n−1, q1+n−N/ac, N − n; q)
×WN−y−`(m′; a, q2−2N/abcd, acqN−n′−1, N − n′; q)
×W`(n′; b, cdq2y, q−y−n′/d, n′ − y − 1; q)
= (a, q
1−N−n′/bd)m′
(c, abcdqN+n′−1)m′
(bcdqN+n′−1)m′ (d, bcdq
y−1)n
(b)n
(q1−y/cd)n
× (aq
N−y, bdq2n)y−n
(abcdqN+n−1)y−n
q(
y
2 )(−c)y
(c)y
×
∑
j
∑
k
∑
r
∑
s
(qm+n−N , q1+n−m−N/ac, qn−y, bcdqn+y−1) j
(q, qn−N , q1+n−N/a, bdq2n) j
q j
× (q
−n, bdqn−1, cdq y−1)k
(q, d, bcdq y−1)k
qk
(q−m′ , acqm′−1, q y−N , q1−N−y/bcd)r
(q, qn′−N , a, q1−N−n′/bd)r
qr
× (q
−n′ , q1−n′/d)s
(q, q y−n′+1)s
(−d)sq(N+n′−n+k−r− j)s−( s2 )
× (q
y−k+1, bcdqn+y+ j−1, q y−N+r )s(bcdq2y)2s
(cdq2y, bdq y+n′ , bcdq y+k−1, q y−n+1− j , bcdqN+y−r )s
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× 8φ7
[
bcdq2s+2y−1, q
√·,−q√·, bqs, cqs+y−n′ , qs+y−k+1√·,−√·, cdqs+2y, bdqs+y+n′ , bcdqs+y+k−1,
bcdqs+y+n+ j−1, q y−N+r+s
qs+y−n− j+1, bcdqN+y−r+s; q, dq
N+n′−n+k−r− j−s
]
, (2.6)
where
√· stands for square root of the term in the top left hand corner, i.e., (bcdq2s+2y−1)1/2.
By (1.14)
8φ7 [ ] = (bcdq
2s+2y, dq y+n′)N−y−r−s
(cdqs+2y, bdq y+n′+s)N−y−r−s
× 4φ3
[
q y−N−r+s, qk−n− j , bqs, cqs+y−n′
bcdqs+y+k−1, q y−n+1− j+s, q1−N−n′+r+s/d
; q, q
]
= (bcdq
2s+2y, qk+r−N , bqn−N+ j+r+s, qr+n′−N+1/c)N−y−r−s
(cdqs+2y, bdq y+n′+s, bcdq y+k+s−1, q y−n+1− j+s)N−y−r−s
×
(
−cdqN+2y+s−r− j
)N−y−r−s
q
(
N−y−r−s
2
)
× 4φ3
[
qn−N+r+ j , bdqk+n′−1, q y−N+r+s, q1−N−y+r/cd
qr+k−N , bqn−N+ j+r+s, q1−N+n′+r/c
; q, q
]
, (2.7)
the last expression on the right having been obtained from the first by applying (2.1) twice, and
simplifying the coefficients. In case the reader is mystified as to why this second form of the 4φ3
series is more appropriate than the first, the motivation is to pair q y−N+r+s with q1−N−y+r/cd
in order that they can be glued with (q−N )y/(cdqN )y that will eventually appear in the sum over
y. Combining (2.7) with the other terms of the rhs of (2.6) we find that
Tm,n,m′,n′(y) = (a, q
1−N−n′/bd)m′
(c, abcdqN+n′−1)m′
(bcdqN+n′−1)m′ (d, bcdq
y−1)n
(b)n
(q1−y/cd)n
× (aq
N−y, bdq2n)y−n
(abcdqN+n−1)y−n
(−c)yq( y2 )
(c)y
(q−N , bqn−N , bcdq2y, q1−N+n′/c)N−y
(q y−n+1, cdq2y, bdq y+n′ , bcdq y−1)N−y
×
(
−cdqN+2y−n
)N−y
q
(
N−y
2
)
×
∑
j
∑
k
∑
r
∑
s
(qm+n−N , q1+n−m−N/ac, bqn−y, bcdqn+y−1) j
(q, qn−N , q1+n−N/a, bdq2n) j
q j
× (q
−n, bdqn−1, q−y, cdq y−1)k
(q, d, bcdqN−1)k
qk
(q−m′ , acqm′−1, q1−N−y/cd, q2−N−k/bcd)r
(q, qn′−N , a, q1−N+n′/c)r
× (bdqn′+k)r (q
−n′ , q1−n′/d, bcdqn+y+ j−1)s(q y−N )r+s(qn−N )r+ j
(q, q y−n′+1, cq y−n′)s(q−N )r+k(bqn−N )r+s+ j
× 4φ3
[
qn−N+r+ j , bdqk+n′−1, q y−N+r+s, q1−N−y+r/cd
qr+k−n, bqn−N+r+s+ j , q1−N+n′+r/c
; q, q
]
. (2.8)
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We need one more Sears’ transformation before the y-dependent terms are aligned to match
the factors in a very-well-poised 6φ5 series with the leading term (cdq−1)y , as can be seen in
(1.25). Labelling the summation index of the 4φ3 series in (2.8) by `, we see that the series over
s above is
4φ3
[
q−n′ , qr+`+y−N , q1−n′/d, bcdqn+y+ j−1
bqn−N+r+ j+`, q y−n′+1, cq y−n′
; q, q
]
= (q
−N , q1−N/c)n′
(q y−n′+1, cq y−n′)n′
(cqN+y−n′)n′ (q
n′−N , q1−N+n′/c)r+`
(q−N , q1−N/c)r+`
q−n′(r+`)
× 4φ3
[
q−n′ , bdqn+n′−N+ j+`−1, qr+`+y−N , q1−N−y+r+`/cd
qr+`−N , bqn−N+r+ j+`, q1−N+r+`/c
; q, q
]
. (2.9)
Substitution of (2.9) in (2.8) followed by simplification of the coefficients we finally obtain the
following
Sm,n,m′,n′(y)
= (q, c, bq
n−N )N (a)N−n(d, bcdq−1)n
(cd, bcdq−1)N (bd, abcdq−1)N+n′(b)n(bd)2n
(−cd)N (q1−N/cd)nq
(
N
2
)
,
× q(
n
2 )+
(
n′
2
)
1− cdq2y−1
1− cdq−1
(cdq−1, d, bcdqn−1, q−N )y
(q, c, q1−n/b, cdqN )y
(
qN−n+1/bd
)y
×
{
1− acq2m−1
1− acq−1
(acq−1, c, abcdqN+n−1, qn−N )m
(q, a, q1−N−n/bd, acqN−n)m
(
q1−2n/bcd
)m
× 1− acq
2m′−1
1− acq−1
(acq−1, a, q1−N−n′/bd, qn′−N )m′
(q, c, abcdqN+n′−1, acqN−n′)m′
(bcdq2N−1)m′
× (abcdq
−1, bd)N+n
(q, ac)N−n
1− bdq2n−1
1− bdq−1
(bdq−1, b)n
(q, d)n
dn
× (abcdq
−1, bd)N+n′
(q, ac)N−n′
1− bdq2n′−1
1− bdq−1
(bdq−1, b)n′
(q, d)n′
dn
′
}1/2
×
∑
j
∑
k
∑
`
∑
r
∑
s
(qm+n−N , q1−n−m−N/ac, bqn−y, bcdqn+y−1) j
(q, qn−N , q1+n−N/a, bdq2n) j
q j
× (q
−n, bdqn−1, q−y, cdq y−1)k
(q, d, bcdqN−1)k
qk
(q−m′ , acqm′−1, q2−N−k/bcd)r
(q, qn′−N , a)r
(
bdqn
′+k)r
× (bdq
k+n′−1)`(qn−N )r+ j+`(qn
′−N )r+`(q y−N )r+s+`(q1−N−y/cd)r+s+`
(q)`(q)s(q−N )r+k+`(q−N )r+s+`(q1−N/c)r+s+`(bqn−N )r+s+ j+`
× (q−n′ , bdqn+n′−N+r+ j+`−1)sq1+s−n′`. (2.10)
Let us denote
Um,n,m′,n′ :=
∑
j
Sm,n,m′n′(y). (2.11)
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Since the y-dependent terms in (2.10) are matched in the right way we can do the y-
summation, which we shall do in the following section.
3. Calculation of Um,n,m′n′
Isolating the y-dependent terms in (2.10) we find that the sum that we need to compute is∑
y
1− cdq2y−1
1− cdq−1
(cdq−1, d, bcdqn−1, q−N )y
(q, c, q1−n/b, cdqN )y
(
qN−n+1/bd
)y
× (bqn−y, bcdqn+y−1) j (q−y, cdq y−1)k(q y−N , q1−N−y/cd)r+s+`
= (bqn, bcdqn−1) j (q−N )r+s+`(q1−N/cd)r+s+`
×
∑
y
1− cdq2y−1
1− cdq−1
(cdq−1, d, bcdqn+ j−1, qr+s+`−N ) j
(q, c, q1−n− jb, cdqN−r−s−`)y
× (qN+1−n−r−s− j−`/bd)y(q−y, cdq y−1)k
= (bqn, bcdqn−1) j (q−N , q1−N/cd)r+s+`
× (cd)2k(d, bcdq
n+ j−1, qr+s+`−N )k
(c, q1−n− j/b, cdqN−r−s−`)k
(−1)kq
(
k
2
) (
qN+1−n−r−s− j−k−`/bd
)k
× 6φ5
[
cdq2k−1, q
√·,−q√·, dqk, bcdqn+ j+k−1, qr+s+k+`−N√·,−√·, cqk, q1−n− j+k/b, cdqN+k−r−s−`
; q, qN+1−n−r−s− j−k−`/bd
]
= (cd, bdq
n−N )N
(c, bqn−N )N
d−N
× (bdq
N ) j (bcdqn−1) j+k(q1−N/c)r+s+`(d)k(q−N )r+s+k+`(bqn−N )r+s+ j+`
(bdqn−N )r+s+ j+k+`
(3.1)
by use of the 6φ5 summation formula [7, II.21] followed by simplification.
From (2.10), (2.11) and (3.1) we get
Um,n,m′,n′ = (q, bdq
n−N )N (a)N−n(d, bcdq−1)n(−c)N (q/cd)n
(bcdq−1)N (bd, abcdq−1)N+n′(b)n(bd)2n
× q
(
N
2
)
+( n2 )+
(
n′
2
)
−Nn
{
1− acq2m−1
1− acq−1
(acq−1, c, abcdqN+n−1, qn−N )m
(q, a, q1−N−n/bd, acqN−n)m
×
(
q1−2n/bcd
)m 1− acq2m′−1
1− acq−1
(acq−1, a, q1−N−n′/bd, qn′−N )m′
(q, c, abcdqN+n′−1, acqN−n′)m′
(
bcdq2N−1
)m′
× (abcdq
−1, bd)N−n
(a, ac)N−n
1− bdq2n−1
1− bdq−1
(bdq−1, b)n
(q, d)n
dn
× (abcdq
−1, bd)N−n′
(q, ac)N−n′
1− bdq2n′−1
1− bdq−1
(bdq−1, b)n′
(q, d)n′
dn
′
}1/2
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×
∑
j
∑
k
∑
`
∑
r
∑
s
(qm+n−N , q1+n−m−N/ac, bdqn) jq j
(q, qn−N , q1+n−N/a, bdq2n) j
× (q
−n, bdqn−1)k
(q, bcdqN−1)k
qk
(q−m′ , acqm′−1, q2−N−k/bcd)r
(q, a, qn′−N )r
(
bdqn
′+k)r
× (bcdq
n−1) j+k(bdqk+n
′−1)`(qn−N )r+ j+`(qn
′−N )r+`
(q)`(q)s(q−N )r+k+`(q−N )r+s+`(bdqn−N )r+s+ j+k+`
× (q−N )r+s+k+`(q−n′ , bdqn−n′−N+r+ j+`−1)sq`+s−n′`
= (q, bdq
n−N )N (a)N−n(d, bcdq−1)n(−c)N
(bcdq−1)N (bd, abcdq−1)N+n′(b)n(bd)2n
(q/cd)nq
(
N
2
)
+( n2 )+
(
n′
2
)
−Nn
×{ }1/2
∑
j
∑
k
∑
`
∑
r
(qm+n−N , q1+n−m−N/ac, bdqn) jq j
(q, qn−N , q1+n−N/a, bdq2n) j
× (q
−n, bdqn−1)k
(q, bcdqN−1)k
qk
(q−m′ , acqm′−1, q2−N−k/bcd)r
(q, a, qn′−N )r
(
bdqn
′+k)r
× (bdq
k+n′−1)`(bcdqn−1) j+k(qn−N )r+ j+`(qn
′−N )r+`
(q)`(q)
−N
r+`(bdqn−N )r+ j+k+`
q`(1−n′)
× 3φ2
[
qr+k+`−N , q−n′ , bdqn+n′−N+r+ j+`−1
qr+`−N , bdqn−N+r+ j+k+`
; q, q
]
, (3.2)
where the expression inside the curly brackets above is the same as in the previous line. The 3φ2
series above is balanced, so, by [7, II.12], it has the sum
(q1+k−n′ , bdqn+ j )n′
(bdqn−N+r+ j+k+`, qN+1−n′−r−`)n′
= (q
1+k−n′ , bdqn+ j )n′(−1)n′q
(
n′
2
)
+(r+`−N )n′
(bdqn−N+r+ j+k+`, qr+`−N )n′
(3.3)
which vanishes unless the k ≥ n′, which implies that Im,n,m′,n′ is zero unless n ≥ n′. The sum
over ` in (3.2) becomes
2φ1
[
qr+ j+n−N , bdqk+n′−1
bdqn+n′+r+ j+k−N
; q, q
]
= (q
1−N+r+ j+n)N−n−r− j
(bdqn+n′−N+r+ j+k)N−n−r− j
(
bdqk+n′−1
)N−n−r− j
, by [7, II.6], (3.4)
which clearly vanishes unless
N − n = r + j. (3.5)
Also, the sum over k in (3.2) is∑
k
(q−n, bdqn−1, bcdqn+ j−1)kqk(q1+k−n
′
)n′
(q, bcdqN−r−1)k(bdqn−N )n′+r+ j+k
= (q
−n, bdqn−1, bcdqn+ j−1)n′qn
′
(bcdqN−r−1)n′(bdqn−N )2n′+r+ j
3φ2
[
qn
′−n, bdqn+n′−1, bcdqn+n′+ j−1
bdq2n
′+n−N+r+ j , bcdqN+n′−r−1
; q, q
]
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= (q
−n, bdqn−1)n′qn
′
(bdqn−N )N+2n′−n
2φ1
[
qn
′−n, bdqn+n′−1
bdq2n
′ ; q, q
]
, by (3.5)
= (q
−n, bdqn−1)n
(bdqn−N )N−n
δn,n′ , (3.6)
since the 2φ1 series vanishes unless n′ ≥ n, which, together with the previous result that, n ≥ n′,
leads to the conclusion that the sum is zero unless n′ = n.
Using (3.3)–(3.6) in (3.2) we find that
Um,n,m′,n′ = (q)N (a)N−n(bcdq
−1)2n(qn−N )N−n
(q, ac)N−n(bcdq−1)N+n(q−N )n
(−1)N cN−nq
(
N
2
)
−n(N−n)
δn,n′
×{ }1/2
∑
r
(qm+n−N , q1+n−m−N/ac, bcdq2n−1)N−n−r
(q, qn−N , q1+n−N/a)N−n−r
qN−n−r
× (q
−m′ , acqm′−1, q2−N−n/bcd)r
(q, a, qn−N )r
(bdq2n)r . (3.7)
An interesting thing happens here. On the one hand, the term (q−m′)r implies that we must
have m′ ≥ r for the series to be non-zero. On the other hand, (qm+n−N )N−n−r implies that we
also need N − m − n ≥ N − n − r , which, in turn, implies that m ≤ r , so we conclude that
m′ ≥ m for the sum to be non-zero. So the r -series above is∑
r
(qm+n−N , q1+n−m−N/ac, bcdq2n−1)N−m−n−r
(q, qn−N , q1+n−N/a)N−m−n−r
qN−m−n−r
× (q
−m′ , acqm′−1, q2−N−n/bcd)m+r
(q, a, qn−N )m+r
(bdq2n)m+r
= (q
−m′ , acqm′−1, q2−N−n/bcd)m
(q, a, qn−N )m
(bdq2n)m
× (q
m+n−N , q1+n−m−N/ac, bcdq2n−1)N−m−n
(q, qn−N , q1+n−N/a)N−m−n
qN−m−n
× 2φ1
[
qm−m′ , acqm+m′−1
acq2m
; q, q
]
= (q
−m, acqm−1, q2−N−n/bcd)m(qm+n−N , q1+n−m−N/ac, bcdq2n−1)N−m−n
(q, a, qn−N )m(q, qn−N , q1+n−N/a)N−m−n
× (bdq2n)mqN−m−nδm,m′ . (3.8)
Substitution of (3.8) in (3.7) followed by some simplifications leads to the desired result:
Um,n,m′,n′ = δm,m′δn,n′ . (3.9)
In closing this section we wish to comment that the proof of dual orthogonality proceeds in
exactly the same way. Instead of doing the x-sum first we do the m-sum, since m occurs only in
one q-Racah polynomial in (1.18) as x ; then carry out similar reductions to do the n-summation.
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4. A product formula
Now we proceed to the task of establishing the polynomial character of the series in (1.17)
in the variables x and y. Crucial to this calculation is a product formula for the product
W`(x; b, cdq2y, abqN−y−1, N − y; q)Wy−n+`(m, c, bdq2n, acqN−n−1, N − n; q), for which,
formula (8.2.5) in [7] seems to be perfectly suited. But first we need to do a couple of Sears’
transformations on both these q-Racah polynomials in order for [7, (8.2.5)] to be applicable.
First
W`(x; b, cdq2y, abqN−y−1, N − y; q) = (a, q
1−N−y/cd)x
(b, abcdqN+y−1)x
(bcdqN+y−1)x
× 4φ3
[
q y−N+`, q1−N−y−`/bcd, q−x , abqx−1
a, q y−N , q1−N−y/cd ; q, q
]
. (4.1)
Then we have
Wy−n+`(m; c, bdq2n, acqN−n−1, N − n; q)
= (a, q
1−N−n/bd)m
(c, abcdqN+n−1)m
(bcdqN+n−1)m
× 4φ3
[
q y−N+`, q1−N−y−`/bcd, q−m, acqm−1
qn−N , a, q1−N−n/bd ; q, q
]
= (a, q
1−N−n/bd)m
(c, abcdqN+n−1)m
(bcdqN+n−1)m
(abcdqN+y−1, cq y−n)N−y
(a, bdq y+n)N−y
(−c)y−N
× q(N−y)n+(
y
2 )−
(
N
2
)
(q1+y−N/a, bdq y+n)`
(abcdqN+y−1, cq y−n)`
(acqN−n−1)`
× 4φ3
[
q y−N+`, q1−N−y−`/bcd, qm+n−N , q1+n−m−N/ac
qn−N , q1+n−N/c, q2−2N/abcd ; q, q
]
. (4.2)
By identifying the parameters of the two series in (4.2) with those of the 4φ3 series in [7,
(8.2.5)] we find that
W`(x; b, cdq2y , abqN−y−1, N − y; q)Wy−n+`(m; c, bdq2n , acqN−n−1, N − n; q)
= (a, q
1−N−y/cd)x
(b, abcdqN+y−1)x
(bcdqN+y−1)x (a, q
1−N−n/bd)m
(c, abcdqN+n−1)m
(bcdqN+n−1)m
× (abcdq
N+y−1, cq y−n)N−y
(a, bdq y+n)N−y
(−c)y−N q(N−y)n+
( y
2
)−( N2 )
× (q
1+y−N /a, bdq y+n)`
(abcdqN+y−1, cq y−n)`
(acqN−n−1)`
×
∑
r
(q y−N+`, q1−N−y−`/cd, q−x , acqx−1, q−m , acqm−1)r
(q, q y−N , q1−N−y/cd, a, acqN−n−1, qn−N )r
qr
×
∑
s
1− q1+n−N−r+2s/ac
1− q1+n−N−r /ac
(q1+n−N−r /ac, qm+n−N , q1+n−m−N /ac, q1−r /a, bdqN+n−r , q−r )s
(q, q2−m−r /ac, q1+m−r , q1+n−N /c, q2−2N /abcd, q2+n−N /ac)s
×
(
q2−N−n+r /bcd
)s
4φ3
[
q−s , qs+1+n−N−r /ac, qN−y+1−r , cdqN+y−r
qx+1−r , q2−x−r /ab, bdqN+n−r
; q, q
]
. (4.3)
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The sum over s equals
∑
t
(
q−r , q1−r/a, qm+n−N , q1+n−m−N/ac, qN−y+1−r , cdqN+y−r
)
t(
q, qx+1−r , q2−x−r/ab, q1+m−r , q2−m−r/ac, q1+n−N/c, q2−2N/abcd
)
t
×
(
q2+m−N−r/ac
)
2t(
q2+n−N/ac
)
t
(
−q2−N−n+r/bcd
)t
q−
( t
2
)
× 8φ7
[
q2t+1+n−N−r/ac, q
√·,−q√·, q t+m+n−N , q t+1+n−m−N/ac, q1+t−r/a,√·,−√·, q2−m−r+t/ac, q1+m−r+t , q1+n−N+t/c,
bdqN+n−r+t , q t−r
q2−2N+t/abcd, q2−N+n+t/ac; q, q
2−N−n−r−t/bcd
]
=
(
q1−2N+r/bcd, acqN−n−1
)
r(
q1+n−N/c, q2−2N/abcd
)
r
(
−acqN−n−1
)−r
q−(
r
2 )
×
∑
t
(
q−r , q1−r/a, qN−y+1−r , cdqN+y−r , qm+n−N , q1+n−m−N/ac
)
t(
q, qx+1−r , q2−x−r/ab, q1+m−r , q2−m−r/ac, bcdq2N−2r
)
t
× q(N+2−n−r)t 4φ3
[
q t−r , qN+1−n−r , q1−r+t/a, bdq t+N+n−r
bcdq2N−2r+t , qm+1−r+t , q2−m−r+t/ac ; q, q
]
(4.4)
(by use of (1.14))
=
(
q1−2N+r/bcd, acqN−n−1
)
r(
q1+n−N/c, q2−2N/abcd
)
r
(
qm+n−N , q1+n−m−N/ac
)
r(
q−m, acqm−1
)
r
(−1)rq−( r2 )
×
∑
t
(
q−r , q1−r/a, qN−y+1−r , cdqN+y−r
)
t(
q, qx+1−r , q2−x−rab, bcdq2N−2r
)
t
q t
× 4φ3
[
q t−r , qN+1−n−r , cqN−n−r , abcdq2N−1−r
bcdq2N−2r+t , qN+1−m−n−r , acqN−n+m−r ; q, q
]
by Sears transformation. So the desired form of the product formula (4.3) is(
a, q1−N−y/cd
)
x(
b, abcdqN+y−1
)
x
(
bcdqN+y−1
)x (a, q1−N−n/bd)m(
c, abcdqN+n−1
)
m
(
bcdqN+n−1
)m
×
(
abcdqN+y−1, cq y−n
)
N−y(
a, bdq y+n
)
N−y
(−c)y−Nq(N−y)n+
( y
2
)−( N2 )
×
(
q1+y−N /a, bdq y+n
)
`(
abcdqN+y−1, cq y−n
)
`
(
acqN−n−1
)`
×
∑
r
(
q y−N+`, q1−N−y−`/cd, q−x , abqx−1, qm+n−Nq1+n−m−N /ac
)
r
(
q1−2N /bcd
)
2r(
q, q y−N , q1−N−y/cd, a, qn−N , q1+n−N /c, q2−2N /abcd, q1−2N /bcd
)
r
× (−q)rq−
( r
2
)∑
t
(
q−r , q1−r/a, qN−y+1−r , cdqN+y−r
)
t(
q, qx+1−r , q2−x−r/ab, bcdq2N−2r
)
t
q t
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× 4φ3
[
q t−r , qN+1−n−r , cqN−n−r , abcdq2N−1−r
bcdq2N−2r+t , qN+1−m−n−r , acqN−n+m−r ; q, q
]
. (4.5)
5. An explicit polynomial form of the series in (1.17)
Denoting the series over the summation index ` in (1.17) by Pτm,n(x) we have, by (4.4)
Pτm,n(x) =
(
a, q1−N−y/cd
)
x(
b, abcdqN+y−1
)
x
(
bcdqN+y−1
)x (q, q1−N−nbd)m(
c, abcdqN+n−1
)
m
(
bcdqN+n−1
)m
×
(
abcdqN+y−1, cq y−n
)
N−y(
a, bdq y+n
)
N−y
(−c)y−N q
( y
2
)−( N2 )+(N−y)n
×
∑
`
1− bcdq2`+2y−1
1− bcdq2y−1
(
bcdq2y−1, b, τ
√
bcdq y , q y−N
)
`(
q, cdq2y , τ−1
√
bcdq y , bcdqN+y
)
`
×
(
qN
τ
(
cd
b
)1/2)`
4φ3
[
q−n , q1−n/d, q−`, bcdq`+2y−1
q y−n+1, b, cq y−n
; q, q
]
×
∑
r
(
q y−N+`, q1−N−y−`/bcd, q−x , abqx−1, qm+n−N , q1+n−m−N /ac
)
r
(
q1−2N /bcd
)
2r(
q, q y−N , q1−N−y/cd, a, q1+n−N /c, qn−N , q2−2N /abcd, q1−2N /bcd
)
r
× (−q)rq−
( r
2
)∑
s
∑
t
(
q−r
)
s+t
(
q1−r /a, qN−y+1−r , cdqN+y−r
)
t(
bcdq2N−2r
)
s+t
(
q, qx+1−r , q2−x−r /ab
)
t
×
(
abcdq2N−1−r , qN+1−n−r , cqN−n−r
)
s(
q, qN+1−m−n−r , acqN−n+m−r
)
s
qs+t . (5.1)
Now
∑
`
1− bcdq2`+2y−1
1− bcdq2y−1
(
bcdq2y−1, b, τ
√
bcdq y , q y−N
)
`(
q, cdq2y ,
√
bcd
τ q
y , bcdqN+y
)
`
(
qN
τ
(
cd
b
)1/2)`
×
(
q y−N+`, q1−N−y−`/bcd
)
r
(
q−`, bcdq`+2y−1
)
k
=
(
q y−N
)
r+k
(
q1−y−N /bcd
)
r
(
b, τ
√
bcdq y
)
k
(
bcdq2y
)
2k(
cdq2y ,
√
bcd
τ q
y , bcdqN+y−r
)
k
×
(
−q
N−r
τ
(
cd
b
)1/2)k
q
−
(
k+1
2
)
× 6φ5
bcdq2k+2y−1, q√·,−q√·, bqk , τ√bcdq y+k , qk+r+y−N√·,−√·, cdq2y+k , √bcd
τ
q y+k , bcdqN+y−r+k
; q, q
N−k−r
τ
(
cd
b
)1/2
=
(
bcdq2y , q
y
τ
√
cd
b
)
N−y(
cdq2y ,
√
bcd
τ q
y
)
N−y
(
b, τ
√
bcdq y
)
k
(
q1−N−y/cd, q y−N , τq
1−N√
bcd
)
r(
τ
√
b
cd q
1−N
)
k+r
(
qr+y−N
)
k
(5.2)
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by use of the 6φ5 summation formula followed by simplification. The sum over k is the balanced
4φ3 series
4φ3
q−n, qr+y−N , q1−n/d, τ√bcdq y
cq y−n, q y−n+1, τ
√
b
cd
q1−N+r
; q, q

=
(
d, τ
√
bcd, q−N
)
n(
cq y−n, τ
√
b
cd q
1−N , q−y
)
n
(−d)−nq−( n2 )
(
qn−N , τ
√
b
cd q
1−N
)
r(
q−N , τ
√
b
cd q
1−N+n
)
r
× 4φ3
q−n, q−y, cdq y−1, τ√bdc qn−N+r
qr−N , d, τ
√
bcd
; q, q
 (5.3)
which is obtained by applying Sears’ formula twice, then simplifying the coefficients. Now we
substitute (5.1), (5.2) and (5.3) into (1.17), and we use (1.19) to get
Rτm,n(x, y|q) = Cm,n(x, y)
×
∑
r
(
q−x , abqx−1, qm+n−N , q1+n−m−N/ac, τq
1−N√
bcd
)
r
(
q1−2N/bcd
)
2r(
q, q−N , a, q1+n−N/c, τ
√
b
cd q
1+n−N
)
r
(
q1−2N/bcd, q2−2N/abcd
)
r
× (−q)rq−( r2 )
∑
s
∑
t
(
q−r
)
s+t
(
q1−r/a, qN−y+1−r , cdqN+y−r
)
t(
bcdq2N−2r
)
s+t
(
q, qx+1−r , q2−x−r/ab
)
t
×
(
abcdq2N−r−1, qN+1−n−r , cqN−n−r
)
s(
q, qN+1−m−n−r , acqN+m−n−r
)
s
qs+t
× 4φ3
q−n, q−y, cdq y−1, τ√bdc qn−N+r
qr−N , d, τ
√
bcd
; q, q
 . (5.4)
This can be written in a more suggestive form in the following way:
Rτm,n(x, y) = Cm,n(x, y)
∑
i
∑
j
∑
k
∑
`
(
q−x , abqx−1
)
i+k
(
q−y, cdq y−1
)
`
(q)i (q) j (q)k(q)`(q−N )i+ j+k+`
×
(
q y−N+i+k, q1−N−y+i+k/cd
)
j
(
qm+n−N , q1+n−m−N/ac
)
i+ j
(
q−n
)
`
(
qn−N+i+ j
)
k
(a)i+k
(
q1+n−N/c, q2−2N/abcd
)
i+ j
(
q1−2N/bcd, τ
√
b
cd q
1−N+n
)
i+ j+k
×
(
τ
√
bd
c q
n−N+i+ j+k
)
`
(
τq1−N√
bcd
)
i+ j+k
(
q1−2N/bcd
)
2i+ j+k(
d, τ
√
bcd
)
`
× (−1)iq i+ j+k+`+i j+ik+ jk−
(
i
2
)
, (5.5)
M. Rahman / Journal of Approximation Theory 161 (2009) 239–258 257
where, in (5.4) and (5.5),
Cm,n(x, y) =
{
1− abq2x−1
1− abq−1
(abq−1, a, q1−N−y/cd, q y−N )x
(q, b, abcdqN+y−1, abqN−y)x
(bcdq2N−1)x
× 1− acq
2m−1
1− acq−1
(acq−1, a, q1−N−n/bd, qn−N )m
(q, c, abcdqN+n−1, acqN−n)m
(bcdq2N−1)m
× (q)N
(q, ab)N−y(abcdq−1, cd)N+y
1− cdq2y−1
1− cdq−1
(cdq−1, d)y
(q, c)y
(
b
c
)N−y
× (q)N
(q, ac)N−n(abcdq−1, bd)N+n
1− bdq2n−1
1− bdq−1
(bdq−1, b, d)n
(q)n
d−n
}1/2
×
(
abcdq−1
)
2N (c)N−n
(
τ−1q y
√
cd
b
)
N−y
(
τ
√
bcd
)
n(
τ−1q y
√
bcd
)
N−y
(
τ
√
b
cd q
1−N
)
n
(−1)N+n−yq(
y
2 )−
(
N
2
)
. (5.6)
The polynomial character of the quadruple series in (5.5) in x and y is quite obvious, as in
m. Unfortunately it does not appear to be so in n because of the factors (q1+n−N/c)i+ j and(
τ
√
b
cd q
1−N+n
)
i+ j+k
in the denominator. Nevertheless there ought to be quite a few limiting
cases, which may yield to further simplifications leading to 2-dim extensions of well-known
polynomials like q-Hahn, q-dual Hahn, q-Krawtchouk, and so on. We shall take up the problem
of special 2-variable orthogonal polynomials that are limiting cases of Rτm,n(x, y) in a subsequent
paper. We also need to examine the relationship, if any, of the polynomials obtainable from (5.3)
with a host of 2-variable orthogonal polynomials that have been found by various authors in the
past 30 years or so, see, for example, [13,25,8,22,16,26,5,9,30,19,15].
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