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ABSTRACT
In learning-to-rank for information retrieval, a ranking model is
automatically learned from the data and then utilized to rank the
sets of retrieved documents. Therefore, an ideal ranking model
would be a mapping from a document set to a permutation on the
set, and should satisfy two critical requirements: (1) it should have
the ability to model cross-document interactions so as to capture
local context information in a query; (2) it should be permutation-
invariant, which means that any permutation of the inputted docu-
ments would not change the output ranking. Previous studies on
learning-to-rank either design uni-variate scoring functions that
score each document separately, and thus failed to model the cross-
document interactions; or construct multivariate scoring functions
that score documents sequentially, which inevitably sacrifice the
permutation invariance requirement. In this paper, we propose a
neural learning-to-rank model called SetRank which directly learns
a permutation-invariant ranking model defined on document sets of
any size. SetRank employs a stack of (induced) multi-head self atten-
tion blocks as its key component for learning the embeddings for all
of the retrieved documents jointly. The self-attention mechanism
not only helps SetRank to capture the local context information
from cross-document interactions, but also to learn permutation-
equivariant representations for the inputted documents, which
therefore achieving a permutation-invariant ranking model. Ex-
perimental results on three large scale benchmarks showed that
the SetRank significantly outperformed the baselines include the
traditional learning-to-rank models and state-of-the-art Neural IR
models.
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1 INTRODUCTION
Learning-to-rank has been extensively studied in both academia
and industry. Usually, the task of learning-to-rank can be described
as two steps. First, the training step, where a ranking model that
projects each query-document pair to a ranking score is constructed
and learned from labeled data such as user clicks and relevance an-
notations. And second, the testing step, where the learned ranking
model is applied to a set of documents retrieved for a new query
and finally returns a ranked document list to the users.
Traditional learning-to-rank models are usually designed on the
basis of the probability ranking principle (PRP) [30]. PRP assumes
that each document has a unique probability to satisfy a particular
information need. Therefore, the ranking scores of documents are
assigned separately and are independent to each other. Despite
widely adopted, the power of PRP-based learning-to-rank methods,
however, have been proved to be limited [1, 2, 20]. First, indepen-
dent scoring paradigms prevent traditional learning-to-rank models
from modeling cross-document interactions and capturing local
context information. As shown by previous studies on pseudo rel-
evance feedback [24] and query-dependent learning-to-rank [7],
incorporating local context information such as query-level docu-
ment feature distributions can significantly improve the effective-
ness of modern ranking systems. Second, as pointed by Robert-
son [30], PRP works document-by-document while the results of
ranking should be evaluated request-by-request. Behavior analysis
on search engine users manifest that user’s interactions with infor-
mation retrieval systems show strong comparison patterns [22, 37].
In practice, search engine users often compare multiple documents
on a result page before generating a click action. Also, studies on
query-document relevance annotations show that information from
other documents in the same ranked list could affect an annotator’s
decision on the current document [31, 36], which challenge the
basic hypothesis that relevance should be modeled independently
on each document for a single information request.
Recently, a new group of learning-to-rank methods whose scor-
ing functions take multiple documents as input and jointly predict
their ranking scores have received more and more attention. For
example, Ai et al. [1, 2] propose to learn context-aware query-
level ranking model that takes a sequence of documents as its
input. By modeling and comparing multiple documents together,
the new scoring functions, namely the multivariate scoring func-
tions, naturally capture the local context information and produce
the state-of-the-art performance on many learning-to-rank bench-
marks. Nonetheless, existing multivariate scoring approaches is
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sensitive to the orderof the documents being inputted, which vi-
olates the permutation invariance requirement for ranking model.
That is because the models used by previous works, e.g. dense
neural network [2] and recurrent neural network [1], all assume
that the input is a sequence of documents and heavily biased to
its initial ranking. When the initial ranking has poor performance
or disturbed by accident, the performance of these models decline
significantly.
Inspired by the work of Set Transformer [25], in this paper, we
propose to develop a multivariate ranking model whose input is
a document set of any size, and the output is a permutation over
the set. The model, referred to as SetRank, is to learn a multivariate
scoring function mapping from document set to its permutation,
making full use of self-attention mechanism [32]. Firstly, It receives
a whole set of documents (encoded as a set of vectors) as input.
Then, employs a stack of (induced) multi-head self attention blocks
as its key component for learning the embeddings for the whole
set of documents jointly. Finally, the output of the last block is
considered as the representation of the inputted documents, and a
row-wise fully connected network is used to generate the ranking
scores.
SetRank offers several advantages. First of all, similar to exist-
ing work on multivariate scoring functions, SetRank considers the
inputted documents as a whole via self-attention mechanism and
model the interrelationship between them in ranking, which makes
them more competitive than traditional learning-to-rank methods
based on univariate scoring functions. Secondly, as shown in the
theoretical analysis, SetRank learns a permutation-invariant func-
tion as its ranking model, that is, any permutation of the inputted
documents does not change the outputted document ranking. Ad-
ditionally, self-attention is an additive function which is insensitive
to the size of document set, while a sequential model, such as re-
current neural network, using nested function is severely affected
by the size of document set. Compared to existing learning-to-rank
models which learn multivariate ranking functions defined on pre-
defined document sequences, SetRank is more natural for document
ranking and more friendly for parallel computing. Last but not least,
with the help of ordinal embeddings, SetRank is enabled to involve
multiple document rankings as the initial rankings, leading to high
accuracy in ranking.
Experimental results on three large scale publicly available bench-
marks showed that SetRank significantly outperformed the base-
lines including the traditional learning-to-rank models, such as
RankSVM [21], RankBoost [13], Mart [14], and LambdaMART [6],
and state-of-the-art neural IRmodels, such as DLCM [1] and GSF [2].
Analyses showed that the ranker learned by SetRank is robust to
the input orders and sizes, making it to be an rational and stable
ranking model.
2 RELATEDWORK
In this section, we review previous studies that are directly related
to our work, which are the research on learning-to-rank algorithms
and the study of deep learning for ranking. We also review the
machine learning tasks defined on sets.
2.1 Learning-to-Rank
learning-to-rank refers to a group of algorithms that apply machine
learning techniques to solve ranking problems. It usually represents
each query-document pair with a feature vector created by human
or extracted with some data pre-processing techniques. Then, the
feature vectors are fed into a machine learning model to produce
scores for each document so that the final ranking can be generated
by sorting documents according to their scores.
In the past two decades, learning-to-rank methods based on
different machine learning algorithms [5, 14, 21] has been pro-
posed and applied to a variety of ranking tasks including document
retrieval [26], question answering [35], recommendation [11], con-
versational search [40], etc. Based on their loss functions, existing
learning-to-rank algorithms can be categorized into three groups:
pointwise [14], pairwise [5, 21], and listwise [8, 34]. Despite their dif-
ferences on loss functions, most traditional learning-to-rank meth-
ods are constructed based on the probability ranking principle [30],
which assumes that documents should be ranked individually ac-
cording to their probabilities of satisfying a particular information
need. Under this assumption, they compute the ranking scores of
each document separately based on their feature vectors, which is
referred to as the uni-variate scoring paradigm. Through intuitive,
the uni-variate scoring paradigm is sub-optimal because it limits
the model’s power on capturing inter-document relationships and
local context information, which is important for understanding
user relevance in online systems [2].
To solve this problem, previous studies propose a new ranking
paradigm that directly rank a list of documents together with a
multivariate scoring function. For example, Ai et al. [1] propose
to encode the local context of an initial rank list with a recurrent
neural network and rerank the documents based on the latent
context embedding of all documents. Bello et al. [4], Jiang et al. [20]
propose a slate optimization framework that directly predict the
ranking of a list of documents by jointly considering their features
together. Ai et al. [2] further formalize the idea and propose a
multivariate scoring framework based on deep neural networks.
In recommendation, Pei et al. [29] propose to construct a list-wise
re-ranking framework that personalizes recommendation results
by jointly considering the features of multiple items in the same
ranked list.
In this work, we propose a new learning-to-rank model based on
the multivariate scoring paradigm. Different from previous studies
that conduct reranking based on an initial order of documents [1, 2,
4], our method is permutation-invariant and can be applied directly
to a set of documents with or without any preprocessing.
2.2 Deep Learning for Ranking
Recently, deep learning methods such as deep neural networks
and convolution neural networks have been widely applied to IR
problems. They have been proved to be effective in capturing latent
semantics and extracting effective features for ranking problems.
For example, Huang et al. [18] propose a deep structured semantic
model for ad-hoc retrieval that directly predict the relevance of each
document based on a multi-layer feed-forward network and the
embedding of trigrams in document titles. Guo et al. [16] analyze
the key factors of relevance modeling and propose a deep relevance
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matching model that ranks documents based on the matching his-
togram of each query and document in the latent semantic space.
Later, Pang et al. [28] propose a DeepRank model that jointly con-
siders the strength and patterns of query-document matching and
uses a recurrent neural network to measure and aggregate the local
relevance information for ranking. Another type of deep models,
originated from NLP, treat retrieval problems as a text matching
between queries and documents. For example, Hu et al. [17] pro-
pose a group of ARC models that build text representations based
on word embeddings and convolution neural networks for match-
ing proposes. Pang et al. [27] propose to match text based on a
word matching matrix and propose a MatchPyramid model for
paraphrase identification and question answering. Wan et al. [33]
further propose a Match-SRNN model that uses a spatial recurrent
neural network to capture the recursive matching structure in text
matching problems.
The proposed model in this paper can be considered as a deep
model for IR because we take the self-attention networks [32],
a popular neural technique used in machine learning tasks [10,
39], as our building blocks. Different from previous models that
directly extract features from raw text, we focus on a general task
of learning-to-rank and assume that feature representation for each
query-document pair has been computed in advance. However, it’s
worth noting that our model framework also supports the joint
learning of features and ranking models. Also, in spite of their
structures, most existing deep learning models for IR is confined to
the same uni-variate scoring paradigm used by traditional learning-
to-rank algorithms, while our model is a listwise ranking model
under the multivariate scoring paradigm.
2.3 Machine Learning Defined on Sets
Typical machine learning algorithms such as regression or classifi-
cation are designed for processing fixed dimensional data instances.
Recent studies showed that they can be extended to handle the case
when the inputs are permutation-invariant sets [12, 25, 38]. For
example, Edwards and Storkey [12] demonstrated neural statisti-
cian which is an extension of variational autoencoder and can learn
statistics of datasets. Zaheer et al. [38] theoretically characterize the
permutation-invariant functions and provide a family of functions
to which any permutation-invariant objective function must belong.
Lee et al. [25] further present the Set Transformer model to capture
the interactions among elements in the input set. In this paper, we
borrow the self-attention mechanism proposed in Transformer to
capture the interactions among documents in ranking.
3 RANKING MODEL DEFINED ON SETS
In this section, we formalize document ranking as learning a multi-
variate scoring function defined on document sets, and then analyze
the requirements of the function.
3.1 Problem Formulation
Generally speaking, the task of ranking aims to measure the relative
order among a set of items under specific constrains. When ranking
is completed, the arranged items is returned, called a permutation.
When being applied to learning-to-rank for information retrieval,
the constrain corresponds to a query q, and the set of items cor-
respond to a set of N documents D = [di ]Ni=1 ⊆ D retrieved by
the query q, and D is the set of all indexed documents. The task
of ranking is to find a permutation π ∈ ΠN on the document set
D so that some utility is maximized, where ΠN is the set of all
permutations of indices {1, 2, · · · ,N }.
In learning-to-rank, the ranking models are trained with a set
of labeled query-document pairs. For each query q, its retrieved
documents and the corresponding relevance labels are provided
and denoted as ψq = {D = {di }, y = {yi }|1 ≤ i ≤ N }, where yi
denotes the relevance label corresponds todi . Therefore, the dataset
that contains all of the training queries can be denoted as Ψ = {ψq }.
The goal of learning-to-rank is to minimize the empirical loss over
the training data and to yield the optimal scoring function F (·):
L(F ) = 1|Ψ|
∑
{D,y}∈Ψ
l(y, F (D)), (1)
where l(·) is the loss function; F (·) : DN 7→ RN is the scoring
function which is responsible for assigning scores to the documents,
so that the result permutation onD can be generated by sortingwith
the scores: πˆ = sort ◦F (D). The operator ‘sort ’ sorts the documents
in D according to the scores assigned by F (D) in descending order.
Most of the ranking models learnt by existing learning-to-rank
models (including point-wise, pair-wise, and list-wise models) are
uni-variate scoring functions д : D 7→ R. They are special cases of
F because F can be written as
F (D)|i = д(di ), 1 ≤ i ≤ N , (2)
where F (D)|i is the i-th dimension of F (D). It is a natural and direct
choice that fits the probability ranking principle [30].
3.2 Requirements of Ranking Model
We now show that a scoring function F defined on document sets
should satisfy two critical requirements. First, it should be able
to characterize the inter-relationship among the retrieved docu-
ments, called cross-document interaction. Second, the output of
the function should not be changed under any permutation of the
documents in the input set, called permutation invariance.
3.2.1 Cross-document Interactions. Although the PRP principle [30]
and the derived uni-variate scoring functions have been widely
used in information retrieval, recent studies show that they have
several limitations in real settings. The major assumption in PRP
is that the relevance of a document to a query is independent of
the relevance of other documents. However, Fuhr [15] pointed out
that “the relevance of any additional relevant document clearly
depends on the relevant documents seen before”; Robertson [30]
also pointed out that “PRP works document-by-document while the
results of ranking should be evaluated request-by-request”; Scholer
et al. [31], Yang [36] studied the relevance annotations and showed
that information from other documents in the same ranked list
could affect an annotator’s decision on the current document.
Therefore, we see that the assumptions underlying the classical
PRP and the uni-variate scoring function shown in Equation (2), is
hard to hold in some settings. It is expected that the multivariate
scoring function F can deal with a more general ranking problem of
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taking account of the dependency information and cross-document
interactions.
3.2.2 Permutation Invariance. The input to a ranking model is a set
that contains multiple documents. According to the definition of a
set, the response of a function defined on a set should be âĂĲin-
differentâĂİ to the ordering of the elements. That is, the ranking
model should satisfy the permutation invariance property: the tar-
get ranking for a given set is the same regardless of the order of
documents in the set. That is, if we exchange the input positions of
di and dj , it will not affect the result of the final ranking. In practice,
input sequence often convey covert bias information, e.g. order by
document IDs, order by create time, or order by time-consuming,
which may not correlate with the usefulness of the documents and
could reduce the robustness of permutation awareness model. A
permutation-invariant model addresses this problem with theoreti-
cal guarantees.
One way to construct a permutation-invariant ranking model is
first assigning relevance scores to the documents with a permuta-
tion equivariant scoring function, and then sorting according to the
scores. Lee et al. [25] give a definition of permutation equivariant
scoring function, as shown in Definition 1.
Definition 1. [25] Let ΠN be the set of all permutations of indices
{1, · · · ,N }. A function F : XN → YN is permutation equivariant if
and only if ∀π ∈ ΠN ,
F ([dπ (1), · · · ,dπ (N )]) = [F (D)|π (1), · · · , F (D)|π (N )],
where D = [d1, · · · ,dN ] is a set with the object order 1, 2, · · · ,N ,
and F (D)|π (i) is the π (i)-th dimension of F (D).
An example of a permutation equivariant function in IR ranking
is the uni-variate scoring function shown in Equation (2).
4 OUR APPROACH: SETRANK
In this section, we penetrate into the details of our proposed SetRank
model, and introduce the training method.
4.1 Overall Architecture
Inspired by the Transformer for machine translation [9, 32] and
language modeling [10], we have devised a novel ranking model
defined on document sets and satisfy the above requirements. The
model is referred to as ‘SetRank’ and is shown in Figure 1. SetRank
makes use of multi-head self attention blocks and its modifications
to construct a multivariate scoring function that satisfies the cross-
document interactions and the permutation invariance requirements,
additionally adapts to the set input of any size (set size adaptation).
The pipeline of document ranking in SetRank consists of three
layers: representation, encoding, and ranking. First, the representa-
tion layer separately represents each inputted document as a vector
of features such as the hand-crafted features used in traditional
learning-to-rank models. Also, it can involve the initial ranking
of the documents in feature representations through the ordinal
embeddings. The initial rankings could be generated by existing
ranking models such as BM25 or a trained LambdaMART model.
Second, the encoding layer enriches each query-document pair fea-
ture vector by involving other feature vectors of the associated doc-
uments. Second, the encoding layer enriches each query-document
d1 d2 di dN… …
Document Set 𝐷
⨂⨂⨂⨂q
p1 ⨁ p2 ⨁ pi ⨁ ⨁pNOrdinal Embeddings
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rFF rFF rFF rFF
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Figure 1: Architecture of SetRank. The representation layer
generates representation of query-document pairs sepa-
rately; the encoding layer jointly process the documents
with multiple sub-layers of MSAB (or IMSAB), and output
internal document representations; the ranking layer calcu-
lates the scores and sorts the documents.
pair feature vector by involving other feature vectors of the asso-
ciated documents. In this paper, we use Multi-head Self Attention
Block (MSAB) or Induced Multi-head Self Attention Block (IMSAB)
to take a set of query-document pairs representations as their input
and generate a set of new representations using the self-attention
blocks. Multiple sub-layers of MSAB or IMSAB blocks are stacked
together with identical structure for modeling the high-order inter-
actions between the documents. Third, the ranking layer receives
the output vectors of the top-most MSAB (or IMSAB) block, passes
them to a row-wise feed-forward (rFF) function, generates relevance
scores for all of the documents, and finally sorts the documents
according to these scores. The following sections will introduce the
details of the three layers.
4.2 Document Representation
Given a queryq and its associated document setD = [d1,d2, · · · ,dN ],
each of the document in D can be represented as a feature vector
di = ϕ(q,di ), where di ∈ RE ,
where ϕ is the function for feature extraction and E is the dimen-
sion of the vector. The features extracted in traditional learning-to-
rank are used here, including document only feature of PageRank,
query-document matching features of TF-IDF, BM25 etc. In the
experiments of this paper, we used the features provided by the
benchmark datasets.
Besides the traditional learning-to-rank features, SetRank can
optionally include the document ordinal embeddings as the input. In
real search engines, the associated documents may have some prior
rankings generated by the default ranking models such as BM25
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or LambdaMART etc. To involve these initial ranking information
and inspired by the positional embedding in Transformer [32], we
propose an ordinal embedding function P which takes the absolute
ranking position of a document as input, and encodes the position
to a vector as the same dimension with di :
pi = P(rank(di )), where pi ∈ RE ,
where rank(di ) denotes the absolute rank position ofdi in the initial
ranking generated by models such as BM25, LambdaMART etc.
The ordinal embedding vectors and the learning-to-rank feature
vectors are respectively added, forming a feature matrix X ∈ RN×E
for the N retrieved documents:
X = [d1 + p1, d2 + p2, · · · , dN + pN ]T .
Note that in some cases we may have more than one initial rank-
ings because different ranking model (e.g., BM25 and LM4IR) may
be applied simultaneously. The ordinal embeddings of a document
corresponding to different rankings can be summed together, form-
ing an overall ordinal embedding vector. In this way, SetRank is
enabled to input multiple initial rankings. Also note that though the
ordinal embedding mechanism is similar to the position embedding
in Transformer, they are different in that the position embedding
characterizes the position of a word in a sequence, while the ordinal
embedding in SetRank characterizes the rank of a document w.r.t.
a ranking algorithm being applied to a document set. Therefore,
each word inputted to Transformer has only one position embed-
ding while each document in SetRank may have multiple ordinal
embeddings.
4.3 Document Encoding with (Induced)
Multi-head Self Attention Block
The key of SetRank is the encoding component which takes the
document representations X0 = X ∈ RN×E as input, and jointly
encoding these documents as their internal codes XNb ∈ RN×E .
The encoding component is a stack of Nb multi-head self atten-
tion blocks (MSAB) (or induced multi-head self attention blocks
(IMSAB)) with identical structures. Each MSAB (or IMSAB) receives
a set of N vectors (packed as a matrix Xt , 0 ≤ t ≤ Nb − 1), pro-
cesses the vectors with the (induced) multi-head self attention layer
followed by a layer normalization, and then through a row-wise
feed-forward network (rFF) layer followed by another layer nor-
malization. Finally, it sends the vectors Xt+1 as output to the next
layer of MSAB (or IMSAB).
Next, we introduce the details of MSAB and IMSAB.
4.3.1 Multi-head self attention block (MSAB). MSAB is based on
the attention mechanism in deep neural networks. As have shown
in [32], the attention function can be formalized as a scaled dot-
product attention with three inputs:
Attn(Q,K,V) = softmax
(
QKT√
E
)
V, (3)
whereQ ∈ RNq×E denotes the attention querymatrix0,K ∈ RNk×E
the key matrix, and V ∈ RNk×E the value matrix. Nq ,Nk , and E
denote the number of attention query, keys/values vectors, the
0Note that the “query” in the attention function and the “query” in IR are with different
meanings.
MAB(a) MSAB
𝐗" ∈ ℝ%×'					𝐱*" 																𝐱+" 										⋯						𝐱-" 									⋯						 𝐱%"
𝐗".* ∈ ℝ%×'									𝐱*".*															𝐱+".* 				⋯							 𝐱-".* 					⋯						𝐱%".*
MAB
MAB(b) IMSAB 𝐈 ∈ ℝ0×'
𝐇".* ∈ ℝ0×'								𝐡*".*												𝐡+".* 					⋯						𝐡3".*
𝐗".* ∈ ℝ%×'									𝐱*".*															𝐱+".* 					⋯					 𝐱-".*				⋯							𝐱%".*
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Figure 2: (a) The structure of multi-head self attention block
(MSAB). MSAB encodes an arbitrary setXt of size N and out-
put an set Xt+1 of size N . (b) The structure of induced multi-
head self attention block (IMSAB) with induced size of M .
IMSAB first encodes an arbitrary set Xt of size N to a fixed
set Ht+1 of size M , and then encodes Ht+1 to an N -size out-
putXt+1. IMSAB canbe interpreted as first creatingM cluster
centers and then encoding the inputted N documents using
theseM cluster centers.
dimensions of the representation, respectively. The attention mech-
anism can be explained as: for each attention query vector in Q,
it first computes the dot products of the attention query with all
keys, aiming to evaluate the similarity between the attention query
and each key. Then, it divides each by
√
E, and applies a softmax
function to obtain the weights on the values. Finally, the new rep-
resentation of the attention query vector is calculated as weighed
sum of values.
To make the attention function more flexible, additional multi-
head strategy is usually combined with the attention mechanism.
That is, instead of computing a direct attention function, multi-head
strategy first projects the inputsQ,K,V intoh different spaces, each
has the dimensionality of Eˆ = E/h and projects with the attention
function Attn(·, ·, ·) defined in Equation (3):
Multihead(Q,K,V) = concat
( [
Attn(QWQi ,KWKi ,VWVi )
]h
i=1
)
(4)
whereWQi ,W
K
i ,W
V
i ∈ RE×Eˆ reshape the input matrices, and the
outputMultihead(Q,K,V) has the same shape with Q.
Based on the Multihead function in Equation (4), the multi-head
attention block (MAB) is defined as
MAB(Q,K,V) = LayerNorm(B + rFF(B)),
where B = LayerNorm(Q +Multihead(Q,K,V)) (5)
where rFF(·) is a row-wise feedforward layer, and LayerNorm(·) is
layer normalization [3]. The MAB is an adaptation of the encoder
block of the Transformer [32] without positional encoding and
dropout. Ideally, K and V can be treated as the index and context
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of a dictionary, while Q is the information need of the user. For
simplicity, we set K = V, that means, the index is the context itself.
Finally, the self-attention in MSAB is a special case of MABwhen
Q = K = V, as shown in Figure 2(a). In MSAB, the model represents
each document using all the document in the input set:
MSAB(X) = MAB(X,X,X). (6)
4.3.2 Induced Multi-head Self Attention Block (IMSAB). One prob-
lem with MSAB is its sensitivity to the size of input set, as will
be shown in our experimental studies. The MSAB trained on the
data that each query has N0 labeled documents does not work
well on the test time if the queries are associated with N1 > N0
documents. In most cases, N0 is relatively small because of the
expensive and time-consuming relevance label annotation. In real
applications, however, it is not nature and realistic to limit the the
number of documents that a query can retrieve. Previous studies
showed that other multivariate scoring functions also have similar
limitations [2].
To address the problem, we employ the induced multi-head self
attention [25], or IMSAB, for enabling the model to process the in-
putted document set with any size. As shown in Figure 2(b), IMSAB
can be spilt into two steps. First, it constructs M fake attention
query vectors, denoted as I ∈ RM×E , to extract information from
original keys/values X ∈ RN×E . Usually,M < N and theM vectors
in I can be viewed as the index of cluster centers for keys/values.
The result H ∈ RM×E is the M cluster centers for keys/values.
Then, the original documents X ∈ RN×E find their contextual rep-
resentations based on the M cluster centers H ∈ RM×E . The new
representations generated by IMSABM (X) have the same shape
with the original X and can be formally written as:
IMSABM (X) = MAB(X,H,H),
where H = MAB(I,X,X). (7)
4.4 Document Ranking
Stacking aforementioned MSAB or IMSABM blocks and passing
the results to row-wise feedforward neural networks, we achieve
two versions of SetRank scoring functions, respectively named as
SetRankMSAB and SetRankIMSAB:
XNbMSAB = MSAB(MSAB . . . (MSAB︸                          ︷︷                          ︸
Nb
(X0))),
SetRankMSAB(D) = rFF1
(
XNbMSAB
)
;
XNbIMSABM = IMSABM (IMSABM . . . (IMSABM︸                                      ︷︷                                      ︸
Nb
(X0))),
SetRankIMSAB(D) = rFF1
(
XNbIMSABM
)
,
(8)
where rFF1 is a row-wise feed-forward network that projects each
document representation into one real value as the corresponding
ranking score. The final document rankings, thus, can be achieved
by sorting the documents according to the scores:
πˆMSAB = sort ◦ SetRankMSAB(D);
πˆIMSAB = sort ◦ SetRankIMSAB(D). (9)
4.5 Model Training
Following the practices in [1], we adopt an attention rank loss func-
tion for model training. The basic idea is to measure the distance
between an attention distribution generated by the ranking scores
and that of generated by the relevance judgments.
Given a labeled query ψq = {D = {di }, y = {yi }|1 ≤ i ≤ N },
where yi is the relevance label and represents the information
gain of document di for query q. The optimal attention allocation
strategy in terms of relevance labels for document di (i = 1, · · · ,N )
is:
a
y
i =
τ (yi )∑
dk ∈D τ (yk )
,
where τ (x) =
{
exp(x) x > 0
0 otherwise .
Similarly, given the predicted ranking scores {s1, · · · , sN } =
SetRank(D), the attention w.r.t. the predicted scores for document
di (i = 1, · · · ,N ) is:
asi =
exp(si )∑
dk ∈D exp(sk )
.
Therefore, the list-wise cross entropy loss function can be con-
structed on the basis of these two attention distributions:
L =
∑
di ∈D
a
y
i loga
s
i + (1 − ayi ) log(1 − asi ).
Note that SetRank is insensitive to the input set size, especially
for SetRank based on IMSAB. In the document representation step,
ordinal embeddings may be involved to utilize the initial rankings.
However, it stop the model from working on the input set size
larger than the largest set size in the training data, because the
larger ordinal embeddings are unavailable. To address the issue, we
proposed a relative ordinal embedding sampling strategy during
the model training. First, a max set size Nmax (could be a very large
number) is chosen and the length of ordinal embeddings is also set to
Nmax . Then, for each training query, we sample the start number s ,
constructing a sequence of index numbers [s, s+1, · · · , s+N −1] are
used to replace the original document ranking indexes [1, 2, · · · ,N ].
With this trick, all of positions less than Nmax can be trained and
have their ordinal embeddings. Finally, during the test phase, the
ordinal embedding index larger than N and less than Nmax is
available, so that we can process ranking list smaller than Nmax .
5 DISCUSSIONS
We analyze the properties of SetRank and discuss its relationship
from existing models.
5.1 Theoretical Analysis
The existing learning-to-rank algorithms either use uni-variate
ranking function that assigns relevance scores to the retrieved
documents independently, or use multivariate ranking functions
defined on document sequence in which the output is sensitive to
the input order of the documents. In contrast, SetRank tries to learn
a permutation-invariant ranking model defined on document sets
of any size. We show that the RankSet scoring functions defined in
Equation (8) are permutation equivariant, as shown in Proposition 1.
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Proposition 1. The multivariate scoring functions SetRankMSAB
and SetRankIMSAB are permutation equivariant.
Proof of Proposition 1 Note that the multi-head parameters
WQi ,W
K
i ,W
V
i , the row-wise feedforward function rFF(·), and layer
normalization LayerNorm(·) are all element wise functions. They
process each item independently and identically, and thus do not
affect the permutation-equivariant property of a function. There-
fore, we only need to consider the permutation-equivariant of the
self-attention function:
SelfAttn(X) = Attn(X,X,X) = softmax
(
XXT√
E
)
X. (10)
Property 1. The multi-head attention block is permutation equi-
variant.
Proof. Let X = {x1, x2, . . . , xN }. For simplicity and with no
loss of generality we discard the scalar factor
√
E, we have
SelfAttn(X) = softmax
(
XXT
)
X = softmax
( [
xixTj
]
i j
)
X
=
[
exixj∑
k e
xixk
]
i j
X =
[∑
j e
xixj · xj∑
k e
xixk
]
i
,
For any permutation π ∈ ΠN , since sum over all elements is
permutation-invariant, we have
SelfAttn(πX) = SelfAttn
(
[xπ (i)]i
)
=
[∑
j e
xπ (i )xπ (j ) · xπ (j)∑
k e
xπ (i )xπ (k )
]
π (i)
=
[∑
j e
xπ (i )xj · xj∑
k e
xπ (i )xk
]
π (i)
= π (SelfAttn(X)) .
□
Similarly, we have
Property 2. The induced multi-head self attention block is per-
mutation equivariant.
The property can be proved in a similar way. Also, Zaheer et al.
[38] showed that the composition of permutation equivariant func-
tions is also permutation equivariant. Thus, it is easy to show that
SetRankMSAB and SetRankIMSAB are permutation equivariant.
Since the final outputted document ranking is achieved by sort-
ing with the scores, it is obvious that the two variations of SetRank
model shown in Equation (9) are permutation-invariant.
5.2 Differences with Existing Models
SetRank is inspired by the deep learning models defined on sets.
In that sense, it is similar to those set-input models such as Deep
Set [38] and Set Transformer [25]. However, SetRank also has sev-
eral striking differences from them:
(1) The goals of the models are different. SetRank is specifi-
cally designed for document ranking in IR. The output of
SetRank is a permutation over the input document set. Exist-
ing set-input models such as Set Transformer are designed
for multiple instance learning, 3D shape recognition etc. The
output is usually a set of instance labels.
(2) The representations for the inputs are different. Each doc-
ument inputted to SetRank is represented not only by the
ranking features, but also by multiple ordinal embeddings.
To the best of our knowledge, existing set-based models have
no mechanism to involve the initial ranking information.
(3) The model architectures are different. SetRank consists of
representation, encoding, and ranking layers. Existing set-
input models, usually consists of an encoding layer for gen-
erating internal representation, followed by a decoding layer
for making predictions.
Compared to the traditional learning-to-rank models which uti-
lizes the uni-variate scoring function defined on single documents,
SetRank learns a multivariate function defined on document sets
and generates the scores for all the retrieved documents jointly.
This means that in SetRank each document’s ranking score is par-
tially determined by all the other documents in the set. Therefore,
SetRank has the ability to capture the relationship between the
documents and to produce better ranking scores.
The recently proposed deep ranking models DLCM [1] and
GSF [2] also take the retrieved documents as a whole when cal-
culating their ranking scores, and have become the state-of-the-
art. These models make use of RNN or DNN to aggregate the in-
putted document sequence, making them difficult to construct a
permutation-invariant model. SetRank’s model, on the other hand,
learns a permutation-invariant ranking model with the help of
self-attention mechanism in Transformer.
6 EXPERIMENTS
In this section, we describe our experimental settings and results
on three publicly available large scale benchmarks.
6.1 Experiment Settings
6.1.1 Datasets. The experiments were conducted on three public
available learning-to-rank datasets: Istella LETOR dataset (Istella)1,
Microsoft LETOR 30K (MSLR30K)2 , and Yahoo! LETOR challenge
set1 (Yahoo!)3. All these three datasets contain queries and docu-
ments sampled from real search engines. Each query-document pair
was labeled by human annotators with 5-level relevance judgments
ranging from 0 (irrelevant) to 4 (perfectly relevant). As for features,
MSLR30K represents each query-document pair with ranking fea-
tures extracted by human exports; Yahoo! and Istella represent each
query-document pair with the actually feature vectors used in the
online systems. In the experiments, we conducted 5-fold cross vali-
dation on MSLR30K, and used the predefined train/valid/test split
in Yahoo! and Istella. More characteristics of the three datasets are
listed in Table 1.
6.1.2 Baselines and Evaluation Measures. Learning-to-rank mod-
els based on the uni-variate scoring functions were used as the
baselines in the experiments. They are:
RankSVM [21] : A classic pairwise learning-to-rank model
built on the basis of SVM.
1http://blog.istella.it/istella-learning-to-rank-dataset/
2http://research.microsoft.com/en-us/projects/mslr/
3http://learningtorankchallenge.yahoo.com
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Table 1: Dataset statistics.
Property Istella MSLR 30K Yahoo!
#features 220 136 700
#queries in training 20,317 18,919 19,944
#queries in validation 2,902 6,306 2,994
Total #docs in train 7,325,625 2,270,296 473,134
#queries in test 9,799 6,306 6,983
Total #docs in test 3,129,004 753,611 165,660
Avg. #docs per query in test 319.31 119.51 23.72
RankBoost [13] : Another classic pairwise learning-to-rank
model based on boosting;
MART [14] : A pointwise learning-to-rank algorithm based
on gradient boosting regression trees;
LambdaMART [6] : An extension of MART that directly op-
timize NDCG in training. LambdaMART has been widely
used in commercial search engines.
The state-of-the-art deep learning-to-rank models based on multi-
variate scoring functions were also adopted as the baselines:
DLCM [1] : A deep learning-to-rank model that use local con-
text information to re-rank a list of documents. In DLCM,
RNN is used to encode the initial document list.
GSF [2] : A groupwise scoring model that ranks documents
based on group comparisons.
For RankSVM, we used the implementations in SVMrank 4; For
RankBoost, Mart, and LambdaMART, we used the implementations
in RankLib 5. For DLCM and GSF, we used the implementations and
settings reported in Github repositories: DLCM 6 and TF-Ranking 7.
All models were tuned and selected based on their performances
on the validation set in terms of NDCG@10. Following the practices
in [1], we set the RankSVM parameterC = 200; the training rounds
of RankBoost as 1000. For tree-based models, the number of trees
is set to 1000 and the leaf number 20.
Normalized Discounted Cumulative Gain (NDCG) [19] is used
to evaluate the performances of the ranking models. To show the
model performances at different positions, we reported the NDCG
values at the ranks of 1, 3, 5, and 10.
6.1.3 SetRank Settings. We tested four variations of the SetRank
model, include
SetRankMSAB : using stacked MSAB for documents encoding,
without ordinal embeddings;
SetRankIMSAB : using stacked IMSAB for documents encoding,
without ordinal embeddings;
SetRankinitMSAB : using stacked MSAB for documents encod-
ing, and ordinal embeddings based on the initial document
ranking generated by LambdaMART;
SetRankinitIMSAB : using stacked IMSAB for documents encod-
ing, and ordinal embeddings based on the initial document
ranking generated by LambdaMART.
4https://www.cs.cornell.edu/people/tj/svm_light/svm_rank.html
5https://sourceforge.net/p/lemur/wiki/RankLib/
6https://github.com/QingyaoAi/Deep-Listwise-Context-Model-for-Ranking-
Refinement
7https://github.com/tensorflow/ranking/tree/master/tensorflow_ranking
In all of the experiments, the SetRank models were configured to
have 6 stacked blocks, each has 256 hidden units and 8 heads. In
order to fit the hidden dimension of theMSAB or IMSAB, we further
appended a rFF256 on ϕ(q,di ) to reshape the dimension of di to 256.
For SetRankIMSAB and SetRankinitIMSAB, the induced dimensionM is
set to 20. The gradient descent method Adam [23] with learning
rate 0.001 is used to optimize the objective.
Following the practices in [1], in all of the experiments we re-
trieved top 40 documents per query using LambdaMart. The ranking
models were trained on these retrieved documents and then used
to re-rank the documents. The initial document rankings using in
DLCM, SetRankinitMSAB and SetRank
init
IMSAB are generated by Lamb-
daMART. For fair comparison, we also evaluated DLCM without
the initial rankings, denotes as DLCMw/o init .
The source code and experiments of SetRank can be found at
http://github.com/hide-for-anonymous-review.
6.2 Experimental Results
Table 2 lists the experimental results on the three datasets: Istella
dataset, MSLR30K dataset, and Yahoo! dataset, respectively. For
convenient comparisons, we categorized the baselines and the
four versions of SetRank into three groups: models based on uni-
variate scoring functions (i.e., RankSVM, RankBoost, Mart, and
LambdaMart), models based on multivariate scoring functions and
without initial rankings (i.e., DLCMw/o init , GSF, SetRankMSAB ,
and SetRankIMSAB ), and models based on multivariate scoring
functions and with initial rankings by LambdaMART (i.e., DLCM,
SetRankinitMSAB , and SetRank
init
IMSAB ).
Comparing the performances of the first group and the second
(and the third) groups, we can see that the ranking models based
on multivariate scoring functions are in general performed better
than those based on uni-variate scoring functions. The multivariate
models using LambdaMart as the initial rankings performed sig-
nificantly better than LambdaMart, though LambdaMart is a very
strong baseline. The results indicate that the multivariate scoring
functions are superior to uni-variate ones because they captured the
contextual information and document interactions during ranking.
Also noted that SetRank outperformed the baselines of DLCM
and GSF, in the cases of both with and without the initial rankings.
In Istella dataset, without the initial rankings, SetRankIMSAB im-
proved DLCMw/o init about 0.05 points in terms of NDCG@1; with
the initial rankings, SetRankinit IMSAB improved DLCM about 0.02
points in term of NDCG@1. Similar phenomenon can be observed
on other datasets with other evaluation measures. As discussed
previously, the RNN in DLCM is very sensitive to the orders the
document being inputted [1]. SetRank, on the other hand, learns a
permutation-invariant ranking model and thus is more robust.
Comparing the performances of SetRankMSAB and SetRankIMSAB,
we found that in most cases SetRankIMSAB achieved better docu-
ment rankings. This is because the IMSAB blocks can automatically
adapt to input set of any size, which makes the ranking model more
robust.
6.3 Empirical Analyses
We now investigate the reasons that SetRank outperforms the base-
line methods, using the results on Istella dataset as examples.
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Table 2: Performance comparison of different models on Is-
tella,MSLR30KandYahoo datasets. Significant performance
improvements (paired t-test with p-value ≤ 0.05) over Lamb-
daMart and DLCM are denoted as ‘+’ and ‘†’, respectively.
Boldface indicates the best performed results.
(a) Ranking accuracies on Istella LETOR dataset
NDCG
Model @1 @3 @5 @10
RankSVM 0.5269 0.4867 0.5041 0.5529
RankBoost 0.4457 0.3977 0.4097 0.4511
Mart 0.6185 0.5633 0.5801 0.6285
LambdaMart 0.6571 0.5982 0.6118 0.6591
Without initial rankings
DLCMw/o init 0.6272 0.5717 0.5848 0.6310
GSF 0.6224 0.5796 0.5968 0.6508
SetRankMSAB 0.6702+† 0.6150+† 0.6282+† 0.6766+†
SetRankIMSAB 0.6733+† 0.6136+† 0.6278+† 0.6737+†
With initial rankings generated by LambdaMart
DLCM 0.6558 0.6030+ 0.6194+ 0.6680+
SetRankinitMSAB 0.6745
+† 0.6201+† 0.6350+† 0.6819+†
SetRankinitIMSAB 0.6760
+† 0.6202+† 0.6345+† 0.6834+†
(b) Ranking accuracies on Microsoft LETOR 30K dataset
NDCG
Model @1 @3 @5 @10
RankSVM 0.3010 0.3180 0.3350 0.3650
RankBoost 0.2788 0.2897 0.3043 0.3339
Mart 0.4436 0.4344 0.4414 0.4633
LambdaMart 0.4570 0.4420 0.4450 0.4640
Without initial rankings
DLCMw/o init 0.3985 0.3919 0.4001 0.4245
GSF 0.4129 0.4073 0.4151 0.4374
SetRankMSAB 0.4243 0.4116 0.4177 0.4403
SetRankIMSAB 0.4290 0.4166 0.4220 0.4428
With initial rankings generated by LambdaMart
DLCM 0.4630+ 0.4450+ 0.4500+ 0.4690+
SetRankinitMSAB 0.4572 0.4452
+ 0.4499+ 0.4692+
SetRankinitIMSAB 0.4591
+ 0.4469+† 0.4515+ 0.4696+
(c) Ranking accuracies on Yahoo! LETOR challenge set1 dataset
NDCG
Model @1 @3 @5 @10
RankSVM 0.6370 0.6500 0.6740 0.7260
RankBoost 0.6293 0.6409 0.6661 0.7159
Mart 0.6830 0.6827 0.7034 0.7469
LambdaMart 0.6770 0.6760 0.6960 0.7380
Without initial rankings
DLCMw/o init 0.6693 0.6751 0.6958 0.7391
GSF 0.6429 0.6604 0.6838 0.7316
SetRankMSAB 0.6623 0.6698 0.6911 0.7369
SetRankIMSAB 0.6711 0.6760 0.6960 0.7398
With initial rankings generated by LambdaMart
DLCM 0.6760 0.6810+ 0.6990+ 0.7430+
SetRankinitMSAB 0.6837
+† 0.6820+ 0.7009+ 0.7443+
SetRankinitIMSAB 0.6822
+† 0.6835+† 0.7029+ 0.7453+†
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Figure 3: The performance curves of ranking models w.r.t.
the number reversed document pairs per query in the initial
rankings.
6.3.1 The effects of permutation invariance. We conducted experi-
ments to show that permutation invariance property helps to learn
a ranking model robust to the noises in the initial ranking list.
Specifically, we randomly reversed some document pairs in the
ranking lists generated by LambdaMart for each query. The pro-
cessed document lists are then feeded as the initial rankings to
DLCM and SetRankinitISMAB in the test phase, while both of DLCM
and SetRankinitISMAB model are trained using the clean ranking list.
Figure 3 illustrates the performance curves in term of NDCG@10
w.r.t. the number reversed document pairs. We can see that, with
the increasing number of reverse pairs (i.e., with more noise) in the
initial rankings, both SetRankinitISMAB and DLCM performed worse.
However, much more performance declines are observed with
DLCM. This is because DLCM encodes the input documents with
an RNN, which is sensitive to any of the permutations on the input
set.
We also illustrate the performance curve of SetRankISMAB, which
did not use the ordinal embedding, in Figure 3. We can see that the
performances of SetRankISMAB did not change w.r.t. the number of
reversed document pairs. The results confirmed the correctness of
the theoretical analysis in Proposition 1: SetRank is a permutation-
invariant ranking model.
6.3.2 The effects of set size adaptation. In this part, we want to test
the effects of ISMAB which enables the set size adaptation ability
of SetRank.
We first trained and tested the DLCM and SetRank models (with-
out the initial rankings) on the data that each query was associated
with N documents (N = N0 = N1 = 40, 240, or 500). From the
corresponding results shown in Table 3 (lines in which “# docs as-
sociated per query” in training set and in test set are identical), we
can see that the three models, DLCMw/o init , SetRankMSAB and
SetRankIMSAB have similar performances on different set sizes. It
indicates that when the document sets have similar sizes in phase
of training and test, the performances of the models tend to be
unchanged.
Nevertheless, when we trained the DLCM and SetRank models
on queries associated with 40 documents (N0 = 40) and tested the
models on queries associatedwith 240 and 500 documents (N1 = 240
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Table 3: Performances of the ranking models trained and tested on queries that are associated with different number of docu-
ments. The values in the parentheses (∆) are the performance variations compared with the models trained on set size 40 and
tested on set size 40.
# docs associated per query
Model training set (N0) test set (N1) NDCG@1 (∆) NDCG@3 (∆) NDCG@5 (∆) NDCG@10 (∆)
DLCMw/o init
40
40 0.6233 0.5684 0.5825 0.6298
240 0.5943 (-0.0290) 0.5394 (-0.0290) 0.5518 (-0.0307) 0.5964 (-0.0334)
500 0.5844 (-0.0389) 0.5300 (-0.0384) 0.5428 (-0.0397) 0.5868 (-0.0430)
240 240 0.6199 0.5708 0.5836 0.6309
500 500 0.6258 0.5700 0.5833 0.6298
SetRankMSAB
40
40 0.6702 0.6150 0.6282 0.6766
240 0.6578 (-0.0124) 0.6026 (-0.0124) 0.6155 (-0.0127) 0.6602 (-0.0164)
500 0.6533 (-0.0169) 0.5969 (-0.0181) 0.6102 (-0.0180) 0.6547 (-0.0219)
240 240 0.6736 0.6141 0.6295 0.6777
500 500 0.6712 0.6170 0.6316 0.6816
SetRankIMSAB
40
40 0.6733 0.6136 0.6278 0.6737
240 0.6674 (-0.0059) 0.6104 (-0.0032) 0.6244 (-0.0034) 0.6688 (-0.0049)
500 0.6665 (-0.0068) 0.6082 (-0.0054) 0.6220 (-0.0058) 0.6662 (-0.0075)
240 240 0.6699 0.6115 0.6264 0.6750
500 500 0.6696 0.6117 0.6247 0.6727
Table 4: Performances of SetRank variations that involve
zero, one, or multiple initial rankings.
NDCG
Model @1 @3 @5 @10
SetRankIMSAB 0.6733 0.6136 0.6278 0.6737
SetRankinitIMSAB 0.6760 0.6202 0.6345 0.6834
SetRankmulti−initIMSAB 0.6744 0.6211 0.6365 0.6860
or 500). From the corresponding results reported in Table 3 (lines in
which “# docs associated per query” in training set is 40, and in test
set is 240 or 500), we can see that the performance drop (see the ∆
values in the brackets) in terms of NDCG@10 for DLCMw/o init is
big, indicating that the sequential model DLCMw/o init is sensitive
to the test set size. For example, when the models were trained
on queries associated with 40 documents while tested on queries
with 240 documents, the performance drop for DLCMw/o init is
0.0334, which is double compared to SetRankMSAB and six times
compared to SetRankIMSAB .
Additionally, note that the performance drop of SetRankMSAB
is much severe than that of for SetRankIMSAB , indicating that
projecting variance set size to a fixed number of cluster centers
as IMSAB does, reduces the sensitivity of the test set size. For
example, when the models were trained on queries associated with
40 documents while tested on queries with 240 documents, the
performance drop for SetRankIMSAB in terms of NDCG@10 is
0.0049, while the number is 0.0164 for SetRankMSAB .
6.3.3 The effects of initial rankings. One advantage of SetRank is
that it can involve zero, one, or multiple initial document rankings
as inputs, through adding one or more ordinal embeddings. We
conducted experiments to test the effects of the initial rankings in
SetRank. Specifically, we tested the performances of SetRankIMSAB
with no initial ranking, SetRankinitIMSAB with one initial ranking
based on LambdaMart, and SetRankmulti−initIMSAB with four initial
rankings based on LambdaMart, Mart, RankSVM, and RankBoost.
Table 4 reports the performances of these three SetRank variations
in terms of NDCG at the positions of 1, 3, 5, and 10. From the
results, we found that (1) SetRankinitIMSAB with one initial ranking
performed better than SetRankIMSAB which has no initial ranking,
indicating that initial rankings do help to improve the performances;
(2) SetRankmulti−initIMSAB with 4 initial rankings performed a little bit
better than SetRankinitIMSAB which used only one initial ranking,
indicating that multiple rankings provide limited helps in improving
the ranking accuracy. One possible reason is that LambdaMART
has provided significantly better document rankings comparing to
other ranking models, which makes the information obtained from
other ranking models less useful in our experiments.
7 CONCLUSION
In this paper, we proposed a novel learning-to-rank model for in-
formation retrieval, referred to as SetRank. In contrast to existing
models, the scoring function in SetRank is designed as a multivari-
ate mapping from a document set to a permutation, and satisfy two
critical requirements: cross-document interactions and permutation
invariance. Self-attentionmechanism in Transformer is employed to
implement the scoring function. SetRank offers several advantages:
efficiently capturing local context information, naturally involving
(multiple) initial rankings, robust to input noise, and high accuracy
in ranking. Experimental results on three large scale datasets show
that SetRank outperformed the traditional learning-to-rank models
and state-of-the-art deep ranking models. Analyses showed that
the two requirements did help to improve the performance and
robustness of SetRank model.
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