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Abstract-The notion of the balance number introduced by Galperin through a certain set con- 
traction procedure for nonscalarized multiobjective global optimization is represented via a min-max 
operation on the data of the problem. This representation yields a different computational procedure 
for the calculation of the balance number and allows us to generalize the approach for problems 
with countably many performance criteria. Comparisons with Pareto optimality and compromise 
solutions are discussed and illustrated by examples. It is demonstrated that Ip-norm scalariza- 
tions (1 5 p < co), cf., [l-3], do not cover the entire Pareto set. @ 2002 Elsevier Science Ltd. 
All rights reserved. 
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1. INTRODUCTION 
Consider a robust bounded closed set X c Wn and the multiobjective optimization problem 
min(f, X), f : X + llP, 
pei;ft(z), ,...,m. i=l (I) 
For each i, the corresponding single objective subproblem of (1) has a global optimal solution 
over a compact set X represented by the partial global minimum value 
and the corresponding set of all global minimizers 
x,0 := {x E x : fi(X) = c?} . (3) 
If there is a nonempty intersection 
x”:=fixp+e, (4) 
i=l 
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then the multicriteria optimization problem (MCO) of (1) is called balanced, otherwise unbal- 
anced [4, Chapter 81. If the problem is unbalanced, we can relax the minimization require- 
ments (2),(3) and look for the uniform q-suboptimal solutions 
X,o(r]) := {z E x : f&) - c; 5 r], 77 > 0). (5) 
With increasing q, the intersection of X!(v) eventually becomes nonempty, and the minimal value 
of 77 for which it is nonempty is called the balance number r]o. Thus, by definition [4, p. 1391, 
70 = min 77 : X0(v) = fi X:(v) # 0 
i i=l 1 
. 
Methods to compute 70 and simultaneously determine the intersection 
X0(Q) = fi XS), 77 = 770 
i=l 
(6) 
(7) 
are proposed in [4, Chapter 81. The number 770 represents the minimal equal deviation from global 
minimum values for all objective functions yielding a nonempty set (7) of uniform To-suboptimal 
solutions for the MC0 problem (1). 
2. MIN-MAX FORMULATION 
Introduce the function, see [5, p. 281 
e(X) := lyiym [fi(z) - CP] * 
-- 
FOR 70 
(8) 
THEOREM 2.1. The balance number 710 for the MC0 problem (1) is determined by the following 
min-max problem: 
VI-J = n#l) = zis $J$ [fiCz) - 41 . (9) 
- 
PROOF. Note that, due to (2), for z E X all fi(x) 2 cf, i = 1,. . . , m. By definition (6), we have 
~0 = min (77 : X’(Q) # S} 
= min{~:Elz~Xsuchthatfi(x)-cy<v, i=l,...,m} 
(10) 
= min { 77 : 3 z E X such that lrnnm [fi(z) - cy] I q} . ’ ’ 
-- 
Relation (10) represents the following nonlinear optimization problem: 
min rl 
subject to lFi;“m [fi(x) - 43 I rlv XEX 
-- 
(11) 
which, due to nonnegative brackets in (lO),(ll), h as a solution min 77 = ~0 2 0 for x E XO(vo). 
Thus, minimization with respect to q is implied by minimization with respect to x in (ll), yielding 
(12) I
In order to present (11) in a more convenient form, we remove the max operation and write 
simply 
min (7 : q 1 fi(cc) - cp, i = 1,. . . ,m, x E X} , 
which writing is, in fact, implied by (5) and (6). 
(13) 
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Representation (13) is still incomplete, not exposing the fact that fin - cy 1 0 for all i, and 
not mentioning the fundamental difference between r] = 0 as in (4) and q > 0 as in (5). In order 
to account for those facts and make (13) computationally self-contained, the following statement 
is formulated. 
Either 71 = 7]0 = 0, in which case the set (4) is nonempty 
X0 = {Z E X : fi(Z) - Cf = 0, i = 1,. . . ,m} # 07 (14) 
i.e., the system of equalities in (14) has a solution; or n = nc > 0 in which case the following 
problem has a solution 
min {n : q > 0, 7] 2 fi(Z) - cy 10, i = 1,. . . ,m, 5 E X} . (15) 
The proof is evident from the above considerations. It is also clear that the set in (15) is 
inf-compact since, in fact, 71 1 7s > 0 in (15), though the value ~0 > 0 is not included in (15) 
because 770 is yet unknown and is computed together with the set X0(~) of (7) yielding the 
solution {no, X’(nc)} of (15), see Example 6.1. 
REMARK 2.1. 
1. Clearly, the above formulas admit generalization for countably many performance criteria. 
2. The operations in (9) are not commutative, indeed 
by definition of cp, see (2). 
3. Formula (9) yielding the balance number 7]0 2 0 (with Q, = 0, the problem is balanced, 
that is, all partial minima cf can be attained simultaneously) does not determine the 
set X0 (qs), (7). However, the knowledge of 7s is important as an independent measure of 
possible improvement, and it can facilitate computation of the set X’(ns) by set contrac- 
tion methods, see e.g., [4, pp. 141-1451. 
4. The alternative formulation (14),(15) presents another possibility of approaching the so- 
lution from the infeasible region starting with 71 = 0. 
3. LEVEL SET COMPUTATION OF X”(qo) 
In some cases, suboptimal sets (5) rewritten as level sets 
X,0(q) := {Lc E x : f&) 5 cy + 77) (16) 
are easy to compute (e.g., if all fi(z) are linear functions). If no is known, then the solution is 
immediately obtained as 
xo(VO) = fi Xf(770) = fi {x E X : fi(z) I Cy + 770) # 0, (17) 
i=l i=l 
Cy I fi (x) I Cy + 710, 2 E X0(770), i=l,...,m, (18) 
where cy = min,eX fi(z), yielding the minimal guaranteed deviation of qs for each fi(~) from its 
partial minimum cy. This solution can be readily computed despite the fact that X c Wn may 
be nonconvex and very complicated, see [6, Example 5.1, pp. 542-5441. 
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4. COMPARISON WITH PARETO OPTIMALITY 
Here we use a discrete optimization problem to illustrate the determination of the balance 
number as compared to the Pareto approach in multiobjective optimization. By definition, a 
point x E X is a Pareto solution if there does not exist z’ E X such that fi(z’) 5 fi(z), 
i= l..., m, with strict inequality for at least one i. 
Consider X = {xi, x2, x3, x4) and three objective criteria fi, f2, f3 evaluated as in the following 
matrix: 
fl f2 f3 
xi 3 1 2 not Pareto 
22 0 1 3 Pareto (19) 
x3 3 1 1 Pareto 
x4 0 4 0 Pareto 
Here xi is not Pareto because of x3 for which fa(xs) = 1 < fs(xi) = 2, and 22,x3,24 are all 
Pareto points. Thus, the set of Pareto optimal solutions is given by Xp,, = {x~,xa,x4}, as 
indicated at the right of the matrix. 
The vector of partial minima, co = (cy,c$,c$ = (0, l,O). According to definitions (5) and (6), 
we have to look at minimal common deviations n 1 fi(x) - cy from global optimality, or equiv- 
alently, fi(x) 5 77 + cp with 71 -+ min. We start choosing r] = 0, check if intersection (7) is 
nonempty and increase 77 step by step until this is the case. Thus, both the balance number 770 
and the full set X”(qc) are finally determined, as illustrated in the following matrix. 
77 77+cY I X0(v) 
0 0 1 0 0 = {~2,~4}~{~1,~2,~3}~{~4} 
1 1 2 1 Q)= {x2,x4) n {%~2~3) f-+3,x4} 
2 2 3 2 0 = {~2,~4}~{~1,~2,~3} n {~1,~3,x4} 
no=3 3 4 3 X20 
fl f2 f3 
We see that the minimal guaranteed deviation from every partial minimum is 70 = 3 which holds 
for the whole set X = {21,x2, x3,24}. In contrast, the Pareto set Xpar = {xz,xs, x4}, yielding 
the same guaranteed deviation 77 = 3 for every function fi,f2,f3, vis-a-vis its partial minimum 
over Xparr unjustly discriminates against ~1, despite the fact that at ~1 the function f2 attains 
its minimum ci = 1, the value fs(xi) = 2 > ci = 0 by 77 = 2 < 3, and only fi(xi) = 3 > CT = 0 
by n = 3, as for the whole Pareto set. The exclusion of xi is caused by the qualification of 
“nondomination” postulated in the definition of Pareto optimality and unrelated to the optimality 
represented by the partial minima {cp}. 
5. COMPARISON WITH THE COMPROMISE SOLUTION 
The notion of the &,-compromise solution was introduced in [l], see also [2; 3, Chapter 41. 
These are solutions produced by the nonlinear l,-norm scalarizations of the original multiobjective 
problem (1). 
The m cost functions of (l)-(3) are substituted by a single objective function 
[ 
2 l.&(x) - 4j” 1 
(l/P) 
6f(x);p) = Ilf(4 - COllP = 7 P1 1, (20) 
i=l 
where cf are partial minima of (2), cf., [l], and [3, p. 691 (we use notations for the min-problem, 
as in (l)-(3)). For each fixed p, this produces a single objective problem 
pei; r(z), (21) 
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with r(z) defined by (20). If cy are arbitrary but lixed numbers, this is an &-norm version of goal 
programming. If cf are partial minima of (2), the minimizers of (21) with corresponding function 
values fi(z) are called compromise solutions [l, p. 938; 3, p. 69, Definition 4.21. If p + co, 
then (20) coincides, in the limit, with e(z) of (8) 
so that we have from (9) and (21), 
(23) 
where ~0 is the balance number defined by (6). W e see that the set of &,-compromise solutions 
coincides with the set of qe-suboptimal solutions. This may lead to some interesting results, for 
example, to the following immediate conclusions. 
1. The no-suboptimal solutions of a vector optimization problem can be obtained by the 
&-norm scalarization based on the known partial extrema, and vice versa. 
2. The &-norm solution is Pareto optimal if and only if 770 belongs to the balance set, cf., 
[6; 1, p. 939, (5); 3, pp. 72-73, Property 4.41. 
3. For a linear multiobjective program, the &,-norm solution can be obtained by solving a 
specific linear program (this is clear from (14),(15), see also [l, p. 945; 3, pp. 81-831). 
The l,-norm scalarizations cannot, however, substitute Pareto analysis nor the balance space 
approach, [4,6-g]. For example, if applied to the above problem given by the matrix (19), they 
produce the following results. 
1. For p = 03, we have 
pei$ i~~ya 1 fi (x) - 4 1 = 3 = ~0 
-- 
with the solution set X0(770) = XoD = X = {zi,xz,xs,x~}. 
2. For all other p, 1 < p < co, we have 
Fei; IIf -co& = 3 = ~0, VP 2 1 
with the solution set XP = (x2, x4) C P C X0(70), Vp 2 1, where P = (22, ~3, ~4) is the 
Pareto set. 
For continuous problems, there are also some specifics, see e.g., Example 6.2 below. The set- 
theoretic definitions of the balance number ~0, balance set B, balance points 77 E B, and balance 
space (171, B C (711, are natural generalizations of optimality for problems with several objectives, 
such that scalar optimality represents a special case thereof, with B = (77) = {0}, irrespective of 
a multitude of solutions a scalar optimization problem may have. 
The variational definition of the &-compromise solutions [l-3] does not cover all possibilities of 
choice (they are covered by the balance space (7)). The &-compromise solutions, 1 5 p 5 00, do 
not cover even the Pareto set, see Example 6.2 below. It is unclear how to choose p in practical 
situations and what economic consequences this choice may present. If p # 1,2, co, then the 
solution of some general nonlinear programming problems may be necessary in order to find an 
I,-compromise solution. On the other hand, for given preferential deviations Q = fi(x) - CT, 
Vi = oyi710, C% = 1, oi 2 0, ~0 minimal, the corresponding solution can be obtained by set 
contraction methods, see e.g., 141, and this solution may be not a compromise solution. 
In some cases, the use of the Pareto subset of X (or the balance set B c (7)) allows us to find 
all &-compromise solutions for p E (--00, oo), p # 0, including limiting solutions for p --+ foe, 
p -+ 0 without solving complicated nonlinear programming problems, see Example 6.2 below. 
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6. EXAMPLES 
6.1. Example 
In this section, we use [6, Example 2.11 to demonstrate the computation of the balance number 
by the min-max operation, Theorem 2.1. At the same time, we demonstrate the difference 
between the min-max determination of the balance number and the ordinary min-max problem 
(24) 
We consider the problem with feasible set X = [l, 21 and objective function f = (x, 2x, -x). The 
solution of (24) is as follows: 
min max{x, 2x, -x} = 2, 
IE[1,21 
at i = 2, x = 1. 
Let us now consider determining the balance number. Obviously, 
co = ( min 2, min 2x, min -x IElI, sE[Gl IE[1,21 > = (1,2, -2) 
According to Theorem 2.1, we have to find 
rlo = zr$nl max{x - 1,2x - 2, -x + 2}, 
.- 
(25) 
(26) 
(27) 
which differs from (24),(25). We have 
x = 1 * max{O, O,l} = 1, 
1 < 2 < 1.5 3 max{x - 1,2x - 2, -x + 2) < 1, 
x = 1.5 * max{0.5,1,0.5} = 1, 
1.5 < x < 2 * max{x - 1,2x - 2, -x + 2) > 1, 
x=2*max{l,2,0}=2. 
In the interval (1,1.5), the minimal value of the maximum is attained at the intersection of the 
lines 2x - 2 and -x + 2 which yields x0 = 4/3 and ~0 = -4/3 + 2 = 2/3 as the (unique) optimal 
solution. The balance number should thus be equal to 213, which is indeed the case, since the 
defining inequalities read 
a:-15% 
2x - 2 I r], 
-x+2577, 
for x E [l, 21, and are fulfilled for min n = 2/3 with x = 4/3, and have no solution if 7 < 2/3. 
Now using the alternative (14),(15), we can write 
01x-l<q, _ 
0<2x-2571, 
OI-x+2<q, - 
x E P,21, v=O or q>O. 
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It is clear that 71 = 0 leads to a contradiction yielding x = 1 and x = 2 at the same time. Thus, 
q > 0 and, solving for x, we can write 
l<x11+77, 
l<x<l+$, 
2-775212, 
x E [L21, min q, 
hence, 
min 77, 
yielding 
2-11=1++, 1 = $, 7]0 = minq = t, 
without complicated set considerations. 
Also, we can start with 17 = 0 in (28) gradually augmenting 77 and checking (28) until the first, 
compliance with (28) for some minv = ~0 which in our csse equals 2/3. This monotonic trial 
and error algorithm works well in many cases. 
6.2. Example 
Here we demonstrate how the use of the balance space approach allows us to solve Example 4.7 
of (3, pp. 82-831, for all p in (20), 1 < p I 00 (notation p = 00 means a finite limit as p + oo), 
without the solution of complicated nonlinear programming problems. We have [3, page 821 
maxyl = fi(x) = 6x1 + 452, 
m=y2 = f2(X) = Xl, 
s.t. 91(x) = Xl +x2 5 100, (29) 
92(x) = 2x1 + 22 I 150, 
X1,X2 > 0. 
Here ~1, y2 are identical to minimal level constants yi = cy + Q considered in [6,9]. The vector 
of partial maxima co = (cy, c!$ = y* = (500,75) is called the “ideal point” in [3]. Thus, we have 
Xi = {x E X : 500 - (6x1 +4X2) 5 71, 75 - x1 5 772). (30) 
By the geometry of the problem, the projection of the balance set onto the parameter space X 
is a piece of the boundary aX between the points of partial maxima XT = (50,50) with cy = 500 
and xz = (75,0) with C$ = 75, cf. [6-81. This is the set 
P := {x E x : 221 +x2 = 150, x1 E [50,75]}. (31) 
By the result of [9], this is the entire Pareto set. Now, the balance set, corresponds to minqi, 
i = 1,2, in (30) on the projection (31). Excluding x1,22 from the equalities in (30),(31), we 
obtain the balance set 
B := {(%,772) : 771 + 282 = 50}, (32) 
which in this case coincides with the whole balance space, see [6-81. Setting v1 = q2 = q. in (32) 
and solving for ~0 yields the balance number r]o = 50/3 E B. Thus, the I, compromise solution, 
see [3, page 831, is a Pareto solution given by 
1450 
yr=500-770=-----, 
3 
11~=75-~o=$5, 
which coincides with the values obtained in [3, page 831. 
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Let us now solve the problem for xp, yP in the &,-norm (20), 1 5 p 5 00. Since all solutions are 
Pareto, see [3, pp. 72-73, Property 4.41 and also [l, p. 939, (5)], we have 
(34) 
= Feip [(500 - 621 - 42~)~ + (75 - x~)P](~“) , (35) 
= s1r$;,51 [(2x:1 - 1OO)P + (75 - xl)p](l’p), (36) 
where in (36) the coordinate 52 is excluded from (35) using the equation of the Pareto set in (31). 
Taking derivatives with respect to 21 in (36) for 1 < p < co, we have (&) = 0 if and only if 
2(2x1 - 100)P-1 = (75 -Xi)? (37) 
This equation has the unique solution 
xi = 
(75 + 100 * z(‘l(p-1))) 
(2 * 2(ll(P-l)) + 1) 
Taking elementary limits, we obtain also 
(38) 
Making use of the formulae (38), (39), (31), the values (x:,x;) = xp can be computed for 
each p E (1,~) including the extreme limits p -+ 1 + 0, p -+ 03. Then we compute yp = 
f(zP) = (flbP)l f2(xP)) f or each p. The reader can verify that for p = 1,2, co, it yields the same 
compromise solutions as given in the table of [3, page 831. 
The range p E (1, oo) with limits at the left and right of the interval covers only a portion 
xi E [50,175/3] of the Pareto set (31). Since we have 
lim 21 = y, 
p-+-o0 
lim xi = 62.5, 
p-f0 
lim xi = 75, 
p-+1-0 
so it is clear that the whole Pareto set (31) for xi E [50,75] is covered by the values on the 
axis p E (-co, 03) excluding just one point p = 0 which should be substituted by the limits p + f0 
yielding xi = 62.5 (removable singularity in (20), (34)-(36)). 
7. CONCLUSIONS 
The min-max formulation of the balance number is proposed which turns out to coincide with 
the &-compromise solution providing a link between the set-theoretic definition of the balance 
number [4], the notion of the &,-compromise solution [l-3], and the game-theoretic min-max 
considerations. It also yields a new method for computation of the balance number and the 
corresponding &,-compromise solutions. This establishes new bridges between the set-theoretic 
approach to vector optimization, the goal programming (of which I,-compromise solutions repre- 
sent a special case), and the theory of games. As a by-product, the extension to countably many 
criteria problems is made possible, links to Pareto optimality are exposed, and some limitations 
of the &,-compromise solution approach are revealed. The paper opens new perspectives in the 
nonlinear nonconvex global optimality analysis and in the theory of games. 
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