Abstract. We introduce ideas and methods for the theory of distributions into value theory. This novel approach enables us to construct new diagonal formulas for the Mertens and the Neyman values on some large space of non-differentiable games. As a result, we give an affirmative answer to the following question, asked by Neyman in [5] : Do the Mertens and the Neyman values coincide "modulo Banach limits"?
Introduction
A solution concept for a set Q of cooperative games with an underlying coalitional structure (I, Σ) is a correspondence S between games in Q and sets of measures over I (the set of payoffs), which follows a list of desirable axioms. During the years many different axioms were formulated. Among the most common axioms we can find additivity, efficiency (i.e.-the payoff of the grand coalition is its worth), symmetry (i.e. -S commutes with every measurable automorphism of the underlying space of players) positivity (i.e.-in monotonic games the "larger" the coalition is the bigger the payoff), partial symmetry (i.e. -symmetry w.r.t. a subgroup of automorphisms) etc'.
One of the most basic solution concepts of cooperative game theory is the Shapley value. It was first introduced in the setting of n-players games, where it can be viewed as the players' expected payoffs. It has a wide range of applications in various fields of economics and political science. In many such applications it is necessary to consider games that involve a large number of players s.t. most of them are "insignificant". Among the typical examples we find voting among stockholders of a corporation and markets with perfect competition. In such cases it is fruitful to model the game as a cooperative game 1 with an underlying coalitional structure ([0, 1], C), i.e.-a game with a "continuum of players". [1] expanded the definition of value to games with a continuum of players. The value was defined using the axioms of additivity, efficiency, symmetry and positivity.
When we define a solution concept S on a set of games Q, it is natural to ask wether this solution is unique. The core of a cooperative game, the nucleus and the Shapley value are examples for solution concepts of cooperative games which are unique under certain conditions. In [1] it is shown that the value exist and is indeed unique on some spaces of games with a continuum of players s.t. the space of all "differentiable" market games. It was not known for quite a long time wether there exist a value on the spaces of games which are not "smooth". An example is the space of all market games, and of special interest are the "n-gloves" games. Tauman [7] proved the uniqueness of the value on the space Q n -the minimal symmetric space containing all "n-gloves" games. He also proved that this value can be extended to the minimal symmetric space generated by Q n and pN A. But it was still unknown wether there is a value on larger spaces, such as the space of market games. Mertens [3, 4] solved this question and introduced a value on a very large set of games containing, among others, the spaces pN A, bv N A and the space of market games. Neyman [5] , introduced a value on yet another very large set of non-differentiable games. Both values are obviously not unique, due the use of Banach limits in the construction. Yet, Neyman asked in [5] wether one can find spaces on which the values coincide "modulo Banach limits", and in a more general setting, do these values coincide on the intersection of their domains, "modulo Banach limits"?
By the Uniqueness of the Value on pN A and bv N A it is obvious that the Mertens and Neyman Values coincide on them. It is somewhat less obvious that these values coincide on the space of market games, as was proved by Neyman [5] . Actually, Neyman also proved that these values coincide on the space generated by vector measure games of the form f • µ where f is concave and µ is a vector of N A probability measures. A nice exercise is to prove that the values coincide on the space LP S of piecewise smooth vector measure games which was introduced by Neyman and Somorodinsky in [6] . An attempt to tackle this problem will expose much of the hardship of the more general problem; The Mertens and the Neyman values are defined using several operations. To compute the Mertens value of a game we should first consider a mapping that transform the game to a constant sum game. Then we should extend the resulting game to a function on "ideal coalitions". Then we should consider a first kind of "derivative", known as the "DIFF operator". This operator can be understood as summing on a random "infinitesimal" perturbation of the game along the diagonal. Then one should independently take the derivative of the DIFF operator in the direction of the coalition whose value we wish to compute and finally take an expectation over all perturbations w.r.t. a cylinder probability measure which is strictly stable of index 1.
To compute the Neyman value one should first consider some "approximate marginal contribution of the coalition S"; First, we perturb the diagonal a bit by some "small" random perturbation. Then, dependent on the perturbation, we compute the marginal value in the direction of the coalition S. Then we should take an expectation on the "small" perturbations w.r.t. a measure which is a mixture of cauchy random variables; This mixture depends on the form of the game. Finally we take the size of the perturbations to 0. The computation is thus extremely involved; It seems that many of the operations are quite similar, but there are actually two main differences:
1. The two "derivatives" are taken independently in the case of the Mertens value, while they are made to be dependent in the case of the Neyman value.
2. The expectation is taken in different stages. These two main differences make even a rather simple exercise such as to prove that the values coincide on the space LP S of piecewise smooth vector measure games to a tedious and quite involved task. It also makes it difficult to find nice formulas for the values, which might be quite handy. It seems that we should develop some sort of calculus that will enable us to go around many of the difficulties. Surprisingly, such calculus is found in the theory of distributions in the form of "distributional directional derivative".
In this paper we give an affirmative answer to the second question, i.e. -the Mertens and Neyman values coincide "modulo Banach limits". The proof is conveyed in sections 3 and 4, and it involves some ideas and methods from the theory of distributions. We denote the space of games having finite variation by BV . The variation defines a norm on BV , under which BV is a Banach algebra (see [1] ).A game v ∈ BV is monotonic if v(S) ≤ v(T ) whenever S ⊂ T ; Notice that v ∈ BV iff it is the difference between two monotonic games. A game v is finitely additive if v(S ∪T ) = v(S)+v(T ) whenever S, T are two disjoint coalitions. We shall denote the space of all finitely additive games v ∈ BV by F A; We also denote the subspace of all measures by M and its subspace consisting of all non-atomic measures by N A Let G denote the group of automorphisms of (I, C) (i.e. -bijections θ : I → I s.t. both θ and θ 
It is of bounded variation if it is the difference of two monotonic functions, and the variation norm ||v|| IBV is the supremum of the variation ofv over all increasing sequences 0 . If X and Y are independent Cauchy random variables with parameters α and β respectively and a, b ∈ R s.t. a 
Given a vector measure
By Lemma 1 in [5] the function ψ µ : R k −→ R given by ψ µ (y) = exp(−||y|| µ ) is the characteristic function of a probability distribution P µ on AF (µ) -the affine space generated by µ 1 , ..., µ k .
The algebra of cylinder sets in B(I, C) is the algebra generated by the sets of the form µ −1 (B) where B is a borel subset of R n for some n ∈ N and µ = (µ 1 , ..., µ n ) is any vector of N A measures. A cylinder probability is a finitely additive probability Q on the algebra of cylinder sets s.t. for every vector measure
is a countably additive probability measure on the Borel subsets of R n . Any cylinder probability Q on B(I, C) is uniquely characterized by its Fourier transform, a function that is defined by F (µ) = E Q (exp(i < µ, χ >)). Let P be the cylinder probability measure on B(I, C) whose Fourier transform is given by F P (µ) = exp(−||µ||). This cylinder measure is invariant under G. The Fourier transform
is given by F P •µ −1 (y) = ψ µ (y). We denote by P µ the measure on AF (µ) with characteristic function ψ µ (see also [5] ). Mertens [4] proves the existence of an extension operator ψ M on a large symmetric space EXT . The Mertens extension ψ M v of the game v can be extended to a functionṽ on the space
In the same paper he defined a value on a large space of games Q M in the following way:
1. Map every games v ∈ BV to the constant sum game
∈ EXT consider the extensionw as above. Let Q be the space of all such games. For matters of convenience we shall from now on denotev =φ(v).
3. Define Q D ⊂ Q as the space of all games w ∈ Q for which the following integral and limit exist:
Let Q M be the closed symmetric space generated by all
is a function of finitely many non-atomic measures. 
Recall that P µ is the measure on AF (µ) whose Fourier transform is
is continuous and bounded (see [5, Lemma 5] ) and therefore,
where AF (µ) is the affine space spanned by R(µ), is well defined. The space Q(µ) is not symmetric and ϕ δ µ doesn't map it into F A. ϕ δ µ is also not efficient nor symmetric and its restriction to Q(µ) ∩ Q(ν) isn't necessarily equal to ϕ δ ν . However, these violations of the value axioms diminishes as δ −→ 0, and ϕ
This remains true even if the limit exists only as some Banach limit L (see [5] , section 3.2 for details).
We denote by Q N the set of all games f • µ ∈ Q N s.t. the limit ϕ 
and, Proposition 4.8 where ξ δ µ and dζ δ (f, µ(S)) will be defined in section 3.
Our proof of the theorem is contained in sections 3 and 4. In section 3 we review some basic concepts from distribution theory and develop the basic concepts and lemmas which are used in the proof. In section 4 we give the proof of Theorem 2.4; The proof is conveyed in two subsection, where we actually prove the following "diagonal" formulas for these values on Q 0 : Proposition 4.2 The Neyman value admits the following representation on Q 0 :
and,
Proposition 4.8 The Mertens value admits the following representation on
where the functions ξ δ µ and the measures ζ δ (f, µ(S)) are defined in section 3. These formulas can be considered as "diagonal formulas" due to the fact that the measures ζ δ (f, µ(S)) are supported on a small diagonal neighborhoods which diminish to the diagonal itself as δ → 0 
we deduce, by applying the dominated convergence theorem, that (3.2)
Now, by the additivity of the integral and a change of variables x → x + ηz we obtain (3.3)
. Together with our assumption on the a.e. boundedness of f on K we deduce for each sufficiently small η > 0,
and noticing that for any sufficiently small η > 0 the integration on the right hand side of (3.4) is supported on the compact set K + B(0, ||z||), we obtain by applying the dominated convergence theorem and by equation (3.2),
, we say that g is the directional distributional derivative of f in the direction z. Thus, Lemma 3.1 actually proves that if f is λ-a.e. bounded on any compact set K ⊂ R n , has a directional derivative f z in the direction z λ-a.e. s.t. f z is also a.e.-bounded on any compact set K ⊂ R n and F η (·; z) is uniformly bounded for any sufficiently small η > 0 on any compact set K ⊂ R n then f has a distributional directional derivative in the direction z which equals λ-a.e. to f z . We shall denote it as ∂ z f . ∂ z f is a function and is λ-a.e. equal f z . In the following lemma we demonstrate a helpful property of ∂ z f :
and the lemma follows.
A Smooth Approximation with Compact Support of P µ .
Recall that P µ is the measure on AF (µ) whose Fourier transform is ψ µ = exp(−||y|| µ ). Denote by ξ µ the Radon-Nikodym derivative of P µ w.r.t. the Lebesgue measure. It is well known that ξ µ ∈ C 0 (R n ) (see [5] ). We wish to approximate P µ by measures Q µ with density in C ∞ c (R n ). Our first step is the following Lemma: 
Denote by Q µ the measure on R n whose Radon-Nikodym derivative w.r.t. the Lebesgue measure is ξ µ .
3.3. The measures ζ δ (f, µ(S)). Here we will introduce a family of measure which will be used in the proof of the main Theorem. We begin with a useful Lemma, which is a counterpart of [5, Lemma 4] ,
Remark 3.7. Notice that it is sufficient to prove the Lemma only for ω ≥ 0; Let ω = ω + − ω − . If γ ≥ δ||ω|| then γ ≥ δ||ω ± ||, and thus
As the inequality in the lemma is independent of and
, the claim follows.
Furthermore, if we take δ = δ , ω = ω, x = x and γ = γ, it will be sufficient to prove that if ω ≥ 0 then there is some
We return now to the proof of Lemma 3.6.
Proof. Following Remark 3.7, choose δ 0 (ω) > 0 s.t. for every 3δ 0 ||ω|| < t < 1 − 3δ 0 ||ω|| we have
Thus for every 0 < δ ≤ δ 0 , γ ≥ δ||ω||, 3γ < t < 1 − 3γ, and 0 < η ≤ 1 we have 
As δ 0 (ω) is independent of the particular choice of x then by taking the supremum over B µ we are done. by ||∂ µ(S) φ|| ∞ for any sufficiently small > 0, an application of the dominated convergence theorem yields:
Then for every S ∈ C there is a measure ζ δ (f, µ(S)) on AF (µ), uniquely determined by the game
f •µ, s.t. G δ (x)∂ µ(S) φ(x)dλ(x) = − φ(x)dζ δ (f, µ(S)) for every φ ∈ C ∞ c .
Proof. Consider the following linear function on C
Thus by a change of variable x → x + µ(S) we obtain,
(S)) φ(x) dλ(x).
Consider 0 < ≤ 1. By setting ω = S and γ = δ in Lemma 3.6, and noticing that we may choose δ 0 (δ, S) = δ for any δ > 0 small enough we obtain
hence by the Hölder inequality we have,
(S)) and we may writeΛ
)dλ and we are done.
Recall that the density ξ µ of P µ was approximated in section 3.2 by some ξ µ ∈ C ∞ c (R n ) (see Lemma 3.4), and the measure Q µ was defined in section 3.2 as a measure whose Radon-Nikodym density w.r.t the Lebesgue measure is ξ µ . It is well known that ξ µ (x) = ξ µ (−x). The following helpful lemma gives a similar approximate result for the densities ξ µ and also proves a symmetry result for the distributional derivative of G δ : Lemma 3.9. The following hold for every
and that the Fourier transform ψ µ of P µ satisfies ψ µ (y) = ψ µ (−y) (see section 3.2). Thus, ξ µ (−x) = ξ µ (x), and hence
We compute,
(ii) By a change of variable x → −x we obtain,
which proves the lemma.
The proof of the main Theorem
Now we are ready to prove theorem 2.4. This is done in the following subsections. We will actually do more than prove the Theorem; We shall give diagonal formula representations for the Neyman and Mertens values.
Recall that P µ is a measure on R n with Fourier transform exp(−||y|| µ ) and density ξ µ , P 
is well-defined and
In this section we shall prove the following more general result for the space Q 0 : 
Remark 4.3. Before we begin to prove the Proposition, we wish to explain how it generalizes Lemma 4.1; According to Lemma 4 
x)dt dλ, and that
We shall now return to the proof of Proposition 4.2:
Proof. Recall that T y is the translation operator by a vector y (see also subsection 3.1). Recall that
By the definition of ξ µ we obtain,
In the last line above no confusion should result from the omission of B 
Applying Fubini's theorem first and then Proposition 3.8 we obtain,
Now as sup
0, and as, by Proposition 3.8,
Thus we deduce, 
3-2.5 for more details). The following Proposition will give us a helpful representation for the Mertens value of a vector measure game f • µ ∈ Q 0 . It was already proved by Mertens [4] 
Our Proposition offers a helpful variation of this result. The methods of the proof are quite standard and the idea stems from the proof in [4] .
Proof. For each χ = 0 in B(I, C), every 0 < τ < 9||χ||
and every t ∈ (3 √ τ , 1 − 3 √ τ ) we have 0 < t ± τ χ < 1 thus max{0, min{1, t ± τ χ}} = t ± τ χ. As for every χ ∈ B
Now by a change of variable t → (1 − t) in the second summand we obtain,
Notice that it is sufficient to prove that the sum of last two summand above diminishes to 0 as τ → 0 + for each χ; If this is true then the substitution x = µ(χ) proves the Lemma. Denote this sum by G τ (χ). Then by a change of variable t → 1 − t we obtain,
dt. Consider the first summand. Let m(τ ) be the minimal integer s.t.
Denote by V (τ, χ) the supremum of the variation ofv over all finite chains Ω :
We shall prove that lim
Otherwise we may find some c > 0 and a decreasing sequence of positive integers τ n 0 + s.t V (τ n , χ) ≥ c for each n ∈ N. Choose n 1 = 1 and given τ n 1 choose an increasing chain Ω 1 : above to construct a sequence of increasingly long chains on which the variation ofv is unbounded, which yields a contradiction. But thus,
which contradicts the continuity ofv at 0. Applying the same reasoning to the rest of summands which constitute G τ (χ) yield
which proves the Proposition.
We are now ready to begin with our contribution to the theory of the Mertens value. Our main contribution is Proposition 4.8 which gives a diagonal formula for the Mertens value, and furthermore -it introduces the theory of distributions and distributional calculus to the theory of the Mertens value. We begin our preparations to prove Proposition 4.8 with the following Lemma, a version of a Lemma from [4] which was specialized for our needs. The proof of the specialized version is a straightforward Corollary of the proof given in [4] together with Lemma 4.4. Nevertheless, we feel that it is in favor of the reader that we shall give the proof here.
s.t. the directional derivative above exists and 0 < η ≤ 1. Then by the triangle inequality, for any sufficiently small τ > 0 we have,
Now, by setting = min{
} in Lemma 3.6 we obtain (4.8) 
Recall that by Lemma 4.4 we have
As lim
≤ ||f •µ|| for every x ∈ R n by Lemma 4.5 and
by Corollary 3.5, we have
for every sufficiently small τ > 0.
Proof. Let x ∈ B µ and let ω ∈ B(I, C) be s.t. µ(ω) = 2x and ||ω|| ≤ 2 . By Lemma 3.6, for any sufficiently small τ (whose choice depends on f • µ and alone) we have 
for every x and any small enough τ , say τ < 
