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06 Lie algebras of small dimension
H. Strade
Abstract
We present a list of all isomorphism classes of nonsolvable Lie algebras
of dimension ≤ 6 over a finite field.
1 Introduction
During the last years people have been very successful in classifying groups up
to an order of 2000 and compile them into the computer program GAP and
MAGMA. This makes it possible for group theorists to test conjectures or find
counterexamples, and this has turned out to be a very fruitful procedure.
It seems therefore a desirable task to do something similar for Lie algebras.
There is an old result of Zassenhaus and Patera ([8]), who classify solvable
Lie algebras up to dimension 6 over finite fields. Quite recently, W. de Graaf
corrected and extended their work ([3]). In particular, he listed all at most
4-dimensional solvable Lie algebras over arbitrary fields. C. Schneider worked
on nilpotent Lie algebras over small fields ([5]). He classified all such algebras of
dimension at most 6 over finite fields of characteristic > 2. Due to C. Schneider,
W. de Graaf and others a computer program for nilpotent Lie algebras is under
way, which at present might allow an inductive classification for probably at
most 6-dimensional nilpotent Lie algebras over finite fields.
Appearantly, not much is known so far about nonsolvable Lie algebras over
finite fields. It turns out that for these classes of Lie algebras methods are
useful which have been developed in the course of the classification of the finite
dimensional simple Lie algebras over algebraically closed fields. In this paper
we classify all nonsolvable Lie algebras over finite fields up to dimension 6.
We remind the reader to some concepts and results from Lie algebra theory
over fields of positive characteristic p. The reader may find details and proofs
of the following facts in [7] and [6].
A p-envelope (G, [p], ι) of a Lie algebra H is a triple consisting of a restricted
Lie algebra (G, [p]) and an injective homomorphism ι : H →֒ G such that the
algebra generated by ι(H) and [p] is G. Such p-envelopes always exist, and
finite dimensional p-envelopes exist if H is finite dimensional. The p-envelope
of a subalgebra H of a restricted Lie algebra (G, [p]) is the algebra H[p] ⊂ G
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generated by H and [p] (with ι the inclusion).
Let H ⊂ G be finite dimensional Lie algebras, (Gp, [p], ι) be a p-envelope of
G and H[p] the p-envelope of ι(H) in G[p]. Then dim H[p]/H[p] ∩ C(G[p]) <
∞ (as G is finite dimensional), and H[p]/H[p] ∩ C(G[p]) carries a natural p-
mapping inherited by the p-mapping of H[p]. The maximal dimension of tori in
H[p]/H[p] ∩ C(G[p]) is called the toral rank TR(H,G) of H in G. This number
is independent of the p-envelope chosen. If H = G, then TR(G) := TR(G,G)
is called the absolute toral rank of G. This concept is of importance in the
classification theory of finite dimensional simple Lie algebras over fields of pos-
itive characteristic because in general finite dimensional restricted Lie algebras
contain maximal tori of various dimensions. In contrast, if G is nilpotent then
any finite dimensional p-envelope G[p] is also nilpotent and contains a unique
maximal torus.
Let N be a nilpotent subalgebra of a finite dimensional Lie algebra G. The
primary decomposition of G with respect to N is described in [7, §1.4] (in par-
ticular in Theorem 1.4.3). If the ground field k is algebraically closed, irre-
ducible polynomials over k are linear and therefore there are eigenvalue functions
α : N → k such that
G = ⊕αGα(N), Gα(N) := {g ∈ G | (adx− α(x)Id)
dimG(g) = 0 ∀x ∈ N}.
These eigenvalue functions are not necessarily linear functions on N . Sometimes
they are called extended roots. The set of extended roots (including 0!) is
denoted by Γ(G,N).
If the ground field k is arbitrary, then we don’t necessarily have eigenvalue
functions available. Nevertheless, the Fitting decomposition of G with respect
to an element x is of major importance. There is always the decomposition
G = G0(adx) ⊕G1(adx)
where x acts nilpotently on G0(adx) and invertibly on G1(adx).
Let O(m) denote the commutative and associative k-algebra with unit ele-
ment defined by generators
x
(r)
i , 1 ≤ i ≤ m, r ≥ 0
and relations
x
(0)
i = 1, x
(r)
i x
(s)
i =
(
r + s
r
)
x
(r+s)
i .
Put xi := x
(1)
i , x
(a) := x
(a1)
1 · · ·x
(am)
m for a ∈ Nm. Then (x(a) | ai ≥ 0) is a basis
of O(m). For any m-tuple n = (n1, . . . , nm) ∈ N
m we set
O(m;n) := span{x(a) | 0 ≤ ai ≤ p
ni − 1},
and observe that this is a subalgebra of O(m) of dimension pn1+···+nm .
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The following subset of derivations
W (m) := {D ∈ DerO(m) | D(x
(r)
i ) = x
(r−1)
i ∀i = 1, . . . ,m, ∀r > 0}
is a Lie algebra, the algebra of special derivations. Accordingly,
W (m;n) :=W (m) ∩DerO(m;n)
is a Lie algebra of Witt type. It has finite dimension mpn1+···+nm . The partial
derivatives are defined by ∂i(x
(r)
j ) = δi,jx
(r−1)
j for arbitrary i, j = 1, . . . ,m and
all r > 0.
These definitions can be done over arbitrary fields k. Sometimes in our context
the ground field will play an important role. In such a situation we will insert
the notion of k by writing O(k|m;n) andW (k|m;n). We will, however, suppress
the notion of the ground field whenever it is clear which ground field is meant.
For the definition of the series of Cartan type Lie algebras we refer to the
Definitions 4.2.1 and 4.2.4 of [6]. They only occur once in the present paper.
It is sufficient for our purposes to mention that W (1; 1) is the only Lie algebra
of Cartan type over a field of characteristic p ≥ 3, which has dimension ≤ 6.
Also, W (m;n) is simple except if m = 1 and the ground field has characteristic
p = 2. In the latter case W (1;n)(1) is simple of dimension 2n − 1.
The precedure of our investigations is as follows. We first determine the
semisimple Lie algebras of dimension ≤ 6 over an algebraically closed field.
Then we describe the forms of these algebras, i.e., Lie algebras L over a finite
field k for which L ⊗k k¯ (k¯ the algebraic closure of k) is isomorphic to one of
these semisimple Lie algebras. In a third step we consider the extensions
0→ rad (L)→ L→ L/rad (L)→ 0.
The results of the first and second step can be formulated with only little de-
pendency on the characteristic of the ground field and the dimension of the Lie
algebra. Up to dimension 5 the number of isomorphism types of arbitrary Lie
algebras is strongly limited. However, there is a rather long list of isomorphism
types of 6-dimensional Lie algebras. In particular, the characteristic 3 case is
somewhat massy.
2 Semisimple Lie algebras
We mention an important principle to construct ideals in a Lie algebra.
Lemma 2.1 (cf. [6, Proposition 1.3.5]) Let G be an arbitrary Lie algebra which
is finite dimensional over an algebraically closed field of positive characteristic,
and N ⊂ DerG a nilpotent subalgebra. Then∑
µ∈Γ(L,N)\{0}
Gµ +
∑
λ,µ∈Γ(L,N)\{0}
[Gλ, Gµ]
is an ideal of G.
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Proof. Note that the Fitting-1-component of G with respect to N is G1(N) =∑
µ∈Γ(L,N)\{0} Gµ. The statement is a direct consequence of this observation
and Proposition 1.3.5 of [6]. ✷
This lemma will often be applied when N = T is a torus of DerG or N is a
subtorus T0 := ∩µ∈Γ0⊂Γ(G,T ) kerµ of a given torus T .
Lie algebras of dimension < 3 as well as 3-dimensional Lie algebras contain-
ing a proper ideal are solvable. Therefore every at most 3-dimensional nonsolv-
able Lie algebra is simple.
Theorem 2.2 Let G be a simple Lie algebra over an algebraically closed field
F of characteristic p > 0. Suppose dimG ≤ 6. Then G is 3-dimensinonal or
p = 5 and G ∼= W (1; 1).
Proof. Let H be a Cartan subalgebra of G, let H[p] be the p-envelope of H
in DerG, and T denote the maximal torus of the nilpotent algebra H[p]. Let
G =
∑
µ∈Γ(G,T )Gµ denote the root space decomposition of G with respect to
T .
(1) Consider the case p > 2.
(i) Suppose dim T > 1. The simplicity of G implies H =
∑
µ6=0[G−µ, Gµ]
(Lemma 2.1). As H 6= {0}, there is a nonzero root α for which −α is a root.
The present assumption dim T > 1 yields that T ∩ kerα 6= {0}. Choose a toral
element t ∈ T ∩ kerα and decompose G =
∑
i∈Fp
Gi into the t-eigenspaces.
Note that H +G−α+Gα ⊂ G0, whence dimG0 ≥ 3. The simplicity of G yields
G0 =
∑
i6=0[G−i, Gi], and therefore
(p−1)/2∑
i=1
(dimG−i)(dimGi) ≥ dimG0 ≥ 3.
On the other hand,
∑p−1
i=1 dimGi = dimG− dimG0 ≤ 3, which contradicts the
former inequality.
(ii) As a result, dimT = 1 holds. This means in other words, that H has toral
rank TR(H,G) = 1 in G. Now [6, Theorem 9.2.11] shows that G is one of
sl(2), W (1;n), H(2;n; Φ)(2).
Note that dimH(2;n; Φ)(2) ≥ p2 − 2 ≥ 7 and dimW (1;n) = pn. Consequently,
no Hamiltonian algebra occurs, and the only algebra of Witt type occurring is
W (1; 1) for p ≤ 5 (which is p-dimensional).
(2) Consider the case p = 2.
(i) Suppose dimT > 1. The simplicity of G implies
H =
∑
µ6=0
[Gµ, Gµ].
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Therefore there is a nonzero root α for which dimGα ≥ 2. Choose a toral
element t ∈ T ∩ kerα and decompose G = G1 ⊕G0 into the t-eigenspaces. As
before we obtain dimG0 ≥ 3, dimG1 ≤ 3, and
1
2
(dimG1)(dimG1 − 1) = dim G1 ∧G1 ≥ dimG0.
But then
dimG1 = 3, dimGα = 2, dimH = 1.
Note that G0 and G1 are T -invariant. The simplicity of G implies that G =
G1 + [G1, G1] (Lemma 2.1). Then [G1, G1] = G0 and one gets H ⊂ [G1, G1].
Therefore there is a root β with [dimGβ ∩ G1, dimGβ ∩ G1] 6= {0} and hence
dimGβ ∩ G1 ≥ 2. The simplicity of G also implies that there is a root γ
for which [Gγ ∩ G1, Gα] 6= {0} (otherwise [Gα, G1] = {0} and the equality
G = G1+ [G1, G1] would imply that Gα is contained in the center of G). Hence
α + γ is a root on G1. For dimension reasons the roots β, γ, α + γ cannot
be distinct. Therefore it is only possible that β = γ or β = α + γ. Again
by dimension reasons we conclude that Γ(G, T ) = {0, α, β, γ}. Lemma 2.1 also
implies that for every nonzero root κ one has Gκ =
∑
λ6=κ [Gλ, Gκ+λ]. Since
dimG1 = 3, we now have
G = H ⊕Gα ⊕Gβ ⊕Gα+β ,
dimGα = dimGβ = 2, dimGα+β = 1,
[Gα, Gα] = [Gβ , Gβ ] = H =: Fh,
[Gα, Gα+β ] = Gβ , [Gβ , Gα+β ] = Gα, [Gα, Gβ ] = Gα+β .
Choose a basis eα, fα of Gα such that [h, eα] = α(h)eα. Adjusting fα by a
nonzero scalar we may assume that [eα, fα] = h. Since dim Gα = dim Gβ = 2
and dim [Gα, Gβ ] = 1 there are linearly independent elements eβ , fβ ∈ Gβ for
which
[eα, eβ ] = [fα, fβ] = 0.
As eα is an h-eigenvector we may take eβ as an h-eigenvector as well. Adjusting
fβ by a scalar we obtain in total
[h, eα] = α(h)eα, [eα, fα] = h,
[h, eβ ] = β(h)eβ , [eβ, fβ ] = h,
[eα, eβ ] = [fα, fβ] = 0.
Since [eα, fβ], [fα, eβ] ∈ Gα+β and Gα+β is 1-dimensional,
0 = [[eα, fβ ], [fα, eβ ]] = [[eα, [fα, eβ]], fβ] + [eα, [fβ, [fα, eβ ]]]
= [[[eα, fα], eβ ], fβ] + [eα, [fα, [fβ , eβ]]]
= [[h, eβ], fβ ] + [eα, [fα, h]] = [[h, eβ], fβ] + [fα, [eα, h]]
= (β(h) + α(h))h.
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But then α+ β vanishes on H . Then it vanishes on T , which is impossible.
(ii) As a result, dim T = 1. Then there is only one nonzero root α,
G = H ⊕Gα.
Suppose H(1) acts nonnilpotently on Gα. Then dimH ≥ 3, and there is a
composition factor of a H-composition series of Gα having dimension > 1.
Every irreducible H-module has 2-power dimension ([6, Corollary 3.2.8]). As
dimGα = dimG − dimH ≤ 3, it can only be that dimGα = 2. But then
H = [Gα, Gα] would be 1-dimensional. As a consequence, H
(1) acts nilpotently
on Gα.
(iii) Let Q denote a maximal subalgebra of G containing H . Then L = Gα +Q
and Q = H + Gα ∩ Q. Since [Gα, Gα] ⊂ H ⊂ Q and H
(1) acts nilpotently on
G, one has that Q(1) ⊂ H(1) +Gα ∩ Q + [Gα ∩ Q,Gα ∩ Q] acts nilpotently on
G/Q. Then {x ∈ G | [x,Q(1)] ⊂ Q} ) Q and is Q-invariant, and therefore G/Q
contains a Q-eigenvector,
∃y ∈ G \Q, [Q, y] ⊂ Fy +Q.
We obtain that Q + Fy is a subalgebra of G, and the maximality of Q implies
G = Q + Fy. In particular, G/Q is Q-irreducible. Define a standard filtration
of G (cf. [6, p. 168]),
G(−1) := G, G(0) := Q, G(i+1) := {x ∈ G(i) | [G, x] ⊂ G(i)} for i ≥ 0.
Note that dimG/G(0) = 1, and therefore dimG(i)/G(i+1) = 1 holds whenever
G(i) is nonzero. Set q := dimG − 2 and let grG := ⊕
q
i=−1G(i)/G(i+1) denote
the associated graded algebra. Choose a homogeneous basis for grG,
gr−1G =: Fe−1, gr qG =: Feq, ei := [e−1, ei+1] for 0 ≤ i ≤ q − 1.
We may adjust eq by a scalar so that [e0, e−1] = e−1. Then
gr iG = Fei, i = −1, . . . , q,
[e−1, ei] = ei−1, i = 0, . . . , q,
[ei, ej ] ∈ gr i+jG, i+ j ≥ −1,
and one easily proves by induction that [e0, ei] = iei holds for all i = −1, . . . , q.
The simplicity of G implies dimG ≥ 3, whence q ≥ 1. The case q = 1 is the
claim. Suppose q ≥ 2. Then
[e−1, [e1, e2]] = [[e−1, e1], e2]] + [e1, [e−1, e2]] = [e0, e2] + [e1, e1] = 0,
whence
[e1, e2] = 0.
If, moreover, q > 2, then
[e−1, [e1, e3]] = [e0, e3] + [e1, e2] = e3,
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whence [e1, e3] 6= 0 and q ≥ 4. Next,
[e−1, [e1, e4]] = [e0, e4] + [e1, e3] = [e1, e3] 6= 0.
Then [e1, e4] 6= 0 and q ≥ 5. But then dimG ≥ 7, a contradiction.
Consequently, q = 2 under the present assumption and dimG = 4. If dim H
would be bigger than 1, then only dim Gα = 2 is possible and this gives dim H ≤
dim [Gα, Gα] ≤ 1. This contradiction shows that H =: Fh is 1-dimensional.
Note that h ∈ G(0) \G(1). Hence F (h+G(1)) = Fe0. Choose a preimage h
′ of
e2 in G(2). As [e0, e2] = 0, one obtains [h, h
′] ∈ G(3) = {0}. Then h
′ ∈ H . But
H is 1-dimensional, and this contradiction completes the proof of the theorem.
✷
Using this result we can determine the semisimple Lie algebras over a finite
field to some extent.
Definition 2.3 Let L be an arbitrary Lie algebra and M be an irreducible L-
module. Set
C(M,L) := {f ∈ EndM | f(x.m) = x.f(m) ∀x ∈ L, ∀m ∈M}.
If L is simple, then set C(L) := C(L,L).
Schur’s lemma shows that C(M,L) is a division algebra. Suppose the ground
field k is finite and M is finite dimensional over k. As C(M,L) is finite dimen-
sional over the finite field k, it is finite. Now Wedderburn’s theorem proves
that C(M,L) is a finite field extension of k. Note that M is a vector space over
C(M,L).
Theorem 2.4 Let L be a semisimple Lie algebra over a finite field k of dimen-
sion ≤ 6. Let k¯ denote the algebraic closure of k.
If p = 2, then one of the following holds.
1. L = L1⊕L2 is the direct sum of simple 3-dimensional Lie algebras L1, L2;
2. L is simple, C(L)/k is a field extension of degree 2, and L is 3-dimensional
over C(L);
3. L has a simple 3-dimensional ideal S, and L ⊂ DerS.
If p ≥ 3, then one of the following holds.
1. L = L1 ⊕ L2, where Li are simple and Li ⊗k k¯ ∼= sl(2, k¯) (i = 1, 2);
2. L is simple, C(L)/k is a field extension of degree 2, and L⊗C(L)k¯ ∼= sl(2, k¯);
3. L⊗k k¯ ∼= sl(2, k¯);
4. p = 5 and L ∼=W (k|1; 1).
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Proof. (a) Let ⊕ti=1 Li denote the socle of L, i.e., the direct sum of all minimal
ideals. The minimality of Li implies that every Li is L-simple. Definition 2.3
applies for M = Li. Then ki := C(Li, L) is a finite field extension of k. Observe
that Li is a nonsolvable Lie algebra over ki. Therefore
6 ≥ dimk L ≥
t∑
i=1
dimk Li =
t∑
i=1
(dimki Li)(dimk ki) ≥ 3
t∑
i=1
(dimk ki).
Consequently, if t ≥ 2, then L = L1 ⊕ L2, ki = k, and dimk Li = 3 for i = 1, 2.
In particular, L1, L2 are simple Lie algebras in their own right.
If t = 1, then only k1 = k, or
dimk k1 = 2 and L = L1 and dimk1 L = 3
are possible. In the latter case L is a Lie algebra over k1, hence is simple (as it
is 3-dimensional nonsolvable).
(b) If t = 2, then (a) implies that L1, L2 are central simple over k. It is well
known that in this case Li ⊗k k¯ again is simple. Then L ⊗k k¯ ∼= (L1 ⊗k k¯) ⊕
(L2 ⊗k k¯) is the direct sum of simple Lie algebras of dimension 3 over k¯. If
p ≥ 3, this gives Li ⊗k k¯ ∼= sl(2, k¯).
Similarly, if t = 1 and k1 6= k, then L ⊗k1 k¯ is simple and 3-dimensional. As
above, if p ≥ 3 then this algebra is isomorphic to sl(2, k¯).
(c) We finally consider the case that L has a unique minimal ideal L1 =: S,
and k1 = k. As S is L-simple, the associative algebra generated by adSL is
EndkS (Wedderburns’s theorem, observe that EndL(S) = C(S,L) = k). Then
the associative algebra generated by ad(S⊗kk¯)(L ⊗k k¯) is Endk¯(S ⊗k k¯), and
therefore S ⊗k k¯ is (L ⊗k k¯)-simple. Due to Block’s result (see [6, Corollary
3.3.3]), S ⊗k k¯ ∼= S
′ ⊗k¯ Ok¯(m;n), where S
′ is a simple Lie algebra over k¯ and
m ≥ 0 and n ∈ Nm. For dimension reasons it is only possible that m = 0 and
S′ = S ⊗k k¯, or m = 1 and n = 1 and p = 2 and S
′ is 3-dimensional. However,
in the latter case a dimension argument yields L⊗k k¯ ∼= S
′⊗Ok¯(1; 1)
∼= S⊗k k¯,
whence L = S and S is central simple over k. But then S⊗k k¯ would be simple,
a contradiction.
As a result, m = 0 and S′ = S ⊗k k¯ is a simple Lie algebra over k¯. Theorem
2.2 shows that S ⊗k k¯ is 3-dimensional or is isomorphic to W (k¯|1; 1) (in case
p = 5). In the first case S is 3-dimensional, and since L is semisimple it embeds
into DerS. This solves the case p = 2.
Now assume p ≥ 3. As every 3-dimensional Lie algebra over an algebraically
closed field of characteristic p ≥ 3 is isomorphic to sl(2), and this algebra only
has inner derivations, we have in the first case that L⊗k k¯ = S ⊗k k¯ ∼= sl(2, k¯).
Finally, it remains to consider the case that p = 5 and S ⊗k k¯ is isomorphic
to W (k¯|1; 1). We observe first, that W (k¯|1; 1) has only inner derivations and
is a restricted Lie algebra. Then L ⊗k k¯ = S ⊗k k¯ and hence L = S. [4,
Theorem 13] states that there is a commutative algebra A = k[X ]/(X5 − ξ)
for which L ∼= DerA. Since k is finite, it is perfect. There exists η ∈ k with
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η5 = ξ. Set Y := X − η to obtain A = k[Y ]/(Y 5) = O(k|1; 1). This shows that
L ∼= DerA ∼= W (k|1; 1) and thereby completes the proof of the theorem. ✷
3 Lie algebras of dimension 3
In this section we determine all 3-dimensional Lie algebras over a finite field k
and the small dimensional irreducible modules for the simple ones.
If p = 2, then the perfectness of the finite field k implies that k∗ = (k∗)2 := {ξ2 |
ξ ∈ k∗}. Suppose p > 2. We observe that the homomorphism of multiplicative
groups k∗ → (k∗)2, ξ 7→ ξ2 has kernel {±1} and therefore |k∗| = 2|(k∗)2|. This
shows that
k∗ = (k∗)2 if p = 2,
∃δ0 ∈ k
∗ so that k∗ = (k∗)2 ∪ δ0(k
∗)2 if p > 2.
(3.1)
Proposition 3.1 [8] The isomorphism classes of solvable 3-dimensional Lie
algebras R over the finite field k are given by the following representatives.
1. R is abelian;
2. R = kh⊕ kx⊕ kz, where [h, x] = x, [z,R] = {0};
3. R = kx⊕ ky ⊕ kz, where [x, y] = z, [z,R] = {0};
4. R = kd⊕R(1), where R(1) is abelian and the action of d on R(1) is given
by one of the following matrices
(
1 0
0 1
)
,
(
0 ξ
1 1
)
(ξ ∈ k∗),
or
(
1 0
0 −1
)
,
(
0 δ0
1 0
)
if p 6= 2,
(
1 1
0 1
)
if p = 2.
Proof. (1) If dimR(1) ≤ 1 only the algebras of 1., 2., 3. can occur (see for
example [7, page 34]). If dimR(1) = 2, then R = kd⊕ R(1) and R(1) is abelian
(see for example [7, page 34]). Thus we only have to determine the action of d on
R(1). Note that d acts invertibly on R(1), because R(1) = [d,R(1)]+[R(1), R(1)] =
[d,R(1)].
Let χ = T 2 + αT + β be the characteristic polynomial of d acting on R(1). If
α = 0, we may adjust d by a nonzero scalar to obtain −β = 1 if p = 2, and
−β ∈ {1, δ0} if p > 2 (see equation (3.1)). If α 6= 0, we may adjust d by a
nonzero scalar to obtain α = −1. This means that we may assume
χ ∈ {T 2 − 1, T 2 − δ0, T
2 − T + β, (β ∈ k∗)}.
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(i) Consider the case α = 0.
If p = 2, then χ = T 2 − 1 = (T − 1)2. Then either d = Id or there is y such
that [d, y] − y =: x is linearly independent of y. In either case we may choose
x, y ∈ R(1) such that [d, y] = ξx + y, [d, x] = x, ξ ∈ {0, 1}.
Suppose p > 2. If χ = T 2 − 1, then χ = (T − 1)(T + 1) and we may choose
x, y ∈ R(1) such that [d, x] = x, [d, y] = −y.
If χ = T 2 − δ0, then d has no eigenvalue in k. We may choose a basis
(x, y := [d, x]), and [d, y] = (add)2(x) = δ0x holds.
(ii) Consider the case χ = T 2 − T + β. If there is a vector x which is not an
eigenvector, then we may choose a basis (x, y := [d, x]), and [d, y] = (ad d)2(x) =
−βx+ y holds. Set ξ := −β.
Finally, let all nonzero vectors be eigenvectors. Then there is only one eigen-
value r and χ = (T − r)2. The requested form for χ implies p 6= 2 and r = 1/2.
Adjusting d we may assume that d = Id.
(2) We discuss isomorphisms between the exposed algebras. Let σ : R → R′
be an isomorphism. For an obvious reason we only have to deal with the case
that R(1) and (R′)(1) are 2-dimensional. Let (d, x, y) and (d′, x′, y′) be bases of
R and R′, respectively, for which the action of d and d′ on R(1) and (R′)(1) are
given by matrices from the above list.
Note that σ(d) ≡ rd′ (mod (R′)(1)) for some r ∈ k∗. If d acts as the identity,
then so does d′ because no other matrix in the list is a multiple of the identity.
Next we look at the remaining matrices. The representing matrix for d′ with
respect to (σ(x), σ(y)) is r-times the representing matrix for d with respect to
(x, y). We therefore have to decide when the respective characteristic polyno-
mials
T (T − r) − r2ξ; T 2 − r2, T 2 − r2δ0 (p 6= 2); T
2 − r2 (p = 2)
matches one of
T (T − 1)− ξ′; T 2 − 1, T 2 − δ0 (p 6= 2); T
2 − 1 (p = 2).
It is obvious that only the polynomials for the same type of matrix match and
in the first case r = 1, ξ = ξ′ hold. ✷
The number of isomorphism classes of 3-dimensional solvable Lie algebras
over a finite field k is
4 + |k|, if p = 2, 5 + |k|, if p > 2.
Next we determine the nonsolvable 3-dimensional Lie algebras.
Theorem 3.2 Let L be a nonsolvable Lie algebra of dimension ≤ 3 over a finite
field k of characteristic p.
If p = 2, then L ∼= W (1; 2)(1).
If p ≥ 3, then L ∼= sl(2, k).
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Proof. Recall that L is 3-dimensional and simple.
(1) Consider the case p = 2. Since L is not nilpotent there is h ∈ L which is
not ad-nilpotent. The characteristic polynomial of adh has degree 3. Since 0 is
an eigenvalue, and tr(adh) = 0, this polynomial is of the form T (T 2 + α). As
adh is not nilpotent, α 6= 0. The perfectness of k shows that α = β2 is a square
in k. Adjusting h we may assume that adh satisfies the polynomial T (T + 1)2.
Choose u, v ∈ L so that
L = kh⊕ ku⊕ kv, [h, u] = u, [h, v]− v ∈ ku.
Comparing eigenvalues one gets [u, v] = γh, and, as L is simple, γ 6= 0 holds.
Adjusting u one may assume γ = 1. We intend to find a triple (h′, u′, v′) for
which in addition [h′, v′] = v′ holds. The perfectness of k allows to choose µ ∈ k
with µ2 = λ. Put
h′ := h+ µu, v′ := µv + λh+ µu, u′ := µ−1u.
Then
[h′, u′] = u′,
[u′, v′] = µ−1(µh+ λu) = h+ µu = h′,
[h′, v′] = [h, v′] + µ[u, v′] = µv + µλu + µu+ µ(µh+ λu)
= µv + µu+ λh = v′.
The identification
v′ = ∂, h′ = x∂, u′ = x(2)∂
gives the desired isomorphism.
(2) Consider the case p > 2. As in the former case there is a mapping q : L→ k
such that the characteristic polynomial of adx is T (T 2 + q(x)), and there is
h ∈ L with q(h) 6= 0. If q(x) = 0, then 0 = −q(x) is the only eigenvalue of
(adx)2. If q(x) 6= 0, then one can decompose L = kx⊕L1(adx) into the Fitting
components with respect to adx, and −q(x) is the only eigenvalue of (adx)2 on
L1(adx) ∼= L/kx. Moreover, T
2 + q(x) is the characteristic polynomial of adx
on L1(adx) in this case.
(i) We intend to show that q is a quadratic form on k3. Decompose L = kh⊕L1
into the Fitting components with respect to adh (recall that q(h) 6= 0 and
T 2+q(h) is the characteristic polynomial of adh on L1). If k contains a nonzero
eigenvalue α of adh, then −α is also an eigenvalue (and different from α).
Therefore there is in any case a nonzero vector u ∈ L1 which is not an eigenvector
for adh. Then u, v := [h, u] are linearly independent and therefore span L1.
Since (adh)2 + q(h)Id vanishes on L1, we have [h, v] = −q(h)u. From this we
deduce that [u, v] ∈ ker(adh) = kh. Put [u, v] = βh with β ∈ k. If β = 0, then
L1 would be an ideal of L, which is not true. Therefore β 6= 0. Next we compute
[u, [u, v]] = [u, βh] = −βv, and therefore −β is the uniquely determined nonzero
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eigenvalue of (adu)2. This gives β = q(u). The multiplication is now given by
[h, u] = v, [h, v] = −q(h)u, [u, v] = q(u)h.
For λ, κ, µ ∈ k we compute q(λh+ κu+ µv) as follows
(ad (λh+ κu+ µv))2(h)
= [λh+ κu+ µv,−κv + q(h)µu]
= λκq(h)u + λq(h)µv + (−κ2q(u)− µ2q(h)q(u))h
= λq(h)(λh + κu+ µv)− (λ2q(h) + κ2q(u) + µ2q(u)q(h))h.
Arguing on L/k(λh+ κu+ µv) this gives
q(λh+ κu+ µv) = λ2q(h) + κ2q(u) + µ2q(u)q(h).
Hence q is a quadratic form, q(v) = q(u)q(h) and (h, u, v) is orthogonal with
respect to the associated bilinear form.
(ii) Next we intend to find a nonzero element e ∈ L with q(e) = 0. It is a
standard fact, that every anisotropic quadratic form over a finite field is at
most 2-dimensional. Since the proof is very short, we give an argument to
show that every quadratic form occurring in our context is isotropic. Recall the
definition of δ0 from equation (3.1). Adjusting h, u, v by suitable scalars we may
substitute q(h), q(u) by any elements of the same residue classes. Thus we are
only interested in the following quadratic forms
q = (q(h), q(u), q(u)q(h)) ∈ {(1, 1, 1), (1, δ0, δ0), (δ0, 1, δ0), (δ0, δ0, δ
2
0)}.
If −1 ∈ (k∗)2 (so that −1 = µ2 for a suitable element µ ∈ k∗), then in the
respective cases we find the isotropic vector
e := h+ µu, u+ µv, h+ µv, h+ µu.
If −1 /∈ (k∗)2, then we may take δ0 = −1. The forms
(1, δ0, δ0), (δ0, 1, δ0), (δ0, δ0, δ
2
0)
are isotropic, namely there is the isotropic vector
e := h+ u, h+ u, h+ v
in the respective cases. It remains to consider the form (1, 1, 1). Suppose that
for κ ∈ Fp the following implication holds
κ ∈ (k∗)2 ⇒ κ+ 1 ∈ (k∗)2.
Since 1 ∈ (k∗)2 this would give the contradiction −1 ∈ (k∗)2. Therefore there
is κ ∈ (k∗)2 for which κ+ 1 /∈ (k∗)2. Recall that κ+ 1 6= 0 because −1 /∈ (k∗)2.
Then κ + 1 ∈ −(k∗)2. Set κ =: λ2 and −(κ + 1) =: ρ2. Then 1 + λ2 + ρ2 = 0
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and e := h+ λu+ ρv is isotropic.
(iii) We have now constructed a nonzero element e ∈ L satisfying e 6= 0,
(ad e)3 = 0. Clearly, ker(ad e) is not 3-dimensional (otherwise e ∈ C(L) =
{0}). Suppose it is 2-dimensional. Then ker(ad e) = ke ⊕ kx is abelian, and
[e, L] ⊂ ker(ad e) (as ad e is nilpotent). Choose y 6∈ ker(ad e). We obtain
[e, [x, y]] = [x, [e, y]] ∈ [x, ker(ad e)] = {0}.
But then [L, ker(ad e)] ⊂ ker(ad e), and ker(ad e) would be an ideal. This con-
tradiction shows dim ker(ad e) = 1, whence ker(ad e) = ke. Next suppose
that (ad e)2 = 0. Then [e, L] ⊂ ke, which implies that dim L = dim [e, L] +
dim ker(ad e) ≤ 2, a contradiction. Hence (ad e)2(L) = ke. Choose h ∈ [e, L]
so that [h, e] = 2e. Next find f ∈ L with h = [e, f ]. We now observe that
this can only be if 0,±2 are eigenvalues of adh. But then all the eigenspaces
are 1-dimensional, and we may take f as an eigenvector for the eigenvalue −2.
Consequently, L ∼= sl(2, k). ✷
Next we are interested in at most 3-dimensional modules of these simple
3-dimensional Lie algebras. Recall that for p = 2 the algebra W (1; 2)(1) is
simple with basis (∂, x∂, x(2)∂), and O(1; 2)/k is a 3-dimensional module for
this algebra with basis (x + k, x(2) + k, x(3) + k).
Proposition 3.3 Let p = 2.
1. DerW (1; 2)(1) = k∂2 ⊕W (1; 2).
2. Let α, β, γ, δ ∈ k satisfy αδ + βγ = 1. The mapping
∂ 7→ α∂ + βx(2)∂, x∂ 7→ x∂, x(2)∂ 7→ γ∂ + δx(2)∂,
∂2 7→ α2∂2 + αβx∂ + β2x(3)∂, x(3)∂ 7→ γ2∂2 + γδx∂ + δ2x(3)∂
defines an automorphism of DerW (1; 2)(1).
3. Every faithful W (1; 2)(1)-module has dimension bigger than 2.
4. The only faithful W (1; 2)(1)-module of dimension 3 is O(1; 2)/k.
Proof. (1) Let d denote a derivation of W (1; 2)(1). Adjusting d by adding
suitable multiples of x∂, x(2)∂ and x(3)∂ we may assume that d(∂) = 0. Adding
suitable multiples of ∂ and ∂2 we may in addition assume that d(x(2)∂) ∈ kx(2)∂.
Set d(x(2)∂) = αx(2)∂ for some α ∈ k. Then 0 = d(∂) = d([∂, [∂, x(2)∂]]) =
[∂, [∂, d(x(2)∂)]] = α∂. This gives α = 0 and d = 0.
(2) easy computation.
(3) Since p = 2, one has that gl(2) is solvable. But W (1; 2)(1) is simple and
therefore does not fit into gl(2).
(4) Set L := W (1; 2)(1), let V be a faithful 3-dimensional L-module and ρ :
3 LIE ALGEBRAS OF DIMENSION 3 14
L → gl(V ) the representation. By (3) V is an irreducible module. Recall
that C(V, L) is a field extension of k and V is a C(V, L)-vector space. For
dimension reasons one obtains hat either V = C(V, L)v for some v ∈ V or
C(V, L) = k is true. In the first case there is a mapping Φ : L → C(V, L) such
that ρ(x)(αv) = αρ(x)(v) = αΦ(x)v = Φ(x)αv for all α ∈ C(V, L). But then L
would be abelian, which is not true.
Therefore we have C(V, L) = k. Note that ρ(∂)4, ρ(x∂)2 + ρ(x∂) and ρ(x(2)∂)4
are contained in C(V, L). Therefore there are α, β, γ ∈ k for which
ρ(∂)4 = αId, ρ(x∂)2 + ρ(x∂) = βId, ρ(x(2)∂)4 = γId.
On the other hand, one has tr(ρ(x)) = 0 for every x ∈ W (1; 2)(1) (since this
algebra is simple), and as tr(ρ(x)2
i
) = (tr(ρ(x)))2
i
for every x whereas tr(IdV ) =
3 6= 0, this gives α = β = γ = 0. Then ρ(∂)3 = 0 and there is a vector v ∈ V
for which
ρ(x(2)∂)(v) = 0, ρ(x∂)(v) = δv for some δ ∈ F2.
The irreducibility of V yields
V = ⊕2i=0kρ(∂)
i(v).
If δ = 0, then an easy computation shows that ⊕2i=1kρ(∂)
i(v) is a proper sub-
module. Therefore this case is impossible. Then δ = 1, and this shows that
there is only one 3-dimensional irreducible module. This module then has to be
as claimed. ✷
For p ≥ 3 the algebra sl(2, k) plays a distinguished role in our context. Let
(e, h, f) be a basis for sl(2, k) which we call an sl(2)-triple if
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h. (3.2)
Note that sl(2, k) is a restricted Lie algebra. If V is an irreducible restricted
module, then e acts nilpotently on V . The standard procedure shows there is a
vector v0 ∈ V for which
ρ(e)(v0) = 0, ρ(h)(v0) = αv0, α = dim V − 1, and V = ⊕
α
i=0kρ(f)
i(v0).
Also, dimV ≤ p holds. These modules are denoted by V (α). In general,
ρ(x)p−ρ(x[p]) is, for all x ∈ sl(2, k), contained in C(V, L). It is well known that,
denoting the algebraic closure of k by k¯, there is a linear form χ : sl(2, k) → k¯
such that
ρ(x)p − ρ(x[p]) = χ(x)pId ∀ x ∈ sl(2, k).
The linear form χ is called the character of the representation. We call a k-
linear form χ : sl(2, k) → k an irreducible character of dimension d, if there
is an irreducible d-dimensional representation ρ : sl(2, k) → gl(V ) such that
ρ(x)p = ρ(x[p]) + χ(x)pId for all x ∈ sl(2, k).
Proposition 3.4 Let k be any field of characteristic 3 and (e, h, f) an sl(2)-
triple.
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1. An element x = αe + βh+ γf is ad -nilpotent if αγ + β2 = 0 and toral if
αγ + β2 = 1.
2. Let σα,β ∈ GL(sl(2, k)), α ∈ k
∗, β ∈ k be defined by
σα,β(e) := αf, σα,β(h) := −h+ αβf, σα,β(f) := α
−1e− βh− αβ2f.
(a) Every σα,β is an automorphism of sl(2, k).
(b) σ2α,0 = Id, σ1,0 ◦ exp(adβe) = σ1,β , σα,0 ◦ σβ,0 ◦ σγ,δ = σαβ−1γ,δ.
(c) Every automorphism of sl(2, k) is of the form
σγ,δ or σ1,β ◦ σγ,δ for some γ ∈ k
∗, β, δ ∈ k.
Proof. (1) Note that (see [7, page 64])
x[3] = (αe + βh+ γf)[3]
= α3e[3] + [αe, [αe, βh+ γf ]] + [βh+ γf, [βh+ γf, αe]] + (βh+ γf)[3]
= [αe, αβe + αγh] + [βh+ γf,−αβe− αγh]
+ β3h[3] + [βh, [βh, γf ]] + [γf, [γf, βh]] + γ3f [3]
= α2γe+ αβ2e+ αβγh+ αγ2f + β3h+ β2γf
= (αγ + β2)αe+ (αγ + β2)βh+ (αγ + β2)γf
= (αγ + β2)x.
This proves the claim.
(2) (i) To show that σα,β is an automorphism we compute
[σα,β(e), σα,β(h)] = [αf,−h+ αβf ] = αf = σα,β(e),
[σα,β(e), σα,β(f)] = [αf, α
−1e− βh− αβ2f ] = −h+ αβf = σα,β(h),
[σα,β(h), σα,β(f)] = [−h+ αβf, α
−1e− βh− αβ2f ]
= α−1e + αβ2f − βh+ αβ2f = σα,β(f).
(ii) The equation σ2α,0 = Id is obviously true.
Next, σ1,0 ◦ exp(adβe) maps
e onto σ1,0(e) = σ1,β(e),
h onto σ1,0(h+ βe) = −h+ βf = σ1,β(h),
f onto σ1,0(f + βh− β
2e) = e− βh− β2f = σ1,β(f);
next, σα,0 ◦ σβ,0 maps
e 7→ α−1β, h 7→ h, f 7→ αβ−1f
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and therefore σα,0 ◦ σβ,0 ◦ σγ,δ maps
e onto αβ−1γe = σαβ−1γ,δ(e),
h onto − h+ αβ−1γδf = σαβ−1γ,δ(h),
f onto α−1βγ−1e− δh− αβ−1γδ2f = σαβ−1γ,δ(f).
(iii) Let σ be an automorphism of sl(2, k). Then σ(e) is ad -nilpotent.
Consider first the case that σ(e) = e: write σ(h) = αe + βh + γf , σ(f) =
α′e + β′h+ γ′f . Then
e = σ(e) = σ([e, h]) = [e, σ(h)] = βe+ γh,
αe+ βh+ γf = σ(h) = σ([e, f ]) = [e, σ(f)] = β′e+ γ′h.
This gives β = 1, γ = 0, β′ = α, γ′ = β. Furthermore,
α′e+ β′h+ γ′f = σ(f) = σ([h, f ]) = [σ(h), σ(f)] = α2e+ αh− α′e+ f,
and this gives 2α′ = α2. As a result, σ = exp(ad (αe)) = σ1,0 ◦ σ1,α by (ii).
Now consider the general case: write σ(e) = αe+βh+γf . If α = 0, then (1)
implies β = 0. In this case σ(e) = γf = σγ,0(e), and according to the previous
case we have for some δ ∈ k (applying (ii)) σ−1γ,0 ◦ σ = σ1,0 ◦ σ1,δ. Then
σ = σγ,0 ◦ σ1,0 ◦ σ1,δ = σγ,δ.
If α 6= 0, then (1) implies γ = −α−1β2, whence
σ(e) = αe+ [−α−1βf, αe]− [−α−1βf, [−α−1βf, αe]]
= exp(ad (−α−1βf))(αe) = (exp(ad (−α−1βf)) ◦ σ1,0)(αf)
= (σ1,0 ◦ exp(ad (−α
−1βe)))(αf) = σ1,−α−1β(αf).
The previous case gives for some δ ∈ k
σ = σ1,−α−1β ◦ σα,δ.
✷
Proposition 3.5 Let k be a finite field of characteristic 3 and (e, h, f) an sl(2)-
triple. For any linear mapping χ : sl(2, k)→ k write χ = (χ(e), χ(h), χ(f)). The
Aut sl(2, k)-orbits of the set of nonzero irreducible 3-dimensional characters are
in 1-1-corrrespondence with
(1, 0, ξ) where ξ ∈ k allows a solution of T 3 + T 2 = ξ in k.
Proof. (1) Note that Aut sl(2, k) acts on the space of all linear forms by
(σ · χ)(x) = χ(σ−1(x)). In order to determine orbits we have to compute (cf.
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Proposition 3.4) the following
σα,β(e) = αf,
σα,β(h) = −h+ αβf,
σα,β(f) = α
−1e− βh− αβ2f ;
σ1,β ◦ σγ,δ(e) = σ1,β(γf) = γ(e− βh− β
2f),
σ1,β ◦ σγ,δ(h) = σ1,β(−h+ γδf) = −(−h+ βf) + γδ(e− βh− β
2f),
= γδe+ (1 − βγδ)h− (β + β2γδ)f,
σ1,β ◦ σγ,δ(f) = σ1,β(γ
−1e− δh− γδ2f)
= γ−1f − δ(−h+ βf)− γδ2(e− βh− β2f)
= −γδ2e+ (δ + βγδ2)h+ (γ−1 − βδ + β2γδ2)f.
Therefore the orbit of a nonzero character χ = (r, s, t) consists exactly of all
characters
(αt,−s+ αβt, α−1r − βs− αβ2t), α ∈ k∗, β ∈ k,
(γ(r − βs− β2t), γδr + (1− βγδ)s− (β + β2γδ)t,
− γδ2r + (δ + βγδ2)s+ (γ−1 − βδ + β2γδ2)t), γ ∈ k∗, β, δ ∈ k.
Since one of r, s, t is nonzero, there is a choice of α, β for which α−1r−βs−αβ2t 6=
0. Therefore the Aut sl(2, k)-orbit of a nonzero character χ contains a character
χ′ = (r′, s′, t′) with t′ 6= 0. Then we choose α := t′−1, β := s′ and obtain a
character (1, 0, ξ) in this orbit.
(2) Next we determine when characters (1, 0, ξ) and (1, 0, ξ′) are in the same
orbit.
If (1, 0, ξ′) = σ−1α,β · (1, 0, ξ), then (1) implies
αξ = 1, αβξ = 0, α−1 − αβ2ξ = ξ′.
This gives β = 0 and ξ′ = α−1 = ξ.
If (1, 0, ξ′) = (σ1,β ◦ σγ,δ)
−1 · (1, 0, ξ), then (1) gives
γ(1− β2ξ) = 1, γδ − (β + β2γδ)ξ = 0, −γδ2 + (γ−1 − βδ + β2γδ2)ξ = ξ′.
These equations imply
γ(1− β2ξ) = 1, βξ = δ,
ξ′ = −γδ2(1− β2ξ) + (1− β2ξ)ξ − δ2
= −δ2 + ξ − β2ξ2 − δ2 = ξ
(3) We have to determine those ξ for which there is a 3-dimensional irreducible
sl(2, k)-module V having character (1, 0, ξ). Let V be such a module with rep-
resentation ρ. Then
ρ(e)3 = Id, ρ(h)3 = ρ(h), ρ(f)3 = ξ3Id.
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We observe that ρ(h) is a semisimple endomorphism and has all eigenvalues
contained in F3. Choose an eigenvector v0 with ρ(h)-eigenvalue µ ∈ F3. Since
ρ(e) is invertible, one has that v0, ρ(e)v0, ρ(e)
2v0 are nonzero eigenvectors for
ρ(h) with respective eigenvalues µ, 2+µ, 1+ µ. Thus these vectors are linearly
independent and span V . Substituting v0 by one of the others we may assume
µ = 0. Considering eigenvalues one obtains that ρ(f)v0 = λρ(e)
2v0 for some
λ ∈ k. One computes
ρ(f)ρ(e)v0 = −ρ(h)v0 + λρ(e)
3v0 = λv0,
ρ(f)ρ(e)2v0 = −ρ(h)ρ(e)v0 + ρ(e)ρ(f)ρ(e)v0 = (−2 + λ)ρ(e)v0.
Then ξ3Id = ρ(f)3 = λ2(−2+λ)Id. Since k is perfect, one finds κ ∈ k satisfying
κ3 = λ. Then κ solves the equation T 3 + T 2 = ξ.
Conversely, if the equation in question is solvable with solution κ, then the above
exposed action defines a module action, and the module clearly is irreducible.
✷
4 Nonsolvable Lie algebras of dimension 4 and
5
In this chapter we determine the algebras mentioned in the title.
Theorem 4.1 Let L be a nonsolvable Lie algebra of dimension 4 over a finite
field k of characteristic p.
If p = 2, then
L ∈ {W (1; 2), W (1; 2)(1) ⊕ C(L)}.
If p ≥ 3, then
L ∼= gl(2, k).
Proof. Note that dim rad (L) ≤ 1.
(1) Consider the case p = 2.
If rad (L) = {0}, then L is semisimple. Theorem 2.4 in combination with
Theorem 3.2 shows that L ⊂ DerW (1; 2)(1), whence L = kd ⊕W (1; 2)(1) for
some d ∈ k∂2+kx(3)∂ (Proposition 3.3). There is nothing to prove if d ∈ kx(3)∂.
Otherwise put d = α′∂2 + β′x(3)∂, choose α, β, γ, δ according to
γ2 = α′, δ2 = β′, α = 0, βγ = 1.
The automorphism σ mentioned in Proposition 3.3(2) coming with this choice
maps x(3)∂−γδx∂ onto d. Then σ−1(d) = x(3)∂−γδx∂ and σ−1(L) =W (1; 2).
If dim rad (L) = 1, then L/rad (L) ∼=W (1; 2)(1) (Theorem 3.2). The perfectness
of this algebra shows that rad (L) = C(L). Choose an inverse image h′ of x∂ and
inverse images e, f of ∂ and x(2)∂ which are (adh′)-eigenvectors, respectively,
and set h := [e, f ]. Note that adh = adh′. It is easily seen that ke+ kf + kh is
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a 3-dimensional subalgebra, hence an ideal of L. It is clear that ke+ kf + kh ∼=
W (1; 2)(1).
(2) Consider the case p ≥ 3. Theorem 2.4 shows that there are no semisimple
4-dimensional Lie algebras, and therefore L is an extension of sl(2, k) by a 1-
dimensional center. This extension splits (by the same argument used in (1)).
✷
Theorem 4.2 Let L be a nonsolvable Lie algebra of dimension 5 over a finite
field k of characteristic p = 2. Then L is one of the following.
1. DerW (1; 2)(1);
2. W (1; 2)⋊ rad (L), where [W (1; 2)(1), rad (L)] = {0} and
rad (L) = ku, [x(3)∂, u] = δu, δ ∈ {0, 1};
3. W (1; 2)(1) ⊕ rad (L) is the direct sum of ideals, and
rad (L) = kh⊕ ku, [h, u] = δu, δ ∈ {0, 1}.
The exposed Lie algebras are mutually nonisomorphic.
Proof. (1) If rad (L) = {0}, then Theorem 2.4 in combination with Theorem 3.2
shows that L ⊂ DerW (1; 2)(1), while Proposition 3.3 proves that DerW (1; 2)(1)
is 5-dimensional. Then L = DerW (1; 2)(1).
(2) Suppose dim rad (L) = 1. Set rad (L) = ku. Theorem 4.1 shows that
L/rad (L) ∼= W (1; 2). Let Q denote the inverse image in L of the subalgebra
W (1; 2)(1). This is a 4-dimensional ideal containing the radical of L, whence by
Theorem 4.1
Q ∼= W (1; 2)(1) ⊕ C(Q), C(Q) = rad (L).
Write L = Q ⊕ kd, observe that Q(1) ∼= W (1; 2)(1). Then Q(1) + kd is a 4-
dimensional subalgebra of L. If it would have a nontrivial center, then we
would have dim rad (L) = 2. As this is not the case, Theorem 4.1 shows that
Q(1) + kd ∼= W (1; 2). The case that x(3)∂ acts trivially on rad (L) is listed in
the theorem. Otherwise [x(3)∂, u] = λu 6= 0. Set in Proposition 3.3 β = γ = 0,
δ2 = λ−1, αδ = 1. The automorphism coming with this choice maps x(3)∂ onto
λ−1x(3)∂. So we may assume λ = 1.
(3) Suppose dim rad (L) = 2. Theorem 3.2 shows that L/rad (L) ∼= W (1; 2)(1).
If rad (L) is abelian, then Proposition 3.3(3) proves that rad (L) is a trivial
L/rad (L)-module. If rad (L) is not abelian, then rad (L) = kh⊕ku with [h, u] =
u. In both cases L has a 1-dimensional ideal ku. Applying Theorem 4.1 twice
we see that L/ku ∼= W (1; 2)(1) ⊕ kz splits and then that the inverse image of
W (1; 2)(1) in L also splits. Hence L has an ideal P isomorphic to W (1; 2)(1).
(4) In all listed cases L has a unique perfect ideal L(2) ∼= W (1; 2)(1), and the
algebras in question are distinguished by dim rad (L) and L/L(2). ✷
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Theorem 4.3 Let L be a nonsolvable Lie algebra of dimension 5 over a finite
field k of characteristic p ≥ 3. The following occurs.
1. p = 5 and L ∼=W (1; 1);
2. L = P ⋊ rad (L), where P ∼= sl(2, k), and
(a) rad (L) = C(L), or
(b) rad (L) = kh⊕ ku with [h, u] = u, [P, rad (L)] = {0}, or
(c) rad (L) is abelian, rad (L) ∼= V (1) is the irreducible 2-dimensional
P -module;
3. p = 3, and L is a nonsplit extension 0→ V (1)→ L→ sl(2, k)→ 0; more
exactly, L has a basis (e, h, f, v0, v1) with multiplication
[h, e] = −e+ v1, [h, v0] = v0, [e, v0] = 0, [f, v0] = v1,
[h, f ] = f, [h, v1] = −v1, [e, v1] = v0, [f, v1] = 0,
[e, f ] = h, [v0, v1] = 0.
The exposed algebras are mutually nonisomorphic.
Proof. (1) Theorem 2.4 shows that there is exactly one 5-dimensional semisim-
ple Lie algebra, namely W (1; 1) in case p = 5.
(2) Consider the case that rad (L) 6= {0}. There is no semisimple Lie algebra of
dimension 4 (Theorem 4.1). Therefore dim rad (L) = 2 holds. Suppose rad (L)
contains a 1-dimensional ideal ku of L. Applying Theorem 4.1 twice we see that
L/ku ∼= gl(2, k) splits and then that the inverse image of sl(2, k) in L also splits.
Hence L has an ideal isomorphic to sl(2, k), which annihilates rad (L). Being a
2-dimensional algebra rad (L) is of the required form.
(3) Next suppose that rad (L) is L-simple. Then rad (L) is abelian, and L/rad (L)
acts on rad (L) as an sl(2, k) (Theorem 3.2). There is only one isomorphism class
of irreducible sl(2, k)-modules of dimension 2 in characteristic p > 2, given by
V (1) = kv0 ⊕ kv1 and
[h, v0] = v0, [h, v1] = −v1, [e, v0] = 0, [f, v0] = v1, [e, v1] = v0, [f, v1] = 0.
If the extension 0 → V (1) → L → sl(2, k) → 0 splits, then we are in case 2.(c)
of the theorem. So assume that the extension does not split. Choose an sl(2)-
triple (e¯, h¯, f¯) in L/rad (L) and let h be an inverse image of h¯ in L. If p > 3,
then L decomposes into 1-dimensional h-root spaces
L = L−2 ⊕ L−1 ⊕ L0 ⊕ L1 ⊕ L2, rad (L) = L−1 ⊕ L1,
and L−2⊕L0⊕L2 is a subalgebra isomorphic to sl(2, k). But then the extension
splits, which is not true in the present case. Therefore p = 3, and L decomposes
L = L−1 ⊕ L0 ⊕ L1, L0 = kh, v1 ∈ L−1, v0 ∈ L1.
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Choose inverse images e ∈ L−1 and f ∈ L1 for e¯ and f¯ , respectively. Then there
are α, β ∈ k such that
[h, e] = −e+ αv1, [h, f ] = f + βv0.
The nonsplitting of the sequence means α 6= 0 or β 6= 0. Intertwining e, f and
v0, v1 if necessary gives α 6= 0 in any case. If β = 0, then we set v
′
0 := αv0,
v′1 := αv1.
Otherwise we choose λ ∈ k with λ3 = αβ−1 and set
e′ := λf + λβv0 − λ
2βv1, h
′ := −h+ λf, f ′ := λ−1e− h− λf + λβv0,
v′1 := λ
−1v0 + v1, v
′
0 := v1.
Then
[e′, f ′] = [f, e]− λ[f, h] + λ2β[f, v0] + β[v0, e]− λβ[v0, h]− λ
2β[v0, f ]
− λβ[v1, e] + λ
2β[v1, h] + λ
3β[v1, f ]
= −h+ λ(f + βv0) + λ
2βv1 + λβv0 + λ
2βv1 + λβv0 + λ
2βv1
= −h+ λf = h′,
[h′, e′] = −λ[h, f ]− λβ[h, v0] + λ
2β[h, v1] + λ
2β[f, v0]
= −λ(f + βv0)− λβv0 − λ
2βv1 + λ
2βv1
= (−λf − λβv0 + λ
2βv1)− (λβv0 + λ
2βv1)
= −e′ − λ2βv′1,
[h′, f ′] = −λ−1[h, e] + λ[h, f ]− λβ[h, v0] + [f, e]− λ[f, h] + λ
2β[f, v0]
= −λ−1(−e+ αv1) + λ(f + βv0)− λβv0 − h+ λ(f + βv0) + λ
2βv1
= λ−1e− λ−1(λ3β)v1 + λf + λβv0 − λβv0 − h+ λf + λβv0 + λ
2βv1
= λ−1e+ 2λf − h+ λβv0 = f
′.
This shows that (e¯′, h¯′, f¯ ′) is an sl(2)-triple, and with this choice we are in the
former case.
(4) The properties of the radical distinguishes all algebras mentioned in cases
1 and 2. It remains to show that the algebra mentioned in case 3 is in fact
nonsplit. So assume on the contrary that it is isomorphic to an algebra P⋊V (1)
where P ∼= sl(2, k). Let (e′, h′, f ′) denote the projections of (e, h, f) into P with
respect to this decomposition. The multiplication of L/rad (L) ∼= P shows that
(e′, h′, f ′) is an sl(2)-triple in P . Write
e = e′ + α0v0 + α1v1, h = h
′ + β0v0 + β1v1, f = f
′ + γ0v0 + γ1v1.
Since ad (β0v0 − β1v1)
(p+1)/2 = 0, we have that exp(ad (β0v0 − β1v1)) is an
automorphism of L. One has exp(ad (β0v0 − β1v1))(h) = h− β0v0 − β1v1 = h
′.
We therefore may assume that h = h′. Then
−e+ v1 = [h, e] = [h
′, e′] + α0v0 − α1v1 = −e
′ + α0v0 − α1v1 = −e+ 2α0v0,
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a contradiction. ✷
As a result, there are exactly the following numbers of isomorphism classes
of nonsolvable Lie algebras over a finite field
dimL = 3 dimL = 4 dimL = 5
p = 2 1 2 5
p = 3, 5 1 1 4
p > 5 1 1 3 .
In order to determine the 6-dimensional Lie algebras in the next section we
have to derive some subsidiary results.
Proposition 4.4 Let p = 3, and L1 be the nonsplit extension 0 → V (1) →
L→ sl(2, k)→ 0 mentioned in Theorem 4.3(3). Then DerL1 is 7-dimensional
and has a basis (d1, d2, e, h, f, v0, v1) with multiplication
[h, e] = −e+ v1, [h, v0] = v0, [e, v0] = 0, [f, v0] = v1,
[h, f ] = f, [h, v1] = −v1, [e, v1] = v0, [f, v1] = 0,
[e, f ] = h, [v0, v1] = 0,
and
d1(e) = v1, d1(h) = d1(f) = d1(v0) = d1(v1) = 0,
d2(f) = v0, d2(h) = d2(e) = d2(v0) = d2(v1) = 0.
Proof. Let (e, h, f, v0, v1) denote the basis of L1 mentioned in Theorem 4.3(3),
and let D denote any derivation of L1. Note that rad (L1) +D(rad (L1)) is an
ideal of L1 of dimension ≤ 2 dim rad (L1) = 4 < dimL1. But rad (L1) is the only
proper ideal of L1. Therefore D(rad (L1)) ⊂ rad (L1) holds. Then D induces a
derivation of L1/rad (L1) ∼= sl(2, k). All derivations of this algebra are inner. We
therefore may assume that D(L1) ⊂ rad (L1). Put D(h) = α0v0+α1v1. Setting
D′ := D+ad (α0v0−α1v1) gives D
′(h) = 0. Considering (adh)-eigenvalues one
obtains
D′(e) = β1v1, D
′(f) = β0v0, D
′(vi) = γivi (i = 0, 1).
Then
0 = D′([h, e])−D′(−e+ v1) = [h,D
′(e)] +D′(e)− γ1v1 = −γ1v1,
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whence γ1 = 0. Next,
γ0v0 = D
′(v0) = D
′([e, v1]) = [D
′(e), v1] + [e,D
′(v1)] = 0,
hence γ0 = 0. Then D
′ = β1d1 + β0d2.
On the other hand, it is not hard to see that d1 and d2 as given in the proposition
are derivations. ✷
Proposition 4.5 Let p = 3, and L1 be the nonsplit extension 0 → V (1) →
L → sl(2, k) → 0 mentioned in Theorem 4.3(3). There are up to algebra iso-
morphisms exactly 3 central extensions
0→ k → L→ L1 → 0,
namely every such algebra L has a basis (e, h, f, v0, v1, z) with multiplication
[h, e] = −e+ v1, [h, v0] = v0, [e, v0] = αz, [f, v0] = v1,
[h, f ] = f, [h, v1] = −v1, [e, v1] = v0, [f, v1] = 0,
[e, f ] = h, [v0, v1] = βz,
where one of the following occurs
α = β = 0; α = 0, β = 1; α = 1, β = 0.
Proof. Let kz denote the 1-dimensional center of L. By assumption, L has a
basis (e, h, f, v0, v1, z) with multiplication
[h, e] = −e+ v1, [h, v0] = v0, [e, v0] = αz, [f, v0] = v1,
[h, f ] = f, [h, v1] = −v1, [e, v1] = v0, [f, v1] = γz,
[e, f ] = h+ δz, [v0, v1] = βz.
Suppose β 6= 0. Adjusting z we may assume β = 1. Substitute e′ := e+ αv1 to
obtain α = 0.
Suppose β = 0. Then α = 0, or α 6= 0, in which case we set z′ := αz to obtain
α = 1.
Finally, set h′ := h+ δz to obtain δ = 0. We compute
0 = [h, [e, f ]] = [[h, e], f ] + [e, [h, f ]] = [−e+ v1, f ] + [e, f ] = [v1, f ] = −γz.
This gives γ = 0.
We show that the exposed algebras are nonisomorphic. The radical of L is
nonabelian, if and only if β = 1. Next suppose β = 0. Then L/rad (L) acts on
rad (L), and rad (L) is an indecomposable module if and only if α 6= 0. ✷
5 Nonsolvable Lie algebras of dimension 6
Dimension 6 is the lowest dimension for which parameter depending families of
nonsolvable Lie algebras occur. Even more we face the fact that the occurrence
of nonrestricted 3-dimensional modules (for p = 3) gives rise to a rather long
list of isomorphism types.
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Theorem 5.1 Let L be a nonsolvable Lie algebra of dimension 6 over a finite
field k of characteristic 2. One of the following occurs.
1. dim rad (L) = 0 :
(a) L =W (1; 2)(1) ⊕W (1; 2)(1);
(b) L = W (1; 2)(1) ⊗k C(L), where C(L)/k is a field extension of degree
2;
2. dim rad (L) = 1 :
L = DerW (1; 2)(1) ⋊ rad (L), where [W (1; 2), rad (L)] = {0} and
rad (L) = ku, [∂2, u] = δu, δ ∈ {0, 1};
3. dim rad (L) = 2 :
L =W (1; 2)⋊ rad (L), where [W (1; 2)(1), rad (L)] = {0} and
rad (L) = kh⊕ ku, [h, u] = δu, δ ∈ {0, 1},
and
(a) if δ = 0 : the action of x(3)∂ on rad (L) is given by one of the following
matrices(
0 0
0 0
)
,
(
0 1
0 0
)
,
(
1 0
0 1
)
,
(
1 1
0 1
)
,
(
0 ξ
1 1
)
(ξ ∈ k∗).
(b) if δ = 1 :
[x(3)∂, h] = 0, [x(3)∂, u] = δ′u, δ′ ∈ {0, 1}.
4. dim rad (L) = 3 :
(a) L = W (1; 2)(1) ⊕ rad (L) is the direct sum of two ideals, and rad (L)
is given by Proposition 3.1;
(b) L = W (1; 2)(1) ⋊ O(1; 2)/k is the semidirect sum of a subalgebra
∼= W (1; 2)(1) and the abelian ideal rad (L) ∼= O(1; 2)/k.
(c) L is the nonsplit extension 0 → O(1; 2)/k → L → W (1; 2)(1) → 0;
more exactly, L has a basis (e, h, f, v1, v2, v3) with multiplication
[h, e] = e + v3, [h, v1] = v1, [e, v1] = 0, [f, v1] = v2,
[h, f ] = f, [h, v2] = 0, [e, v2] = v1, [f, v2] = v3,
[e, f ] = h, [h, v3] = v3, [e, v3] = v2, [f, v3] = 0,
[vi, vj ] = 0.
The exposed algebras are mutually nonisomorphic.
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Proof. (1) Consider the case rad (L) = {0}. This case is covered by Theorems
2.4 and 3.2. The following can occur.
(a) L = L1 ⊕ L2, where L1, L2 are 3-dimensional simple. These algebras are
isomorphic to W (1; 2)(1).
(b) C(L)/k is a field extension of degree 2 and L is 3-dimensional simple over
C(L). Then L is C(L)-isomorphic to W (1; 2)(1). Choose the C(L)-basis (e :=
∂, h := x∂, f := x(2)∂) of L, which by definition satisfies the equations
[e, h] = e, [e, f ] = h, [h, f ] = f.
Put L′ := ke⊕ kh⊕ kf , which is a Lie algebra over k isomorphic to W (1; 2)(1).
Then L ∼= L′ ⊗k C(L).
(2) Consider the case dim rad (L) = 1. Let π : L → L/rad (L) denote the
canonical homomorphism. Then π(L) is described in Theorem 4.2. As π(L)
is semisimple, only π(L) = DerW (1; 2)(1) is possible. This algebra contains a
3-dimensional ideal Q isomorphic to W (1; 2)(1). Set L0 := π
−1(Q), which is a
4-dimensional ideal of L with 1-dimensional radical. Theorem 4.1 yields
L0 = P ⊕ rad (L),
where P is an ideal of L0 isomorphic to W (1; 2)
(1). There is a vector space
decomposition
L = kd1 ⊕ kd2 ⊕ P ⊕ ku,
where P = L
(1)
0 is an ideal of L, ku = rad (L), [P, u] = {0}, and (as π(L) =
DerW (1; 2)(1)) there is an isomorphism
σ : kd1 ⊕ kd2 ⊕ P ∼= DerW (1; 2)
(1).
We have to determine the action of d1 := σ
−1(∂2) and d2 := σ
−1(x(3)∂) on the
1-dimensional ideal ku. There are r, s ∈ k not both 0 such that
[rd1 + sd2, u] = 0.
Note that σ−1(x∂) ∈ P (1) annihilates u. Since k is a perfect field of character-
istic 2 one can choose α, β, γ, δ ∈ k for which
γ2 = r, δ2 = s, αδ + βγ = 1.
Proposition 3.3 shows that there is an automorphism of DerW (1; 2)(1) which
maps x(3)∂ onto r∂2 + γδx∂ + sx(3)∂. Since [σ−1(r∂2 + γδx∂ + sx(3)∂), u] = 0,
we may assume [d2, u] = 0.
Next let [d1, u] = tu for some t ∈ k. If t 6= 0, choose α ∈ k with α
2 = t−1, set β =
γ = 0, δ = α−1. With this choice there is an automorphism of DerW (1; 2)(1)
which maps ∂2 onto t−1∂2 and W (1; 2) ontoW (1; 2). Therefore we may assume
t = 1 in this case.
(3) Consider the case dim rad (L) = 2. As before, let π : L→ L/rad (L) denote
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the canonical homomorphism. As π(L) is 4-dimensional and semisimple, only
π(L) = W (1; 2) is possible (Theorem 4.1). This algebra contains a 3-dimensional
ideal Q isomorphic to W (1; 2)(1). Set L0 := π
−1(Q), which is a 5-dimensional
ideal of L with 2-dimensional radical. Theorem 4.2 yields that L0 = P ⊕ rad (L)
is the direct sum of ideals P and rad (L), where P ∼=W (1; 2)(1) and
rad (L) = kh⊕ ku, [h, u] = δu, δ ∈ {0, 1}.
One has a vector space decomposition
L = kd⊕ P ⊕ rad (L),
and there is an isomorphism σ : kd ⊕ P ∼= W (1; 2) (since π(L) = W (1; 2)).
Note that P = (kd ⊕ P )(1) ∼= W (1; 2)(1) under this isomorphism. We have to
determine the action of d := σ−1(x(3)∂) on rad (L) = kh⊕ ku.
(a) Consider the case δ = 0: Let χ = T 2+αT+β be the characteristic polynomial
of d acting on the abelian Lie algebra rad (L). If α 6= 0, we may adjust x(3)∂
by a nonzero scalar using Proposition 3.3 as in former cases to obtain α = 1.
Similarly, if d has a nonzero eigenvalue on rad (L), then adjusting x(3)∂ by a
nonzero scalar we may assume that 1 is an eigenvalue. This means that we may
assume
χ ∈ {T 2, T 2 + 1; T 2 + T + β, (β ∈ k)}.
If χ = T 2, we may choose a basis (u, v) of rad (L) such that [d, u] = [d, v] = 0
or choose a basis (u, v) of rad (L) such that [d, v] = u, [d, u] = 0 (describing the
cases that d acts semisimply or not on rad (L)).
If χ = T 2 + 1, we similarly may choose u, v such that [d, u] = u, [d, v] = v or
choose u, v such that [d, v] = u+ v, [d, u] = u.
Suppose χ = T 2 + T + β. If all nonzero vectors are eigenvectors, then they
are eigenvectors for the same eigenvalue r, and χ = (T − r)2 = T 2 + r2 holds.
This is not the requested form for χ in this case. Therefore there is a vector u
which is not an eigenvector. Then we may choose a basis (u, v := [d, u]), and
[d, v] = (ad d)2(u) = βu+ v holds. Set ξ := β.
(b) Consider the case δ = 1: Then (rad (L))(1) = ku is an ideal of L. Set
[d, h] = αh+ βu and [d, u] = γu with α, β, γ ∈ k. Then
γu = [d, u] = [d, [h, u]] = [αh+ βu, u] + [h, γu] = (α+ γ)u.
Therefore α = 0. Substituting d by d + βu (these elements act identically on
W (1; 2)(1)) one obtains β = 0. We may as in former cases adjust x(3)∂ to obtain
γ ∈ {0, 1}.
(4) Consider the case dim rad (L) = 3. Observe that L/rad (L) is 3-dimensional
semisimple. Theorem 3.2 yields L/rad (L) ∼=W (1; 2)(1).
(a) Suppose rad (L) contains an ideal I of L different from {0} and rad (L). Let
π : L→ L/I denote the canonical homomorphism. Note that π(L)/radπ(L) ∼=
W (1; 2)(1). As dimπ(L) ∈ {4, 5}, Theorems 4.1 and 4.2 show that π(L) = Q⊕
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rad (π(L)) is the direct sum of ideals where Q ∼=W (1; 2)(1). Set L0 := π
−1(Q).
Then dimL0 ∈ {4, 5} and L0 is an ideal of L with radical I of codimension 3.
Theorems 4.1 and 4.2 yield L0 = P ⊕ I, where P ∼=W (1; 2)
(1) is an ideal of L0.
Since both rad (L)/I, I have dimension less than 3, Proposition 3.3 yields that
P annihilates rad (L). Then P is an ideal of L.
(b) Now suppose that rad (L) contains no ideal of L properly. In particular,
it is abelian, and L/rad (L) ∼= W (1; 2)(1) acts on rad (L) irreducibly. The only
faithful 3-dimensional module of W (1; 2)(1) has been described in Proposition
3.3. It is isomorphic to O(1; 2)/k. If the extension
0→ O(1; 2)/k → L→W (1; 2)(1) → 0
splits, then L = W (1; 2)(1) ⋊O(1; 2)/k.
(c) Finally assume that rad (L) ∼= O(1; 2)/k is abelian and the extension
0→ O(1; 2)/k → L→W (1; 2)(1) → 0
does not split. Let π : L → W (1; 2)(1) denote the canonical homomorphism.
Choose a basis (e, h, f, v1, v2, v3) of L such that
e¯ := ∂, h¯ := x∂, f¯ := x(2)∂, v1 := x+ k, v2 := x
(2) + k, v3 := x
(3) + k,
and e, f are (adh)-root vectors. These elements multiply as follows
[h, e] = e + α1v1 + α3v3, [e, v1] = 0, [f, v1] = v2, [h, v1] = v1,
[h, f ] = f + β1v1 + β3v3, [e, v2] = v1, [f, v2] = v3, [h, v2] = 0,
[e, f ] = h+ γ2v2, [e, v3] = v2, [f, v3] = 0, [h, v3] = v3.
Moreover,
0 = [h, [e, f ]] = [e+ α1v1 + α3v3, f ] + [e, f + β1v1 + β3v3]
= h+ α1v2 + h+ β3v2 = (α1 + β3)v2,
whence
α1 = β3. (5.1)
Next let r, s ∈ k and set
e′ := e, v′1 := v1,
h′ := h+ rv2, v
′
2 := v2,
f ′ := f + se, v′3 := v3 + sv1.
It is not hard to compute
[e′, v′1] = 0, [f
′, v′1] = v
′
2, [h
′, v′1] = v
′
1,
[e′, v′2] = v
′
1, [f
′, v′2] = v
′
3, [h
′, v′2] = 0,
[e′, v′3] = v
′
2, [f
′, v′3] = 0, [h
′, v′3] = v
′
3,
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and (adh′ − Id)2(e′) = (adh′ − Id)2(f ′) = 0. In addition,
[h′, f ′] = [h, f + se] + [rv2, f + se]
= (f + β1v1 + β3v3) + s(e+ α1v1 + α3v3) + rv3 + srv1
= f + se+ (sα1 + β1 + sr)v1 + (sα3 + β3 + r)v3
= f ′ + ((sα1 + β1 + sr) + s(sα3 + β3 + r))v
′
1 + (sα3 + β3 + r)v
′
3.
If α3 6= 0, then solve the equations
s2 = α−13 β1, r = sα3 + β3.
One gets sα3 + β3 + r = 0 and because of equation (5.1)
sα1 + β1 + sr = sα1 + β1 + s(sα3 + β3) = β1 + s
2α3 = 0.
Therefore we obtain in this case [h′, f ′] = f ′.
If α3 = 0, set r = α1 and s = 0. Then [h
′, e′] = e′ holds, and interchanging f ′
with e′ and v′1 with v
′
3 again gives [h
′, f ′] = f ′. Using equation (5.1) one obtains
in both cases a multiplication
[h′, e′] = e′ + αv′3, [h
′, f ′] = f ′, [e′, f ′] = h′ + γv′2.
Next, set f ′′ := f ′ + γv′3, h
′′ := h′, e′′ := e′, and obtain [e′′, f ′′] = h′′. Since the
sequence does not split by assumption, one has α 6= 0. Now set
v′′1 := αv
′
1, v
′′
2 := αv
′
2, v
′′
3 := αv
′
3
to obtain α = 1.
(5) It remains to show that the listed algebras are nonisomorphic. It is clear
that we only have to discuss algebras within the same number 1 - 4.
(i) The algebra of 1.(a) is nonsimple, while that of 1.(b) is so.
(ii) The algebras in 2. have a unique minimal simple ideal W (1; 2)(1), and the
quotient L/W (1; 2)(1) is abelian if and only if δ = 0.
(iii) The algebras in 3. have a unique minimal simple ideal W (1; 2)(1), and
L/W (1; 2)(1) is 3-dimensional solvable. In addition, they have abelian radical if
and only if δ = 0. Apply the nonisomorphism claim of Proposition 3.1 for the
cases δ = 0 and δ = 1 separately.
(iv) The algebras mentioned in 4.(a) and 4.(b) are obviously not isomorphic. It
remains to show that the algebra mentioned in (c) in fact is nonsplit. In order
to do so we assume that L has a basis and multiplication as listed but contains
a subalgebra P ∼= W (1; 2)(1). Then L = P ⋊ rad (L). Let (e′, h′, f ′) denote the
projections of (e, h, f) into P . The multiplication of L/rad (L) shows that
[h′, e′] = e′, [h′, f ′] = f ′, [e′, f ′] = h′.
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Write
e = e′+α1v1+α2v2+α3v3, h = h
′+β1v1+β2v2+β3v3, f = f
′+γ1v1+γ2v2+γ3v3.
Then
e+ v3 = [h, e] = [h
′ + β1v1 + β2v2 + β3v3, e
′ + α1v1 + α2v2 + α3v3]
= [h′, e′] + [β1v1 + β2v2 + β3v3, e
′] + [h′, α1v1 + α2v2 + α3v3]
= e′ + β2v1 + β3v2 + α1v1 + α3v3
= e+ α2v2 + β2v1 + β3v2,
a contradiction. ✷
When char(k) > 2, we have to split the investigation into several cases.
Theorem 5.2 Let L be a nonsolvable Lie algebra of dimension 6 over a finite
field k of characteristic p ≥ 3. Assume dim rad (L) ≤ 2. Then dim rad (L) ≤ 1
and one of the following occurs.
1. dim radL = 0 :
(a) L = sl(2, k)⊕ sl(2, k);
(b) L = sl(2, C(L)), where C(L)/k is a field extension of degree 2;
2. dim radL = 1 : p = 5 and
(a) L =W (1; 1)⊕ C(L);
(b) L is the nonsplit central extension of W (1; 1), i.e.,
L =
(
⊕3i=−1 kei
)
⊕ kz where [L, z] = {0}
and
[ei, ej] =


(j − i)ei+j if − 1 ≤ i+ j ≤ 3,
z if i = 2, j = 3,
−z if i = 3, j = 2,
0 otherwise.
The exposed algebras are mutually nonisomorphic.
Proof. (1) The case rad (L) = {0} is covered by Theorems 2.4 and 3.2. The
following can occur.
(a) L = L1 ⊕ L2, where L1, L2 are 3-dimensional simple. These algebras are
isomorphic to sl(2, k).
(b) C(L)/k is a field extension of degree 2 and L is 3-dimensional simple over
C(L). Then L is C(L)-isomorphic to sl(2, C(L)).
(2) Suppose dim rad (L) = 1. Then L/rad (L) is 5-dimensional and semisimple.
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Theorem 4.2 shows that p = 5 and L/rad (L) ∼= W (1; 1). The central extensions
of the Witt algebra can be found for example in [6, page 428] (the proof there
does not at all need an algebraically closed ground field). They are as claimed.
(3) Suppose dim rad (L) = 2. Then L/rad (L) is 4-dimensional and semisimple.
However, Theorem 4.1 shows that no such algebra exists.
(4) Obviously, there are no isomorphisms among the exposed algebras.
✷
If rad (L) is at least 3-dimensional, a great variety of algebras does occur
(mainly for p = 3). Since no Lie algebra of dimension less than 3 is semisimple
it can only be that dim rad (L) = 3 in the present case.
Theorem 5.3 Let L be a nonsolvable Lie algebra of dimension 6 over a finite
field k of characteristic p ≥ 3. Assume that dim rad (L) = 3 and the extension
0→ rad (L)→ L→ L/rad (L)→ 0
splits. Then L = P ⋊ rad (L) is the semidirect sum of a subalgebra P ∼= sl(2, k)
and the ideal rad (L), and one of the following occurs.
1. L = P ⊕ rad (L) is the direct sum of two ideals, and rad (L) is given by
Proposition 3.1;
2. rad (L) is abelian and completely reducible as a P -module of the form
V (0)⊕ V (1) or V (2);
3. rad (L) is abelian, p = 3 and
(a) rad (L) = V (2, χ) for some χ ∈ P ∗ described in Proposition 3.5, or
(b) L =W (1; 1)⋊O(1; 1), or
(c) L =W (1; 1)⋊O(1; 1)∗;
4. rad (L) = V (1)⊕C(L) decomposes as a P -module and (rad (L))(1) = C(L)
is 1-dimensional;
5. p = 3, rad (L) ∼= O(1; 1) as a P -module, and [x, x(2)] = 1, [L, 1] = {0};
6. rad (L) = kd⊕ (rad (L))(1), (rad (L))(1) is 2-dimensional abelian and iso-
morphic to V (1) as a P -module, and [P, d] = {0}, [d, v] = v ∀v ∈ rad (L);
All algebras listed are mutually nonisomorphic.
Proof. The present assumption means that L has a subalgebra P ∼= L/rad (L).
This subalgebra is semisimple and at most 3-dimensional. Therefore Theorem
3.2 shows that P ∼= sl(2, k). Moreover, rad (L) is 3-dimensional, and therefore is
determined by Proposition 3.1. We have to describe the action of P on rad (L).
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The case [P, rad (L)] = {0} is listed as 1. of this theorem.
Otherwise the simplicity of P ensures that P acts faithfully on rad (L).
(1) Suppose rad (L) is abelian.
(i) If the P -module rad (L) is completely reducible, then the following is possible
rad (L) = V (0)⊕ V (0)⊕ V (0), V (0)⊕ V (1), irreducible.
In the first case P annihilates rad (L). But we assume that P acts faithfully on
rad (L). The second case is listed as 2. of the theorem.
Consider the case that rad (L) is P -irreducible. Recall that C(rad (L), P ) is an
extension field of k, and rad (L) is a vector space over C(rad (L), P ). Let d1 de-
note the k-dimension of C(rad (L), P ) and d2 denote the C(rad (L), P )-dimension
of rad (L). Then d1d2 = dimk rad (L) = 3. The case d1 > 1 gives d2 = 1, whence
P would act abelian on rad (L), a contradiction. Hence d1 = 1, which means
C(rad (L), P ) = k. In the course of section 3 we have mentioned that the P -
module rad (L) is one of the following. Namely, if p > 3, then it is of type V (2),
while for p = 3 it is of type V (2, χ) for some χ ∈ P ∗. The Aut sl(2, k)-orbits
of nonzero irreducible characters are ruled by Proposition 3.5. These cases are
listed in 2. and 3.(a).
(ii) If the P -module rad (L) is decomposable, then rad (L) = U1 ⊕ U2, where
U1, U2 are P -modules and one of these is 1-dimensional while the other is 2-
dimensional. But 2-dimensional modules are completely reducible, so this is the
former case (i).
(iii) Suppose the P -module rad (L) is indecomposable and not irreducible. Then
there is a submodule U of dimension 1 or 2 and the quotient module has dimen-
sion 2 or 1, respectively. Therefore passing to the dual module we may assume
that dimU = 1 and rad (L)/U ∼= V (1).
Set U = kz. Take an sl(2)-triple (e, h, f) of P , choose accordingly a basis
(v¯0, v¯1) of rad (L)/U and take inverse images v0, v1 of these as eigenvectors for
adh. Then (v0, v1, z) is a basis of rad (L) and the following equations hold
[h, e] = 2e, [h, v0] = v0, [e, v0] = αz, [f, v0] = v1,
[h, f ] = −2f, [h, v1] = −v1, [e, v1] = v0, [f, v1] = βz,
[e, f ] = h, [v0, v1] = 0, [L, z] = {0}.
We have assumed that the module does not split, so we assume that α 6= 0 or
β 6= 0. Considering (adh)-eigenvalues one obtains p = 3. Intertwining e, f and
v0, v1 if necessary gives α 6= 0 in any case. Adjusting v0, v1 by α gives α = 1.
Since k is perfect, there is κ ∈ k satisfying κ3 = β. Put
e′ := e, h′ := h+ κe, f ′ := f + κh− κ2e,
v′0 := v0 + κz, v
′
1 := v1 + κv0 − κ
2z, z′ := z.
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Then (as p = 3)
[h′, e′] = 2e′,
[h′, f ′] = −2f − 2κ2e+ κh− 2κ2e = −2(f + κh− κ2e) = −2f ′,
[e′, f ′] = h′,
[e′, v′0] = z
′,
[h′, v′0] = v0 + κz = v
′
0,
[f ′, v′0] = v1 + κv0 − κ
2z = v′1,
[e′, v′1] = v0 + κz = v
′
0,
[h′, v′1] = (−v1 + κv0) + κ(v0 + κz) = −v
′
1,
[f ′, v′1] = (βz + κv1) + κ(−v1 + κv0)− κ
2(v0 + κz) = (β − κ
3)z = 0.
This brings us to the case β = 0. It is now not hard to see that the linear
mapping
τ : L→W (1; 1)⋊O(1; 1),
τ(z) := 1, τ(v0) := x, τ(v1) := x
(2),
τ(e) := ∂, τ(h) := x∂, τ(f) := x(2)∂
is in fact a Lie algebra isomorphism. This case is listed in 3.(b), and the dual
case is listed in 3.(c).
(2) Suppose rad (L) is as in case 2 of Proposition 3.1. Then rad (L) has a P -
composition series {0} ⊂ C(rad (L)) ⊂ C(rad (L)) + (rad (L))(1) ⊂ rad (L) with
1-dimensional factors. Then P annihilates all these, and therefore P annihilates
rad (L). But this is not true under our assumptions.
(3) Suppose rad (L) is as in case 3 of Proposition 3.1. Then rad (L) is not P -
irreducible, but contains a 1-dimensional submodule. With this modification
the proof of (1) applies verbally, and gives the cases 4 and 5 of the theorem.
(4) Suppose rad (L) = kd⊕ (rad (L))(1) is as in case 4 of Proposition 3.1. Then
d acts invertibly on (rad (L))(1) and (rad (L))(1) is 2-dimensional abelian. If
(rad (L))(1) is not P -irreducible, then rad (L) has a P -composition series with
only 1-dimensional factors. In this case P annihilates the factors and hence
annihilates rad (L). But this does not happen under the general assumption.
Therefore (rad (L))(1) is P -irreducible. In addition, rad (L)/(rad (L))(1) is 1-
dimensional, hence it is annihilated by P . Therefore we have that [d, P ] ⊂
(rad (L))(1). Decompose L into the Fitting components with respect to ad d.
As a result of the former deliberations, L1(ad d) = (rad (L))
(1), L0(ad d) ∼=
L/(rad (L))(1) ∼= kd ⊕ P . This now means that L = Q ⋊ (rad (L))(1) is the
semidirect sum of a subalgebra Q ∼= kd ⊕ P and the ideal (rad (L))(1). As a
consequence, [d, P ] = {0}.
Recall that C((rad (L))(1), P ) is an extension field of k, and (rad (L))(1) is a vec-
tor space over C((rad (L))(1), P ). Let d1 denote the C((rad (L))
(1), P )-dimension
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of rad (L) and d2 denote the k-dimension of C((rad (L))
(1), P ). Then
d1d2 = dimk(rad (L))
(1) = 2.
The case d2 > 1 gives d1 = 1, whence P would act abelian on (rad (L))
(1), a
contradiction. Hence d2 = 1, which means C((rad (L))
(1), P ) = kId. Note that
add is contained in C((rad (L))(1), P ). Then one can adjust d to obtain that d
acts as the identity on (rad (L))(1). This is case 6 of the theorem.
(5) The set {x ∈ L | [x, rad (L)] = {0}} is nonsolvable in case 1 and solvable in
all other cases of the theorem. This observation and properties of the radical
distinguish all algebras listed in the theorem.
✷
Theorem 5.4 Let L be a nonsolvable Lie algebra of dimension 6 over a finite
field k of characteristic p ≥ 3. Assume that dim rad (L) = 3 and the extension
0→ rad (L)→ L→ L/rad (L)→ 0
does not split. Then p = 3, and L is one of the algebras described in Propo-
sition 4.5 or L has a 5-dimensional ideal L1 and a basis (d, e, h, f, v0, v1) with
multiplication
[h, e] = −e+ v1, [h, v0] = v0, [e, v0] = 0, [f, v0] = v1,
[h, f ] = f, [h, v1] = −v1, [e, v1] = v0, [f, v1] = 0,
[e, f ] = h, [v0, v1] = 0,
and
[d, e] = v1, [d, h] = [d, f ] = [d, v0] = [d, v1] = 0,
or
[d, f ] = v0, [d, h] = [d, e] = [d, v0] = [d, v1] = 0.
These algebras are mutually nonisomorphic.
Proof. The nonsplitting of the extension means that L has no subalgebra iso-
morphic to sl(2, k).
(1) Suppose rad (L) has an L-composition series with only 1-dimensional factors.
Let I denote a 1-dimensional ideal and π : L → L/I be the canonical homo-
morphism. Then π(L) is 5-dimensional with 2-dimensional radical rad (L)/I,
and this radical is not π(L)-irreducible. Therefore π(L) is described in case 2 of
Theorem 4.3. This theorem shows that π(L) contains a subalgebra P ′ ∼= sl(2, k).
Then π−1(P ′) is 4-dimensional and isomorphic to gl(2, k) (Theorem 4.1). As
a consequence, L contains a subalgebra P ∼= sl(2, k). But then the extension
splits, a contradiction.
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(2) Suppose rad (L) ⊃ I ⊃ {0} is an L-composition series with dim I = 1,
dim rad (L)/I = 2. Note that L/I has an irreducible 2-dimensional radical,
hence is ruled by cases 2(c) or 3 of Theorem 4.3. In case 2(c) L/I contains a
subalgebra Q ∼= sl(2, k). The inverse image of Q in L is 4-dimensional. Theorem
4.1 shows that L contains a subalgebra isomorphic to sl(2, k), a contradiction.
Therefore case 3 of Theorem 4.3 applies. Then L is a central extension of L/I,
and therefore is described in Proposition 4.5.
(3) Suppose rad (L) ⊃ I ⊃ {0} is an L-composition series with dim I = 2,
dim rad (L)/I = 1. Note that I is abelian as it is L-irreducible. Theorem
4.1 shows that L/I ∼= gl(2, k). The inverse image L1 of sl(2, k) in L is a 5-
dimensional ideal of L. In addition, rad (L) contains an element d so that the
following holds
L = kd⊕ L1, rad (L) = kd⊕ I, [d, L] ⊂ I.
(i) Suppose [d, I] 6= {0}. Then [d, I] = I because I is L-irreducible. Decompose
L = L0(ad d) ⊕ L1(ad d) into its Fitting components with respect to add. Ob-
viously, L1(ad d) = I and therefore L0(ad d) ∼= L/I ∼= gl(2, k). But then there
is a subalgebra P ⊂ L0(ad d) isomorphic to sl(2, k), a contradiction.
(ii) Suppose [d, I] = {0}. If [d, L] = {0}, then L has the 1-dimensional ideal kd.
This case has been treated in (2).
Therefore we assume [d, L] 6= {0}. Since rad (L1) = I is L1-irreducible, L1 is
described by cases 2(c) or 3 of Theorem 4.3. But in case 2(c) the extension
would split. Therefore we are in case 3, and L is a 6-dimensional subalgebra of
DerL1. The latter algebra has been described in Proposition 4.4. According to
that proposition L has a basis (d, e, h, f, v0, v1) with multiplication
[h, e] = −e+ v1, [h, v0] = v0, [e, v0] = 0, [f, v0] = v1,
[h, f ] = f, [h, v1] = −v1, [e, v1] = v0, [f, v1] = 0,
[e, f ] = h, [v0, v1] = 0,
and d = α1d1 + α2d2, whence
[d, e] = α1v1, [d, f ] = α2v0, d(h) = d(v0) = d(v1) = 0.
If α1 = 0 or α2 = 0, then the algebra is listed in the theorem. Therefore we
assume α1α2 6= 0. Solve the equation
q3 = α−11 α2, set s := q
2, β := −α1α
−1
2 s.
Then
s3 = α−21 α
2
2, β
2s = 1, α2s
−1β = −α1
hold. Note that L1 = ke ⊕ ker(ad f)
2 and (ad f)2(ke) = kf . For x ∈ L1 and
y ∈ ker(ad f)2 one computes
[(ad f)2(x), (ad f)(y)] = [(ad f)(x), (ad f)2(y)] = 0.
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Therefore exp(adβf) is an automorphism of L1. Set
e′ := exp(adβf)(e) = e− βh− β2f, v′0 := exp(adβf)(v0) = v0 + βv1,
h′ := exp(adβf)(h) = h− βf, v′1 := exp(adβf)(v1) = v1,
f ′ := exp(adβf)(f) = f,
and
D := α1d1 + α2d2 + α1sv0 + α2s
−1v1 ≡ d (mod L1).
Then
[D, e′] = α1v1 − α2β
2v0 + α1s(βv0 + β
2v1) + α2s
−1(−v0 − βv1)
= (−α2β
2 + α1sβ − α2s
−1)v0 + (α1 + α1sβ
2 − α2s
−1β)v1
= s−1(−α2 − α
2
1α
−1
2 s
3 − α2)v0 + 3α1v1 = 0,
[D,h′] = −α2βv0 + α1s(−v0 + βv1) + α2s
−1v1
= (α1s− α1s)v0 + s
−1(−α21α
−1
2 s
3 + α2)v1 = 0,
[D, f ′] = α2v0 − α1sv1 = α2(v0 − α1α
−1
2 sv1) = α2v
′
0,
[D, v′0] = [D, v
′
1] = 0.
Therefore the linear mapping kd ⊕ L1 → kd2 ⊕ L1 given by exp(adβf) on L1
and D 7→ α2d2 is an algebra isomorphism.
(4) Suppose rad (L) is L-irreducible. Then it is abelian and is an irreducible
L/rad (L)-module. In the course of section 3 we have mentioned that it is one
of the following. Namely, if p > 3, then it is of type V (2), while for p = 3 it is
of type V (2, χ) for some linear form χ : sl(2, k)→ k¯.
Consider first the case that p = 3 and χ 6= 0. Observe that L¯ := L/rad (L) ∼=
sl(2, k) is a restricted Lie algebra. There is x ∈ L \ rad (L) such that
(ad x¯
∣∣
rad (L)
)3 − ad x¯[3]
∣∣
rad (L)
= χ(x¯)3Idrad (L) 6= 0.
Choose y ∈ L for which y¯ = x¯[3], set D := (adx)3 − ad y ∈ DerL. Then
D(L) ⊂ rad (L), D(v) = χ(x¯)3v 6= 0 ∀v ∈ rad (L).
Decompose L = L0(D)⊕L1(D) into the Fitting components with respect to D.
The above means L1(D) = rad (L). Then L0(D) ∼= L/rad (L) is a subalgebra
isomorphic to sl(2, k). But then the extension in question splits.
As a consequence, rad (L) ∼= V (2) as an L/rad (L)-module in all cases. Choose
an sl(2)-triple (e¯, h¯, f¯) in L/rad (L) and preimages e, h, f such that e, f are
h-root vectors. Next choose a basis (v0, v1, v2) of rad (L) so that
[h, v0] = 2v0, [e, v0] = 0, [f, v0] = v1,
[h, v1] = 0, [e, v1] = 2v0, [f, v1] = v2,
[h, v2] = −2v2, [e, v2] = 2v1, [f, v2] = 0.
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Since {e, v0}, {h, v1} and {f, v2} span the respective h-root spaces, one has
[h, e] = 2e+ αv0, [h, f ] = −2f + βv2, [e, f ] = h+ γv1
for some α, β, γ ∈ k. Note that
0 = [h, [e, f ]] = [2e+ αv0, f ] + [e,−2f + βv2] = −αv1 + 2βv1.
This gives α = 2β. Set
e′ := e+ (γ − β)v0, h
′ := h+ βv1, f
′ := f.
Then
[h′, e′] = (2e+ αv0) + 2(γ − β)v0 − 2βv0 = 2e
′,
[h′, f ′] = (−2f + βv2)− βv2 = −2f
′,
[e′, f ′] = (h+ γv1)− (γ − β)v1 = h
′.
Hence P := ke′+kh′+kf ′ is a subalgebra of L isomorphic to sl(2, k). Therefore
this case does not occur.
(5) We have to show that the exposed algebras are nonisomorphic. The algebras
of Proposition 4.5 have a 1-dimensional center, while the other algebras listed
in the theorem are centerless. It has been proved that the 3 types of algebras
of Proposition 4.5 are nonisomorphic. We show that the algebras kd1 ⊕L1 and
kd2⊕L1 are nonisomorphic. Suppose on the contrary that there exists an algebra
isomorphism σ : kd1⊕L1 → kd2⊕L1. Since (kd1⊕L1)
(1) = (kd2⊕L1)
(1) = L1,
σ induces by restriction an automorphism of L1, and therefore it maps the
unique minimal ideal rad (L1) of L1 onto itself. Set
σ(d1) := D = αd2 + β0e+ β1h+ β2f + γ0v0 + γ1v1
and
A := {x ∈ L1 | [d1, x] = 0} = kh+ kf + kv0 + kv1.
Then σ(A) = {x ∈ L1 | [D, x] = 0}. Since rad (L1) ⊂ A, the above reasoning
shows that rad (L1) ⊂ σ(A), and this gives β0 = β1 = β2 = 0. Moreover,
σ(A)/rad (L) is 2-dimensional, and therefore there exists an element x ∈ σ(A)
of the form x = δ0e+ δ1h 6= 0. We compute
0 = [D, x] = [αd2 + γ0v0 + γ1v1, δ0e + δ1h] = (−γ0δ1 − γ1δ0 − γ1δ1)v0 + γ1δ1v1,
whence
γ0δ1 + γ1δ0 = 0, γ1δ1 = 0.
Both cases δ1 = 0 and δ1 6= 0 yield γ1 = 0. Consequently, D = αd2 + γ0v0 and
σ(A) ⊂ ke+ k(αh− γ0f)+ kv0+ kv1. But since A is 4-dimensional, this is only
possible if γ0 = 0,
D = αd2, σ(A) = ke+ kh+ kv0 + kv1.
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Next we oberve that f ∈ A(1) \ rad (L1), and therefore σ(f) ∈ σ(A)
(1) \
rad (L1) = (ke+ kv0 + kv1) \ kv0 + kv1. Arguing similarly for h we obtain
σ(f) = λe+ µ0v0 + µ1v1, λ 6= 0,
σ(h) = κh+ λ′e+ µ′0v0 + µ
′
1v1, κ 6= 0.
Then
λe + µ0v0 + µ1v1 = σ(f) = σ([h, f ]) = [σ(h), σ(f)]
= [κh+ λ′e+ µ′0v0 + µ
′
1v1, λe+ µ0v0 + µ1v1]
≡ κλ(−e+ v1)− κµ1v1 (mod kv0),
and this gives κ = −1, µ1 = −λ+ µ1. But then λ = 0, a contradiction. ✷
Counting the isomorphism classes of this section we obtain the number of
isomorphism classes of nonsolvable 6-dimensional Lie algebras over a finite field
k as follows
p = 2 : 15 + 2|k|,
p = 3 : 19 + |k|+
∣∣{ξ ∈ k | T 3 + T 2 = ξ has a solution in k}∣∣,
p = 5 : 12 + |k|,
p > 5 : 11 + |k|.
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