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Über die absolute Summierbarkeit der Orthogonalreihen 
Von LÁSZLÓ LEINDLER in Szeged 
Einleitung 
Es sei {av} ( r = 0,1,...) eine reelle Zahlenfolge und {<pv(x)} = 1, . . . ) 
ein im Intervall (0 ,1) orthonormiertes Funktionensystem. Das n-te ( C , a ) ~ 




wird mit oj"}(x) bezeichnet, d. h. es ist 
= l W 2 №rür9r(x) (/! = 0, 1, . . .) 
/ij, r=0 
mit 
.{a)_(m + a 
A'" —\ m 
& 
Die Orthogonalreihe (1) heißt im Intervall (0 ,1) fast überall |C, « | - summier-
bar, wenn im Intervall (0 ,1) fast überall 
2 1 (x)—a»") ( x ) ! < 0 0 11=0 
gilt . 
K . T A N D O R I [ 4 ] hat den folgenden Satz bewiesen: 
Damit die Reihe (1) für jedes Orthonormalsystem {<jp,.(x)j im Intervall 
(0 ,1) fast überall \ C, 1 [-summierbar sei, ist die Bedingung 
(2) 2 ) 2 ¿r <oc> 
tu—U <-/«==2"'+l ' 
notwendig und hinreichend. 
In § 1 dieser Arbeit wird bewiesen, daß die Bedingung (2) auch für 
« > - i- die notwendige und hinreichende Bedingung der (C, « |-Summierbarn 
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keit der Reihe (1) ist. Wir werden ferner hinreichende Bedingungen für 
— 1 < a < ~ und für a — angeben, die im allgemeinen nicht geschwächt 
werden können und die , für positive, monoton nichtwachsende Zahlenfolgen 
{ar} auch notwendige Bedingungen der | C, «|-Summierbarkeit bzw. C, 
Summierbarkeit sind. 
In § 2 wird gezeigt, daß die in den Divergenzbehauptungen der Sätze 
des § 1 angeführten orthonormierten Funktionensysteme auch als orthonor-
mierte Polynomsysteme gewählt werden können. 
Ein im Intervall (0,1) orthonormiertes Funktionensystem {#,(*)} 
( n = = 0 , 1 , . . . ) heißt ein System vom Haarschen Typ — kurz: H-Typ —, 
wenn für jedes x £ (0,1) 
*»(*)*»(*) = 0 (2A <n,m^ 2k+], n=j=m; k = 0, 1 , . . . ) 
gilt. In § 3 werden wir folgendes beweisen: Ist die Reihe (1) für ein System 
vom H-Typ | C, ß|-summierbar mit « > 0 , so ist sie auch fast überall absolut 
konvergent. 
Endlich werden wir in § 4 beweisen, daß die Bedingung 
co ; 2»'+l j ' / -
(3) Z i » , ) Z ß" 
mit keiner positiven, monoton nichtabnehmenden, ins Unendliche strebenden 
Zahlenfolge {/,„} eine notwendige Bedingung der |C, «|-Summierbarkeit mit 
0 ^ « ^ sein kann. 
Ich möchte dem Herrn Dozent KÄROLY TANDORI, von dem diese Prob-
leme stammen und der mich in der Fertigstellung dieser Arbeit mit wertvollen 
Ratschlägen unterstützt hat, meinen aufrichtigen Dank aussprechen. 
§ 1. Die absolute Summierbarkeit allgemeiner Orthogonalreiheh 
In diesem Paragraphen werden wir drei Sätze beweisen. 
S a t z 1. Es sei Damit die Reihe (1) für jedes orthonormierte 
Funktionensystem im Intervall (0,1) fast überall \ C, cc \-summierbar sei, ist die 
Bedingung (2) notwendig und hinreichend. 
B e w e i s v o n S a t z I. Zum Beweis des Satzes benötigen wir die 
folgenden bekannten Tatsachen: 
( 1 . 1 ) (m>0, co — 1), 
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wobei Cj(ß) und c2(a) nur von a abhängige positive Zahlen sind, ferner gelten 
die Relationen 
A ^ X ) 
(siehe z. B. A. ZYGMUND [5], S. 77). 
Mit einfacher Rechnung ergibt sich 
(m^0, a> — 1), 
(ms0, co0), 
i («) A 
V 
(«) Ä f f ) An VC. 
•flll-t-1 A(il) A™ (n + 1 — v) (n + 1 + a) ' 
Aus (1.1) folgt die Abschätzung 
( 1 . 2 ) d , ( o ) 
(n+l-rr1" ^ (n+\ — v)a-lv 
Ii 
( « = 1 , 2 , . . . ; r = 0 , 1 , . . . , n ; « > — 1 , «=^0), 
wobei dx(a) und d.2(a) nur von u abhängige positive Zahlen sind. Offensicht-
lich ist l}„\>0 für co0, L\'%. = 0 für cc = 0 und L\"\. < 0 für — 1 < « < 0 . 
H i n 1 ä n g 1 i c h k-e i t. Ohne Beschränkung der Allgemeinheit kann 
ö0 = ai = 0 angenommen werden. Durch Anwendung der Cauchyschen Un-
gleichung erhält man für co—1 auf Grund von (1.1) und (1.2) 




co /• a ( 2"'+1 j 1/2 
2 2 l o f t t o - ^ t t l d x ^ 22'"ß] 2 ( a S W - a f w y ^ x -»i=0H_ymj.j J »i=0 (fl_2»' • i ; 
(1.3) 
l 
(„=orn+1 Lr=0 ( 4 ^ , ) 
T ÖPI+1 
OD I 2",+1 u , . . x2r<-2 2 )><-
2 2 ^ aA 







flq 1/1 + 1 + 1 
( 2 " , + 1 + l ) a 
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2 Z I \o%(x)-<C(x)\dx = 
i»=0 „_2»)i+j ./ 
0(1) 2 
« 1 = 0 
= 0(1) 
Ottl+1 w mjn (2'+l „) ]l/2 , „ui+l ,1/2 
'-"'(1+2a) 2 Z 2 ' (fl + \ - v f " ~ 2 r 4 + \~2 flü 
om+1 .1/2 
2 \ r ' " ^ 2 2 r2ai ' 2 ( « + 1 - 7 , ) M + 1 
'=° r=2'+l » = max(2'"+l,r) ! ,»i=0 
0(1) 
= 0(1) 
CO I m 2 ' + ! ) ! / 2 
H-=o'( /=o ,„=2/+1 ) 
= 0(1) 
• co i 2'+' lV2 
2 2 - 2 2 1 + 1 
»i=0 /=0 I r =2'-fl ' 
' co ( 2'+! \xl- co 
2 ] Zal[ - 2 ' ^ r + l 
Daraus folgt durch Anwendung des Satzes von B. LEVI, daß die Reihe (1) 
im Intervall (0 ,1) fast überall |C ,a | - summierba r ist. 
Zum Beweis der Notwendigkeit von (2) benötigen wir den folgenden 
H i l f s s a t z I. Es sei |/?„(x)} (n = 1 , 2 , . . . ) ein im Intervall (0 ,1) de-
finiertes Treppenfunktionensysti//?.') Wir bezeichnen mit Js(n) (« = 1 , 2 , . . . ; 
5 = 1,2,..., s„) die Konstanzintervalle von R„(x). Gilt für jedes m>n die 
Beziehung 
(A) sign R,„ (x)dx = 0 (s = 1 , 2 , . . . , s„), 
so gibt es zu jeder reellen Zahlenfolge dt ,..., d* eine einfache Menge'-) Ek 
derart, daß für x £ Ek 
2d,R,(x) ^ | rf.v-, Pv_, (jc)| (k = 0, 1,..., N— 1 ) 
!) Eine Funktion in (0, 1) heißt Treppenfunktion, wenn (0, 1) in endlich viele Teil— 
intervalle zerlegt werden kann derart, daß die Funktion in jedem Teilintervall konstant ist. 
2) D. h. Ek ist die Summe endlich vieler Intervalle. 
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besteht und 
ist. 
(k = 0, l , . . . , N - l ; 5 = 1 , 2 , . . . , 7 , ( 0 ) = (0 , l ) ) 
B e w e i s d e s H i l f s s a t z e s I. Nach der Eigenschaft (A) von 





II(E!: n J s ( N — K — 1))= 
dN-kRs-k(x)\ (x C Ei) 
" ( / ' " V " > ( , = 1 , 2 
gilt. Weiterhin ist Ei' die Vereinigung gewisser JS(N—k). Ist k = 0, dann ist 
die Behauptung bewiesen. Ist dann folgt nach der Eigenschaft (A) von 
RN-k+i(x), daß es eine einfache Menge E " ( ^ E ! ) derart gibt, daß für jedes 
x 6 Ei' 
X-k+l 
>. di Ri (x) ZdiR(x) ¡dx-tRy-kWl 
besteht und 
, « ( £ , " n J G ( N - K - 1 ) ) = > ^ M N ~ K (S = L,2,..., 5,.,-,) 
gilt, wo E!,' die Vereinigung gewisser JS(N—/r+1) ist. Somit ergibt sich 
mit vollständiger Induktion die Behauptung. 
N o t w e n d i g k e i t . Im folgenden wird ein spezielles orthonormiertes 
System {/„(*)} (n = 0 , l , . . . ) definiert. Es seien 
Xn(x) = r„(xy) (// = 0 , 1 , 2 ) . 
Die Funktionen %u(x) (// = 0 , 1 , 2 ) sind Treppenfunktionen. 
Es sei s ( ^ l ) eine beliebige natürliche Zahl. Wir nehmen an, daß die 
Treppenfunktionen %n(x) (n = 0 , 1 , . . . , 2S) schon so definiert sind, daß sie 
ein System vom H-Typ bilden. 
Dann kann das Intervall (0 ,1) in endlich viele Teilintervalle / , ( 1 ^ e ^ (>.,) 
derart zerlegt werden, daß in jedem die Funktionen %„(x) (« = 0 , 1 , . . . , 2 " ) 
konstant sind. 
Mit ß(H) wird das Lebesguesche Maß der Menge H bezeichnet. 
4) ';.-(A') bezeichnet die k-te Rademachersche Funktion: 
r,.(x) = sign sin 2 7ix 
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W i r setzen 
^ d2vn ( [ 11 
O0(/n) = 0 und Qk(m)= Z - ^ r 1 i4m== 2 ö» ; 
»=1 /1«, V 'n=2"'+l ! 
k = l , . . . , 2 ' " ; /77 = 0 , 1 , . . . ] . 
Für ein end l i ches Intervall / = ( / / , « ) wird 
4 ( / 7 7 , / ) = (// + | u( / )ö , . 1 ( /77 ) , / / + i(.(/)i>;£(/77)) (A: = l , 2 , . . . , ' 2 ' " ; /77 = 0 , 1 , . . . ) 
gese tz t . 
Wir tei len j edes / » = («?, ';») in 2S Tei l interval le ein, 
h{s ;y„ ) = (u„ +,«(y?)i>A-i(s), hc, + M(7?)i>/,(s)) (£ = 1 , 2 , . . . , 2S), 
und setzen 
0 = (Ä = l , 2 , . . . , 2S). "o'+fc (<=1 
D i e Funkt ionen ^„(x ) (2* + 1 ^ « ^ 2 s f ' ) s ind Treppenfunkt ionen . S ie 
s ind normiert : 
i i 
ziu_(x)äx = —~ X ri(x, Ik(s; J,))dx = 
0 " ' o 
A" C A (i~ • 
> ^ d x = ± . « ( / » ) = Z . « w = 1-
%+/,-. ?= l a.v,+& ?=i A , »=i 
N a c h der Def in i t ion ist e s klar, daß d a s Funkt ionensys tem {^„(x ) | 
(n = 0 , 1 , . . . , 2S + 1) auch orthogonal und für j edes x £ ( 0 , 1 ) s o g a r 
* « ( x ) f l » ( x ) = 0 ( 2 ' < / i , / n g 2 ' + 1 ; 0 ^ l ^ s ) 
ist, a l so bi lden d ie ^ , t (x ) ein Sys tem v o m H - T y p . 
:>) Ist / = (w;f> ein endliches Intervall und h(x) eine in (0,1) definierte Funktion, 
so wird 
n ) A r — " l für u<x<v h(x;l) = ( 1, v—u) 
( 0 sonst 
gesetzt. Offensichtlich ist 
« i 
I h(x-, ])dx = ß(I) j h(x)dx. 
n d 
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Mit vollständiger Induktion ergibt sich sodam ein unendliches System 
vom H-Typ. 
Das n-te (C, cc)-Mittel der Reihe 
cd 
£ a „ X v ( x ) 
«=(i 
wird mit äu '^x) bezeichnet. Wir nehmen an, daß die Reihe (1) für jedes 
orthonormierte System {</>„(*)} fast überall |C, ß |-summierbar j« > - ^ - j ist. 
Dann gilt auch 
•J1=0 
im Intervall (0 ,1) fast überall. 
Es sei n = 2Hia+~a)d!(cc)cl22(cc), wo di(a) und d>>(«) die unter (1 .2 ) an-
geführten Konstanten sind. Nach dem Egoroffschen Satz gibt es dann eine 
meßbare Menge E mit , « ( £ ) ^ 1 — s und eine positive Konstante K derart, 
daß für jedes x d E 
co 
n=i ist, woraus folgt: 
(1 .4 ) £ ( j ( x ) - äl:'\x) | dx ^ Ku (E). 
« = 2 J 
X 
Es seien m und n natürliche Zahlen, 2 ' " < / i ^ 2 ' " + 1 . Wir setzen 
R,(x; m,n)= £ L^räryAx) (/ = 0 , 1 , . . . , m — 1.), 
v=2'+l 
Rm(x; m, n) = £ Ü"\,ar/^(x) 
r = 2 " ' + l 
und 
Rm+1 (x; m, ri) =• — a u + l (x). 
Aus der Definition von % r(x) {v = 0 , 1 , . . . ) ist klar, daß die Funktionen 
m, ri) (/ = 0, 1 , . . . , m -f-1) die Bedingungen des Hilfssatzes I erfüllen. 
Wir wenden auf die Funktionen Ri(x; n, tri) (/ = 0 , 1 , . . . , m + 1 ) den 
Hilfssätz I mit N = m +1, k = 3 a n ; die entsprechende Menge wird mit 
Es{m,n) bezeichnet. So ergibt sich auf Grund von (1.2) und der Definition 
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der Funktionen */,.(x) ( r = 0 , 1 , . . . ) : 
a> (• a> 2"1+1 (• 
n.-=2s+l •/ . ••>=* ji=2'"+1 
^ 2m+l -
- . w W d x ^ Z Z 
W3(m, n) n /•; 
Z / . ( * ) - f 
•v=0 
•1 Z L<° i a , , / r ( x ) l d x 
1 
z 
1 , _ 3 m - 2 + 1 
CD 2 M + 1 
^ z z 
'"=i! »=am+i K„(m, H) /'.'-¡(iü, n)n K 
-jiii+1 
^ L-,!. r Uy/ }• ( x ) 
r = 2m"2+l 






Z Z p-4 z 
I» =il ,1 _0TO+1 V r = Aii-2 
om+l 
A „ - 2 
CD / . 2"* ' 2 2 M T 1 / , , SA-1 
^ Z 2 - V i ( « ) z ^ Z 2~(l>i~2a)di(a)A,„-j i,-2>»-2+I Am-2 "+1 
^ Z ( c c ) A m - 2~(iH "a)i/ ( (a)Am., ^ 2 ( « ) Z , 
m = 3 \ ) in = 1 
woraus (2) wegen (1.4) folgt. 
Damit haben wir die Notwendigkeit der Bedingung (2) und den Satz I 
bewiesen, und auch die folgende Divergenzbehauptung erhalten: 
Es sei u>~. Ist die Bedingung (2) nicht erfüllt, so gibt es ein in (0 ,1) 
orthohormiertes System von Treppenfunktionen {rp„(x)j derart, daß die Reihe (1) 
nicht fast überall |C, a\-summierbar ist. 
Wir werden jetzt die folgende Divergenzbehauptung beweisen : 
Bezeichne {</>»(*)} ein Orthonormalsystem von Treppenfunktionen. Ist 
die Orthogonalreihe (1) in einer Menge / / ( £ ( 0 , 1 ) ) mit,«(//) =-- 2ö ( 0 < 2 ö < l ) 
nicht | C, a \-summierbar für ein a > — 1, so kann ein orthonormiertes System 
Absolute Summierbarkeit der Orthogonalreilien 251 
von Treppenfunktionen | X/J„ (X) \ angegeben werden derart, daß die Reihe 
c o 
(1 .5 ) y,allipn(x) 
n = 0 
in (0 ,1) fast überall nicht \C,a\-summierbar ist. 
Ohne Beschränkung der Allgemeinheit kann a0 = a1 = 0 angenommen 
werden. Zum Beweis dieser Behauptung werden wir ein in (0 ,1) orthonor-
miertes System von Treppenfunktionen {ipn(x)}, eine Indexfolge {Nm\ 
(0 = N 0 < N t < . . . < N „ , < . . . ) , eine positive, monoton wachsende Zahlenfolge 
{/,„} und eine Folge von einfachen Mengen {//,„} ( / / , „ £ ( 0 , 1 ) ) konstruieren, 
welche die folgenden Bedingungen erfüllen. 
Die Mengen Hm sind stochastisch unabhängig'1) und haben das Maß 
(1.6) 
für jedes n gilt 
(1 .7) 
}i(H„) = ö (m = 1 , 2 , . . . ) ; 
m a x \ i p n ( x ) \ ^ m a x | y „ ( x ) | ; 
IK><1 0<..R<L 






'̂ -i 1 
Z L('"\.a„ ypv(x) -| j-,-au-rl'ip„ rl(x) 





z Z l}"}vav'ipv(x) l ui+i • 
Wir setzen ip0(x) = <p0(x). Es sei / n „ ( ^ 0 ) eine natürliche Zahl. Wir 
nehmen an, daß die Treppenfunktionen ip„(x) (n = 0 , 1 , . . . , N,»0), die Zahlen 
N o < N i < . . . < Af,„0, (0 <)/.i •. • und die einfachen Mengen 
H \ , . . . , H„,o schon definiert sind derart, daß diese Funktionen in (0,1) ortho-
normiert sind, diese Mengen stochastisch unabhängig sind, (1 .7) für 
und (1.6), (1.8), (1.9) für m = 0 , 1 , . . . , m0 erfüllt sind. 
Durch einfache Rechnung ergibt sich für cc>—1 und für ein beliebiges s 
Z Z \ltfr\<oo. 
Es sei 
cd m 0 
¿»„+1= Z Z max ja^cpAx)!-
»=,V,„or = 0 . OS^SAT^ 
n<x<~ i 
«) D. h. für jede endlich Indexfolge k, < k2 < . . . < kn gilt 
/«(//,_ n //,., (1 • • • n //,„) = ß(Hk)ß{Hk)... ß(Hk). 
252 L. Leindler 
Aus unseren Annahmen folgt, daß es einen Index N„loU (>N„h) und eine 
einfache Menge H,'„ll+i(E(0,1)) mit ,«.(//,;,0+1) = ö gibt, derart, daß für x £ Hi, 
",,4-r 
2 L\"}ra„(pr{x) ö, i + i r/>„+i ( x ) = 5/>,„„+1 
besteht. Daraus folgt nach der Definition von "'0+1 
v »',1+1" 
Z Li"U'v<pr(x) -| Ip- a„.,., rpll+, (x) 
•v " ' a V I r = x v „ , + 1 
<1.10) 
A',',„+l-1 
V / ( « ) 1 L" rav<Pv{x) + -^-a„+i(p,lU(x) 
A,„„+H -vi,i„ 
Z Z a>' CPv M „ =V ^Tsil 2: 4; + 1 
f ü r x € //,;„,+,. 
Dann kann das Intervall (0,1) in endlich viele Teilintervalle h ( l ^ / ^ / „ , 0 ) 
derart zerlegt werden, daß in jedem /, die Funktionen ipn(x) ( 0 ^ n ^ M « 0 ) 
konstant sind und jede Menge Hm {m = 1, 2 , . . . , m0) die Vereinigung einiger 
h ist. Die zwei Hälften des Intervalls I, bezeichnen wir mit /,' bzw. /,". Es sei 
und 
V„ (x) = Z (<?« (x; n)—9" (x; '")) <<>~ v̂„,„+i) 
/,„„+•> = u (m;,„+i(//)u //:„+. (//'))-7) 
Offensichtlich sind diese Funktionen Treppenfunktionen, die Menge //,„„+i ist 
einfach, die Funktionen V'iOO ( O ^ n ^ N , , , ^ ) bilden in (0,1) ein orthonor-
miertes System, (1 .7) besteht für n^N I U o+i und (1.6) für m = m 0 + l , die 
Mengen H0, ...,/•/,„„+1 sind stochastisch unabhängig, ferner folgt auf Grund 
der Definition von //,„„+!, L,„+i, N,„„+i und (1.10), daß (1 .8) und (1.9) auch 
für m = t77u+l bestehen. 
Mit vollständiger Induktion erhalten wir das System {ii/„(x)} und die 
Folgen {H,„\, {N,„}, {¿,„} mit erwähnten Eigenschaften. 
Aus (1 .8) und (1.9) folgt, daß für x £ H„, 
Z 
—I 1 
Z L("Xa,.ipv(x) H ?rrtf„+i '•/'»+1W 7'=0 3/„ 
7) Mit / / ( / ) wird die Bildmenge von H bei der das Intervall (0, 1) in / abbildenden 
linearen Transformation bezeichnet. 
Absolute Summierbarkeit der Orthogonalreilien 253 
besteht, ist x £ lim Hm, so gilt diese Abschätzung für unendlich viele m, also 
ist die Reihe (1.5) in diesem Punkt nicht \C, «¡-summierbar. Aus der sto-
chastischen Unabhängigkeit der Mengen Hm und aus (1.6) folgt durch An-
wendung des zweiten Borel—Cantellischen Lemmas (siehe z. B . W . F E L L E R 
[1], S. 155), daß ( l im H„) = 1 ist. Also ist die Reihe (1.5) fast überall 
! ) ! - > cd 
nicht \C, «j-summierbar. — Hiermit haben wir unsere letzte Behauptung 
bewiesen. 
S a t z II. Damit die Reihe (1) für jedes orthonormierte Funktionensystem 
im Intervall (0,1) fast überall |C, a\-summierbar sei, ist im Falle a = 
die Bedingung 
(1.11) ZVmAm<°o Am = Z 
i n = 0 v ' » = 2 ' " + l j j 
und im Falle —1 die Bedingung 
^ - d - 2 « ) (1.12) Z 2- A„,<oo i)i=0 
hinreichend; für monotone Koeffizientenfolgen sind diese Bedingungen aber 
auch notwendig, falls diese Summierbarkeit für alle Orthonormalsysteme {(p,,(x)\ 
gefordert ist. 
B e w e i s d e s S a t z e s II. Wir nehmen auch jetzt a(1 = al = 0 an 
und beweisen zunächst, daß die Bedingungen (1.11) bzw. (1.12) für die 
c - L 2 - bzw. |C, «¡-Summierbarkeit fast überall mit —1 < a < - ^ hinreichend 
sind. Durch Anwendung der Abschätzung (1.3) erhält man auf Grund von 




f cd i 2 " ' + 1 1)1 m i n ( 2 ' + 1 , i i ) j 1 ' 2 co 
= 0(l) l 2-ä" 2 Z Z (» + + I A , 
V»n = 0 f n = o>»_|_t 7=0 r = :),+1 i m=0 
0(1) 
o!+l -xii+l , 1/2 
2 1 ¡2-2"12 2 Z (n+1-rr1 + 
' = ° r = 2 ! + l n = 2 ' » + l ' 
a 1 7 
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< ;>n ,111+1 >1/2 
+ )rIm 2 v-al 2 ( n + i_v)-' + 
!
2»I+1 oiii+I >1/2 
2'-'" 2 1/2 ai ' 2 (n + 1 — v)-11 
r = 2m+l 11=7' ] 
+ 1 
CO • >J? -
= 0 ( 1 ) 2 2"" 2 2 l Ai + 2 Ira A„,_, + 2 N A„ + 1 
Vw=0 1=0 m = 0 m= 0 
/ a» co \ = o ( i ) \ 2 a i 2 1 2 2 " " + \ <°O 
\ ( = 0 m=l J 
besteht, während für — 1 < « < - ^ -
co r 
2 \rf&{x)-(#\x)\dx = 
n = 0 ./ 
min(2i+1, h) 
= 0 ( 1 ) 2 ] 2 - ( № ) 2 2 2 ( « + + 





f co i in 2 ,+1 2m + 1 ' l1/2 
= 0 ( 1 ) 2 2 - ' " ( № ) 2 2 ^ 2 (» + i - r H + 1 
v , , s s t } ' 1 = 0 = 1 u = max{2"'+l, ^ 
. w =0 





= 0 ( 1 ) 1 2 2 t ( 1 " 2 k ) A „ + 2 \ 2 - m i l + 3 a ) 2 ^ A h ^ - l ) [ + l | = 
¡1 /2 
= 0 ( 1 ) 2 A 2 ' 2 2 - u ' + 1 < o c 
/=0 111=7 
gilt. Daraus ergibt sich durch Anwendung des B. Levischen Satzes, daß die 
Reihe (1) fast überall C, 
1 
- bzw. |C, o:|-summierbar mit —1 < « < — ist. 
Zum Beweis des Satzes II haben wir noch zu zeigen, daß (1. 11) bzw. 
(1 .12) für jede monotone Koeffizientenfolge notwendige Bedingungen der 
Absolu te Summie rba rke i t de r Orthogonalre i l ien 255 
c - L 
' 2 
bzw. |C, ci:|-Summierbarkeit fast überall mit — l < « < ^ - s i n d , falls 
diese Summierbarkeit für alle Orthonormalsysteme ¡</>„(x)} gefordert wird. 
Es sei {Ö„} eine positive, monoton nichtwachsende Zahlenfolge, wobei 
fl0 = ß,i = 0 angenommen werden kann. Das n-ie (C, «)-Mittel der Reihe 
CO 
( i . i 3 ) 
/1 = 0 
bezeichnen wir mit a*(<<) (x). 
Wir benötigen den 
H i l f s s a t z II. Ist <oo, dann ist 
n 
erfüllt, wobei A und B positive, von der Folge {?,.} unabhängige Konstanten 
sind und f)(x) die Summenfunktion der Reihe 
2ovrr(x) 
bezeichnet. 
Dieser Satz ist bekannt. (Siehe z. B. A. ZYGMUND [5], S. 213.) 
Ist die Reihe (1) für jedes orthonormierte System if/>»(x)} in (0,1) fast 
überall 
i; = 4~lA 
c - L 2 -summierbar, dann ist es auch die Reihe (1. 13). Es sei 
. Nach dem Satz von EGOROFF gibt es eine Konstante M und eine 
meßbare Menge G ( c ( 0 , 1)) mit ,«(G)>1— H, SO daß 
(1.14) ¿ i < ( | ) « - < ^ ( x ) | < M ( x ( G ) 
»=0 
besteht. Die Menge (0 ,1 )—G wird mit CG bezeichnet. Durch Anwendung des 
Hilfssatzes II ergibt sich auf Grund von (1.2) und (1. 14) 
Mn(G) S: Z (KSP(X)-<P(X)| dx = 
//=0 J 0 
1 
= z ( ] - J ) i * £ i \ x ) ~ o : ß ( x ) \ d x s 
Ö CO 
1 1 
Z ( j I < ( i } ( x ) - < ^ ( x ) I dx - l /MCG) j j ( o * ( p ( x ) - J ^ ( x ) f d x n i . 
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2; ,1=0 (r=o '< ' 
^ 00 2'"+' ! » / , i \ - l 2 
S ^ m Z 2 2 ( " + ' 7 ) r a - -^ »«=0 ii =2'"+l ' r = 2'"+l ' 
m 2„)+l , .„ ,1/2 
. , S - V NT' \ V / S-1 I 
'"=0 - : , - „=2'" + I •1' = 2"'+l ' 
4 CD m+1 
in = i 
^ 2 VniA,,,. 
£ in = l 
Also (1. 11) ist erfüllt. 
Damit haben wir die Notwendigkeit der Bedingung (1. 11) für monotone 
Koeffizientenfolgen gezeigt. 
Nehmen wir an, daß die Reihe (1. 13) in (0,1) fast überall |C , a | - sum-
mierbar ist für ein beliebiges « zwischen —1 und Es sei « = 4 " M J . 
Nach dem Egoroffschen Satz gibt es eine meßbare Menge Gu mit 
und eine Konstante VW, derart, daß 
(1.15) 2 | o £ ? ( x ) - a * ° ( x ) | < Ai, (x <E G{). n =0 
Durch Anwendung des Hilfssatzes II folgt auf Grund von (1.1) und (1.15) 
i 
n = 0 ./ »1=0 V J J J 
G, o ce, 
- + ¿ s X * Yzp= 
•11=0 ir=0 (/ l | i+l) ' c " = 1/1„ 
\ CO 4 OD 2"'+1 A CD 2"' + l 
^ A y Qu = A y -sp a„ A v> 2-('»4-i)k V a > 
= 2c,(«) ,fTi na 2c,(a) rt" = 2c,(«) ,,^-n " ~~ 
/i 00 '"+1 /< ® '"/i t, - , A 9-(„,+i)« „ — , _ A V i l ' 1 " ^ / 
4c2(ß) „7=o 4c2(ß) „7^ 
also ist (1. 12) erfüllt. 
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Wir haben hiermit die folgende Divergenzbehauptung bewiesen: 
Es sei- {tf,,} eine positive, monoton nichtwachsende Koeffizientenfolge. Sind 
£][mA„, = oc bzw. 2 2 2 A,„ = o° [für ein cc, —1<«<-^- , 
w=0 in =0 V ) 
so gibt es orthonormierte Systeme von Treppenfunktionen \<Dn{x)\ bzw. ¡i/;„(x)| 
CO CO 
derart, daß die Reihen £a„ ®.,(x) bzw. £ a„tpn(x) in (0,1) nicht fast überall 
1 
C, bzw. | C, a |-summierbar sind. 
Mit der obigen Methode kann gezeigt werden, daß diese Systeme von 
hlt werden können, 
1 
Treppenfunktionen {&„, (x)} bzw. {ipn(x)} auch so gewä 
daß die entsprechenden Reihen in (0,1) fast überall nicht C, ~ - bzw. \ C, cc\-
summierbar sind. — Damit haben wir den Satz II vollständig bewiesen. 
Wir werden noch den folgenden Divergenzsatz beweisen: 
S a t z IN. Es seien {pm\ bzw. \qn,\ positive Zahlenfolgen mit 
( 1 . 1 6 ) pm = o{]fm) bzw. qm = o(2- ° ""') für -1 <cc< _L 2 " 
Dann gibt es orthonormierte Systeme von Treppenfunktionen {®n(x)\ bzw. 
{i/»„(x)} und Koeffizientenfolgen {b,,} bzw. {cl(} derart, daß die Beziehungen 
(1.17) 
gelten, wo 
y P», B»< < 00 bzw. £ q,u Cm < oa 
B„ 
om+l ,1/2 
£ bi\ bzw. C„, 
i = 2'" + l 




( 1 . 1 8 ) £ bn <Pu (X) bzw. £ Cu •>!':, (x) 
aber im Intervall (0,1) fast überall nicht C, 
1 
bzw. | C, a\-summierbar sind. 
B e w e i s v o n S a t z III. Ohne Beschränkung der Allgemeinheit kann 
angenommen werden, daß 
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für jedes m ^ l gilt. Es sei {un} eine positive, monoton nichtwachsende 
Zahlenfolge mit 
c o 
2 II,, = CO . 
r=0 
Dann kann nach ( l . 16) eine Indexfolge {Nk} (N„ = 1) bestimmt werden, so 
daß die folgenden Bedingungen erfüllt s ind : 
- 1 „ -^(1-2«) , 
(1.19) bzw. qw2 2 g / T " für (k = 1 , 2 , . . . ) 
und 
(1.20) 2 Ur ^ 2 u.„ (k = \,2,...). 
Es sei 
(1.21) " ( " ) = 2 Ur für Nk (k= 1 , 2 , . . . ) . 
Die so definierte Zahlenfolge {u(n)\ ist positiv und nach (1 .20) monoton 
nichtabnehmend. Nach (1. 19) und (1.21) sind 
u j cd 1 /." uu 
0.22) 2 
»>=111 mu (in) /• = I><>= A',._ , |/ m u (m) >••=I K 
bzw. 
A',-1 
»> = 1 _ - 0 - 2 « ) , . /." =! in = N/._ | - 0 - 2 « ) /. = 1 K 
2 - i / ( m ) 2 J u ( m ) 
Nach (1.21) ist 
Av- 1 
A',,-1 
(1.24) 2 - 7 ^ = 2 Z = 2 1 = ~ -
Es seien nun 
b„ = {2^ \ imu(m)u l i ) bzw. c„ = (2 t-2 t°"2">u(OT)u,;1) 
So sind 
für 2 " ' < « ^ 2 m + 1 , m = l , 2 , . . . 
= Tf==~—: bzw. C „ , = ,„ (/n = 1, 2 , . . . ) . 
Daraus ergibt sich auf Grund von (1.22), (1.23) und (1.24), daß (1.17) 
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erfüllt ist, wogegen 
CB CO J» 
X ]fmßm = ~ bzw. Z G, 
»j=0 " »1=0 
ist. Auf Grund unserer nach dem Beweis des Satzes II erwähnten Behauptung 
gibt es daher orthonormierte Funktionensysteme {</>„(x)} bzw. {ifjn(x)}, für 
welche die Orthogonalreihen (1.18) im Intervall (0,1) fast überall nicht 
C ± L , 2 - bzw. |C, « |-summierbar — 1 < « < - ^ - | sind. 
Damit haben wir den Satz III bewiesen. 
§ 2. Divergenzbehauptungen für Reihen, 
welche nach orthonormierten Polynomsystemen fortschreiten 
In diesem Paragraphen werden wir den folgenden Satz beweisen: 
S a t z IV. Man kann die in den Divergenzbehauptungen des § / an-
geführten orthonormierten Funktionensysteme auch als orthonormierte Polynom-
systeme wählen. 
B e w e i s d e s S a t z e s IV. Zum Beweis des Satzes benötigen wir 
den folgenden Approximationssatz. (Siehe L. L EINDLER [3], 20—37.) 
Es sei {</J„(X)| ( « = 1 , 2 , . . . ) ein im Grundintervall (0,1) orthonormiertes 
Funktionensystem. Dann kann zu jeder positiven Zahlenfolge {?,} (/ = 1,2,...) 
und zu jeder Indexfolge {Ni} (0 = N0< N, <... < AT, < . . . ) ein in (0,1) ortho-
normiertes Polynomsystem {PH(x)} (« = 1,2,...) und eine Folge von meßbaren 
Mengen G i ( ^ ( 0 , 1)) (/' = 0, 1 , . . . ) angegeben werden, so daß die folgenden 
Bedingungen erfüllt sind: Für x £ CG, und für jedes n mit /V, < n ^ MM gilt 
\(pn{x)-(-\)J'°':)Pn(x)\^Hi ( j i ( x ) — 0 oder 1) 
und 
Es sei {<jp„(x)j (« = 0 , 1 , . . . ) ein im Intervall (0,1) orthonormiertes 
System von Treppenfunktionen (die in den Divergenzbehauptungen des § 1 
vorkommenden orthonormierten Funktionensysteme bestehen immer aus Trep-
penfunktionen) und ja,,} (« = 0 , 1 , . . . ) , (ß„ = fl, = 0) eine nichtnegative Zahlen-
folge. Wir nehmen an, daß für dieses System 
CD 
2 1 of t , (x) — (£°(x) I = oc (für ein «, ß > — 1) 
11 = 0 
fast überall gilt. Dann können, wie es in § 1 bewiesen wurde, eine Index-
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folge {Ni} (0 = N„ < N, <... < N;. <...), eine stochastisch unabhängige, meßbare 
Mengenfolge {//;} (<=(0,1)) (/ = 0 , 1 , . . . ) mit ,u(//,) = d > 0 und eine positive, 
zunehmende Zahlenfolge {h} (/ = 0 , 1 , . . . ) (h^2) angegeben werden derart, 





2 II = iV; 2 L
(




2 2 C"lar<pv(x) 
1 ' = 0 
Nach unserer Annahme ergibt sich auf Grund des zweiten Borel-
Cantellischen Lemmas 
(2.3) ,«(Tim H ) = 1. 
f—>-00 




2 < 0 0 
er 2 + 
« = *'i Vr=o An+\ 1 
Wir wenden auf das Funktionensystem {<p„(x)} mit der obigen Index-
folge {M} und der Zahlenfolge -Je,-} den erwähnten Approximationssatz an. 
Dann ergibt sich aus (2.1), (2.2) und (2.5) durch einfache Rechnung, daß 
es ein in (0,1) orthonormiertes Polynomsystem {P«(x)} (« = 1 , 2 , . . . ) und 
eine Folge von meßbaren Mengen G , (£ (0 , 1)) (/ = 0 , 1 , . . . ) gibt, derart, daß 
für jedes x £ H — Gi (/ = 1 , 2 , . . . ) 
\ 
ll=jV; 2 l
i:u.Pv(x) + - i - fllI+1p„-,(x) ^ 3 / , 
und 
-v;+i-i 2 
u = N/ 
Z'XUirPAx) g 2h 
ist. Daraus folgt, daß für jedes x£H, — G; (/ = 0 , 1 , . . . ) 
(2.6) 2 ¡ ' i l W - ^ ' W ! ^ / . , ; 
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besteht, wobei <J{,U)(X) das (C, «)-Mittel der Orthogonalreihe 
CO 
( 2 . 7 ) 2 A R P V ( X ) 
r = 0 
bezeichnet. 
Offensichtlich ist * 
03 
lim G; £ U Gi 
I->- CO I = I'O 
für jedes /'„. Somit ist 
CO CD 
«(Tim Gi) < 2 tl(G.) < Z 
¿-i-ro ' = 1(1 ' = '0 
für jedes /„, woraus nach (2.4) ,M(limG;) = 0 folgt. 
I->-CD 
Daraus und aus (2.3) ergibt sich ,«( l im(/ / ; — G,)) = l , woraus nach 
i->-CD 
(2. 6) folgt, daß die Reihe (2.7) fast überall nicht J C, «|-summierbar ist. 
Damit haben wir den Satz IV bewiesen. 
§ 3. Über die Systeme vom Haarschen Typ 
In diesem Paragraphen wird folgendes gezeigt: Ist die Reihe (1) für 
ein System vom H-Typ fast überall |C, a |-summierbar mit einem « > 0 , so 
ist sie auch fast überall absolut konvergent. Wir können sogar mehr zeigen; 
es gilt nämlich der folgende 
S a t z V. Damit die Reihe (1) für jedes System {(pn(x)} vom H-Typ im 
Intervall (0,1) fast überall \C,ci\-summierbar sei, sind die Bedingungen 






für — 1 < « < 0 bzw. für ß ^ O notwendig und hinreichend. 
Zum Beweis des Satzes benötigen wir den folgenden 
00 
H i l f s s a t z III. Ist die Reihe \C,ct\-summierbar (a>—1), so ist 
n = 0 
sie für jedes ß>0 auch |C, « + ß\-summierbar. 
Dieser Hilfssatz ist bekannt. (Siehe E . KOGBETLJANTZ [2] , 2 3 7 — 2 3 9 . ) 
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B e w e i s d e s S a t z e s V. Zuerst werden wir die Hinlänglichkeit der 
Bedingungen (3.1) und (3 .2) beweisen. Es sei - l < c s O . Dann ist 
co r 
2 W;'Mx)->C(x)\dx s 
11=0 ./ 
(3 .3 ) 
od / 2 ' " + ' m 
^ 2 \ 2 2 
ow-H 
Ulin(-2l+l. v) 
2 L("Uir<Pr(x) dx + 
+ 2 ~~nä\" 
„=2™+l A„ j 
Das zweite Glied ist kleiner als 
2)1/2 
0(1 ) 22-""'Am] 2 \<p..{x)\dx\ = 
w = " \ H = > ' J ' 
" 0 
co i jl/2 CO 
= 0 ( l ) l 2 - " , f l A „ 2 " /« = 0 ( l ) l 2 - M A „ < ~ J 
)i;=u 'ji = 2i"+l ' in =11 
wobei In ( 2 " ' < / / ^ 2 ' " + 1 ) die Teilmenge von (0 ,1) bezeichnet, auf welcher 
<pn(x)=j= 0 ist. Ist « = 0, dann tritt nur dieses Glied auf. Damit ist die Hin-
länglichkeit der Bedingung (3.2) für « = 0 bewiesen. Durch Anwendung des 
Hilfssatzes III folgt hieraus die Hinlänglichkeit der Bedingung (3. 2) auch 
für a> 0. 
Das erste Glied von (3. 3) ist kleiner als 
od 2"'+' m min(2'+1.«) r 
2 2 2 2 I LT, 11 av I I cPr(x) I dx = —<( n =2m-M ' = n r = "'+l 
co m -2l+l p 2nl + l 
( 3 . 4 ) = 2 W A M - v ) | r f x 2 
n = ntax -¡2"'+l. i'y 
•>/+1 
^ o ( i ) H a ] 2 I I i < p r ( x ) \ d x 
OUJ + l 
"V1 | / ( « ) j • I i^n, r | 
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Für 2'<7/=£2'+ i (/ = 0 , 1 , . . . . r n — 2 ) gibt nach (1.2) ( — ! < « < 0 ) 
( 3 . 5 ) 
j,=2"'+l 
y \ L ( a ) 
= 0 ( 1 ) 2 ' • 2 " 2 ( 1 + 1—»')"- ' = 0 ( 1 ) 2 7 - " ' , 
für ist 
( 3 . 6 ) 2 = 0 ( 1 ) 2 " " " 2 (/i + l - r ) " - 1 = 0 ( l ) 2 - o , H . 
Aus (3.4), (3.5) und (3.6) ergibt sich, daß das erste Glied von (3.3) 
kleiner ist als 
Durch Addition dieser Abschätzungen ergibt sich die Hinlänglichkeit 
der Bedingung (3.1). 
N o t w e n d i g k e i t . Es seien /„(x) (// = 0 , 1 , . . . ) die im Beweis des 
Satzes 1 definierten Funktionen. Das Funktionensystem {%n(x)} ist ein System 
vom H-Typ. Bei Benützung der Bezeichnungen des § 1 nehmen wir an, daß 
für ein ci ( — 1 < « < 0 ) im Intervall (0,1) fast überall gilt. Es sei 
s=2~wda~(a)di(a). Nach dem Egoroffschen Satz gibt es eine meßbare 
Menge £ ( £ ( 0 , 1 ) ) mit , « ( £ ) ^ 1 — s und eine Konstante M derart, daß 
= max{2'"+l, r \ 
CO 
CO 
2 I (x) -Öi"1 (X) I < M (x £ E) 
ist, woraus folgt: 
(3. 7 ) 
K 
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Es sei m beliebige natürliche Zahl und 2 " ' < n ^ 2 . Es wird 
und 
of+l 
M(x) = Z L ^ U r / A x ) (t = 0 , . . . , m — \), 
r = 2'+l 
R,„ (x) -= 2 l}"Xarx,,(x) 
?' = 2"' +1 
Rm \ (X) • 
1 
Ö„+1 /„+, (x) 
gesetzt. Wir wenden den Hilfssatz I für die Ri(x) mit N=m + 1 und k = 1 an ; 
die entsprechende Menge wird mit Ex(n,m) bezeichnet. So ergibt sich auf 




om+l CD r 2 2 f 
K 
V / («) 
r = 0 
Ln'va„x,.(x) + -r- o„+1 ̂ „+i (x) 
co 2'"+' 
m=0 ) l=om+i /•;, (»».) n f; 
yl(«) «̂ H + l 
it 
r = 2"'+l 
dx ^ 
co 2 " ' + l 
Hl =n „=i))»+1 
/•.',()!, I)l) ./'.', (' 11. )I))-.K| (ll, l)l)n./'.' 
„ 01)1 + 1 
"V I («> LjD ̂  Clr jfl' 
r = 2'"+l 
tfx ^ 
^ 2 2 
).)=0 ,l = 2'»+i ./•:,(n, in) 
/-ii. ''^y '/'y(x) 
r = 2"' + l 
rfx-
r = 2"'+l 
¡1/2' 
olll + l 
= 0 II =2"'+l ^ r = 2"'+! 
CO ( 2"'+1 2 2'"+' / , , v 
1=0 \ r = 2'"+l '" " = r 
f e r f a ( « ) 2 H m > i r o J ¡ s 
- - 2 - 5 i / l ( « ) 2 H " M , „ | s 
^ 2 ( 2 " V l ( t i ) 2 | a | " ^ , „ - 2 - V l ( ß ) 2 l ' ' l ' M „ , ) 22" r ' f l f ,(«)2~"'" A„,. 
i » = 0 
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Nach (3.7) ergibt sich daraus die Notwendigkeit der Bedingung von (3.1). 
Die Notwendigkeit der Bedingung (3.2) folgt für a > aus dem Satz I, 
weil wir dort bewiesen haben: ist die Bedingung (2) (d. h. (3.2)) nicht 
erfüllt, so gibt es ein System vom H-Typ {#,(*)}> für welche die Reihe 
^ 1 
Za»X»(x) nicht fast überall ¡C, <c|-summierbar mit a > - y ist. 
V = 0 k 
Daraus ergibt sich leicht die Notwendigkeit der Bedingung (3.2) auch 
für Ist nämlich die Reihe (1) für alle Systeme vom H-Typ fast 
überall |C, (i|-summierbar mit so ist sie nach dem Hilfssatz Iii 
1 ^ 
auch IC, a -f-p'l-sum mierbar mit « + /?>-_-, woraus I folgt, d . h . 
2 m=o 
die Bedingung (3.2) ist auch für O g « g y notwendig. 
Damit ist der Satz V in allen Teilen bewiesen. 
§ 4. Bemerkung zu den notwendigen Bedingungen 
In diesem Paragraphen wird bewiesen, daß die Bedingung (3) keine 
notwendige Bedingung der |C, K|-Summierbarkeit mit Es gilt 
nämlich der folgende 
S a t z VI. Es sei {/.,„) (m = 0 , 1 , . . . ) eine positive, monoton nichtabneh-
mende, ins Unendliche strebende. Zahlenfolge und a eine reelle Zahl mit 0 g « . 
Dann gibt es eine nichtnegative Koeffizientenfolge {d„\ derart, daß 
CO ; 11 
E ^ « D m = oo D , „ = 2 d»\ ) 
' ? 
m =0 
gilt, die Reihe 
= 2*"+l 
Zdv<p„(x) 
aber trotzdem für jedes orthonormierte Funktionensystem {<•/?„ (x)} fast überall 
| C, a \-summierbar ist. 
B e w e i s d e s S a t z e s VI. Eine Indexfolge (1 ^ ) « 0 < nx<...<ns<... 
kann angegeben werden, derart, daß 
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gilt. Dann definieren wir mittels des Zahlenfolge ¡i,is) die Koeffizientenfolge 
{d,,} (v = 0 , 1 , . . . ) folgenderweise: 
( i - für v = 2"*+l, 
d v = < 
( 0 sonst. 
Aus der Definition ist es klar, daß 
co a> 
2 Dm = 2'dr < 00 m=l l r = fl 
und 
.03 CO . 
\ • . \ • . 1 
2 im L)m = 2 / „ s — = oo I» =11 = 0 ' t'ii s, 
erfüllt sind. Daraus folgt durch Anwendung von (1 .1) und (1 .2) 
dx^ 
CD /• CO r II , 
2 \o'$l(x)-tC(x)\dx = 2 2 t f U r 9 r ( x ) + -i^d,l+lcp,l+i(x) 
n=0 j ' 11=0 J r = 0 An+l 
0 0 
1 1 
CD Ii r> CD . r 
=§ 2 2 L \ : U v \cPr(x)\dx+z^rh \<Pn(x)\dx^ »t=o 7'=o J n=o AI J 
co co 
s§ 2dv + 0 ( 1 ) ^ 0 ( 1 ) 2dv + 0(\)<oo 
v = 1 n = i' = 0 
für jedes Orthonormalsystem {</>«(*)}. Aus dem Satz von B . LEVI ergibt sich 
dann, daß die Reihe 
CD 
2dr<P*(x) 
1' = 0 
für jedes Orthonormierte Funktionensystem {cpn(x)} im Intervall (0, l ) fast 
überall |C, « | - summierbar ist. 
Damit haben wir den Satz VI. bewiesen. 
B e m e r k u n g . Nach dem bekannten Satz von M E N C H O F F und R A D E -
CO 
MACHER ist die Bedingung L Ö F , log2« < ° O hinreichend dafür, daß die Reihe 
n =2 
CO 
au<Pn{x) für jedes orthonormierte Funktionensystem {<p„(x)j fast überall 
n == 0 
konvergiert. KACZMARZ und M E N C H O F F haben ferner bewiesen, daß die Be-
co 
dingung 2 a7, (loglog <oo hinreichend dafür ist, daß die obige Reihe für 
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jedes orthonormierte Funktionensystem {<pn(x)} fast überall (C, l)-summierbar 
sei. Sie haben auch gezeigt, daß diese Bedingungen im allgemeinen nicht 
geschwächt werden kann. 
c o 
Wir beweisen nun, daß im allgemeinen a l l»<00 mit keiner positiven, 
„=(i 
monoton nichtabnehmenden, ins Unendliche strebenen Zahlenfolge {/„} für 
die (C, «)-Summierbarkeit jeder Reihe (1) mit beliebigem a ^ O notwendig 
sein kann. Es gilt nämlich die folgende Behauptung: 
Es sei {/„} (n = 0 ,1 . , . . . ) eine positive, monoton nichtabnehmende, ins 
Unendliche strebende Zahlenfolge. Dann gibt es eine nichtnegative Koeffizienten-
folge \a*\ derart, daß 
co 
2 at In — <» 
>1=0 




aber trotzdem für jedes orthonormierte Funktionensystem fast • überall absolut 
konvergent ist. 
B e w e i s . Es sei {/„} eine positive, monoton nichtabnehmende, ins 
Unendliche strebende Zahlenfolge. Dann kann eine Indexfolge k0< kx<.. .< kb<... 
angegeben werden derart, daß 
V 1 
-•=" 1 /4 , 
gilt. Wir definieren mittels der Zahlenfolge {/fcJ die Koeffizientenfolge {0*} 
(n = 0 , 1 , . . . ) folgenderweise: 
für n = k,, 
V k 
0 sonst. 






11 = 0 » = 0 ').-„ 
ist. Daraus folgt nach (4.1) mit Anwendung der Schwarzschen Ungleichung, 
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daß für jedes Orthonormalsystem {<jp„(x)} 
i i 
c d r w i r \ 1/2 00 
I i i * \(pn(x)\c/x S Z a l I f jo»(x) i /xI = <°° 
11=0 J 11=0 V./ / "=0 
o o 
ist. Somit ergibt sich durch Anwendung des B. Levischen Satzes, daß die Reihe 
CO 
11 = 0 
im Intervall (0,1) fast überall konvergiert, wie behauptet. 
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