Compressed sensing is a recent set of mathematical results showing that sparse signals can be exactly reconstructed from a small number of linear measurements. Interestingly, for ideal sparse signals with no measurement noise, random measurements allow perfect reconstruction while measurements based on principal component analysis (PCA) or independent component analysis (ICA) do not. At the same time, for other signal and noise distributions, PCA and ICA can significantly outperform random projections in terms of enabling reconstruction from a small number of measurements. In this paper we ask: given the distribution of signals we wish to measure, what are the optimal set of linear projections for compressed sensing? We consider the problem of finding a small number of linear projections that are maximally informative about the signal. Formally, we use the InfoMax criterion and seek to maximize the mutual information between the signal, x, and the (possibly noisy) projection y = W x. We show that in general the optimal projections are not the principal components of the data nor random projections, but rather a seemingly novel set of projections that capture what is still uncertain about the signal, given the knowledge of distribution. We present analytic solutions for certain special cases including natural images.
I. INTRODUCTION
Compressed sensing [1] , [2] is a set of recent mathematical results on a classic question: given a signal x ∈ R d and a set of p linear measurements y = W x ∈ R p , how many measurements are required to enable reconstruction of x? Obviously, if we knew nothing at all about x, i.e. x can be any d dimensional vector, we would need d measurements. Alternatively, if we know our signal x lies in a low-dimensional linear subspace, say of dimension k, then k measurements are sufficient. But what if we know that x lies in a low-dimensional nonlinear manifold? Can we still get away with fewer than d measurements?
To motivate this question, consider the space of natural images. An image with d pixels can be thought of as a vector in R d , but natural images occupy a tiny fraction of the set of all signals in this space. If there was a way to exploit this fact, we could build cameras with a small number of sensors that would still enable us perfect, high resolution, reconstructions for natural images.
The basic mathematical results in compressed sensing deal with signals that are k sparse. These are signals that can be represented with a small number, k of active (non-zero) basis elements. For such signals, it was shown in [1] , [2] , that ck log d generic linear measurements are sufficient to recover the signal exactly (with c a constant). Furthermore, the recovery can be done by a simple convex optimization or by a greedy optimization procedure [3] .
These results have generated a tremendous amount of excitement in both the theoretical and practical communities. On the theoretical side, the performance of compressed sensing with random projections has been analyzed when the signals are not exactly k sparse, but rather compressible (i.e. can be well approximated with a small number of active basis elements) [1] , [2] as well as when the measurements are contaminated with noise [4] - [6] . On the practical side, applications of compressed sensing have been explored in building "single-pixel" cameras [7] , medical imaging [8] , [9] and geophysical data analysis [10] .
Perhaps the most surprising result in compressed sensing is that perfect recovery is possible with random projections. This is surprising given the large amount of literature in machine learning and statistics devoted to finding projections that are optimal in some sense (e.g. [11] ). In fact, as we see in this paper, for white sparse signals, random measurements significantly outperform measurements based on principal component analysis (PCA) or independent component analysis (ICA). At the same time, for other signal and noise distributions, PCA and ICA can significantly outperform random projections.
In this paper we ask: given a distribution or statistics of the signals we wish to measure, what are the optimal set of linear projections for compressed sensing? We show that the optimal projections are in general not the principal components nor the independent components of the data, but rather a seemingly novel set of projections that capture what is still uncertain about the signal, given the signal distribution.
We present analytic solutions for various special cases, including natural images, and demonstrate, by experiments, that the projections onto the uncertain components may far outperform random projections.
II. INFORMATIVE SENSING
In [12] , Linsker suggested the InfoMax principle for the design of a linear sensory system. According to this principle, the goal of the sensory system is to maximize the mutual information between the sensors and the world (see also [13] - [15] ). In this paper, we are interested in undercomplete InfoMax where the number of sensors is less than the dimensionality of the input. Given that dimensionality reduction throws away some information about the input, does it still make sense to maximize mutual information in the undercomplete case?
Consider an example, shown in Fig. 1 , where a 1-dimensional measurement is taken on a 2-dimensional signal distributed in a mixture of four Gaussians. The black line in each figure denotes a projection vector, and the red line shows the Bayes least-squares (BLS) estimate of signals given the projection. When a random projection (left) or a single PCA projection (middle) are used, the BLS estimate is quite far from the original data, indicating that a lot of information has been lost. But the InfoMax projection (shown on the right) provides much more information, making the BLS decoding significantly better. The key to this result lies in the nonlinearity of the decoding scheme. It is well known that projections based on PCA give optimal reconstruction, in terms of mean squared error (MSE), if the decoding is restricted to be linear. But, if the decoding is allowed to be nonlinear, the optimal projection may significantly differ from the PCA projection. In this regard, compressed sensing of sparse signals [1] , [2] is a spectacular demonstration of nonlinear decoding from a small number of linear projections.
Let x and y be the sensor input (original signal) and sensor output (measurements) related by y = W x + η, where W is a p × d matrix (p < d) and η represents the sensor noise assumed to be Gaussian, η ∼ G(0, σ 2 I). Our problem may be formally defined as
Without constraint on W , the mutual information can be made arbitrarily large, simply by scaling W .
To preclude such a trivial manipulation, we restrict W to satisfy the orthonormality condition, i.e.,
Note that (1) looks quite similar to the definition of channel capacity. Considering the sensing process as a channel, we may call I(x; W x + η) sensor capacity, which measures how informative the sensor is.
However, as noted by Linsker, there is a crucial difference between the channel capacity problem and the InfoMax problem: In (1), the source signal has a certain probability distribution, while the optimal choice of channel W is actually being sought for, which is exactly the reverse case of the channel capacity problem.
A simple alternative to (1) is to use h(y), which characterizes the information content of the measurements [6] , instead of I(x; y) because I(x; y) = h(y)−h(y|x) and h(y|x) is merely the entropy of the noise η, which is invariant to W . Besides its simplicity, this objective function has another desirable property that it is well defined even without noise, unlike I(x; W x) which diverges to infinity. In Appendix A, we will further discuss the validity of h(W x) with W W T = I as an objective function for the noiseless condition.
The values of h(W x) for the sensing schemes in Fig. 1 are numerically evaluated and compared in Table I . Indeed, the scheme with highest entropy corresponds to the best reconstruction. Although this needs not always be the case, InfoMax and reconstruction are closely related. This can be seen by considering the cost function suggested in [16] : L(W ) = n Pr(x n |y n ; W ) where x n are samples drawn from Pr(x) and y n = W x n . It is easy to see that ln L(W ) → −h(x|y) so that maximizing h(y)
is equivalent to maximizing the probability of correct reconstruction of a sample given its projection. 1 In certain applications, it makes more sense to limit the total available power and replace the orthonormality constraint with tr(W W T ) ≤ P for a fixed budget P . For the noiseless case, the two constraints can be shown to result in the same optimal set of projections. Minimizing uncertainty has also been proposed recently in the context of sequential design of compressed sensing by [6] , [17] . In this context, the projections are chosen sequentially where each projection mimimizes the remaining uncertainty about the signal given the results of the previous projection.
III. ANALYSIS
The optimal projections maximizing h(y) vary according to the prior distribution of the source signal
x. Multi-variate Gaussian is a special kind of signal whose optimal projection can be found analytically, but, in most cases, the optimal projection is hard to find in a closed-form because of the complicated nature of differential entropy.
For a p-dimensional random vector y whose covariance is Σ y , its entropy h(y) can be decomposed
where y is a whitened version of y, e.g., y = Σ
y y. Note that h( y) is covariance-free, depending only on the shape of the probability distribution of y. It is well known that h( y) is maximized to p 2 ln(2πe) if and only if y is jointly Gaussian. On the other hand, the second term, 1 2 ln det(Σ y ), depends only on Σ y , the covariance of y. So, we will call h( y) the shape term and 1 2 ln det(Σ y ) the variance term. Overall, an entropy is a sum of the shape term and the variance term.
In the following, we present some analytical results for undercomplete InfoMax, based on the entropy decomposition, and make comparisons between two popular projection schemes (PCA and random projections) for various special cases, which provides us better understanding on the desirable behaviors for the informative sensing.
A. White Signals
Observation 1: For white data, the projected signal must be as Gaussian as possible to be most informative.
Proof: For white data, the variance term goes away and only the shape term remains. Therefore, the InfoMax is really achieved by the projection which can maximize the shape term. Specifically, in this case, the main theorem of [18] reads approximately like the following: For any ball B ∈ R p and for almost all W ,
where sup represents the supremum and where Pr(·; W ) and Pr(·) denote the probability with respect to the probability density function (pdf) of W x and the probability with respect to the Gaussian pdf, i.e.
, the error bound goes to zero with d → ∞. By observation 1, therefore, p random projections are asymptotically optimal for such a white data.
Example 1 : Consider a specific type of white data x that satisfies the source separation generative model x = V s, where s k are iid with zero-mean and unit-variance and where V ∈ R d×d is orthonormal. While random projections are asymptotically Gaussian for white data, we are also interested in evaluating their entropy for large but finite-dimensional data. We now develop an explicit approximation for the expected value of the entropy of p random projections in d dimensions, where both p and d are finite.
Specifically, let us consider x = V s, as in the example 1, where s k follows a generalized Gaussian (GG) distribution. A random variable x is said to be GG(x; α, µ, σ 2 ) if its pdf is given by
for σ, α > 0 and β =
, where µ is the mean of the distribution, σ is the standard deviation, and α is known as the shape parameter. We will simply denote the distribution by GG(α) wherever µ and σ are not specific. The GG includes a number of well-known pdfs as its special cases: GG (1) is a Laplacian exponential distribution, GG(2) corresponds to a Gaussian distribution, whereas in the limiting cases where α → 0, a degenerate distribution in x = µ is obtained. In general, if α < 2, the distribution is sparse, with the degree of the sparsity determined by α (the smaller, the sparser). The shape term of
in nats, as drawn in The net increment of entropy (in its expectation) by adding a new kth random projection y k to prese-
is represented by a conditional entropy E[h(y k |y 1 , . . . , y k−1 )], which we will call the individual capacity of the random projection and denote by ν(k).
2 It is easy to see
] that is equal to ν(i) due to the symmetry among y i 's. For the white data x = V s, all the random projections are kept uncorrelated with each other as long as they satisfy the orthonormal constraint W W T = I. However, the uncorrelatedness does not lead to independency, which is manifest by the following: From the observation 2 or by the central limit theorem, the first random projection will be maximally informative, so
At another extreme, any nondegenerate d-dimensional projections should have the same capacity because they are bijective and perfectly describe the original signal x, so
which may be understood as total capacity preservation. To satisfy (6) and (7) at the same time, the individual capacity of random projections should decrease. Since we consider white data whose the projections are uncorrelated with each other, we imagine the dependency among the projections to be small and suggest to ignore high-order multi-information terms.
Observation 3: For white data x = V s, where V ∈ R d×d is orthonormal and s has a GG distribution given by (13) , the expected value of the entropy of p random projections is
for large d, where c α denotes the shape term of a GG(α) random variable and c 2 is a particular quantity when α = 2 (i.e. the shape term of a Gaussian random variable), if we ignore higher-order multiinformation terms (than pairwise dependency).
Proof: The joint entropy of k random projections y 1 , . . . , y k can be approximated by
if we neglect higher-order multi-information terms. Again due to the symmetry among y i 's, we may write
Inserting (10) into (9), we obtain
If d is sufficiently large, h c approximates to c 2 by the central limit theorem, and I c is determined to
by the total capacity preservation rule. After all, we have (8), deviated from a Gaussian by [18] (e.g. see (3)).
The observation 3 also tells us that ν(k) decreases approximately linearly under the assumption that we may ignore the high-order multi-information terms because
Indeed, the property of random projections that makes ν(k) tilted is attractive for informative sensing because it concentrates large capacity on the first p projections while keeping the remaining uncertainty
Imaginably, the ideal projections would be the one that concentrates "all" capacity on the first few projections (i.e. with capacity falling like a mirrored step function). In reality, there might exist no such ideal projections that should form an exact Gaussian as long as they are nondegenerate, yet the linear concentration property maintains the random projections still close to Gaussian.
In asymptotic case (d → ∞), the linear concentration property meets ν(k) ≈ c 2 for any fixed k, making p random projections, for any fixed p, look like a Gaussian and thus be apparently optimal.
For the white data x = V s, where p(s) is given by
for some values of α, h(y 1 , . . . , y p ) of random projection and the PCA projection can be computed to
1) Random:
2) PCA:
For all α < 2, random projection performs better than the PCA (or ICA) projection, as shown in Fig. 3 , and the performance gap is amplified when α is small (i.e. the distribution is sparse).
B. Non-white Signals
Observation 4: For Gaussian data, the PCA projection is optimal, i.e., maximally informative.
Proof: If the PCA projection happens to be Gaussian, both individual terms of the entropy are maximized: the shape term by the Gaussianity and the variance term by the PCA property. Thus, the overall entropy is also maximized. This situation happens for a Gaussian source. Therefore, this provides a simple proof that the optimal projection for Gaussian must be the first p principal components.
For instance, consider a d-dimensional Gaussian distribution whose variance falls off as 1/k γ along each axis, k = 1, . . . , d, for a positive value of γ. If we compute h(y 1 , . . . , y p ) of random projection and the PCA projection, using the entropy decomposition of (2),
1) Random:
where Vol p (λ 1 , . . . , λ d ) denotes the volume of a p-dimensional hypercube whose edge lengths are randomly (but without repetition) chosen from λ 1 , . . . , λ d (see Appendix B for how to compute Vol p (·)).
2) PCA:
For all γ > 0, the PCA projection performs better than random projection, as shown in Fig. 4 , and greater γ results in larger performance gap. Now consider a hybrid (i.e. sparse but non-white) type of the preceding two examples so that in Fig. 5(b) ). However, if α = 0.5 and γ = 2, for example, the PCA projection always does better than random projection.
C. Noisy Measurement
Observation 5: If the noise variance σ 2 is large, the PCA projections are optimal.
Proof: This was proven in [16] and makes sense because major principal components are most durable to noise. Another sketch of the proof can be given as follows: The noisy measurement process y = W x + η can be rewritten as
where η x ∼ G(0, σ 2 I) for an orthonormal matrix W . Then, we can pretend as if x ′ = x + η x were the original source under the noiseless measurement process, for the simple purpose of maximizing h(y).
If σ is large, η x dominates x in x ′ = x + η x , making the overall distribution Gaussian. Then, from observation 4, the PCA projections are optimal.
Indeed, the rate of convergence (to Gaussian) with increase of σ is fast. For scalar random variables
x ∼ GG(α, 0, λ) and η x ∼ G(0, σ 2 ), the shape term c ′ α of x ′ = x + η x can be computed by (see Appendix C)
wherex ∼ GG(α, 0, 1) andη ∼ G(0, 1). Therefore, c ′ α is a function of α and the signal-to-noise ratio (SNR) λ/σ 2 . Unfortunately, we could not find further simplification for (20) , but still evaluate it numerically. Fig. 6 illustrates how c ′ α changes with respect to the SNR for some values of α. As shown in the figure, it grows quite rapidly to c 2 (i.e., Gaussian), even with a relatively small amount of noise. In practical applications, measurement noises are often unavoidable and can significantly affect the informativeness of each set of projections.
To summarize, neither random projections nor PCA and ICA are in general the best projections for informative sensing. We showed that for white signals random projection is near-optimal, while for Gaussian signals PCA is optimal. For power-law sparse signals, PCA is better than random unless the signals are extremely sparse. Even for extremely sparse power-law signals, PCA outperforms random with a small amount of noise. Beyond the results, this section also motivates the necessity of a new type of projections, which is universally optimal for informative sensing. Since we actually seek to maximize h(y), the uncertainty of a set of linear projections of data, we call the optimization scheme uncertain component analysis (UCA).
IV. INFORMATIVE SENSING FOR MULTI-RESOLUTION SIGNAL MODELS
As we saw in Fig. 5 , in general neither random projections nor PCA projections are optimal for nonwhite signals. In this section, we will consider some practically important class of signals that can be represented by multi-resolution signal models [19] 
where v k and λ ℓ denote the independent components of x and the variance of s k = v T k x. This representation is based on the source separation generative model x = V s where V is an orthonormal mixing matrix whose columns consist of the independent components, i.e., V = [v 1 . . . v d ]. In this model, the independent components are grouped into (L + 1) different bands by their resolution and the independent components of the same band (e.g. B ℓ ) are assumed to be iid, having the same pdf ψ with the same variance λ ℓ . We will assume, without loss of generality, that λ 0 ≥ λ 1 ≥ λ 2 ≥ · · · ≥ λ L . Often, the variance gap between two adjacent bands is known to be quite large, i.e., λ ℓ ≫ λ ℓ+1 , and ψ is modeled by GG(α) for some α.
Natural images are a good example of such signals [20] . The independent components {v k } for a natural image are a set of Gabor-like filters in multi-level resolutions [11] , with the variance of v satisfying
remarkably well, according to the power spectral statistics [21] . The heavy-tailedness in the distribution of v T k x is also well known and has been widely modeled by v T k x ∼ GG(α) with α ≤ 1 in the literature [22] - [24] .
A. Derivation of UCA Projections
Despite the simplicity of the signal model in (21) , it seems infeasible to derive the true optimal projection that maximizes h(y). Here we refrain ourselves from mixing s k 's across bands and seek to find a suboptimal solution among the bandwise projections in which W is in the form of
In (23), each submatrix W ℓ is of p ℓ × |B ℓ |, with p ℓ variable while satisfying L ℓ=0 p ℓ = p. If a matrix W ′ that is not bandwise itself can be made bandwise by rotations, i.e. by premultiplying a unitary matrix U , it is congruent to the bandwise matrix U W ′ because h(U W ′ x) = h(W ′ x). In other words, a bandwise matrix W , with a particular set of p ℓ 's, simulates a bunch of (although not all) matrices W ′ whose power profile is the same as the distribution of {p ℓ }, i.e.,
Thus, our bandwise restriction in fact includes more projections than explicitly shown in (23) .
With this restriction on the projection matrix structure, we have the following observation:
Observation 6: For the signal model in (21), if we consider only the bandwise projections in the form of (23) with p ℓ 's fixed, random W ℓ are near-optimal as |B ℓ | goes to infinity.
Proof: By construction of our model, any bandwise projections taken from different bands are mutually independent, which implies that the optimal set of projections for each band can be found separately. Since each band is white, observation 2 and subsequent arguments can apply here, which gives us bandwise random projection. Now the only remaining job is to determine p ℓ . For each band B ℓ , the expected value of the entropy behaves like (12) with d substituted by |B ℓ |. To illustrate this, Fig. 7 shows the individual capacity ν(k) of the bandwise random projections, where ∆ ℓ and ∆ ℓ+1 denote the shape term improvement by randomly 
B. Examples
Considering 256×256 images (d = 65, 536), we computed the individual capacity of bandwise random projections, in Fig. 8 , for two cases, α = 0.32 and α = 0.49. For the optimal choice, we should arrange ν(k) in a non-increasing order and pick the first p projections.
Note that the optimal set of projections varies according to the value of α. For α = 0.49, the lower frequency bands are far more favored -in other words, truly random projections are avoided -than for α = 0.32, due to the relative "denseness" of the source distribution.
C. Noisy Measurement
Next, we consider noisy measurements on the multi-resolution signal model. If we compute the pdf of (21) and G(η x ; 0, σ 2 I) together, we obtain (see Appendix D)
for some unit-variance pdfs ψ ′ ℓ (·). This implies that the independent components {v k } are preserved even with the addition of noise η x but the shape and variance of each projection s ′ k = v T k x ′ change from those The change in variances and shape terms seriously affects the individual capacity diagram. Fig. 9 shows the variation of the individual capacity diagram for the case α = 0.32 for various noise levels.
As shown in the figure, the overall profile changes drastically even with a relatively small amount of noise. In particular, the slopes in high-frequency bands become flattened, which implies that the random mixing cannot overcome the barrier (variance gap) between the bands, and as a result, low-frequency components are favored. This provides yet another illustration of the observation 5.
V. EXPERIMENTS: INFORMATIVE SENSING OF NATURAL IMAGES
In this section, we apply the UCA scheme (i.e. bandwise random projections), found in Section IV, to natural images and make comparisons against other kinds of projections (e.g. PCA projection and random projections) in terms of signal reconstruction performance. To implement the proposed UCA scheme, we actually conduct the band decomposition in discrete cosine transfrom (DCT) domain, as illustrated in Fig. 10 . instead of explicitly using Gabor-like filters. The DCT kernels are also known to well approximate the principal components of natural images and each kernel in B ℓ represents some harmonic (deterministic) mixing of the independent components that lie in the frequencies between where f = f 2 x + f 2 y and f s denotes the sampling frequency in both directions. Then, the band selection in DCT domain can effectively sift the independent components of the same resolution. In fact, the independent components are over-complete, 3 but we assume as if there were only a complete set of independent components orthogonal to each other. 4 Then, random mixing of DCT coefficients on a specific band is treated equivalent to random mixing of the independent components in that band.
To carry out random mixing, specifically we use a set of noiselets [25] , binary-valued random matrix, for the efficient computer simulation. In doing so, for further ease of simulation, we make a slight modification to the UCA scheme. Given the total number of projections p, we determine the number of projections p ℓ for each band B ℓ utilizing the capacity diagram. In practice, we take all |B ℓ | projections if p ℓ > 0.9 |B ℓ |, while taking none if p ℓ < 0.1 |B ℓ |, which removes the necessity of random mixing in both cases. Then, we take the remaining number of random projections across all the other bands at a time.
The signal reconstruction experiments have been built on the basis of Romberg's implementation [26] .
To reconstruct an image from measurements, we minimized the total variation (TV) of x, subject to y = W x, defined by
where X is the matrix representation of x. The TV minimization is known to perform better than the L 1 -norm minimization on the sparse basis (e.g. wavelets), avoiding high-frequency artifacts [26] , [27] .
The experimental results obtained for a couple of 256 × 256 images, Cameraman and Einstein, are shown in Fig. 11 . We compared the performance, in terms of peak-signal-to-noise ratio (PSNR), among five different schemes: linear reconstruction using low-pass DCT coefficients in zig-zag order (blue), nonlinear reconstruction using the same set of DCT coefficients (green), Romberg's method [26] which takes the first 1,000 DCT coefficients, also in zig-zag order, and switches to random projections (red), pure random projections (cyan), and bandwise random projections, which are the uncertain components we found for natural images (magenta). Except for the first one, TV minimization has been commonly used to recover images from each set of measurements.
Unsurprisingly, in every case, the green curve (DCT with TV minimization) is above the blue (DCT with linear reconstruction), and the red curve (1k DCT + random projections) is above the cyan (pure random projections). However, if we look at the green (DCT with TV minimization) and the red (1k DCT + random projections), their relative performance changes completely, depending on the source image. while missing nearly all high-frequency details. On the other hand, the Einstein image is not that sparse.
As suggested by Fig. 8(b) , we must deploy almost all sensors for low-frequency bands. Otherwise, even low-resolution version of the image cannot be recovered faithfully. Indeed, the DCT projection proves almost optimal for the Einstein image.
The UCA projections (magenta) outperform Romberg's method (red) as well as the DCT projections (green). In principle, the UCA projections are expected to achieve at least the upper bound of the two.
On occasion, however, for the Einstein image, the DCT projection was marginally better than the UCA projection. This is because the DCT projection is nearly optimal for the Einstein image and the UCA projection, based on (21), may suffer from inaccurate modeling artifacts. Fig. 12 shows the reconstruction results of 5,000 measurements (7.6% of the original dimension) on the Cameraman image, which portray the behavioural characteristics of each scheme. First, the image linearly reconstructed from DCT projections is blurred and also ringing. Such artifacts can be removed by employing a nonlinear reconstruction (i.e. TV minimization). However, the measurements were still concentrated on low-frequencies, so the image almost loses significant mid/high-frequency contents. In contrast, Romberg's method pursues high-frequency contents too hastily despite the seriously limited number of measurements. Indeed, it somewhat succeeds in recovering high-frequency details, but with much sacrifice of the low/mid-frequency contents which is more important. Last, the UCA projection gives up the high-frequency contents but preserves low/mid-frequency contents quite faithfully.
We did similar experiments also in noisy settings. In this case, we concatenated a denoising module based on field-of-experts image prior model [24] after the TV minimization, for all nonlinear reconstruction schemes. Fig. 13 compares the performance of the five compressed sensing schemes for p = 21, 000
at various noise levels. Note that, for the Cameraman image, having started worst among nonlinearly recovered schemes, the DCT projection (green) catches up and even exceeds all the others as σ increases, while Romberg's method (red) as well as random projections (cyan) degrade fast. For the Einstein image, the DCT projection is persistently better than Romberg's method and random projections, and more remarkably, the degradation proceeds slowest. The UCA projection (magenta) finds the best set of projections throughout most range of noise levels, converging to the DCT projection as σ increases. In the low SNR regime, the UCA projection worked slightly worse than the DCT projection, perhaps due to the inaccurate modeling artifacts again.
Note that the UCA scheme uses different sets of projections depending on the sparsity of the source image and also on the noise level. In case that the sparsity of the source image is unknown, we might have to use a value learnt in advance, from a large collection of natural images. Then, we can achieve near-optimal performance in overall sense, but not in every individual case. In certain applications, it may be allowed to sense a few hundred Haar wavelet coefficients so that we can estimate the sparsity before we do tens of thousands of projections.
VI. CONCLUSION
Suppose we are allowed to take a small number of linear projections of signals in a dataset, and then use the projections plus our knowledge of the dataset to reconstruct the signals. What are the best projections to use? We have shown that these projections are not necessarily the principal components nor the independent components of the data nor random projections, but rather a new set of projections which we call uncertain components. We formalized this notion, informative sensing, by maximizing the mutual information between the signals and their projections.
Then, we presented some analytical results which help us to understand the desirable behaviors for the informative sensing. For white data, the most informative projections are those that are as Gaussian as possible, in favor of random projections, while PCA or ICA can significantly outperform random projections for highly non-white data or in low SNR regime. In particular, for natural images, we showed that more sensors should be reserved for low-frequency contents than used for high-frequency contents but not too many, which makes bandwise random projections most informative.
APPENDIX

A. Derivation of h(W x) for the Objective Function in Noiseless Settings
Consider the subspace W ⊥ not spanned by the row vectors of W , which represents unmeasured dimension of x, and define W ⊥ so that its row vectors be orthonormal bases for W ⊥ . If we define   y
the pair of (y, z) corresponds to x in rotated bases because of the unitarity of U . Since we exactly measure y, some partial coordinates of x, the remaining job is to infer z using y at hand. In doing so, to reduce the uncertainty about z as much as possible, we seek to minimize h(z|y), and from the fact that h(x) = h(U x) = h(y, z) = h(y) + h(z|y) and h(x) is fixed, minimizing h(z|y) is just equivalent to maximizing h(y), for the noiseless condition.
B. Subvolume Expectation
Let Λ m = {λ 1 , λ 2 , . . . , λ m } and define S p (Λ m ) as the sum of all the products made up of p elements in Λ m . Then,
Note that S p (Λ m ) can be specified recursively by 
with S 0 (·) = 1, which enables us to efficiently compute E[Vol p (λ 1 , . . . , λ d )] by dynamic programming.
C. Derivation of (20)
Because x ′ = x + η x = √ λx + ση, wherex ∼ GG(α, 0, 1) andη ∼ G(0, 1). the variance of x ′ is λ + σ 2 , and by definition of the shape term,
which can be simply arranged into (20) .
D. Derivation of (24)
The pdf of x ′ = x + η x can be computed by convolving p(x) and p(η x ) because η x is independent of 
where
The variance (σ ′ k ) 2 of s ′ k = v T k x ′ can be easily calculated by
Finally, defining ψ ′ ℓ (τ ) as ψ ′ ℓ (τ ) = λ ℓ + σ 2 φ ′ ℓ ( λ ℓ + σ 2 τ ), we obtain (24) . 
