Abstract What is a statistical method and how can it be used in natural language processing (NLP)? In this paper, we start from a definition of NLP as concerned with the design and implementation of effective natural language input and output components for computational systems. We distinguish three kinds of methods that are relevant to this enterprise: application methods, acquisition methods, and evaluation methods. Using examples from the current literature, we show that all three kinds of methods may be statistical in the sense that they involve the notion of probability or other concepts from statistical theory. Furthermore, we show that these statistical methods are often combined with traditional linguistic rules and representations. In view of these facts, we argue that the apparent dichotomy between "rule-based" and "statistical" methods is an over-simplification at best.
Introduction
In the current literature on natural language processing (NLP), a distinction is often made between "rule-based" and "statistical" methods for NLP. However, it is seldom made clear what the terms "rule-based" and "statistical" really refer to in this connection. Is it the knowledge of language embodied in the respective methods? Is it the way this knowledge is acquired? Or is it the way the knowledge is applied?
In this paper, we will try to throw some light on these issues by examining the different ways in which NLP methods deserve to be called "statistical", an exercise that will hopefully throw some light also on methods that do not deserve to be so called. We hope to show that statistics can play a role in all the major categories of NLP methods, that many of the "rulebased methods" actually involve statistics, and that many of the "statistical methods" employ quite traditional linguistic rules. We will therefore conclude that a more fruitful discussion of the methodology of natural language processing requires a more articulated conceptual framework, to which the present paper can be seen as a contribution.
NLP: Problems, Models and Methods
According to the recently published Handbook of Natural Language Processing [17, p. v] , NLP is concerned with "the design and implementation of effective natural language input and output components for computational systems". The most important problems in NLP therefore have to do with natural language input and output. Here are a few typical and uncontroversial examples of such problems:
¯Part-of-speech tagging: Annotating natural language sentences or texts with parts-ofspeech. Natural language generation: Producing natural language sentences or texts from nonlinguistic representations.
Machine translation: Translating sentences or texts in a source language to sentences or texts in a target language.
In part-of-speech tagging we have natural language input, in generation we have natural language output, and in translation we have both input and output in natural language.
If our aim is to build effective components for computational systems, then we must develop algorithms for solving these problems. However, this is not always possible, simply because the problems are not well-defined enough. The way out of this dilemma is the same as in most other branches of science. Instead of attacking real world problems directly with all their messy details, we build mathematical models of reality and solve abstract problems within the models instead. Provided that the models are worth their salt, these solutions will provide adequate approximations for the real problems.
Formally, an abstract problem É is a binary relation on a set Á of problem instances and a set Ë of problem solutions [14] . The abstract problems that are relevant to NLP are those where either Á or Ë (or both) are linguistic entities or representations of linguistic entities. More precisely, an NLP problem È can be modeled by an abstract problem É if the instance set Á is a subset of the set of permissible inputs to È and the solution set Ë is a subset of the set of possible solutions to È . 1 
Application Methods
A method for solving an NLP problem È typically consists of two elements: 1. A mathematical model Å defining an abstract problem É that can be used to model È .
2. An algorithm that effectively computes É. We will say that Å and together constitutes an application method for problem È with É as the model problem. For example, let be a context-free grammar intended to model the syntax of a natural language Ä and let É be the parsing problem for . Then together with, say, Earley's algorithm is an application method for syntactic analysis of Ä with É as the model problem. In general, the relation between real problems, abstract problems, models and algorithms can be depicted as in Figure 1 .
Real problems, abstract problems, models and algorithms Example 1: Hidden Markov Models Let Å´Ë Ã ¥ µ be a hidden Markov model with state set Ë, output alphabet Ã and probability distributions ¥ (initial state), (state transitions) and (symbol emissions) (see, e.g., [23] ). Let É ½ be the abstract problem of determining the optimal state sequence ½ ¾ Ì for a given observation sequence Ç of length Ì , and let É ¾ be the abstract problem of determining the probability of a given observation sequence Ç. The problem É ½ can be computed in linear time using the Viterbi algorithm [31] . The problem É ¾ can be computed in linear time using one of several algorithms usually called the forward procedure, the backward procedure, and the forward-backward procedure [23] .
If the states in Ë correspond to lexical categories, or parts-of-speech, and the symbols in Ã corresponds to word forms in a natural language Ä, the model Å together with the Viterbi algorithm constitutes an application method for the part-of-speech tagging with É ½ as the model problem. This is the standard method used in statistical part-of-speech tagging (see, e.g., [12, 15] ). At the same time, however, the model Å can be used together with the forward procedure to solve the language modeling problem in an automatic speech recognition system for Ä, with É ¾ as the model problem [9] . ¾
Acquisition Methods
So far, we have been concerned with methods for computing NLP problems, consisting of mathematical models with appropriate algorithms. However, these are not the only methods that are relevant within the field of NLP. We will use the term acquisition method to refer to any procedure for constructing a mathematical model that can be used in an application method. For example, any procedure for developing a context-free grammar modeling a natural language or a hidden Markov model for part-of-speech tagging is an acquisition method in this sense. Compared to application methods, these methods form a rather heterogeneous class, ranging from rigorous algorithmic methods to the more informal problemsolving strategies typically employed by human beings.
In the following, we will concentrate almost exclusively on acquisition methods that make use of machine learning techniques in order to induce models (or model parameters) from empirical data, specifically corpus data. An empirical and algorithmic acquisition method typically consists of two elements:
1. A parameterized mathematical model Å ¢ such that providing values for the parameters ¢ will yield a mathematical model Å that can be used in an application method for some NLP problem È .
2. An algorithm that effectively computes values for the parameters ¢ when given a sample of data from È .
If the data sample must contain both inputs and (correct) outputs from È , then is said to be a supervised learning algorithm. If it is sufficient with a sample of inputs, we have an unsupervised learning algorithm. The Baum-Welch algorithm [4] , sometimes called the forward-backward algorithm, is an unsupervised learning algorithm for solving this problem, given a sample of observation sequences with symbols drawn from Ã.
Thus, given a corpus of texts in a natural language Ä such that the set of words occurring in is (a subset of) Ã and Ë is a suitable tagset for Ä, then Å ¢ together with the BaumWelch algorithm constitutes an acquisition method for HMM-based part-of-speech tagging of Ä. ¾
Evaluation Methods
If acquisition and application methods were infallible, no other methods would be needed. In practice, however, we know that there are many factors which may cause an NLP system to perform less than optimally. For example, consider a situation where we first apply an acquisition method´Å ¢ ½ µ to some corpus data to construct a model Å, and then use an application method´Å ¾ µ to solve an NLP problem È with the model problem É. Then the following are some of the reasons why the performance on problem È may be suboptimal:
The algorithm ½ may fail to produce the best model given Å ¢ and .
The algorithm ¾ may fail to compute the abstract problem É.
The abstract problem É may be an inadequate model of È .
In this paper, we will use the term evaluation method to refer to any procedure for evaluating NLP systems. However, the discussion will focus on extrinsic evaluation of systems in terms of their accuracy. For example, let È be an NLP problem, and let´Å ½ ½ µ and´Å ¾ ¾ µ be two different application methods for È . A common way of evaluating and comparing the accuracy of these two methods is to apply them to a representative sample of inputs from È and measure the accuracy of the outputs produced by the respective methods. A special case of this evaluation scheme is the case where ½ ¾ and the models Å ½ and Å ¾ are the results of applying two different acquisition methods to the same parameterized model Å ¢ and training corpus . In this case, it is primarily the acquisition methods that are evaluated. Moreover, the fact that this kind of evaluation is often integrated as a feedback loop into the actual acquisition method means that in practice the relationship between application methods, acquisition methods and evaluation methods can be quite complex. Still, from an analytical point of view, the three classes of methods are clearly distinguishable.
Example 3: Parsing Accuracy
Let be a corpus of parse trees for sentences in some natural language Ä, labeled with a set of category symbols Î , and let Ë be a deterministic parsing system for Ä using the same set of category symbols. Using as an empirical gold standard, we can evaluate the accuracy of Ë by running Ë on (the yields of trees in) and comparing, for every sentence × in , the parse tree Ë´×µ produced by Ë with the (presumably correct) parse tree ´×µ in . We say that a constituent of a parse tree Ë´×µ is correct if the same constituent (with the same label) is found in ´ µ. Two commonly used evaluation metrics are the following (see, e.g., [22] ):
Labeled recall:
Labeled precision:
When using these measures to compare the relative accuracy of several systems, we use standard techniques for assessing the statistical significance of any detected differences. ¾
Statistical Models and Methods
Having discussed in some detail what we mean by models and methods in NLP, we may now consider the question of what it means for a model or method to be statistical. According to [19] , there are two broad classes of mathematical models: deterministic and stochastic. A mathematical model is said to be deterministic if it does not involve the concept of probability; otherwise it is said to be stochastic. Furthermore, a stochastic model is said to be probabilistic or statistical, if its representation is from the theories of probability or statistics, respectively. Although Edmundson applies the terms stochastic, probabilistic and statistical only to models, it is obvious that they can be used about methods as well. First of all, we have defined
call the whole method stochastic. Secondly, we shall see that also the algorithmic parts of application and acquisition methods can contain stochastic elements. Finally, it seems uncontroversial to apply the term statistical to evaluation methods that make use of descriptive and/or inferential statistics.
In the taxonomy proposed by Edmundson, the most general concept is that of a stochastic model, with probabilistic and statistical models as special cases. Although this may be the mathematically correct way of using these terms, it does not seem to reflect current usage in the NLP community, where especially the term statistical is used in a wider sense more or less synonymous with stochastic in Edmundson's sense. We will continue to follow current usage in this respect.
Thus, for the purpose of this paper, we will say that a model or method is statistical (or stochastic) if it involves the concept of probability (or related notions such as entropy and mutual information) or if it uses concepts of statistical theory (such as statistical estimation and hypothesis testing).
Statistical Methods in NLP
In the remainder of this paper, we will discuss different ways in which statistical (or stochastic) models and methods can be used in NLP, using concrete examples from the literature to illustrate our points.
Application Methods
Most examples of statistical application methods in the literature are methods that make use of a stochastic model, but where the algorithm applied to this model is entirely deterministic. Typically, the abstract model problem computed by the algorithm is an optimization problem which consists in maximizing the probability of the output given the input. Here are some examples:
Language modeling for automatic speech recognition using smoothed Ò-grams to find the most probable string of words Û ½ Û Ò out of a set of candidate strings compatible with the acoustic data [21, 2] .
Part-of-speech tagging using hidden Markov models to find the most probable tag sequence Ø ½ Ø Ò given a word sequence Û ½ Û Ò [12, 15, 24] .
Syntactic parsing using probabilistic grammars to find the most probable parse tree Ì given a word sequence Û ½ Û Ò (or tag sequence Ø ½ Ø Ò ) [5, 30, 11] .
Word sense disambiguation using Bayesian classifiers to find the most probable sense × for word Û in context [20, 32] .
Machine translation using probabilistic models to find the most probable target language sentence Ø for a given source language sentence × [8, 10] .
Many of the application methods listed above involve models that can be seen as instances of Shannon's noisy channel model [29] , which represents a Bayesian modeling approach. The essential components of this model are the following:
The problem is to predict a hidden variable À from an observed variable Ç, where Ç can be seen as the result of transmitting À over a noisy channel.
The solution is to find that value of À which maximizes the conditional probability È´ Óµ, for the observed value Ó of Ç.
The conditional probability È´ Óµ is often difficult to estimate directly, because this requires control over the variable Ó whose value is probabilistically dependent on the noisy channel.
Therefore, instead of maximizing È´ Óµ, we maximize the product È´ µÈ´Ó µ, where the factors can be estimated independently, given representative samples of À and´À Çµ, respectively.
Within the field of NLP, the noisy channel model was first applied with great success to the problem of speech recognition [21, 2] . As pointed out by [13] , this inspired NLP researchers to apply the same basic model to a wide range of other NLP problems, where the original channel metaphor can sometimes be extremely far-fetched. It should be noted that there is no conflict in principle between the use of stochastic models and the notion of linguistic rules. For example, probabilistic parsing often makes use of exactly the same kind of rules as traditional grammar-based parsing and produces exactly the same kind of parse trees. Thus, a stochastic context-free grammar is an ordinary contextfree grammar, where each production rule is associated with a probability (in such a way that probabilities sum to 1 for all rules with the same left-hand side); cf. also [5, 30, 11] .
All of the examples discussed so far involve a stochastic model in combination with a deterministic algorithm. However, there are also application methods where not only the model but also the algorithm is stochastic in nature. A good example is the use of a Monte Carlo algorithm for parsing with the DOP model [6] . This is motivated by the fact that the abstract model problem, in this case the parsing problem for the DOP model, is intractable in principle and can only be solved efficiently by approximation.
Acquisition Methods
Statistical acquisition methods are methods that rely on statistical inference to induce models (or model parameters) from empirical data, in particular corpus data, using either supervised or unsupervised learning algorithms (cf. section 2.2). The model induced may or may not be a stochastic model, which means that there are as many variations in this area as there are different NLP models. We will therefore limit ourselves to a few representative examples and observations, starting with acquisition methods for stochastic models.
Supervised learning of stochastic models is often based on maximum-likelihood estimation (MLE) using relative frequencies. Given a parameterized model Å ¢ with parameter ¢ and a sample of data , a maximum likelihood estimation of ¢ is an estimate that maximizes the likelihood function is È´ ¢µ. For example, if we want to estimate the category probabilities of a discrete variable with a finite number of possible values Ü ½ Ü Ò given a sample , then the MLE is obtained by letting È´Ü µ ´Ü µ´½ Òµ, where ´Ü µ is the relative frequency of Ü in .
In actual practice, pure MLE is seldom satsifactory because of the so-called sparse data problem, which makes it necessary to smoothe the probability distributions obtained by MLE. For example, hidden Markov models for part-of-speech tagging are often based on smoothed relative frequency estimates derived from a tagged corpus (see, e.g., [24, 25] ; cf. also section 2.2 above).
Unsupervised learning of stochastic models requires a method for estimating model parameters from unanalyzed data, such as the Expectation-Maximization algorithm [18] . Let Å ¢ be a parameterized model with parameter ¢, let À be the hidden (analysis) variable, and let be a data sample from the observable variable Ç. Then, as observed in [23] , the EM algorithm can be seen as an iterative solution to the following circular statements:
Estimate: If we knew the value of ¢, then we could compute the expected distribution of À in .
Maximize: If we knew the distribution of À in , then we could compute the MLE of ¢. The circularity is broken by starting with a guess for ¢ and iterating back and forth between an expectation step and a maximization step until the process converges, which means that a local maximum for the likelihood function has been found. This general idea is instantiated in a number of different algorithms that provide acquisition methods for different stochastic models. Here are some examples, taken from [23] :
The Baum-Welch or forward-backward algorithm for hidden Markov models [4] .
The inside-outside algorithm for inducing stochastic context-free grammars [3] .
The unsupervised word sense disambiguation algorithm of [28] .
It is important to note that, although statistical acquisition methods may be more promininent in relation to stochastic models, they can in principle be used to induce any kind of model from empirical data, given suitable constraints on the model itself. In particular, statistical methods can be used to induce models involving linguistic rules of various kinds, such as rewrite rules for part-of-speech tagging [7] or constraint grammar rules [27] .
Finally, we note that the use of stochastic or randomized algorithms can be found in acquisition methods as well as application methods. Thus, in [26] a Monte-Carlo algorithm is used to improve the efficiency of transformation-based learning [7] when applied to dialogue act tagging.
Evaluation Methods
As noted earlier, evaluation of NLP systems can have different purposes and consider many different dimensions of a system. Consequently, there are a wide variety of methods that can be used for evaluation. Many of these methods involve empirical experiments or quasiexperiments in which the system is applied to a representative sample of data in order to provide quantitative measures of aspects such as efficiency, accuracy and robustness. These evaluation methods can make use of statistics in at least three different ways:
Descriptive statistics ¯Estimation
Hypothesis testing
Before exemplifying the use of descriptive statistics, estimation and hypothesis testing in natural language processing, it is worth pointing out that these methods can be applied to any kind of NLP system, regardless of whether the system itself makes use of statistical methods. It is also worth remembering that evaluation methods are used not only to evaluate complete systems but also to provide iterative feedback during acquisition (cf. section 2.3).
Descriptive statistics is often used to provide the quantitative measurements of a particular quality such as accuracy or robustness, as exemplified in the following list:
Word error rate, usually defined as the number of deletions, insertions and substitutions divided by the number of words in the test sample, is the standard measure of accuracy for automatic speech recognition systems (see, e.g., [22] ).
Accuracy rate (or percent correct), defined as the number of correct cases divided by the total number of cases, is commonly used as a measure of accuracy for part-of-speech tagging and word sense disambiguation (see, e.g., [22] ).
Recall and precision, often defined as the number of true positives divided by, respectively, the sum of true positives and false negatives (recall) and the sum of true positives and false positives (precision), are used as measures of accuracy for a wide range of applications including part-of-speech tagging, syntactic parsing and information retrieval (see, e.g, [22] ).
Statistical estimation becomes relevant when we want to generalize the experimental results obtained for a particular test sample. For example, suppose that a particular system × obtains accuracy rate Ö when applied to a particular test corpus. How much confidence should we place on Ö as an estimate of the true accuracy rate of system ×? According to statistical theory, the answer depends on a number of factors such as the amount of variation and the size of the test sample. The standard method for dealing with this problem is to compute a confidence interval , which allows us to say that the real accuracy rate lies in the interval Ö ¾ Ö · ¾ with probability Ô. Commonly used values of Ô are 0.95 and 0.99. Statistical hypothesis testing is crucial when we want to compare the experimental results of different systems applied to the same test sample. For example, suppose that two systems × ½ and × ¾ obtain an error rate of Ö ½ and Ö ¾ when measured with respect to a particular test corpus, and suppose furthermore that Ö ½ Ö ¾ . Can we draw the conclusion that × ½ has higher accuracy than × ¾ in general? Again, statistical theory tells us that the answer depends on a number of factors including the size of the difference Ö ¾ Ö ½ , the amount of variation, and the size of the test sample. And again, there are standard tests available for testing whether a difference is statistically significant, i.e. whether the probability Ô that there is no difference between ½ and ¾ is smaller than a particular threshold «. Standard tests of statistical significance for this kind of situation include the paired Ø-test, Wilcoxon's signed ranks test, and McNemar's test. Commonly used values of « are 0.05 and 0.01.
Conclusion
In this paper, we have discussed three different kinds of methods that are relevant in natural language processing: ¯An application method is used to solve an NLP problem È , usually by applying an algorithm to a mathematical model Å in order to solve an abstract problem É approximating È .
An acquisition method for an NLP problem È is used to construct a model Å that can be used in an application method for È . Of special interest here are empirical and algorithmic acquisition methods that allow us to construct Å from a parameterized model Å ¢ by applying an algorithm to a representative sample of È .
An evaluation method for an NLP problem È is used to evaluate application methods for È . Of special interest here are experimental (or empirical) evaluation methods that allow us to evaluate application methods by applying them to a representative sample of È .
We have argued that statistics, in the wide sense including both stochastic models and statistical theory, can play a role in all three kinds of methods and we have supplied numerous examples to substantiate this claim. We have also tried to show that there are many ways in which statistical methods can be combined with traditional linguistic rules and representation, both in application methods and in acquisition methods. In conclusion, we believe that methodological discussions in NLP can benefit from a more articulated conceptual framework and we hope that the ideas presented in this paper can make some contribution to such a framework.
