Abstract. A discounted equity index is computed as the ratio of an equity index to the accumulated savings account denominated in the same currency. In this way, discounting provides a natural way of separating the modelling of the short rate from the market price of risk component of the equity index. In this vein, we investigate the applicability of maximum likelihood estimation to stochastic models of a discounted equity index, providing explicit formulae for parameter estimates. We restrict our consideration to two important index models, namely the Black-Scholes model and the minimal market model of Platen, each having an explicit formula for the transition density function. Explicit formulae for estimates of the model parameters and their standard errors are derived and are used in fitting the two models to US data. Further, we demonstrate the effect of the model choice on the no-arbitrage assumption employed in risk neutral pricing.
Introduction
A discounted equity index is computed as the ratio of an equity index to the accumulated savings account denominated in the same currency. In this way, discounting provides a natural way of separating the modelling of the short rate from the market price of risk component of the equity index. In this vein, we investigate the applicability of maximum likelihood estimation to stochastic models of a discounted equity index, providing explicit formulae for parameter estimates. We restrict our consideration to two important index models, namely the Black-Scholes model and the minimal market model of Platen, each having an explicit formula for the transition density function. The first model is the standard continuous time market model under the classical risk neutral assumption, whereas the second model is the standard model under the benchmark approach, discussed in Platen and Heath [2006] . Explicit formulae for the estimates of model parameters and their standard errors are derived which then are used in fitting the two models to US data. Further, we demonstrate the effect of the model choice on the classical no-arbitrage assumption employed in risk neutral pricing.
The application of maximum likelihood estimation is well studied for stochastic models of equity indicies, starting from Mandelbrot [1963] and Fama [1963] and summarised more recently in Behr and Pötter [2009] . However, in the current article we are interested in the application to models of discounted equity indices, also examined in Baldeaux et al. [2015] . Our motivation stems from the benchmark approach, introduced in Platen [2004] , whereby a benchmark is constructed as the "best" (in several ways) performing portfolio for use as a numéraire or reference unit. The benchmark approach uses the growth optimal portfolio (GP) as benchmark, as discussed in Platen and Heath [2006] . The GP achieves the maximum possible expected growth rate at any time, and also the almost surely maximum long-term growth rate, as shown in Platen [2004] . When used as benchmark, each benchmarked non-negative portfolio can be shown to be a supermartingale with its current benchmarked value greater than or equal to the expected future benchmarked values. As such, the GP is the "best" performing portfolio in this sense. It has been studied and employed previously, for example in Kelly [1956] , Long [1990] , Merton [1971] , Karatzas and Shreve [1998] , Platen [2002] and by many other authors.
We work on a filtered probability space (Ω, A, (A t ) t≥0 , P ), where Ω is the sample space, A is the set of events, (A t ) t≥0 is the filtration of events modelling the evolution of information and P is the real world probability measure. It is shown in Platen [2004] that the GP, denoted by S where r t is the short rate, θ t is the market price of risk andŴ is a Wiener process. In Platen [2005] and Platen and Rendek [2012] it is shown that appropriately diversified portfolios represent approximate GPs. Therefore, a number of common, well-diversified stock market indices can be used to approximate the GP, including but not limited to the following: the Standard and Poor's 500 Index (S&P 500) and the Russell 2000 Index for the US market and the MSCI Growth World Stock Index (MSCI) for global modelling.
In Figure 1 we plot the logarithm of the S&P 500 denominated in United States dollars (USD), and normalised to one at the start, over the period from January 1871 to March 2017, using data sourced from the website of Shiller [1989] . By assuming that the GP for the US equity market is approximated by the S&P 500, Figure 1 can be interpreted as the logarithm of a historical sample path for the GP.
Note from (1.1) that the GP dynamics are completely characterized by the short rate r t and the market price of risk θ t . Letting B t denote the accumulated value of the savings account, satisfying the SDE dB t = r t B t dt, with B 0 = 1, we can separate these two effects by considering the discounted GP processS
From, for example, Karatzas and Shreve [1998] , one notes that in a complete market, the candidate Radon-Nikodym derivative process Λ Q = {Λ Q t : t ∈ [0, T ]} for the putative risk neutral measure Q is equal to the reciprocal of the discounted 
A necessary condition for Q to be a probability measure is that (1.5) Q(Ω) = 1.
Violation of Condition 1.5 implies that Q is not equivalent to P and, therefore, an equivalent risk neutral probability measure does not exist in this case. The Fundamental Theorem of Asset Pricing, as given in Delbaen and Schachermayer [2006] , states the classical no-arbitrage condition which is equivalent to the existence of an equivalent risk neutral probability measure. Therefore, violation of Condition 1.5 means that the corresponding dynamics permit some form of classical arbitrage. It is important to understand whether in reality one can support the classical noarbitrage assumption or whether there is significant evidence from historical data that favour a more general modelling framework where this assumption is not imposed.
In this article we consider a complete market. Two models of the discounted GP S δ * are considered, these being the Black-Scholes (BS) model, ( Black and Scholes [1973] .
The MMM includes the discounted GP process in (1.7) with the requirement that the net GP drift termᾱ t =S δ * t |θ t | 2 grows exponentially asᾱ t =ᾱ 0 exp(ηt) with the net growth rate η > 0 reflecting the long term average growth rate ofS δ * and, thus, the economy. Both models have one key parameter, the volatility θ for the BS model and the net growth rate η for the MMM.
We will now fit both models to historical data.
Black-Scholes Model of Discounted GP
From (1.3) we have the SDE that is assumed to be satisfied by the discounted GP under the BS model. By insisting that the market price of risk θ t be a constant θ, the SDE for the discounted GPS
From (2.4) the theoretical quadratic variation of log
which we show in Figure 2 alongside the actual empirical quadratic variation of the logarithm of the discounted GP, computed from Shiller's series of discounted values of the S&P 500 over the period from 1871 to 2017, given in Appendix C.
Remark 1. It is evident from Figure 2 that the Black-Scholes model of the discounted GP fails to capture the stochastic nature of the market price of risk θ t since the slope of the quadratic variation of the logarithm of the discounted stock index moves significantly over time.
From (1.4) the Radon-Nikodym derivative of the risk neutral probability measure is equal to the reciprocal of the discounted GP which, under the BS model, is given by
Remark 2. Risk neutral pricing of derivative contracts relies on the Radon-Nikodym derivative Λ Q being a martingale with respect to the real-world probability measure P . This condition is indeed satisfied under the model because
We show in Figure 3 
for the S&P500, where we note that this trajectory seems unlikely to be that of a true martingale.
In the following section we derive the transition density function of the discounted GP, used to fit the parameters to data. Lemma 1. The transition density function of the logarithm of the discounted GP in (2.1) is (2.5)
and the transition density function of the discounted GP is (2.6)
By virtue of this lemma we can write the conditional distribution ofS Below, we plot the transition density function of the logarithm of the discounted GP in Figure 4 for the fitted parameter θ when starting in January 1871 with S δ * 0 = 1. We also include in the graph the theoretical mean of the logarithm of the index and the logarithm of the index.
2.2. Fitting the Black-Scholes Model. We use maximum likelihood estimation to fit the model (2.1) to Shiller's monthly series of discounted values of the S&P 500 over the period from 1871 to 2017, given in Appendix C.
For a time discretisation t i = i∆, ∆ > 0, our log-likelihood function is (2.8)
and, although widely known (for example, see Chapter 8 of Rice [2007] ), an explicit formula for the maximum likelihood estimate of the parameter θ and its standard error is supplied in the following theorem.
Theorem 1. The square of the maximum likelihood estimateθ ∆ of θ in the SDE (2.1), with time step size ∆, is given by where there are n + 1 observations of the discounted GPS δ * ti , for i = 0, 1, 2, . . . , n. Further, the standard error of the parameter estimate is given by
Proof. We rewrite (2.8) as (2.11)
and differentiating with respect to θ gives (2.12)
Rearranging (2.12) gives Step Size in Years
Estimate of θ Lower bound of 95% CI for θ Upper bound of 95% CI for θ
The solution to the equation (θ) = 0 is given by the formula (2.9). To determine the standard error of the estimate of θ we take the second derivative of , giving (2.14)
When θ =θ ∆ the second derivative can be simplified to
The standard error is given by the reciprocal of the square root of the negative of the second derivative, giving the result (2.10).
From this theorem we compute the maximum likelihood estimate for various time step sizes. In Table 1 we show the estimateθ = 0.141002 (0.002380) with the standard error shown in brackets.
In Figure 5 we plot the estimate with its 95% confidence interval in dependence on the time step size. We note that for some larger time step sizes the confidence intervals become unrealistic as the normality assumption of the standard error is invalid.
Minimal Market Model (MMM)
In this section we consider the minimal market model originally proposed in Platen [2001] . By making the assumption that the driftα t = θ 2 tS δ * t of the discounted GP in (1.3) behaves exponentially we arrive at the SDE (1.7) for the discounted GP, where (3.1)ᾱ t =ᾱ 0 exp (ηt) and η is the net growth rate. Here the net growth rate η can be viewed as the growth rate of the GP in excess of the short rate.
The square root of the discounted GP has SDE
It follows that the discounted GP drift can be observed as four times the first order time derivative of the quadratic variation of the square root of the discounted GP, that is,
In Figure 8 the quadratic variation of the square root of the discounted stock index is shown. It is clear that the exponential functionᾱ t =ᾱ 0 exp(ηt) provides a good fit and thus confirms the assumptions for the net market trend in (3.1) and constant growth rate η as being reasonable.
Under the MMM, Platen [2002] showed that the discounted GP obeys a timetransformed squared Bessel process of dimension four.
We define the normalised discounted GP process Y t as the ratio of the discounted GP to its net market trend. The SDE satisfied by Y is
Making the substitutions c t = 1, ν = 4, b t = −η, z 0 =ᾱ 0 in Lemma 7 in Appendix A we see that Y t =ᾱ 0 exp(−ηt)X ϕt , where X is a squared Bessel process of dimension four with X 0 =S δ * 0 and ϕ t = (exp(ηt) − 1)/(4η). We observe that the market price of risk
given as the reciprocal of the square root of the normalised discounted GP. Therefore, the squared market price of risk
This SDE is known as the 3/2 volatility model, proposed in Platen [1997] . The leverage effect, as explained in Black [1976] , pertains to the multiplied losses associated with severely adverse movements in the stock index. The negative correlation between the variable v t and the discounted GPS δ * t shows how the leverage effect is naturally incorporated into the MMM.
3.1. Transition Density of Discounted GP. Before we give the transition density function of the discounted GP we prove that the time transformed discounted GP is a squared Bessel process of dimension four.
Lemma 2. The discounted GP processS δ * = {S δ * t , t ∈ [0, T ]} given by the SDE (1.7) is a time-transformed squared Bessel process of dimension four.
Proof. Define the (A, P )-local martingaleŪ = {Ū t , t ∈ [0, T ]} as a solution to the SDE (3.9)
Applying the Dambis, Dubins-Schwarz (DDS) Theorem, for example as given in Klebaner [1998] , the DDS Wiener process isŪ 
It follows from Revuz and Yor [1999] that X is, in the transformed ϕ-time (3.10), a squared Bessel process of dimension four.
This lemma gives rise to the following lemma concerning the conditional distribution of the discounted GP.
Lemma 3. For the discounted GP processS δ * satisfying (1.7) and ϕ t given by (3.10) we have for timesT > t and givenS δ * t that (3.14)S δ * T ϕT − ϕ t is non-central chi-squared distributed with four degrees of freedom and with noncentrality parameter λ =S δ * t /(ϕT − ϕ t ), written as
.
The transition density function of the discounted GP is given explicitly in the following lemma.
Lemma 4. Let t andT be such thatT > t ≥ 0. The transition density function of the discounted GP in (1.7) is
is the modified Bessel function of the first kind with index ν and ϕ t is the quadratic variation of S δ * t as given by (3.10).
Remark 3. From (1.7) the logarithm of the GP has the SDE
where Y t obeys SDE (3.4). The stationary densityp of Y t is that of a scaled chisquare distribution and is given by
(see, for example, Chapter 4 of Platen and Heath [2006] ). Therefore, under the MMM, the distribution of log returns of the discounted GP is Student-t with four degrees of freedom. This contrasts with the corresponding distribution under the BS model being Gaussian. These stationary densities are shown in Figure 6 . Also shown, is the transition density of log returns of MMM discounted GP based at January 1871 which demonstrates the ability of the MMM to capture asymmetry in log returns.
The graph of the transition density function of the discounted GP with parameter valuesᾱ 0 = 0.0068370 and η = 0.045486 is shown in Figure 7. 3.2. Fitting the MMM Discounted GP. Estimation of the parameters of the MMM discounted GP is achieved using maximum likelihood estimation.
The log-likelihood function in respect of the observed values of the discounted GPS δ * ti , i = 0, 1, 2, . . . , n, is
where ϕ t = 1 4ᾱ 0 (exp(ηt) − 1)/η. The following theorem supplies an accurate approximation to the maximum likelihood estimates as well as an explicit formula for the standard errors of the parameter estimates. is approximately linear in t i , for i = 1, 2, . . . , n, and that the resulting residuals i of the linear fit have sufficiently small moments, that is
and where K 1 , K 2 and K 3 are positive constants independent of n. The maximum likelihood estimatesα 0,∆ andη ∆ ofᾱ 0 and η respectively in the SDE (1.7) with time step size ∆ are given bŷ Figure 7 . Transition density function of MMM discounted GP based at January 1871, with S&P500 trajectory and theoretical mean.
where summation is over the set K = {i = 1, 2, . . . , n :S δ * ti =S δ * ti−1 } and where there are n+1 observations of the discounted GPS δ * t , for i = 0, 1, 2, . . . , n. Further, the standard errors of the parameter estimates are approximately given by
Proof. Firstly, we rewrite the log likelihood function in (3.19) in terms of η and a new parameter a = 1 4ηᾱ 0 (exp(η∆) − 1), giving (a, η) = −n log 2 − n log a − η n 2 + 1 2 log
(3.25)
where we have used the notation
and where the function f is defined as
which has convenient asymptotic properties as x → ∞, demonstrated in Appendix B. We straightforwardly obtain the following first order partial derivatives with respect to the parameters a and η, that is,
from which we obtain the second order partial derivatives
Note that, from Appendix B, we have as y → ∞
Inserting these asymptotic estimates into (3.28) we obtain a n
Here we have employed the two approximationsS δ * ti ≈ᾱ 0 exp(ηi∆) and
to arrive at 1/z i = O(∆). Our maximum likelihood equations become
The solutions to these equations are close to the exact ones by virtue of the smallness of ∆ for large values of n. If the series (y i ) n i=1 is nearly constant, as per our assumption, Jensen's inequality E[log X] ≤ log E[X] is nearly strict so that we have the approximations
where summation is over those i in the set K = {i : y i > 0}. The solutions to these equations are straightforwardly shown to be those given in (3.23). Using the approximations (3.31) in (3.29) we obtain the simplified expressions
Fisher's information matrix is computed to be
∆ a n a 2 and the standard errors ofâ andη are SE(â) ≈ 2â 2n − 1 n(n + 1) (3.37)
We remark that the assumptions (3.21) and (3.22) underlying the maximum likelihood estimation in Theorem 2 are likely to be satisfied in empirical applications where the quadratic variation of the square root of elements of the time series has approximate logarithmic growth, as posited for the MMM discounted GP, and where this approximation is sufficiently good, as specified in (3.21). For an arbitrary series, a suitable transformation may need to be applied so that the transformed series satisfies the assumptions (3.21) and (3.22).
For Shiller's monthly data set of US one-year deposit rates and stock index values from 1871 to 2017, given in Appendix C, the following estimates are obtained by applying the Newton-Raphson root-finding method to the first-order partial derivatives of the log-likelihood function, We note that the estimate of the net growth rate η is close to the empirical finding of η ≈ 0.06 derived from the estimates 10.1% and 4.1% of annualised returns for the last century of equities and short-dated treasury bills respectively, given in Chapter 16 of Dimson et al. [2002] .
The quadratic variation of S δ * t is
We can visually assess the accuracy of the two parametersᾱ 0 and η by comparing the theoretical quadratic variation of the square root of the discounted GP, namely 1 4ηᾱ 0 (exp(ηt) − 1), with the quadratic variation of S δ * t . The graphs are shown in Figure 8 .
Remark 4. Similar to the parameter estimation method employed in Section 4 of Hulley and Platen [2012] , a crude estimate ofᾱ 0 and η can be obtained by solving the two equations ϕ tn − ϕ t0 =ᾱ 0 (exp(ηt n ) − 1)/(4η) = QV tn and ϕ t n/2 − ϕ t0 = α 0 (exp(ηt n/2 ) − 1)/(4η) = QV t n/2 for η, giving exp(η 1 2 n∆) + 1 = QV tn /QV t n/2 and henceη = 0.041917, with log-likelihood −957.907584. The estimate of η provided by Theorem 2 isη = 0.046020, with log-likelihood −943.885294 which is very close to the optimum in (3.39).
3.3. Fitting the MMM Discounted GP using a Lognormal Approximation. We will see that good estimates of the parameters of the MMM discounted GP can be obtained by approximating the non-central chi-squared distribution by a lognormal distribution having the same mean and variance. The following lemma supplies formulae for the conditional mean and variance of the discounted GP. Lemma 5. For the discounted GP obeying the SDE (1.7) and for times s, t such that s < t we have
Proof. Integrating the SDE (1.7) from time s to time t and taking expectations conditional onS 
As done forS δ * u , we integrate this SDE for (S δ * u ) 2 from time s to time t and take expectations conditional onS δ * s . By noticing that the integral with respect to the Wiener process is a martingale, we obtain
The formula for the variance is straightforwardly given by
which is the second equation.
We approximate the transition density of the square root process from time t i−1 to time t i by a lognormal distribution that matches the mean and variance. The lognormal distribution for the exponential of a Gaussian random walk with mean µ and variance σ 2 has mean
and variance
It is straightforward to show that the approximating lognormal distribution has, according to (3.46) and (3.47), parameters µ
given by
respectively, where
Therefore, our approximating log-likelihood function on the set of observed values of the discounted GPS δ * ti , for i = 0, 2, . . . , n is
Remark 5. Because the skew of the lognormal distribution is
and the skew of the noncentral chi-squared distribution is
we see that the lognormal approximation accounts for roughly two-thirds of the skew present in the noncentral chi-squared distribution which is not captured by the normal approximation, for example.
We fit the MMM to the monthly discounted GP series derived from Shiller's data set given in Appendix C, obtaining the maximum likelihood estimates α 0 = 0.006904 (0.000466) (3.53) η = 0.045555 (0.000800).
We note that the estimates forᾱ 0 and η are in close agreement with those in (3.39).
Comparison of Models
The two models considered in this chapter have explicit formulae for their transition density functions and this has allowed the fitting of parameters using maximum likelihood estimation. The Black-Scholes model is most easily fitted to the data because it has a closed form expression for its parameter estimate. In contrast, the MMM requires two-dimensional grid searches to find the best fitting parameters.
In fitting the two models to the US discounted GP data we can identify which model provides the best fit to the data by looking at the Akaike Information Criterion, shown in Table 1 , where the MMM appears to be the best fitting model. To establish whether the MMM is a good fitting model we consider Pearson's goodness-of-fit chi-squared statistic, described in Kendall and Stuart [1961] .
Given a time series of discounted GP values {S δ * tj : j = 1, 2, . . . , n} and given a hypothesised transition density function with corresponding cumulative distribution function F we compute the n − 1 quantiles q j = F (t j−1 ,S δ * tj−1 , t j ,S δ * tj ) for j = 2, 3, . . . , n. Under the hypothesised model the quantiles q j are independent and uniformly distributed. These quantiles are graphed against those of the uniform distribution in Figure 9 . One notes that the MMM model remains in some sense visually closest over the [0, 1] 
A similar comparison is shown in Figure 10 for the daily data series of the S&P500 total return index values and Federal Funds Rates from January 1970 to For a fixed integer k satisfying 2 ≤ k ≤ (n − 1)/5 we partition the unit interval into k equally sized subintervals. Hence we compute the number of observations O i in the i-th subinterval ((i − 1)/k, i/k] for i = 1, 2, . . . , k. The corresponding expected number of observations E i in the i-th subinterval is (n − 1)/k. Our test statistic is thus computed as
which is approximately chi-squared distributed with ν = k − 1 − n parameters degrees of freedom. The value of Pearson's chi-squared statistic and corresponding p-value for each model and for a range of partition sizes is shown in Table 2 . It is evident that both the BS model and MMM can be rejected at the 1% level of significance.
Another test of goodness-of-fit is the Kolmogorov-Smirnov test, as described by Stephens [1974] . Under the null hypothesis that the set of n observations u 1 , u 2 , . . . , u n emanate from a uniform distribution, the Kolmogorov test statistic is 
1.000000 p-value 1.0436E-14 2.8979E-11 and the modified test statistic K n = √ nD n has the limiting distribution function, as n → ∞,
is the empirical cumulative distribution function. We compute the test statistics in Table 3 where we see both models can be rejected at the 1% level of significance. Finally, another test of goodness-of-fit is the Anderson-Darling test, as described in Stephens [1974] . Under the null hypothesis that the set of n observations u 1 ≤ u 2 ≤ . . . ≤ u n emanate from a uniform distribution, the test statistic A is given by (4.5)
We compute the test statistics in Table 4 where, as for the Kolmogorov-Smirnov test, we see that both of the discounted GP models can be rejected at the 1% level of significance. The p-values of the test statistic A in Table 4 were estimated using sample Anderson-Darling statistics of 1,000,000 simulations of sets of 1754 uniformly distributed observations.
Conclusions
In this article we have demonstrated the applicability of maximum likelihood estimation of parameters of discounted equity index models, giving explicit formulae Dimson et al. [2002] . Also, we have demonstrated several ways of assessing the goodness-of-fits of the models. As mentioned in Remark 2, the log-returns of the discounted GP under the BlackScholes model are Gaussian with constant variance, whereas under the MMM they are Student-t distributed. Empirical evidence in Fergusson and Platen [2006] and in Platen and Rendek [2008] indicates that the log returns of discounted equity indices are Student-t distributed with four degrees of freedom. This also shows that the MMM is a more realistic model that appears to capture better the stochastic volatility and leptokurtic log-returns observed in the market than the classical Black-Scholes model.
As mentioned in Remark 3, for the Black-Scholes model, the Radon-Nikodym derivative is a martingale and therefore risk neutral pricing of contingent claims is possible. Importantly, however, the Radon-Nikodym derivative pertaining to the MMM is a strict supermartingale and therefore the MMM does not admit an equivalent risk neutral probability measure. Thus, for the MMM we must resort to another valuation framework, such as the Benchmark Approach, where some arbitrage is permitted. 
For completeness we give here the proof.
Proof. From (A.3) we have the SDE
We define the process U t = We give some asymptotic properties of the function f (x) = log{exp(−x)I 1 (x)} given in (3.27).
Lemma 8. For the function f in (3.27) we have the asymptotic formulae
Proof. As given in Chapter 6 of Watson [1966] , the modified Bessel function of the first kind can be written as
which simplifies to
Making the change of variables u = 2 √ x sin(t/2) in (B.3) gives
exp(x cos(t) − x) cos(t) dt Shiller's monthly US data set contains cash rates and S&P500 total return values over the period from 1871 to 2012, as given in Shiller [1989] and his website. Values from 2013 to 2017 have been spliced using data obtained from Bloomberg data services. The cash savings account B t commences with a value of one and is iteratively computed using the formula
where r
(1) t is the one-year cash rate and d is the number of days in the period of length ∆. The stock index, used as a proxy for the growth optimal portfolio, commences with a value of one and is iteratively computed using the formula S δ * t+∆ = S δ * t × (I t+∆ + D t+∆ )/I t where I t is the stock price index at time t and D t is the gross value of dividends paid during period (t, t + ∆]. We assume that a financial institution's hedging profits can be offset against its product offerings and therefore attract zero taxation.
Appendix D. Daily Data Set January 1970 to May 2017
The daily US data set comprises the Federal Funds Rate and S&P 500 total return index values over the period from January 1970 to May 2017, sourced from Bloomberg data services. 
