Abstract. Using a general strong law of large number proved by Sangare and Lo in [10] and the entropy numbers, we provide a functional Glivenko-Cantelli theorem for arbitrary random variables (rv's).
INTRODUCTION
Let X 1 , X 2 , · · · , X n be an arbitrary sequence of rv's having a distribution function (d.f) F . We consider, for any function f : R −→ R, the functional empirical probability
f (X i ).
And, next, we are interested by functional Glivenko-Cantelli classes, that are classes F of measurable real functions such that sup f ∈F |P n (f ) − EP n (f )| = P n − EP n F < ∞.
Where
A general asymptotic theory for empirical total time on test, mean and percentile residual, and empirical Lorenz processes have been well developed in the literature under the i.i.d. assumption (see [3] ). Billingsley [2] showed the convergence in law in D[0, 1] of the empirical process for φ−mixing rv's under the condition k>0 k 2 φ(k) < +∞. Yoshihara [15] obtained the same result for α−mixing under the condition on the mixing coefficient α n = O(n −a ) with a > 3. This result has been first improved by Shao [11] by only assuming a > 2, then by Shao and Yu [12] who suppose that a > 1 + √ 2. Rio [9] obtained a best condition : a > 1. similar results are given by Shao and Yu [12] for ρ−mixing rv's, Doukhan et al. [5] for β−mixing rv's. For the associated rv's, Yu [16] obtained the convergence under the condition Cov(X 1 , X n ) = O(n −a ), a > 7.5. Shao and Yu [12] weakened the covariance condition a > 3+ √ 33 2
. Then, Louhichi [6] gave another proof and a result improvement a > 4.
As to the Glivenko-Cantelli type theorems for associated random variables, Bagai and Prakasa Rao [1] have first proposed an estimator for the survival function, discussed its asymptotic properties and then gave a Glivenko-Cantelli theorem under moment condition, namely
), for some r > 1, for stationary sequences in some compact subset. Yu [16] dropped the stationary asumption and considered a sequence of associated random variables having the same marginal distribution function. He obtained a Glivenko-Cantelli theorem under the following conditions : he first supposed that the distribution function is continuous and then
n 2 Cov(X n , S n−1 ) < ∞ and if the sequence is stationary, then the last condition can be weakened to
Although many Glivenko-Cantelli type theorems are available for such sequences, there are still many open problem regarding functional Glivenko-Cantelli classes for nonstationary sequences. We aim, in this paper, at filling such this gap.
We intend here to have the most general functional Glivenko-Cantelli class gathering as much as former cases. We are going to use a general strong law of large number based on the usual perfect indice squared method. Besides this result, we may use entropy numbers to also obtain Glivenko-Cantelli classes.
Before we go any further, here is how this paper is organized. In Section 2, we state our functional Glivenko-Cantelli theorem arbitrary rv's and derive some classical cases. In Section 3, we give an application to the distribution functions where To begin with, we remind some useful results on associated data that find in [8] , and the result proved by Sangare and Lo (see [10] ) Lemma 1 (Newman (1980) ). Suppose that X, Y are two rv's with finite variance and, f and g are C 1 complex valued functions on R 1 with bounded derivatives f
Lemma 2. Let X and Y be associated random variables with absolutely continuous distributions. Assume that the marginal densities f X andf Y are bounded by M . Then, for every T > 0,
where
. Optimizing the choice of T on the previous result, they find the following important inequality Corollary 1. Under the same assumptions as in Lemma 2 if Cov(X, Y ) > 0, one has that
Lemma 3 (Bagai and Prakasa Rao (1991) ). Suppose the pair X and Y are associated random variables with bounded continuous densities f X and f Y , respectively. Then there exists an absolute constant c > 0 such that
Lemma 4 (Sangare and Lo (2015)). Let X 1 , X 2 , · · · be an arbitrary sequence of rv's, and let (f i,n ) i≥1 be a sequence of measurable functions such that Var[f i,n (X i )] < +∞, for i ≥ 1 and n ≥ 1. If for some δ, 0 < δ < 3,
and for some δ, 0 < δ < 3, (1.2)
Remark 1. We say that the sequence X 1 , X 2 , · · · , X n satisfies the (GCIP ) whenever (1.1) and (1.2) hold, and we denote C, the class of measurable functions for which (GCIP ) holds.
It is so natural to appeal to C for finding Glivenko-Cantelli classes.To that purpose, we will make use of bracketing numbers. Let us endow C with the L 1 norm denoted by ||.|| L1 and we define the bracketing as
is the minimum number of brackets B(ℓ 1 , ℓ 2 , ǫ) necessary to cover F . In such a case, we write
Indeed, in the next section, we provide a functional Glivenko-Cantelli theorem for arbitrary sequence of rv's and derive some classical cases.
Our results
Theorem 1. Let X 1 , X 2 , · · · be an arbitrary sequence of rv's. Let F be a subclass of C such that for any ǫ > 0,
Proof. It follows the lines of that of Theorem 2.4.1 in [14] and it is postponed in the Appendix for completeness sake.
Consequences and particular cases.
We consider the real empirical function F n (x) = 1 n n i=1 1 {Xi≤x} and obtain, by checking the GCIP,
2.1.1. Associated case. If X 1 , X 2 , · · · is associated with bounded continuous density then by the lemma 3, our conditions become for ν = (1 − δ)/2 ≥ 0 with 0 < δ < 1
Now if the sequence is second order stationary then GCIP will be equivalent to
then by the kronecker lemma, it becomes
2.1.2. φ-mixing case. Let (Ω, A, P) be a probability space and A, B two sub σ−algebras of A. The φ-mixing coefficient is given by
We remind that we have
where F ℓ j is the σ−algebra generated by the variables (X i , j ≤ i ≤ ℓ).We say that (X n ) n≥1 is φ−mixing if φ(n) → 0 as n → ∞. For some further clarification on this point, the reader may have a quick look at [4] . In this case, our conditions become
Our condition is finally reduce to
Application
Let X 1 , X 2 , · · · be a sequence of associated random variables having the same distribution function F (x), x ∈ R, with bounded density f X (x), on some probability space (Ω, A, P). Let us consider a sequence of associated random variables represented by F (X i ) = U i , where U 1 , U 2 ,...,U n is a sequence of uniform associated variables on [0; 1]. We have
where F n (x) (resp. G n (F (x))) is the real empirical function based on U 1 , U 2 , ..., U n . For some further clarification on this point, the reader may have a quick look at [13] . We know that the family F = 1 ]0;1] , 0 ≤ s ≤ 1 has a finite entropy number
where ν = (1 − δ)/2 ≥ 0 with 0 < δ < 1. That are
If the sequence is second order stationary, then (3.3) implies (3.4), since
for k = 2q + 1. And (3.3) may be witten as (3.5) sup
This is our general condition under which we have the Glivenko-Cantelli class for second order stationary associated sequence. Then, by the Kronecker lemma, we have the Glivenko-Cantelli class if
Clearly, by the Cesàro lemma, (3.6) implies
By the Lemma 1, since sup x |f X (x)| is finite, (3.7) reduces to
Such a result is also obtained by Yu (see [16] ) for the strong convergence of empirical distribution function for associated sequence with identical and continuous distribution.
Appendix
Proof of the Theorem 1. Consider a class F of measurable real functions such that each f ∈ F . Let p = N [] (F , L 1 , ǫ) be finite, for every ǫ > 0. Then there is a sequence of intervals [f i , g i ], i = 1, · · · , p such that for every f i , g i ∈ F , 1 ≤ i ≤ p, and F ⊆ [f i , g i ], and such that EP n (g i ) − EP n (f i ) ≤ ǫ. For any f ∈ F , there exist f i and g i such as f i ≤ f ≤ g i and (4.1) P n (f ) − EP n (f ) = P n (f ) − EP n (g i ) + EP n (g i ) − EP n (f ).
On the other hand we have, by the monotonicity of the probability, that P n (f i ) ≤ P n (f ) ≤ P n (g i ).
Therefore P n (f ) − EP n (f ) ≤ P n (g i ) − EP n (g i ) + EP n (g i ) − EP n (f ) ≤ (P n − EP n )(g i ) + ǫ.
Next
EP n (f ) − P n (f ) ≤ EP n (f ) − EP n (f i ) + EP n (f i ) − P n (f ) ≤ ǫ + (EP n − P n )(f i ).
Thus
||EP n − P n || F = sup f ∈F |EP n − P n |(f ) (4.2) = sup f ∈F max((EP n − P n )(f ), (P n − EP n )(f )) ≤ ǫ + max 1≤i≤p max((EP n − P n )(f i ), (P n − EP n )(g i )).
Since for every i, 1 ≤ i ≤ p, we have P n (f i ) −→ EP n (f i ) by the Lemma 4, it follows that max 1≤i≤p max((EP n − P n )(f i ), (P n − EP n )(g i )) −→ 0.
By applying the upper limit on the left-hand side in (4.2), we get for every ǫ > 0 lim sup n→∞ ||EP n − P n || F ≤ ǫ, a.s.
