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Sinds de uitvinding van de eerste computer in het midden van de vo-
rige eeuw, is de rekenkracht van dergelijke machines aanzienlijk toege-
nomen. Ee´n van de problemen die deze evolutie met zich meegebracht
heeft, is de toenemende energieconsumptie (en de daarmee gepaard
gaande warmtedissipatie) bij berekeningen. Door allerlei technologi-
sche innovaties inzake circuiten en koeling, heeft men deze problemen
steeds onder controle kunnen houden. Geen van deze oplossingen,
echter, is in staat om de dissipatie, veroorzaakt door irreversibiliteit te-
gen te gaan. Inderdaad, zoals aangetoond door Landauer, moet elk
irreversibel circuit, d.w.z. elk circuit dat gedurende zijn werking infor-
matie verliest, noodgedwongen warmte dissiperen. Het ligt dan ook
voor de hand, dat als we de dissipatie willen blijven verminderen, we
ons uiteindelijk zullen moeten beperken tot reversibele schakelingen.
Daarnaast hebben reversibele schakelingen ook hun nut in quantum
computing, aangezien hierbij enkel reversibele bewerkingen mogelijk
zijn. Het doel van dit werk is dan ook om synthesemethodes voor re-
versibele schakelingen uit te werken.
Vooreerst voeren we de geschakelde circuits in. Dit zijn reversi-
bele circuits die 2 subcircuits bevatten waarbij een controlesignaal be-
paalt welk moet worden uitgevoerd. We definie¨ren ook controlepoor-
ten, Toffoli-poorten, gecontroleerde verwisselaars en Fredkin-poorten.
Vervolgens geven we een mogelijke implementatie voor al deze circuits
en poorten. Met behulp van deze bouwblokken kunnen we dan wille-
keurige reversibele schakelingen ontwerpen.
In de literatuur zijn reeds een aantal methodes verschenen voor het
synthetiseren van reversibele circuits. De meeste introduceren echter
veel extra ingangen (presets) en uitgangen (garbage). Om deze 2 ei-
genschappen onder controle te houden, is er nood aan andere, meer
systematische technieken.
Met behulp van groepentheorie leiden we algemene strategiee¨n af
om een willekeurige, reversibele functie te decomposeren in (eenvou-
digere) delen. Ten eerste ontwikkelen we een methode op basis van
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enkelvoudige nevenklassen (hetzij linker-, hetzij rechternevenklassen),
die toelaat om een reversibel circuit te ontbinden in een geschakeld cir-
cuit en een representant. We stellen e´e´n algoritme op dat die represen-
tant bepaalt als een cascade van Toffoli-poorten en ook e´e´n dat de re-
presentant construeert als een cascade van Toffoli- en Fredkin-poorten.
Het geschakeld circuit valt dan uiteen uit twee kleinere circuits waar-
op we dan dezelfde tactiek kunnen toepassen. Op die manier vinden
we een eerste strategie om reversibele schakelingen te implementeren.
Vervolgens proberen we een aantal optimalisaties uit om deze techniek
te verbeteren, zoals bijvoorbeeld gebruik van bidirectionaliteit.
Daarnaast introduceren we ook 2 duale technieken op basis van
dubbele nevenklassen. Ten eerste vinden we een opdeling die bestaat
uit een geschakeld circuit gevolgd door een MAITRA-controlepoort en
een tweede geschakeld circuit. Ook hier kunnen we dezelfde strate-
gie toepassen op de subcircuits van de geschakelde circuits. Vervol-
gens veralgemenen we dit idee zodat het ook mogelijk wordt om ge-
schakelde circuits met verschillend controlerend bit te gebruiken. De
beslissing inzake de te gebruiken bits gebeurt met behulp van de af-
standsmatrix, die een maat geeft voor de gelijkenis tussen ingangen en
uitgangen. Het nadeel van deze techniek is dat het geheugengebruik in
elke stap verdubbelt. Daarom beschouwen we ook de duale techniek.
Die schrijft een opdeling voor in een controlepoort, een geschakeld cir-
cuit en een tweede controlepoort. We introduceren twee algoritmes die
hiervan gebruik maken. Het eerste steunt, net zoals alle voorgaande
algoritmes, op de opdeling van het geschakeld circuit. Het tweede al-
goritme, daarentegen, vermijdt dit en op die manier vinden we een
implementatie met een aantal controlepoorten dat slechts lineair (d.i.
als 2w − 1) stijgt met de logische breedte w. Vervolgens laten we op dit
laatste algoritme een aantal optimalisatietechnieken los.
We testen al onze algoritmes op twee manieren. Ten eerste bepa-
len we een poortkostdistributie voor alle 40320 reversibele circuits van
breedte w = 3 waaruit de maximale kost en de gemiddelde kost af te
lezen valt. Vervolgens passen we onze algoritmes toe op een aantal
benchmarks uit de literatuur (met w gaande van 3 tot 15). Uit beide
tests valt af te leiden dat laatstgenoemde techniek (d.i. de decompositie
in 2w − 1 controlepoorten) de voorkeur heeft, zowel wat betreft kost
van implementatie als snelheid.
We onderzoeken ook methodes om circuits na synthese te optimali-
seren. We voeren bijvoorbeeld sjablonen in en zien dat ze toelaten om
heel wat schakelingen te verbeteren. De prijs die we daarvoor moeten
betalen, is een significante toename van de berekeningstijd. De uitein-
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delijke circuits kunnen vergeleken worden met diegene die gegeven
worden in de literatuur. Meestal vinden we vergelijkbare resultaten en
soms zelfs een opmerkelijke verbetering.
Aangezien de meeste Boolese functies van nature niet reversibel
zijn, hebben we nood aan een methode om een oorspronkelijk irreversi-
bele functie te vertalen naar een reversibele functie. We pakken dit aan
door de oorspronkelijke waarheidstabel in te bedden in een (grotere)
waarheidstabel. In dit werk ontwikkelen we een methode die dit kan
verwezenlijken. Er is bij deze uitbreiding heel wat vrijheid, waar we
(ten dele) gebruik van maken. We zorgen er namelijk voor dat een uit-
gang op een zo eenvoudig mogelijke manier van de overeenkomstige
ingang afhangt.
Tenslotte proberen we in te schatten hoe zeer reversibiliteit onze
circuits complexer maakt. Voor de meeste benchmarks vinden we een
verhouding van complexiteit tussen 4 en 10. Dit lijkt aanvaardbaar aan-
gezien de controlepoorten waarvan we vertrekken sowieso reeds 4 keer
duurder zijn dan AND en OR-poorten.
We kunnen dus concluderen dat de methodes die in dit werk gege-
ven worden een bijdrage leveren tot de oplossing van het synthesepro-
bleem van reversibele schakelingen. Het is nu de taak om deze tech-
nieken ook mogelijk te maken voor functies met een nog groter aantal
ingangen. Inderdaad, in dit werk gaan we steeds uit van de volledi-
ge waarheidstabel van een functie. Dit beperkt de toepasbaarheid tot
functies met niet meer dan 25 ingangen. Opdat reversibele synthese




Since the invention of the first computer in the middle of the last centu-
ry, the computing power of such machines has increased considerably.
One of the problems, caused by this evolution, is the increase in power
consumption (and heat dissipation) while computing. These issues ha-
ve been kept under control, by introducing technological innovations
concerning circuits en cooling. None of these solutions, however, is ca-
pable of avoiding the dissipation caused by irreversibility. Indeed, as
shown by Landauer, every circuit that loses information during com-
putation, must dissipate heat. Therefore, if we want to further decrease
the dissipation, we will eventually have to limit ourselves to reversi-
ble circuits. Moreover, reversible circuits have applications in quantum
computing too, as there only reversible operations are allowed. So the
goal of this work is to suggest synthesis methods for reversible circuits.
Firstly, we introduce switched circuits. These are reversible circuits
that are constructed out of 2 subcircuits and in which a control signal
determines the one that has to be applied. We also define control ga-
tes, Toffoli gates, controlled SWAPs, and Fredkin gates. Then we find a
possible implementation for all these circuits and gates. These building
blocks will allow us to design arbitrary reversible circuits.
In literature, a number of methods for the synthesis of reversible
circuits have been proposed. Most of them introduce a lot of extra in-
puts (presets) and outputs (garbage). To be able to control these circuit
properties, we need different, more systematic techniques.
With the help of group theory, we find general strategies for the de-
composition of an arbitrary reversible function into (less complicated)
parts. Firstly, we develop a method based on single cosets (either left or
right cosets), which allows us to decompose a reversible circuit into a
switched circuit and a representative. We construct one algorithm that
finds the representative as a cascade of Toffoli gates and one which is
similar, but results in a cascade of Toffoli and Fredkin gates. The swit-
ched circuit can than be broken up into two smaller circuits, on which
we can apply the same technique. This way we find a first strategy for
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the implementation of reversible circuits. Then we suggest a number
of optimizations to improve this technique, such as the use of bidirecti-
onality.
We also introduce 2 dual techniques based on double cosets. First-
ly, we find a decomposition that consists of a switched circuit followed
by a MAITRA control gate and a second switched circuit. Also here,
we can apply the same strategy on the subcircuits of switched circuits.
Then we generalize this idea to allow the possibility of switched cir-
cuits with different controlling bits. The decision concerning the bits
which are to be used, is done according to a distance matrix, which
gives information on the similarity between inputs and outputs. The
disadvantage of this technique, is that in every step the memory usage
doubles. That is why we consider the dual strategy. That suggests a de-
composition into a control gate, a switched circuit, and a second control
gate. We introduce 2 algorithms, that use this idea. The first one makes
use of the fact that the switched circuit can be broken up into 2 subcir-
cuits, just as all preceding algorithms. The second one, however, avoids
this and this way we find an implementation for which the number of
necessary control gates rises only linearly (i.e. as 2w − 1) with the logic
width w of the circuit. Next, we try to improve this last algorithm by
introducing a number of optimization techniques.
We test all our algorithms in two ways. Firstly we determine a gate
cost distribution for all 40, 320 reversible circuits of width w = 3, from
which we can find the maximal and average cost. We also apply our
algorithms on a number of benchmarks taken from literature (with w
ranging form 3 to 15). Both tests lead to the conclusion that the tech-
nique, which was introduced last (i.e. the decomposition into 2w − 1
control gates) is the best. It (usually) yields the best implementation
and is fastest.
We also examine methods to simplify circuits after synthesis. There-
fore, we introduce templates and we see that they allow us to improve
a large number of circuits. The price we have to pay is a considerable ri-
se in the computation time. The final circuits can be compared to those
that have been published in literature. Mostly, we find similar results
and in some cases even a remarkable improvement.
Seeing that most Boolean function are irreversible, we need a me-
thod to translate an originally irreversible function to a reversible func-
tion. We address this problem by embedding the original truth table in
a (bigger) truth table. In this work, we develop a method for achieving
this. There is a lot of freedom in this expansion of which our algorithm
(partly) makes use. We try to make the relation between an output and
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its corresponding input as simple as possible.
Finally, we try to estimate how much our circuits are more compli-
cated by the demand for the reversibility. For most benchmarks, we
find that our circuits are 4 to 10 times more complicated than their irre-
versible counterparts. This seems reasonable as most control gates that
we use are already 4 times more expensive than AND and OR gates.
We can conclude that the methods presented in this work contribute
to the solution of the synthesis problem of reversible circuits. In the
future, our techniques will have to be made possible for functions with
a still larger number of inputs. Indeed, in this work, we always start
from the complete truth table of a function. This limits the applicability
to about 25 inputs. For reversible synthesis really to become mature,





De evolutie in de digitale elektronica wordt al gedurende enkele de-
cennia voorspeld door de wet van Moore [3]. Deze empirische ‘wet’
stelt dat om de 2 jaar 1 het aantal transistoren op een chip verdubbelt.
Dit wordt in de hand gewerkt door een steeds verder gaande minia-
turisatie. Deze evolutie is te volgen op de grafiek in Figuur 1.1. Deze
figuur toont het aantal transistoren voor verschillende generaties van
microprocessoren van Intel. Tot op de dag van vandaag (2007) blijkt de
wet van Moore nog redelijk op te gaan. Samen met deze miniaturisatie,
neemt ook de klokfrequentie van de microprocessorchips toe. Gedu-
rende de laatste 4 jaar is deze echter niet meer spectaculair gestegen en
gestagneerd rond 3,6 GHz. Men verhoogt daarentegen de rekenkracht
door bijvoorbeeld meerdere processoren te combineren (dual-core pro-
cessor). Ee´n van de redenen voor deze evolutie is de steeds toenemen-
de energieconsumptie en de daardoor stijgende warmtedissipatie in de
chips. Figuur 1.2 toont de dissipatie voor een aantal microprocessor-
chips van Intel.
Het beperken van het energieverbruik is tegenwoordig e´e´n van
de belangrijkste uitdagingen bij digitale schakelingen. Het is duide-
1Moore voorspelde in 1965 een verdubbeling per jaar, maar in 1975 veranderde hij
dit in een verdubbeling elke twee jaar.
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lijk dat dit bijvoorbeeld belangrijk is bij mobiele toestellen, zoals lap-
tops, GSMs, . . . Vermits de rekenkracht van deze toestellen toeneemt,
stijgt ook hun energieverbruik. Hoe groter dit verbruik is, hoe sneller
de batterij waarmee ze worden gevoed leeg zal zijn. Dit beperkt het
onafhankelijk werken van deze toestellen. Er wordt dan ook heel wat
aandacht besteed aan de verbetering van de batterijen. Zoals in [4] aan-
getoond, zal dit niet volstaan om aan de stijgende energieconsumptie
van dergelijke toestellen te voldoen.
Ook voor vaste toestellen wordt het steeds belangrijker om het ener-
gieverbruik (en de dissipatie) onder controle te houden. We denken
dan uiteraard in de eerste plaats aan desktop PCs. Door de toenemen-
de dissipatie, kan de temperatuur van de processor stijgen. Dit heeft
een negatieve invloed op de werking ervan: de schakeling gaat trager
werken en bovendien stijgt de dissipatie er nog door. De eerste aanpak
van dit probleem is koeling, maar ook dit heeft zijn beperkingen. Om
het probleem echt op te lossen, moeten we het bij de bron aanpakken,
d.w.z. de dissipatie verminderen.
In dit werk beperken we ons voornamelijk tot e´e´n deel van de dis-
sipatie: nl. de dissipatie die veroorzaakt wordt door het irreversibel
gedrag van de meeste schakelingen (zie verder). Dit leidt ons ertoe om
de wereld der reversibele schakelingen te verkennen. We zullen hieron-
der hun voordeel in digitale logica aantonen. Bovendien zullen we ook
ingaan op de toepassing van reversibele schakelingen in het nieuwe
gebied der quantum computing.













































Figuur 1.1 – Aantal transistoren op microprocessorchips van Intel.
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Vermogendissipatie in (CMOS-)schakelingen heeft verschillende oor-
zaken. In deze paragraaf bespreken we kort die oorzaken die te maken
hebben met de eindige resistiviteit van de transistoren. We kunnen een
onderscheid maken tussen statische en dynamische dissipatie. Deze
laatste ontstaat tijdens het schakelen en heeft 2 oorzaken, nl. de scha-
kelstroom en de kortsluitstroom. De schakelstroom wordt veroorzaakt
door het op- en ontladen van de capacitieve belasting. Deze stroom
veroorzaakt dan dissipatie in de resistieve kanalen van de transistoren.
In Sectie A.1 van Appendix A wordt de volgende formule afgeleid voor
de gedissipeerde energie: Esw = CV 2dd, waarin C de capaciteit van de
belasting voorstelt en Vdd de voedingsspanning. De kortsluitstroom,
daarentegen, wordt veroorzaakt door het tijdelijk bestaan van een ge-
leidend pad tussen de voeding en de aarde doorheen het NMOS- en
het PMOS-netwerk. Dit ontstaat indien de spanning van de schake-
lende ingang zich bevindt tussen Vth,n en Vdd − |Vth,p|, waarbij Vth,n en
Vth,p respectievelijk de drempelspanningen van de NMOS en de PMOS-
transistoren zijn.
De statische dissipatie bestaat ook uit 2 componenten. De eerste
is de dissipatie veroorzaakt door de sub-drempellekstroom. Dit is de
stroom die vloeit tussen de source en de drain van een transistor, zelfs
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indien deze afgeknepen is (zgn. zwakke inversie). De laatste bijdra-
ge tot de dissipatie komt van de diodelekstroom, die vloeit door de
juncties die de source en de drain van de transistoren vormen met het
substraat.
In CMOS-technologie is de statische dissipatie relatief klein ten op-
zichte van de dynamische (tenzij bij sub-100nm-technologie). Dit is
trouwens e´e´n van de voornaamste voordelen die CMOS heeft in ver-
gelijking met andere technologie¨n, zoals bijvoorbeeld de bipolaire fa-
milies TTL en ECL. In de dynamische dissipatie is de schakelstroom de
grootste boosdoener. In laagvermogentoepassingen zal men dan ook
vooral deze component trachten te minimaliseren.
In de literatuur en in de praktijk zijn een aantal methodes gekend
om de dynamische dissipatie te verlagen: bijvoorbeeld de reductie van
de klokfrequentie, de voedingsspanning, de capaciteiten en/of de ac-
tiviteiten. In [4] en in Sectie A.2 van Appendix A wordt nog een an-
dere methode beschreven, nl. adiabatische aansturing. Er wordt aan-
getoond dat op die manier de dissipatie veroorzaakt door de schakel-
stroom gereduceerd kan worden tot CV 2th, met Vth de drempelspanning
van de transistoren (zowel NMOS als PMOS). Ook voor het reduceren
van de statische component zijn er een aantal technieken gekend: dual-
treshhold CMOS, multi-treshhold CMOS, . . .
Zelfs als alle hierboven vermelde bijdragen tot de dissipatie zouden
kunnen worden gee¨limineerd, dan nog zouden we over ’t algemeen een
eindige dissipatie vinden in CMOS-schakelingen. Dit komt doordat we
tot nu toe e´e´n bijdrage over het hoofd gezien hebben, namelijk de dissi-
patie veroorzaakt door de irreversibiliteit van de meeste schakelingen.
Dit werd voor het eerst aangetoond door Landauer in 1961. We zullen
dit verderop ook aantonen, maar eerst voeren we het begrip entropie in.
1.2.2 Entropie
Een fysisch systeem bestaat uit een groot aantal constituenten (deel-
tjes), die gekenmerkt worden door vrijheidsgraden zoals bijvoorbeeld
plaatscoo¨rdinaten, impulscoo¨rdinaten, spins, . . . De verzameling van
alle kenmerken van alle deeltjes bepaalt tot welke microcel in de fase-
ruimte het systeem behoort. Met behulp van de formule van Shannon




qj ln qj , (1.1)
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waarbij qj de waarschijnlijkheid is dat het systeem zich bevindt in de
microcel met index j en n het aantal microcellen voorstelt. Het aantal
microcellen wordt bepaald door de randvoorwaarden die aan het sys-
teem zijn opgelegd. Indien elke microcel even waarschijnlijk is (d.w.z.
qj = 1n ), dan herleidt Formule 1.1 zich tot de entropieformule van Boltz-
mann voor een geı¨soleerd systeem:
σ = k lnn. (1.2)
In de praktijk is het onmogelijk om alle vrijheidsgraden van alle deeltjes
te kennen. Kijken we enkel naar de vrijheidsgraden op macroscopische
schaal, die we dus kunnen onderscheiden, dan bepalen deze een ma-
crocel. We maken hiervan gebruik om de entropie σ in 2 delen op te
splitsen. Veronderstel dat er m macrocellen in de faseruimte aanwe-
zig zijn en dat elke macrocel op te delen is in ni microcellen (m.a.w.∑m
i=1 ni = n). Definie¨ren we vervolgens pi als de waarschijnlijkheid
dat het systeem zich in de macrocel met index i bevindt en pij als de
waarschijnlijkheid dat het systeem zich in de microcel met index j van













































= S + s, (1.3)
waarbij S en s respectievelijk de macroscopische en de microscopische en-
tropie voorstellen [4]. De macroscopische entropie bevat enkel de waar-
schijnlijkheden pi dat het systeem zich in een bepaalde macrocel be-
vindt. We associe¨ren deze entropie met informatie, aangezien elke ma-
crocel waarden vastlegt die we kunnen onderscheiden. Een kenmerk
van informatievrijheidsgraden is dat ze stabiel zijn gedurende voldoend
lange tijd. Het systeem blijft dus voldoende lang in dezelfde macrocel.
Indien alle macrocellen even waarschijnlijk zijn, dan wordt S gegeven
door:
S = k lnm. (1.4)
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De microscopische entropie daarentegen geeft aan hoe de microcellen
verdeeld zijn binnen de macrocellen. Deze entropie beschrijft de ther-
mische vrijheidsgraden (die niet toegankelijk zijn) en wordt dus niet
met informatie geassocieerd, maar met warmte. Deze vrijheidsgraden
zijn dus instabiel.
1.2.3 Minimale dissipatie en reversibiliteit
Stelling 1.1 Iedere logisch irreversibele operatie (een operatie die informatie
over de vorige toestand van het systeem weggooit) genereert noodzakelijkerwijs
een minimum hoeveelheid warmte in de omgeving gelijk aan kT ln 2 per bit
verloren informatie.
Hierin is k de constante van Boltzmann en T de absolute temperatuur.
Landauer [5] toonde deze stelling aan door te redeneren op een bis-
tabiele potentiaalput. Wij gebruiken hier echter de redenering gevolgd
in [4].
Bewijs De totale entropie σ van een (reken)systeem in een omgeving
op temperatuur T wordt gegeven door de som van de macroscopische
entropie S en de microscopische entropie s:
σ = S + s.
Als nu in het beschouwde systeem een logisch irreversibele bewerking
wordt uitgevoerd, neemt de macroscopische entropie S af. Uit Formu-
le 1.4 weten we (ervan uitgaand dat alle macrocellen aanvankelijk even
waarschijnlijk zijn) dat S gegeven wordt door k lnm, met m het aantal
mogelijke toestanden van het systeem. Indien het aantal vrijheidsgra-
den met 1 bit vermindert, dan wordt het aantal mogelijke toestanden
gehalveerd. We vinden dan dat de entropie S′ na de irreversibele be-
werking gegeven wordt door :
S′ = k ln
m
2
= k lnm− k ln 2. (1.5)
De tweede hoofdwet van de thermodynamica zegt dat de totale entro-
pie σ enkel kan toenemen. Dit betekent dat, als S daalt met k ln 2, s mi-
nimaal moet stijgen met dezelfde hoeveelheid. Dit leidt dan onvermij-
delijk tot een warmtegeneratie van minimum kT ln 2 in de omgeving.
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Tabel 1.1 – AND-functie.





Dit betekent dat in een irreversibel circuit, d.w.z. een circuit waarbij
er informatie verloren gaat, er steeds warmte gegenereerd wordt. Als
voorbeeld nemen we een circuit dat de AND-functie (zie Tabel 1.1) im-
plementeert. De initie¨le entropie wordt, indien de 4 toestanden (00, 01,
10 en 11) even waarschijnlijk zijn (p00 = p01 = p10 = p11 = 14 ), gegeven
door
Si = k ln 4 = 1, 38k.
De finale entropie Sf is echter













aangezien de kans p0 op een logische 0 gelijk is aan 3/4, terwijl de
kans p1 op een logische 1 gelijk is aan 1/4. Bijgevolg wordt er (1, 38 −
0, 56)kT = 0, 82 kT aan warmte gegenereerd. Dit komt overeen met
een informatieverlies van 0, 82/ ln(2) = 1, 19 bits.
We kunnen dus concluderen dat alleen een reversibele computer
dissipatieloos kan zijn. Landauer [5] geloofde aanvankelijk (1961) zelf
niet dat reversibele computers praktisch mogelijk zouden zijn, aange-
zien de basisbouwblokken van logische circuits (AND, OR, . . .) op zich
reeds irreversibel zijn. Bijgevolg stelde hij zich voor dat een reversibele
computer alleen mogelijk zou zijn indien die bij elke overgang infor-
matie zou opslaan over de vorige toestand. Deze informatie zou zich
ophopen en uiteindelijk toch gewist moeten worden; m.a.w. de dissipa-
tie zou slechts uitgesteld worden. In 1973 toonde Bennett [6] echter aan
dat dit niet noodzakelijk waar is, door de reversibele Turing-machine voor
te stellen. De Turing-machine is een welbekend model voor machines
die algoritmes kunnen uitvoeren (computers), maar is van nature irre-
versibel. Na een berekening kan de oorspronkelijke toestand dus niet
meer gereconstrueerd worden. Bennett toonde echter aan dat er een ge-
lijkwaardig model bestaat dat wel reversibel is (zonder veel complexer
te zijn). Reversibele computers zijn dus conceptueel mogelijk. Vervol-
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gens (in 1982) introduceerden Fredkin en Toffoli [7] reversibele poor-
ten die net zoals de (irreversibele) NAND-poort toelaten om alle Boolese
functies te construeren: ze zijn m.a.w. universeel.



































Figuur 1.3 – De energie-kost van logische operaties (overgenomen uit
[1] naar cijfermateriaal uit [2]).
Reversibele computers hebben niet te kampen met dissipatie ver-
oorzaakt door irreversibiliteit. Ze zijn daarentegen wel (net zoals irre-
versibele schakelingen) onderhevig aan de dissipatie veroorzaakt door
resistiviteit in het materie¨le netwerk (zie 1.2.1). We moeten beide bij-
dragen tegen elkaar afwegen om te kunnen oordelen over het potenti-
eel van reversibele schakelingen bij het reduceren van de dissipatie. Op
de grafiek in Figuur 1.3 is de dissipatie per logische bewerking voorge-
steld in functie van de tijd. We merken op dat deze, dankzij technologi-
sche vooruitgang, ruwweg exponentieel daalt. Uit de grootte-orde van
de gedissipeerde energie kunnen we afleiden dat de resistieve bijdrage
veruit de belangrijkste is. Landauer voorspelde (door extrapolatie) dat
ergens tegen 2020 beide componenten van de dissipatie van dezelfde
grootte-orde zouden zijn. In latere jaren is de daling van de dissipatie
ietwat afgenomen. Op dit moment is voor de (energetisch gezien) bes-
te schakelingen de resistieve bijdrage ongeveer 105 keer groter dan de
bijdrage door irreversibiliteit. Daarbij moeten we ook rekening houden
met het feit dat reversibele schakelingen vrijwel steeds complexer zijn
dan equivalente irreversibele schakelingen (zie verder). Op basis van
al deze gegevens verwacht Frank [8, 9] dat tegen 2030 reversibele com-
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puters competitief zullen zijn. Dit betekent echter niet dat reversibele
schakelingen op dit moment geen waarde hebben voor het beperken
van de dissipatie. Ze zijn, zoals we verderop zullen aantonen, immers
uitermate geschikt voor adiabatische aansturing, waarmee reeds een
belangrijke energiewinst kan bekomen worden (zie Appendix A).
1.2.4 Reversibele circuits
In de vorige sectie werd aangetoond dat enkel in reversibele schakelin-
gen de warmtedissipatie (in theorie) tot nul kan herleid worden. In alle
andere circuits wordt er wel steeds gedissipeerd. Hoe onderscheiden
reversibele schakelingen zich nu van irreversibele schakelingen? We
werken dit uit aan de hand van een tegenvoorbeeld. Beschouwen we
bijvoorbeeld een circuit dat de som S van 2 getallen A en B berekent,
dan is het eenvoudig in te zien dat dit circuit niet reversibel is. Uit het
resultaat S = A+B kunnen onmogelijk de ingangen reconstrueren. Zo
kan een eventueel resultaat S = 4 door (o.a.) ingangen A = 3 en B = 1














Figuur 1.4 – Irreversibele opteller: (a) voorwaarts en (b) achterwaarts.
Indien we nu een alternatieve schakeling bekijken, die naast de som
S ook het verschil V = A−B levert (een zogenaamd vlinderdiagram),
dan kunnen we wel steeds de ingangen terugvinden. We weten bij-
voorbeeld dat, indien S = 4 en V = 2, de ingangen wel A = 3 en B = 1
moeten geweest zijn. Deze schakeling is dus wel reversibel (Figuur 1.5).
Bij een dergelijke schakeling is er steeds een 1-op-1 verband tussen de
in- en uitgangen. Ook opmerkelijk is het feit dat het aantal uitgangen
steeds gelijk moet zijn aan het aantal ingangen.
1.2.5 Testbaarheid
Tot nu toe hebben we ons vooral geconcentreerd op de dissipatie van
(reversibele) schakelingen. Reversibele schakelingen hebben echter nog














Figuur 1.5 – Reversibele opteller-aftrekker: (a) voorwaarts en (b) ach-
terwaarts.
Een belangrijk aspect van schakelingen is hun testbaarheid. Alge-
meen wordt testbaarheid gedefinieerd als volgt [10].
Definitie 1.1 De testbaarheid van een systeem is de mate waarin dat systeem
het opstellen van testcriteria mogelijk maakt en de performantie verhoogt van
tests die kunnen bepalen of aan deze criteria voldaan is.
In de praktijk worden circuits getest door bitpatronen (testvectoren ge-
naamd) aan de ingang aan te leggen en na te gaan of we aan de uitgan-
gen het verwachte uitgangspatronen krijgen. De testbaarheid wordt
dan bepaald door het aantal verschillende testvectoren we moeten aan-
leggen om zeker te zijn dat we eventuele fouten gedetecteerd hebben.
Een verzameling van testvectoren die alle fouten kunnen detecteren,
noemen we een complete testset. Patel et al. [11] hebben aangetoond
dat reversibele schakelingen zeer testbaar zijn: er zijn dus relatief wei-
nig testvectoren nodig. In het verdere verloop beperken we ons tot
het stuck-at fault model, hoewel er in [11] ook resultaten te vinden zijn
voor andere foutmodellen. Het stuck-at fault model gaat ervan uit dat
op een bepaalde plaats in het circuit de logische waarde blijft steken
(stuck) op 0 of 1. Er worden 2 types onderscheiden: single faults en
multiple faults. Het eerste geval gaat uit van de veronderstelling dat er
slechts 1 fout in het circuit zit; het tweede beschouwt ook meervoudige
fouten. Het hoeft allicht niet te verbazen dat detectie van meervoudige
fouten in het algemeen moeilijker is dan van enkelvoudige fouten.
We vatten nu de voornaamste resultaten van Patel et al. [11] samen.
Ze merken op dat reversibele schakelingen (althans op het gebied van
testbaarheid) zich op 2 manieren onderscheiden van klassieke schake-
lingen.
• Controleerbaarheid: er bestaat voor elke gewenste toestand en voor
elke plaats in het netwerk een testvector die die toestand kan ge-
nereren.
1.2 Klassieke elektronica 11
• Observeerbaarheid: elke enkelvoudige fout die de toestand van het
circuit op de plaats van de fout verandert, zal ook de uitgangs-
toestand veranderen.
Beide eigenschappen zijn een direct gevolg van het feit dat er een 1-op-
1 verband is tussen de ingangstoestanden en de uitgangstoestanden.
Hiervan gebruik makend, vinden ze de volgende 2 stellingen.
Stelling 1.2 Elke testset voor een reversibel circuit, die compleet is voor het
single stuck-at fault model, is ook compleet voor het multiple stuck-at fault
model.
Dit houdt in dat er voor reversibele schakelingen geen onderscheid is
tussen de twee modellen en dat we ons dus volledig kunnen concen-
treren op het eenvoudigste geval (single stuck-at).
Stelling 1.3 Er bestaat een complete testset voor een reversibel circuit met w
ingangen en l poorten (dus logische breedte w en logische diepte l) respectie-










Als voorbeeld, nemen we een reversibel circuit, waarbij w  l en alle
ni gelijk zijn (zeg n):
blog2 (w + nl)c+ 2 ≈ log2(n) + log2(l) + 2
≈ log2(l), indien n l.
Dit betekent dat het aantal nodige testvectoren relatief traag stijgt met
het aantal poorten in het netwerk. Nemen we bijvoorbeeld een rever-
sibel circuit met 64 ingangen waarin 1 miljoen reversibele poorten met
3 in- en uitgangen voorkomen, dan vinden we dat er slechts blog2(64 +
106× 3)c+ 2 = 23 testvectoren nodig zijn. Hoewel een dergelijke mini-
male complete testset niet noodzakelijk eenvoudig te vinden is, wordt





In deze sectie zullen we aantonen dat zogenaamde quantum compu-
ters noodgedwongen reversibel moeten zijn. Dit heeft tot gevolg dat
CMOS-circuits die ontworpen zijn met het oog op reversibiliteit kun-
nen ‘vertaald’ worden naar quantumschakelingen, indien we tenmin-
ste een fysische implementatie hebben voor alle bouwblokken in zowel
quantum- als CMOS-technologie.
In klassieke (binaire) logica kan een variabele (bit) zich slechts in
e´e´n van twee toestanden bevinden, die we 0 of 1 noemen. We kun-
nen dit bijvoorbeeld voorstellen als een schakelaar die respectievelijk
UIT of AAN staat. Een quantummechanisch systeem kan echter steeds
geassocieerd worden met alle mogelijke basistoestanden, elk met een
bepaalde probabiliteit. Het kan als het ware tegelijkertijd AAN en UIT
zijn. Dit wijst reeds op de kracht van quantummechanica in bereke-
ningen [12]. We zeggen dat het systeem zich in een superpositie van de
basistoestanden kan bevinden. Met elk van de basistoestanden is een
complex getal geassocieerd, waarvan het kwadraat van de modulus de
probabiliteit van die bepaalde basistoestand geeft. Net zoals in klassie-
ke rekensystemen maakt men ook in quantum computing gebruik van
systemen die 2 toestanden kennen. Men spreekt dan wel van qubits
(i.p.v. bits), die meestal voorgesteld worden met behulp van de bra-
ket-notatie (|ψ〉). Indien we nu een systeem beschouwen met 2 qubits,
dan kunnen we de superpositie schrijven als:
|ψ〉 = c1 |00〉+ c2 |01〉+ c3 |10〉+ c4 |11〉 ,
waarbij geldt dat |c1|2+ |c2|2+ |c3|2+ |c4|2 = 1. De kans dat het systeem
zich in toestand |10〉 bevindt, is dus |c3|2. Algemeen geldt dus dat een
superpositie in een systeem van n qubits gekarakteriseerd wordt door
een 2n-dimensionele vector met complexe componenten en lengte 1.
Elk quantumproces moet zodanig zijn dat de totale probabiliteit in
de tijd bewaard blijft. Dit heeft als gevolg dat de matrix die de overgan-
gen (tijdsevolutie) in het systeem beschrijft unitair moet zijn (zie verder
in Sectie 2.4.2), d.w.z. dat de kolommen van de transitiematrix ortho-
normaal moeten zijn. Algemeen moet deze transitiematrix (in een sys-
teem met n qubits) van grootte 2n × 2n zijn, aangezien hij het verband
geeft tussen twee toestanden die gekenmerkt worden door 2n complexe
getallen. Een voorbeeld voor een 2-qubit systeem is:




1 1 1 1
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1
 .
Deze matrix verandert bijvoorbeeld superpositie 12 |00〉+ 12 |01〉+ 12 |10〉+
1
2 |11〉 in |00〉. Aangezien elke quantumbewerking unitair is, moet ze
ook wel reversibel zijn: de inverse van een unitaire matrix is namelijk
haar hermitisch toegevoegde. Bij quantum computing is reversibiliteit
dus fundamenteel. Alle bouwstenen (poorten) en netwerken zijn nood-
gedwongen reversibel.
Alle klassieke, reversibele poorten hebben een tegenhanger in de
quantumwereld. Nemen we als voorbeeld een invertor (NOT) die in-
werkt op 1 (qu)bit. Hij verandert |0〉 in |1〉 en vice versa. Bijgevolg is de





Er zijn echter ook quantumpoorten die geen klassieke tegenhanger heb-
ben. Een welbekende (en veel gebruikte) poort is de Hadamard-poort,








Deze poort beeldt |0〉 af op |0〉+|1〉√
2
en |1〉 op |0〉−|1〉√
2
. Beide finale toe-
standen zijn dus superposities waarbij beide basistoestanden elk even
waarschijnlijk zijn. We kunnen dit vrij eenvoudig uitbreiden naar een
Hadamard-transformatie op een willekeurig aantal bits. In dit werk
zullen we ons meestal beperken tot poorten met klassieke tegenhan-
gers. Enkel in het gedeelte over implementatie (Sectie 2.4.2) en in de
volgende paragraaf gaan we dieper in op ‘echte’ quantumpoorten. An-
dere voorbeelden van quantumpoorten zijn bijv. de zgn. quantumrota-
ties en de vierkantswortels van NOT (zie verder).
Gedurende de laatste 15 jaar is de aandacht voor quantum com-
puting gestaag toegenomen. Het eerste resultaat dat echt wereldwijd
aandacht kreeg, was het factorisatie-algoritme van Shor [13]. Dit algo-
ritme geeft een efficie¨nt algoritme om grote getallen te factoriseren. In
tegenstelling tot klassieke algoritmes 2, waarbij de complexiteit expo-
2In tegenstelling tot wat vaak gedacht wordt, is het factoriseren van grote getallen
(wellicht) geen NP-compleet probleem. Het is dus niet uitgesloten dat er toch ooit een
efficie¨nt klassiek algoritme gevonden wordt.
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nentieel stijgt i.f.v. het aantal bits N van het te factoriseren getal, heeft
deze methode een complexiteit die slechts van de ordeO(N3) is in tijd.
In 2001 slaagden Vandersypen et al. [14] erin om experimenteel het al-
goritme van Shor uit te voeren op een 7-qubit quantum computer, ge-
bruik makend van nuclear magnetic resonance. Zoals de meeste quantu-
malgoritmes, levert Shors algoritme slechts een (hoge) probabiliteit dat
het verkregen resultaat juist is. Inderdaad, zoals gezegd, maakt men in
quantumalgoritmes gebruik van superpositie van toestanden. Om het
resultaat te kunnen bepalen, moeten we een meting verrichten. Hier-
door wordt het systeem in e´e´n van de basistoestanden ‘geduwd’ (een
zogenaamde ineenstorting of collapse van de golffunctie). We verkrijgen
nu slechts met bepaalde probabiliteit de juiste toestand. Het opzet van
een (goed) quantumalgoritme bestaat er juist in om deze probabiliteit
zo hoog mogelijk te maken. Het is hier echter heel eenvoudig om na te
gaan of het verkregen resultaat juist is, door de 2 factoren opnieuw met
elkaar te vermenigvuldigen en na te gaan of we het oorspronkelijke ge-
tal terugvinden. Indien blijkt dat het resultaat verkeerd is, kunnen we
het algoritme opnieuw toepassen.
In de volgende paragraaf beschrijven we een ander algoritme, na-
melijk het algoritme van Grover [15]. Dit laat toe om een specifiek ele-
ment in een ongeordende lijst van N elementen te zoeken in een tijd
van ordeO(√N), i.p.v.O(N) zoals bij klassieke algoritmes het geval is.
Net zoals het algoritme van Shor, levert dit algoritme slechts een (hoge)
waarschijnlijkheid dat we het gezochte element gevonden hebben.
1.3.2 Algoritme van Grover
De klassieke manier om een element in een ongeordende database van
N elementen te zoeken, is door simpelweg de database af te lopen tot-
dat we het gewenste element tegenkomen. Het is duidelijk dat de com-
plexiteit van dergelijk algoritme van de orde O(N) is. Er bestaat echter
een quantumalgoritme, bedacht door Grover [15] dat toelaat hetzelfde
te doen in slechts O(√N) stappen.
Veronderstel dat we een ongeordende database hebben van N ele-
menten. Zonder verlies aan algemeenheid, kunnen we de elementen
nummeren van 0 totN−1. Voor de eenvoud nemen we aan datN = 2n
met n geheel. Het algoritme van Grover maakt gebruik van twee regis-
ters: het eerste (|ψ〉) heeft n qubits en het tweede (|φ〉) slechts 1. Het
tweede register is enkel nodig voor een tussenresultaat. We definie¨ren
eerst nog de functie f : {0, . . . , N − 1} → {0, 1} als volgt:
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f(i) =
{
1 indien i het gezochte element i0 is en
0 anders.
De functie f ’herkent’ als het ware het gezochte element. Het algoritme
verloopt als volgt:
• Stap 1. Het eerste register wordt geı¨nitialiseerd op |0 . . . 0〉, het
tweede op |1〉.
• Stap 2. We passen op alle qubits van het eerste register en op het
ene qubit van het tweede register een Hadamard-transformatie








(|0〉 − |1〉). (1.6)
Beide registers bevatten op die manier een superpositie van alle
mogelijke toestanden. Indien het tweede register zich in boven-
staande situatie bevindt, dan stellen we het voor door |−〉.
• Stap 3. Nu herhalen we de volgende subroutine r keren (r wordt
verderop vastgelegd):
– We passen de unitaire operator Uf (|i〉 |j〉) = |i〉 |j ⊕ f(i)〉 toe
op |ψ〉 |−〉. Noemen we |ψ1〉 en |φ1〉 de resulterende toestan-
den van het eerste register en het tweede register respectie-
velijk, dan vinden we:


























(−1)f(i) |i〉 |−〉. (1.7)
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Er geldt nog steeds dat |ψ1〉 een superpositie is van alle ba-
sistoestanden, maar de gezochte toestand heeft nu een nega-
tieve amplitude, terwijl alle andere een positieve amplitude
hebben. We kunnen |ψ1〉 ook nog schrijven als:
|ψ1〉 = |ψ〉 − 2√
N
|i0〉 ,
met |i0〉 het gezochte element. De amplitude van de gezoch-
te toestand heeft dus het tegengestelde teken van de overi-
ge toestanden, maar in absolute waarde zijn alle amplitudes
nog steeds gelijk. De kans dat we bij meting het gezochte ele-
ment vinden, is dus nog niet toegenomen. Daarom wenden
we nu een tweede operator aan.
– We passen de operator 2 |ψ〉 〈ψ|−I toe op |ψ1〉 en we verkrij-
gen:












van de andere basistoestanden.
• Stap 4. We meten nu het eerste register. Het resultaat levert het
gezochte resultaat met een waarschijnlijkheid λ. Indien we niet
het gezochte element vinden, beginnen we opnieuw bij Stap 1.





















Figuur 1.6 – Ee´n Grover iteratie.
Door middel van de Hadamard-poorten, bevinden de registers zich
in een superpositie |ψ〉 van alle mogelijke toestanden. In het hyper-
vlak opgespannen door |ψ〉 en |i0〉, wordt |ψ〉, door middel van de twee
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operatoren in de subroutine, over een hoek θ geroteerd naar |i0〉. Uit










Bovendien weten we dat de cosinus van de hoek tussen |ψ〉 en |i0〉 bij
het begin van het algoritme gegeven was door: 〈ψ|i0〉 = 1√N . Hieruit















(N voldoende groot) .
Men kan bewijzen dat de kans λ om na r iteraties het gewenste element








Voor N = 8 bedraagt deze kans ongeveer 94, 5% na slechts 2 iteraties.
1.3.3 Quantumtechnologiee¨n
In deze paragraaf geven we een kort overzicht van de technologiee¨n
die het meest kans hebben om het ooit tot quantum computer te schop-
pen. In de literatuur zijn reeds een groot aantal mogelijke technieken
uitgedacht voor quantum computing: ionenvallen, optische caviteiten,
NMR, SQUIDs, . . . Een volledig overzicht is binnen het bestek van dit
werk onmogelijk. Maar we geven toch wat meer informatie over en-
kele van de meest onderzochte technologiee¨n. Uitdaging bij de meeste
technologiee¨n is ervoor te zorgen dat de qubits voldoende lang in hun
toestand blijven. Er kan namelijk decoherentie optreden door interac-
tie met de omgeving. Een ander probleem is de schaalbaarheid van de
technieken.
• Een trapped ion quantum computer is een type quantum computer,
waarbij ionen vastgehouden worden met behulp van een elek-
trisch veld. Qubits worden gestockeerd als stabiele elektrontoe-
standen van elk ion. Meestal komen de 2 quantumtoestanden
3Merk op dat 〈ψ|i0〉 = 〈i0|ψ〉 = 1√
N





4De notatie [x] staat voor het gehele getal dat het dichtst bij x gelegen is.
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overeen met een grondtoestand en een gee¨xciteerde toestand in
het ion (zgn. optische qubits). Informatie wordt verwerkt en door-
gegeven door middel van de collectieve beweging van de ionen in
de val (fononen). Met behulp van lasers worden de qubittoestan-
den gekoppeld om bewerkingen op e´e´n qubit mogelijk te maken.
Entanglement tussen qubits gebeurt door middel van koppeling
tussen de interne qubittoestanden en de externe bewegingen.
Experimenteel zijn de fundamentele operaties van een quantum
computer aangetoond in een ionenval met grote accuratesse. Bo-
vendien is ook een strategie ontwikkeld om een ionenval uit te
breiden naar een willekeurig aantal qubits [16, 17]. Toestanden
zijn ook zeer stabiel. Op dit moment is de ionenval dan ook e´e´n
van de meest waarschijnlijke kandidaten voor quantum compu-
ting.
• Bij quantum computing in een optische caviteit maakt men geen
gebruik van ionen zoals in een ionenval, maar van neutrale ato-
men. De aansturing van de atomen gebeurt door middel van la-
serpulsen. Interactie van de atomen maakt gebruik van koppe-
ling via de normale modes van het elektromagnetisch veld in de
caviteit. Het kleine modevolume van een caviteit is een sterke
stimulans om dergelijke structuren aan te wenden in quantum-
optica-experimenten [18].
• Bij quantum computers op basis van nuclear magnetic resonance
(NMR) worden qubits gecodeerd in de nucleaire spins van een
molecule. De spins oscilleren door het aanleggen van een mag-
netisch veld. Interacties tussen spins vinden plaats door middel
van dipool-dipoolkoppeling. Met behulp van NMR zijn reeds een
aantal interessante experimenten gedaan. Zo is de reeds hoger
vermelde uitvoering van het algoritme van Shor gebeurd op een
NMR-quantum computer met 7 qubits. Schaalbaarheid is echter
een grote rem op de toepasbaarheid van NMR.
• Superconducting quantum interference devices (SQUIDs) worden ge-
maakt op basis van een supergeleidende ring die onderbroken
wordt. De stroom die in de ring loopt verkrijgt een faseverschui-
ving die afhankelijk is van de eigenschappen van de onderbre-
king en van een biasspanning. De stroom en de faseverschuiving
kunnen de rol van qubits spelen. Operaties op meerdere qubits
kunnen verkregen worden door inductieve koppeling. SQUIDs
zouden erg schaalbaar zijn. Nadelen zijn echter de stabiliteit van
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superpositietoestanden en de noodzaak om bij zeer lage tempe-
ratuur te werken.
• In 2007 fabriceerde het bedrijf D-Wave [19] een 16-qubit quantum
computer (Orion genaamd) op basis van adiabatic superconducting
quantum computing. Het bericht werd met enige scepsis ontvan-
gen en tot op heden is nog niet definitief vastgesteld of het hier
echt om quantum computing gaat.
1.4 Doel van het onderzoek
Hierboven hebben we het nut van reversibele digitale schakelingen be-
keken, zowel in CMOS-technologie als in quantum computing. Het
spreekt voor zich dat als we eisen dat schakelingen reversibel zijn, dat
dit verregaande repercussies zal hebben op de ontwerpmethodes. Er
is in het verleden veel werk verricht op het ontwerpen van digitale
schakelingen, maar vrijwel alle methodes leveren irreversibele scha-
kelingen op. Het doel van dit werk zal dan ook zijn om nieuwe ont-
werpmethodes uit te denken, die in staat zijn een willekeurige Boolese
functie te implementeren als een reversibel circuit. In dit werk zullen
we ons beperken tot combinatorische schakelingen: we zullen dus niet
nader ingaan op het opslaan van gegevens in een reversibel systeem.
Voor een inleiding op sequentie¨le reversibele schakelingen, verwijzen
we naar [4, 20].
1.5 Overzicht
In dit hoofdstuk werden de voordelen van reversibele schakelingen ten
opzichte van irreversibele circuits aangehaald. We hebben hierbij zo-
wel hun toepassingen in CMOS-technologie als in quantum computing
bekeken.
In Hoofdstuk 2 worden een aantal definities gegeven en een aantal
afspraken gemaakt die in het verdere verloop van dit werk van belang
zullen zijn. We geven ook manieren uit de literatuur om reversibele
poorten te implementeren, zowel in CMOS (Sectie 2.4.1) als in quantum
computers (Sectie 2.4.2).
In Hoofdstuk 3 wordt een overzicht gegeven van de meest couran-
te methodes om reversibele functies te realiseren. We zullen voor alle
methodes hun voor- en nadelen bekijken. We zullen ook e´e´n van deze
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methodes (trial and error) aanwenden, om zelf enkele circuits te ontwer-
pen.
In Hoofdstuk 4 bekijken we de theoretische achtergrond van het
synthetiseren van reversibele functies. We introduceren twee belang-
rijke eigen stellingen en bewijzen ze. Die gebruiken we dan om twee
strategiee¨n voor te stellen om reversibele functies te construeren.
In Hoofdstuk 5 onderzoeken we de eerste van deze 2 methodes.
Deze houdt in dat de te synthetiseren reversibele functie in 2 (eenvou-
diger) stukken gesplitst wordt. In dit (en de 3 volgende hoofdstukken)
testen we onze eigen algoritmes op een aantal testcircuits (benchmarks)
en bepalen we telkens hun kost in zowel (CMOS- als quantumtechno-
logie).
In Hoofdstuk 6 pakken we dan de tweede strategie aan. Die maakt
een opdeling in 3 delen mogelijk. We zullen zien dat er eigenlijk twee
duale methodes zijn die uitgaan van dit principe.
In Hoofdstuk 7 introduceren we dan een methode om de circuits na
synthese te optimaliseren met behulp van sjablonen.
Aangezien de meeste functies van nature niet reversibel zijn, moe-
ten we een methode vinden om irreversibele functies om te vormen tot
reversibele functies.In Hoofdstuk 8 behandelen we een eigen methode
om dit mogelijk te maken.
Tenslotte, wordt er in Hoofdstuk 9 een conclusie geformuleerd.
2
Reversibele circuits en poorten
2.1 Boolese functies
In deze paragraaf worden enkele voorstellingswijzen van Boolese func-
ties bekeken. Met behulp daarvan worden dan een aantal specifieke
types Boolese functies gedefinieerd.
2.1.1 Scalaire Boolese functie
Definitie 2.1 Een (scalaire) Boolese functie is een functie van de vorm f :
Bn → B, waarin B = {0, 1} het Boolese domein is en n een positief geheel
getal.
Een Boolese functie kan op verschillende manieren voorgesteld wor-
den. Een veelgebruikte manier is de waarheidstabel, waarin voor elke
mogelijk bitpatroon aan de ingang het bitpatroon aan de uitgang gege-
ven wordt. In Tabel 2.1 wordt een voorbeeld gegeven van een waar-
heidstabel van een Boolese functie met 3 variabelen (n = 3) en 1 uit-
gang. Boolese functies worden ook vaak gegeven aan de hand van een
functievoorschrift. Er bestaan verschillende vormen die gekenmerkt
worden door de keuze van de Boolese operatoren (i.e. NOT, AND, OR,
XOR, . . . ) die toegelaten zijn. Hieronder worden enkele canonische en
niet-canonische vormen besproken. We maken daarbij gebruik van de
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Tabel 2.1 – Waarheidstabel van een Boolese functie met 1 uitgang.
A1A2A3 f
0 0 0 1
0 0 1 0
0 1 0 1
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 0
volgende notaties: NOT(A1) wordt als A1 geschreven, A1 AND A2 als
A1A2, A1 OR A2 als A1 +A2 en tenslotte A1 XOR A2 als A1 ⊕A2.
Definitie 2.2 Een som van producten (SOP) is een uitdrukking van een Boole-
se functie f(A1, . . . , An) die bestaat uit de OR van termen die van de vorm
A˜1A˜2 . . . A˜n zijn, waarin A˜i staat voor Ai, Ai of 1.
Een SOP is niet uniek, m.a.w een Boolese functie heeft meer dan 1
SOP-voorstelling. Zo kan de functie gegeven in Tabel 2.1 zowel door
A1A2A3+A1A3+A2A3 als doorA1A2A3+A1A2A3+A1A2A3+A1A2A3
uitgedrukt worden.
Definitie 2.3 Een exclusieve-of (XOR) som van producten (ESOP) is een uit-
drukking van een Boolese functie f(A1, . . . , An) die bestaat uit de XOR van
termen van de vorm A˜1A˜2 . . . A˜n, waarin A˜i staat voor Ai, Ai of 1.
Een ESOP is eveneens niet uniek. Zo kan de in Tabel 2.1 ingevoerde
functie zowel uitgedrukt worden door A1A2A3 ⊕ A1A2A3 ⊕ A1A3 als
door A1A2 ⊕A1A3 ⊕A1A3.
Definitie 2.4 Een Reed-Muller expansie met positieve polariteit (PPRM) van
een Boolese functie f(A1, . . . , An) is een ESOP waarbij enkel gebruik ge-
maakt wordt van AND en XOR.
De PPRM is dus in het algemeen van de volgende, canonische vorm:
k0 ⊕ k1A1 ⊕ k2A2 ⊕ . . .⊕ knAn ⊕ kn+1A1A2 ⊕ . . .⊕ k2n−1A1A2 . . . An,
waarbij alle ki ∈ {0, 1}. De functie uit de tabel hierboven heeft dus
als (unieke) PPRM: 1 ⊕ A1 ⊕ A3 ⊕ A1A2. Er bestaan in de literatuur
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andere, niet-canonische Reed-Muller expansies [21, 22, 23, 24]. Onder
meer de Reed-Muller expansie met vaste polariteit (FPRM) en met va-
riabele polarisatie (VPRM) worden bestudeerd. Bij de eerste komt el-
ke variabele Ai ofwel met positieve polariteit (i.e. niet geı¨nverteerd)
ofwel met negatieve polariteit (i.e. geı¨nverteerd) voor, maar niet met
beide polariteiten. De tweede variant laat dit wel toe maar verbiedt
dan weer gelijksoortige termen (i.e. termen die alleen in polariteit ver-
schillen, zoals A1A2A3 en A1A2A3). Wij zullen deze twee algemenere
Reed-Muller expansies hier niet gebruiken en, tenzij anders vermeld,
de Reed-Muller expansie met positieve polariteit kortweg Reed-Muller
expansie noemen.
Omrekenen tussen een waarheidstabel enerzijds en een SOP of een
ESOP anderzijds kan met behulp een mintermexpansie. Een mintermex-
pansie van een Boolese functie wordt bekomen door voor elk ingangs-
patroon waarvoor de uitgang 1 wordt, de gepaste minterm toe te voegen
aan de uitdrukking. Een minterm is een product van alle (al dan niet
geı¨nverteerde) ingangsvariabelen van de functie. De mintermexpansie
van de functie uit Tabel 2.1 wordt gegeven door: A1A2A3 + A1A2A3 +
A1A2A3 + A1A2A3. Indien bijvoorbeeld A1 = A2 = A3 = 0, dan is de
term A1A2A3 gelijk aan 1 (en alle overige termen gelijk aan 0). Bijge-
volg is f gelijk aan 1. Indien, daarentegen, A1 = A2 = 0 en A3 = 1, is
geen enkele van de termen in de expansie gelijk aan 1 en f is dan ook 0.
Aangezien we voor de overige ingangscombinaties eveneens het juiste
gedrag vinden, geeft de mintermexpansie een juiste beschrijving van f .
Een mintermexpansie is dus in het algemeen van de volgende, canoni-
sche vorm:
k0A1A2 . . . An−1An+k1A1A2 . . . An−1An+ . . .+k2n−1A1A2 . . . An−1An,
waarbij alle ki ∈ {0, 1}.
Er bestaan nog verschillende andere voorstellingswijzen van Boole-
se functies, zoals bijvoorbeeld binary decision diagrams (BDD). Hoewel
die zeer nuttig kunnen zijn, zullen we ze hier niet gebruiken en dus
gaan we er ook niet dieper op in. Tot slot van deze paragraaf, voeren
we 2 types Boolese functies in die in het verdere verloop van dit werk
veelvuldig zullen gebruikt worden.
Definitie 2.5 Een lineaire Boolese functie f(A1, . . . , An) is een functie waar-
van in de Reed-Muller expansie geen termen voorkomen met een graad hoger
dan 1.
24 Reversibele circuits en poorten
De PPRM van een lineaire functie is dus in het algemeen van de vol-
gende vorm:
k0 ⊕ k1A1 ⊕ k2A2 ⊕ . . .⊕ knAn.
De functie g(A1, A2, A3) = 1 ⊕ A1 ⊕ A2 ⊕ A3 is een voorbeeld van een
lineaire Boolese functie van 3 veranderlijken.
Tenslotte voeren we het begrip MAITRA-functie [25, 26, 27, 28] in.
Definitie 2.6 Een MAITRA-functie fMAITRA(A1, A2, . . . , An) is een Boole-
se functie waarvan de laatste j coe¨fficie¨nten in de mintermexpansie gelijk zijn
aan 1 en al de overige 2n − j coe¨fficie¨nten gelijk zijn aan 0, met j een wille-
keurig geheel getal dat voldoet aan 0 6 j 6 2n.
Hierbij worden de n mintermen als volgt geordend:
A1A2 . . . An−1An, A1A2 . . . An−1An, . . . , A1A2 . . . An−1An.
Er bestaan 2n + 1 MAITRA-functies:
f0 = 0
f1 = A1A2 . . . An−1An
f2 = A1A2 . . . An−1An +A1A2 . . . An−1An
. . .
f2n = A1A2 . . . An−1An +A1A2 . . . An−1An + . . .+A1A2 . . . An−1An.
MAITRA-functies voldoen aan de volgende leuke eigenschap [26].
Stelling 2.1 Elke MAITRA-functie fMAITRA(A1, A2, . . . , An) kan geschre-
ven worden als een uitdrukking die naast OR en AND-operatoren ten hoogste
n letters Ak bevat (met 1 6 k 6 n).
Een letter is ofwel een variabele Ak, ofwel een geı¨nverteerde variabele
Ak.
Bewijs Het bewijs wordt geleverd door volledige inductie. We veron-
derstellen dat de stelling geldt voor n = N−1. We moeten nu aantonen
dat ze ook geldt voor n = N . Elke Boolese functie vanN variabelen kan
ontbonden worden met behulp van de Shannon-decompositie:
f(A1, A2, . . . , AN ) = A1f(1, A2, . . . , AQ) +A1f(0, A2, . . . , AN ).
Indien f een MAITRA-functie is, dan zijn er 3 mogelijkheden:
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• indien f minder dan 2N−1 termen heeft in zijn mintermexpansie,
dan is f(1, A2, . . . , AN ) een MAITRA-functie en is f(0, A2, . . . , AN )
gelijk aan 0, zodat
f(A1, A2, . . . , AN ) = A1f(1, A2, . . . , AN )
geschreven wordt met hoogstens 1 + (N − 1) = N letters,
• indien f exact 2N−1 termen in zijn mintermexpansie heeft, dan is
f(1, A2, . . . , AN ) = 1 en is f(0, A2, . . . , AN ) = 0, zodat
f(A1, A2, . . . , AN ) = A1
geschreven wordt met 1 letter,
• indien f meer dan 2N−1 termen heeft in zijn mintermexpansie,
dan is f(1, A2, . . . , AN ) gelijk aan 1 en is f(0, A2, . . . , AN ) een MAI-
TRA-functie, zodat
f(A1, A2, . . . , AN ) = A1 +A1f(1, A2, . . . , AN )
= A1 + f(1, A2, . . . , AN )
geschreven wordt met hoogstens 1 + (N − 1) = N letters.
Tenslotte kunnen we inzien dat de stelling geldig is voor n = 1, aange-
zien er slechts 3 MAITRA-functies van 1 variabele A1 bestaan:
f0(A1) = 0 f1(A1) = A1 f2(A1) = 1.
Alledrie kunnen ze geschreven worden met ten hoogste 1 letter. Dit
maakt het bewijs volledig.
We beschouwen nu een voorbeeld voor n = 3. De MAITRA-functie
f5 = A1A2A3 +A1A2A3 +A1A2A3 +A1A2A3 +A1A2A3
kan geschreven worden met 3 letters:
f5 = A1 +A2A3.
2.1.2 Boolese vectorfunctie
Tot nu toe hebben we ons beperkt tot Boolese functies met 1 uitgang, i.e.
scalaire Boolese functies. We kunnen het bovenstaande natuurlijk uit-
breiden naar functies met meer uitgangen, i.e. Boolese vectorfuncties.
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Tabel 2.2 – Full Adder.
ABCi SCo
0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1
In de literatuur spreekt men ook vaak van multi-output functies. Zo
geeft Tabel 2.2 de waarheidstabel van de Full Adder die drie ingangen
(A,B,Ci) en twee uitgangen (S,Co) heeft. De Full Adder kan uiteraard
ook gegeven worden aan de hand van een functievoorschrift (bijv. in
Reed-Muller expansie):
S(A,B,Ci) = A⊕B ⊕ Ci (2.1)
Co(A,B,Ci) = BCi ⊕ACi ⊕AB. (2.2)
Tenslotte merken we op dat deze functie niet-lineair is. Opdat een
Boolese vectorfunctie lineair zou zijn, moeten alle scalaire functies waar
ze is uit opgebouwd, lineair zijn. S(A,B,Ci) mag dan wel een lineair
verband zijn, maar Co(A,B,Ci) is dit niet.
2.2 Reversibele functies en circuits
2.2.1 Algemeen
Definitie 2.7 Een (volledig gespecifieerde) reversibele functie met w ingan-
gen enw uitgangen is een functie waarvan in de waarheidstabel de bitpatronen
aan de uitgangen een permutatie zijn van de bitpatronen aan de ingangen.
Anders gezegd: opdat een volledig gespecifieerde functie f met w
ingangen en w uitgangen (P1, P2, . . . , Pw) = f(A1, A2, . . . , Aw) reversi-
bel zou zijn, is het nodig en voldoende dat f : Bw → Bw een bijectie is.
Dit betekent dat we in een reversibel circuit steeds de ingangen kun-
nen reconstrueren. Er wordt m.a.w. geen informatie weggegooid. In
de meeste wiskundige functies is dit niet het geval. Bij een functie die
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Tabel 2.3 – Reversibele waarheidstabel (w = 3).
A1A2A3 P1P2P3
0 0 0 1 1 1
0 0 1 1 1 0
0 1 0 1 0 0
0 1 1 0 0 0
1 0 0 1 0 1
1 0 1 0 1 0
1 1 0 0 0 1
1 1 1 0 1 1
de som van twee getallen berekent, kunnen we niet zeker weten wat
de ingangen waren: deze functie is irreversibel. Een functie die zowel
de som als het verschil levert, is wel reversibel aangezien hier wel de
ingangen kunnen bepaald worden uit de waarden aan de uitgang. Het
is duidelijk dat opdat een een functie reversibel kan zijn, het noodza-
kelijk is dat de functie evenveel ingangsveranderlijken als uitgangsver-
anderlijken heeft. Dit is echter geen voldoende voorwaarde. Het aantal
ingangen (en dus ook het aantal uitgangen) wordt de breedte w van
de reversibele functie genoemd. In Tabel 2.3 is een voorbeeld van een
waarheidstabel van een reversibele functie met breedte w = 3 gegeven.
De meeste functies zijn niet reversibel. De Full Adder, waarvan in
Tabel 2.2 de waarheidstabel gegeven staat, is duidelijk niet reversibel.
Niet alleen zijn sommige bitpatronen aan de uitgang gelijk, maar het
aantal uitgangen is bovendien lager dan het aantal ingangen. Dit geeft
al aan dat als we uitsluitend met reversibele functies willen werken, we
een manier moeten vinden om functies reversibel te maken.
Circuits die een reversibele functie implementeren noemen we lo-
gisch reversibele schakelingen. Dit betekent echter niet dat deze cir-
cuits ook effectief de inverse bewerking kunnen uitvoeren. Het be-
tekent enkel dat er een circuit bestaat dat de inverse bewerking kan
uitvoeren. Als voorbeeld beschouwen we een eenvoudige reversibele
functie: de NOT-functie. Aangezien een 0 aan de uitgang een 1 aan de
ingang betekent en vice versa, is de invertor duidelijk (logisch) reversi-
bel. In Figuur 2.1 (a) is de klassieke schakeling gegeven om in CMOS-
technologie een invertor te construeren. Het is duidelijk dat deze scha-
keling niet (fysisch) reversibel is: een 1, i.e. een hoge spanning aan de
uitgang leggen, zal niet leiden tot een 0, i.e. een lage spanning aan de
ingang. Klassieke CMOS-technologie (zgn. restoring logic) komt dus
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(a) (b)
Figuur 2.1 – Irreversibele schakelingen: (a) klassieke implementatie
van de NOT-poort en (b) FAN-OUT.
niet in aanmerking om reversibele schakelingen op een fysisch rever-
sibele wijze te implementeren. Bovendien maken de meeste technolo-
giee¨n veelvuldig gebruik van FAN-OUT (zie Figuur 2.1 (b)). Het is dui-
delijk dat dit stukje circuit, hoe eenvoudig ook, niet reversibel is. Het
heeft namelijk 2 uitgangen en slechts 1 ingang. Als het daadwerkelijk
‘in achteruit’ gebruikt wordt, kan het zelfs gevaarlijke gevolgen heb-
ben, indien op de twee uitgangen een verschillende spanningswaarde
aangeboden wordt. We kunnen dus besluiten dat in een reversibel cir-
cuit fan-out niet toegelaten is. Hoewel er voor dit probleem een vrij
eenvoudige oplossing bestaat, is dit toch e´e´n van de redenen waarom
reversibele synthese fundamenteel anders is dan klassieke synthese.
2.2.2 Irreversibele circuits
In de praktijk, is het merendeel van de nuttige functies niet reversibel.
Willen we een dergelijke functie implementeren, dan moet ze dus in-
gepast worden in een (‘grotere’) reversibele functie. In deze paragraaf
geven we slechts een korte inleiding op dit probleem. In Hoofdstuk 8
wordt dieper ingegaan op het reversibel maken van irreversibele func-
ties. Hoe dit in de praktijk gebeurt, zal ook afhankelijk zijn van de
gebruikte synthesetechniek (zie Hoofdstuk 3). Bij sommige gebeurt dit
automatisch tijdens de synthese. Andere technieken daarentegen, ver-
eisen reeds bij aanvang een reversibele specificatie. Dit laatste zullen
we nu iets nader bekijken. Als eenvoudig voorbeeld nemen we de OR-
functie. We zien in de waarheidstabel (Tabel 2.4) dat drie uitgangsrijen
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‘1’ bevatten. De OR-functie is dus zeker niet reversibel. Om deze rever-
sibel te maken, moet er tussen de 3 identieke rijen onderscheid gemaakt
worden. Het is duidelijk dat we daarvoor minstens 2 extra uitgangen
(garbage) moeten vastleggen, die bovendien op de te scheiden rijen ver-
schillende bitpatronen moeten vertonen. Op dit moment vinden we
dus een functie met 2 ingangen en drie uitgangen. Dit is nog steeds ir-
reversibel, aangezien een reversibele functie steeds evenveel ingangen
als uitgangen moet hebben. We zijn dus verplicht om ook een extra in-
gang (preset) toe te voegen. We eisen dat, als we aan deze ingang een
constante nul geven, we aan e´e´n van de uitgangen het gedrag van een
OR terugvinden. Als daarentegen een 1 wordt gegeven, dan zijn we
niet geı¨nteresseerd in de uitgangen (don’t care). (Tabel 2.5 (a)) toont een
gedeeltelijk gespecifieerde reversibele functie. We merken op dat we
nog veel vrijheid hebben om de overige bits in te vullen. De enige rand-
voorwaarde is dat alle rijen verschillend zijn. Een mogelijkheid wordt
getoond in Tabel 2.5 (b). Meestal zal men proberen om de uitgangen
zo eenvoudig mogelijk te maken. Zo hebben we de eerste uitgang (i.e.
X) gelijk gekozen aan A en de tweede (i.e. Y ) gelijk aan B. Niettemin
willen we benadrukken dat dit zeker niet noodzakelijk is: zo kan een
andere keuze in sommige gevallen beter zijn.
Algemeen zullen we dus meestal aan de ingangszijde een aantal
presets en aan de uitgangszijde een aantal garbagelijnen moeten toe-
voegen. We vinden dus het volgende verband tussen het aantal nuttige
ingangen (i), het aantal presets (p), het aantal nuttige uitgangen (u) en
het aantal garbagelijnen (g) van een reversibele functie:
i+ p = u+ g.
In wat volgt zullen we meestal uitgaan van reversibele functies en
zullen we (tenzij anders vermeld) met de ingangen zowel de ingangen
van de oorspronkelijke, irreversibele functie als de eventuele presets
aanduiden. Analoog zullen de uitgangen zowel de oorspronkelijke uit-
gangen als de garbagelijnen betekenen.
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Tabel 2.5 – Inbedden van irreversibele functies in reversibele functies:
(a) gedeeltelijk gespecifieerde reversibele OR en (b) moge-
lijke reversibele uitbreiding van de OR.
ABC XY Z
0 0 0 0
0 0 1
0 1 0 1
0 1 1
1 0 0 1
1 0 1




0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 1
0 1 1 0 1 0
1 0 0 1 0 1
1 0 1 1 0 0
1 1 0 1 1 1
1 1 1 1 1 0
(b)
We zullen in het volgend hoofdstuk zien dat hoe meer garbagelijnen
(en dus ook presets) we toelaten, hoe gemakkelijker de synthese wordt.
Daar staat tegenover dat alle bits die geı¨ntroduceerd worden, in de hele
schakeling meegesleept worden en hun aantal dus vlug kan oplopen.
We zullen dit proberen te vermijden door steeds te eisen dat het aantal
garbagelijnen minimaal is. Dit minimum wordt gegeven door
gmin = dlog2Mmaxe,
waar Mmax de hoogste multipliciteit in de uitgangskolom is. De multi-
pliciteit van een bepaald bitpatroon in een waarheidstabel is het aantal
keren dat dit patroon voorkomt. Kijken we bijvoorbeeld naar de waar-
heidstabel van de Full Adder (gegeven in Tabel 2.2), dan zien we dat
de maximale multipliciteit 3 bedraagt. Zowel 01 als 10 komen namelijk
drie keer voor in de uitgangskolommen. Dit betekent dat we minstens
dlog2 3e = 2 garbage-uitgangen zullen moeten toevoegen. De minimale
breedte van een reversibele Full Adder bedraagt dus 4. De eis voor een
minimum aan garbagelijnen is een andere reden voor het fundamen-
tele verschil tussen reversibele en klassieke synthese. In Hoofdstuk 8
gaan we dieper in op dit probleem en stellen we een eigen manier voor
om het op te lossen.
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2.2.3 Lineaire reversibele circuits
In deze paragraaf bekijken we lineaire reversibele functies. Dit zijn re-
versibele functies waarvan alle w uitgangen volgens een lineair ver-
band van de w ingangen afhangen. Hieronder is een voorbeeld van
breedte 3 gegeven:
P1 = 1⊕A1 ⊕A3
P2 = A1 ⊕A2 ⊕A3
P3 = A1.












Een deelverzameling van de lineaire reversibele functies is die van
de homogene lineaire reversibele functies1. Deze bevatten enkel ter-
men van de eerste graad en dus geen termen van nulde graad. Een
voorbeeld (voor breedte 3) is:
P1 = A1 ⊕A3
P2 = A1 ⊕A2 ⊕A3
P3 = A1.
Opnieuw kan dit in matrix-notatie weergegeven worden:P1P2
P3
 =





Alle homogene lineaire reversibele functies kunnen dus weergege-
ven worden als een inverteerbare w × w -matrix over het Galois-veld
GF (2), soms ook wel een inverteerbare binaire w×w -matrix genoemd.
Aangezien we hier te maken hebben met reversibele functies, moet de
matrix die er mee correspondeert wel inverteerbaar zijn. Het voordeel
1Sommige auteurs [29, 30] beschouwen enkel homogene lineaire reversibele func-
ties en noemen ze kortweg lineaire reversibele functies. Wij zullen voor de duidelijk-
heid steeds het onderscheid maken.
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van de matrix-notatie is dat we gebruik kunnen maken van technieken
uit de lineaire algebra, zoals bijvoorbeeld LU-decompositie.
Lineaire reversibele functies (al dan niet homogeen) werden reeds
aangewend bij de synthese van algemene (d.w.z. niet noodzakelijk li-
neaire) functies [31]. Ze hebben echter ook nut op zichzelf: Aaronson
en Gottesman gebruiken ze bijvoorbeeld bij de simulatie van stabilizer
circuits [30].
2.2.4 Geschakelde circuits
Definitie 2.8 Een geschakeld circuit g van breedte w is een circuit waarvan
e´e´n uitgang Pk (1 6 k 6 w) gelijk is aan zijn overeenkomstige ingang Ak en
de overige uitgangen Ai (1 6 i 6 w, i 6= k) bepaald worden door ofwel een
reversibel circuit g′ van breedte w − 1 als Ak = 0 ofwel door een reversibel
circuit g′′ eveneens van breedte w − 1 als Ak = 1.
Het komt er dus op neer dat Ak (de controlerende bit genaamd) be-
paalt welke van 2 circuits toegepast moet worden op de overige bits (de
gecontroleerde bits genaamd). Op Figuur 2.2 (a) is de representatie te
zien van een geschakeld circuit voor het geval k = 1 en w = 4: links
staat de poort g′ die uitgevoerd wordt indien A1 = 0 en rechts staat g′′
die uitgevoerd wordt indienA1 = 1. Het is meteen duidelijk dat dit vol-
ledig equivalent is met de voorstelling van Figuur 2.2 (b), dat bestaat
uit een niet-gecontroleerd circuit van breedte w − 1 en een gecontro-
leerd circuit van breedte w − 1. Een gecontroleerd circuit wordt alleen
uitgevoerd indien de controlerende bit 1 is. Zoals op Figuur 2.2 (b)
aangegeven is, wordt een gecontroleerd circuit voorgesteld met behulp
van bolletje op de controlerende bit. Indien de controlerende bit 0 is,
dan wordt circuit g′ uitgevoerd. Indien de controlerende bit echter 1
is, dan wordt g′ uitgevoerd, gevolgd door g′−1g′′, wat netto hetzelfde
resultaat (g′′) geeft. De technologie zal bepalen wat de aangewezen im-
plementatie is: in CMOS-technologie is meestal de eerste voorstelling
te verkiezen, hoewel ook de tweede perfect te implementeren is. De
eerste zal echter meestal tot een ‘goedkopere’ implementatie leiden. In
een quantumtechnmologie is de tweede voorstelling noodzakelijk om
een geschakeld circuit te kunnen implementeren.
In Tabel 2.6 staat een voorbeeld van een waarheidstabel van een ge-
schakeld circuit (w=3 en k=1). In Tabellen 2.7 (a) en (b) bevinden zich
respectievelijk de waarheidstabellen van de corresponderende subcir-
cuits g′ en g′′. We merken op dat, aangezien de eerste kolom in Tabel 2.6
ongewijzigd blijft, er alleen permutaties in de bovenste en in de onder-
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(a)
(b)
Figuur 2.2 – Voorstelling van een geschakeld circuit: (a) met 2 gecon-
troleerde circuits en (b) met een gecontroleerd en een niet-
gecontroleerd circuit.
ste tabelhelft optreden. Dus de rijen 1, . . . , 2w−1 worden onderling ge-
permuteerd en de rijen 2w−1 + 1, . . . , 2w eveneens. Voor willekeurige k
vinden we permutaties van de rijen (a = 2w−k)
1, . . . , a, 2a+ 1, . . . , 3a, . . . , 2(2k−1 − 1)a+ 1, . . . , (2k − 1)a
en van de rijen
a+ 1, . . . , 2a, 3a+ 1, . . . , 4a, . . . , (2k − 1)a+ 1, . . . , 2w.
In de volgende hoofdstukken zullen we heel vaak een beroep doen
op geschakelde circuits. We zullen namelijk methoden voorstellen om
een willekeurig reversibele functie van breedte w te herleiden tot een
combinatie van een aantal reversibele poorten (zie verder) en e´e´n of
meer geschakelde circuits. Op de subcircuits (g′ en g′′) van een gescha-
keld circuit zullen we dan dezelfde techniek kunnen toepassen, maar
dan voor circuits van breedte w−1. Op die manier kunnen we stapsge-
wijs het probleem vereenvoudigen, totdat we uiteindelijk enkel circuits
van breedte 1 overhouden.
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Tabel 2.6 – Voorbeeld van een waarheidstabel van een geschakeld cir-
cuit (w=3).
A1A2A3 P1P2P3
0 0 0 0 1 1
0 0 1 0 1 0
0 1 0 0 0 1
0 1 1 0 0 0
1 0 0 1 0 0
1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 1 1 1
Tabel 2.7 – Subcircuits g′ en g′′ van een geschakeld circuit.
A2A3 P2P3
0 0 1 1
0 1 1 0
1 0 0 1
1 1 0 0
(a)
A2A3 P2P3
0 0 0 0
0 1 1 0
1 0 0 1




Net zoals in klassieke synthese wordt bij synthese van reversibele func-
ties gebruik gemaakt van (kleine) circuits, poorten genaamd, waarvan
de implementatie gekend is. Het syntheseprobleem bestaat erin om
deze poorten op een zo efficie¨nt mogelijke manier aan mekaar te lassen
om het gewenste circuit te bekomen. Het is duidelijk dat een circuit
niet reversibel kan zijn als de bouwblokken dat ook niet zijn. We moe-
ten ons dus beperken tot reversibele poorten. De NOT-poort is (logisch)
reversibel en kan dus als bouwblok gebruikt worden op voorwaarde
dat ze ook reversibel geı¨mplementeerd wordt. De waarheidstabel van
de AND-poort (zie Tabel 1.1) toont echter aan dat deze niet logisch rever-
sibel is, en dus niet kan gebruikt worden in reversibele synthese. Hoger
werd reeds opgemerkt dat ook de OR-functie irreversibel is. We zullen
dus andere poorten moeten introduceren om reversibele netwerken te
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synthetiseren. In de volgende paragraaf wordt aangetoond aan welke
voorwaarde (op zijn minst 1 van) deze poorten moet voldoen.
2.3.2 Universaliteit
Definitie 2.9 Een poort (al dan niet reversibel) wordt universeel genoemd
als en slechts als elke Boolese functie f(A1, A2, . . . , An) geı¨mplementeerd kan
worden door een lusvrij, combinatorisch netwerk, waarin een eindig aantal
keer gebruik gemaakt wordt van deze poort.
Dit is de klassieke definitie van universaliteit, waarin (impliciet) het ge-
bruik van FAN-OUT wordt toegelaten. Een welbekend voorbeeld van
een (irreversibele) universele poort is de NAND-poort. De NOT-poort,
echter, is niet universeel. Een eenvoudige test om na te gaan of een
poort al dan niet universeel is, is nagaan of met de poort in kwestie een
NAND-poort nagebootst kan worden.
Zoals hierboven vermeld, is FAN-OUT in een reversibel circuit niet
toegestaan, en daarom voeren we naar analogie met [32] en [33] het
(restrictievere) begrip r-universaliteit in.
Definitie 2.10 Een reversibele poort is r-universeel als en slechts als elke
Boolese functie f(A1, A2, . . . , An) geı¨mplementeerd kan worden door een lus-
vrij en FAN-OUT-vrij combinatorisch netwerk, waarin een eindig aantal keer
gebruik gemaakt wordt van deze poort.
In [33] wordt aangetoond dat elke niet-lineaire, reversibele poort r-uni-
verseel is. De NOT-poort is reversibel, maar lineair en dus (zoals te
verwachten) niet r-universeel. Merk op dat de NAND-poort evenmin
r-reversibel is. De Boolese functie die ze uitdrukt (i.e. 1 ⊕ A1A2) mag
dan wel niet-lineair zijn; de NAND-poort is duidelijk irreversibel. Zoals
hierboven al aangegeven, betekent dit dat we bij reversibele synthe-
se gebruik zullen moeten maken van andere bouwblokken. Het voor-
naamste verschil tussen universaliteit en r-universaliteit is (naast de be-
perking tot reversibele poorten) het al dan niet toelaten van FAN-OUT.
Dit betekent dat een r-universele poort naast de functionaliteit van een
NAND poort ook die van FAN-OUT moet kunnen realiseren. De hierbo-
ven aangehaalde stelling bewijst dus dat elke niet-lineaire reversibele
poort daartoe in staat is. Aangezien het merendeel van de reversibele
poorten niet-lineair is, komen veel poorten in aanmerking voor syn-
these. In de praktijk zullen we echter meestal gebruik maken van een
bibliotheek van reversibele poorten, waarin zowel r-universele als niet-
r-universele poorten zitten.



















Figuur 2.3 – Symbool van (a) een controlepoort en (b) een Toffoli-poort.
2.3.3 Controlepoorten
We beschouwen een circuit van breedtew. Daarin komen bouwblokken
voor met breedte n. Er geldt: 1 6 n 6 w.
Definitie 2.11 Een controlepoort met n ingangen (A1, . . . , An) en n uitgan-
gen (P1, . . . , Pn), gecontroleerd bit Ak en controlefunctie
f(A1, . . . , Ak−1, Ak+1, . . . , An)
is een reversibele poort die voldoet aan:
Pi = Ai, i = 1 . . . n, i 6= k
Pk = Ak ⊕ f(A1, . . . , Ak−1, Ak+1, . . . , An).
Zoals de definitie al aangeeft, wordt in een controlepoort de k-de
bit, i.e. de gecontroleerde bit enkel geı¨nverteerd als een controlefunc-
tie f(A1, . . . , An) 1 is. De overige bits, die de controlerende bits ge-
noemd worden, worden nooit gewijzigd. We kunnen controlepoor-
ten dus beschouwen als gecontroleerde invertoren, i.e. gecontroleerde
NOTs. Soms worden ze ook met deze laatste term aangeduid. Contro-
lepoorten worden voorgesteld zoals op Figuur 2.3 (a), een voorbeeld
waarbij geldt dat k = n. Een voorbeeld van een waarheidstabel van
een controlepoort van breedte 3 met gecontroleerd bit A3 en controle-
functie f(A1, A2) = A1 +A2 is gegeven in Tabel 2.8.
Merk op dat elke controlepoort z’n eigen inverse is. Dit is eenvou-
dig in te zien door twee identieke controlepoorten die dezelfde contro-
lerende en gecontroleerde bits hebben, in serie te zetten. Alle contro-
lerende bits worden gewoon door beide poorten ongemoeid gelaten.
Aan de gecontroleerde bit vinden we:
Ak ⊕ f(A1, . . . , Ak−1, Ak+1, . . . , An)⊕ f(A1, . . . , Ak−1, Ak+1, . . . , An)
= Ak,
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Tabel 2.8 – Voorbeeld van een waarheidstabel van een controlepoort.
A1A2A3 P1P2P3
0 0 0 0 0 1
0 0 1 0 0 0
0 1 0 0 1 1
0 1 1 0 1 0
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 1
1 1 1 1 1 0
gezien de Boolese identiteit A ⊕ A = 0. Aan de uitgangen vinden we
dus voor alle bits de ingangen terug. M.a.w. we hebben een imple-
mentatie van de identiteitsfunctie gecree¨erd. Bijgevolg moeten de twee
poorten elkaars inverse zijn. Het aantal controlepoorten van breedte w
en met gecontroleerd bitAk (i.e. met vaste k) is gelijk aan het aantal sca-
laire functies van w − 1 variabelen en wordt dus gegeven door: 22w−1 .
Het aantal controlepoorten van breedte w met willekeurig gecontro-
leerd bit (i.e. met willekeurige k) wordt gegeven door w(22
w−1 − 1) + 1,
waarbij we dubbeltellingen van de volger vermeden hebben.
Ook opvallend is de dualiteit tussen controlepoorten enerzijds en
geschakelde circuits anderzijds. De eerstgenoemde hebben 1 gecontro-
leerd bit en w − 1 controlerende bits; bij geschakelde circuits is het net
andersom.
In de literatuur (bijv. [34, 35]) wordt meestal gebruik gemaakt van
controlepoorten die gecontroleerd worden door een AND-functie van de
controlerende bits. Deze poorten worden Toffoli-poorten genoemd. Ze
worden dus formeel als volgt gedefinieerd:
Definitie 2.12 Een Toffoli-poort met n ingangen (A1, . . . , An) en n uitgan-
gen (P1, . . . , Pn) en gecontroleerd bit Ak is een reversibele poort die voldoet
aan:
Pi = Ai, i = 1 . . . n, i 6= k
Pk = Ak ⊕A1 . . . Ak−1Ak+1 . . . An.
Toffoli-poorten worden voorgesteld zoals op Figuur 2.3 (b); dus met
cirkeltjes i.p.v. vierkantjes op de plaats van de controlerende bits. Deze
poorten kunnen algemeen genoteerd worden als
TOF (Ak, A1 . . . Ak−1Ak+1 . . . An).
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Het eerste argument is dus de gecontroleerde bit, het tweede argument
is de controlefunctie. Enkele Toffoli-poorten krijgen in de literatuur
e´e´n of meerdere speciale namen. Vooreerst is er de NOT-poort, i.e. de
niet-gecontroleerde invertor. We kunnen die beschouwen als een con-
trolepoort met een constante controlefunctie f = 1. Vervolgens is er
de CONTROLLED NOT, of kortweg CN-poort, die zoals de naam al laat
vermoeden door 1 bit gecontroleerd wordt. De poort wordt gekarakte-
riseerd door de volgende betrekkingen:
P1 = A1
P2 = A2 ⊕A1.
Deze poort werd ingevoerd door Toffoli [36, 37] en door hem de XOR/
FAN-OUT-poort genoemd, omdat deze naast de XOR-functie van de twee
ingangen, ook nog e´e´n van de ingangen terug naar buiten brengt. We
kunnen de CN-poort dus beschouwen als de reversibele uitbreiding van
de irreversibele XOR-poort. Aangezien dit duidelijk een lineaire poort
is, kan ze onmogelijk r-universeel zijn. Toch is ze vaak zeer handig
bij synthese. Als we bijvoorbeeld ingang A2 gelijk stellen aan 0, dan
vinden we dat uitgang P2 gelijk wordt aan A1. Aangezien de eerste
uitgang altijd gelijk is aan A1, hebben we dus eigenlijk A1 gekopieerd,
m.a.w. we hebben een (mogelijke) oplossing gevonden voor verbod op
FAN-OUT in reversibele schakelingen.
Tenslotte bekijken we de CONTROLLED CONTROLLED NOT, of kort-
weg CCN-poort. Deze wordt soms ook Toffoli-poort genoemd, maar
we zullen die naam hier niet gebruiken om verwarring met de hier-
boven geı¨ntroduceerde, algemenere Toffoli-poorten te vermijden. De
CCN-poort heeft 3 ingangen en 3 uitgangen en heeft 2 controlerende
bits. Ze voldoet dus aan:
P1 = A1
P2 = A2
P3 = A3 ⊕A1A2.
Deze poort bevat een niet-lineariteit en is dus bijgevolg r-universeel.
We kunnen dit ook als volgt inzien. Stellen we A3 = 1, dan vinden we
aan de uitgang P3 = 1⊕A1A2 = A1A2. We krijgen dan als het ware een
NAND-poort. De CCN is dus al zeker universeel. Stellen we vervolgens
A2 = 1 en A3 = 0 dan krijgen we aan de uitgang P3 = A1 en aange-
zien P1 sowieso gelijk is aan A1, hebben we dus FAN-OUT gecree¨erd.
Ook uit deze redenering volgt dus dat de CCN-poort r-universeel is. Dit
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betekent dat alle reversibele functies theoretisch gezien kunnen gesyn-
thetiseerd worden met behulp van de CCN-poort. In de praktijk be-
perkt men zich zelden tot een dergelijke, kleine bibliotheek. Niet alleen
maakt dit de synthese moeilijk, maar bovendien leidt dit meestal niet
tot een goeie implementatie. Markov et al [38] hebben zelfs aangetoond
dat een extra input bit (een zgn. ancilla bit) soms onvermijdbaar is, als
enkel de NOT-poort, de CN-poort en de CCN-poort bij synthese toegela-
ten wordt. In de praktijk wordt bij synthese van een circuit met breedte
w meestal gebruik gemaakt van alle Toffoli-poorten met breedte n 6 w
en soms zelfs van alle controlepoorten met breedte n 6 w.
Doordat de implementatie van de algemene controlepoorten (zie
verder) niet in elke technologie even vanzelfsprekend is, worden con-
trolepoorten meestal niet als basispoorten beschouwd. Toffoli-poorten,
daarentegen, worden in de literatuur wel als basispoorten beschouwd.
In de door ons gebruikte reversibele CMOS-technologie is er relatief
weinig verschil tussen de implementatie van controlepoorten en Toffoli-
poorten. Desalniettemin, zullen wij ons bij de traditie in de literatuur
aansluiten en enkel Toffoli-poorten als basispoorten beschouwen.
2.3.4 Gecontroleerde verwisselaars
Definitie 2.13 Een gecontroleerde verwisselaar met n ingangen (A1, . . . , An)
en n uitgangen (P1, . . . , Pn), gecontroleerde bits Ak en Al (k < l) en contro-
lefunctie f(A1, . . . , Ak−1, Ak+1, . . . , Al−1, Al+1, . . . , An) is een reversibele
poort die voldoet aan:
Pi = Ai, i = 1 . . . n, i 6= k, i 6= l
Pk = Akf(A1, . . . , Ak−1, Ak+1, . . . , Al−1, Al+1, . . . , An)
+Alf(A1, . . . , Ak−1, Ak+1, . . . , Al−1, Al+1, . . . , An)
Pl = Akf(A1, . . . , Ak−1, Ak+1, . . . , Al−1, Al+1, . . . , An)
+Alf(A1, . . . , Ak−1, Ak+1, . . . , Al−1, Al+1, . . . , An).
De naam ‘gecontroleerde verwisselaar’ kan als volgt ingezien wor-
den: als de controlefunctie f nul is, dan zijn de uitgangen Pk en Pl
gewoon gelijk aan Ak en Al, respectievelijk. Indien echter f e´e´n is, dan
geldt er dat Pk = Al en Pl = Ak. De controlefunctie f controleert als
het ware of Ak en Al verwisseld worden.
Figuur 2.4 (a) geeft de voorstelling van gecontroleerde verwisse-
laars voor het geval dat k = n − 1 en l = n. Een voorbeeld van een
waarheidstabel van een gecontroleerde verwisselaar van breedte 3 met
40 Reversibele circuits en poorten
(a) (b)
Figuur 2.4 – Symbool van (a) een gecontroleerde verwisselaar en (b)
een Fredkin-poort.
Tabel 2.9 – Voorbeeld van een waarheidstabel van een gecontroleerde
verwisselaar.
A1A2A3 P1P2P3
0 0 0 0 0 0
0 0 1 0 1 0
0 1 0 0 0 1
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 0
1 1 1 1 1 1
gecontroleerde bits A2 en A3 en controlefunctie f(A1) = A1 is gegeven
in Tabel 2.9.
Met een redenering analoog aan deze gevolgd voor controlepoor-
ten, kunnen we hier inzien dat een gecontroleerde verwisselaar z’n
eigen inverse is. Gecontroleerde verwisselaars hebben de eigenschap
conservatief te zijn. Dit houdt in dat voor elk bitpatroon aan de ingang
het aantal nullen en het aantal enen bewaard blijven aan de uitgang.
Indien een gecontroleerde verwisselaar als controlefunctie een AND-
functie van de controlerende bits heeft, dan noemen we ze een Fredkin-
poort [39]. De formele definitie is dus:
Definitie 2.14 Een Fredkin-poort met n ingangen (A1, . . . , An) en n uitgan-
gen (P1, . . . , Pn), gecontroleerde bits Ak en Al (k < l) is een reversibele poort
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die voldoet aan:
Pi = Ai, i = 1 . . . n, i 6= k, i 6= l
Pk = AkA1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An
+AlA1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An
Pl = AkA1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An
+AlA1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An.
In tegenstelling tot de algemene gecontroleerde verwisselaars, worden
Fredkin-poorten wel als basispoorten beschouwd. We kunnen de be-
trekkingen iets beknopter uitdrukken met behulp van de XOR-operator:
Pi = Ai, i = 1 . . . n, i 6= k, i 6= l
Pk = Ak ⊕ (Ak ⊕Al)A1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An
Pl = Al ⊕ (Ak ⊕Al)A1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An.
Zoals bij de Toffoli-poorten worden bij de voorstelling van Fredkin-
poorten (zie Figuur 2.4 (b)) de vierkantjes vervangen door cirkeltjes
om de controlerende bits voor te stellen. Algemeen worden Fredkin-
poorten uitgedrukt als:
FRE(Ak, Al, A1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An).
De eerste 2 argumenten zijn dus de gecontroleerde bits, het derde argu-
ment is de controlefunctie. Verder willen we de aandacht vestigen op
twee specifieke Fredkin-poorten. Vooreerst is er de SWAP-gate. Deze is
een Fredkin-poort met 2 ingangen en 2 uitgangen en met constante con-
trolefunctie f = 1. Anders gezegd: de SWAP verwisselt de 2 ingangen
(bv. A1 enA2), ongeacht enige andere ingang en wordt dus voorgesteld
als FRE(A1, A2, 1). Ze voldoet dus aan:
P1 = A2
P2 = A1.
Dit is duidelijk een lineaire poort, die bijgevolg niet r-universeel is. In
klassieke (CMOS) technologie is de implementatie (zie verder) triviaal
en wordt de SWAP niet echt als poort beschouwd. In quantumtechno-
logiee¨n is dit echter niet het geval, en daarom wordt de SWAP door de
‘reversibele gemeenschap’ meestal wel als een poort behandeld.
Verder bekijken we nog de (klassieke) Fredkin-poort. Om verwar-
ring te voorkomen zal verder in dit werk altijd aangegeven worden of
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Figuur 2.5 – Verband tussen Fredkin-poorten en Toffoli-poorten.
we deze klassieke versie dan wel e´e´n van de hoger gedefinieerde, al-
gemenere Fredkin-poorten bedoelen. De klassieke Fredkin-poort is een
Fredkin-poort van breedte 3, waarbij twee ingangen (bv. A2 en A3) ver-
wisseld worden indien de derde ingang (bv. A1) gelijk is aan 1. Een
klassieke Fredkin-poort wordt dus uitgedrukt als FRE(A2, A3, A1). Ze
voldoet aan:
P1 = A1
P2 = A2 ⊕ (A2 ⊕A3)A1
P3 = A3 ⊕ (A2 ⊕A3)A1.
Aangezien deze uitdrukkingen niet-lineaire termen bevatten, is de klas-
sieke Fredkin-poort r-universeel. De Fredkin-poorten met n > 3 zijn
het trouwens ook.
Tenslotte brengen we nog een interessant verband tussen Fredkin-
poorten en Toffoli-poorten onder de aandacht. Elke Fredkin-poort
FRE(Ak, Al, A1 . . . Ak−1Ak+1 . . . Al−1Al+1 . . . An)
kan vervangen worden door de volgende combinatie van drie Toffoli-
poorten:
• een eerste CN-poort TOF (Ak, Al),
• een Toffoli-poort TOF (Al, A1 . . . Al−1Al+1 . . . An) en
• een tweede CN-poort TOF (Ak, Al).
Dit verband wordt voorgesteld op Figuur 2.5.
Strikt gezien betekent dit dat we Fredkin-poorten niet echt nodig
hebben, aangezien we hun gedrag op een eenvoudige manier kunnen
verkrijgen met Toffoli-poorten. In de praktijk is het soms toch handig
om ze in te voeren.
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2.3.5 Overige poorten
In de literatuur worden nog verscheidene andere poorten gedefinieerd.
We zullen er hier een aantal aanstippen. Zo is er de Peres-poort [40].
Het is een poort van breedte 3, die bepaald wordt door de volgende
vergelijkingen:
P1 = A1
P2 = A2 ⊕A1
P3 = A3 ⊕A2A1.
De waarheidstabel van de Peres-poort is te zien in Tabel 2.10 (a). Uit
deze vergelijkingen volgt dat het gedrag van een Peres-poort verkre-
gen kan worden door een cascade van een CONTROLLED CONTROLLED
NOT en een CONTROLLED NOT. Later zullen we zien dat er bij de quan-
tumimplementatie echter een eenvoudigere (i.e. goedkopere) manier
bestaat. Dit betekent dat Peres toelaten in de synthese tot een goedko-
pere realisatie van sommige reversibele functies kan leiden. Voor de
inverse van de Peres-poort kunnen we dezelfde conclusie trekken.
Vervolgens is er de Miller-poort [41], bepaald door:
P1 = A2A3 ⊕A1A3 ⊕A1A2
P2 = A1 ⊕A2 ⊕A2A3 ⊕A1A3 ⊕A1A2
P3 = A1 ⊕A3 ⊕A2A3 ⊕A1A3 ⊕A1A2.
De waarheidstabel wordt gegeven door Tabel 2.10 (b). Het interessante
aan deze poort is dat enkel de 4de en de 5de lijn in de waarheidsta-
bel verwisseld worden, maar dat wel alle bits, d.w.z. alle kolommen
van de waarheidstabel beı¨nvloed worden. Bovendien bestaat er een
vrij eenvoudige implementatie van deze poort in de diverse quantum-
technologiee¨n. In CMOS-technologie is de implementatie echter wel
relatief complex, en levert het weinig op om deze poort als bouwsteen
te gebruiken. We zullen dit dan ook niet doen en de Miller-poort uit-
sluitend gebruiken als benchmark die gesynthetiseerd dient te worden
met behulp van andere poorten.
Tenslotte wijzen we erop dat de de hier aangehaalde lijst van rever-
sibele poorten verre van volledig is; zo zijn er nog de Kerntopf-poort
[42], de Perkowski-poorten [43, 44], . . . We gaan hier verder niet op in
omdat we deze poorten niet zullen gebruiken. Voor de meeste van de-
ze poorten ontbreekt een eenvoudige implementatie in CMOS- en/of
quantumtechnologie, en bijgevolg is (althans voorlopig) hun praktisch
nut beperkt.
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Tabel 2.10 – Waarheidstabel van (a) de Peres-poort en (b) de Miller-
poort.
A1A2A3 P1P2P3
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 1 0
1 0 1 1 1 1
1 1 0 1 0 1
1 1 1 1 0 0
(a)
A1A2A3 P1P2P3
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 1 0 0
1 0 0 0 1 1
1 0 1 1 0 1
1 1 0 1 1 0
1 1 1 1 1 1
(b)
2.4 Fysische implementatie
In deze paragraaf bekijken we hoe de verschillende poorten en sub-
circuits die hierboven geı¨ntroduceerd werden, geconstrueerd kunnen
worden. Deze implementatie zal natuurlijk afhankelijk zijn van de ge-
bruikte technologie. Synthese van willekeurige circuits, wat het hoofd-
doel is van dit werk, wordt vanaf volgend hoofdstuk behandeld.
2.4.1 CMOS-implementatie
Transmissiepoort
Zoals hierboven reeds aangestipt, komt klassiek CMOS-ontwerp (zoge-
naamde restoring logic) niet in aanmerking voor de implementatie van
reversibele schakelingen. We zullen daarom gebruik maken van pass-
gate-technologie [45]. De fundamentele bouwsteen in dergelijke scha-
kelingen is de transmissiepoort, zoals te zien op Figuur 2.6 (a). Een
transmissiepoort wordt gevormd door de parallelschakeling van een
NMOS-transistor en een PMOS-transistor, waarbij het controlesignaal
VG aangeboden wordt aan de gate van de NMOS-transistor en het com-
plementaire signaal V G aan de gate van de PMOS-transistor. Voor het
verdere verloop van deze paragraaf maken we de volgende afspraak:
de logische waarde (0 of 1) van een signaal stellen we voor door een
grote letter (bijv. VG); de fysische waarde (in Volt) die ermee gepaard
gaat, stellen we voor door de overeenkomstige kleine letter (bijv. vG).
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Een transmissiepoort wordt gebruikt om het gedrag van een schakelaar
te verkrijgen. Een ideale schakelaar zou open zijn als vG kleiner is dan
0 en gesloten als vG groter is dan 0. Helaas is het gedrag van een trans-
missiepoort niet ideaal. Realistisch gezien werkt een transmissiepoort
als volgt:
• indien de spanning aan de gate van de NMOS-transistor vG de
spanning vS + Vtn overschrijdt, dan is de transmissiepoort geslo-
ten, omdat de NMOS-transistor aangeschakeld is,
• indien de spanning aan de gate van de PMOS-transistor−vG klei-
ner wordt dan de spanning vS + Vtp, dan is de transmissiepoort
ook gesloten, omdat de PMOS-transistor aangeschakeld is,
• in alle andere gevallen is de transmissiepoort open.
Hierin zijn Vtn en Vtp de drempelspanningen van respectievelijk de
NMOS-transistor en de PMOS-transistor. In standaardtechnologiee¨n
is Vtn positief en Vtp negatief. Samengevat kunnen we dus stellen dat
de schakelaar gesloten is, tenzij beide transistoren afgeschakeld zijn,
d.w.z. tenzij
vG < min(vS + Vtn,−vS − Vtp),
in tegenstelling tot de ideale schakelaar die altijd gesloten is tenzij
vG < 0.
Het is echter duidelijk dat in de vier mogelijke gevallen (VG hoog of
laag en VS hoog of laag), het gedrag van een schakelaar gerespecteerd
wordt en bijgevolg kunnen we een transmissiepoort als schakelaar aan-
wenden. Figuur 2.6 (b) geeft de voorstelling die we verderop voor een
transmissiepoort zullen gebruiken.
Op het eerste zicht lijkt het misschien mogelijk om (bijvoorbeeld)
alleen een NMOS-transistor te gebruiken als schakelaar. Dit zou echter
niet altijd het gewenste gedrag tot gevolg hebben. Indien bijvoorbeeld
het spanningsverschil tussen vG en vS kleiner wordt dan de drempel-
spanning Vtn van de NMOS-transistor, dan wordt vG niet ‘doorgege-
ven’. Anders gezegd, de transistor geleidt niet, ondanks het feit dat z’n
gate-spanning hoog is. Een dergelijke situatie treedt niet op bij conven-
tionele CMOS-logica, waarbij een uitgang steeds met ofwel de voeding
of de aarde verbonden wordt. Een transmissiepoort wordt ook in ana-
loge elektronica aangewend, om signalen al dan niet door te laten.
We merken tenslotte nog op dat, om een een transmissiepoort te
kunnen aansturen, we altijd dienen te beschikken over een signaal (vG)
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en z’n complementaire signaal (−vG). Om dit te verwezenlijken, zullen
we alle signalen fysisch voorstellen met 2 complementaire signalen. In






Figuur 2.6 – Transmissiepoort: (a) implementatie en (b) symbool.
Implementatie van controlepoorten
We beginnen deze sectie met een voorbeeld: nl. een implementatie
voor een controlepoort met gecontroleerd bit A3 en controlefunctie f =
A1A2 + A1A2. Het circuit is te zien op Figuur 2.7. De inputs worden
Ai genoemd; de outputs Pi. Zoals in de voorgaande sectie vermeld,
worden alle signalen X voorgesteld door twee complementaire fysi-
sche groothedenX enX . Voor de eenvoud van de figuur worden beide
complementaire signalen alleen voor de gecontroleerde bit (A3 aan de
ingang en P3 aan de uitgang) getoond. Op de figuur is duidelijk te zien
dat het netwerkje tussen A3 en P3 (en het identieke netwerkje tussen
A3 en P 3) geleidt indien de controlefunctie f = 0. In dit geval is A3
verbonden met P3 enA3 met P 3; er wordt m.a.w. niet geı¨nverteerd. We
kunnen dus concluderen dat de netwerkjes tussen A3 en P3 en tussen
A3 en P 3 de functie f moet uitdrukken. Analoog kunnen we vaststel-
len dat de netwerkjes tussen A3 en P 3 en tussen A3 en P3 het gedrag
van f moeten uitdrukken.
We gaan het voorgaande nu veralgemenen naar controlepoorten
met een willekeurige controlefunctie f . Bij een controlepoort worden
alle ingangen, behalve de k-de gewoon doorgelaten naar de uitgangen.
De k-de ingang wordt daarentegen alleen doorgelaten als de controle-
functie 0 is. Is de controlefunctie 1, dan wordt Ak geı¨nverteerd. Aan-
gezien we steeds werken met 2 complementaire signalen en dus steeds
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Figuur 2.7 – Voorbeeld van een CMOS-implementatie van een contro-
lepoort (de pijltjes geven de stand van de schakelaar aan
indien de bijhorende variabele 1 is).
overAk enAk beschikken, kunnen we deze gecontroleerde inversie ook
als volgt beschouwen:
• indien de controlefunctie 0 is, schakelen we Ak door naar Pk en
Ak naar P k,
• indien de controlefunctie 1 is, schakelen we Ak door naar P k en
Ak naar Pk.
Dit wordt schematisch voorgesteld op Figuur 2.8. Hier en in de vol-
gende figuren in deze paragraaf worden de bitlijnen die niet beı¨nvloed
worden, niet getoond. Het is duidelijk dat de verbindingen tussen Ak
en Pk en tussen Ak en P k geı¨mplementeerd moeten worden door een
combinatie van schakelaars die het gedrag van de inverse van de con-
trolefunctie f vertoont. Anderzijds worden de verbindingen tussen Ak
en P k en tussenAk en Pk verkregen door schakelaars zodanig te combi-
neren dat ze f implementeert. Drukken we de controlefunctie f uit als
een SOP, dan zien we dat we elke term kunnen implementeren als een
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serieschakeling van schakelaars. Met elke variabele in de term komt 1
schakelaar overeen. Als een variabele Ai in de term niet geı¨nverteerd
voorkomt, dan wordt de overeenkomstige schakelaar als volgt aange-
stuurd:
A ,...,A ,A ,...A1 k-1 k+1 w



































Figuur 2.8 – Schema van een controlepoort.
• aan de NMOS transistor wordt Ai aangelegd en
• aan de PMOS transistor wordt Ai aangelegd.
Indien Ai wel geı¨nverteerd voorkomt, is de aansturing uiteraard
andersom. Al deze serieschakelingen van schakelaars (die dus over-
eenkomen met de termen van de SOP),worden dan op hun beurt in
een parallelschakeling geplaatst. Voor de implementatie van de inver-
se functie f , gebruiken we het duale netwerk. Dus hier geven alle ter-
men van f aanleiding tot parallelschakelingen, die op hun beurt weer
in serie geplaatst worden.
Het is duidelijk dat, alvorens de poort te implementeren, we best
eerst nagaan of we de controlefunctie niet kunnen vereenvoudigen,
aangezien dit het aantal schakelaars aanzienlijk kan verminderen.
Een Toffoli-poort is niets anders dan een controlepoort met een AND-
functie als controlefunctie. Bijgevolg kunnen ze op dezelfde wijze ge-
cree¨erd worden als de algemenere controlepoorten. Aangezien de con-
trolefunctie hier slechts uit 1 term bestaat, zal het circuit voor f gewoon
bestaan uit e´e´n serieschakeling en analoog zal dat voor f uit slechts
e´e´n parallelschakeling bestaan. We kunnen hier wel een algemene for-
mule geven voor het aantal transistoren dat nodig is voor de imple-
mentatie van een Toffoli-poort. Voor de uitvoering van f en f hebben
we telkens n− 1 schakelaars nodig. Aangezien dat we ze beide 2 maal
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nodig hebben, komen we uiteindelijk aan 4(n − 1) schakelaars, d.w.z.
8(n− 1) transistoren.
In Figuur 2.9 zijn de connecties voor een CN-poort en een CCN-poort
gegeven. Merk op dat een NOT geen transistoren nodig heeft. Aange-
zien we een variabele altijd voorstellen door een signaal en zijn inverse,
kunnen we een NOT altijd uitvoeren door de twee signalen simpelweg
te verwisselen. Op Figuur 2.10 is een microscoopfoto van een CN-poort




Figuur 2.9 – CMOS-implementatie van (a) een CN-poort en (b) een CCN-
poort.
Implementatie van gecontroleerde verwisselaars
Bij een gecontroleerde verwisselaar worden alle ingangen, behalve de
k-de en de l-de gewoon doorgelaten naar de uitgangen. De k-de en
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Figuur 2.10 – Microscoopfoto van een CN-poort en een CCN-poort (41
µm× 18 µm).
de l-de ingang worden alleen doorgelaten indien de controlefunctie 0
is, anders worden ze verwisseld. Aangezien we werken met dual-rail-
technologie en elke grootheid voorstellen door 2 complementaire sig-
nalen, moeten er dus, indien nodig 2 keer 2 signalen verwisseld wor-
den. We kunnen de gecontroleerde verwisseling dus als volgt uitdruk-
ken:
• indien de controlefunctie 0 is, schakelen we
– Ak door naar Pk,
– Ak naar P k,
– Al naar Pl en
– Al naar P l,
• indien de controlefunctie 1 is, schakelen we
– Ak door naar Pl,
– Ak naar P l,
– Al naar Pk en
– Al naar P k.
Dit wordt schematisch voorgesteld op Figuur 2.11. We hebben hier
twee ‘vierkanten’, e´e´n voor elk van de complementaire signalen. We-
derom moeten verbindingen opgebouwd worden uit een combinatie
van schakelaars die f of f implementeert. Een Fredkin-poort vereist
8(n− 2) schakelaars en dus 16(n− 2) transistoren.
In Figuur 2.12 staat een afbeelding van een klassieke Fredkin-poort
geı¨mplementeerd in 0.35 µm CMOS-technologie van AMISemiconduc-
tor.
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Figuur 2.11 – Schema van een gecontroleerde verwisselaar.
Figuur 2.12 – Microscoopfoto van een klassieke Fredkin-poort (30 µm×
18 µm).
Implementatie van geschakelde circuits
Figuur 2.13 geeft een illustratie van de implementatie van een gescha-
keld circuit met controlerend bit A1 en breedte w = 4. Wel wordt voor
elk bit enkel de niet-geı¨nverteerde lijn getoond. De totale implementa-
tie maakt dus gebruik van 4(w − 1) schakelaars. Indien A1 = 0 zijn de
bovenste 2(w − 1) schakelaars aangeschakeld en worden de gecontro-
leerde bits naar circuit g′ doorgelaten. Indien A1 = 1 zijn de onderste
2(w − 1) schakelaars aangeschakeld en worden de gecontroleerde bits
naar circuit g′′ doorgelaten. De implementatie van de subcircuits g′ en
g′′ wordt voorlopig in het midden gelaten.
2.4.2 Implementatie in quantum computers
In quantumtechnologiee¨n bestaan er geen rechtstreekse manieren om
controlepoorten en gecontroleerde verwisselaars te implementeren. Er
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Figuur 2.13 – Implementatie van een geschakeld circuit.
zijn echter wel methodes voor de minder algemene Toffoli-poorten en
Fredkin-poorten. We zullen dan ook eerst deze laatste 2 bekijken en
vervolgens controlepoorten en gecontroleerde verwisselaars construe-
ren als een cascade van Toffoli-poorten en/of Fredkin-poorten.
Implementatie van Toffoli-poorten
De tijdsevolutie van een quantumcomputer wordt bepaald door een
2w×2w unitaire matrix U , volgens de wetten van de quantummechani-
ca. Aangezien een unitaire matrix steeds inverteerbaar is (U−1 = U †),
is quantum computing noodzakelijkerwijs reversibel. Elke klassieke
reversibele bewerking heeft een quantumtegenhanger en kan dus als
een unitaire matrix geschreven worden [46], meer bepaald een 2w × 2w
permutatiematrix. Zo kan een Toffoli-poort van breedte w met Aw als







Dit is dus gewoon de identiteitsmatrix waarbij de laatste 2 rijen
verwisseld werden. Klassieke poorten hebben altijd een matrix waar-
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bij alle elementen 0 of 1 zijn. In quantum computing zijn echter alle
complexe waarden toegelaten, zolang de matrix maar unitair is. Klas-
sieke reversibele logica is dus slechts een deelverzameling van quan-
tum computing. Desalniettemin wordt er vaak met Toffoli- en Fredkin-
poorten gewerkt, omdat synthese eenvoudiger is dan met basis quan-
tumpoorten. In de literatuur is er slechts een beperkt aantal artikels
te vinden over synthese rechtstreeks van basisquantumpoorten [47, 48,
49], al is er recent weer meer aandacht voor [50]. In de literatuur bestaat
er ook geen consensus over wat als de basisbouwstenen van de quan-
tumlogica moet beschouwd worden. Barenco et al. [46] beschouwt al-
leen 1-qubit quantumpoorten en de CONTROLLED NOT als basispoor-
ten. Maslov et al. [48, 51] beschouwen daarnaast ook de twee zoge-
naamde ‘gecontroleerde vierkantswortels van NOT’ (zie verder) als ba-
sispoorten. Aangezien deze laatste 2-qubit poorten zijn en die (behalve
de CN) gesimuleerd worden met behulp van 1-bit poorten en de CN, valt
er dus zeker iets te zeggen voor het standpunt ingenomen in [46]. Wij
hebben in dit werk toch het standpunt van Maslov et al. gevolgd. Zij
behoren tot de weinige auteurs die effectief quantumkosten van circuits
gepubliceerd hebben, en bijgevolg geeft hun werk interessant vergelij-
kingsmateriaal. Het is duidelijk dat vergelijken alleen zin heeft indien
dezelfde (of toch heel vergelijkbare) afspraken inzake quantumkost ge-
volgd worden. In dit verband is het ook interessant om op te mer-
ken dat 1-qubit quantumpoorten tezamen met de 2-qubit CN-poorten
voldoende zijn om alle quantumcircuits te implementeren; ze vormen
m.a.w. een universele bibliotheek van bouwblokken. Dit staat in sterk
contrast met klassieke reversibele logica, waarbij een dergelijke biblio-
theek slechts lineaire circuits kan opleveren. Voor een universele verza-
meling van bouwblokken is er klassiek minstens e´e´n poort van breedte
3 nodig.
Het syntheseprobleem van quantum computing bestaat er dus in
om een gegeven unitaire matrix, die niet rechtstreeks te implemente-
ren is, te ontbinden in andere (eveneens) unitaire matrices, die wel in
hardware kunnen geconstrueerd worden. In [46] wordt dit probleem
opgelost voor gecontroleerde U -poorten, waarbij U een arbitraire, unitai-







een unitaire 2× 2 -matrix is, dan is de poort ∧n−1(U), die een operator gede-
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U





uxn0 |x1, . . . , xn−1, 0〉+ uxn1 |x1, . . . , xn−1, 1〉
indien x1x2 . . . xn−1 = 1
|x1, . . . , xn−1, xn〉
indien x1x2 . . . xn−1 = 0
uitdrukt, een gecontroleerde U -poort van breedte n.
Eenvoudig gezegd, wordt de unitaire matrix U alleen uitgevoerd
indien de AND van de qubits x1, x2, . . . , xn−1 gelijk is aan 1. De unitaire







indien de basistoestanden tenminste lexicografisch geordend zijn, d.i.
|000 . . . 0〉 , . . . , |111 . . . 1〉 .
We nemen de grafische voorstelling van gecontroleerdeU -poorten over
uit [46]. Figuur 2.14 toont een voorbeeld van breedte 3 en met het derde
qubit als gecontroleerd qubit.
We merken de analogie op met Toffoli-poorten. Dit zijn inderdaad





Deze laatste matrix drukt op zichzelf dus een inversie (NOT) uit.
In [46] wordt de volgende belangrijke stelling bewezen:
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Figuur 2.15 – Implementatie van 2-qubit gecontroleerde U -poorten.
U
Figuur 2.16 – Implementatie van Toffoli-poort van breedte 3.
Stelling 2.2 Voor elke unitaire 2×2 matrix U , kan een ∧1(U)-poort gesimu-
leerd worden door een netwerk als op Figuur 2.15 dat maximaal 6 basispoor-
ten2 (vier 1-qubit poorten en twee CN-poorten) bevat.
In Figuur 2.15 stellen E,A,B,C unitaire matrices voor. Barenco et al.
[46] geven de volgende stelling voor de implementatie van gecontro-
leerde U -poorten van breedte n:
Stelling 2.3 Voor elke n > 3 en elke unitaire 2 × 2-matrix U , kan een
∧n−1(U)-poort gesimuleerd worden door een n-qubit netwerk bestaande uit
2n−1 − 1 poorten van type ∧1(V ) en 2n−1 − 2 CN-poorten, waarin V unitair
is en voldoet aan V 2n−2 = U .
Een voorbeeld wordt gegeven voor w = 3 in Figuur 2.16 waar V 2 = U .
De ∧2(U)-poort is geı¨mplementeerd met behulp van drie ∧1-poorten
en twee CN-poorten. We kunnen eenvoudig inzien dat dit netwerk het
juiste gedrag vertoont.
• Indien x1 en x2 nul zijn, wordt geen van de poorten uitgevoerd.
• Indien x1 = 0 en x2 = 1, dan worden de eerste en de derde poort
uitgevoerd, die mekaar opheffen.
• Indien x1 = 1 en x2 = 0, dan wordt de tweede poort uitgevoerd,
waardoor x2 = 1 wordt. Daardoor wordt de derde poort uitge-
voerd. De vierde maakt de tweede ongedaan, en de laatste voert
de inverse bewerking van de derde uit.
2Merk opnieuw op dat in [46] alleen 1-bit poorten en CN-poorten als basispoorten
beschouwd worden.
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• Indien x1 = 1 en x2 = 1, dan wordt de eerste poort uitgevoerd; de
tweede maakt x1 = 0, waardoor de derde niet uitgevoerd wordt.
De vierde maakt de tweede weer ongedaan. De laatste wordt ook
uitgevoerd: netto levert dit voor het laatste bit dus V.V = U op.
V en V † worden in dit verband wel eens de twee vierkantswortels van
NOT genoemd. Dit systeem kan eenvoudig veralgemeend worden voor
willekeurige n. Ook hier zal het zo zijn dat voor combinaties waar-
voor de AND van de controlerende qubits nul is, alle poorten elkaar
uitschakelen. Indien niet aan deze voorwaarde voldaan is, dan blijft er
V 2
n−2
= U over. We komen tot de conclusie dat voor de implementa-
tie van e´e´n n-qubit gecontroleerde U -poort, er 2n − 3 opeenvolgende
2-qubit basisquantumpoorten vereist worden. Dit resultaat is ook gel-
dig voor het speciale geval dat U een invertor is en we dus te maken
hebben met Toffoli-poorten.
Het nadeel van deze methode om Toffoli-poorten te ontbinden is
dat de kost exponentieel stijgt met het aantal controlerende qubits. Hoe-
wel we er in paragraaf 2.3.3 reeds op gewezen hebben dat we brede
Toffoli-poorten niet echt nodig hebben (we hebben in principe genoeg
aan CCN), zullen ze bij heel wat synthesemethoden toch van pas ko-
men. Vergelijk dit met klassieke (irreversibele) synthese, waarbij een
NAND-poort met 2 ingangen volstaat om alle schakelingen te implemen-
teren. Toch wordt ook hier vaak gebruik gemaakt van poorten met
meer ingangen. De exponentie¨le stijging van de kost van deze poorten
hypothekeert hun gebruik in quantumtechnologiee¨n. Daarom stelt de
Barenco twee alternatieve strategiee¨n voor om Toffoli-poorten te imple-
menteren. Ten eerste is er de volgende stelling, die een lineaire simula-
tie van een Toffoli-poort van breedte n geeft in een netwerk van breedte
w.
Stelling 2.4 Indien w > 5 en n ∈ {4, . . . , ⌈w2 ⌉ + 1}, dan kan een Toffoli-
poort van breedte n gesimuleerd worden als een netwerk bestaande uit 4(n−3)
Toffoli-poorten van breedte 3.
Figuur 2.17 illustreert het netwerk voor het geval dat w = 9 en
n = 5. Het is eenvoudig in te zien dat voor controlerende qubits 1, . . . , 5
en gecontroleerd qubit 9 deze cascade van poorten het gewenste gedrag
vertoont. De overige qubits (6, 7 en 8) zijn extra qubits (garbage) die als
‘opslag’ voor tijdelijke resultaten gebruikt worden. We concentreren
ons eerst op de eerste 7 poorten van de figuur. We zien dat de zesde
qubit geı¨nverteerd wordt als en slechts als de eerste twee qubits 1 zijn,
de zevende als de eerste drie 1 zijn, . . . en de negende als de eerst vijf 1
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Figuur 2.17 – Implementatie van Toffoli-poort van breedte n.
zijn. Op de laatste qubit zien we dus het gewenste resultaat. De laatste
5 poorten dienen om de andere qubits te herstellen in hun oorspronke-
lijke toestand.
Algemeen hebben we dus voor deze implementatie n − 3 garbage
qubits nodig. Indien we gebruik maken van het quantumcircuit van
Figuur 2.16, bevat het circuit 5 × 4(n − 3) = 20(n − 3) poorten van
breedte 2. Barenco et al. [46] geven al enkele ideee¨n om het circuit te
verbeteren en Maslov et al. [48] gebruiken een strategie analoog aan
die van Hoofdstuk 7 om het aantal basisquantumpoorten, nodig voor
de implementatie, nog te verlagen. Uiteindelijk vinden ze 12n− 34.
Een tweede stelling uit [46] luidt als volgt:
Stelling 2.5 Voor elke w > 5 en m ∈ {3, . . . , w − 2}, kan een Toffoli-poort
van breedte n = w − 1 gesimuleerd worden door een netwerk bestaande uit
twee Toffoli-poorten van breedte m en twee Toffoli-poorten van breedte w −
m+ 1.
Dit wordt geı¨llustreerd voorw = 9 enm = 6 op Figuur 2.18. Aange-
zien elk van deze 4 poorten op zijn beurt kan geı¨mplementeerd worden
met behulp van de voorgaande stelling (indien w > 7), komen we tot
de conclusie dat elke Toffoli-poort van breedte n = w−1 kan geconstru-
eerd worden met 2×(4(m−3)+4(n−m−1)) = 8(n−4) Toffoli-poorten
van breedte 3 en dus 5 × 8(n − 4) = 40(n − 4) poorten van breedte 2.
Opnieuw zijn Barenco et al. en Maslov et al. erin geslaagd om dit resul-
taat verder te verbeteren tot een quantumkost van 24n − 88. De kost
van deze implementatie is duidelijk hoger dan bij de vorige, maar daar
staat tegenover dat we hier slechts e´e´n garbage qubit nodig hebben.
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Figuur 2.18 – Implementatie van Toffoli-poort van breedte n.
Tot slot nog een kleine opmerking over de Peres-poort. Zoals reeds
gezegd, kan deze beschouwd worden als een CCN-poort gevolgd door
een CN-poort, zoals getoond op Figuur 2.19 (a). Implementeren we de
CCN-poort zoals hierboven voorgesteld, dan bekomen we de quantum-
schakeling van Figuur 2.19 (b). We merken op dat de laatste 2 poorten 2
identieke CN-poorten zijn, die mekaar dus ongedaan maken. Bijgevolg
kunnen we dus de implementatie van de Peres-poort vereenvoudigen
tot de schakeling van Figuur 2.19 (c). We zullen de Peres-poort zel-
den actief in synthese gebruiken, maar ze kan (voor quantumcircuits)
wel handig zijn om na synthese alle combinaties van een CCN gevolgd
door een CN te vervangen door een Peres-poort. Een analoge conclusie
kunnen we trekken voor de inverse Peres-poort.
Implementatie van Fredkin-poorten
Hierboven hebben we aangetoond dat een Fredkin-poort steeds kan
geı¨mplementeerd worden met behulp van twee CN-poorten en een Tof-
foli-poort van dezelfde breedte als de Fredkin-poort. Een CN-poort is
reeds een basisquantum-poort en de implementatie van Toffoli-poorten
werd hierboven behandeld. Een Fredkin-poort zal dus steeds 2 basis-
quantum-poorten (nl. 2 CN-poorten) meer bevatten dan de Toffoli-poort
met dezelfde breedte.
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(a) (b)
(c)
Figuur 2.19 – Peres-poort: (a) standaardrealisatie met CCN en CN, (b)
quantumrealisatie en (c) vereenvoudigde quantumreali-
satie.
Implementatie van controlepoorten
Het is duidelijk dat we een controlepoort kunnen vervangen door een
cascade van Toffoli-poorten, elk gecontroleerd door e´e´n van de termen
in de Reed-Muller uitdrukking van een controlefunctie. Zo kan een
controlepoort (breedte n = 4) met controlefunctie A1 ⊕A1A2 ⊕A1A3 ⊕
A1A2A3 ontbonden worden zoals op Figuur 2.20 (a). Een dergelijke
implementatie wordt de standaardimplementatie van controlepoorten ge-
noemd. Aangezien de quantumimplementatie van Toffoli-poorten hier-
boven reeds behandeld werd, is hiermee het implementatieprobleem
voor controlepoorten in theorie opgelost.
Het is reeds hoger vermeld dat de Reed-Muller expansie niet nood-
zakelijk de beste manier is om een functie voor te stellen. Zo kan de
controlefunctie van de voorgaande controlepoort ook geschreven wor-
den als de ESOP A1A2A3. Dit geeft aanleiding tot een implementatie
zoals op Figuur 2.20 (b). Hoewel deze meer poorten bevat (5 i.p.v. 4),
zijn ze (gemiddeld gezien) wel minder breed, en is dit dus een beter
ontwerp. ESOP-minimalisatie is een gekend probleem uit de literatuur
[21], hoewel het minder bestudeerd werd dan SOP-minimalisatie. Ver-
schillende ESOP-minimalisatie-algoritmes werden uitgewerkt. Hier-
van is EXORCISM-4 [52] wellicht het bekendste. In Sectie 6.2.4 van
Hoofdstuk 6 geven we een eigen techniek om de implementatie van
controlepoorten aan te pakken.
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(a) (b)
Figuur 2.20 – Implementatie van een controlepoort: (a) standaardim-
plementatie en (b) m.b.v. ESOP-minimalisatie.
Implementatie van gecontroleerde verwisselaars
Implementatie van gecontroleerde verwisselaars in een quantumtech-
nologie is volledig analoog aan de implementatie van controlepoorten.
Als voorbeeld implementeren we een gecontroleerde verwisselaar met
controlefunctie A1 ⊕ A2A3 ⊕ A1A2A3. De standaard implementatie
is te zien op Figuur 2.21 (a). Het resultaat verkregen met een ESOP-
minimalisatie-algoritme, is te zien op Figuur 2.21 (b).
(a) (b)
Figuur 2.21 – Implementatie van een gecontroleerde verwisse-
laar: (a) standaardimplementatie en (b) m.b.v. ESOP-
minimalisatie.
Implementatie van geschakelde circuits
Aangezien er geen (eenvoudige) quantumimplementatie bestaat voor
een schakelaar, is de meest voor de hand liggende methode het verder
opdelen van het geschakelde circuit. Figuur 2.22 (a) geeft een voorbeeld
voor breedte w = 3. Links staat een geschakeld circuit met de subcir-
cuits g′ en g′−1g′′ expliciet gegeven. Hoe deze laatste kunnen bepaald
worden, laten we voorlopig in het midden. Rechts op Figuur 2.22 (b)
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staat een voorbeeld van een geschakeld circuit, opgesplitst in Toffoli-
poorten en Fredkin-poorten. Het niet-gecontroleerde deel van de ge-
schakelde poort wordt dus gewoon overgenomen. Het gecontroleer-
de deel ook, maar hier wordt aan elke poort een extra ‘bolletje’ toe-
gekend op de plaats van de gecontroleerde bit. Deze techniek is zeer
eenvoudig, maar heeft als nadeel dat het gecontroleerde deel en het
niet-gecontroleerde deel volledig gescheiden blijven. We zullen later
zien dat dit probleem soms kan omzeild worden.
(a)
(b)
Figuur 2.22 – Geschakeld circuit: (a) standaardvoorstelling en (b) im-
plementatie in een quantumtechnologie.
2.5 Kostfuncties
Het is duidelijk dat we kostfuncties zullen moeten invoeren om de kwa-
liteit van circuits en poorten te kunnen inschatten. In de literatuur wor-
den verschillende kostfuncties gedefinieerd. Hieronder zullen we de
meeste bespreken en enkele van hun voor- en nadelen bespreken. Ons
primair doel is uiteraard om de warmtedissipatie te minimaliseren. Bij-
gevolg zou dissipatie de wellicht de beste kostfunctie zijn. In de prak-
tijk is die niet altijd gemakkelijk te bepalen. Daarom zullen we gebruik
maken van eenvoudigere kostfuncties.
2.5.1 Breedte
De breedte van een circuit wordt gedefinieerd als het aantal ingangen
(en dus ook het aantal uitgangen) van het reversibele circuit. In onze
methoden zal ervoor gezorgd worden dat de breedte altijd minimaal
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is. Dit betekent dat als een functie reeds reversibel is, we geen extra
ingangen meer toelaten. Indien een functie a priori niet reversibel is,
dan voegen we nooit meer ingangen en/of uitgangen toe dan nodig
voor het reversibel maken van de functie. Aangezien deze kost auto-
matisch optimaal is, zullen we hem meestal onvermeld laten, tenzij om
te vergelijken met circuits die geen minimum breedte hebben. Niet al-
le auteurs stellen namelijk de eis dat de breedte minimaal moet zijn.
Toch zijn er een aantal goeie redenen om dit wel te doen. In de prak-
tijk zal men vaak complexe functies moeten opsplitsen in kleinere en
meer handelbare deelfuncties. Deze laatste zullen dan elk reversibel
geı¨mplementeerd worden om zo tot een reversibele implementatie van
de volledige functie te komen. Elke deelfunctie zal meestal zelf een
aantal presets en garbage-bits met zich meebrengen, zodat het aantal
garbage bits in de totale functie al gauw (te) groot wordt. Om dit on-
der controle te kunnen houden, zorgen we ervoor dat de deelblokken
zo ‘smal’ mogelijk zijn. Kleine breedte heeft nog andere voordelen. In
quantumtoepassingen is het heel belangrijk om zo weinig mogelijk qu-
bits te hebben, omdat tot op heden het maximaal aantal qubits in quan-
tum computers heel beperkt is. Ook in CMOS heeft het beperken van
de breedte zijn voordelen, aangezien de kostprijs van in- en uitgang-
spinnen relatief hoog is in vergelijking met de kostprijs van de core van
de chip.
2.5.2 Diepte
We volgen hier de definitie gegeven in [53]. Hier wordt (logische) diep-
te gedefinieerd als het aantal opeenvolgende stappen die het logische
circuit nodig heeft om zijn berekening te bee¨indigen. Dit houdt impli-
ciet in dat in e´e´n stap verschillende (van elkaar onafhankelijke) bere-
keningen in parallel kunnen gebeuren. Om de diepte van een circuit
opgebouwd uit controlepoorten en gecontroleerde verwisselaars te be-
palen, wordt in [53] vertrokken van het begrip (logisch) pad. Een pad
wordt als volgt beschreven:
• Elk pad start aan de inputzijde van het circuit;
• aan een kruisje (van een controlepoort) of aan een verwisseling
van twee bits (bij een gecontroleerde verwisselaar), loopt het pad
verder naar de outputzijde;
• aan een vierkantje (of een cirkeltje), gaat het pad ofwel verder
naar de outputzijde, ofwel neemt het een bocht van 90 graden
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naar het kruisje of e´e´n van de verwisselde bits erboven of eron-
der;
• tenslotte eindigt het pad aan de outputzijde.
De lengte van een pad is het aantal kruisjes of verwisselingen dat dat
pad bevat. De diepte van een circuit wordt nu bepaald als de maximale
lengte beschouwd over alle paden die in het circuit voorkomen. De
diepte geeft een maat voor de snelheid van de schakelingen aangezien
ze aangeeft door hoeveel poorten een signaal maximaal moet passeren
om van de input naar de output te komen. We zullen de diepte van
een circuit vooral gebruiken om circuits met vergelijkbare poortkost en
breedte met elkaar te vergelijken.
We eindigen met enkele voorbeelden. Figuren 6.19 (a) en 6.19 (b)
hebben dezelfde breedte. Figuur 6.19 (a) heeft echter diepte 3, terwijl
Figuur 6.19 (b) slechts diepte 2 heeft.
2.5.3 Poortkost
De poortkost van een circuit (ook wel lengte van een circuit genoemd)
is eenvoudigweg het aantal (basis)poorten dat in het circuit aanwezig
is. In de praktijk betekent dit dus meestal het aantal Toffoli-poorten
en/of Fredkin-poorten waaruit het circuit is opgebouwd. Per defini-
tie hebben Fredkin-poorten en Toffoli-poorten dus een poortkost van
1, onafhankelijk van het aantal ingangen ze hebben. Dit geeft meteen
de zwakheid van de poortkost als kostfunctie aan. Een circuit met een
klein aantal ‘brede’ poorten (i.e. poorten met veel ingangen) zal een
lagere poortkost hebben dan een circuit met een groot aantal ‘smalle’
poorten. Toch is het heel goed mogelijk dat het laatstgenoemde cir-
cuit een eenvoudigere hardware-implementatie heeft. Het voordeel
van poortkost is het feit dat het een getal oplevert dat onafhankelijk
is van de gebruikte technologie. Tot heel recent, was poortkost vrijwel
de enige kostfunctie die aangewend werd in de literatuur [34, 35] en
bijgevolg zullen we hem verderop regelmatig gebruiken om te kunnen
vergelijken met resultaten van andere auteurs.
Tenslotte bespreken we nog de poortkost van controlepoorten en
gecontroleerde verwisselaars. Zoals hierboven aangegeven, worden
deze niet als basispoorten beschouwd en moeten we ze dus construeren
met behulp van Toffoli-poorten en/of Fredkin-poorten om de poort-
kost te kennen. De manier waarop dit gebeurt, bepaalt het aantal poor-
ten en bijgevolg ook de poortkost. Gebeurt de implementatie op de
standaardmanier (zie de paragraaf over implementatie), dan spreken
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we van ‘standaardpoortkost’, aangezien die voor een specifieke con-
trolepoort of gecontroleerde verwisselaar uniek bepaald is.
Figuur 6.19 (a) heeft 3 als poortkost, terwijl de poortkost van Fi-
guur 6.19 (b) 4 bedraagt.
2.5.4 Transistorkost
In tegenstelling tot poortkost geeft transistorkost wel informatie over
de complexiteit van de poorten waaruit het circuit is opgebouwd. Daar-
entegen is de kostfunctie alleen gedefinieerd in dual-rail-CMOS-tech-
nologie. De transistorkost van een circuit is de som van de transistor-
kosten van de poorten (controlepoorten en/of gecontroleerde verwis-
selaars) waaruit het is opgebouwd. De transistorkost van een poort is
op zijn beurt gedefinieerd als het aantal transistoren nodig voor de im-
plementatie. Uit de paragraaf over implementatie volgt dat het aantal
transistoren nodig voor de implementatie van een willekeurige contro-
lepoort of willekeurige gecontroleerde verwisselaar afhankelijk is van
de controlefunctie en kunnen we dus geen algemene formule voor hun
transistorkost geven. Voor het speciale geval dat de controlefunctie een
AND-functie is, d.w.z. voor Toffoli-poorten en Fredkin-poorten, kunnen
we wel een formule geven voor hun kost. Voor een Toffoli-poort be-
draagt die 8(n − 1), voor een Fredkin-poort 16(n − 2), n > 1. Een
NOT-poort en een SWAP-poort hebben dus een transistorkost van 0, het-
geen logisch is aangezien ze geen transistoren nodig hebben voor hun
implementatie. Vanuit het oogpunt van implementatie van reversibele
functies in CMOS-technologie is deze kostfunctie wellicht de interes-
santste. Helaas bestaan er zo goed als geen gegevens van andere au-
teurs over de transistorkost van hun circuits en bijgevolg is vergelijken
moeilijk. Deze kostfunctie geeft (samen met de diepte) de meeste infor-
matie over de dissipatie. In Appendix A wordt hier nog iets dieper op
ingegaan.
Figuur 6.19 (a) heeft 48 als transistorkost, terwijl de transistorkost
van Figuur 6.19 (b) 32 bedraagt. Figuren 2.21 (a) en 2.21 (b) hebben
respectievelijk als transistorkost 96 en 64.
2.5.5 Quantumkost
Quantumkost is de tegenhanger van de voorgaande kostfunctie in de
quantumwereld. Het is het aantal basisquantumpoorten waaruit het
circuit of de poort is opgebouwd. Uit de vorige paragraaf blijkt dat er
3 verschillende mogelijkheden zijn voor de implementatie van Toffoli-
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Tabel 2.11 – Vergelijking van de quantumkost van een Toffoli-poort
voor 3 verschillende implementaties.
quantumkost hulpqubits
Barenco [46]
1 (n = 1) 0
2n − 3 (n > 1) 0
Optimalisatie 1 24n− 88 (n > 5) 1
Optimalisatie 2 12n− 34 (n > 4) n− 3
poorten (en Fredkin-poorten). Tabel 2.11 toont voor de 3 implementa-
ties van Toffoli-poorten de overeenkomstige quantumkosten. Uit deze
vergelijking blijkt dat de eerste implementatie aanleiding geeft tot een
kost die exponentieel stijgt met het aantal ingangen n van de poort.
De 2 optimalisaties leveren een lineair stijgende quantumkost op, maar
daar staat tegenover dat ze respectievelijk 1 en n − 3 hulpqubits no-
dig hebben. Aangezien we geen onnodige extra ingangen en uitgan-
gen willen introduceren, aanvaarden we de volgende definitie voor de
quantumkost van een Toffoli-poort:
Definitie 2.16 De quantumkost van een Toffoli-poort van breedte n in een
circuit van breedte w is het minimum van de kosten gegeven in Tabel 2.11,
van die implementaties waarbij de som van het aantal ingangen n en het aantal
hulpqubits de breedte w van het circuit niet overschrijdt.
Dit houdt bijvoorbeeld in dat we, voor een Toffoli-poort met 8 in-
gangen in een circuit van breedte 8, de exponentie¨le kost moeten ge-
bruiken, aangezien we geen bits meer vrij hebben om als hulpbits te
gebruiken. Dezelfde poort in een circuit met 9 of meer ingangen, zou
met behulp van Optimalisatie 1 geı¨mplementeerd kunnen worden. In
een circuit van breedte 13 of meer tenslotte, kunnen we gebruik maken
van Optimalisatie 2, omdat we hier kunnen beschikken over 8 − 3 = 5
hulpbits. In Figuren 6.19 (a) en 6.19 (b) moeten we wegens de geringe
breedte van het netwerk voor alle poorten de hoogste kost aanrekenen.
We vinden dus respectievelijk een quantumkost van 19 en e´e´n van 16.
Voor een Fredkin-poort geldt dat zijn kost gelijk is aan de kost van
de Toffoli-poort met dezelfde breedte plus 2. De quantumkost van een
circuit is uiteraard de som van de kosten van de poorten waaruit het cir-
cuit is opgebouwd. Om de kost van controlepoorten en gecontroleerde
verwisselaars te kennen moeten we hen opnieuw opsplitsen in Toffoli-
en/of Fredkin-poorten, aangezien controlepoorten en gecontroleerde
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transistorkost 8(n− 1) 16(n− 2)
quantumkost
n = w |2n − 3| 2n − 1
n < w < 2n− 3 24n− 88 24n− 86
w > 2n− 3 12n− 34 12n− 32
verwisselaars niet rechtstreeks in een quantumtechnologie kunnen ge-
construeerd worden.
2.5.6 Overzicht
In Tabel 2.12 bevindt zich een overzicht van de voornaamste eigen-
schappen van Toffoli-poorten en Fredkin-poorten. De kostfuncties van
de algemenere controlepoorten en gecontroleerde verwisselaars zijn af-




In dit hoofdstuk wordt een overzicht gegeven van de meeste technie-
ken die bij de synthese van reversibele functies aangewend worden.
Eerst worden 2 methoden bekeken die vertrekken van de oorspronke-
lijke, (meestal irreversibele) functie. Daarna bekijken we enkele stra-
tegiee¨n die eisen dat de functie eerst reversibel gemaakt wordt en dan
trachten om de uitgebreide functie te synthetiseren. Alle strategiee¨n
hebben hun voor- en nadelen. We zullen ook e´e´n van deze technieken
(nl. trial and error) gebruiken, om zelf enkele circuits te synthetiseren en
in CMOS te realiseren.
3.1 Algemeen overzicht
3.1.1 Klassieke methoden
Een eerste aanpak om reversibele circuits te bouwen, is om eerst het
overeenkomstige irreversibele circuit te vinden en vervolgens alle irre-
versibele bouwstenen (AND, OR en XOR) te vervangen door een rever-
sibel circuit dat dezelfde functionaliteit heeft. In het vorige hoofdstuk,
hebben we reeds een (mogelijke) reversibele uitbreiding van de waar-
heidstabel van de OR gezien. Het is duidelijk dat we dit gedrag kunnen
verkrijgen met een controlepoort van breedte drie met controlefunctie
f = A1 +A2. Indien de laatste ingang als preset gebruikt wordt en dus
constant (op ‘0’) gehouden wordt, vinden we aan de uitgang A1 + A2,
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zoals getoond op Figuur 3.1 (a). Heel wat andere implementaties voor
OR zijn bekend in de literatuur. Zo hebben Fredkin et al. [7] een im-
plementatie gevonden met behulp van de klassieke Fredkin-poort. Fi-
guur 3.1 (b) geeft een mogelijke implementatie van de AND-functie. Fi-
guur 3.1 (c) vervolgens, geeft de traditionele implementatie van een
reversibele XOR-functie door gebruik te maken van een CN. Tenslotte
zien we in Figuur 3.1 (d) de reversibele realisatie van een FAN-OUT.
Deze laatste twee circuits werden reeds opgemerkt bij de definitie van
de CONTROLLED NOT. De NOT-poort is op zichzelf al reversibel en heeft




Figuur 3.1 – Reversibele implementatie van (a) een OR-poort, (b) een
AND-poort, (c) een XOR-poort en (d) FAN-OUT.
We wenden nu deze methode aan in een poging om een kleine,
maar zeer nuttige ‘benchmark’-schakeling te implementeren: de rever-
sibele Full Adder. In Figuur 3.2 (a) is het klassieke circuit van een re-
versibele Full Adder gegeven. Dit maakt gebruik van twee half adders
en een OR-poort. Een half adder berekent de som- en overdrachtsbit
van 2 bits en bestaat uit een XOR-poort en een AND-poort. De 2 half
adders worden in Figuur 3.2 omgeven met een kader. Implementeren
we nu deze poorten met de reversibele circuits van Figuur 3.1, dan vin-
den we het circuit van Figuur 3.2 (b). Het valt meteen op dat alle ANDs
en ORs hun eigen presets en garbagelijnen geı¨ntroduceerd hebben. Het
uiteindelijke circuit heeft dan ook 6 ingangen i.p.v. de minimale 4. En
we hebben dan nog gebruik gemaakt van het feit dat controlepoor-
ten de controlerende ingangen teruggeven aan de uitgang, zodat we
die opnieuw kunnen gebruiken aan de ingangen van andere poorten.
Hadden we de 4 kopieeracties van Figuur 3.2 (a) gerealiseerd met de
FAN-OUT-poort van Figuur 3.1 (d), dan hadden we nog 4 extra presets
nodig gehad. Dit is een probleem dat haast altijd zal optreden bij de-
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(a)
(b)
Figuur 3.2 – Full Adder: (a) klassieke irreversibele schakeling en (b)
reversibele implementatie.
ze werkwijze: de circuits worden te ‘breed’, m.a.w. ze hebben teveel
presets en garbagelijnen nodig. Daarentegen staat natuurlijk dat irre-
versibele synthese zeer goed gekend is en dat we wellicht kunnen ge-
bruik maken van klassieke optimalisatietechnieken. Het schema van
Figuur 3.2 (b) kan bijvoorbeeld verbeterd worden door de reversibele
OR-poort te vervangen door een (eenvoudigere) reversibele XOR-poort,
zonder het resultaat te beı¨nvloeden. Op die manier sparen we ook e´e´n
preset en e´e´n garbagebit uit.
3.1.2 EXOR -methode
De EXOR-methode , een veralgemening van de ESOP-methode [41], is
zonder twijfel de eenvoudigste synthesetechniek voor reversibele lo-
gica. Deze is bovendien altijd direct toepasbaar, los van het feit of de
functie die we wensen te implementeren reversibel is of niet. Stel dat
we een vectorfunctie
(f1(A1, . . . , An), f2(A1, . . . , An), . . . , fm(A1, . . . , An))
willen realiseren met n ingangen en m uitgangen. Eerst worden er m
extra lijnen Ai (n + 1 6 i 6 m) toegevoegd, waar aan de ingang een
constante binaire waarde (0 of 1) wordt aangeboden, m.a.w. we voegen
m presets toe aan het netwerk. De breedte van het netwerk wordt dus
n + m. De n oorspronkelijke ingangen worden gewoon doorgegeven
naar de uitgangen. Op elk van de presetlijnen daarentegen zullen we
e´e´n van de gewenste uitgangen construeren. We synthetiseren nu alle
uitgangen fi(A1, . . . , An) door voor elk een controlepoort met gecon-
troleerde bit Ai en controlefunctie fi(A1, . . . , An) toe te voegen aan het
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netwerk. Dus Pi = Ai ⊕ fi = 0 ⊕ fi = fi. Indien gewenst, kan elk van
deze m controlepoorten ontbonden worden in Toffoli-poorten.
Gebruiken we deze methode om de Full Adder (gegeven door for-
mule 2.2) te synthetiseren, dan vinden we het circuit gegeven in Fi-
guur 3.3 (a). Het bevat 2 controlepoorten met als controlefunctie res-
pectievelijk A ⊕ B ⊕ Ci en AB ⊕ ACi ⊕ BCi. Op de laatste lijn vinden
we dus de overdrachtsbit, op de voorlaatste krijgen we de sombit. Als
het circuit ontbonden wordt in Toffoli-poorten, krijgen we het circuit
van Figuur 3.3 (b). We zien dus dat onze oorspronkelijk irreversibele
functie automatisch ingebed werd in een ‘bredere’ reversibele functie
met 5 ingangen en 5 uitgangen. We hebben echter reeds aangetoond
(Sectie 2.2.1) dat men de Full Adder reversibel kan maken door slechts
1 preset toe te voegen, m.a.w. men heeft slechts 4 ingangen (en uitgan-
gen) nodig. Qua ‘breedte’ is dit ontwerp dus al zeker niet optimaal.
(a) (b)
Figuur 3.3 – Twee implementaties van een Full Adder: (a) met contro-
lepoorten en (b) met Toffoli-poorten.
Het nadeel van deze techniek is dus dat het vaak noodzakelijk is
om meer presets toe te voegen dan theoretisch nodig. Aangezien infor-
matie nooit mag worden weggegooid, blijven we steeds met deze bits
opgescheept zitten. Als we bijvoorbeeld een schakeling zouden ont-
werpen die veelvuldig gebruik maakt van de Full Adder uit deze para-
graaf dan zien we dat het totaal aantal ingangen al snel hoog oploopt.
Alleen indien het aantal oorspronkelijke uitgangen klein is, kan deze
techniek wel nuttig zijn, omdat dan het het aantal presets ook klein zal
blijven. Zeker voor de synthese van scalaire functies komt deze tech-
niek in aanmerking. In tegenstelling tot de vorige techniek, heeft deze
methode wel als voordeel dat de garbage niet zo zeer door het aantal
poorten bepaald wordt, maar door het aantal uitgangen.
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3.1.3 Trial and error
‘Trial and error’ komt er hier op neer dat men de reversibele functie
(meestal in Reed-Muller expansie gegeven) probeert te implementeren
door een combinatie van Toffoli- en/of Fredkin-poorten voor te stellen
en te kijken of ze het gewenste gedrag vertoont. Uiteraard kan dit zo-
wel handmatig als geautomatiseerd gebeuren. Het is duidelijk dat een
dergelijke strategie haast alleen voor functies met een beperkt aantal
ingangen tot een oplossing kan leiden. Deze techniek kan echter ook
handig zijn om een reeds gevonden oplossing te verbeteren door ex-
haustief alle mogelijkheden met een lagere kost af te lopen. Ook dit is
uiteraard slechts mogelijk indien het oorspronkelijke circuit niet teveel
poorten bevatte. Voordeel van deze techniek is wel dat het niet noodza-
kelijk is om een functie eerst reversibel te maken. Door een exhaustieve
strategie zijn Shende et al. [38] erin geslaagd om de optimale circuits
te synthetiseren voor alle reversibele functies van breedte 3, voor een
bibliotheek bestaande uit NOT, CN en CCN. Vanuit theoretisch oogpunt
is dit wel interessant, omdat het toelaat een circuit gesynthetiseerd met
een andere techniek te vergelijken met het corresponderende optimale
circuit. Voor grotere breedte is alleen al door het intensieve geheugen-
gebruik een dergelijk resultaat onmogelijk. Voor specifieke reversibele
functies met hogere breedte kan deze methode soms wel tot een resul-
taat leiden. In Sectie 3.2 zullen we ’trial and error’ gebruiken om zelf
een Full Adder en een N-Bit opteller te implementeren (in CMOS).
We besluiten deze paragraaf door te stellen dat door ‘trial and error’
alleen ’kleine’ circuits kunnen geı¨mplementeerd worden en circuits die
in kleine blokken (zonder extra presets en garbage) kunnen opgesplitst
worden.
3.1.4 Zoekalgoritmes
Verschillende strategiee¨n werden voorgesteld om door een intelligente
zoekstrategie tot een implementatie van een gegeven functie te komen:
genetische algoritmes [44, 54], simulated annealing, etc. Hun succes is
vrij beperkt door hun gebrekkige schaalbaarheid [41]. Het algoritme
dat in deze paragraaf uitgelegd wordt, werd voor het eerst voorgesteld
in [55] en verder uitgewerkt in [56]. In zekere zin is het ook een ‘trial en
error’ strategie maar dan e´e´n met een intelligentere manier om door
de zoekruimte te stappen. Hierdoor wordt de kans dat men tot een
oplossing komt aanzienlijk verhoogd. Essentieel is wel dat de functie
vooraf reversibel gemaakt wordt. Men gaat in dit algoritme uit van
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de Reed-Muller expansie van de te implementeren, reversibele functie.
Voor elke uitgang Pi, gaat men in de corresponderende fi op zoek naar
een combinatie van de vorm Ai ⊕ tj , waarin term tj de letter Ai niet
bevat. Voor elk van die combinaties voert men dan in alle uitgangs-
functies de substitutie Ai = Ai⊕ tj door. Vindt men voor e´e´n van deze
substituties de identiteitsfunctie, dan heeft men een mogelijke imple-
mentatie gevonden. Is deze oplossing beter dan een eerder gevonden
oplossing, dan wordt ze weerhouden. Vindt men daarentegen geen
oplossing, dan selecteert men op een intelligente manier enkele van de
nieuwe functies. Deze krijgen allen een prioriteit toegekend en worden
in een prioriteitsrij geplaatst. In de volgende stap wordt dan de functie
met de hoogste prioriteit uit de rij gehaald, waarop dan dezelfde proce-
dure wordt toegepast. Dit wordt herhaald totdat er geen functies meer
in de rij zitten.
3.1.5 Groep-theoretische methodes
In het verdere verloop van dit werk zullen we ons concentreren op
groep-theoretische methodes. We zullen in het volgende hoofdstuk
zien dat we het probleem van de reversibele synthese kunnen beschrij-
ven met behulp van groepentheorie. Dit zal leiden tot meer systema-
tische synthesemethoden, aangezien we ons probleem zullen kunnen
opdelen in steeds kleinere deelproblemen. Dit komt de schaalbaarheid
ten goede. Ook hier is het noodzakelijk om een reversibele specifica-
tie van de te implementeren functie te hebben. Bijgevolg zullen we dus
meestal een presynthesestap moeten uitvoeren waarin de functie rever-
sibel gemaakt wordt.
3.1.6 Overige methoden
Tenslotte vermelden we nog 2 andere technieken. De eerste methode
maakt gebruik van een reguliere, gecascadeerde structuur van contro-
lepoorten, die in [57] reversible wave cascades worden genoemd. De con-
trolepoorten worden op hun beurt ook geı¨mplementeerd als een cas-
cade. Deze implementatie is alleen toepasbaar in CMOS-technologie.
Bovendien werd in [58] aangetoond dat garbage oploopt als i + Nc,
waarin i het aantal ingangen is en Nc het aantal cascades. Het aantal
garbagelijnen komt dus vaak ver boven het minimum.
Spectrale technieken werden voor het eerst toegepast door Miller
[59]. Miller introduceerde een spectrale kost, gebaseerd op het spec-
trum van een Boolese functie [60]. Hij paste een compositiemethode
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toe door een bepaalde poort toe te voegen indien ze de spectrale com-
plexiteit verminderde, en aangezien een dergelijke poort steeds bestaat,
komt men uiteindelijk tot een resultaat. Hoewel deze techniek goeie re-
sultaten geeft voor functies met weinig ingangen, is ze niet goed schaal-
baar en bijgevolg niet toepasbaar voor ‘bredere’ functies. Ook voor de-
ze techniek is het vereist dat de functie eerst reversibel gemaakt wordt.
Dit overzicht van reversibele synthesetechnieken is zeker niet volle-
dig: er bestaat een veelheid aan strategiee¨n die vaak nog verschillende
varianten hebben. Er werd hier dan ook enkel getracht om inzicht te
geven in de voornaamste en meest onderzochte technieken.
3.2 Toepassing van ‘trial and error’ in eigen synthese
In Figuur 3.4 (a) wordt een implementatie [61, 62] gegeven van een
reversibele Full Adder, die in de literatuur goed gekend is en die ik
met ’trial and error’ heb teruggevonden. Aangezien de quantumim-
plementatie kan gebeuren met behulp van 2 Peres-poorten, bedraagt
de quantumkost slechts 8. Van dit circuit wordt in de literatuur vaak
aangenomen dat het het optimale circuit is in quantumtechnologiee¨n.
Bij CMOS-implementatie zijn er daarentegen 48 transistoren nodig. In
Figuur 3.4 (b) geef ik een betere mogelijkheid [63, 64] voor CMOS-
implementatie: de transistorkost bedraagt slechts 40. Door een exhaus-
tieve zoekprocedure heb ik (met C++) aangetoond dat deze implemen-
tatie optimaal is in CMOS, aangezien er geen CMOS-circuit met minder
transistoren werd gevonden. De quantumkost daarentegen bedraagt
10. Opnieuw komen we tot de conclusie dat de gebruikte technologie
bepaalt welk circuit optimaal is.
(a) (b)
Figuur 3.4 – Twee implementaties van een Full Adder: (a) met CN en
CCN en (b) met CN en (klassieke) Fredkin.
Beide circuits werden geı¨mplementeerd in CMOS 0.35 µm- tech-




Figuur 3.5 – Microscoop-opnames van twee implementaties van een
Full Adder: (a) met CN en CCN (100 µm× 25 µm) en (b)
met CN en (klassieke) Fredkin (80 µm× 30 µm).
opname van de Full Adder van Figuur 3.4 (a); Figuur 3.5 (b) geeft het
circuit van Figuur 3.4 (b) weer.
Zoals reeds hoger vermeld werd, wordt deze aanpak al vlug on-
doenbaar voor functies met meer ingangen. We kunnen natuurlijk pro-
beren om het probleem in kleinere, meer handelbare subproblemen op
te splitsen. Een typisch voorbeeld is een N -bit opteller. Het is duidelijk
dat we deze kunnen maken door N Full Adders te cascaderen tot een
zogenaamde ‘ripple adder’ [4, 65]. Hier wordt de uitgang Co van e´e´n
Full Adder aan de ingang Ci van de volgende gelegd. Als voorbeeld
wordt in Figuur 3.6 het schema van een 4-bit opteller gegeven. Het aan-
tal poorten stijgt met N volgens 4N , de diepte volgens 2N . Elke Full
Adder introduceert echter 1 preset en 2 garbage bits. Dit resulteert in
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een circuit met 3N + 1 ingangen en uitgangen.
Figuur 3.6 – Ripple adder.
Nochtans kan men aantonen dat men theoretisch gezien een N -bit
opteller kan maken met slechts 2N + 2 ingangen. Dit is een klassiek en
algemeen probleem: elk blokje sleept zijn eigen presets en garbage bits
mee en bijgevolg heeft het uiteindelijke circuit een grote overhead aan
inputs. Voor het specifieke geval van de ‘N -bit opteller’ bestaat er ech-
ter een uitweg, die voor het eerst voorgesteld werd in [66] en door ons
verder uitgewerkt in [67] en [68]. Hier wordt niet uitgegaan van de Full
Adder om een ‘N -bit opteller’ te construeren, maar van de zogenaam-
de ‘majority’ (mogelijke implementatie in Figuur 3.7 (a)) en ‘unmajo-
rity’ (mogelijke implementatie in Figuur 3.7 (b)) blokken. Het eerste
berekent de carry-over Co naar de volgende rang. Het unmajority blok
maakt de berekening van de overdracht, die enkel een tussenresultaat
was, ongedaan en berekent de sombit S. Dit geeft als voordeel dat,
op de laatste na, de carry-overs niet naar de uitgangen gebracht wor-
den, maar gedurende de berekeningen gerecycleerd worden. Boven-
dien hebben de twee bouwblokken geen constante presets nodig; we
kunnen ze dus naar hartelust gebruiken zonder dat het aantal ingan-
gen onnodig stijgt. Figuur 3.8 geeft dan de uiteindelijke N -bit opteller
voor N = 4. Deze heeft het optimale aantal ingangen van 2N + 2. Het
aantal poorten stijgt met N als 4N + 1, de diepte volgens 3N + 2. De
kleinere breedte heeft dus zijn prijs: een grotere diepte. Het voordeel
overtreft echter het nadeel ten zeerste. Tabel 3.1 vat de eigenschappen
van de twee hierboven besproken N -bit optellers samen.
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(a) (b)
Figuur 3.7 – Majority blok (a) en unmajority blok (b).
Figuur 3.8 – ‘N-bit-adder’ met behulp van ‘majority’ en ‘unmajority’.
Tabel 3.1 – Vergelijking van 2 ontwerpen voor reversibele N -bit optel-
lers.
ontwerp poortkost breedte diepte
m.b.v. Full Adder 4N 3N + 1 2N
m.b.v. (un)majority 4N + 1 2N + 2 3N + 2
4
Groepentheorie
In dit hoofdstuk leggen we een verband tussen de synthese van rever-
sibele functies en de theorie der groepen. We zullen zien dat verschei-
dene technieken uit deze theorie kunnen aangewend worden om het
syntheseprobleem te herleiden tot eenvoudigere deelproblemen. We
introduceren 2 nieuwe stellingen die dit mogelijk maken. Vervolgens
voeren we 2 belangrijke begrippen uit de literatuur in (nl. enkelvoudi-
ge en dubbele nevenklassen) en brengen we in verband met onze eigen
stellingen.
4.1 Definities en eigenschappen
Formeel wordt een groep als volgt gedefinieerd.
Definitie 4.1 Een groep G is een niet-lege verzameling G waarop een opera-
tor ∗ gedefinieerd is en waarvoor de volgende eigenschappen gelden:
• geslotenheid: ∀a, b ∈ G : a ∗ b ∈ G,
• associativiteit: ∀a, b, c ∈ G : (a ∗ b) ∗ c = a ∗ (b ∗ c),
• neutraal element: ∃e ∈ G : ∀a ∈ G : e ∗ a = a = a ∗ e en
• invers element: ∀a ∈ G : ∃a−1 ∈ G : a ∗ a−1 = e = a−1 ∗ a.
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Een voorbeeld van een groep is de verzameling van de ree¨le getal-
len R waarop de optellingsoperator gedefinieerd is. Dit is een voor-
beeld van een oneindige groep omdat R een oneindige verzameling is.
In dit werk zullen we echter steeds geconfronteerd worden met eindi-
ge verzamelingen en dus eindige groepen. Een gekend voorbeeld is de
eindige symmetrische groep Sn, met als onderliggende verzameling de
verzameling van alle permutaties van n elementen en als operator de
cascadering van 2 permutaties. Het is eenvoudig na te gaan dat deze
constructie aan alle eisen voor een groep voldoet. Het aantal elementen
van een groep wordt de orde van een groep genoemd. De orde van G
zullen we noteren als [G]. De orde van Sn is het aantal permutaties van
n elementen, dus [Sn] = n!.
Het is gemakkelijk in te zien dat de verzameling van alle reversi-
bele functies van breedte w, gecombineerd met de cascade als operator
een groep vormt. In Hoofdstuk 2 werd aangetoond dat de uitgangs-
rijen van de waarheidstabel van een reversibele functie overeenkomen
met een unieke permutatie van de ingangsrijen. Zo kan de reversibele
functie gegeven in Tabel 2.3 ook geschreven worden als de permutatie
1 (1,8,4)(2,7)(3,5,6). Er bestaat dus een e´e´n -op- e´e´n -verband
tussen een reversibele functie van breedte w en een permutatie van 2w
elementen. In de taal van de wiskunde, noemt men dit een isomorfis-
me. Bijgevolg vormen de reversibele functies van een bepaalde breed-
te w (gecombineerd met de cascadering als bewerking) een groep, iso-
morf met de symmetrische groep S2w . We zullen deze groep noteren
als Rw. Het isomorfisme houdt in dat de eigenschappen van de eerst-
genoemde groep ook geldig zijn voor de laatstgenoemde groep. Verder
in dit hoofdstuk zullen dan ook de symmetrische groep nader bekijken.
Aangezien de reversibele functies van een bepaalde breedte een
groep vormen, moeten ze dus voldoen aan de groepsvoorwaarden.
Het is duidelijk dat de samenstelling van twee reversibele functies van
breedte w (f(A1, . . . , Aw) en g(A1, . . . , Aw)) opnieuw een reversibele
functie van breedte w geeft, net zoals een cascade van 2 permutaties
van n elementen wederom een permutatie van n elementen oplevert.
Bovendien is de cascadering associatief. Opnieuw kunnen we het ver-
band leggen met de associativiteit van permutaties. Het neutraal ele-
ment van de groep der reversibele permutaties is de zogenaamde iden-
tieke functie, die alle w ingangen onveranderd doorlaat naar de uitgan-
gen. Per definitie zijn reversibele functies een bijectie en bijgevolg zijn
1In permutaties is het de gewoonte om te nummeren van 1 tot n, in plaats van
tussen 0 en n− 1.
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ze dus inverteerbaar.
Tot slot voeren we nog het begrip direct product van 2 groepen in.
Definitie 4.2 Het direct product G ×H van een groep G met operator ∗ en
een groep H met operator ◦ wordt gedefinieerd als:
• de verzameling gevormd door het zogenaamde cartesiaans product
{(a, b), a ∈ G, b ∈ H}
• met op deze verzameling een operator ?, die elementsgewijs gedefinieerd
wordt als
(a, b) ? (a′, b′) = (a ∗ a′, b ◦ b′).
In dit werk zullen de operatoren ∗, ◦ en ? steeds dezelfde zijn, na-
melijk de cascadering, maar uiteraard soms wel inwerkend op verschil-
lende verzamelingen.
4.2 Deelgroepen van Sn
Een deelgroep van een groep G is simpelweg een groep waarvan alle
elementen eveneens deel uitmaken van de groep G. Triviale voorbeel-
den zijn uiteraard de groep G zelf en de groep die enkel het neutraal
element bevat. Het is duidelijk dat elke deelgroep het neutraal element
moet bevatten: anders kan het zelf geen groep zijn. De bedoeling van
deze paragraaf is geenszins om een compleet overzicht te geven van al-
le deelgroepen van Sn. Er zullen alleen enkele deelgroepen besproken
worden die haast automatisch hun intrede doen bij de studie van rever-
sibele functies. In de praktijk zijn we alleen geı¨nteresseerd in het geval
n = 2w, maar aangezien sommige eigenschappen, besproken in deze
en de volgende paragraaf, geldig zijn voor willekeurige n, beschouwen
we waar mogelijk het algemene geval.
Twee deelgroepen H1 en H2 van G worden toegevoegd genoemd
indien er een e ∈ G bestaat zodat voor alle elementen h1 ∈ H1 er een
h2 ∈ H2 bestaat zodat h2 = eh1e−1 en omgekeerd voor alle h2 ∈ H2
een h1 ∈ H1 bestaat zodat h1 = e−1h2e. We noteren dit kortweg als:
H2 = eH1e−1.
Per definitie zijn twee toegevoegde deelgroepen isomorf. Hun door-
snede is noodzakelijkerwijs ook een groep en bijgevolg een deelgroep
van beide toegevoegde groepen.
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4.2.1 Lineaire deelgroepen
Eerst beschouwen we de algemene lineaire groepGL(w, 2), die gedefi-
nieerd wordt als de groep van alle inverteerbare w × w - matrices over
het Galois veld GF (2), d.w.z. alle inverteerbare binaire matrices. Hier-
boven werd reeds aangetoond dat alle homogene lineaire inverteerbare
functies van breedte w kunnen voorgesteld worden als een inverteer-
bare binaire w × w - matrix. Bijgevolg vormen de homogene lineaire
inverteerbare functies een groep, isomorf met GL(w, 2).
De lineaire functies (die dus niet noodzakelijk homogeen zijn) vor-
men eveneens een groep. Zoals hierboven aangetoond kunnen deze
uitgedrukt worden als een combinatie van een inverteerbare w × w -
matrix en een kolomvector van lengte w. Deze vormen een groep iso-
morf met 2w : GL(w, 2), het semi-direct product van 2w (de groep van
alle binaire vectoren van lengte w) en GL(w, 2). In [31] worden de ei-
genschappen van deze deelgroepen van S2w nader bekeken.
4.2.2 Young deelgroepen
Definitie 4.3 Elke deelgroep van Sn die isomorf is met een direct product van
de vorm:
Sn1 × Sn2 × . . .× Snl ,
waarbij n1 + n2 + . . .+ nl = n, is een Young deelgroep.
We zullen Young deelgroepen nu wat nader toelichten. Zoals hier-
boven reeds vermeld, is Sn de groep van alle permutaties van n ele-
menten. We splitsen de verzameling van deze n elementen nu op in
l disjuncte deelverzamelingen met grootte respectievelijk n1, n2,. . . en
nl. Vervolgens beschouwen we de verzameling van alle permutaties
die enkel verwisselingen van elementen binnen deze l disjuncte verza-
melingen toelaten. Dit vormt duidelijk een deelgroepG van Sn. Boven-
dien is deze deelgroep isomorf met Sn1 ×Sn2 × . . .×Snl . Er is namelijk
altijd een isomorfisme te vinden tussen G en Sn1 × Sn2 × . . .× Snl . Als
voorbeeld bekijken we de symmetrische groep S9, waarbij we 9 parti-
tioneren als 2+3+4. We kunnen ons bijv. een groep voorstellen die en-
kel verwisselingen toelaat tussen 1 en 2, tussen 3,4 en 5 en tussen 6,7,8
en 9. Een mogelijke permutatie is dus: (1,2)(3,5)(6,7,9). Het is
eenvoudig om in te zien dat de groep isomorf is met S2 × S3 × S4. In
het verdere verloop van dit werk, zullen we kortweg spreken van de
‘deelgroep Sn1 × Sn2 × . . . × Snl van Sn’ hoewel we dus eigenlijk ‘een
deelgroep van Sn, isomorf met Sn1 × Sn2 × . . . × Snl ’ bedoelen. Het
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is immers zo dat Sn veel verschillende deelgroepen heeft die isomorf
zijn met Sn1 × Sn2 × . . . × Snl . De orde van een Young deelgroep is
n1!n2! . . . nl!.
We bekijken nu enkele specifieke Young deelgroepen die we verder-
op zullen nodig hebben voor het geval n = 2w. Vooreerst beschouwen
we de partitie n = n2 +
n
2 . M.a.w. we beschouwen de deelgroep Sn2 ×Sn2 ,
meestal kortweg genoteerd als S2n
2
. Deze deelgroep laat dus enkel per-
mutaties toe in twee disjuncte helften. Dit is precies wat geschakelde
circuits doen (Sectie 2.2.4). We kunnen dus zeggen: de geschakelde cir-
cuits van breedte w en met controlerende bit Ak vormen een deelgroep
Gk 2 van de groep der reversibele functies Rw, isomorf met S2n
2
. Dit
is reeds een aanwijzing voor het nut van groepentheorie bij reversibe-
le logica. Het is duidelijk dat twee deelgroepen Gk en Gl toegevoegd
zijn, aangezien Gl = FRE(Ak, Al, 1)GkFRE(Al, Ak, 1).
Vervolgens beschouwen we de partitie n = 2 + 2 + . . .+ 2, wat dus
leidt tot de Young deelgroep S2×S2× . . .×S2 = S2w−12 . Deze deelgroep
laat dus enkel twee-aan-twee permutaties (zogenaamde transposities)
toe. Hier kunnen we een direct verband leggen met controlepoorten
aangezien die enkel transposities uitvoeren. De controlepoorten met
gecontroleerd bit Ak vormen dus een groep Ck, deelgroep van Rw en
isomorf met S2
w−1
2 . Ook hier zijn 2 deelgroepen Ck en Cl toegevoegd
aan elkaar. Opnieuw merken we de dualiteit op tussen geschakelde cir-
cuits en controlepoorten. Algemeen zullen we partities van n in p delen
van q en in q delen van p duale partities noemen. De Young deelgroe-
pen die ermee gepaard gaan noemen we duale deelgroepen. We kunnen
dus kortweg zeggen dat Sk en Ck duale subgroepen zijn. Van deze
eigenschap zullen we verderop nog gebruik kunnen maken. Ook de
gecontroleerde verwisselaars met gecontroleerde bits Ak en Al vormen
een Young deelgroep van Rw. Deze wordt genoteerd als Vk,l. Aange-
zien gecontroleerde verwisselaars enkel permutaties uitvoeren tussen
rijen met hetzelfde gewicht (d.w.z. hetzelfde aantal enen), is Vk,l dus






2 . Dit komt overeen
met de partitie n = 1 + 2 + 1 + 1 + 2 + 1 + . . .+ 1 + 2 + 1.
Tenslotte introduceren we nog Young deelgroepen van het type S1×
S2w−1 = S2w−1. Dit komt overeen met permutaties die e´e´n waarde on-
gemoeid laten. In de praktijk maakt men meestal gebruik van deelgroe-
pen die het eerste getal (of rij) invariant laten. Uiteraard beschikt S2w
2In principe zouden we als notatie Gw,k moeten gebruiken om erop te wijzen dat
we te maken hebben met functies van breedtew. Om de notatie niet te overladen, laten
we de index w echter weg.
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nog over heel wat andere Young deelgroepen, maar in deze paragraaf
hebben we enkel diegene behandeld die voor dit werk van belang zijn.
4.3 Twee nieuwe theorema’s
We zullen nu twee eigen stellingen geven en bewijzen, die we zullen
kunnen gebruiken bij de synthese van reversibele schakelingen. Deze
stellingen zullen geldig zijn voor Young deelgroepen in symmetrische
groepen Sn met willekeurige n. Eerst voeren we het begrip Young ta-
bleau in. Als we n partitioneren als n1 + n2 + . . .+ nl, dan is een Young
tableau een diagramma met l rijen, die respectievelijk n1, n2, . . . en nl
vakjes hebben. In zo’n Young tableau kunnen dan d.m.v. pijlen de ver-
wisselingen veroorzaakt door een permutatie voorgesteld worden. Zo
zien we in Figuur 4.1 (a) een Young tableau dat overeenkomt met de
partitie: 9 = 2+3+4 en waarin de permutatie (1,3,5,9)(4,7,8)af-
gebeeld wordt. Vanaf nu zullen we slechts partities van de vorm n =
p + p + . . . + p = pq (p, q ∈ N0) gebruiken. Die kunnen voorgesteld
worden in een rechthoekig diagram zoals op Figuur 4.1 (b), dat geldt
voor n = 35, p = 7 en q = 5. Op dit Young tableau is de permutatie
(3,23,30,31,18,11,12,33,34,13,5)(20,35)aangebracht. We
beschouwen dus q verzamelingen (‘rijen’), elk van p elementen. De-
ze wisselen onderling q2 fluxen Fij uit. Met een flux bedoelen we het
aantal elementen dat een bepaalde rij met een andere rij in het Young
tableau uitwisselt. Al de Fij samen vormen een matrix F waarvan alle
elementen gelijk zijn aan 0, 1, 2, . . . of p. Deze matrix wordt de uitwis-





waarvan er slechts 2q−1 onafhankelijk zijn. Zo wordt de uitwisselings-
matrix van de laatstgenoemde permutatie gegeven door:
F =

6 0 0 1 0
1 5 0 0 1
0 1 5 0 1
0 0 0 6 1
0 1 2 0 4
 .
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Hierin drukt bijvoorbeeld F53 = 2 uit dat in Figuur 4.1 (b) er twee ob-
jecten van de vijfde rij naar de derde rij worden verplaatst. De q × q -
matrix F geeft informatie over de permutatie der n objecten. Deze in-
formatie is echter onvolledig. De volledige informatie wordt gegeven
door een n× n - permutatiematrix.
Stelling 4.1 Elk element a van Sn kan ontbonden worden als h1vh2, waarin
zowel h1 als h2 elementen zijn van S
q
p en v een element is van Spq , met p en q
geheel en zo dat n = pq.
Anders gezegd: elke permutatie a kan ontbonden worden in:
• een ‘horizontale’ permutatie h1, gevolgd door
• een ‘verticale’ permutatie v, gevormd door een verticale projectie
van a, die op zijn beurt gevolgd wordt door
• een tweede ‘horizontale’ permutatie h2, die uiteraard gegeven
wordt door v−1h−11 a.
Bewijs We tonen eerst aan dat het altijd mogelijk is om een verticale
permutatie v te construeren. Dit is een direct gevolg van de stelling
van Birkhoff voor dubbel-stochastische matrices [69, 70]. Ee´n van de
formuleringen (i.e. de versie met gehele matrixelementen [71]) van de-
ze stelling zegt dat elke matrix van grootte q × q en met som der ele-
menten op een rij gelijk aan p, kan ontbonden worden als de som van
p permutatiematrices. We kunnen dus de uitwisselingsmatrix F schrij-
ven als de som van p permutatiematrices. Het volstaat nu om in elk van
de p kolommen van het Young tableau e´e´n van deze permutatiematri-
ces toe te passen om de gewenste verticale permutatie v te verkrijgen
(Figuur 4.2 (b)). De eerste horizontale permutatie h1 kan dan gevon-
den worden door de beginpunten van de verticale en schuine pijlen in
de oorspronkelijke permutatie a te verbinden met de corresponderen-
de beginpunten van de pijlen van v en indien nodig extra horizontale
pijlen toe te voegen om de cycli te sluiten. De tweede horizontale per-
mutatie h2 vinden we door de eindpunten van de pijlen van v te verbin-
den met de verticale en schuine pijlen in de oorspronkelijke permutatie
a en, indien nodig, extra horizontale pijlen toe te voegen om de cycli te
sluiten.
Figuur 4.2 geeft een mogelijke decompositie voor de permutatie van
Figuur 4.1 (b).
Vervolgens voeren we de volgende stelling in:
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(a) (b)
Figuur 4.1 – Young tableaus: voor (a) n = 9 = 2 + 3 + 4 en (b) n = 35 =
7× 5.
Stelling 4.2 Elk element a van Sn kan ontbonden worden als h1vh2, waarin
h1 een element is van S
q−1
p , v een element van Spq en h2 een element van S
q
p
met p en q geheel en zo dat n = pq.
Deze stelling is eigenlijk een sterkere versie van de vorige. Inder-
daad, Stelling 4.1 is automatisch correct indien Stelling 4.2 correct is,
aangezien elk element van Sq−1p automatisch ook lid is van Sqp. Het be-
wijs van de vorige stelling kan bijna volledig hernomen worden. Alleen
moeten de beginpunten van de verticale pijlen in de laatste rij (d.i. rij q)
zich op dezelfde positie bevinden als de overeenkomstige beginpunten
in de oorspronkelijke permutatie, hetgeen steeds mogelijk is.
4.4 Enkelvoudige nevenklassen
In deze sectie zullen we een veelgebruikt begrip uit de groepentheorie
introduceren: enkelvoudige nevenklassen. Er zijn twee types, nl. linker-
en rechternevenklassen, maar ze zijn volkomen analoog.
Definitie 4.4 Als G een groep is, H een deelgroep van G en g een element
van G, dan is
• Hg = {hg : h ∈ H} een linkernevenklasse van H in G en
• gH = {gh : h ∈ H} een rechternevenklasse van H in G.
In het verdere verloop zullen we ons (voornamelijk) toespitsen op
linkernevenklassen. De eigenschappen van rechternevenklassen zijn
volstrekt analoog. Volgens bovenstaande definitie, verdeelt een deel-
groep H een groep G in linkernevenklassen. Ee´n van de linkerneven-
klassen is de deelgroep zelf, wat eenvoudig kan ingezien worden door
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(a) (b)
(c)
Figuur 4.2 – Decompositie van een willekeurige permutatie van 35 ob-
jecten: in (a) een eerste horizontale permutatie, (b) een ver-
ticale permutatie en (c) een tweede horizontale permuta-
tie.
in de definitie g gelijk te kiezen aan het neutraal element. Alle neven-
klassen zijn disjunct. Dit houdt in dat, op de deelgroep H na, de ne-
venklassen geen groepen zijn. Het neutraal element kan namelijk maar
tot e´e´n nevenklasse behoren, nl. de deelgroepH. De ruimte der linker-
nevenklasses wordt genoteerd als H\G; de ruimte der rechterneven-
klassse als G/H. Men kan eenvoudig aantonen dat alle nevenklassen
dezelfde orde hebben3, m.a.w. ze bevatten allemaal een zelfde aantal






De introductie van nevenklassen vereenvoudigt het probleem van
de synthese van reversibele functies aanzienlijk. Het volstaat om een
implementatie te vinden voor alle elementen van een deelgroep en een
implementatie van e´e´n element van elke nevenklasse om in staat te
zijn een implementatie te kunnen maken voor alle elementen van de
volledige groep.
3Deze vaststelling wordt ook gebruikt bij het bewijs van de stelling van Lagange
inzake de orde van deelgroepen.
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We passen dit alles nu toe op de symmetrische groep S2w . Eerst
bekijken we de deelgroep S22w−1 (isomorf met een groepGk der gescha-
kelde circuits), die S2w in
(2w)!
[(2w−1)!]2
nevenklassen verdeelt. Op Figuur 4.3 (a) wordt de verdeling in en-
kelvoudige nevenklassen getoond voor w = 2. De groep van orde 24
wordt in 6 nevenklassen verdeeld met elk 4 elementen. Het is duidelijk
dat het aantal nevenklassen relatief snel stijgt met w. Voor w = 3 zijn
er al 70 nevenklassen. Dit geeft al aan dat, om voor elke nevenklas-
se een representant te vinden, we meestal niet genoeg zullen hebben
aan e´e´n poort. Over het algemeen zullen we een representant moeten
construeren als een combinatie van verschillende poorten. Het inte-
ressante aan deze aanpak is dat we recursief kunnen tewerkgaan. We
kunnen namelijk in S2w−1 de deelgroep S22w−2 beschouwen. De laatst-
genoemde deelgroep verdeelt S2w−1 eveneens in nevenklassen. Als we
deze gedachtengang voortzetten, vinden we uiteindelijk de de volgen-
de deelgroepenketting:
S2w ⊃ S22w−1 ⊃ S42w−2 ⊃ . . . ⊃ S2
w
1 = I,
waarin I de triviale groep is die enkel het neutraal element bevat en ⊃
staat voor ‘is een echte supergroep van’. Vertaald naar reversibele scha-
kelingen, betekent dit dat we kolommen e´e´n voor e´e´n transformeren,
totdat de volledige functie gesynthetiseerd is. Dit is de aanpak die we
in Hoofdstuk 5 gaan volgen.
Een andere deelgroep is S2w−1 (d.i. de deelgroep die 1 rij in de waar-
heidstabel invariant laat). We kunnen heel analoge conclusies trekken
als hierboven. De deelgroep verdeelt S2w in 2w enkelvoudige neven-
klassen; dit wordt getoond op Figuur 4.3 (b) voor w = 2. Ook hier
kunnen we de redenering verderzetten en op zijn beurt S2w−1 in ne-
venklassen laten verdelen door S2w−2. We vinden m.a.w. de volgende
deelgroepenketting:
S2w ⊃ S2w−1 ⊃ S2w−2 ⊃ . . . ⊃ S1 = I.
Hier wordt de reversibele functie rij per rij gesynthetiseerd. In dit op-
zicht is het dus de duale aanpak van de vorige. Deze strategie werd
(impliciet) gevolgd door Maslov et al. [34, 41, 51]. We zullen deze tech-
niek hier niet uitwerken, maar hij biedt wel interessant vergelijkings-
materiaal.
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(a) (b)
Figuur 4.3 – Enkelvoudige nevenklassen in S4 geı¨nduceerd door: (a) S22
en (b) S3.
We stellen vast dat in de eerste strategie de deelgroepenketting een
lengte heeft van w, terwijl in het tweede geval de lengte 2w bedraagt.
Daar staat tegenover dat in de eerste techniek het aantal subgroepen in
elke stap verdubbelt. Netto hebben beide strategiee¨n dan ook verge-
lijkbare complexiteit.
4.5 Dubbele nevenklassen
Definitie 4.5 Als G een groep is, H en K deelgroepen van G en g een ele-
ment van G, dan is HgK = {hgk : h ∈ H, k ∈ K} een dubbele nevenklasse
van (H,K) in G.
Net zoals enkelvoudige nevenklassen partitioneren dubbele nevenklas-
sen de groep G. Ook hier zijn de nevenklassen disjunct. De ruimte der
dubbele nevenklassen wordt genoteerd als H\G/K. In tegenstelling
tot enkelvoudige nevenklassen hebben dubbele nevenklassen niet alle-
maal dezelfde grootte en bijgevolg is hun aaantal niet altijd te bepalen.




6 ∆ 6 [G]
max([H], [K])
. (4.1)
De bovengrens treedt op als bijvoorbeeld K een deelgroep is van H
en er onder de combinaties hgk slechts [H] zijn die een verschillend
resultaat opleveren. De dubbele nevenklassen zijn dan alle [H] groot.
88 Groepentheorie
De ondergrens daarentegen komt voor als elke combinatie hgk tot een
verschillend resultaat leidt. Ook dan zijn alle dubbele nevenklassen
even groot: ze hebben elk [H][K] elementen.
Ook dubbele nevenklassen vereenvoudigen het syntheseprobleem:
het volstaat om een representant van elke dubbele nevenklasse te kie-
zen en een implementatie voor elk element van de twee deelgroepen
te vinden om de hele groep te kunnen implementeren. Aangezien er
over het algemeen veel minder dubbele nevenklassen zijn in H\G/K
dan enkelvoudige nevenklassen in H\G, K\G, G/H of G/K, moeten
we dus minder representanten vinden. Daar staat tegenover dat we
hier wel een opsplitsing vinden in 3 delen: een element van deelgroep
H, een representant van de specifieke nevenklasse en een element van
de deelgroep K. Bij enkelvoudige nevenklassen hebben we maar e´e´n
element van een deelgroep en een representant nodig.
De studie van de dubbele nevenklassen veroorzaakt door een wil-
lekeurige Young deelgroep is een probleem dat buiten het bereik van
dit werk valt. We zullen ons beperken tot enkele speciale gevallen die
we verderop zullen kunnen gebruiken.
4.5.1 Gk\Rw/Gl
Gelijke deelgroepen
We zullen eerst het volgende theorema [26] bewijzen dat geldig is voor
willekeurige n:
Stelling 4.3 Een deelgroep van Sa+b isomorf met Sa × Sb verdeelt de groep
Sa+b in min(a, b) + 1 dubbele nevenklassen.
We geven nu het door ons opgestelde bewijs.
Bewijs We bekijken dus een deelgroep H van Sn isomorf met Sa × Sb,
d.w.z. een Young deelgroep ontstaan door de partitie n = a + b. Deze
deelgroep veroorzaakt permutaties van de eerste a getallen {1, 2, . . . , a}
en permutaties van de laatste b = n − a getallen {a + 1, a + 2, . . . , n}.
Zonder verlies aan algemeenheid, kunnen we veronderstellen dat a 6
b. We zullen aantonen dat de volgende a+ 1 permutaties een volledige
verzameling van representanten vormen:
(), (a, n), (a− 1, n− 1)(a, n), . . . , (1, n− a + 1)(2, n− a + 2) . . . (a, n).
Algemeen beschouwen we dus de volgende permutatie:
rj = (a− j + 1, n− j + 1)(a− j + 2, n− j + 2) . . . (a, n),
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waar j een willekeurig geheel getal is dat voldoet aan 0 6 j 6 a. De
dubbele nevenklasse van rj bevat alle permutaties die geschreven kun-
nen worden als h1rjh2, waarin h1 en h2 twee elementen van de deel-
groep H zijn. Aangezien h1 en h2 alleen permutaties kunnen uitvoeren
in {1, 2, . . . , a} en {a+1, a+2, . . . , n}, worden de uitwisselingen tussen
deze twee partities enkel bepaald door de representant rj . We kunnen
dus zeggen: de dubbele nevenklasse van rj bestaat uit alle permutaties
pi die i afbeelden op pii (met 1 6 i 6 n) zodat {pi1, pi2, . . . , pia} precies
a−j getallen bevat uit {1, 2, . . . , a} en j getallen uit {a+1, a+2, . . . , n},
terwijl {pia+1, pia+2, . . . , pin} precies j getallen bevat uit {1, 2, . . . , a} en
b − j getallen uit {a + 1, a + 2, . . . , n}. Anders gezegd, deze dubbele
nevenklasse bevat alle permutaties van {1, 2, . . . , n} die exact j getallen
verplaatsen van ergens in {1, 2, . . . , a} naar ergens in {a+1, a+2, . . . , n}
en omgekeerd. Bovendien kunnen permutaties die j′ getallen verwis-
selen tussen deze twee partities van {1, 2, . . . , n}, met j′ 6= j onmogelijk
behoren tot de dubbele nevenklasse van rj . Er zijn dus evenveel dub-
bele nevenklassen als er waarden zijn voor j. Aangezien j kan varie¨ren
van 0 tot a, zijn er dus a + 1 dubbele nevenklassen. We tonen nu nog
aan dat als we de groottes van alle dubbele nevenklassen samentellen,
we exact de grootte van de groep Sa × Sb terugvinden. Op die manier
zijn we zeker dat elke permutatie tot e´e´n dubbele nevenklasse behoort.
Daartoe bepalen we nu de grootte van een dubbele nevenklasse met
representant rj . Om dubbeltelling van een permutatie te vermijden,
kunnen we bijvoorbeeld als volgt te werk gaan:
• we kiezen de j getallen {x1, x2, . . . , xj} van {1, 2, . . . , a} die ver-
plaatst dienen te worden naar {a+1, a+2, . . . , n} en de j getallen
{y1, y2, . . . , yj} van {a+1, a+2, . . . , n} die verplaatst moeten wor-
den naar {1, 2, . . . , a};
• we permuteren de getallen {x1, x2, . . . , xj} met de getallen {a −
j + 1, a − j + 2, . . . , a} door middel van de gepaste permutatie
van Sa (d.i. een permutatie die x1 afbeeldt op a − j + 1, x2 op
a−j+2,. . . ) en analoog permuteren we de getallen {y1, y2, . . . , yj}
met de getallen {n− j + 1, n− j + 2, . . . , n} door middel van een
gepaste permutatie van Sb en tenslotte voeren we de permutatie
rj uit;
• we permuteren vervolgens de getallen {1, 2, . . . , a} door middel
van een permutatie van Sa en analoog permuteren we de getallen
{a+ 1, a+ 2, . . . , n} door middel van een permutatie van Sb.
De eerste stap levert Caj C
b
j verschillende mogelijkheden op. De tweede
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heeft geen vrijheidsgraden en de derde geeft a!b! verschillende moge-
lijkheden. Vermenigvuldiging van deze onafhankelijke mogelijkheden
resulteert in de gewenste waarde:
(a!)2(b!)2
[(j!)2(a− j)!(b− j)!] . (4.2)
Merk op dat dit kleiner is dan (a!b!)2 (d.i. het kwadraat van de orde van
H), hetgeen er inderdaad op wijst dat we dubbeltellingen gee¨limineerd
hebben. De unie van alle permutaties van alle a+1 dubbele nevenklas-





(a− j)!j!j!(b− j)! = (a+ b)!.
Dit is exact het aantal permutaties in Sa+b.





w−1 + 2w−1. Stelling 4.3 kan nu als volgt uitgedrukt worden.
Stelling 4.4 Een deelgroep van S2p isomorf met S2p verdeelt S2p in
∆(p) = p+ 1 (4.3)
dubbele nevenklassen.
In termen van de groep Rw der reversibele circuits van breedte w kun-
nen we dus zeggen dat we de deelgroep der geschakelde circuits G1
(of meer algemeen Gk) beschouwen. Uit het voorgaande blijkt dat er
n
2 + 1 = 2
w−1 + 1 dubbele nevenklassen zijn. Uit Formule 4.2 kunnen
we ook afleiden dat de grootte van de j-de (0 6 j 6 2w−1) dubbele
nevenklasse gegeven wordt door:
[(2w−1)!]4
[j!(2w−1 − j)!]2 .
De j-de dubbele nevenklasse bevat alle reversibele functies waarvan in
de waarheidstabel exact j rijen uitgewisseld tussen de bovenste en de
onderste helft.
We kunnen het voorgaande nu in verband brengen met Stelling 4.2.
Deze stelling garandeert dat een element van S2w altijd kan ontbonden
worden als een cascade van een element van S22w−1 , gevolgd door een
element van S2
w−1
2 en tenslotte een tweede element van S
2
2w−1 . Bijge-
volg moet elke dubbele nevenklasse minstens e´e´n element van S2
w−1
2
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Figuur 4.4 – Dubbele nevenklassen van Gk in R2.
bevatten. Vertaald naar de wereld der reversibele functies betekent dit
dat we een reversibele functie steeds kunnen ontbinden als een cascade
van een element vanGk (d.i. een geschakeld circuit gecontroleerd door
bitAk), een element vanCk (d.i. een controlepoort metAk als gecontro-
leerd bit) en tenslotte een tweede element van Gk. Dit levert een eerste
mogelijkheid voor synthese op basis van dubbele nevenklassen, die we
verder zullen uitwerken in Sectie 6.1 van Hoofdstuk 6. In Figuur 4.4
wordt de ruimte der dubbele nevenklassen van Gk in R2 voorgesteld.
Toegevoegde deelgroepen
Daar waar we hierboven de ruimte Gk\Rw/Gk hebben beschouwd,
beschouwen we in deze paragraaf dubbele-nevenklassenruimten van
het type
Gk\Rw/Gl, met k 6= l.
We beschouwen dus twee verschillende, maar wel toegevoegde deel-
groepen van geschakelde circuits. Beide deelgroepen zijn isomorf met
S22w−1 . Het is duidelijk dat de doorsnede van beide deelgroepen be-
staat uit geschakelde circuits waarbij zowel de k-de bit als de l-de bit
onveranderd blijven. Ze vormt dus een deelgroep isomorf met S42w−2 .
Om het aantal dubbele nevenklassen te bepalen maken we gebruik
van de volgende stelling.
Stelling 4.5 IndienH1 enH2 twee toegevoegde deelgroepen zijn van de groep
G, dan hebben H1\G/H1, H1\G/H2, H2\G/H1 en H2\G/H2 eenzelfde
aantal dubbele nevenklassen, met eenzelfde distributie van hun groottes.
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Bewijs Zij a een willekeurig element van G en b een willekeurig ele-
ment van de dubbele nevenklasse H1aH1. We kunnen dus schrijven:
b = hah′,
waarbij zowel h als h′ gepaste elementen zijn van H1. Uit deze gelijk-
heid en het feit dat er een e ∈ G bestaat zodat H2 = eH1e−1, kunnen




Dit toont aan dat:
• be−1 tot de dubbele nevenklasse H1(ae−1)H2 van ae−1 behoort,
• eb tot de dubbele nevenklasse H2(ea)H1 van ea behoort en
• ebe−1 tot de dubbele nevenklasseH2(eae−1)H2 van eae−1 behoort.
Omgekeerd kunnen we ook zeggen dat:
• indien c tot H1(ae−1)H2 behoort, dan behoort ce tot H1aH1,
• indien c tot H2(ea)H1 behoort, dan behoort e−1c tot H1aH1 en
• indien c tot H2(eae−1)H2 behoort, dan behoort e−1ce tot H1aH1.
Dit toont aan dat de vier dubbele nevenklassen H1aH1, H1(ae−1)H2,
H2(ea)H1 en H2(eae−1)H2 gelijke grootte hebben. Aangezien deze re-
denering voor elke dubbele nevenklasse te volgen is, is de stelling hier-
mee bewezen.
Indien we Stelling 4.5 toepassen op Gk\Rw/Gl, met k 6= l, dan
zien we dat die eenzelfde verdeling van groottes van dubbele neven-
klassen heeft als Gk\Rw/Gk. Deze laatste dubbele nevenklasse werd
reeds in de vorige paragraaf beschouwd. Een representant voor elke
dubbele nevenklasse van Gk\Rw/Gl, met k 6= l is ook eenvoudig af
te leiden uit de representant van de overeenkomstige dubbele neven-
klasse van Gk\Rw/Gk. Als r een representant is van de dubbele ne-
venklasse GkrGk, dan is rFRE(k, l, 1) een representant van GkrGl.
Op Figuur 4.5 is een voorstelling te zien van de dubbele nevenklassen
van Gk\Rw/Gl voor het geval w = 2. Bemerk dat Figuur 4.5 inder-
daad evenveel dubbele nevenklassen heeft als Figuur 4.4. Bovendien
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Figuur 4.5 – Dubbele nevenklassen van Gk\R2/Gl.
is duidelijk te zien op Figuur 4.5 dat, in het geval van dubbele neven-
klassen op basis van toegevoegde deelgroepen, deze deelgroepen zelf
geen volledige dubbele nevenklasse vormen. Ze zijn slechts een deel
van een (grote) dubbele nevenklasse.
4.5.2 Ck\Rw/Cl
Gelijke deelgroepen (k=l)
Deelgroep Ck is de duale Young deelgroep van de deelgroep Gk die
hierboven behandeld werd. We bewijzen eerst de volgende stelling:
Stelling 4.6 Een deelgroep van S2q isomorf met S
q









Merk op dat deze formule voor het aantal dubbele nevenklassen
duidelijk ingewikkelder is dan Formule 4.3 voor het duale geval hier-
boven.
Bewijs Als we 2q als 2 + 2 + . . .+ 2︸ ︷︷ ︸
q termen
partitioneren, kunnen we voor
een willekeurige permutatie pi ∈ S2q een uitwisselingsmatrix F be-
palen van grootte q × q waarbij de rij- en kolomsom gelijk is aan 2.
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De uitwisselingsmatrix heeft alleen betrekking op verwisselingen tus-
sen rijen van het overeenkomstige Young tableau onderling. Verwis-
selingen binnen rijen van het Young tableau hebben geen invloed op
F . Bijgevolg hebben alle elementen van e´e´n dubbele nevenklasse van
Sq2\S2q/Sq2 dezelfde uitwisselingsmatrix. Omgekeerd kunnen twee per-
mutaties die tot verschillende dubbele nevenklassen behoren, onmoge-
lijk dezelfde uitwisselingsmatrix hebben. We kunnen dus concluderen
dat het aantal dubbele nevenklassen gelijk moet zijn aan het aantal mo-
gelijke uitwisselingsmatrices. Comtet en Gessel [73, 74] vermelden de
volgende formule voor het aantal q× q-matrices met niet-negatieve ge-







[(q − k)!]2k! .
Hiermee is de stelling bewezen.
Omdat bovenstaande formule vrij moeilijk is om te interpreteren
geven we ook een onder- en een bovengrens. Aan de ene kant leert
groepentheorie ons dat het aantal dubbele nevenklassen groter moet
zijn dan de orde van de supergroep gedeeld door het kwadraat van
de orde van de deelgroep (zie linkerongelijkheid in 4.1 met H = K).
Aan de andere kant kunnen we opmerken dat alle (0,1,2)-matrices met
lijnsom gelijk aan 2 kunnen gevonden worden door de gepaste (0,1)-
matrices met lijnsom gelijk aan 1 op te tellen. We vinden dus:
1
4q
(2q)! < ∆(q) 6 1
2
q!(q! + 1).
We passen dit alles nu toe voor n = 2w, waarbij we n partitioneren
als 2 + 2 + . . .+ 2︸ ︷︷ ︸
2w−1 termen
. We beschouwen dus eigenlijk de groep der contro-
lepoorten. Toevallig geeft Figuur 4.4 ook een illustratie van de dubbele
nevenklassen in dit geval voor een partitie 4 = 2 + 2. Ook hier kun-
nen we een verband leggen met Stelling 4.2. Deze stelling garandeert
dat een element van S2w altijd kan ontbonden worden als een cascade
van een element van S2
w−1
2 , gevolgd door een element van S
2
2w−1 en
tenslotte een tweede element van S2
w−1
2 . Bijgevolg moet elke dubbele
nevenklasse minstens e´e´n element van S22w−1 bevatten. Vertaald naar
de wereld der reversibele functies betekent dit dat we een reversibele
functie steeds kunnen ontbinden als een cascade van een element van
Ck (d.i. een controlepoort met Ak als gecontroleerd bit), een element
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van Gk (d.i. een geschakeld circuit gecontroleerd door bit Ak) en ten-
slotte een tweede element van Ck. Dit levert ons een tweede mogelijk-
heid voor synthese op basis van dubbele nevenklassen, die we verder
zullen uitwerken in Sectie 6.2 van Hoofdstuk 6.
Toegevoegde deelgroepen
Op analoge wijze als in paragraaf 4.5.1, kan het geval van 2 toegevoeg-
de deelgroepen (Ck en Cl) afgeleid worden uit het geval van 2 identie-
ke deelgroepen. Stelling 4.5 garandeert opnieuw dat het aantal dubbe-
le nevenklassen en de grootte-distributie dezelfde zijn als in de vorige
paragraaf. Representanten zijn ook hier op een eenvoudige manier te
vinden. Als r een representant is van de dubbele nevenklasse CkrCk,
dan is rFRE(k, l, 1) een representant van CkrCl.

5
Reversibele synthese op basis van
enkelvoudige nevenklassen
In dit hoofdstuk voeren we verschillende zelf gevonden methodes in
om reversibele schakelingen te synthetiseren uitgaande van de waar-
heidstabel van een reversibele functie. We zullen hier steeds gebruik
maken van een opdeling in kleinere circuits op basis van enkelvoudige
nevenklassen. We zullen 2 algoritmes construeren. Het eerste van onze
algoritmes maakt enkel gebruik van Toffoli-poorten. Het tweede algo-
ritme dat we uitgevonden hebben laat ook Fredkin-poorten toe. Beide
methodes worden eerst uitgewerkt voor linkernevenklassen. Dit houdt
in dat we circuits synthetiseren van de outputs naar de inputs. Rechter-
nevenklassen zijn uiteraard sterk analoog, maar synthetiseren circuits
van de inputs naar de outputs. We zullen vervolgens linker- en rechter-
nevenklassen combineren en zo tot een bidirectioneel algoritme komen.
Tenslotte introduceren we nog enkele optimalisaties (deels gebaseerd
op ideee¨n uit de literatuur) om de circuits nog verder te verbeteren.
5.1 Inleiding
Zoals in het vorige hoofdstuk reeds aangegeven, bestaat synthese op
basis van enkelvoudige nevenklassen hier uit de ontbinding van een te
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synthetiseren reversibele functie f van breedte w als
f = grl,
waarin rl een representant is van de (linker)nevenklasse en g een ge-
schakeld circuit is, m.a.w. een element van Gk. Voorlopig concentreren
we ons op geschakelde circuits die gecontroleerd worden door de eer-
ste bit (groepG1). Uitbreiding naar algemenereGk is heel natuurlijk en
wordt behandeld in Sectie 5.5. Synthese gebeurt dus door een represen-
tant rl te construeren, bepaald door de (linker)nevenklasse waartoe de
functie f behoort. In de praktijk komt dit erop neer dat rl zodanig moet
zijn dat de uitgangszijde P van waarheidstabel van f zodanig getrans-
formeerd wordt dat de eerste kolom van P gelijk wordt aan de eerste
kolom van de ingangszijde A. Verderop zullen we aantonen dat deze
representant kan gevormd worden met behulp van e´e´n of meerdere
Toffoli- en/of Fredkin-poorten.
Eens een passende representant gevonden is en de waarheidstabel
herleid is tot de waarheidstabel van een geschakeld circuit g, kunnen
we dezelfde methode toepassen op elk van de waarheidstabellen van
breedte w − 1 waaruit het geschakeld circuit g is opgebouwd. We gaan
op deze weg verder, totdat er enkel nog waarheidstabellen van breedte
1 overblijven. Dit zijn ofwel 1-bit invertoren of 1-bit volgers, die direct
implementeerbaar zijn en bijgevolg is de synthese hiermee bee¨indigd.
M.a.w. we passen een deelgroepenketting isomorf met




We zullen verderop veelvuldig gebruik maken van de begrippen
Hamming afstand en gewicht, die als volgt gedefinieerd worden.
Definitie 5.1 De ‘Hamming afstand’ η(a, b) tussen 2 bitreeksen a en b is
gelijk aan het aantal bitposities waarin a en b verschillen.
De Hamming afstand van 2 bitreeksen geeft dus aan hoe verschillend
de 2 bitreeksen zijn. Verderop zullen we het ook vaak hebben over
de Hamming afstand van 2 getallen. Hiermee wordt dan uiteraard de
Hamming afstand van hun respectieve binaire representaties bedoeld.
Definitie 5.2 Het ‘gewicht’ ω(a) van een bitreeks a is het aantal enen in de
bitreeks.
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In de volgende secties geven we 2 originele methodes om representan-
ten te vinden: de eerste maakt enkel gebruik van Toffoli-poorten, de
tweede gebruikt Toffoli- en Fredkin-poorten [75]. Zoals reeds gezegd,
is het doel van beide methodes om het uitgangsgedeelte van de waar-
heidstabel zodanig te veranderen dat de bovenste helft gevuld is met
de laagste waarden (0, . . . , 2w−1 − 1) en bijgevolg de onderste helft met
de hoogste waarden (2w−1, . . . , 2w−1). In deze helften speelt de volgor-
de van de rijen voorlopig nog geen rol. We schetsen nu kort hoe we dit
aanpakken. In beide methoden kijken we eerst of 00 . . . 0 voorkomt in
de bovenste helft. Indien niet, dan zoeken we naar de rij in de bovenste
helft die een waarde bevat die qua Hamming afstand het dichtstbij ligt
en vervolgens construeren we de juiste opeenvolging van poorten om
deze waarde in 00 . . . 0 om te zetten. Vervolgens gaan we naar waarde
00 . . . 1 kijken,. . .De algoritmes zijn zodanig opgesteld dat waarden die
reeds behandeld zijn alleen nog onder elkaar van plaats mogen verwis-
selen. Op die manier zijn we zeker dat de bits, die reeds in de bovenste
helft geplaatst waren, daar ook blijven.
Tenslotte willen we erop wijzen dat de hier beschouwde deelgroep
(isomorf met S22w−1) zeker niet de enige mogelijke keuze is. Zoals reeds
eerder vermeld maken Maslov et al. [34, 41, 51] gebruik van de deel-
groep isomorf met S2w−1. De voornaamste beperking bij de keuze van
een deelgroep is dat het moeilijker wordt om voor elke nevenklasse een
goede representant te vinden naarmate de deelgroep kleiner wordt en
bijgevolg het aantal nevenklassen stijgt.
5.2 Synthese met Toffoli-poorten
In deze sectie geven we een algoritme dat toelaat om een representant
op te stellen die enkel Toffoli-poorten gebruikt. Eens die representant
gevonden, is de waarheidstabel herleid tot die van een geschakeld cir-
cuit, m.a.w. A1 = P ′1. Het algoritme wordt recursief toegepast: we kun-
nen de 2 subcircuits van breedte w − 1 implementeren door hetzelfde
algoritme toe te passen. Indien we dit blijven toepassen, blijven er uit-
eindelijk enkel 1-bit functies over en dit zijn ofwel volgers ofwel inver-
toren. We kunnen dus concluderen dat het syntheseprobleem opgelost
is, indien we een algoritme hebben voor het vinden van de represen-
tant.
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5.2.1 Origineel algoritme ter bepaling van een representant
We beginnen met het uitgangsgedeelte van de waarheidstabel P te ko-
pie¨ren naar P 1. Vervolgens herleiden we, in 2w−1 stappen de waar-
heidstabel P 1 tot de waarheidstabel P 2
w−1
. In elke stap i (met 1 6
i 6 2w−1), zoeken we naar de rij j van P i (met P i(j) > i − 1) van de
bovenste helft van de waarheidstabel waarvoor de Hamming afstand
η(i−1, P i(j)) minimaal is. Indien voor meer dan e´e´n rij j de Hamming
afstand η minimaal is, is de keuze vrij. Als de minimale Hamming af-
stand niet gelijk is aan nul, dan passen we een aantal Toffoli-poorten
toe. Deze poorten zullen toelaten om P i zodanig te transformeren dat
P i(j) gelijk wordt aan i − 1. De gecontroleerde bits van deze Toffoli-
poorten worden gegeven door de posities van de enen in (i−1)⊕P i(j),
waarbij we vertrekken bij de 1 op de hoogste bitpositie en eindigen bij
de 1 op de laagste bitpositie. De controlerende bits worden telkens ge-
geven door:
• Indien in de binaire voorstelling van i− 1 de bits An+1 = An+2 =
. . . = Aw = 0, dan hebben we geen controlerende bits nodig. We
passen m.a.w. een gewone NOT-poort toe.
• Indien aan deze voorwaarde niet voldaan is, dan kijken we of er
een bit l is, waarvoor geldt dat P il (j) = 1 met l 6= n en de binaire
voorstelling van i geen 1 heeft op een positie lager dan l. Indien
dit het geval is, dan gebruiken we l als controlebit.
• In alle andere gevallen, passen we een Toffoli-poort toe, die ge-
controleerd wordt alle bits l, waarvoor geldt dat P il (j) = 1 en
l 6= n.
Vervolgens stellen we P i+1 gelijk aan de getransformeerde P i. Na 2w−1
stappen, is de representant bepaald.
We geven nu nog een woordje meer uitleg over de toekenning van
de controlebits. Het idee is om er steeds voor te zorgen dat, rijen die
reeds naar de bovenste helft gebracht zijn, daar in de volgende stap-
pen ook blijven. Alleen op die manier zijn we zeker dat het algoritme
convergeert.
• In het eerste geval (d.w.z. het geval An+1 = An+2 = . . . = Aw =
0), hebben we geen controlebits nodig. Door dus een NOT-poort
toe te passen, veranderen alle rijen van plaats. Maar, in dit geval
verwisselen de reeds behandelde rijen alleen onderling en de ove-
rige rijen (uiteraard) eveneens. Stel dat we 0110 in 0100 moeten
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veranderen en dus de voorlaatste bit (n = 3) moeten omkeren.
Aangezien bit An+1 = A4 van 0100 gelijk is aan 0, is aan de voor-
waarden voldaan en passen we dus een invertor op de laatste bit
toe. Hierdoor verwisselen ook (bijvoorbeeld) 0000 en 0001, die
reeds in voorgaande stappen werden aangepakt. Maar omdat ze
in de bovenste helft blijven, is dit geen probleem.
• Indien het vorige geval niet van toepassing, volstaat een eenvou-
dige NOT niet. Stel dat we 0111 in 0101 moeten veranderen. Door
een NOT toe te passen op de 3-de bit (n = 3), kunnen we dit ver-
krijgen. Maar dan verandert (bijvoorbeeld) ook 0100 in 0110: een
reeds behandelde rij verwisselt van plaats met een nog te behan-
delen rij. Dit is niet toegelaten. We hebben dus een poort nodig
die wel gecontroleerd wordt. Indien er een bit l is waarvoor geldt
dat P il (j) = 1 met l 6= n en de binaire voorstelling van i geen
1 heeft op een positie lager dan l, dan gebruiken we die bit als
controlebit. Zo kunnen we 0111 in 0101 veranderen door l = 2 te
nemen en dus een TOF (A3, A2) toe te passen.
• Indien ook de voorwaarden van het vorige geval niet gelden,
kunnen we de daaruit volgende (eenvoudige) poort niet toepas-
sen. Stel bijvoorbeeld dat we 1111 moeten veranderen in 0111,
dan moeten we de eerste bit omkeren. We zouden dit kunnen
doen door een TOF (A1, A4) aan te leggen, maar dan verwisselen
we ook 0001 en 1001, wat niet toegelaten is. Als we echter de regel
volgen die in deze situatie wordt voorgeschreven, dan verande-
ren er alleen rijen met een hogere waarde dan diegene die reeds
beschouwd werden. We moeten dus TOF (A1, A2A3A4) toepas-
sen.
5.2.2 Voorbeeld
Als voorbeeld, synthetiseren we de functie van Tabel 2.3. De uitwer-
king van het algoritme is te volgen op Tabel 5.1. In de eerste stap, vin-
den we een minimale Hamming afstand gelijk aan nul. Inderdaad, we
hebben η(0, P (4)) = η(000, 000) = 0. Dus de eerste stap is reeds in or-
de. In de tweede stap vinden we dat de uitgangsrij met minimale Ham-
ming afstand ten opzichte van 001 rij 1 is, die 111 bevat. De Hamming
afstand η(1, P 1(1)) = η(001, 111) = 2. We moeten dus 111 veranderen
in 001. Aangezien 111 ⊕ 001 = 110, moeten er twee bits (P 11 en P 12 )
veranderd worden. Eerst veranderen we 111 in 101, d.m.v. een Toffoli-
poort. De gecontroleerde bit is dus A2. De controlerende bits worden
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0 0 0 1 1 1 1 1 1 0 0 1 0 0 1 0 0 1
0 0 1 1 1 0 1 1 0 1 0 0 1 0 0 0 1 1
0 1 0 1 0 0 1 0 0 1 1 0 0 1 0 0 1 0
0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 1 1 0 1 0 1 1 1 1 1 1 0 0
1 0 1 0 1 0 0 1 0 0 1 0 1 1 0 1 0 1
1 1 0 0 0 1 0 0 1 1 0 1 1 0 1 1 1 0
1 1 1 0 1 1 0 1 1 1 1 1 0 1 1 1 1 1
Tabel 5.2 – Subcircuits g′ en g′′ van het geschakeld circuit uit Tabel 5.1.
A2A3 P2P3
0 0 0 1
0 1 1 1
1 0 1 0
1 1 0 0
(a)
A2A3 P2P3
0 0 0 0
0 1 0 1
1 0 1 0
1 1 1 1
(b)
gegeven door het algoritme. Aan de eerste voorwaarde is niet voldaan
(bit A3 van i = 1 is niet gelijk aan 0). De tweede voorwaarde is wel
vervuld, door l = 1 te kiezen. Bijgevolg kunnen we de gewenste trans-
formatie verkrijgen door een TOF (A2, A1). Vervolgens moeten we 101
omzetten in 001. De gecontroleerde bit van de Toffoli-poort is dus A1.
De eerste twee voorwaarden zijn niet vervuld, dus wordt de Toffoli-
poort gecontroleerd door alle bits l (met l 6= 1) waarvoor P 2l (1) gelijk is
aan 1. Alleen A3 voldoet hieraan, dus moeten we TOF (A1, A3) toepas-
sen. In de derde stap veranderen we 110 in 010 door TOF (A1, A2) toe
te passen. In de vierde stap, tenslotte, zetten we 100 om in 011, door
achtereenvolgens TOF (A3, A1), TOF (A2, A1) en TOF (A1, A2A3). Nu
hebben we de waarheidstabel van een geschakeld circuit verkregen,
die in twee waarheidstabellen van breedte 2 uiteenvalt. Deze laatste
worden in Tabel 5.2 expliciet gegeven. Hierop kunnen we hetzelfde
algoritme loslaten, waardoor het probleem herleid wordt tot 4 waar-
heidstabellen van breedte 1. Deze stellen ofwel een 1-bit volger of een
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(a)
(b)
Figuur 5.1 – Implementatie volgens het algoritme van Sectie 5.2.1: met
(a) geschakelde circuits en Toffoli-poorten en (b) Toffoli-
poorten.
1-bit invertor voor. Die zijn direct implementeerbaar en bijgevolg is de
synthese hiermee bee¨indigd. In Figuur 5.1 (a) is het resultaat te zien.
Ontbinden we de geschakelde circuits zoals voorgesteld in Sectie 2.4.2,
dan bekomen we uiteindelijk het circuit zoals op Figuur 5.1 (b).
5.3 Synthese met Toffoli- en Fredkin-poorten
De werkwijze is hier grotendeels dezelfde als in de vorige sectie. Het
enige verschil is het algoritme om aan een representant te komen: hier
wordt zowel gebruik gemaakt van Toffoli-poorten als van Fredkin-poor-
ten.
5.3.1 Origineel algoritme ter bepaling van een representant
We beginnen opnieuw door te zeggen dat P 1 = P . Wederom zijn er
2w−1 stappen nodig om een representant te vinden en gaan we in elke
stap i op zoek naar de rij j van de bovenste helft zodat η(i, P i(j)) mini-
maal is. Als dit minimum niet nul is, dan voeren we een aantal Toffoli-
en Fredkin-poorten in die als volgt gevonden kunnen worden:
• Indien ω(P i(j)) 6 ω(i), dan passen we Fredkin-poorten toe die
bits die 0 zijn en 1 moeten worden, verwisselen, met bits die 1
zijn en 0 moeten worden. Elke Fredkin-poort verwisselt dus twee
bits met labelsm en n (metm < n). De controlerende bits worden
als volgt bepaald:
– Indien n = w, Am+1 = Am+2 = . . . = Aw−1 = 0 en Aw = 1,
dan hebben we geen controlerende bits nodig. We passen
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0 0 0 1 1 1 1 1 1 0 0 1 0 0 1 0 0 1
0 0 1 1 1 0 1 1 0 1 0 0 1 0 0 0 1 1
0 1 0 1 0 0 1 0 0 1 1 0 0 1 0 0 1 0
0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 0 1 1 0 1 0 1 1 1 1 1 1 1 0
1 0 1 0 1 0 0 1 0 0 1 0 1 1 0 1 1 1
1 1 0 0 0 1 0 0 1 1 0 1 1 0 1 1 0 0
1 1 1 0 1 1 0 1 1 1 1 1 0 1 1 1 0 1
dus een niet-gecontroleerde SWAP toe.
– Indien de voorgaande condities niet voldaan zijn, gaan we
na of er een l bestaat waarvoor geldt dat P il (j) = 1 met l 6=
m, l 6= n en i geen 1 heeft op een positie kleiner dan l. In dit
geval, hebben we een SWAP nodig die gecontroleerd wordt
door e´e´n bit, namelijk bit l.
– In alle andere gevallen, passen we een Fredkin-poort toe die
gecontroleerd wordt door alle bits l (met l 6= m en l 6= n)
waarvoor geldt dat P il (j) = 1.
We blijven Fredkin-poorten invoeren totdat er geen nullen meer
over zijn die niet op hun plaats zijn. Daarna passen we Toffoli-
poorten toe om de bits die nog steeds 1 zijn en nul moeten zijn
te veranderen. De controlerende bits worden vastgelegd zoals in
het vorige algoritme.
• Indien ω(P i(j)) > ω(i), dan passen we Toffoli-poorten toe op die
bits die 0 zijn en 1 moeten worden totdat ω(P i(j)) = ω(i). Dan
passen we Fredkin-poorten toe op dezelfde wijze als hierboven.
Het bepalen van de controlerende bits gebeurt op dezelfde ma-
nier als in het vorige geval.
5.3.2 Voorbeeld
We passen ook dit algoritme toe op de waarheidstabel van Tabel 2.3. De
eerste 3 stappen in het algoritme zijn (toevallig) identiek aan de eerste




Figuur 5.2 – Implementatie volgens het algoritme van Sectie 5.3.1:
met (a) geschakelde circuits, Toffoli-poorten en Fredkin-
poorten en (b) Toffoli-poorten en Fredkin-poorten.
bekijken de vierde en laatste stap van naderbij. Hierin moet 100 dus
omgezet worden in 011. Het gewicht ω(P 4(2)) = ω(011) is groter dan
ω(4) = ω(100). Bijgevolg moeten we eerst Toffoli-poorten gebruiken
om P 43 e´e´n te maken. We doen dit door TOF (A3, A1) toe te passen en
dus 100 om te zetten in 101. Op dit moment geldt dat ω(P 4(2)) = ω(3)
en dus passen we nu een Fredkin-poort toe. De gecontroleerde bits zijn
m = 1 en n = 2. Om de controlerende bits vast te leggen, kijken we
naar de opsomming van de voorwaarden. Aan de eerste voorwaarde
is niet voldaan, aangezien n = 2 en w = 3. De tweede eis gaat ook
niet op: er is geen bit te vinden dat 1 is, verschillend van A1 en A2,
die komt voor de eerste 1-bit in 011. Bijgevolg moeten we dus alle 1-
bits verschillend van A1 en A2 als controlebits beschouwen. Hier is
alleen A3 zo’n bit. We voeren dus FRE(A1, A2, A3) in. We merken
hierbij op dat we, in vergelijking met de synthese uit de vorige sectie
(Figuur 5.2 (b) vergeleken met Figuur 5.1 (b)), e´e´n poort minder nodig
hebben.
5.4 Bespreking
Uit [76, 77, 78] blijkt dat de ‘worst-case’ representant geconstrueerd kan
worden met een aantal poorten van de orde w2w−1. Dit komt namelijk
overeen met het maximaal aantal bits dat moet worden aangepast tij-
dens de constructie van de representant. Aangezien we de constructie
van de representant en de decompositie recursief toepassen, vinden we
een algoritme dat in het slechtste geval een aantal poorten Λ(w) nodig
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= w(w + 1)2w−1
is.
Beide algoritmen uit dit hoofdstuk werden getest door, met behulp
van C++-programma’s, alle 40320 reversibele functies van breedte w =
3 te synthetiseren. Kolom (a) van Tabel 5.4 toont de resultaten voor
het algoritme met enkel Toffoli-poorten. Dit leert ons dat er gemiddeld
8,47 Toffoli-poorten nodig zijn om een circuit te construeren. De ‘worst-
case’-kost bedraagt 17 wat lager is dan de theoretisch voorspelde kost
van 24. Dit betekent dat het nooit gebeurt dat in elke stap (d.w.z. el-
ke decompositie) telkens de ‘worst-case’-representant gevonden wordt.
Kolom (b) van Tabel 5.4 toont de resultaten voor het algoritme met
Toffoli- en Fredkin-poorten. De gemiddelde kost bedraagt hier 6,97;
de worst-case-kost is slechts 14. Het is duidelijk dat men in dit algorit-
me soms 2 bits kan goedzetten met slechts 1 Fredkin-poort. Bijgevolg
is het niet verwonderlijk dat ‘worst-case’ kost en de gemiddelde kost
voor het tweede algoritme kleiner zijn.
5.5 Optimalisaties
In deze sectie geven we twee methodes om onze algoritmes te verbete-
ren. De strategiee¨n zijn gebaseerd op ideee¨n uit de literatuur, al zullen
we deze (waar nodig) aan onze noden aanpassen.
5.5.1 Bidirectioneel algoritme
De algoritmes zoals ze hierboven beschreven zijn, synthetiseren circuits
van de outputzijde naar de inputzijde. Men kan echter ook een algo-
ritme opstellen dat het tegenovergestelde doet: synthese van inputzij-
de naar outputzijde. Dit is een direct gevolg van de dualiteit tussen
linker- en rechternevenklassen. Het is wellicht geen verrassing dat bei-
de werkwijzen gemiddeld gezien evenwaardig zijn: ze leveren eenzelf-
de gemiddelde kost. Dit sluit echter niet uit dat voor een bepaalde re-
versibele functie, de ene optie een beter resultaat levert dan de andere.
We zullen hiervan gebruik maken door bij elke decompositiestap beide
algoritmes toe te passen en dan het beste resultaat eruit te kiezen. Dit
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noemen we het bidirectionele algoritme en het is enigszins vergelijk-
baar met een idee uit [34]. Kolom (c) toont dat, indien we dit principe
toepassen op het algoritme met Fredkin- en Toffoli-poorten, we de ge-
middelde kost inderdaad kunnen verlagen tot 6,66.
5.5.2 Variabele volgorde van de variabelen
Tot nu toe doorlopen alle algoritmes de bits in lexicografische volgorde:
eerst wordt bit 1 ‘goedgezet’, vervolgens bit 2, enz. Het is duidelijk dat
deze volgorde niet essentieel is en dat het algoritme (op een eenvoudi-
ge manier) kan worden aangepast zodat bijvoorbeeld eerst bit 2 wordt
aangepakt. In groepentheorie betekent dit dat we, in plaats van de deel-
groep G1, zijn toegevoegde deelgroep G2 gebruiken. Het algoritme is
bovendien zo ontworpen dat steeds de eerste uitgangsbit getransfor-
meerd wordt naar de eerste ingangsbit (of omgekeerd), de tweede uit-
gangsbit naar de tweede ingangsbit,. . . Je zou even goed een algoritme
kunnen bedenken dat de eerste uitgangsbit transformeert in (bijv.) de
tweede ingangsbit en dan een eenvoudige verwisselaar FRE(A1, A2, 1)
toepassen om de eerste en de tweede bit (aan de ingang) met elkaar
te verwisselen. Gemiddeld gezien, zijn al deze alternatieve algoritmen
equivalent, m.a.w. geen van deze algoritmen is fundamenteel beter dan
de andere. Het wordt pas interessant als we (in elke stap van het algo-
ritme) een doordachte keuze kunnen maken inzake de volgende bit die
aangepakt moet worden.
We verwachten dat we een goede keuze kunnen maken door in elke
stap een ingangs- en een uitgangsbit te kiezen waarvan de kolommen
in de waarheidstabel zo goed mogelijk op elkaar ‘lijken’. Dan zullen de
controlefuncties van de 2 controlepoorten over het algemeen eenvou-
dig zijn. Het komt er nu dus op aan om dit ‘lijken op’ te definie¨ren. We
vertrekken van de observatie van Fisˇer et al. [79]:
Definitie 5.3 Twee scalaire Boolese functies f en g zijn meer (minder) ge-
lijkaardig naarmate voor meer (minder) ingangsveranderlijken geldt dat een
verandering van de waarde van een ingangsveranderlijke een verandering van
beide functies veroorzaakt of van geen van beide.
Het is duidelijk dat twee gelijke functies (g = f ) ‘zeer’ gelijkaardig zijn,
aangezien elke verandering van ingangsveranderlijken een verandering
van beide functies of van geen van beide functies veroorzaakt. Een
analoge conclusie kunnen we trekken voor twee inverse functies (g =
f ).
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Om gelijkaardigheid te quantificeren voert men in [79] een score-
functie s in. In [79] wordt een efficie¨nte (d.i. polynomiale) berekenings-
wijze voorgesteld om de scorefunctie te berekenen. We voeren eerst het
begrip Boolese afgeleide in:
Definitie 5.4 De Boolese afgeleide van een functie f(x1, . . . , xn) met betrek-
king tot een ingangsveranderlijke xi wordt gegeven door:
∂f(x1, . . . , xn)
∂xi
= f(x1, . . . , xi = 0, . . . , xn)⊕ f(x1, . . . , xi = 1, . . . , xn).
Deze afgeleide functie is gelijk aan 1 als een verandering van xi een
verandering van f(x1, . . . , xn) tot gevolg heeft. Het aantal mintermen
van de Boolese afgeleide (genoteerd als
∣∣∣ ∂f∂xi ∣∣∣) levert dus het aantal min-
termen f waarvoor een verandering in xi een verandering van f te-
weegbrengt. Om het aantal mintermen te kennen waarbij zowel f als g
veranderen bij een verandering van xi, volstaat het om het aantal min-
termen te kennen van de AND van de afgeleiden van f en g. Analoog,
is het aantal mintermen waarvoor f noch g verandert af te leiden uit
de AND van de complementairen van de Boolese afgeleiden van f en g,




. Berekenen we beide resultaten
voor alle xi en sommeren we ze, dan vinden we de volgende formule




(∣∣∣∣ ∂f∂xi . ∂g∂xi
∣∣∣∣+ ∣∣∣∣ ∂f∂xi . ∂g∂xi
∣∣∣∣) . (5.1)
We gaan deze scorefunctie nu toepassen op de vergelijking van in-
gangsveranderlijken en uitgangsveranderlijken. Voor elke ingang Ap














Al deze Spq vormen tezamen een scorematrix S. Het komt er nu
op aan om het grootste element Skl te vinden in S en op basis hiervan
de ingangsvariabele Ak en de uitgangsvariabele Pl te kiezen. Indien
er meerdere identieke maximale elementen optreden in S, dan is de
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keuze arbitrair. Als voorbeeld berekenen we de scorematrix van de
reversibele functie waarvan de Reed-Muller expansie gegeven wordt
door:
P1 = A3
P2 = A1 ⊕A2A3
P3 = A2 ⊕A3 ⊕A1A3 ⊕A2A3
De scorematrix wordt dan:
S =
 8 16 128 8 12
24 8 12
 .
Hieruit is af te leiden dat P1 als uitgang en A3 als ingang een goede
keuze zou zijn. In dit geval was dit natuurlijk ook rechtstreeks uit de
Reed-Muller expansie of de waarheidstabel af te lezen.
We passen de scorematrix nu als volgt toe op ons algoritme. In de
eerste stap van de synthese van een reversibele functie van breedte w,
berekenen we de scorematrix S1 (d.i. een w × w-matrix). We gaan op
zoek naar het grootste element in S1 en op basis hiervan kiezen we een
ingangsbit Ai en een uitgangsbit Pj . We passen het (indien j 6= 1 licht
aangepaste) algoritme toe. Op die manier verkrijgen we een cascade
van Toffoli-en/of Fredkin-poorten, waaraan we, indien i 6= j, een ver-
wisselaar FRE(Ai, Aj , 1) toevoegen. De waarheidstabel is nu herleid
tot die van een geschakeld circuit, dat uiteenvalt in 2 waarheidstabellen
van breedte w− 1. In stap 2, passen we op beide dezelfde strategie toe:
nu hebben we dus 2 scorematrices van dimensie (w − 1)× (w − 1),. . .
Toepassing van dit principe op al de reversibele functies van breed-
te 3, leidt tot de kostdistributie uit kolom (d) van Tabel 5.4. We zien dat
de gemiddelde kost nu 6,99 bedraagt.
5.6 Conclusies
In Tabel 5.4 staan de poortkostdistributies voor de algoritmes en de op-
timalisaties die in dit hoofdstuk behandeld werden, samengevat voor
het geval w = 3. De algoritmes en hun optimalisaties werden alle
geı¨mplementeerd in C++ en getest op een computer met een Intel Core 2
Duo processor en die Windows XP Professional draait. Het algoritme uit
Sectie 5.3, dat Fredkin- en Toffoli-poorten gebruikt, leidt tot een merke-
lijk beter resultaat (kolom (b)) dan dat uit 5.2, dat enkel Toffoli-poorten
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Tabel 5.4 – Poortkost-distributie voor alle 40320 poorten van breedte 3
voor (a) Algoritme 1, (b) Algoritme 2, (c) Optimalisatie 1 en
(d) Optimalisatie 2.
poortkost (a) (b) (c) (d)
0 1 1 1 1
1 12 18 18 17
2 79 148 159 140
3 334 727 826 695
4 992 2335 2710 2266
5 2219 5124 5958 4961
6 3939 7895 8995 7754
7 5764 8798 9389 8927
8 7000 7352 6949 7637
9 7005 4681 3635 4886
10 5757 2226 1315 2215
11 3850 765 301 668
12 2065 198 53 129
13 895 47 8 22




gemiddelde 8,47 6,97 6,66 6,99
toelaat (kolom (a)): de gemiddelde kost daalt van 8,47 naar 6,97 en de
maximumkost van 17 naar 14. De twee optimalisaties zorgen niet voor
een spectaculaire verbetering. We willen er, voor de tweede optimali-
satie, echter op wijzen dat dit vooral komt doordat er soms extra ver-
wisselaars geı¨ntroduceerd worden, die het gunstig effect grotendeels
teniet doen.
Een andere methode om algoritmes te testen is hen los te laten op
zogenaamde benchmarks. Dit zijn functies (al dan niet reversibel) waar-
over in de literatuur een zekere consensus bestaat dat een goed algorit-
me in staat moet zijn om voor deze functies een goed circuit te kunnen
vinden. In de wereld der reversibele functies wordt vaak gebruik ge-
maakt van de benchmarks van [80] en dat zullen wij hier ook doen.
Voorlopig beperken we ons voornamelijk tot reversibele benchmarks:
d.w.z. functie die reeds van nature reversibel zijn. Alleen de Full Adder
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Tabel 5.5 – Poortkost van benchmarks: (a) Algoritme 1, (b) Algoritme
2, (c) met Optimalisatie 1 en (d) met Optimalisatie 2.
benchmark methode
naam w (a) (b) (c) (d)
hwb4 4 29 15 15 19
hwb5 5 72 59 48 41
hwb6 6 165 133 132 139
hwb7 7 403 335 306 437
hwb8 8 1011 777 726 810
hwb9 9 2183 1805 1732 1768
hwb10 10 5015 4079 3912 4112
hwb11 11 11106 9093 8804 9246
add3 4 5 5 5 5
3 17 3 8 8 8 9
4 49 4 23 22 22 25
cycle10 2 12 19 19 19 19
ham3 3 8 4 4 6
ham7 7 305 250 169 261
ham15 15 240688 199865 143716 39370
Miller 3 5 3 3 3
(in de literatuur vaak met ‘add3’ aangeduid) is van nature irreversibel
en hebben we dan ook vooraf reversibel gemaakt. Alle functies werden
gesynthetiseerd in (fracties van) seconden, behalve ‘ham15’ waarbij de
synthese ongeveer 2 minuten duurde. De resultaten zijn te vinden in
Tabellen 5.5, 5.6 en 5.7 die respectievelijk de poortkost, transistorkost
en quantumkost geven voor de beschouwde benchmarks. In de drie
tabellen toont kolom (a) steeds de waarde voor het algoritme dat enkel
Toffoli-poorten gebruikt. Ook nu kunnen we vaststellen dat de intro-
ductie van Fredkin-poorten (Tabel 5.5: kolom (b)) de poortkost mer-
kelijk verlaagt. Ook de quantumkost wordt gereduceerd. Daarentegen
stijgt de transistorkost in sommige gevallen; dit is niet onlogisch aan-
gezien Fredkin-poorten van een bepaalde breedte w over het algemeen
duurder zijn dan Toffoli-poorten van dezelfde breedte. De overgang
naar een bidirectioneel algoritme (kolom (c)) zorgt voor een verdere re-
ductie van de drie kostfuncties. We merken wel op dat we in Tabel 5.5
naar poortkost geoptimaliseerd hebben, in Tabel 5.6 naar transistorkost
en in Tabel 5.7 naar quantumkost, zodat de waarden in de 3 tabellen
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Tabel 5.6 – Transistorkost van benchmarks: (a) Algoritme 1, (b) Algo-
ritme 2, (c) met Optimalisatie 1 en (d) met Optimalisatie 2.
benchmark methode
naam w (a) (b) (c) (d)
hwb4 4 184 84 84 104
hwb5 5 572 508 452 392
hwb6 6 1464 1448 1436 1636
hwb7 7 4372 4452 4252 4528
hwb8 8 12712 12156 12124 13292
hwb9 9 31236 32812 30872 34144
hwb10 10 81136 82432 81356 86176
hwb11 11 198956 206140 204064 216196
add3 4 28 28 28 28
3 17 3 32 32 32 32
4 49 4 148 152 156 172
cycle10 2 12 400 400 400 400
ham3 3 44 16 16 16
ham7 7 3508 3414 2392 3436
ham15 15 6148772 64152208 4907896 1120500
Miller 3 24 16 16 16
niet noodzakelijk refereren naar dezelfde schakeling. Tenslotte zien we
dat ook hier Optimalisatie 2 (kolom (d)) niet echt voor een verbetering
zorgt. Enkel benchmark ‘ham15’ krijgt een veel eenvoudigere schake-
ling, maar het oorspronkelijke netwerk was dan ook onaanvaardbaar
slecht. Voor eenvoudige functies, zoals ‘add3’ en ‘Miller’ vinden we
circuits die dicht liggen bij de circuits die door ‘trial en error’ bepaald
werden en dus zijn ze (quasi-)optimaal. We kunnen dus concluderen
dat, hoewel de algoritmes die in dit hoofdstuk behandeld werden soms
tot goede circuits leiden, ze gemiddeld gezien onvoldoend goede cir-
cuits opleveren. Voor functies van kleine breedte, kunnen we deze me-
thoden wel aanwenden. De kostfuncties stijgen echter te erg met toe-
nemende breedte, zodat bredere functies (‘hwb11’ en ‘ham15’) enorm
veel transistoren of quantumpoorten nodig hebben.
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Tabel 5.7 – Quantumkost van benchmarks: (a) Algoritme 1, (b) Algorit-
me 2, (c) met Optimalisatie 1 en (d) met Optimalisatie 2.
benchmark methode
naam w (a) (b) (c) (d)
hwb4 4 105 61 59 77
hwb5 5 496 441 419 345
hwb6 6 1792 1645 1607 1811
hwb7 7 6983 6250 5899 6147
hwb8 8 23296 20025 19879 21062
hwb9 9 68210 62243 57345 62814
hwb10 10 187151 163945 161335 165061
hwb11 11 517439 457532 448738 465720
add3 4 13 13 13 13
3 17 3 16 18 18 19
4 49 4 103 114 112 139
cycle10 2 12 1202 1202 1202 1202
ham3 3 20 12 12 16
ham7 7 5648 5141 3254 4382
ham15 15 19438073 16979904 12976340 2280906
Miller 3 9 9 9 9
Beschrijving benchmarks
In deze paragraaf geven we een korte beschrijving van de benchmarks
die in dit en de volgende 2 hoofdstukken gebruikt worden.
hwbN ‘hidden weighted bit function’ (N ingangen en N uit-
gangen)
Het bitpatroon aan de ingang wordt cyclisch naar links
geroteerd over een aantal bitposities dat gelijk is aan het
gewicht van het bitpatroon.
add3 ‘Full Adder’
zie Sectie 2.1.2 en Sectie 3.2
3 17 ‘worst case’-functie voor de techniek geı¨ntroduceerd in
[34] (3 ingangen en 3 uitgangen)
Deze functie heeft dus geen specifieke betekenis.
4 49 analoog aan 3 17 maar dan met 4 ingangen en 4 uitgan-
gen
cycleN K ‘shifter’ (N +K ingangen en N +K uitgangen)
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Stel dat het bitpatroon aan de ingang wordt gegeven
door a1 . . . aKaK+1 . . . aN . Noemen we b het getal met
binaire voorstelling a1 . . . aK en c het getal met binaire
voorstelling aK+1 . . . aN . Dan vinden we op de eerste
K uitgangen gewoon de binaire voorstelling van b te-
rug (i.e. a1 . . . aK). Op de overige N bits vinden we de
binaire voorstelling van (b+ c) mod 2N terug. De bena-
ming ‘cycleN K’ kan als volgt begrepen worden. Als we
de waarheidstabel in 2K blokken van 2N opeenvolgen-
de waarden indelen, dan worden binnen deze blokken
de rijen over precies b posities cyclisch naar boven gero-
teerd.
hamN ‘optimal Hamming coding function’ (N ingangen en N
uitgangen)
Miller zie Sectie 2.3.5
6
Reversibele synthese op basis van
dubbele nevenklassen
In dit hoofdstuk geven we de methoden die we gevonden hebben op
basis van dubbele nevenklassen. In tegenstelling tot het vorige hoofd-
stuk zullen we een reversibele functie hier implementeren door ze op te
delen in drie stukken: een element h1 van een subgroep H1, een repre-
sentant van een dubbele nevenklasse en tenslotte een element h2 van
een subgroep H2 (al dan niet identiek aan H1). Aangezien er normaal
gezien veel minder dubbele nevenklassen zijn dan enkelvoudige ne-
venklassen, zal het ook vaak makkelijker zijn om representanten voor
elke dubbele nevenklasse te vinden. In het vorige hoofdstuk moest de
representant geconstrueerd worden met behulp van een aantal Toffoli-
en/of Fredkin-poorten. Hier zal de representant haast automatisch ont-
staan. In het eerste deel van dit hoofdstuk zullen we een reversibele
functie ontbinden als gkrgl, waarbij gk ∈ Gk en gl ∈ Gl. We nemen als
deelgroepen dus groepen van geschakelde poorten, die respectievelijk
door Ak en Al gecontroleerd worden (zie Referentie [26]). Aanvanke-
lijk zullen k = l = 1 zijn; naderhand zullen we k en l volledig vrij laten
(zie Referentie [81]). In het tweede gedeelte nemen we als deelgroe-
pen Ck en Cl. Dit zijn allebei deelgroepen van controlepoorten met als
gecontroleerd bit respectievelijk Ak en Al (zie Referentie [82]).
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Figuur 6.1 – Representanten van de dubbele nevenklassen G1\R3/G1.




In Hoofdstuk 4 hebben we aangetoond dat elke reversibele functie kan
ontbonden worden als een opeenvolging van een geschakeld circuit,
een controlepoort en een tweede geschakeld circuit. In deze paragraaf
beperken we ons tot geschakelde circuits die gecontroleerd worden
door bit A1 en controlepoorten met gecontroleerd bit A1, d.w.z. we be-
schouwen de dubbele nevenklassen van G1\Rw/G1. Hieronder ge-
ven we een algoritme dat een dergelijke opdeling kan verwezenlijken.
Dit kan gemakkelijk uitgebreid worden naar een algemene ruimte van
dubbele nevenklassen Gk\Rw/Gk. In de volgende paragraaf gaan we
op zoek naar een algoritme voor G1\Rw/G2. Tenslotte werken we
een praktisch algoritme uit dat gebruik maakt van alle mogelijkheden
Gk\Rw/Gl.
We weten dat de deelgroep der geschakelde circuits de groep der
reversibele functies verdeelt in 2w−1 + 1 dubbele nevenklassen en dat
elke dubbele nevenklasse dus minstens e´e´n controlepoort moet be-
vatten. Aangezien er 22
w−1
controlepoorten zijn van breedte w, moe-
ten sommige nevenklassen meer dan e´e´n controlepoort bevatten. Alle
controlepoorten van een bepaalde dubbele nevenklasse komen in aan-
merking om als representant te dienen, maar we hebben er uiteraard
voordeel bij om telkens een zo eenvoudig mogelijke controlepoort te
kiezen. Alle elementen van eenzelfde dubbele nevenklasse hebben ge-
meenschappelijk dat ze eenzelfde aantal rijen van de bovenste helft van
de waarheidstabel verwisselen met rijen van de onderste helft1.
In hoofdstuk 2 voerden we de MAITRA-functies in. Alle MAITRA-
1Dit is enkel geldig als G1 als deelgroep beschouwd wordt. Voor algemene Gk
gebeurt de opdeling op basis van het feit of het k-de bit in de binaire voorstelling van
het rijnummer 0 of 1 is.
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functies van w − 1 variabelen hebben een verschillend aantal minter-
men in hun mintermexpansie. Bijgevolg moeten alle controlepoorten
van breedte w die als controlefunctie een MAITRA-functie hebben (van
w− 1 variabelen) een verschillend aantal verwisselingen uitvoeren tus-
sen de bovenste helft van de waarheidstabel en de onderste helft. Bij-
gevolg bevinden alle MAITRA-gecontroleerde controlepoorten zich in
verschillende dubbele nevenklassen. Aangezien het aantal MAITRA-
gecontroleerde controlepoorten van breedte w gelijk is aan het aantal
MAITRA-functies van breedte w − 1, gegeven door 2w−1 + 1, bevindt
er zich in elke dubbele nevenklasse juist e´e´n van dergelijke poorten
[26, 83, 84]. In Hoofdstuk 2 hebben we aangetoond dat elke MAITRA-
functie van breedtew−1 kan geschreven worden met behulp van hoog-
stens w − 1 letters: bijgevolg kan elke MAITRA-gecontroleerde contro-
lepoort in CMOS geı¨mplementeerd worden met hoogstens 4(w − 1)
schakelaars, d.i. 8(w − 1) transistoren. We kiezen dan ook voor deze
MAITRA-gecontroleerde controlepoorten (voortaan kortweg MAITRA-
controlepoorten genoemd) als representanten. In de mintermexpan-
sie van de j-de MAITRA-functie zitten alleen de laatste j mintermen.
Dit zijn de mintermen die overeenkomen met de Boolese voorstellin-
gen van 2w−1 − j + 1 tot 2w−1. Bijgevolg zal in de waarheidstabel
van een MAITRA-controlepoort, gecontroleerd door de j-de MAITRA-
functie, de laatste j rijen van de bovenste helft verwisseld worden met
de laatste j rijen van de onderste helft. Figuur 6.1 toont de repre-
sentanten van de 5 dubbele nevenklassen 2 voor w = 3. We mer-
ken op dat de nulde MAITRA-controlepoort een doodgewone volger
is: de nulde MAITRA-functie is dan ook f0(A2, A3) = 0. De eerste
MAITRA-functie is f1(A2, A3) = A2A3; bijgevolg is de eerste represen-
tant een CCN-poort. Vervolgens vinden we respectievelijk een CN-poort
(f2(A2, A3) = A2), een MAITRA-controlepoort met als controlefunctie
MAITRA-functie f3(A2, A3) = A2 + A3 en tenslotte een invertor, aange-
zien f4(A2, A3) = 1.
We implementeren een willekeurige reversibele functie hier dus als:
• een geschakeld circuit gecontroleerd door A1, gevolgd door
• een MAITRA-controlepoort en tenslotte
• een tweede geschakeld circuit gecontroleerd door A1.
Dit wordt schematisch voorgesteld op Figuur 6.2. In de volgende para-
graaf geven we een algoritme [26] om deze opdeling te maken. Nader-
2We tellen zowel de dubbele nevenklassen, als de MAITRA-functies die ermee over-
eenkomen van 0 tot 2w−1.
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Figuur 6.2 – Decompositie van een arbitrair reversibel circuit (w = 4).
Figuur 6.3 – Recursieve decompositie van een arbitrair reversibel cir-
cuit (w = 3).
hand kan hetzelfde algoritme gebruikt worden op de subcircuits van de
geschakelde circuits, m.a.w. we passen het algoritme recursief toe. Op
die manier vinden we een circuit als op Figuur 6.3. De grijs gekleurde
vierkantjes stellen 1-bit circuits voor: ze zijn dus ofwel leeg (d.i. een
1-bit volger) ofwel bevatten ze een kruisje (d.i. een 1-bit invertor).
Origineel algoritme
We voegen tussen het ingangsgedeelte en het uitgangsgedeelte van de
waarheidstabel van de te synthetiseren reversibele functie van breedte
w twee keer w kolommen, die F1, F2, . . . , Fw en J1, J2, . . . , Jw genoemd
worden. De overgang van A naar F levert de waarheidstabel van het
eerste geschakeld circuit, de overgang van F naar J geeft de waarheids-
tabel van de MAITRA-controlepoort en uit de overgang van J naar P
tenslotte vinden we de waarheidstabel van het tweede geschakeld cir-
cuit. F en J worden in de volgende stappen ingevuld.
• Eerst zetten we F1 gelijk aan A1 en J1 gelijk aan P1.
• Dan vergelijken we kolom J1 met kolom F1:
– op de eerste 2w−1 rijen, geven we, indien J1 = F1, aan
(F2, F3, . . . , Fw) = (J2, J3, . . . , Jw) de waarden (0, 0, . . . , 0, 0),
(0, 0, . . . , 0, 1), . . .
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Tabel 6.1 – Voorbeeld van synthese volgens het algoritme van sectie
6.1.1.
A1A2A3 F1F2F3 J1 J2 J3 P1P2P3
0 0 0 0 0 1 1 0 1 1 1 1
0 0 1 0 1 0 1 1 0 1 1 0
0 1 0 0 1 1 1 1 1 1 0 0
0 1 1 0 0 0 0 0 0 0 0 0
1 0 0 1 0 0 1 0 0 1 0 1
1 0 1 1 0 1 0 0 1 0 1 0
1 1 0 1 1 0 0 1 0 0 0 1
1 1 1 1 1 1 0 1 1 0 1 1
– op de laatste 2w−1 rijen, geven we, indien J1 = F1, aan
(F2, F3, . . . , Fw) = (J2, J3, . . . , Jw) dezelfde waarden
(0, 0, . . . , 0, 0), (0, 0, . . . , 0, 1), . . .
– op de overblijvende rijen van de eerste 2w−1 rijen, geven
we aan (F2, F3, . . . , Fw) = (J2, J3, . . . , Jw) de overblijvende
waarden . . ., (1, 1, . . . , 1, 0) en (1, 1, . . . , 1, 1)
– op de overblijvende rijen van de laatste 2w−1 rijen, geven we
aan (F2, F3, . . . , Fw) = (J2, J3, . . . , Jw) dezelfde overblijven-
de waarden . . ., (1, 1, . . . , 1, 0) en (1, 1, . . . , 1, 1).
De eerste stap garandeert dat in de overgangen A → F en J → P
telkens e´e´n kolom (namelijk de eerste) onveranderd blijft. Bijgevolg
stellen deze overgangen geschakelde circuits voor. De tweede stap
garandeert dat F → J overeenkomt met een MAITRA-controlepoort,
aangezien er slechts e´e´n kolom verandert en de veranderingen steeds
plaatsvinden bij de lexicografisch gezien hoogste waarden van
(F2, F3, . . . , Fw) en (J2, J3, . . . , Jw).
Voorbeeld
We passen dit algoritme nu toe op de functie gegeven in Tabel 2.3. De
uitgebreide waarheidstabel wordt gegeven in Tabel 6.1. De eerste stap
bestaat erin om A1 en P1 respectievelijk naar F1 en naar J1 te kopie¨ren.
Dit wordt in de tabel vetjes aangegeven. Vervolgens zoeken we naar de
rijen waar F1 = J1. In de bovenste helft is dat enkel rij 4, in de onder-
ste helft rij 5. Hier stellen we F2F3 en J2J3 gelijk aan 00. Dit wordt in
de tabel aangegeven met een cursivering. In de overblijvende rijen van
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Tabel 6.2 – Subcircuits van geschakelde circuits van Tabel 6.1.
A2A3 F2F3
0 0 0 1
0 1 1 0
1 0 1 1
1 1 0 0
(a)
A2A3 F2F3
0 0 0 0
0 1 0 1
1 0 1 0
1 1 1 1
(b)
J2J3 P2P3
0 0 0 0
0 1 1 0
1 0 0 1
1 1 1 1
(c)
J2J3 P2P3
0 0 0 1
0 1 1 1
1 0 1 0
1 1 0 0
(d)
Tabel 6.3 – Omgerekende subcircuits van geschakelde circuits van Ta-
bel 6.1.
A2A3 F2F3
0 0 0 1
0 1 1 0
1 0 1 1
1 1 0 0
(a)
A2A3 F2F3
0 0 1 1
0 1 0 0
1 0 0 1
1 1 1 0
(b)
J2J3 P2P3
0 0 0 0
0 1 1 0
1 0 0 1
1 1 1 1
(c)
J2J3 P2P3
0 0 0 1
0 1 1 0
1 0 1 1
1 1 0 0
(d)
zowel de onderste als de bovenste helft, geven we de overige waarden
01, 10 en 11. Hiermee is de tabel ingevuld en kunnen we door inspectie
van de kolommen F1 tot J3 al direct de controlefunctie f(F2, F3) afle-
zen. Deze is namelijk F 2F3 + F2F 3 + F2F3 = F2 + F3.
Tabel 6.2 (a) en (b) geven de subcircuits g′1 en g′′1 van het eerste ge-
schakelde circuit, gevonden door inspectie der kolommen A1 tot F3.




1 , waarvan de waar-
heidstabellen staan in Tabel 6.3 (a) en (b). In Tabel 6.2 (c) en (d) staan de
subcircuits g′2 en g′′2van het tweede geschakelde circuit. Ook deze waar-





weergegeven in Tabel 6.3 (c) en (d). Indien we hetzelfde algoritme toe-
passen op de 4 waarheidstabellen van breedte 2 in Tabel 6.3, blijven er
alleen nog waarheidstabellen van breedte 1 over. Dit zijn allemaal vol-
gers of invertoren, die dus rechtstreeks kunnen geı¨mplementeerd wor-
den. Uiteindelijk vinden we dus het circuit van Figuur 6.4 (a). Dit is
direct implementeerbaar in CMOS-technologie [85]. Willen we daaren-
tegen dit circuit implementeren in een quantumtechnologie, dan moe-
ten we het hertekenen met uitsluitend Toffoli-poorten. Het resultaat is
te vinden in Figuur 6.4 (b).
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(a)
(b)
Figuur 6.4 – Implementatie volgens het algoritme van sectie 6.1.1: (a)
met geschakelde circuits en MAITRA-controlepoorten en
(b) met Toffoli-poorten.
Bespreking
In elke decompositiestap van het algoritme wordt een representant toe-
gevoegd die uit e´e´n MAITRA-controlepoort bestaat. Aan weerszijden
hiervan vinden we een geschakeld circuit dat uiteen valt uit 2 subcir-
cuits van breedte w−1 (zie Sectie 2.4.2). We vinden hieruit de volgende
recursieformule voor het maximaal aantal representanten ∆ in een cir-
cuit:
∆(w) = 4∆(w − 1) + 1.




(4w − 1). (6.1)
Het is duidelijk dat de complexiteit van het algoritme erg snel stijgt met
de breedte van het netwerk. Dit beperkt natuurlijk de toepasbaarheid.
We kunnen ook formules opstellen voor de poortkost, de transistor-
kost en de quantumkost in functie van de breedte w. Deze resultaten
worden samengevat in Tabel 6.4. Het algoritme werd getest voor alle
40320 poorten van breedte w = 3. De resulterende poortkostdistributie
is te vinden in kolom (a) van Tabel 6.5. Het maximum (d.i. de worst-
case) bedraagt 21 en het gemiddelde is 10,3. We merken ook hier op
dat het maximum lager ligt dan 28, wat we vinden door de formule uit
Tabel 6.4 toe te passen. Ook hier komen we tot de constatatie dat het
nooit voorkomt dat in elke decompositiestap de de ‘duurste’ represen-
tant gevonden wordt.
Ter illustratie wenden we bovenstaand algoritme aan om een Full
Adder te implementeren [85]. De schakeling heeft 4 in- en uitgangen,
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Figuur 6.5 – Microscoopfoto van een Full Adder (700 µm × 100 µm),
geı¨mplementeerd volgens het algoritme van Sectie 6.1.1.
Tabel 6.4 – Formules voor poort-, transistor- en quantumkost.
kostfunctie formule
poortkost 2w−1(2w − 1)
transistorkost 83(4
w − 3w − 1)
quantumkost (2w − 1)(2 3w−1 − 3 2w−1 + 2)
hetgeen het minimum aantal is voor een reversibele Full Adder (zie
Sectie 2.2.1). De fysische implementatie vraagt 560 transistoren, wat
lager is dan de maximale transistorkost die voor breedte w = 4 ge-
lijk is aan 648. Op Figuur 6.5 is de implementatie in 0, 35 µm CMOS-
technologie van AMISemiconductor te zien.
6.1.2 Toegevoegde deelgroepen
In Hoofdstuk 4 werd aangetoond dat de representanten voor elke dub-
bele nevenklasse geı¨nduceerd door twee toegevoegde deelgroepen (bijv.
G1 en G2), kunnen afgeleid worden uit de representanten geldig voor
gelijke deelgroepen. We moesten alleen maar een extra SWAP-poort
(FRE(A1, A2, 1)) toevoegen. In deze paragraaf beperken we ons tot de
ruimte der dubbele nevenklassen G1\Rw/G2. Wederom kunnen we
dit op eenvoudige wijze uitbreiden naar meer algemene Gk\Rw/Gl
(met k 6= l).
We concluderen dus dat we een reversibele functie kunnen ontbin-
den als:
• een geschakeld circuit gecontroleerd door A1, gevolgd door,
• een representant bestaande uit:
– een MAITRA-controlepoort en
– een SWAP-poort (FRE(A1, A2, 1)) en
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Figuur 6.6 – Representanten van de dubbele nevenklassen G1\R3/G2.
• tenslotte een geschakeld circuit gecontroleerd door A2.
In Figuur 6.6 worden de representanten getoond voor w = 3. De
eerste representant is de SWAP-poort. Die heeft 1 als poortkost en 3 als
quantumkost, maar heeft een transistorkost van 0, m.a.w. er zijn geen
transistoren nodig voor de implementatie. We merken op dat geen van
de representanten de w-bit volger is. Het is echter duidelijk dat de dub-
bele nevenklasse die de twee deelgroepen omvat en die overeenkomt
met de middelste representant op Figuur 6.6, deze poort moet bevat-
ten. Aangezien de volger in alle technologiee¨n ‘gratis’ is, ligt het voor
de hand om die als representant te kiezen. Dit zou er echter voor zor-
gen dat we voor deze dubbele nevenklasse een apart algoritme moeten
opstellen. We zullen dit niet doen, maar in het praktisch algoritme van
de volgende paragraaf zullen we wel van deze opmerking gebruik ma-
ken.
Het algoritme uit de vorige paragraaf moet slechts op e´e´n plaats
aangepast worden: kolommen P1 en P2 moeten eerst verwisseld wor-
den. Hierna kan het algoritme gewoon verdergezet worden.
6.1.3 Praktisch algoritme
In Paragraaf 6.1.1 werden dubbele nevenklassen van type G1\Rw/G1
bekeken; in de vorige paragraaf werd G1\Rw/G2 onder de loep geno-
men. Er werd opgemerkt dat beide technieken uitbreidbaar zijn naar
respectievelijk willekeurige Gk en willekeurige Gk en Gl. Gemiddeld
gezien zijn deze alternatieve technieken even goed. Dit sluit echter niet
uit dat voor een specifieke waarheidstabel, een bepaalde keuze van k
en/of l tot een beter resultaat kan leiden dan de standaardkeuze uit
de vorige paragrafen. In deze paragraaf stellen we een methode voor
om op elke moment in de synthese een keuze te maken waarvan te ver-
wachten valt dat ze kost van het circuit verlaagt. We zullen telkens voor
die k en l kiezen die aanleiding geven tot een dubbele nevenklasse met
een zo eenvoudig mogelijke representant.
Bij de synthese van een reversibele functie van breedte w, kijken
we eerst of we te maken hebben met een functie uit de dubbele neven-
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(a)
(b)
Figuur 6.7 – Vereenvoudiging van een circuit van type 1.
(a)
(b)
Figuur 6.8 – Vereenvoudiging van een circuit van type 2.
klasseGkeGk, waarin e de volger voorstelt. Dergelijke circuits voldoen
aan Pk = Ak. In dat geval hebben we de structuur 6.7 (a). Dit is heel
interessant aangezien die kan vervangen worden door Figuur 6.7 (b).
Inderdaad, GkeGk is gelijk aan Gk. Zulke circuits noemen we van-
af nu type 1. Als het circuit niet tot type 1 behoort, dan gaan we
na of het behoort tot een dubbele nevenklasse van het type Gke12Gl,
waarbij e12 een korte notatie is voor FRE(A1, A2, 1). Ook deze cir-
cuits kunnen vereenvoudigd worden, zoals aangegeven op Figuur 6.8.
Dergelijke circuits voldoen aan Pk = Al, waarbij k 6= l. We spreken
van circuits van type 2. Als een circuit noch type 1, noch type 2 is,
dan is het nog mogelijk dat het circuit voldoet aan Pk = Ak. Anders
gezegd: het behoort tot de dubbele nevenklasse Gki1Gk, waarbij i1
de invertor is van de eerste bit (P1 = A1, P2 = A2, P3 = A3, . . . ,
Pw = Aw). In dit geval is het circuit (zie Figuur 6.9 (a)) te vereenvou-
digen tot de structuur van Figuur 6.9 (b). Dit zijn circuits van type 3.
Indien een circuit tot geen van bovenstaande types behoort, dan gaan
we na of het misschien van het type Gki1e12Gl (zie Figuur 6.10 (a))
is. Dit kan vervangen worden door Figuur 6.10 (b). Dergelijke cir-
cuits voldoen aan een Pk = Al regel en we duiden ze aan als type
6.1 Synthese m.b.v. de deelgroep der geschakelde circuits 125
(a)
(b)
Figuur 6.9 – Vereenvoudiging van een circuit van type 3.
(a)
(b)
Figuur 6.10 – Vereenvoudiging van een circuit van type 4.
4-circuits. In elk van de voorgaande gevallen, hebben we dus maar
e´e´n geschakeld circuit nodig, i.p.v. twee. Indien we te maken hebben
met een circuit dat niet in e´e´n van de vier voorgaande gevallen past,
maar wel voldoet aan een structuur zoals op Figuur 6.11 (a), dan kun-
nen we dit vereenvoudigen tot Figuur 6.11 (b). Inderdaad, de repre-
sentant TOF (A1, A2)FRE(A1, A2, 1) kan vereenvoudigd worden tot
TOF (A2, A1)TOF (A1, A2). Vervolgens kan TOF (A2, A1) opgenomen
worden in het eerste geschakeld circuit en TOF (A1, A2) in het tweede.
We voeren hier eigenlijk uit wat reeds in de vorige paragraaf aange-
kondigd werd: in plaats van TOF (A1, A2)FRE(A1, A2, 1) nemen we
de eenvoudigere volger als representant. Deze circuits noemen we cir-
cuits van type 5. In elk van de bovenstaande gevallen (types 1-5) zijn
we erin geslaagd om de opdeling van het circuit in driee¨n (2 geschakel-
de circuits en een representant) te reduceren tot 1 of 2 delen. Indien een
circuit tot geen van deze vijf types behoort, blijven we genoodzaakt om
het algemene geval (d.i. opdeling in 3 delen) te behouden. Wel kunnen
we in dit geval de eenvoudigste representant kiezen, d.w.z. de contro-
lepoort met de simpelste MAITRA-controlefunctie.











Figuur 6.11 – Vereenvoudiging van een circuit van type 5.






Een element Dkl van de matrix D geeft dus een maat voor het verschil
tussen een ingangskolom Ak en een uitgangskolom Pl. In theorie zou-
den we ook gebruik kunnen maken van de scorematrix uit het vorige
hoofdstuk. Maar doordat we hier slechts geı¨nteresseerd zijn in de mi-
nimalisatie van de MAITRA-controlepoort, hebben we genoeg aan de
eenvoudigere afstandsmatrix. Voor het 3× 3-circuit van Tabel 2.3, vin-
den we:
D =
3 1 23 3 2
3 2 2
 .
Indien de diagonaal van de afstandsmatrix minstens 1 nul bevat, dan
behoort het circuit tot type 1. Indien de matrix een nul bevat die zich
niet op de diagonaal bevindt, dan is het een circuit van type 2. Indien
de diagonaal een waarde 2w−1 (d.w.z. Ak en Pk zijn totaal verschillend)
bevat, dan is het circuit van type 3. Bevindt een dergelijke waarde zich
in de matrix, maar niet op de diagonaal, dan hebben we te maken met
een circuit van type 4. Als er, tenslotte, een waarde 2w−2 in de ma-
trix aanwezig is, maar niet op de diagonaal, dan hebben we een type
5-circuit. Indien we ons in geen van bovenstaande gevallen bevinden,
kiezen we gewoon de eenvoudigste representant. Deze is natuurlijk af-
hankelijk van de aangewende kostfunctie. Indien we bijvoorbeeld tran-
sistorkost aanwenden als kostfunctie, dan zoeken we achtereenvolgens
naar getallen Dkl gelijk aan 2w−2, 2w−3, 2w−2 + 2w−3, 2w−4,. . .
Ook hier hebben we het algoritme toegepast op alle reversibele cir-
cuits van breedte 3. We zien in kolom (b) van Tabel 6.5 dat, dankzij
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goede keuzes van k en l, de gemiddelde kost daalt naar 8,09 en de maxi-
male kost naar 17.
6.1.4 Conclusies
Tabel 6.5 – Poortkostdistributie voor alle reversibele functies met w =

























In Tabel 6.5 zijn de poortkostdistributies gegeven voor het basisal-
goritme (kolom (a)) en het veralgemeend algoritme (kolom (b)). We
zien dat dit laatste een aanzienlijke verbetering van de poortkost te-
weegbrengt: de gemiddelde kost daalt van 10,3 naar 8,09. In Tabel-
len 6.6, 6.7 en 6.8 zijn respectievelijk de poortkost, de transistorkost
en de quantumkost gegeven van een aantal benchmarks. We merken
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op dat de transistorkost over het algemeen vergelijkbaar is met die bij
de technieken uit Hoofdstuk 5 en soms zelfs lager. Om de poort- en
quantumkost te bepalen, moeten de controlepoorten en de geschakel-
de circuits opgesplitst worden: dit zorgt ervoor dat de poortkost en de
quantumkost hoger liggen dan in het vorige hoofdstuk, op een enkele
uitzondering (bijv. ‘ham7’) na.
We kunnen dus concluderen dat de technieken uit deze sectie niet
voor een fundamentele verbetering gezorgd hebben. Met behulp van
een aantal optimalisaties, zouden we nog voor kleine verbeteringen
kunnen zorgen. We zullen hier niet dieper op ingaan. Het is ook be-
langrijk om op te merken dat het geheugengebruik in elke decompo-
sitiestap verdubbelt: er moeten namelijk telkens dubbel zoveel waar-
heidstabellen opgeslagen worden. Hierdoor worden de mogelijkheden
van de technieken uit deze sectie ernstig beperkt. In de volgende sectie
gaan we dan ook uit van een andere decompositie.
Tabel 6.6 – Poortkost: (a) basisalgoritme en (b) praktisch algoritme.
benchmark methode
naam w (a) (b)
hwb4 4 39 33
hwb5 5 130 111
hwb6 6 400 312
hwb7 7 1215 1108
hwb8 8 4097 3504
hwb9 9 13410 11335
hwb10 10 40060 35142
hwb11 11 117945 113241
add3 4 7 7
3 17 3 16 10
4 49 4 46 35
cycle10 2 12 19 100
ham3 3 8 4
ham7 7 565 47
Miller 3 5 6
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Tabel 6.7 – Transistorkost: (a) basisalgoritme en (b) praktisch algoritme.
benchmark methode
naam w (a) (b)
hwb4 4 164 108
hwb5 5 528 400
hwb6 6 1544 1444
hwb7 7 4476 4016
hwb8 8 11264 11624
hwb9 9 28456 38144
hwb10 10 67940 109816
hwb11 11 160704 297640
add3 4 36 36
3 17 3 52 24
4 49 4 200 144
cycle10 2 12 400 1540
ham3 3 48 16
ham7 7 2892 1108
Miller 3 32 36
Tabel 6.8 – Quantumkost: (a) basisalgoritme en (b) praktisch algoritme.
benchmark methode
naam w (a) (b)
hwb4 4 215 191
hwb5 5 1294 1021
hwb6 6 6452 4950
hwb7 7 33679 29063
hwb8 8 167093 121866
hwb9 9 754104 538779
hwb10 10 2662564 2032431
hwb11 11 9863138 8135556
add3 4 15 15
3 17 3 32 24
4 49 4 230 167
cycle10 2 12 1202 3477
ham3 3 12 10
ham7 7 11877 189
Miller 3 17 18
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4 4
Figuur 6.12 – Decompositie volgens Sectie 6.2 (w = 4).




In paragraaf 4.5.2 van Hoofdstuk 4 werd aangetoond dat elke reversi-
bele functie kan ontbonden worden in een controlepoort met gecontro-
leerde bit A1, gevolgd door een geschakeld circuit met als controlebit
A1 en tenslotte een tweede controlepoort met A1 als gecontroleerde bit,
zoals voorgesteld op Figuur 6.12. De lezer vergelijke met Figuur 6.2.
In deze paragraaf stellen we een algoritme op om deze decompositie
te realiseren. Weerom kan deze opdeling recursief gedaan worden: op
elk van de delen van het geschakeld circuit, kunnen we hetzelfde al-
goritme toepassen. Daarnaast zullen we ook een alternatief algoritme
geven dat deze voortdurende opdeling vermijdt. We kunnen namelijk
het geschakeld circuit ook ontbinden in een cascade bestaande uit een
controlepoort met gecontroleerde bit A2, een geschakeld circuit met als
controlebit A2 en een tweede controlepoort met A2 als gecontroleerde
bit. In elke stap i wordt het nog te synthetiseren circuit (d.i. het ge-
schakeld circuit) eenvoudiger. Er komt namelijk telkens een bit Ai bij,
waarvoor geldt dat de uitgang gelijk is aan de ingang. Op die manier
wordt gegarandeerd dat het synthesealgoritme convergeert. We zullen
verderop aantonen dat deze tweede werkwijze aanleiding geeft tot een
ontbinding in een aantal controlepoorten dat lineair stijgt met w. We
merken ook nog op dat de controlepoorten die hier behandeld worden
alle mogelijke controlefuncties kunnen hebben en dus niet beperkt blij-
ven tot de MAITRA-controlepoorten die hierboven gebruikt werden.
Voor beide algoritmes maken we de volgende afspraken: A en P
staan voor respectievelijk de input- en de outputkant van de waar-
heidstabel. Een onderindex (bijv. Pj) wijst een kolom j (1 6 j 6 w)
aan. Tenslotte gebruiken we een argument (bijv. P (k)) om een rij k
(1 6 k 6 2w) aan te duiden.
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Origineel algoritme 1
Vooreerst voegen we tussen A en P twee extra groepen van kolommen
F en J toe. Deze worden ingevuld in drie stappen:
• Eerst vullen we de 2(w − 1) kolommen F2, . . . , Fw in door ze ge-
woon te kopie¨ren van overeenkomstige kolommen A2, . . . , Aw en
kolommen J2, . . . , Jw kopie¨ren we van P2, . . . , Pw.
• Dan vullen we F1 en J1 in. We starten met rij k gelijk aan 1. In fei-
te, kunnen we bit F1(k) willekeurig vastleggen, maar we kiezen
ervoor om hem gelijk te stellen aan bit b = A1(k).
• Vervolgens herhalen we de onderstaande subroutine totdat alle
rijen ingevuld zijn.
– We zoeken de rij k′ in F die dezelfde waarden heeft voor
F (k′) (behalve natuurlijk op de eerste kolom) als F (k). Om-
dat de waarheidstabel reversibel moet zijn, moet hier gelden
dat F1(k′) = b.
– En aangezien we F1 gelijk willen maken aan J1, moeten we
ook J1(k′) gelijk stellen aan b.
– Om gelijkaardige redenen als hierboven moet er een rij k′′
zijn, waar de bit J1(k′′) gelijk moet gezet worden aan b.
– Nu, indien F1(k′′) nog niet ingevuld is, dan stellen we k =
k′′ en F1(k) gelijk aan b. Anders zeggen we dat er een lus
bee¨indigd is. Dan stellen we k gelijk aan de eerste rij die
nog niet ingevuld werd en kennen we aan b de waarde van
A1(k) toe, hoewel we ook hier b vrij kunnen kiezen. Tenslotte
zetten we F1(k) gelijk aan b.
Na het doorlopen van dit algoritme hebben we de ontbinding ge-
vonden: bij de overgangen van A naar F en van J naar P wordt er
telkens slechts 1 kolom gewijzigd. En aangezien bij beide transities
reversibiliteit opgelegd werd, moeten ze wel corresponderen met con-
trolepoorten. Analoog kunnen we concluderen dat de overgang van
F naar J automatisch een geschakeld circuit is. We kunnen het algo-
ritme nu recursief toepassen op elk van de delen van het geschakeld
circuit. Uiteindelijk vinden we dan een ontbinding zoals voorgesteld
op Figuur 6.13.
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Figuur 6.13 – Recursieve decompositie volgens Algoritme 1.
Algoritme 1: voorbeeld 1
Als eerste voorbeeld bekijken we de reversibele functie waarvan de
waarheidstabel getoond wordt in Tabel 6.9. We bekijken eerst een klein
voorbeeld, zodat we de opeenvolging van de stapjes met pijlen kunnen
aangeven. Figuur 6.14 (a) geeft een illustratie van de synthese voor een
functie van breedte w = 2. Eerst voegen we F en J tussen A en P .
Vervolgens worden F2 en J2 ingevuld door eenvoudigweg te kopie¨ren
van A2 en P2, respectievelijk. Deze stap wordt in vet weergegeven op
de figuur. Nu komt het ingewikkeldste deel: het invullen van kolom-
men F1 en J1. We beginnen met F1(1). In principe mogen we die bit 0
of 1 stellen, maar we kiezen voor 0. Deze startkeuze wordt aangeduid
met een vierkantje in Figuur 6.14 (a). Bijgevolg kunnen we heel wat
andere bits van F1 en J1 vastleggen. Inderdaad, aangezien alle transi-
ties reversibel moeten zijn, leidt F1(1) = 0 tot F1(3) = 1. We eisen nu
dat J1(3) = F1(3), d.w.z. J1(3) = 1. Opnieuw eist reversibiliteit dat
J1(4) dan 0 moet zijn. Als we deze strategie verderzetten, komen we
uiteindelijk terug in het beginpunt F1(1). De pijlen in Figuur 6.14 (a)
tonen de volgorde waarin de bits werden toegekend. Aangezien op dit
moment alles ingevuld is, is de synthese ten einde. Dit voorbeeld il-
lustreert dat gedurende de toepassing van het algoritme, we in rondjes
lopen terwijl we de bitsequentie b,b,b,b toekennen (met b ∈ {0, 1}). Uit
de waarheidstabel kunnen we dan de controlefuncties halen van de 2
controlepoorten. Deze worden gegeven in Figuur 6.14 (b), tezamen met
Tabel 6.9 – Waarheidstabel van een reversibele functie van breedte 2.
A1A2 P1P2
0 0 0 1
0 1 1 1
1 0 0 0
1 1 1 0




















22)( AAf = 22 )( JJf =
(a)
(b)
Figuur 6.14 – Voorbeeld van een synthese volgens Algoritme 1 van Sec-
tie 6.2 (w = 2): (a) uitgebreide waarheidstabel en (b) cir-
cuit.
het circuit.
Algoritme 1: voorbeeld 2
Naar analogie met de vorige algoritmes, geven we ook hier de synthese
van de waarheidstabel die gegeven werd in Tabel 2.3. De uitwerking
wordt getoond op Tabel 6.10. Ook hier wordt de eerste stap in vet aan-
geduid. De tweede stap bestaat uit twee lussen. De eerste lus werd
cursief gezet; de tweede werd onderlijnd. Het resulterende circuit is te
vinden in Figuur 6.15 (a). Door ontbinding van alle geschakelde circuits
vinden we uiteindelijk het circuit van Figuur 6.15 (b).
Algoritme 1: bespreking
We stellen opnieuw een recursieformule op voor het aantal benodigde
controlepoorten:
∆(w) = 2∆(w − 1) + 2.
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Tabel 6.10 – Voorbeeld van een synthese volgens Algoritme 1 van Sec-
tie 6.2.1 (w = 3).
A1A2A3 F1F2F3 J1J2J3 P1P2P3
0 0 0 0 0 0 0 1 1 1 1 1
0 0 1 0 0 1 0 1 0 1 1 0
0 1 0 1 1 0 1 0 0 1 0 0
0 1 1 0 1 1 0 0 0 0 0 0
1 0 0 1 0 0 1 0 1 1 0 1
1 0 1 1 0 1 1 1 0 0 1 0
1 1 0 0 1 0 0 0 1 0 0 1
1 1 1 1 1 1 1 1 1 0 1 1
(a)
(b)
Figuur 6.15 – Implementatie volgens Algoritme 1 van sectie 6.2.1: (a)
met geschakelde circuits en controlepoorten en (b) met
Toffoli-poorten.
Samen met ∆(1) = 1, levert dit
∆(w) = 3 2w−1 − 2.
Zoals te verwachten, stijgt het aantal decomposities (en dus ook het
aantal controlepoorten) volgens 2w, wat een aanzienlijke verbetering is
ten opzichte van het resultaat uit de vorige sectie (stijging volgens 4w)
en ook ten opzichte van het vorige hoofdstuk (stijging volgens w22w).
We kunnen ook een theoretisch resultaat opstellen voor de maximale
poort-, transistor- en quantumkost. Deze worden samengevat in Ta-
bel 6.11. Ook hier zien we dat de theoretisch maximale kost niet bereikt
wordt: als we bijvoorbeeld de poortkostdistributie voor w = 3 bepalen,
dan zien we dat de maximale kost slechts 17 bedraagt i.p.v. 20 zoals
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Tabel 6.11 – Formules voor maximale poort-, transistor- en quantum-
kost: (a) Algoritme 1 en (b) Algoritme 2.
kostfunctie
formule
Algoritme 1 Algoritme 2
poortkost 2w−1(2w − 1) 2w−1(2w − 1)
transistorkost 4(w − 1)w(2w + 1) 4(w − 1)2w(2w − 1)
quantumkost 2 3w−1 − 3 2w−1 + 2 2 3w−1 − 3 2w−1 + 2
voorspeld door de formule uit Tabel 6.11. De gemiddelde kost is slechts
8,49. In de vorige sectie vonden we 21 en 10,3 voor respectievelijk de
maximale en de gemiddelde kost. Ook hieruit kunnen we concluderen
dat de aanpak gevolgd in deze sectie merkelijk beter is dan die uit de
vorige sectie.
Origineel algoritme 2
In onderstaand algoritme duidt een bovenindex (bijv. Ai) een decom-
positiestap i aan. We starten door A en P te hernoemen tot A1 en P 1
respectievelijk. In elke stap i (1 6 i 6 w) van het algoritme, introdu-
ceren we 2 keer w kolommen (Ai+1 en P i+1) tussen het input- en het
outputgedeelte van de tabel. Deze extra kolommen worden ingevuld
als volgt:
• Eerst, vullen we alle kolommen van Ai+1 en P i+1 in, behalve de
i-de kolom, door ze te kopie¨ren van de overeenkomstige kolom-
men van Ai en P i, respectievelijk.
• Dan vullen we de i-de kolommen vanAi+1 en P i+1 in. We starten
met rij k gelijk aan 1. In feite, kunnen we bit Ai+1i (k) willekeurig
vastleggen, maar we kiezen ervoor om hem gelijk te stellen aan
bit b = Aii(k).
• Vervolgens herhalen we onderstaande subroutine totdat alle rijen
vervolledigd zijn.
– We zoeken de rij k′ in Ai+1 die dezelfde waarden heeft voor
Ai+1(k′) (behalve natuurlijk op kolom i) als Ai+1(k). Omdat
de waarheidstabel reversibel moet zijn, moet Ai+1i (k
′) gelijk
zijn aan b.
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– En aangezien we Ai+1i gelijk willen maken aan P
i+1
i , moeten
we ook P i+1i (k
′) gelijk zetten aan b.
– Om gelijkaardige redenen als hierboven moet er een rij k′′
zijn waar de bit P i+1i (k
′′) gelijk moet gezet worden aan b.
– Nu, als Ai+1i (k
′′) nog niet ingevuld is, dan stellen we k = k′′
en Ai+1i (k) gelijk aan b. Anders stellen we k gelijk aan de
eerste rij die nog niet ingevuld werd en kennen we aan b
de waarde van Aii(k) toe, hoewel we ook hier b vrij kunnen
kiezen. Tenslotte zetten we Ai+1i (k) gelijk aan b.
Een algemene voorstelling van het resultaat is te zien op Figuur 6.16.
Algoritme 2 levert 2w−1 controlepoorten op, waarvan de opeenvolgen-
de controlelijnen automatisch:
1, 2, . . . , w − 1, w, w − 1, . . . , 2, 1
zijn.
We merken op dat de eerste stap (i = 1) steeds dezelfde is als in het
vorige algoritme, aangezien we bij beide vertrokken zijn van dezelfde
decompositie.
Figuur 6.16 – Decompositie volgens Algoritme 2.
Algoritme 2: voorbeeld
We synthetiseren opnieuw de reversibele functie van Tabel 2.3. Het re-
sultaat wordt getoond op Figuur 6.17. Het eerste deel van stap 1 (i = 1)
staat in vetjes. Hier gebeurt niets anders dan het kopie¨ren van over-
eenkomstige kolommen. De volgende delen van stap 1 worden cursief
gezet. We beginnen met A21(1) gelijk te zetten aan A
1
1(1) = 0. Dan zien
we dat aan A21(5) (en dus ook P
2
1 (5)) de waarde 1 moet toegekend wor-
den. Vervolgens kennen we aan P 21 (7) de waarde 0 toe. We gaan op
deze weg verder totdat we P 21 (1) gelijk aan 0 gemaakt hebben. Aan-
gezien A21(1) reeds ingevuld is, hebben we een volledige toer afgelegd.
We zoeken nu naar de eerste rij die nog niet ingevuld is. Dit blijkt rij 2




































0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 1 1
0 0 1 0 0 1 0 0 1 0 0 0 0 1 0 1 1 0
0 1 0 1 1 0 1 1 0 1 1 0 1 0 0 1 0 0
0 1 1 0 1 1 0 1 1 0 1 0 0 0 0 0 0 0
1 0 0 1 0 0 1 0 0 1 0 1 1 0 1 1 0 1
1 0 1 1 0 1 1 0 1 1 0 0 1 1 0 0 1 0
1 1 0 0 1 0 0 1 0 0 1 1 0 0 1 0 0 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1
(a)
(b)
Figuur 6.17 – Voorbeeld van een synthese volgens Algoritme 2 van Sec-
tie 6.2.1 (w = 3): (a) uitgebreide waarheidstabel en (b)
circuit.
te zijn: we zetten dus A21(2) gelijk aan 0. We gaan verder op dezelfde
weg als hierboven, totdat kolommen A21 en P
2
1 volledig ingevuld zijn.
Het laatste deel van stap 1 werd aangeduid door een onderstreping.
We volgen nu dezelfde werkwijze in de volgende stap (i = 2).
We kunnen nu de controlepoorten bepalen die overeenkomen met
deze waarheidstabellen. Het is duidelijk dat we vijf controlepoorten





2 respectievelijk. Tenslotte kunnen we de controlepoorten
ontbinden in Toffoli-poorten, uitgaande van de Reed-Muller expansie
van hun controlefuncties. Het resultaat is te zien op Figuur 6.17 (b).
Algoritme 2: bespreking
Uit het algoritme blijkt dat in alle w − 1 transities van Ai naar Ai+1,
in alle w − 1 transities van P i+1 naar P i en in de ene transitie van Aw
naar Pw, er slechts e´e´n kolom verandert en aangezien elke stap reversi-
bel gedaan wordt, corresponderen alle transities met controlepoorten.
Hun gecontroleerd bit wordt gegeven door de veranderde kolom en de
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controlefunctie wordt bepaald door de kolommmen die niet verande-
ren. Het maximale aantal poorten, nodig voor de implementatie van
een willekeurig reversibele functie is dus gegeven door
2w − 1. (6.2)
Dit algoritme geeft dus een decompositie in een lineair aantal contro-
lepoorten, terwijl alle voorgaande methoden aanleiding gaven tot een
exponentieel aantal (hetzij w22w, hetzij 4w, hetzij 2w). In Figuur 6.16 is
een decompositie gegeven voor het geval w = 3.
We zullen nu aantonen dat bovenstaand algoritme een quasi-opti-
male decompositie in controlepoorten geeft. We zoeken daartoe eerst
een ondergrens voor de ‘worst case’-kost met behulp van een redene-
ring analoog aan die gevolgd door Patel et al. [29], Maslov et al. [58]
en Even et al. [87]. Stel dat we een verzameling Q van N circuits wil-
len synthetiseren met behulp van een bibliotheek van B verschillende
bouwblokken. Deze B bouwblokken, waaronder de identiteit (volger),
vormen een deelverzameling van Q. We bouwen alle mogelijke casca-
des van lengte l. We noemen n(l) het aantal verschillende circuits dat
we kunnen synthetiseren met behulp van deze cascades. We merken
op deze n circuits automatisch alle circuits omvatten die met een kor-
tere cascade kunnen gesynthetiseerd worden, omdat de volger in de
bibliotheek opgenomen is. De vraag is nu: welke cascadelengte L is
nodig opdat alle circuits in Q kunnen gesynthetiseerd worden met be-
hulp van de B bouwblokken uit de bibliotheek? Anders gezegd: welke
L garandeert dat n(L) > N?
Met l = 0, kunnen we e´e´n circuit maken, nl. de volger. Bijgevolg is
n(0) = 1. Met l = 1, kunnen we alle circuits maken die bestaan uit e´e´n
bouwblok. Dus is n(1) = B. Met l = 2, kunnen we alle cascades bou-
wen bestaande uit 2 bouwblokken. Er zijnB2 dergelijke cascades, maar
sommige zijn equivalent, m.a.w. drukken dezelfde functie uit. Bijge-
volg is B 6 n(2) 6 B2. Als we deze redenering verderzetten, kunnen
we concluderen dat alleen een hypothetische en optimale bibliotheek
ervoor zou kunnen zorgen dat n(l) = Bl. Hierbij zouden alle cascades








We passen dit algemene resultaat nu toe op het geval waar N het totale
aantal reversibele circuits van breedte w is en B het aantal controle-
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poorten eveneens van breedte w. We stellen dus dat:
N = (2w)!
B = w(22
w−1 − 1) + 1.





B 6 w22w−1 .
De onderste ongelijkheid is meteen duidelijk, de bovenste wordt aan-





Als we opmerken dat 11+x > 1− x (voor x > 0), dan vinden we
L > (2w − 3)(1− 2 log(w)
2w
).
Voor alle positieve w geldt dat (2w − 3)2 log(w)2w < 1, en dus vinden we
uiteindelijk dat
L > 2w − 4.
Dit toont aan dat het algoritme dat hierboven uitgewerkt werd, de opti-
male synthese dicht benadert. We willen er wel op wijzen dat dit geens-
zins bewijst dat ook de opdeling in Toffoli-poorten quasi-optimaal is.
Indien we alle 2w − 1 controlepoorten volgens de standaardmethode
ontbinden in Toffoli-poorten, dan verwachten we dat er maximaal
(2w − 1)2w−1. (6.3)
Toffoli-poorten nodig zijn voor de implementatie van een reversibele
functie. Dit resultaat is, samen met analoge formules voor transistor- en
quantumkost toegevoegd aan Tabel 6.11. We zien dat beide algoritmes
dezelfde maximale poort- en quantumkost opleveren. Qua transistor-
kost is algoritme 1 lichtjes beter. Dit betekent echter niet dat algoritme 2
overbodig is. De formules geven immers maximale kosten. We zullen
verder zien dat voor sommige benchmarks Algoritme 1 beter is; voor
andere is dan weer Algoritme 2 aan te raden. Bovendien is het effect
van allerlei optimalisaties (zie verder) meestal groter bij Algoritme 2.
Voor breedte w = 3 levert formule 6.3 een verwachte ‘worst-case’ kost
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van 20. We hebben ook hier (met behulp van een C++-programma) een
netwerk bepaald voor alle reversibele functies van breedte 3. De poort-
kostdistributie is te vinden in kolom (b) van Tabel 6.13. We vinden een
gemiddelde kost van 8,43 en een maximale van 17. De gemiddelde kost
is dus licht lager dan voor Algoritme 1. Wederom zien we dat de ver-
wachte maximale kost nooit voorkomt. Het gebeurt dus nooit dat in
elke stap een controlepoort met 4 termen in de Reed-Muller expansie
van de controlefunctie, gevonden wordt.
6.2.2 Toegevoegde deelgroepen en veralgemeend algoritme
Uitbreiding naar toegevoegde deelgroepen is volstrekt analoog met de
uitbreiding uit sectie 6.1.2. We vinden nu een opdeling als volgt:
• een controlepoort met als gecontroleerd bit A1, gevolgd door
• een representant bestaande uit:
– een geschakeld circuit gecontroleerd door bit A1 en
– een SWAP-poort FRE(A1, A2, 1), gevolgd door
• een controlepoort met als gecontroleerd bit A2.
We wijzen er ook hier op de keuze voorA1 enA2 als gecontroleerde bits
niet essentieel is. Elke Ai en Aj (1 6 i, j 6 w) komen in aanmerking
om een algoritme op te stellen. Deze zijn allemaal analoog en bijgevolg
zijn de netwerken die ze opleveren gemiddeld gezien gelijkwaardig.
Het wordt pas interessant als we bij elke stap in het algoritme op een
weloverwogen manier kunnen inschatten welke van de (w − i + 1)2
keuzemogelijkheden de beste zou kunnen zijn. De aanpak is uiteraard
heel analoog met de methode uit 6.1.3. Het belangrijkste verschil zal de
beslissingsregel zijn. In 6.1.3 was de beslissing gebaseerd op de te ver-
wachten complexiteit van de MAITRA-controlefunctie van de represen-
tant. Hier zijn er echter 2 controlepoorten, die bovendien niet noodza-
kelijk een MAITRA-controlefunctie hebben. Bijgevolg kunnen we geen
gebruik maken van de afstandsmatrix. We grijpen daarom terug naar
de scorematrix, gedefinieerd in Sectie 5.5.2 om onze beslissing op te
baseren. We passen deze tactiek toe op Algoritme 2. Het resultaat is
minder positief (zie kolom (c) van Tabel 6.13) dan in de voorgaande
sectie. Dit komt doordat daar de controlefunctie van de controlepoort
alleen bepaald wordt door het verband tussen de gekozen Am en Pn.
Hier zijn echter de verbanden tussen alle Ai en Pj van belang in het
tot stand komen van de 2 controlefuncties. De beslissingsregel in deze
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paragraaf houdt hier onvoldoende rekening mee. Daarom gooien we
het in de volgende paragraaf over een andere boeg.
6.2.3 Optimalisaties
In deze paragraaf bekijken we twee manieren om het Algoritme 2 te
verbeteren. De technieken zijn ook bruikbaar bij Algoritme 1, maar
aangezien de resultaten meestal beter zijn bij Algoritme 2, beperken
we ons tot dit laatste algoritme. Eerst proberen we de volgorde van de
variabelen te optimaliseren. Vervolgens introduceren we ook hier een
bidirectionele aanpak. Beide strategiee¨n zijn analoog aan degene die
we gevolgd hebben in Sectie 5.5.
Volgorde van ingangen en uitgangen
Hierboven probeerden we in elke stap van het algoritme vooraf een
goede keuze te maken voor de te gebruiken Ak en Pl. Aangezien die
methode niet altijd goede resultaten leverde, gaan we nu verschillende
mogelijkheden effectief uitvoeren en dan naderhand de beste kiezen.
Het is duidelijk dat in elke stap i er (w − i + 1)2 mogelijkheden zijn.
Om de rekentijd te beperken, zullen we alleen de mogelijkheden be-
kijken waarbij k = l, zodat er slechts w − i + 1 gevallen zijn. In elke
stap worden alle mogelijkheden, die nog niet opgebruikt zijn, met el-
kaar vergeleken. Het is duidelijk dat een goede keuze een aanzienlijke
verbetering in de complexiteit van het netwerk kan teweeg brengen.
We willen er echter op wijzen dat deze strategie niet noodzakelijk de
optimale keuze oplevert. Het is heel goed mogelijk dat een attractieve
optie in een bepaalde stap een moeilijkere synthese veroorzaakt in e´e´n
van de volgende stappen.
Aanpassing van het Algoritme 2 (dat altijd begint bij de eerste bit,. . .)
naar een algemener geval, dat bij een willekeurig bit begint, is triviaal.
Als we bijvoorbeeld in het voorbeeld van Algoritme 2 begonnen waren
bij de tweede kolom (bit), dan zouden we een controlepoort met contro-
lefunctie 1⊕A13 aan de uitgangszijde bekomen hebben en aan de ingang
e´e´n met controlefunctie 1 ⊕ P 23 ⊕ P 21P 23 . Waren we gestart bij de derde
kolom, dan hadden we respectievelijk controlefuncties 1⊕A11⊕A11A12 en
1⊕P 21 ⊕P 22 bekomen. Beide gevallen leiden tot ingewikkelder controle-
functies dan die van het basisalgoritme (zie Paragraaf 6.2.1: A12 ⊕A12A13
en P 22 ): beginnen bij de eerste bit was hier blijkbaar de beste keuze.
Passen we deze techniek toe op alle reversibele functies van breedte 3,
dan vinden we een maximale kost van 16 en een gemiddelde van 7,55.
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Bidirectionele aanpak
Zoals we reeds aangestipt hebben in de beschrijving van het basisalgo-
ritme, was er een arbitrariteit in de toekenning van nullen en enen. The-
oretisch gezien, zouden we alle mogelijke combinaties kunnen aflopen,
maar dit zou leiden tot een onaanvaardbare toename van de rekentijd.
We beperken ons dan ook tot slechts 2 mogelijkheden. De keuze die
in de basisalgoritmes gemaakt was, zorgt ervoor dat kolom Ai die in
deze stap wordt aangepakt, zo weinig mogelijk verandert. Gemiddeld
gezien, betekent dit dat de poort die zal onstaan tussen Ai en Ai+1 een-
voudiger zal zijn dan bij een volstrekt willekeurige keuze het geval zou
zijn. Analoog, zouden we ervoor kunnen zorgen dat Pi zo weinig mo-
gelijk verandert, hetgeen de poort tussen P i+1 en P i eeenvoudiger zal
maken. In de praktijk zullen we beide doen en het beste van de twee
kiezen. We noemen dit de bidirectionele aanpak. Indien we ook hier de
poorkostdistributie bepalen voor w = 3, dan vinden we een maximum
van 17 en een gemiddelde kost van 8,06.
Als deze optimalisatie gecombineerd wordt met de voorgaande,
dan worden er in elke stap i van het algoritme 2(w − i + 1) mogelijk-
heden onderzocht. In totaal (voor alle stappen tezamen) leidt dit tot
(w + 2)(w − 1) mogelijkheden. Indien beide optimalisaties toegepast
worden op alle reversibele functies van breedte 3, dan vinden we de
poortkostdistributie van kolom (c) uit Tabel 6.13. We zien dat de maxi-
male kost daalt van 17 naar 16 en de gemiddelde kost van 8,43 naar
7,45.
6.2.4 Nieuw algoritme voor de implementatie van controlepoor-
ten
Inleiding
In deze sectie werken we een zelf gevonden manier uit om controle-
poorten te ontbinden in Toffoli-poorten, hetgeen nodig is voor hun im-
plementatie in quantumtechnologiee¨n. In Sectie 2.4.2 werden reeds 2
methodes gegeven om een controlepoort in quantumtechnologiee¨n te
implementeren, die rechtstreeks uit de literatuur af te leiden. De eer-
ste gaat rechtstreeks uit van de Reed-Muller expansie van de controle-
functie. De tweede past eerst een ESOP-minimalisatie toe om de con-
trolefunctie te vereenvoudigen. Het is duidelijk dat de laatstgenoem-
de aanpak tot aanzienlijk betere circuits zal leiden dan eerstgenoemde.
Aan voorgaande methodes zijn echter ook een aantal nadelen verbon-
den. Typisch voor ESOP-minimalisatie is dat de lagere-graadstermen
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Figuur 6.18 – Voorbeeld van een niet op ESOP gebaseerde implemen-
tatie.
‘opgeslorpt’ moeten worden door de hogere-graadstermen. Dit bete-
kent dat hoe hoger de graad van een term is, hoe kleiner de kans is
dat hij kan gee¨limineerd worden. De hoogste-graadstermen kunnen
zelfs helemaal niet vermeden worden, tenzij (indien mogelijk) door ar-
tificie¨le introductie van andere termen met een nog hogere graad. De
hoogste-graadstermen geven echter aanleiding tot de breedste (en dus
‘duurste’) poorten. Als we de functie f = A1A2⊕A1A3⊕A2A4⊕A3A4
beschouwen, dan zien we dat er alleen tweede-graadstermen in op-
treden. Bijgevolg zijn in dit geval alle termen hoogste-graadstermen,
en kan een ESOP-minimalisatie strategie hier niet veel aan verbeteren.
Toch zien we dat de functie f ook kan geschreven worden als (A1 ⊕
A4)(A2 ⊕ A3). Dit leidt tot een ontbinding zoals op Figuur 6.18. Een
ESOP-minimalisator kan nooit een dergelijk resultaat opleveren, om-
dat die op bitlijnen verschillend van de gecontroleerde bit, alleen NOTs
kan introduceren. Daarom voeren we hier een andere strategie in om
controlepoorten te ontbinden in Toffoli-poorten [82]. Om te kunnen
inschatten of e´e´n ontwerp beter is dan een ander, hebben we een kost-
functie nodig. Zowel poortkost als quantumkost komen hiervoor in
aanmerking.
Nieuw algoritme
Nu volgt het algoritme dat ik ontwikkeld heb. Het werd geı¨mplementeerd
in C++ voor controlepoorten met willekeurige breedte n.
We hebben een controlepoort met gecontroleerd bit An en controle-
functie f(A1, . . . , An−1) gegeven, alsook een oorspronkelijk lege lijst T
van Toffoli-poorten. Eerst selecteren we twee willekeurige, maar ver-
schillende termen van de Reed-Muller expansie van f en we zonderen
de gemeenschappelijke factoren af. Vervolgens controleren we of het
gedeelte tussen de haakjes correspondeert met een Toffoli-poort, d.w.z.
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of het van de vorm
Am ⊕A1 . . . Am−1Am+1 . . . An−1
is. Indien niet, dan proberen we opnieuw. Anders construeren we een
Toffoli-poort TOFtest = TOF(Am, A1 . . . Am−1Am+1 . . . An−1). We passen
die poort toe op de Reed-Muller expansie, d.w.z. we voeren de substitu-
tieAm → Am⊕A1 . . . Am−1Am+1 . . . An−1 door. Voor elke nieuwe term,
stockeren we in een lijstLwelke term hem geı¨ntroduceerd heeft. Indien
een term een (noodzakelijk oneven aantal keren) geı¨ntroduceerd werd,
dan kiezen we de goedkoopste term (d.i. de term met het kleinste aan-
tal letters) om toe te voegen aan L. In het geval de twee keuzemogelijk-
heden gelijkwaardig zijn, is de keuze arbitrair. Voor elke term ti in lijst
L, voegen we een Toffoli-poort TOF(An, ti) toe aan de lijst van Toffoli-
poorten. Vervolgens schrappen we alle termen vanL in de Reed-Muller
expansie, alsook de nieuwe termen die ze geı¨ntroduceerd hebben. Dit
verzekert ons dat de introductie van TOFtest de Reed-Muller expansie
niet meer termen heeft doen bevatten.
Vervolgens voegen we TOFtest toe aan de lijst T met Toffoli-poorten.
Op dit moment controleren we of de som van de kost van de lijst van de
Toffoli-poorten en de standaardkost van de controlepoort met gewijzig-
de controlefunctie lager is dan de standaardkost van de oorspronkelijke
controlepoort. Indien niet, dan herstellen we de Reed-Muller expansie
in zijn vorm van voor de introductie van TOFtest en verwijderen we alle
Toffoli-poorten die we in deze stap geı¨ntroduceerd hebben van de lijst
met Toffoli-poorten.
Deze procedure wordt een aantal keer herhaald, totdat dit aantal
een door de gebruiker gedefinieerd maximum aantal overschrijdt of-
wel totdat er minder dan 2 termen over zijn. Indien er op dit punt nog
termen over zijn in de Reed-Muller expansie, dan voegen we corres-
ponderende Toffoli-poorten toe aan de lijst met Toffoli-poorten. Op dat
moment, hebben we de correcte uitgang aan de gecontroleerde bit An,
maar we moeten nog extra poorten toevoegen om de andere bits in hun
oorspronkelijke staat te herstellen. Dit wordt het ‘spiegelblok’ of ‘un-
do block’ genoemd. Nu hebben we een correcte implementatie van de
originele controlepoort.
Voorbeeld
Als voorbeeld implementeren we de controlepoort met gecontroleerde
bit A5 en controlefunctie A1 ⊕ A1A2A3 ⊕ A2A3A4, waarvan de stan-
daardimplementatie gegeven is door 6.19 (a). Dit is ook het circuit dat
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(a) (b)
Figuur 6.19 – Implementatie van een controlepoort: (a) standaardim-
plementatie en (b) m.b.v. algoritme.
na ESOP-minimalisatie zou gevonden worden en het heeft een quan-
tumkost van 27.
We passen nu ons algoritme erop toe en we trachten de quantum-
kost te verminderen. We selecteren (bijvoorbeeld) de termen A1A2A3
en A2A3A4. Door de gemeenschappelijke factoren af te zonderen, vin-
den we A2A3(A1 ⊕ A4). Dus nemen we TOF (A1, A4) (d.w.z. een NOT-
poort) als TOFtest. Indien we de substitutie A1 → A1 ⊕ A4 toepassen
op de controlefunctie, dan krijgen we A1 ⊕ A4 ⊕ A1A2A3. We zien dat
de eerste term (d.i. A1) een extra term (nl. A4) heeft geı¨ntroduceerd en
dus verwijderd moet worden van de controlefunctie. We doen dit door
TOF (A5, A1) toe te voegen aan de lijst van Toffoli-poorten. Nu moeten
we controleren of dit de implementatie eenvoudiger gemaakt heeft. De
som van de quantumkost van de poorten in lijst T en de poorten die
voortkomen uit de getransformeerde Reed-Muller expansie bedraagt
16, hetgeen lager is dan de oorspronkelijke 27. Het voorgaande was
dus een stap in de goeie richting. Merk op dat we TOF (A1, A4) (d.i.
TOFtest) dubbel geteld hebben omdat het later ook deel zal uitmaken
van het spiegelblok. Nu blijft er slechts e´e´n term (nl.A1A2A3) over, dus
we voegen TOF (A5, A1A2A3) toe aan de lijst. Tenslotte moeten we, om
de toestand op de controlerende bits niet te veranderen, een spiegelblok
toevoegen. Hier bestaat dit blok uit slechts e´e´n poort, nl. TOF (A1, A4).
We vinden dus uiteindelijk het circuit van Figuur 6.19 (b). Aangezien
de quantumkost van dit circuit slechts 16 bedraagt, is het duidelijk een
beter ontwerp dan dat van Figuur 6.19 (a) dat een quantumkost had
van 27.
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Toepassing op controlepoorten van breedte 5
Wanneer we alle 22
4
= 65536 controlepoorten van breedte 5 implemen-
teren volgens dit algoritme vinden we een distributie van het aantal be-
nodigde Toffoli-poorten. Deze distributie wordt gegeven in Tabel 6.12.
Het maximaal aantal stappen was ingesteld op 10. We merken nog op
dat aangezien we in het algoritme de termen willekeurig kiezen, we bij
2 opeenvolgende toepassingen van het algoritme voor dezelfde con-
trolepoort niet noodzakelijk hetzelfde resultaat vinden. De variantie
is (zeker bij controlepoorten met weinig ingangen) relatief klein. Ter
vergelijking is in Tabel 6.12 ook het aantal Toffoli-poorten gegeven dat
nodig is bij standaardimplementatie. Dit is dus eigenlijk de distributie
van de lengtes van de Reed-Muller expansies van alle Boolese functies
van 4 variabelen. Voor poorten met weinig ingangen is het effect van
het algoritme beperkt, zoals blijkt uit de tabel: het gemiddeld aantal
poorten daalt van 8 naar 7, 5 voor poorten van breedte 5. We zullen
verder zien dat voor bredere poorten dit algoritme meer impact heeft.
Tabel 6.12 – Distributie van aantal Toffoli-poorten nodig voor de im-
plementatie van een controlepoort met n = 5.
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6.2.5 Conclusies
Tabel 6.13 – Poortkost-distributie voor alle 40320 poorten van breedte 3
voor (a) Algoritme 1, (b) Algoritme 2, (c) veralgemeend
Algoritme 2, (d) Algoritme 2 met Optimalisaties 1 en 2 en
(e) met betere implementatie controlepoorten.
poortkost (a) (b) (c) (d) (e)
0 1 1 1 1 1
1 12 12 15 12 12
2 74 75 101 90 90
3 300 310 438 434 434
4 900 932 1350 1421 1421
5 2095 2148 3028 3542 3546
6 3874 3932 5083 6571 6625
7 5811 5867 6698 8754 8932
8 7142 7220 7105 8354 8590
9 7158 7276 6205 6092 6183
10 5811 5888 4682 3271 3158
11 3829 3755 3015 1256 1066
12 2053 1873 1604 376 238
13 882 735 728 102 20
14 293 229 231 39 4
15 72 56 32 4
16 12 10 3 1
17 1 1 3
gemiddelde 8,49 8,43 8,05 7,45 7,39
Ook hier werden al onze zelf gevonden algoritmes en optimalisaties
geı¨mplementeerd in een zelf geschreven C++-programma. De poort-
kostdistributie geldig voor breedte w = 3 is te vinden in Tabel 6.13.
We zien dat, voor het Algoritme 1 (kolom (a)), de maximale kost en
de gemiddelde kost respectievelijk 17 en 8,49 zijn. Bij Algoritme 2 (ko-
lom (b)) vinden we een maximum van 17 en een gemiddelde van 8,43.
Het veralgemeend algoritme uit Sectie 6.2.2 zorgt, zoals reeds gezegd,
slechts voor een lichte verbetering van de gemiddelde poortkost. Op-
timalisatie 1 en 2 hebben samen een grotere verbetering tot gevolg: de
maximale kost daalt tot 16; de gemiddelde kost tot 7,45.
Tot hiertoe werden de controlepoorten geı¨mplementeerd met de
standaardmethode, waarbij elke term uit de Reed-Muller expansie van
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de controlefunctie aanleiding geeft tot e´e´n Toffoli-poort. Indien we
echter de controlepoorten implementeren met de intelligentere strate-
gie van Sectie 6.2.4, dan kunnen we een verdere verbetering bekomen.
De naı¨eve aanpak is om eerst het basisalgoritme (met zijn optimalisa-
ties) toe te passen en dan elk van de verkregen controlepoorten te ont-
binden met deze techniek. We hebben er echter voordeel bij om de ont-
binding van een controlepoort te doen direct nadat ze gevonden werd.
Zoals we hebben gezien, is er in het algoritme van Sectie 6.2.4 meestal
een spiegelblok nodig om ervoor te zorgen dat alleen de gecontroleer-
de bit verandert. Maar aangezien er na de i-de stap van het huidige
algoritme nog maar i bits goed gezet zijn, is het geen probleem als de
overige w − i bits veranderen. We hebben het spiegelblok dus meest-
al maar gedeeltelijk en in stap 1 zelfs helemaal niet nodig. Toepassing
van deze strategie zorgt voor een aanzienlijk daling van de maximale
kost: van 16 naar 14. De gemiddelde winst is eerder beperkt. Dat is
niet echt verwonderlijk, aangezien het algoritme voor de implementa-
tie van controlepoorten pas echt efficie¨nt wordt bij grotere breedte. Bij
functies van breedte groter dan 3, is het vaak deze techniek die voor de
meeste verbetering zorgt.
Indien we de algoritmes uit deze sectie toepassen op de bench-
marks, verkrijgen we de resultaten van Tabellen 6.14, 6.15 en 6.16, die
respectievelijk poortkost, transistorkost en quantumkost tonen. De con-
clusies, die we er kunnen uit trekken, zijn geldig voor alledrie de kost-
functies en bijgevolg kunnen we de drie tabellen samen behandelen.
Kolom (a) toont telkens de kost als enkel Algoritme 1 toegepast wordt,
terwijl kolom (b) de resultaten voor Algoritme 2 toont. Zoals te ver-
wachten, zijn de resultaten (over het algemeen) lichtjes beter dan die
uit het vorige hoofdstuk en merkelijk beter dan die uit de vorige sec-
tie. Dit is uiteraard geen verrassing aangezien de (poort)kost in de-
ze sectie stijgt als w2w, terwijl die in het vorige hoofdstuk steeg als
w22w en in de vorige sectie zelfs als 4w. Zoals reeds gezegd, is de keu-
ze tussen Algoritme 1 en Algoritme 2 afhankelijk van de benchmark:
voor de ‘hwb’-bechmarks is Algoritme 1 licht beter; voor de ‘ham’-
benchmarks levert Algoritme 2 veruit de beste resultaten. Beide al-
goritmes hebben dus hun nut. We willen ook nog opmerken dat de
transistorkosten louter indicatief zijn: in de praktijk kunnen de contro-
lefuncties geoptimaliseerd worden met behulp van een krachtig SOP-
minimalisatie-algoritme (zoals Espresso [88]). Dit werd tot op heden
niet geı¨mplementeerd, maar handmatig werd vastgesteld dat we de
transistorkost van bijv. ‘hwb4’ voor Algoritme 1 kunnen verlagen van
128 tot 96.
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Tabel 6.14 – Poortkost van benchmarks: (a) Algoritme 1, (b) Algorit-
me 2, (c) veralgemeend Algoritme 2, (d) Algoritme 2 met
Optimalisaties 1 en 2 en (e) met betere implementatie con-
trolepoorten.
benchmark methode
naam w (a) (b) (c) (d) (e)
hwb4 4 20 23 22 23 23
hwb5 5 60 65 71 53 50
hwb6 6 142 161 165 143 107
hwb7 7 379 414 400 346 281
hwb8 8 838 906 915 794 648
hwb9 9 1958 2069 2157 2008 1479
hwb10 10 4419 4773 4757 4411 3381
hwb11 11 9913 10676 10579 10136 7468
add3 4 5 6 8 6 6
3 17 3 9 10 9 7 7
4 49 4 20 26 24 22 22
cycle10 2 12 1534 2044 2034 27 27
ham3 3 8 6 4 5 5
ham7 7 76 34 39 32 32
ham15 15 72354 467 274 202 191
Miller 3 6 7 7 6 6
Wat de technieken uit deze sectie echter nog interessanter maakt,
is dat ze nog verder optimaliseerbaar zijn. Het veralgemeend Algorit-
me 2 uit (Paragraaf 6.2.2) levert niet altijd een verbetering (kolom (c))
en in de gevallen waar er wel een positief effect is, is dit slechts margi-
naal. De optimalisaties uit paragraaf 6.2.3 hebben wel een eenduidige
positieve invloed (kolom (d)): de kost wordt in nagenoeg alle gevallen
gereduceerd. De grootste verbetering komt echter meestal van de toe-
passing van het algoritme voor de implementatie van controlepoorten
(Sectie 2.4.2). Zo zien we bijvoorbeeld dat de poortkost van ‘hwb11’
met 26% daalt van 10136 naar 7468.
Indien we de uiteindelijke resultaten (kolom (e)) van deze sectie
vergelijken met de beste resultaten uit het vorige hoofdstuk en die uit
de vorige sectie, dan zien we dat vrijwel steeds de resultaten uit de-
ze sectie de beste zijn. Alleen voor enkele eenvoudige benchmarks als
‘hwb4’, is de methode uit Hoofdstuk 5 beter. De poortkost van ‘ham15’
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Tabel 6.15 – Transistorkost van benchmarks: (a) Algoritme 1, (b) Al-
goritme 2, (c) veralgemeend Algoritme 2, (d) Algoritme 2
met Optimalisaties 1 en 2 en (e) met betere implementatie
controlepoorten.
benchmark methode
naam w (a) (b) (c) (d) (c)
hwb4 4 128 148 144 148 80
hwb5 5 532 552 628 436 312
hwb6 6 1524 1696 1764 1512 848
hwb7 7 4888 5180 5064 4224 2856
hwb8 8 12340 12844 13280 11164 8184
hwb9 9 32388 33508 34848 32152 23480
hwb10 10 81460 86656 86808 81852 60464
hwb11 11 203016 215300 212884 206444 146568
add3 4 28 36 44 36 36
3 17 3 32 36 36 36 28
4 49 4 124 172 148 96 104
cycle10 2 12 29696 40948 40872 608 480
ham3 3 44 28 16 28 24
ham7 7 636 192 216 172 144
ham15 15 2096248 4296 2344 1344 1160
Miller 3 44 48 48 44 40
echter is hier slechts 191, terwijl die in Hoofdstuk 5 maar liefst 39370
was. We mogen dus gerust concluderen dat de strategie in deze sec-
tie de beste is. In de volgende hoofdstukken zullen we dan ook nog
uitsluitend het geoptimaliseerde Algoritme 2 beschouwen.
6.2 Synthese m.b.v. de deelgroep der controlepoorten 151
Tabel 6.16 – Quantumkost van benchmarks: (a) Algoritme 1, (b) Al-
goritme 2, (c) veralgemeend Algoritme 2, (d) Algoritme 2
met Optimalisaties 1 en 2 en (e) met betere implementatie
controlepoorten.
benchmark methode
naam w (a) (b) (c) (d) (e)
hwb4 4 68 87 92 87 37
hwb5 5 508 493 583 365 221
hwb6 6 1878 2125 2135 1727 904
hwb7 7 8216 8224 8522 6495 3558
hwb8 8 23705 23836 25456 21908 12351
hwb9 9 73002 74763 75814 69881 42895
hwb10 10 193609 208403 206707 191420 123459
hwb11 11 556055 582774 566691 529364 360247
add3 4 13 18 20 18 15
3 17 3 17 18 19 17 17
4 49 4 96 134 110 47 40
cycle10 2 12 65236 93568 93514 1885 1266
ham3 3 20 10 10 10 10
ham7 7 520 102 151 155 80
ham15 15 6896043 3974 2077 873 767




In dit hoofdstuk bekijken we een techniek om circuits te optimaliseren.
We gaan hier steeds uit van een reeds gesynthetiseerd circuit, waarbij
synthese gebeurd is met behulp van e´e´n van de technieken die hier-
boven behandeld werden. Het doel zal zijn om stukjes van het circuit
te bekijken en te zien of ze niet kunnen vervangen worden door een
andere (en uiteraard eenvoudigere) cascade van poorten. Om dit syste-
matisch te kunnen doen, zullen we sjablonen invoeren. In Sectie 7.2 van
dit hoofdstuk geven we de zelf gevonden sjablonen voor circuits met
controlepoorten en gecontroleerde verwisselaars. In Sectie 7.3 geven
de sjablonen voor Toffoli- en Fredkin-netwerken. De meeste van deze
sjablonen zijn gekend in de literatuur, al zijn we er wel in geslaagd er
enkele te veralgemenen, waardoor er andere overbodig werden. In de
laatste sectie van de hoofdstuk passen we de sjablonen dan toe op de
circuits gevonden in het vorige hoofdstuk.
7.1 Definities
In voorgaande hoofdstukken zijn we verscheidene identiteiten tegen-
gekomen. Zo hebben we reeds gezien (zie Sectie 2.3.4) dat het netwerk
van Figuur 7.1 (a) dezelfde functie uitdrukt als die van Figuur 7.1 (b).
Aangezien het tweede goedkoper is dan het eerste (althans in poort-
en transistorkost), ligt het voor de hand om, telkens we in een circuit
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(a) (b)
Figuur 7.1 – Voorbeeld van een herschrijvingsregel.
(a) (b)
Figuur 7.2 – Voorbeeld van een herschrijvingsregel die herleidbaar is
tot Figuur 7.1.
een subcircuit zoals op Figuur 7.1 (a) aantreffen, dit te vervangen door
een subcircuit zoals op Figuur 7.1 (b). Het is wellicht geen verassing
dat er in de literatuur [34, 35] verscheidene van deze regeltjes gekend
zijn. In [51] wordt vermeld dat het aantal van deze zogenaamde her-
schrijvingsregels exponentieel stijgt met de lengte (d.i. het aantal poor-
ten) van het linkergedeelte van de regel, de lengte van het rechterge-
deelte en het aantal bits (d.i. de breedte) waarop de regel betrekking
heeft. Heel wat herschrijvingsregels kunnen echter tot elkaar herleid
worden. Zo zien we dat de identiteit van Figuur 7.2 kan herleid wor-
den tot die van Figuur 7.1 door aan beide leden van Figuur 7.2 een
CNOT toe te voegen. Bovendien kan een bepaalde regel soms te ver-
vangen zijn door een combinatie van 2 of meer andere regels. Heel wat
regels zijn m.a.w. redundant. Maar zelfs na deze observaties stijgt het
aantal (niet-redundante) regels exponentieel met het aantal bits. Om
hieraan te verhelpen, voeren we sjablonen in.
Veronderstel dat een cascade van poorten g0g1 . . . gm−1 een imple-
mentatie vormt van de identiteit e, m.a.w. we kunnen schrijven dat 1
g0g1 . . . gm−1 = e.
Indien we beide leden links vermenigvuldigen met g−10 en rechts met
g0, dan vinden we:
g1 . . . gm−1g0 = e.
Het is duidelijk dat we deze redenering kunnen verderzetten en m der-
gelijke identiteiten kunnen neerschrijven. Naar analogie met [51] zul-
1We maken hier geen onderscheid in notatie tussen een poort en de functie die deze
poort uitdrukt.
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len we van cycli spreken. Uit g0g1 . . . gm−1 = e volgt dat ook





wat opnieuw aanleiding geeft tot m cycli. Het is eenvoudig in te zien
dat een cascade van poorten die de eenheidsfunctie vormt, aanleiding
geeft tot een groot aantal herschrijvingsregels. Bijvoorbeeld door
g0g1 . . . gm−1 = e
rechts te vermenigvuldigen met g−1k g
−1
k+1 . . . g
−1
m−1 (0 6 k 6 m− 1), vin-
den we:
g0g1 . . . gk−1 = g−1k g
−1
k+1 . . . g
−1
m−1.
Indien k > m2 , dan zal het rechtercircuit minder poorten bevatten dan
het linkercircuit. We nemen de definitie voor een sjabloon uit [51] over:
Definitie 7.1 Een sjabloon van lengte m is een cascade van m poorten die
de identiteitsfunctie realiseert en waarvan tenminste e´e´n cyclus een poortkost
heeft die niet gereduceerd kan worden met behulp van sjablonen van lengte
korter dan of gelijk aan m.
De herschrijvingsregels van Figuren 7.1 en 7.2 kunnen samengevat
worden in de ene sjabloon van Figuur 7.3 (a). Nu blijken er verschei-
dene verwante sjablonen te bestaan. De sjabloon van Figuur 7.3 (b)
bijvoorbeeld is, hoewel verschillend, duidelijk heel gelijkaardig aan die
van Figuur 7.3 (a). Om geheugenruimte te sparen is het voordelig om
alle verwante sjablonen samen te nemen in een sjablonenklasse, zoals
voorgesteld op Figuur 7.3 (c). In deze en volgende figuren, maken we
de volgende afspraak: een enkele lijn staat voor e´e´n bitlijn, een dubbe-
le staat voor een buslijn, d.w.z. een lijn die kan bestaan uit 0, 1 of meer
bitlijnen. We zullen steeds proberen om de sjablonenklassen zo alge-
meen mogelijk te maken en zo trachten hun aantal te beperken. Als we
hierna over een sjabloon spreken, dan bedoelen we steeds een sjablo-
nenklasse, tenzij anders vermeld.
Sjablonen zijn dus niets anders dan een systematische methode om
herschrijvingsregels samen te vatten. Zoals in de definitie vastgelegd
werd, worden sjablonen alleen als dusdanig beschouwd indien ze ten-
minste e´e´n niet-redundante cyclus hebben. Bij toepassing van sjablo-
nen worden enkel de niet-redundante cycli gebruikt. Een sjabloon kan




Figuur 7.3 – Sjablonen: (a) voorbeeld 1, (b) voorbeeld 2 en (c) sjablo-
nenklasse.
• Een voorwaartse toepassing van een sjabloon is een herschrij-
vingsregel van de vorm 2:
gig(i+1)%m . . . g(i+k−1)%m → g−1(i−1)%m g−1(i−2)%m . . . g−1(i+k)%m.
• Een achterwaartse toepassing van een sjabloon is een herschrij-
vingsregel van de vorm:
g−1i g
−1
(i−1)%m . . . g
−1
(i−k+1)%m → g(i+1)%m g(i+2)%m . . . g(i−k)%m.
In beide gevallen geldt: 0 6 i, k 6 m − 1. In de volgende paragraaf
bekijken we sjablonen bestaande uit controlepoorten en gecontroleerde
verwisselaars. Aangezien deze poorten steeds hun eigen inverse zijn,
worden er bij de aanwending van deze sjablonen nooit nieuwe poort-
types geı¨ntroduceerd. Verderop bekijken we sjablonen waarin enkel
Toffoli-poorten en Fredkin-poorten toegelaten worden.
7.2 Sjablonen met controlepoorten en gecontroleer-
de verwisselaars
Alle sjablonen die in deze sectie besproken worden zijn een eigen vin-
ding. We volgen hier de indeling die we ingevoerd hebben in [89]. Fi-
guur 7.4 toont de sjblonen die wij de U-sjablonen genoemd hebben.
Uit U1 kunnen we afleiden dat een cascade van een controlepoort met
controlefunctie f en e´e´n met controlefunctie g kan vervangen worden
door controlepoort met controlefunctie f ⊕ g. Sjabloon U2 is het ana-
loge geval voor gecontroleerde verwisselaars. Beide sjablonen kunnen
met drie poorten weergegeven worden.
2% staat voor ‘modulo’.
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U1 U2
f g f g
f gf g
Figuur 7.4 – U-sjablonen.
V1
f gg ’’’f fg
V2
f gg ’’’f fg
V3
f gg *f fg
V4





Figuur 7.5 – V-sjablonen.
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W1 W2
f g f gg g
f g f gg g
W3
f g f gg g
W4
f g f gg g
W5 W6
f g f gg g f g f gg g
Figuur 7.6 – W-sjablonen.
Figuur 7.5 toont de zogenaamde V-sjablonen. Dit zijn sjablonen van
de vorm ABAC. Ze bevatten dus vier poorten waarbij de eerste en de
derde gelijk zijn. De tweede en vierde zijn ook gelijk, op (eventueel)
de controlefunctie na. Sjablonen van dit type kunnen op verschillende
wijzen teruggevonden worden. Een mogelijke manier is om twee poor-
ten (A en B) voor te stellen; vervolgens de cascade ABA construeren
en tenslotte na te gaan of er een poort C bestaat die hetzelfde gedrag
vertoont. Indien de combinatie ABAC niet te vereenvoudigen is met
behulp van een eenvoudiger sjabloon en geen speciaal geval is van een
ander sjabloon, dan hebben we een nieuw sjabloon gevonden. De aldus
gevonden sjablonen zijn te zien op Figuur 7.5.
We tonen eerst de geldigheid van sjabloon V1 aan. Toepassing van
de eerste twee poorten levert:
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Pw−1 = g(A1, A2, . . . , Aw−2)⊕Aw−1 (7.1)
Pw = f(A1, A2, . . . , Aw−2, g ⊕Aw−1)⊕Aw. (7.2)
Met behulp van positieve Davio-decompositie [23, 24, 90], vinden we de
volgende identiteit:
f(A1, . . . , Aw−1) = Aw−1f ′′′(A1, . . . , Aw−2)⊕ f ′(A1, . . . , Aw−2). (7.3)
De functies f ′,f ′′ en f ′′′ worden de subfuncties van f(A1, . . . , Aw−1)
genoemd en zijn gedefinieerd als:
f ′(A1, A2, . . . , Aw−2) = f(A1, A2, . . . , Aw−2, 0)
f ′′(A1, A2, . . . , Aw−2) = f(A1, A2, . . . , Aw−2, 1)
f ′′′(A1, A2, . . . , Aw−2) = f ′ ⊕ f ′′.
De derde subfunctie f ′′′ is identiek aan de partie¨le afgeleide (zie Sec-
tie 5.5.2) en kan dus ook als ∂f∂Aw−1 genoteerd worden. Als we Davio-
decompositie toepassen op het rechterlid van Formule 7.2 vinden we:
Pw = (g ⊕Aw−1)f ′′′ ⊕ f ′ ⊕Aw.
Na uitwerking van de haakjes en toepassing van Davio-decompositie
in omgekeerde richting, komen we tot:
Pw = (Aw−1f ′′′ ⊕ f ′ ⊕ f ′′′g)⊕Aw (7.4)
= (f ⊕ f ′′′g)⊕Aw. (7.5)
Dus 7.1 - 7.2 wordt:
Pw−1 = g ⊕Aw−1
Pw = (f ⊕ f ′′′g)⊕Aw.
Het is duidelijk dat als we hierop een derde controlepoort met contro-
lefunctie g en een vierde met controlefunctie f ⊕ gf ′′′ toepassen, we
Pw−1 = Aw−1 en Pw = Aw vinden. Alle uitgangen zijn dus gelijk aan
de corresponderende ingangen, waarmee we dus aangetoond hebben
dat V1 een geldig sjabloon is.
De geldigheid van de andere sjablonen kan op volkomen analoge
wijze aangetoond worden. We werken alleen nog sjabloon V3 verder
uit. Toepassing van de eerste twee poorten levert:
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Pw−2 = (Aw−2 ⊕Aw−1)g(A1, A2, . . . , Aw−3)⊕Aw−2 (7.6)
Pw−1 = (Aw−2 ⊕Aw−1)g(A1, A2, . . . , Aw−3)⊕Aw−1 (7.7)
Pw = f(A1, A2, . . . , Pw−2, Pw−1)⊕Aw. (7.8)
Door twee keer positieve Davio-decompositie toe te passen, vinden we
de identiteit:
f(A1, A2, . . . , Aw−1) = Aw−2Aw−1f ′′′
′′′
(A1, A2, . . . , Aw−3) ⊕
Aw−2f ′′′
′
(A1, A2, . . . , Aw−3) ⊕
Aw−1f ′
′′′
(A1, A2, . . . , Aw−3) ⊕
f ′
′
(A1, A2, . . . , Aw−3), (7.9)
waarin f ′′′′′′ ,f ′′′′ , . . . subsubfuncties van f voorstellen. Substitutie van
7.6 en 7.7 in vergelijking 7.8 en toepassing van bovenstaande identiteit
levert:
Pw−2 = (Aw−2 ⊕Aw−1)g(A1, A2, . . . , Aw−3)⊕Aw−2
Pw−1 = (Aw−2 ⊕Aw−1)g(A1, A2, . . . , Aw−3)⊕Aw−1
Pw = f ⊕ gf∗ ⊕Aw,
waarin f∗(A1, . . . , Aw−1) = (Aw−2 ⊕Aw−1)(f ′′′′ ⊕ f ′′′′). De derde poort
(die identiek is aan de eerste) reconstrueert Pw−2 en Pw−1:
Pw−2 = Aw−2
Pw−1 = Aw−1
Pw = f ⊕ gf∗ ⊕Aw.
Indien de vierde poort nu f⊕gf∗ als controlefunctie heeft, dan zijn alle
uitgangen gelijk aan hun overeenkomstige ingangen.
Vervolgens bekijken we de W-sjablonen. Dit zijn ook sjablonen van
het type ABAC, maar hier kunnen B en C volstrekt verschillend zijn.
Ze zijn te zien op Figuur 7.6. Merk op dat W1 o.a. aantoont dat een ge-
controleerde verwisselaar kan vervangen worden door een combinatie
van 3 controlepoorten, zoals reeds aangetoond in 2.3.4. De juistheid
van deze sjablonen kan nagegaan worden op dezelfde manier als bij de
V-sjablonen.
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(a) afgeleid van U1 (b) afgeleid van U2
Figuur 7.7 – Sjablonen van lengte 2.
7.3 Sjablonen met Toffoli-poorten en Fredkin-poorten
Als we in de sjablonen uit de vorige paragraaf de willekeurige func-
ties f en g vervangen door AND-functies, dan bekomen we automatisch
sjablonen voor Toffoli en Fredkin-poorten. Eventueel moeten poorten
met als controlefunctie combinaties als f ⊕ g ontbonden worden. Op
die manier vinden we (een veralgemening van) de sjablonen uit [91].
De eerste twee sjablonen, die we vinden, zijn van lengte 2 en zijn te
zien in Figuur 7.7. Ze drukken eenvoudigweg uit dat een cascade van
2 identieke Toffoli-poorten of 2 identieke Fredkin-poorten weggelaten
mag worden. Er blijken geen sjablonen van breedte 3 te zijn. Op Figu-
ren 7.8 en 7.9 zijn vervolgens de 16 sjablonen van lengte 4 te zien. De 8
sjablonen van Figuur 7.8 zijn allemaal van de vorm ABAB. Het gaat hier
om de zogenaamde passeersjablonen: ze kunnen gebruikt worden om 2
poorten te verwisselen (zie Appendix B). Tenslotte staan in Figuur 7.10
de twee sjablonen van lengte 5. De sjabloon van Figuur 7.10 (a) kunnen
we afleiden uit sjabloon V1 door g = A1A3 en f = A2A3A4 te kiezen 3.
De controlefunctie f ⊕ gf ′′′ wordt dan A2A3A4 ⊕ A1A2A3. Als we de-
ze controlepoort opsplitsen, vinden we de laatste twee Toffoli-poorten
van Figuur 7.10 (a) terug. Bij alle sjablonen staat steeds aangegeven van
welke sjabloon uit de vorige paragraaf het is afgeleid.
In [51], [91] en [92] worden ook voorbeelden van langere sjablonen
gegeven (lengte > 5), die via een exhaustieve techniek gevonden wer-
den. De meeste onder hen worden niet voorspeld door de sjablonen
in de vorige paragraaf. In totaal geven [51], [91] en [92] 14 sjablonen
van lengte groter dan 5. Sommige van deze sjablonen kunnen echter
veralgemeend worden, waardoor andere overbodig worden. De niet-
redundante sjablonen van lengte 6, 7 en 9 worden getoond in Figu-
ren 7.11, 7.12 en 7.13 respectievelijk. Zoals gezegd zijn de de meeste
van de sjablonen uit deze sectie reeds in [51], [91] of [92] te vinden,
behalve de sjabloon van Figuur 7.11 (a), die een eigen vinding is.
3Merk op dat A1, A2 en A3 hier voor de AND van een onbepaald aantal bitlijnen
kunnen staan.
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(a) afgeleid van U1 (b) afgeleid van U2 (c) afgeleid van V1
(d) afgeleid van V3
(e) afgeleid van V3 of
V5
(f) afgeleid van V4 of
V6
(g) afgeleid van V5 (h) afgeleid van V6
Figuur 7.8 – Sjablonen van lengte 4: passeersjablonen.
In [51] wordt de volgende stelling bewezen:
Stelling 7.1 Voor de complete classificatie van sjablonen met lengte kleiner
dan of gelijk aan m en hun complete toepassing bij reductie van de grootte van
een netwerk geldt dat:
• voor even m, elk subnetwerk van lengte m2 optimaal is voor elke kost-
functie,
• voor oneven m, elk subnetwerk van lengte ⌊m2 ⌋ optimaal is voor elke





optimaal is qua poortkost.
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(a) afgeleid van W1 (b) afgeleid van V3 (c) afgeleid van W5
(d) afgeleid van W6 (e) afgeleid van W2 (f) afgeleid van W3
(g) afgeleid van V4 (h) afgeleid van W4
Figuur 7.9 – Overige sjablonen van lengte 4.
Hieruit volgt automatisch dat als na volledige toepassing van de sjablo-
nen een circuit van lengte m2 bekomen wordt (m even), dat dit circuit
optimaal is. Voor m oneven kunnen we uiteraard een analoge obser-
vatie maken. In [91] werd door een exhaustieve zoekmethode aange-
toond dat alle sjablonen van lengte tot en met 5 gevonden zijn. In [51]
werd verwacht (maar niet bewezen) dat alle sjablonen tot en met leng-
te 7 gekend waren. Aangezien we echter enkele sjablonen van lengte 6
hebben kunnen veralgemenen, is deze uitspraak twijfelachtig. We mo-
gen dus enkel zeggen dat (sub)circuits van lengte 3 optimaal zijn qua
poortkost. Voor andere kostfuncties gaat de optimaliteit slechts tot cir-
cuits van lengte 2. Dit toont dus aan dat optimale circuits niet moeten
verwacht worden na toepassing van sjablonen. Dit neemt echter niet
weg dat een significante verbetering wel mogelijk is.
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(a) afgeleid van V1 (b) afgeleid van V2
Figuur 7.10 – Sjablonen van lengte 5.
(a) (b)
(c)
Figuur 7.11 – Sjablonen van lengte 6.
7.4 Toepassing en resultaten
Voor de toepassing van sjablonen maken we gebruik van het algoritme
gegeven in [51]. De geı¨nteresseerde lezer kan een beschrijving van dit
algoritme vinden in Appendix B. We hebben de sjablonen toegepast
op de circuits gevonden met Algoritme 2 uit Sectie 6.2. Opnieuw wer-
den circuits bepaald voor alle 40320 reversibele functies van breedte
w = 3. De resultaten worden gegeven in Tabel 7.1. In kolom (a) wor-
den, ter vergelijking, de resultaten uit Sectie 6.2 herhaald. In kolom (b)
staat de poortkostdistributie van de circuits die verkregen werden door
naderhand template matching (d.i. de toepassing van de sjablonen) toe
te passen. We merken een aanzienlijke verbetering op: de gemiddel-
de kost daalt van 7,39 naar 6,30; de maximale kost daalt van 14 naar
12. We willen erop wijzen dat, hoewel de oorspronkelijke circuits enkel
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(a) (b) (c)
(d) (e)
Figuur 7.12 – Sjablonen van lengte 7.
Toffoli-poorten bevatten, de circuits na template matching ook Fredkin-
poorten kunnen bevatten. Ter vergelijking worden er ook resultaten
van enkele andere auteurs gegeven. Kolom (c) toont de poortkostdis-
tributie volgens Maslov et al. [51]. Er dient wel opgemerkt te worden
dat zij enkel Toffoli-poorten gebruiken; ook bij de template matching
maken ze alleen gebruik van de sjablonen die enkel Toffoli-poorten be-
vatten. Hun resultaten zouden dus nog geoptimaliseerd kunnen wor-
den. Daar staat tegenover dat ze allerlei andere optimalisatietechnie-
ken toegepast hebben die ertoe leidden dat de synthese van alle cir-
cuits van breedte w = 3 niet minder dan 96h in beslag nam. Dezelfde
test duurde voor ons algoritme slechts 3h. Veruit de meeste tijd werd
besteed aan de toepassing van sjablonen. Ter vergelijking: zonder sja-
blonen had ons algoritme slechts 135s nodig om de poortkostdistribu-
tie (a) te bepalen. Tenslotte toont kolom (d) de optimale poortkostdis-
tributie die exhaustief (zie Sectie 3.1.3) kan bepaald worden. Hierbij
werd gebruik gemaakt van een bibliotheek die NOT, CN, CCN, SWAP en
klassieke Fredkin bevat. Dit komt overeen met onze bibliotheek voor
breedte w = 3 en dus kunnen we een faire vergelijking maken. We zien
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Figuur 7.13 – Sjabloon van lengte 9.
dat de optimale worst-case kost slechts 7 bedraagt en de optimale ge-
middelde kost bedraagt slechts 5,13. Zoals reeds gezegd, is strategie (d)
onmogelijk voor breedte 4 en meer.
Vervolgens bepalen we opnieuw schakelingen voor de door ons be-
schouwde benchmarks. We zien in Tabel 7.2 dat de winst qua poortkost
sterk afhankelijk is van de benchmark. De winst is vooral te zien bij
benchmarks ‘add3’ (−33%), ‘4 49’ (−27%), ‘ham15’ (−24%) en ‘hwb5’
(−20%). Andere circuits worden minder geoptimaliseerd: zo wordt
‘hwb6’ bijvoorbeeld niet verbeterd. We vergelijken ook hier met resul-
taten uit de literatuur. Optimale circuits zijn er voor de meeste bench-
marks uiteraard niet. Alleen voor enkele eenvoudige reversibele func-
tie kunnen we die bepalen. Zo hebben we reeds aangegeven dat de
optimale reversibele Full Adder vier poorten bevat. We kunnen wel
vergelijken met de resultaten van Maslov et al. [51]. Voor de meeste
benchmarks vinden zij een poortkost die vergelijkbaar is met de onze.
Circuits ‘hwb9’, ‘hwb10’ en ‘hwb11’ krijgen echter een opmerkelijke
verbetering. We zien dat alleen ‘hwb6’ en ‘ham15’ een duidelijk hogere
poortkost hebben bij onze techniek.
Als we kijken naar transistorkost (Tabel 7.3), dan kunnen we ana-
loge conclusies trekken. Hier worden vooral ‘ham15’ (−31%), ‘hwb11’
(−32%) en ‘add3’ (−22%) geoptimaliseerd door de toepassing van sja-
blonen. Vergelijking met andere auteurs is moeilijk omdat zij zelden of
nooit transistorkosten publiceren.
Tenslotte beschouwen we quantumkost als kostfunctie. De resulta-
ten zijn te vinden in Tabel 7.4. We zien bij enkele benchmarks een zeer
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Tabel 7.1 – Poortkostdistributie: (a) vo´o´r toepassing sjablonen, (b) na
toepassing sjablonen, (c) Maslov et al. en (d) optimaal.
poortkost (a) (b) (c) (d)
0 1 1 1 1
1 12 18 12 18
2 90 177 102 184
3 434 978 616 1318
4 1421 3242 2489 6474
5 3546 7002 6734 17695
6 6625 10898 11525 14134
7 8932 9949 10548 496
8 8590 5452 5666
9 6183 1914 1957
10 3158 548 535
11 1066 114 113
12 238 27 22
13 20
14 4
gemiddelde 7,39 6,30 5,88 5,13
sterke daling in de quantumkost: zo daalt de quantumkost van ‘hwb11’
met maar liefst 46% en die van ‘ham15’ met 40%. We vergelijken op-
nieuw met de resultaten uit [51]. Voor de meeste benchmarks zijn de 2
resultaten gelijkaardig. Alleen ‘hwb6’ leverde met onze werkwijze een
duidelijk minder goede quantumkost. Bovendien moet er nog vermeld
worden dat in [51] er soms een een extra garbagebit toegelaten wordt
bij de bepaling van de quantumkost. Dergelijke circuits worden in Ta-
bel 7.4 met een asterisk aangegeven. Hun eigenlijke quantumkost kan
dus aanzienlijk hoger zijn. Bij ‘hwb8’ geven hun technieken, indien
we geen extra garbage bit toelaten, een quantumkost van 6499 i.p.v.
6197. Ook worden er in [51] tijdrovende optimalisaties toegepast, die
zeer slecht schalen. Bijgevolg is de praktische toepasbaarheid ervan be-
perkt. Zo duurde de synthese van ‘hwb11’ maar liefst 12h, terwijl dit
bij ons slechts 3h was.
Voor ‘add3’ vinden we het circuit van Figuur 3.4 (a) terug. Het ver-
schil in quantumkost wordt veroorzaakt door het feit dat we hier geen
gebruik maken van de Peres-poort. Doen we dit wel, dan vinden we ui-
teraard 8 als quantumkost. Tot slot merken we op dat de quantumkost
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Tabel 7.2 – Poortkost van benchmarks: (a) vo´o´r toepassing sjablonen,
(b) na toepassing sjablonen en (c) Maslov et al.
benchmark methode
naam w (a) (b) (c)
hwb4 4 23 20 11
hwb5 5 50 40 24
hwb6 6 107 107 42
hwb7 7 281 267 236
hwb8 8 648 608 614
hwb9 9 1479 1457 1541
hwb10 10 3381 3365 3595
hwb11 11 7468 7374 8214
add3 4 6 4 4
3 17 3 7 6 6
4 49 4 22 16 12
cycle10 2 12 27 26 19
ham3 3 5 5 5
ham7 7 32 27 21
ham15 15 191 145 70
Miller 3 6 6 -
die we hier vinden voor ‘cycle10 2’ licht slechter is dan die gevonden
door Maslov et al., maar dat we in Hoofdstuk 6 een circuit vonden dat
licht beter was qua quantumkost (en dezelfde poortkost had).
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Tabel 7.3 – Transistorkost van benchmarks: (a) vo´o´r toepassing sjablo-
nen en (b) na toepassing sjablonen.
benchmark methode
naam w (a) (b)
hwb4 4 80 76
hwb5 5 312 272
hwb6 6 848 848
hwb7 7 2856 2532
hwb8 8 8184 7100
hwb9 9 23480 18936
hwb10 10 60464 46972
hwb11 11 146568 112796
add3 4 36 28
3 17 3 28 24
4 49 4 104 100
cycle10 2 12 480 480
ham3 3 24 20
ham7 7 144 116
ham15 15 1160 796
Miller 3 40 24
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Tabel 7.4 – Quantumkost van benchmarks: (a) vo´o´r toepassing sjablo-
nen, (b) na toepassing sjablonen en (c) Maslov et al.
benchmark methode
naam w (a) (b) (c)
hwb4 4 37 26 23
hwb5 5 221 207 114
hwb6 6 904 779 150
hwb7 7 3558 3118 2609∗
hwb8 8 12351 9178 6197∗
hwb9 9 42895 28951 20378∗
hwb10 10 123459 73945 46597∗
hwb11 11 360247 193092 122144∗
add3 4 15 12 12
3 17 3 17 16 14
4 49 4 40 36 32
cycle10 2 12 1266 1242 1206
ham3 3 10 9 9
ham7 7 80 59 49
ham15 15 767 463 214




Tot nu toe werd vooral de synthese van reversibele functies bekeken. In
de praktijk zijn de meeste nuttige functies irreversibel. In Sectie 2.2.1,
werd reeds kort ingegaan op het inbedden van irreversibele functies
in reversibele functies. In dit hoofdstuk werken we dit verder uit. We
geven in Sectie 8.1.2 een zelf gevonden manier om dit inbedden te ver-
wezenlijken. We gaan ook dieper in op de onvermijdelijke stijging van
de kost die de reversibele implementatie teweegbrengt.
8.1 Inbedden van irreversibele functies in reversibele
functies
8.1.1 Inleiding
Het uitbreiden van irreversibele functies naar reversibele functies is een
klassiek probleem bij reversibele synthese. Bij sommige syntheseme-
thoden gebeurt dit automatisch (zie Hoofdstuk 3), maar zoals reeds
vermeld, leveren die technieken vaak erg suboptimale resultaten. Daar-
om hebben we ons in dit werk geconcentreerd op meer systematische
synthesemethoden, waarbij echter de reversibiliteit moet worden op-
gelegd. In de literatuur worden hiervoor 2 verschillende tactieken naar
voren gebracht. Beide starten door het aantal presets en/of garbage
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bits te bepalen. Hieruit kunnen we afleiden hoe ‘groot’ de reversibele
waarheidstabel moet zijn. De eerste (en ook meest gebruikte) methode
vult vervolgens de waarheidstabel aan totdat ze reversibel is, en imple-
menteert vervolgens deze reversibele functie. De tweede optie is om
de waarheidstabel niet aan te vullen en de niet ingevulde elementen te
beschouwen als don’t cares. Pas tijdens de synthese wordt gaandeweg
beslist welke elementen we welke waarde geven. Dit biedt uiteraard
het voordeel dat we telkens de waarde kiezen die op dat moment de
eenvoudigste poort oplevert. Deze tweede techniek wordt dynamische
toekenning (dynamic assignment) genoemd. Hoewel hij in theorie een
stuk krachtiger is dan de eerste, is er tot op heden maar weinig onder-
zoek naar verricht. Ook wij beperken ons hier tot de eerste methode. In
Hoofdstuk 2 hebben we reeds een voorstel gedaan en nu gaan we die
techniek verder verfijnen.
We gaan steeds op zoek naar een minimale uitbreiding: d.w.z. met
zo weinig mogelijk garbage bits en zo weinig mogelijk presets. In Sec-
tie 2.2.1 werd vermeld dat het minimale aantal garbage bits gmin gege-
ven is door dlog2Mmaxe, met Mmax de maximale multipliciteit van de
oorspronkelijke waarheidstabel. Hieruit volgt dan het minimale aantal
presets pmin als u + gmin − i, met i het aantal ingangen en u het aantal
uitgangen van de oorspronkelijke functie. Indien gmin = i − u, zijn er
dus geen presets nodig. In het hieronder staande algoritme proberen
we ervoor te zorgen, dat zoveel mogelijk uitgangen zo goed mogelijk
lijken op hun overeenkomstige ingangen. De breedte van de resulte-
rende reversibele functie noemen we w = u+ gmin = i+ pmin.
8.1.2 Eigen strategie
We vertrekken van een (oorspronkelijk) irreversibele waarheidstabel
met ingangsgedeelteA en uitgangsgedeelte P . We schrijven het algorit-
me uit voor het geval dat er meer ingangen zijn dan uitgangen: d.w.z.
i > u. Het andere geval is sterk analoog.
• Stap 1. Eerst bepalen we de maximale multipliciteit Mmax in P ,
waarmee we g = gmin = dlog2Mmaxe kunnen berekenen.
• Stap 2. Dan cree¨ren we de (grotere) waarheidstabel met ingangs-
gedeelte A+ en uitgangsgedeelte P+. Beide gedeelten hebben w
kolommen en 2w rijen (met w = u+ g).
• Stap 3. Vervolgens kopie¨ren we alle bits Pk(l) (met 1 6 k 6 u en
1 6 l 6 2u) naar P+g+k((l−1)2p+1). We initialiseren nu 2 vectoren.
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Eerst bepalen we de vector r van lengte 2u, waarin r[j] (0 6 j 6
2u−1) aangeeft hoe dikwijls het bitpatroon dat overeenkomt met j
voorkomt op de laatste u kolommen van P+. Daarna construeren
we de vector s van lengte 2w, waarbij elk element s[j] (0 6 j 6
2w − 1) op 0 gezet wordt.
• Stap 4. Nu vullen we op de rijen P+(l), die niet in de vorige
stap beschouwd werden (met 1 6 l 6 2w), de u lageordebits 1
a = ag+1, ag+2, . . . , aw in 2 stappen in.
– De bits ai+1, . . . , aw stellen we gelijk aan P+i+1(d(l − 1)/2pe+
1)⊕ (l − 1)i+1, . . . , P+w (d(l − 1)/2pe+ 1)⊕ (l − 1)w
– De bits ag+1, . . . , ai stellen we gelijk aan het bitpatroon dat zo
goed mogelijk gelijkt op P+g+1(d(l− 1)/2pe+ 1), . . . , P+i (d(l−
1)/2pe+ 1) en waarvoor geldt dat r[a] 6= 2g.
Tenslotte incrementeren we r[a].
• Stap 5. Nu vullen we op alle rijen P+(l) de eerste g kolommen in.
We geven ze het bitpatroon b = b1b2 . . . bg dat qua Hamming af-
stand zo weinig mogelijk verschilt van A+1 (l), . . ., A
+
g (l) en waar-
voor geldt dat s[b2u + a] 6= 1. Tenslotte stellen we s[b2u + a] = 1.
In Stap 1 bepalen we het minimale aantal garbagebits, waarmee we
dan in Stap 2 de uitgebreide waarheidstabel met w = u + g in- en uit-
gangen kunnen cree¨ren. In Stap 3 kopie¨ren we vervolgens de bits Pk(l)
naar P+g+k((l − 1)2p + 1). Dit zorgt ervoor dat we de gewenste bitpa-
tronen verkrijgen aan de uitgangen door aan alle presets een 0 aan te
bieden. Nu introduceren we de vectoren r en s, die als volgt te inter-
preteren zijn.
• In r geeft elke r[j] aan op hoeveel rijen een bepaald bitpatroon
j = jg+1 . . . jw voorkomt op de laatste u kolommen van P+. Zo
wijst r[2] = 1 er bijvoorbeeld op dat (bij u = 3) het bitpatroon
010 e´e´n keer voorkomt. Opdat de uiteindelijke waarheidstabel
reversibel zou zijn, moet elk element van r op het einde gelijk zijn
aan 2g.
• In s geeft elke s[j] aan op hoeveel rijen een bitpatroon j = j1 . . . jw
voorkomt. Aanvankelijk zijn alle s[j] gelijk aan nul, omdat er nog
geen rijen van P+ volledig ingevuld zijn. Op het einde moeten
1Merk op dat we dezelfde notatie gebruiken voor een bitpatroon en de waarde die
ermee overeenkomt.
174 Reversibele implementatie van irreversibele functies
alle elementen van s gelijk zijn aan 1, aangezien elk bitpatroon
juist e´e´n keer moet voorkomen.
In Stap 4 pakken we dan de andere rijen aan. Het vastleggen van de
lageordebits a op rij l gebeurt zodanig dat r[a] niet groter wordt dan
zijn maximale waarde 2g en dat a zo goed mogelijk gelijkt op P+g+1(d(l−
1)/2pe+1), . . . , P+i (d(l−1)/2pe+1), P+i+1(d(l−1)/2pe+1)⊕(l−1)i+1, . . . ,
P+w (d(l− 1)/2pe+ 1)⊕ (l− 1)w. Hierin is P+(d(l− 1)/2pe+ 1) de rij er-
boven, die reeds in Stap 3 werd ingevuld en (l−1)m dem-de bit van de
binaire voorstelling van l−1. De reden voor deze op het eerste zicht wat
kunstmatige aanpak is dat op die manier de laatste p uitgangen op een
eenvoudige manier van de presets afhangen. We verkrijgen namelijk
steeds een verband van de vorm:
P+k = A
+
k ⊕ f(A+1 , A+2 , . . . , A+i ), met i+ 1 6 k 6 w.
Er dient rekening te worden gehouden met de eis dat geen enkel ele-
ment in r zijn maximale waarde mag overschrijden. Vervolgens wordt
r geu¨pdatet. In Stap 5 vullen we op alle rijen de hogeordebits in. Bij de
keuze van het bitpatroon b, houden we opnieuw met 2 zaken rekening.
• Eerst en vooral, zorgen we ervoor dat s[b2u + a] zijn maximaal
toegelaten waarde niet overschrijdt en
• we proberen ervoor te zorgen dat P+(l) zo goed mogelijk lijkt op
A+(l), wat de uiteindelijke waarheidstabel ‘eenvoudiger’ maakt.
Tenslotte wordt s geu¨pdatet.
Het algoritme kan herschreven worden zonder gebruik te maken
van r of s. Dit is uiteraard efficie¨nter qua geheugenbebruik, maar gaat
ten koste van de snelheid.
8.1.3 Voorbeeld
Ter illustatie, zoeken we een reversibele implementatie voor de irrever-
sibele functie gegeven in Tabel 8.1. Ze heeft 2 ingangen (i = 2) en 2
uitgangen (u = 2).
• Stap 1. We vinden dat Mmax = 2 (gezien P1P2 = 11 tweemaal
voorkomt in de tabel) en dus dat gmin = dlog2Mmaxe = 1. Dit legt
reeds de breedte van de (toekomstige) reversibele waarheidstabel
vast: w = u + g = 2 + 1 = 3. De twee hulpvectoren r en s zullen
dus respectievelijk lengte 2u = 4 en 2w = 8 hebben.
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Tabel 8.1 – Irreversibele waarheidstabel.
A1A2 P1P2
0 0 1 1
0 1 1 1
1 0 0 0
1 1 0 1
• Stap 2 en Stap 3. Vervolgens construeren we de uitgebreide waar-
heidstabel met ingangsgedeelte A+ en uitgangsgedeelte P+ (zie
Tabel 8.2 (a)) en kopie¨ren we overeenkomstige rijen. We initiali-
seren nu r en s als :
– r = [1, 1, 0, 2] en
– s = [0, 0, 0, 0, 0, 0, 0, 0].
• Stap 4. (zie Tabel 8.2 (b))
– Op de tweede rij geven we aan P+2 (2) de waarde P
+
2 (1) = 1
en aan P+3 (2) de waarde P
+
3 (1) ⊕ 1 = 1 ⊕ 1 = 0. Het totale
bitpatroon wordt dus: 10. Dit is toegelaten omdat r[2] = 0 <
2. Vervolgens incrementeren we r[2], d.w.z. r[2] = 1.
– Op de vierde rij stellen we voor om P+2 P
+
3 de waarden 10 te
geven. Dit is eveneens toegelaten omdat r[2] = 1 < 2. Nu
wordt r[2] = 2 gesteld.
– enz.
• Stap 5. (zie Tabel 8.2 (c))
– Op de eerste rij stellen we als hogeordebit 0 voor. Dit is toe-
gelaten, aangezien s[0×22+3] = s[3] 6= 1. We incrementeren
vervolgens s[3], d.w.z. s[3] = 1.
– Analoog voor rij 2.
– Op de derde rij stellen we ook 0 voor als hogeordebit. Maar
aangezien s[3] = 1, kunnen we dit niet gebruiken. Bijgevolg
nemen we het dichtstbijzijnde bitpatroon. In dit geval is er
maar e´e´n mogelijkheid, nl. 1. We stellen s[1×22+3] = s[7] =
1.
– enz.
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Tabel 8.2 – Uitgebreide waarheidstabellen: (a) Stap 2 en Stap 3, (b)












0 0 0 1 1
0 0 1
0 1 0 1 1
0 1 1
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1 0 1
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0 0 0 0 1 1
0 0 1 0 1 0
0 1 0 1 1 1
0 1 1 1 1 0
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 0 0 1
1 1 1 0 0 0
(c)
Uiteindelijk vinden we de waarheidstabel uit Tabel 8.2 (c). Rijen r en s
zijn op het einde gegeven door:
r = [2, 2, 2, 2] en
s = [1, 1, 1, 1, 1, 1, 1, 1].
Indien we de gevonden, reversibele waarheidstabel implementeren
met Algoritme 2 uit Paragraaf 6.2.1 en vervolgens verder optimalise-
ren met de sjablonen uit Hoofdstuk 7, dan vinden we het circuit van
Figuur 8.1. Door de derde ingang (d.i. de preset) 0 te stellen, vinden
we het gewenste gedrag aan de laatste 2 uitgangen. We zouden het cir-
cuit achteraf nog licht kunnen verbeteren door de eerste invertor weg
te laten en de preset op 1 te zetten. Vaak komen er aan de uitgangs-
zijde van het netwerk poorten voor die alleen de garbage-uitgangen
beı¨nvloeden. Deze kunnen uiteraard weggelaten worden. Hierdoor
verandert natuurlijk het gedrag van de garbage-uitgangen, maar daar
zijn we toch niet in geı¨nteresseerd. Dit is vooral belangrijk in combi-
natie met het algoritme uit Paragraaf 6.2.1. Zoals gezegd genereert dit
een cascade bestaande uit 2w−1 = 2(u+g)−1 controlepoorten. In een
dergelijk netwerk beı¨nvloeden de laatste g controlepoorten alleen de
garbage-uitgangen en bijgevolg kunnen deze steeds weggelaten wor-
den en blijven slechts 2u+ g − 1 controlepoorten over.
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0
Figuur 8.1 – Voorbeeld van een irreversibele functie ingebed in een re-
versibele functie.
8.1.4 Resultaten en conclusies
Om onze strategie te testen, passen we hem toe op enkele benchmarks
uit de literatuur [51, 80, 28, 56]. Deze komen grotendeels uit de wel-
bekende MCNC-benchmark-bibliotheek (zie bijv. [93]), aangevuld met
enkele eigen voorbeelden. Hieronder wordt een beschrijving van de
de gebruikte benchmarks gegeven. Vergelijken met [28] is moeilijk om-
dat hier alleen een bovengrens voor de resultaten gegeven wordt. In
Maslov et al. [51] en Gupta et al. [56] wordt zowel poortkost als quan-
tumkost gegeven, maar geen transistorkost. De resultaten worden sa-
mengevat in Tabellen 8.3, 8.4 en 8.5. Sommige resultaten zijn voor de
andere auteurs niet gegeven, meestal omdat ze niet gepubliceerd wer-
den. In sommige gevallen is er alleen een resultaat bekend (bijv. ‘6sym’
in kolom (b)) waarbij veel extra garbage bits toegelaten werden. Verge-
lijking is in dergelijke gevallen niet erg zinvol. Ook in kolom (c) werd
het resultaat voor ‘sym6’ (en ‘sym9’) opengelaten: dit komt doordat het
algoritme in [56] niet in staat was om tot een resultaat te komen.
Over het algemeen zijn onze resultaten vergelijkbaar met die uit de
literatuur. Benchmarks ‘5mod5’ en ‘2of5’ zijn licht beter, zowel wat be-
treft poortkost als quantumkost. Alleen ‘mod5adder’ leverde met onze
werkwijze een duidelijk slechter resultaat op. Ter illustratie werd ook
een 3-bit adder (‘3bitadder’) en een 6-bit adder (‘6bitadder’) ontwor-
pen. We zien dat de resultaten merkelijk slechter zijn dan die welke
‘met de hand’ gevonden werden in Sectie 3.1.3: daar verkregen we na-
melijk een poortkost van 13 en 25 respectievelijk, terwijl we hier 67 en
2127 vinden. Dit is voornamelijk het gevolg van de opgelegde volgor-
de van de oorspronkelijke uitgangen. In de aanpak die hier gevolgd
werd, werden de oorspronkelijke uitgangen namelijk steeds op de uit-
gangen van laagste orde geplaatst. Dit is niet noodzakelijk de beste
volgorde. Nemen we bijvoorbeeld dezelfde volgorde als in Sectie 3.1.3
dan kunnen we de poortkost van de 3-bit adder al direct verlagen naar
17 en die van de 6-bit adder naar 187. Het is duidelijk dat, opdat deze
techniek echt praktisch zou zijn, we het probleem van de volgorde der
178 Reversibele implementatie van irreversibele functies
uitgangen nog moeten aanpakken.
Beschrijving van benchmarks
In deze paragraaf geven we een korte beschrijving van de irreversibele
benchmarks die in dit hoofdstuk gebruikt worden.
4mod5 4 ingangen en 1 uitgang
Geeft een 1 op de uitgang indien het getal gevormd door
het bitpatroon op de ingang deelbaar is door 5. Om deze
benchmark reversibel te maken hebben we minstens 1
preset en 4 garbage-bits nodig.
5mod5 5 ingangen en 1 uitgang
Analoog aan ‘4mod5’. Om deze benchmark reversibel
te maken hebben we minstens 1 preset en 5 garbage-bits
nodig.
2of5 5 ingangen en 1 uitgang
Geeft een 1 op de uitgang indien het gewicht van het
bitpatroon aan de ingang exact gelijk is aan 2. Om deze
benchmark reversibel te maken, hebben we minstens 1
preset en 5 garbage-bits nodig.
6sym 6 ingangen en 1 uitgang
Geeft een 1 op de ingang indien het gewicht van het bit-
patroon aan de ingang gelijk is aan 2, 3 of 4. Om deze
benchmark reversibel te maken, hebben we minstens 1
preset en 6 garbage-bits nodig.
9sym 9 ingangen en 1 uitgang
Geeft een 1 op de ingang indien het gewicht van het bit-
patroon aan de ingang gelijk is aan 3,4,5 of 6. Om deze
benchmark reversibel te maken, hebben we minstens 1
preset en 9 garbage-bits nodig. ‘9sym’ is een MCNC-
benchmark.
rd53 5 ingangen en 3 uitgangen
Geeft op de uitgang de binaire voorstelling van het ge-
wicht van het ingangspatroon. Aangezien het gewicht
maximaal 5 is, hebben we dlog2 5e = 3 uitgangsbits no-
dig om het resultaat te kunnen voorstellen. Om deze
benchmark reversibel te maken, hebben we minstens 2
presets en 4 garbage-bits nodig. ‘rd53’ is een MCNC-
benchmark.
rd73 7 ingangen en 3 uitgangen
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Analoog aan ‘rd53’. Om deze benchmark reversibel te
maken, hebben we minstens 2 presets en 6 garbage-bits
nodig. ‘rd73’ is een MCNC-benchmark.
rd84 8 ingangen en 4 uitgangen
Analoog aan ‘rd53’ en ‘rd73’, maar met 8 ingangen. Om-
dat het gewicht nu 8 kan bedragen, hebben we 4 uitgan-
gen nodig. Om deze benchmark reversibel te maken,
hebben we minstens 3 presets en 7 garbage-bits nodig.
‘rd84’ is een MCNC-benchmark.
modNadder 2 dlog2Ne in- en uitgangen
Dit is een modulo-N -opteller van het getal a gevormd
door de eerste dlog2Ne en het getal b gevormd door de
tweede dlog2Ne bits. Het resultaat wordt op de laagste
bits geplaatst. De eerste bits worden gewoon doorgege-
ven:
(a, b)→ (a, (a+ b) mod N).
Aangezien dit een modulo-N -opteller is, is het resultaat
niet gedefinieerd als a > N of als b > N . In het speciale
geval dat N een macht van 2 is, is de waarheidstabel
volledig gedefinieerd en reversibel.
Nbitadder ‘N-bit-opteller’
Zie Sectie 3.2.
xor5 5 ingangen en 1 uitgang
Deze functie berekent de EXOR van de vijf ingangen.
Om deze benchmark reversibel te maken, hebben we
geen presets en 4 garbage-bits nodig. ‘xor5’ is een MCNC-
benchmark.
squar5 5 ingangen en 8 uitgangen
‘squar5’ is een MCNC-benchmark. Om deze benchmark
reversibel te maken, hebben we 4 presets en 1 garbage-
bit nodig.
con1 7 ingangen en 2 uitgangen
‘con1’ is een MCNC-benchmark. Om deze benchmark
reversibel te maken, hebben we 2 presets en 7 garbage-
bits nodig.
8.2 Vergelijking met irreversibele synthese
Doorheen dit werk hebben we voortdurend gee¨ist dat onze circuits re-
versibel zijn. Het is duidelijk dat deze eis ervoor zorgt dat een reversi-
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Tabel 8.3 – Poortkost van irreversibele benchmarks: (a) onze resultaten,
(b) Maslov et al. en (c) Gupta et al.
benchmark circuit
naam i u w (a) (b) (c)
4mod5 4 1 5 5 5 5
5mod5 5 1 6 9 13 11
2of5 5 1 6 12 18 20
6sym 6 1 7 25 - -
9sym 9 1 10 110 - -
rd53 5 3 7 16 12 5
rd73 7 3 9 38 - -
rd84 8 4 11 64 - -
mod5adder 6 3 6 32 15 19
3bitadder 6 4 8 67 - -
6bitadder 12 7 14 2127 - -
xor5 5 1 5 4 4 4
squar5 5 8 9 710 - -
con1 7 2 9 30 - -
bel circuit voor een bepaalde functie vrijwel steeds gecompliceerder zal
zijn dan een (geoptimaliseerd) irreversibel circuit voor dezelfde functie.
In deze sectie proberen we in te schatten hoeveel duurder onze circuits
zijn ten opzichte van hun irreversibele tegenhangers. De literatuur in-
zake irreversibele (d.i. klassieke) digitale synthese is zo uitgebreid dat
een volledig onderzoek buiten het bestek van dit werk valt. We be-
perken ons dan ook tot een vergelijking met 2 auteurs, nl. Shinozu-
ka [94] en Fisˇer et al. [95]. De vergelijking wordt bemoeilijkt door het
feit dat men in de literatuur over klassieke Boolese synthese en opti-
malisatie, andere kostfuncties gebruikt. Men wendt meestal het aan-
tal producttermen (implicants) in de geoptimaliseerde Boolese functie
aan als kostfunctie. Dit heeft echter een direct verband met het aantal
AND- en OR-poorten nodig in de implementatie. We vergelijken dan ook
onze poortkosten met degene die we uit [94] en [95] kunnen afleiden.
We dienen er wel rekening mee te houden dat de implementatie van
bijvoorbeeld een Toffoli-poort 4 keer meer transistoren vraagt dan een
AND-poort met hetzelfde aantal ingangen. Zo zien we dat onze circuits
voor ’xor5’, ’rd53’, ’rd73’ en ’rd84’ vergelijkbaar zijn qua complexiteit
met hun irreversibele tegenhangers. Bij ’9sym’ en ’con1’ is de reversi-
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Tabel 8.4 – Transistorkost van irreversibele benchmarks.
benchmark circuit
naam i u w kost
4mod5 4 1 5 16
5mod5 5 1 6 56
2of5 5 1 6 92
6sym 6 1 7 264
9sym 9 1 10 1276
rd53 5 3 7 136
rd73 7 3 9 336
rd84 8 4 11 516
mod5adder 6 3 6 224
3bitadder 6 4 8 576
6bitadder 12 7 14 38664
xor5 5 1 5 16
squar5 5 8 9 9488
con1 7 2 9 244
bele schakeling duidelijk duurder en bij ’squar5’, tenslotte is ons circuit
ongeveer 40 keer zo complex. Dit is geen verrassing: hoe minder vrij-
heid we hebben bij het reversibel maken van een irreversibele functie,
hoe complexer het resultaat zal zijn. Bij ’squar5’ laten we slechts 1 gar-
bagebit toe. Bijgevolg hebben we dan ook maar weinig keuzemogelijk-
heden bij het invullen van de garbagekolom.
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Tabel 8.5 – Quantumkost van irreversibele benchmarks: (a) onze resul-
taten, (b) Maslov et al. en (c) Gupta et al.
benchmark circuit
naam i u w (a) (b) (c)
4mod5 4 1 5 9 13 13
5mod5 5 1 6 75 84 91
2of5 5 1 6 55 158 100
6sym 6 1 7 406 - -
9sym 9 1 10 778 - -
rd53 5 3 7 115 67 116
rd73 7 3 9 320 - -
rd84 8 4 11 598 - -
mod5adder 6 3 6 251 81 127
3bitadder 6 4 8 573 - -
6bitadder 12 7 14 74760 - -
xor5 5 1 5 4 4 4
squar5 5 8 9 15328 - -
con1 7 2 9 348 - -
Tabel 8.6 – Vergelijking met poortkost van irreversibele circuits: (a) on-
ze resultaten, (b) Shinozuka en (c) Fisˇer et al.
benchmark circuit
naam i u (a) (b) (c)
9sym 9 1 110 92 86
rd53 5 3 16 48 31
rd73 7 3 38 116 127
rd84 8 4 64 135 255
xor5 5 1 4 16 16
squar5 5 8 710 71 25
con1 7 2 30 - 9
9
Conclusie
Het doel van dit werk was om algoritmes uit te werken die toelaten een
willekeurige functie op een reversibele manier te implementeren.
Aangezien de meeste Boolese functies van nature niet reversibel
zijn, hebben we nood aan een methode om een oorspronkelijk irrever-
sibele functie te vertalen naar een reversibele functie. We pakken dit
aan door de oorspronkelijke waarheidstabel in te bedden in een (gro-
tere) waarheidstabel. In dit werk hebben we een methode ontwikkeld
die dit kan verwezenlijken. Er is bij deze uitbreiding heel wat vrijheid,
waar reeds ten dele gebruik van gemaakt wordt. We zorgen er name-
lijk voor dat een uitgang op een zo eenvoudig mogelijke manier van de
overeenkomstige ingang afhangt.
Vervolgens komt het erop aan om de reversibele functie te imple-
menteren. We hebben met behulp van groepentheorie algemene stra-
tegiee¨n afgeleid om een willekeurige functie te decomposeren in (een-
voudigere) delen. Ten eerste hebben we een methode ontwikkeld op
basis van enkelvoudige nevenklassen, die toelaat om een reversibel cir-
cuit te ontbinden in een geschakeld circuit en een representant. We
hebben e´e´n algoritme opgesteld dat de representant bepaalt als een
cascade van Toffoli-poorten en e´e´n dat de representant construeert als
een cascade van Toffoli- en Fredin-poorten. Het geschakeld circuit valt
dan uiteen uit twee kleinere circuits waarop we dan dezelfde tactiek
kunnen toepassen. Vervolgens hebben we een aantal optimalisaties
geı¨ntroduceerd, zoals bijvoorbeeld bidirectionaliteit.
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Daarnaast hebben we ook 2 duale technieken ontwikkeld op basis
van dubbele nevenklassen. Ten eerste hebben we een opdeling gevon-
den die bestaat uit een geschakeld circuit gevolgd door een MAITRA-
controlepoort en een tweede geschakeld circuit. Ook hier kunnen we
dezelfde strategie toepassen op de subcircuits van de geschakelde cir-
cuits. We hebben dit idee veralgemeend zodat het ook mogelijk werd
om geschakelde circuits met verschillend controlerend bit te gebruiken.
De beslissing inzake de te gebruiken bits gebeurt met behulp van de af-
standsmatrix, die een maat geeft voor de gelijkenis tussen ingangen en
uitgangen. We hebben deze techniek bijvoorbeeld aangewend bij het
ontwerp van een reversibele Full Adder in CMOS-technologie. Het na-
deel van deze techniek is dat het geheugengebruik in elke stap verdub-
belt. Daarom beschouwen we ook de duale techniek. Die schrijft een
opdeling voor in een controlepoort, een geschakeld circuit en een twee-
de controlepoort. We hebben twee algoritmes uitgewerkt die hiervan
gebruik maken. Het eerste steunt, net zoals alle voorgaande algorit-
mes, op de opdeling van het geschakeld circuit. Het tweede algoritme,
daarentegen, vermijdt dit en op die manier vinden we een implemen-
tatie met een aantal controlepoorten dat slechts lineair (d.i. als 2w − 1)
stijgt met de breedte w. Vervolgens hebben we op dit laatste algoritme
een aantal optimalisatietechnieken losgelaten.
We hebben al onze algoritmes op twee manieren getest. Ten eerste
hebben we een poortkostdistributie bepaald voor alle 40320 reversibele
circuits van breedte w = 3 waaruit de maximale kost en de gemiddelde
kost af te lezen valt. Vervolgens hebben we onze algoritmes toegepast
op een aantal benchmarks uit de literatuur (met w gaande van 3 tot
15). Uit beide tests valt af te leiden dat laatstgenoemde techniek (d.i. de
decompositie in 2w − 1 controlepoorten) de voorkeur heeft, zowel wat
betreft kost van implementatie als snelheid.
We hebben ook methodes onderzocht om circuits na synthese te op-
timaliseren. Zo hebben we sjablonen bekeken en gezien dat ze toelaten
om heel wat schakelingen te verbeteren. De prijs die we daarvoor moe-
ten betalen, is een significante toename van de berekeningstijd. De uit-
eindelijke circuits worden vervolgens vergeleken met diegene die gege-
ven wordt in de literatuur. Meestal vinden we vergelijkbare resultaten
en soms zelfs een opmerkelijke verbetering.
Tenslotte hebben we proberen inschatten hoe zeer reversibiliteit on-
ze circuits complexer maakt. Voor de meeste benchmarks vinden we
een verhouding van complexiteit tussen 4 en 10. Dit lijkt aanvaardbaar
aangezien de controlepoorten waarvan we vertrekken sowieso reeds 4
keer duurder zijn dan AND en OR-poorten.
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We kunnen dus concluderen dat de methodes die in dit werk ge-
geven worden een bijdrage leveren tot de oplossing van het synthe-
seprobleem van reversibele schakelingen. Het is nu de taak om deze
techieken ook mogelijk te maken voor functies met een groter aantal
ingangen. Inderdaad, in dit werk zijn we steeds uitgegaan van de vol-
ledige waarheidstabel van een functie. Dit beperkt de toepasbaarheid
tot functies met niet meer dan 25 ingangen. Opdat reversibele synthese





Hier wordt kort ingegaan op de aansturing van de door ons ontworpen
CMOS-schakelingen. Zoals hoger vermeld, worden deze circuits geı¨m-
plementeerd in ‘dual-line pass-transistor logic’. Dit maakt hen uiter-
mate geschikt voor (quasi-)adiabatische aansturing. Deze alternatieve
aansturing is erop gericht om de verliezen in resistieve transistorkana-
len te verminderen.
A.1 Dissipatie in klassieke circuits
We bekijken eerst de dissipatie bij schakelen in een klassiek circuit in
zgn. restoring logic. Een algemene logische poort wordt in conventio-
nele CMOS voorgesteld als op Figuur A.1. Het NMOS-netwerk bestaat
uit een combinatie van serie- en parallelschakelingen van transistoren;
het PMOS-netwerk is het duale netwerk van het NMOS-netwerk. Op
die manier wordt voor elk van de uitgangen een geleidend pad naar
de voeding of de aarde voorzien. Een voorbeeld is de invertor van Fi-
guur 2.1 (a). De uitgang van een poort kan op zijn beurt weer verbon-
den zijn met de ingang van een andere poort. In een eerste benadering
kunnen we de belasting veroorzaakt door die tweede poort benade-
ren door een capaciteit C. Als we veronderstellen dat op een gegeven
moment de ingangen ervoor zorgen dat de uitgang 0 is, is er op de con-
densator geen lading aanwezig. Indien vervolgens e´e´n of meerdere
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ingangen van waarde verandert, zodat de uitgang logisch 1 moet wor-
den, dan zal de uitgang afgesloten worden van de aarde en verbonden
worden met de voeding. Tijdens deze omschakeling zal er een stroom






waarbij vC de spanning over de condensator is. De energie E0→1 gele-




i dt = CV 2dd,
waarin τ de tijd is om de condensator op te laden. De energie die na








De andere helft wordt gedissipeerd in de PMOS-transistoren die zich in
geleidende toestand bevinden. Als de waarde aan de uitgang vervol-
gens weer logisch 0 wordt, dan ontlaadt de condensator zich doorheen





Het komt er dus op neer dat in een volledige cyclus (0 → 1 gevolgd
door 1→ 0) een energie gedissipeerd wordt die gegeven wordt door:
Esw = CV 2dd.
De volledige energie opgeslagen in de condensator wordt dus gedis-
sipeerd in de transistoren. Dit is een gevolg van het feit dat de voe-
dingsspanning steeds constant gehouden wordt, zodat er een span-
ningsval kan optreden over geleidende transistoren.
Dit is uiteraard slechts e´e´n van de oorzaken van dissipatie in cir-
cuits. Referentie [4] geeft een mooi overzicht van andere oorzaken.
A.2 Adiabatische aansturing en dissipatie in dual-line
pass-gate logic
In theorie kunnen circuits in pass-gate logic aangestuurd worden op
dezelfde manier die gebruikt wordt bij klassieke (restoring logic) cir-
cuits. Er bestaat echter een alternatieve manier [4, 96, 97, 98, 99, 100]
die we quasi-adiabatisch zullen noemen.










Figuur A.1 – Generische voorstelling van een klassiek CMOS-circuit.
Circuiten in pass-gate logic worden niet gevoed vanuit een con-
stante voeding, maar vanuit de ingangssignalen, zoals voorgesteld op
Figuur A.2 (a). Deze figuur geeft een algemene voorstelling van een
pass-gate circuit. Hierin stelt Aˆi ofwelAi ofwelAi voor. Indien Aˆi = Ai
en Aˆj = Ai, dan hebben we te maken met een controlepoort. Indien,
daarentegen, Aˆi = Ai en Aˆj = Aj (met i 6= j), dan krijgen we een
gecontroleerde verwisselaar. De twee CMOS-netwerken uit de figuur
moeten duaal zijn: ofwel geleidt het bovenste en is de uitgang dus ver-
bonden met Aˆi ofwel geleidt het onderste en is de uitgang verbonden
met Aˆj . Door de ingangssignalen een gepast verloop in de tijd te ge-
ven kunnen we de dissipatie beperken. In [4] wordt aangetoond dat
dit kan door alle signalen (zowel diegene waarvan de logische waarde
verandert als diegene waarbij deze niet verandert) eerst naar een inter-
mediair niveau Vdd/2 te laten gaan alvorens ze naar hun uiteindelijke
waarde te laten gaan.
Dit wordt geı¨llustreerd voor het netwerkje van Figuur A.2 (b), het-
geen een stukje van een Fredkin-poort voorstelt. Stel dat we de ingan-
gen (A1, A2, A3) laten varie¨ren van (0, 0, 1) naar (1, 0, 1). De uitgang
P2 varieert dan van 0 naar 1 of, anders gezegd, P2 was oorspronkelijk
gelijk aan A2 en wordt nu gelijk aan A3. Het verloop is te zien op Fi-
guur A.3. Het bijzondere aan deze aansturing is dat we niet alleen A1
varie¨ren (om die van logische 0 naar logische 1 te brengen), maar ook
de spanningen A2 en A3 varie¨ren (hoewel hun logische inhoud niet
verandert: A2 blijft 0 en A3 blijft 1). Op Figuur A.3 is te zien dat (bij































Figuur A.2 – Pass-gate logic: (a) generische voorstelling (niet alle sig-
nalen worden getoond) en (b) deel van Fredkin-poort.
volg is er weinig spanningsval over de transistoren en dus ook weinig
dissipatie. Na een tijdje blijkt A2 echter te stagneren. Dit komt om-
dat de transmissiepoort tussen A2 en P2 afknijpt van zodra het span-
ningsverschil tussen A1 en A2 kleiner wordt dan de drempelspanning
Vtn. De transmissiepoort tussen A3 en P2 begint echter pas te gelei-
den indien het spanningsverschil tussen A1 en A3 groter wordt dan de




t is 1. Hierna volgt P2 het verloop van A3 en is de dissipatie weer
klein. Ruwweg kunnen we dus zeggen dat door adiabatische aanstu-







t . In [101, 102] wordt aangetoond dat bovenstaan-
de aansturing dicht bij de (energetisch gezien) optimale aansturing ligt
en aangezien het hier een eenvoudige tijdsfunctie betreft, wordt de-
ze vaak aangewend als pseudo-optimale aansturing van adiabatische
schakelingen [103, 104].
We zullen nu een benaderende formule opstellen voor de dissipatie
in een reversibel pass-gate-circuit met quasi-adiabatische aansturing in
functie van de schakeltijd T . We beschouwen daarvoor het netwerk
van Figuur A.4 (a).
We veronderstellen dat de initie¨le inputtoestand (V,W )i = (0, 1)
overgaat in de finale toestand (V,W )f = (1, 1). We beperken ons dus
1Merk op dat aangezien de aansturing steeds duaal is, er eigenlijk 2 signalen (P2 en
P 2) zijn die een overgang maken: bijgevolg is de dissipatie eigenlijk dubbel zo groot.








Figuur A.3 – Overgang van ingangstoestand (0, 0, 1) naar ingangstoe-













Figuur A.4 – Pass-gate circuit belast met condensator: (a) oorspronke-
lijk circuit en (b) RC-model.
tot e´e´n van de 16 mogelijke overgangen. We geven hier de redenering
die we gevolgd hebben in [105] en [106]. Aangezien we de hierboven
besproken aansturing met intermediaire toestand gebruiken, zullen de
ingangssignalen v(t), w(t),−w(t) eruit zien zoals op Figuur A.5. Zowel








Figuur A.5 – Ingangssignalen v(t), w(t) en −w(t).
beide nodig heeft 2. Het signaal v(t) wordt dus gegeven door:
v(t) = 0 indien t 6 0
= aht indien 0 6 t 6 T
= Vdd indien t > T.
Hierin is Vdd dus de hoogte van de helling, T is de stijgtijd en ah =
Vdd/T is de hellingsgraad. Aangezien W niet verandert, wordt het sig-
naal w(t) gegeven door:
w(t) = Vdd indien t 6 0




6 t 6 T
= Vdd indien t > T.
De capaciteit C zal opgeladen worden en de spanning u(t) over de con-
densator zal uiteindelijk Vdd worden. Om de berekening te vereenvou-
digen, zullen we de transmissiepoort als volgt benaderen:
• indien de transmissiepoort geleidt, heeft ze een eindige weer-
stand R en
2Ergens in het circuit waar dit stukje deel vanuit maakt, moet er ook een signaal
−v(t) zijn, omdat onze aansturing steeds duaal is. Dit is echter voor onze redenering
van geen belang.








Figuur A.6 – Ingangsspanning v(t) en uitgangsspanning u(t).
• indien de transmissiepoort niet geleidt, heeft ze een oneindige
weerstand.
We merken op dat dit, hoewel nog steeds een idealisatie, een realisti-
scher benadering is dan in Sectie 2.4.1, waarin de weerstand van een
geleidende transmissiepoort de facto nul werd gesteld. Het netwerk
van Figuur A.4 (a) herleidt zich dus tot dat van Figuur A.4 (b). We
zullen ook veronderstellen dat de drempelspanningen van de NMOS-
transistor en de PMOS-transistor in absolute waarde gelijk zijn: Vtn =
−Vtp = Vt. Door de specifieke vormen van v(t) enw(t), zal de transmis-
siepoort die eigenlijk de hele tijd gesloten moet blijven (W = 1), open
zijn gedurende het interval
(1− α)T
2




waarin α = Vt/Vdd.
Voor t 6 0 is het circuit in evenwicht: v = u = 0 (zie Figuur A.6). Er
vloeit geen stroom en bijgevolg wordt er geen energie gedissipeerd in
de weerstand R. Als t > 0, onderscheiden we vier intervallen:
• 0 6 t 6 (1− α)T2 ,
• (1− α)T2 6 t 6 (1 + α)T2 ,
• (1 + α)T2 6 t 6 T en
• t > T .
Tijdens het eerste interval, hebben we:
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waarin τ = RC. Gedurende het tweede interval is de schakelaar open.
Bijgevolg vloeit er geen stroom en hebben we dus:
u2(t) = b2
E2 = 0.
Tijdens intervallen 3 en 4 hebben we respectievelijk:














(Vdd − u1)2 dt.
De vier constanten b1, b2, b3 en b4 kunnen bepaald worden uit de be-
gincondities, ten gevolge van de continuı¨teit van de spanning op de
condensator: u1(0) = 0, u2((1 − α)T2 ) = u1((1 − α)T2 ), u3((1 + α)T2 ) =
u2((1 + α)T2 ) en u4(T ) = u3(T ). De totale gedissipeerde energie in de
weerstand is dus:





CV 2dd [α(2− α)− α(1− α)zf(
z
2
) + 2(1− α)2f(z)], (A.1)







(e−x − 1) + 1].
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Als we deze benadering gebruiken in A.1, dan vinden we dat E(x)
een tweedegraadspolynoom is in x gedeeld door een andere tweede-




8 + 2(1 + 2α)z + α2z2
(4 + z)(2 + z)
. (A.2)





Dit is de waarde die we ook bekwamen bij klassieke aansturing, waar





CV 2t . (A.4)
Dit is de zogenaamde quasi-adiabatische limiet, die we hierboven al tegen
kwamen. We merken op dat door de drempelspanningen, schakelen
met dissipatie nul onmogelijk is. Het is dan ook beter om te spreken
van quasi-adiabatische aansturing, hoewel men in de literatuur vaak
spreekt over adiabatische aansturing.
We bee¨indigen deze paragraaf door erop te wijzen dat dit resultaat
kan veralgemeend worden naar een een ingewikkelder circuit, wat dan
gemodelleerd kan worden met een RC-laddernetwerk. Hoewel de sig-
nalen bij het doorlopen van het netwerk steeds meer verstoord zullen
worden, heeft dit relatief weinig invloed op de waarde van E in for-
mule A.2. Wel moeten R en C vervangen worden door een effectieve
weerstand en een effectieve capaciteit. De geldigheid wordt o.a. aan-
getoond door numerieke simulaties in [108] en door een experiment
in [105]. Figuur A.7 toont de experimentele overgangssignalen (voor
T = 500µ s en Vdd = 3, 3 V) van ingangsbit B en carry-out bit Co van
de Full Adder van Figuur 3.4 (b). De ingangssignalen werden geleverd
met behulp van een standaard functiegenerator (Jupiter 2000) en op-
gemeten met een oscilloscoop (Tektronix TDS 210). We zien duidelijk
dat de uitgang de ingang gedwee volgt, behalve in het spanningsbe-
reik Vdd/2 − Vt/2 6 V 6 Vdd/2 + Vt/2. Gedurende de stijging van
de ingangsspanning, vloeit er energie van de functiegenerator naar de
condensator; tijdens de daling vloeit de meeste energie terug van de
condensator naar de functiegenerator.
3Indien Vtn 6= −Vtp, dan vinden we 2 derdegraadspolynomen in x.
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In deze appendix wordt een beschrijving gegeven van het algoritme
voor de applicatie van Toffoli- en Fredkin-sjablonen met het oog op
kostreductie in een netwerk. Dit algoritme volgt in grote lijnen de stra-
tegie geı¨ntroduceerd door Maslov et al. [51].
Vooreerst wordt een onderscheid gemaakt tussen de applicatie van
de passeersjablonen (Figuur 7.8) en die van de overige sjablonen. Eerst-
genoemde worden enkel gebruikt om na te gaan of twee poorten ver-
wisseld mogen worden. Applicatie van de overige sjablonen gebeurt
als volgt. We lopen e´e´n voor e´e´n de sjablonen af en kijken of we
ze kunnen matchen aan enkele poorten in het netwerk. Aanvankelijk
vertrekken we van startpositie ps = 2. Als we een passend sjabloon
gevonden hebben of als alle sjablonen vanaf dit punt getest zijn, wordt
ps aangepast. Stel dat op een bepaald moment ps = k. We passen eerst
de kleinste sjablonen toe (lengte m = 2) en gaan zo verder naar sjablo-
nen van grotere lengte 1. Voor een bepaalde cyclus van een specifiek
sjabloon van lengte m, proberen we poort k van het netwerk te mat-
chen aan de eerste poort van de sjablooncyclus. Indien dit mogelijk is,
introduceren we twee rijen:
• de gehele rmatch met e´e´n element k dat aangeeft dat een poort op
positie k is gevonden en gematcht aan een poort van het sjabloon
1Het is duidelijk dat kleine sjablonen meer kans hebben om toepasbaar te zijn, om-
dat er minder poorten moeten gematcht worden.
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dat op dit moment bekeken wordt en
• de Boolese rmove met e´e´n element dat gelijk is aan 1. Een 1 in deze
rij geeft aan dat alle gematchte poorten naar deze positie kunnen
verplaatst worden. Aangezien we nog maar e´e´n poort gematcht
hebben, is dit automatisch het geval.
We introduceren ook pn die de huidige positie in het netwerk aanduidt.
Op dit moment is die uiteraard gelijk aan k. Vervolgens gaan we op
zoek naar poorten in het netwerk, die overeenkomen met de volgende
poorten van de cyclus. We passen het sjabloon zowel in voorwaart-
se richting als in achterwaartse richting toe. Vanaf nu kijken we enkel
naar de voorwaartse applicatie, aangezien de achterwaartse toepassing
volledig analoog is. We verminderen pn met 1 en kijken of poort k − 1
overeenkomt met de tweede poort van de sjablooncyclus. Als dat het
geval is, dan voegen we k−1 toe aan rmatch en aan rmove voegen we een
1 toe. Aangezien poort k − 1 naast poort k staat hoeft niet te worden
nagegaan of ze tezamen kunnnen worden gebracht. Vervolgens, gaan
we na of deze 2 poorten kunnen vervangen worden door een kleiner en
dus goedkoper netwerk (gegeven door de rest van de sjablooncyclus).
Indien dit het geval is, doen we de substitutie en stellen we ps = k − 1.
Vanaf dit punt begint de matching dan opnieuw. Als poort pn niet over-
eenkomt met de tweede poort van de sjablooncyclus, dan verminderen
pn met 1 en kijken we of deze poort wel voldoet.
In het algemeen, als er nm poorten gematcht zijn en bijeen kunnen
gebracht worden en een poort in een netwerk op positie pn = knm+1
overeenkomt met nm + 1-de poort van de sjablooncyclus, verloopt de
matching als volgt. Eerst kijken we op welke van de posities k1, k2,. . .,
ks+1 de poorten tezamen kunnen gebracht worden. Als er inderdaad
een plaats is waar de poorten kunnen verzameld worden, dan wordt
rmove geu¨pdatet. Vervolgens gaan we na of het voordelig is om de ge-
matchte nm+1 poorten te vervangen door de resterendem−nm−1 van
het sjabloon. Indien dit zo is, brengen we alle poorten bijeen op een zo
hoog mogelijke positie kj , die overeenkomt met een niet-nul waarde in
rmove en voeren we de substitutie door. De startpositie ps wordt dan op
kj − (nm + 1) + j gezet. De matching herbegint van deze positie en met
de kleinste sjabloon. Als de poorten niet bijeengebracht kunnen wor-
den, dan verminderen we pn met 1 en proberen we de poort op deze
positie te matchen. Als pn gelijk wordt aan 0 of we niet genoeg poor-
ten kunnen matchen om een voordelige substitutie te doen met deze
sjablooncyclus, dan proberen we een volgende cyclus of een volgend
sjabloon. Als er geen sjablonen matchen met als startpunt ps, dan ver-
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hogen we ps met 1 en beginnen we opnieuw vanaf deze positie. Dit
alles wordt herhaald totdat we aan het einde van het netwerk komen.
Op dat moment is de toepassing van de sjablonen ten einde.
We merken nog op dat we in de praktijk nooit gaan kijken naar
poorten die meer dan 20 posities van het startpunt ps verwijderd zijn.
In de praktijk leveren poorten die verder liggen nog maar zelden iets
op, omdat de kans klein wordt dat poorten die zo ver van elkaar lig-
gen nog kunnen worden samengebracht. Deze beperking zorgt voor
aanzienlijke versnelling van het sjablonenalgoritme.
We besluiten deze bijlage met een klein voorbeeld. We willen het
netwerkje van Figuur B.1 (a) (bestaande uit 5 poorten) vereenvoudigen.
Stel dat op een gegeven moment ps gelijk is aan 5 en dat we de eerste
cyclus van de sjabloon van Figuur 7.9 (a) wensen toe te passen.
• De poort op positie 5 is te matchen aan de eerste poort van de
sjablooncyclus, door bitlijn A4 in het netwerk te laten overeenko-
men met de op e´e´n na laatste lijn van de sjabloon rmatch = [7],
rmove = [1] en pn = 5.
• pn wordt met 1 verminderd: pn = 4. De poort op deze plaats komt
niet overeen met de tweede poort van de sjabloon, aangezien in
deze sjabloon de eerste 2 poorten een verschillend gecontroleerd
bit moeten hebben.
• pn = 3. Poort 3 in het netwerk komt wel overeen met de tweede
poort van de sjabloon, indien we bitlijn A1 laten overeenkomen
met de onderste lijn van de sjabloon en lijnA2 met de tweede bus-
lijn. Dus rmatch wordt [5, 3] en aangezien poort 5 wel naar poort
3 kan gebracht worden, maar niet omgekeerd, wordt rmove gelijk
aan [0, 1]. Substitutie van deze twee poorten door de twee overi-
ge poorten van de sjabloon is niet voordelig en bijgevolg proberen
we meer poorten te matchen.
• pn = 2. Poort 2 voldoet niet aan de derde poort voorgeschreven
door de sjabloon.
• pn = 1. Poort 1 komt wel overeen met de derde poort. Dus
rmatch wordt [5, 3, 1]. Alle drie de poorten kunnen bijeengebracht
worden bij poort 3 en alleen daar: rmove is bijgevolg gelijk aan
[0, 1, 0]. Nu is substitutie wel voordelig. Welke kostfunctie ook
gebruikt wordt, vervanging van de 3 CCN-poorten door de (klas-
sieke) Fredkin-poort is altijd voordelig. We vinden dus het circuit























Figuur B.1 – Voorbeeld van toepassing van sjablonen.
van Figuur B.1 (b). De startpositie ps wordt dan gelijk gesteld aan
3− 3 + 2 = 2.





Eerst zoeken we de oplossing voor de recursiebetrekking
σ(w) = c1σ(w − 1) + c2w + c3,
waarin c1, c2 en c3 constanten voorstellen. We introduceren de nieuwe
onbekende τ(w) door te stellen dat
σ(w) = cw1 τ(w),
die de nieuwe recursiebetrekking





oplevert met als oplossing
























τ(w) = τ(1) + c2
2cw1 − cw−11 − (w + 1)c1 + w
cw1 (c1 − 1)2
+ c3
cw−11 − 1
cw1 (c1 − 1)
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en dus
σ(w) = cw−11 σ(1) + c2
2cw1 − cw−11 − (w + 1)c1 + w
(c1 − 1)2 + c3
cw−11 − 1
c1 − 1 .
Vervolgens bekijken we de recursiebetrekking
ψ(w) = c1ψ(w − 1) + c2 cw3 ,
waarin c1, c2 en c3 opnieuw constanten zijn. We introduceren de nieu-
we onbekende φ(w) die gegeven wordt door
ψ(w) = cw1 φ(w).
Dit levert de nieuwe recursievergelijking






op met als oplossing








= φ(1) + c2
cw+13 − c23cw−11
c3 cw1 − cw+11
en dus
ψ(w) = cw−11 ψ(1) + c2
cw+13 − c23cw−11
c3 − c1 .
C.2 Ongelijkheid




















(n+ 1− k) .
Als we alle factoren van dit product vervangen door de kleinste factor












waarin het gelijkheidsteken enkel geldig is in het triviale geval dat n =
4. Vervanging van alle factoren van het product door de grootste factor














waarin opnieuw het gelijkheidsteken alleen geldt als n = 4. Als we
























In het bijzonder, voor n = 2w (met w > 2), kunnen we dit resultaat




)2w+2 < (2w)! 6 3 122w−12(w−2)2w+3.
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