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Abstract
We present quantum algorithms for various problems related to graph connectivity. We give simple
and query-optimal algorithms for cycle detection and odd-length cycle detection (bipartiteness) using a
reduction to st-connectivity. Furthermore, we show that our algorithm for cycle detection has improved
performance under the promise of large circuit rank or a small number of edges. We also provide algo-
rithms for detecting even-length cycles and for estimating the circuit rank of a graph. All of our algorithms
have logarithmic space complexity.
1 Introduction
Quantum query algorithms are remarkably described by span programs [15, 16], a linear algebraic object
originally created to study classical logspace complexity [12]. However, finding optimal span program
algorithms can be challenging; while they can be obtained using a semidefinite program, the size of the
program grows exponentially with the size of the input to the algorithm. Moreover, span programs are
designed to characterize the query complexity of an algorithm, while in practice we also care about the
time and space complexity.
One of the nicest span programs is for the problem of undirected st-connectivity, in which one must
decide whether two vertices s and t are connected in a given graph. It is “nice” for several reasons:
• It is easy to describe and understand why it is correct.
• It corresponds to a quantum algorithm that uses logarithmic (in the number of vertices and edges of
the graph) space [4, 11].
• The time complexity of the corresponding algorithm is the product of the query complexity, and the
time required to implement a unitary that applies one step of a quantum walk on the underlying
graph [4, 11]. On the complete graph, for example, the quantum walk step introduces only an addi-
tional logarithmic factor to the complexity [4].
• The query complexity of the algorithm is determined by twowell known graph functions, the effective
resistance and effective capacitance [10].
Thus one strategy for designing other “nice” quantum algorithms is to reduce a given problem to st-
connectivity, and then use the span program st-connectivity algorithm. This strategy has proven to be quite
successful, and in fact has produced several optimal or nearly optimal algorithms. There is a reduction
from Boolean formula evaluation to st-connectivity [14] that produces an optimal quantum algorithm for
read-once formulas [11]. There is an optimal reduction from graph connectivity to st-connectivity [10].
Cade et al. use an st-connectivity subroutine to create nearly query-optimal algorithms for cycle detection
and bipartiteness [7]1. Finally, the st-connectivity span program algorithm underlies the learning graph
framework [3], one of the most successful heuristics for span program algorithm design.
1In Ref. [2], A¯rin, š designed algorithms for connectivity and bipartiteness which, while not strictly reductions to st-connectivity, are
very closely related.
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In this work, we follow precisely this strategy for creating “nice” quantum algorithms: we reduce the
graph problems of cycle detection, odd-length path detection, bipartiteness, and even-length cycle detec-
tion to st-connectivity. In our reductions, solving the related st-connectivity problem comprises the whole
algorithm; in other words, we create a new graph that has an st-path if and only if the original graph has
the property in question.
Additionally, there is an an estimation algorithm closely related to the st-connectivity algorithm that
determines the size of the effective resistance or effective capacitance of the graph [9, 10]. Not only is
it often useful to estimate the effective resistance or effective capacitance of a graph, as these quantities
bound the shortest path length and smallest cut size respectively, but sometimes one can encode quantities
of interest as either the effective capacitance or effective resistance. For example, given a graph G, it is
possible to create a new graph whose effective resistance is the average effective resistance (Kirchoff index)
of the original graph [10]. Using this strategy of reduction to effective resistance estimation, we also create
an algorithm to estimate the circuit rank of a graph.
1.1 Contributions and Comparison to Previous Work
All of our algorithms are in the adjacency matrix model (see Section 2), in which one can query elements of
the adjacency matrix of the input graph. This contrasts with work such as [7] which study similar problems
in the adjacency list model.
We note all of our algorithms are space efficient, in that the number of qubits required are logarithmic
in the number of edges and vertices of the graph. (This property is inherited directly from the basic st-
connectivity span program.) We do not analyze time complexity, but, as mentioned above, it is the product
of the query complexity, which we analyze, and the time required to implement certain quantum walk
unitaries. (We leave this analysis for future work.)
We next discuss the context of each of our results in turn. In this section, we assume the underlying
graph is the complete graph on n vertices to more easily compare to previous work, although in the main
body of the paper, we show our results apply more to generic underlying graphs with n vertices and m
edges.
Cycle Detection Cade et al. [7] describe a nearly optimal O˜(n3/2) quantum query algorithm for cycle
detection via reduction to st-connectivity, almost matching the lower bound of Ω(n3/2) [8]. In this work,
we find an algorithm that removes the log-factors of the previous result, giving an algorithm with optimal
O(n3/2) query complexity. Moreover, our algorithm is simpler than that in Ref. [7]: their approach requires
solving an st-connectivity problem within a Grover search, while our approach is entirely based on solving
an st-connectivity problem.
We furthermore prove that if promised that (in the case of a cycle) the circuit rank of the graph is at
least r or (in the case of no cycles) there are at most µ edges, then the query complexity of cycle detection is
O(µ
√
n/r).
Bipartiteness An optimal quantum query algorithm for bipartiteness was created by A¯rin, š [2], matching
the lower bound of Ω(n3/2) [19]. However, this algorithm was not known to be time efficient (and did not
use a reduction to st-connectivity, although the ideas are quite similar to the approach here and in [7]). In
Ref. [7], Cade et al., using similar ideas as in their cycle detection algorithm, create a bipartiteness checking
algorithm using a reduction to st-connectivity that is again embedded in a search loop, which is optimal up
to logarithmic factors in query complexity. Our algorithm for bipartiteness removes the logarithmic factors
of [7], and so recovers the optimal query complexity of [2], while retaining the simplicity of the reduction
to st-connectivity.
Even-length Cycle Detection The problem of detecting an even-length cycle can provide insight into the
structure of the graph. For example, it is straightforward to see that in a graph with no even cycles, no edge
can be involved in more than one cycle. Classically this problem requires Θ(n2) queries [17]. We are not
aware of an existing quantum algorithm for this problem; we provide anO(n3/2) query algorithm.
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Estimation of Circuit Rank Circuit rank parameterizes the number of cycles in a graph: it is the number
of edges that must be removed before there are no cycles left in a graph. It has also been used to describe the
complexity of computer programs [13]. We give an algorithm to estimate the circuit rank r to multiplicative
error ǫwith query complexity O˜
(
ǫ−3/2
√
n4/r
)
in the generic case and query complexity O˜
(
ǫ−3/2
√
n3/r
)
when promised that the graph is a cactus graph. When additionally promised that the circuit rank is large,
these algorithms can have non-trivial query complexity. We are aware of no other classical or quantum
query algorithms that determine or estimate this quantity.
Odd-length Path We provide an algorithm to determine whether there is an odd-length path between
two specified vertices that uses O(n3/2) queries. While perhaps not the most interesting problem on its
own, we effectively leverage this algorithm as a subroutine in several of our other constructions.
1.2 Open Problems
Throughout this paper, our strategy is to take a graph G, use it to create a new graph G′, such that there
is an st-path through G′ if and only if G has a certain property. We analyze the query complexity of the
algorithms we create in detail, but not the time complexity. The time complexities of our algorithms depend
on the time required to implement one step of a quantum walk on the graph G′ (see U from Theorem 4 and
Ref. [11]) 2. We strongly suspect that the highly structured nature of the graphs G′ we consider would yield
time-efficient algorithms, but we have not done a full analysis.
In the case of our algorithm for cycle detection, we create a graph G′ whose effective resistance is the
circuit rank of the original graph G. For the graphs we design for the other algorithms in this paper, do the
effective resistance or effective capacitance have relevant meanings?
The query complexity of our algorithm for estimating the circuit rank of a graph depends on bounding
a quantity called the approximate negative witness. While the best bound we currently have is O(n4), we
believe this is not tight. Obtaining a better bound would not only be interesting for these results, but could
provide insight into more general quantum estimation algorithms.
Several of our results rely on a graph that tests for paths of odd length, i.e. those whose length modulo
2 is 1. Is there a way to adapt our algorithm to test for paths of arbitrary modulus?
Ref. [1] provides a list of complete problems for symmetric logarithmic space (SL), of which st-connectivity
is one such problem. It would be interesting to study the query complexity of these problems to see if re-
ducing to st-connectivity always gives an optimal approach.
Finally, it would be nice to improve the quantum lower bounds and classical bounds for several of these
problems. In particular, we would like to obtain better quantum lower bounds for the even-length cycle
detection and odd-length path detection problems. (For the later, the best quantum lower bound is Ω(n)
[4].) We expect that the promise of large circuit rank also aids a classical algorithm for cycle detection, and
it would be interesting to know by how much, in order to compare to our quantum algorithm.
2 Preliminaries
We consider undirected graphs G = (V, E) where V is a set of vertices and E a set of edges; we often
use E(G) and V(G) to denote the sets of edges and vertices of a graph G when there are multiple graphs
involved. If clear which graphwe are referring to, we will use n for the number of vertices in the graph, and
m for the number of edges. For ease of notation, we associate each edge with a unique label ℓ. For example,
we refer to an edge between vertices u and v labeled by ℓ as {u, v}, or simply as ℓ. In general, we could
consider a weighting function on the edges or consider graphs with multi-edges (see [10] for more details
on how these modifications are implemented) but for our purposes, we will always consider all edges to
have weight 1, and we will only consider graphs with a at most a single edge between any two vertices.
2In Ref. [7], they claim that their algorithms are time efficient, but their time analysis only considers the case of the underlying
graph being the complete graph, while the actual graph used in their algorithms is not the complete graph. We expect that their
algorithms can be implemented efficiently, but more work is needed to show this.
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We will use the following notation regarding spanning trees: if G is a connected graph and ℓ ∈ E(G),
then we use tℓ(G) to denote the number of unique spanning trees of G that include edge ℓ, and we use t(G)
to denote the total number of unique spanning trees of G.
In Section 3 we describe a quantum algorithm for estimating the circuit rank of a graph, which is a quan-
tity that is relevant for a number of applications, like determining the robustness of a network, analyzing
chemical structure [18], or parameterizing the complexity of a program [13].
Definition 1 (Circuit Rank). The circuit rank of a graph with m edges and n vertices is m− n+ κ where κ is the
number of connected components. Alternatively, the circuit rank of a graph is the minimum number of edges that
must be removed to break all cycles and turn the graph into a tree or forest.
We also consider a special class of graphs called cactus graphs:
Definition 2. A cactus graph is a connected graph in which any two simple cycles share at most one common vertex.
We will in particular use cactus forests, in which all components of the graph are cacti. For cactus forests,
the circuit rank is simply the total number of cycles in the graph.
The final type of graph we need is the bipartite double graph:
Definition 3. Given a graph G, the bipartite double of G, denoted KG, is the graph that consists of two copies of
the vertices of G (with vertex v ∈ V(G) labeled as v0 in the first copy and v1 in the second), with all original edges
removed, and edges {u0, v1} and {v0, u1} created for each edge {u, v} ∈ E(G). This graph is also known as the
Kronecker cover of G, or G× K2, and its adjacency matrix is given by G⊗ X (where X is the Pauli X operator.)
We associate edges of G with literals of a string x ∈ {0, 1}N, where N ≤ |E|, and a literal is either xi or
xi for i ∈ [N]. The subgraph G(x) of G contains an edge ℓ if ℓ is associated with xi and xi = 1, or if ℓ is
associated with xi and xi = 0. (See [10] for more details on this association.)
We assume that we have complete knowledge of G, and access to x ∈ {0, 1}N via a black box unitary
(oracle) Ox. This oracle acts as Ox|i〉|b〉 = |i〉|b⊕ xi〉, where xi is the ith bit of x. Then our goal is to use Ox
as few times as possible to determine a property of the graph G(x). The number of uses of Ox required for
a given application is called the query complexity.
We will be applying and analyzing an algorithm for st-connectivity, which is the problem of deciding
whether two nodes s, t ∈ V(G) are connected in a graph G(x), where G is initially known, but x must be
determined using the oracle, and we are promised x ∈ X, where X ⊆ {0, 1}N . An st-path is a series of
edges connecting s to t.
Given two instances of st-connectivity, they can be combined in parallel, where the two s vertices are
identified and labeled as the new s, and the two t vertices are identified and labeled as the new t. This new
st-connectivity problem encodes the logical OR of the original connectivity problems, in that the new graph
is connected if and only if at least one of the original graphs was connected. Two instances of st-connectivity
can also be combined in series, where the s vertex of one graph is identified with the t vertex of the other
graph, and relabeled using a label not previously used for a vertex in either graph. This new st-connectivity
encodes the logical AND of the original connectivity problems, in that the new graph is connected if and
only if both of the original graphs were connected. This correspondence was noted in [14] and applied to
quantum query algorithms for Boolean formulas in [11] and for determining total connectivity in [10].
The key figures ofmerit for determining the query complexity of the span-program-based st-connectivity
quantum algorithm are effective resistance and effective capacitance [10]. We use Rs,t(G(x)) to denote the
effective resistance between vertices s and t in a graph G(x), and we use Cs,t(G(x)) to denote the effective
capacitance between vertices s and t in G(x). These two functions were originally formulated to character-
ize electrical circuits, but are also important functions in graph theory. For example, effective resistance is
related to the hitting time of a randomwalk on a graph. (See [6] for more information on effective resistance
and capacitance in the context of graph theory.) For this paper, we don’t require a formal definition of these
functions, but can instead use a few of their well known and easily derived properties (see [10] for formal
definitions):
Effective Resistance
1 If G consists of a single edge between s and t, and G(x) = G, then Rs,t(G(x)) = 1.
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2 If s and t are not connected in G(x), then Rs,t(G(x)) = ∞.
3 If G consists of subgraphs G1 and G2 connected in series as described above, then
Rs,t(G(x)) = Rs,t(G1(x)) + Rs,t(G2(x)).
4 If G consists of subgraphs G1 and G2 connected in parallel as described above, then
(Rs,t(G(x)))
−1 = (Rs,t(G1(x)))−1 + (Rs,t(G2(x)))−1.
5 If G(x) is a subgraph of G(y), then Rs,t(G(x)) ≥ Rs,t(G(y)).
6 If s and t are connected in G(x), then Rs,t(G(x)) ≤ d, where d is the length of the shortest path from s
to t.
Effective Capacitance
i If G consists of a single edge between s and t, and G(x) does not include the edge {s, t}, then
Cs,t(G(x)) = 1.
ii If s and t are connected in G(x), then Cs,t(G(x) = ∞.
iii If G consists of subgraphs G1 and G2 connected in series as described above, then
(Rs,t(G(x)))
−1 = (Rs,t(G1(x)))−1 + (Rs,t(G2(x)))−1.
iv If G consists of subgraphs G1 and G2 connected in parallel, then
Rs,t(G(x)) = Rs,t(G1(x)) + Rs,t(G2(x)).
v If G(x) is a subgraph of G(y), then Cs,t(G(x)) ≤ Cs,t(G(y)).
vi If s and t are not connected in G(x), Cs,t(G(x)) is less than the size of the smallest cut in G between s
and t.
We analyze our algorithms using these properties rather than first principles to demonstrate the relative
ease of bounding the query complexity of span program algorithms for st-connectivity problems.
Now we can describe the performance of the span program algorithm for deciding st-connectivity:
Theorem 4. [10] Let G = (V, E) be a graph with s, t ∈ V(G). Then there is a span program algorithm whose
bounded-error quantum query complexity of evaluating whether s and t are connected in G(x) promised x ∈ X and
X ⊆ {0, 1}N is
O
√ max
x∈X
Rs,t(G(x)) 6=∞
Rs,t(G(x))× max
x∈X
Cs,t(G(x)) 6=∞
Cs,t(G(x))
 . (1)
Furthermore, the space complexity is
O(max{log(|E|), log(|V|)}), (2)
and the time complexity is U times the query complexity, whereU is the time required to perform one step of a quantum
walk on G (see [11]).
Ito and Jeffery describe an algorithm that can be used to estimate Rs,t(G(x)). It depends on a quantity
called the negative witness size, which we denote R˜−(x,G) (this is the quantity w˜−(x) of [9] tailored to the
case of the st-connectivity span program). Let L(U,R) be the set of linear maps from a set U to R. Then we
have the following definition
Definition 5 (See Theorem 4.2, [9]). Let G = (V, E) with s, t ∈ V. If G(x) is connected from s to t, let Vx ⊆ V
be the set of vertices connected to both s and t. Then there is a unique map Vx ∈ L(Vx,R) such that Vx(s) = 1,
Vx(t) = 0, and ∑{u,v}∈E(G(x)) (Vx(u)−Vx(v))2 is minimized. Then the negative approximate witness size of input
x on the graph G is
R˜−(x,G) = minV∈L(V,R):V(u)=Vx(u) if u∈Vx ∑{u,v}∈E
(V(u)−V(v))2 . (3)
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Theorem 6. Let G be a graph with s, t ∈ V(G). Then the bounded-error quantum query complexity of estimat-
ing Rs,t(G(x)) to multiplicative error ǫ promised s and t are connected in G(x) and x ∈ X for X ⊆ {0, 1}N is
O˜
(
ǫ−3/2
√
Rs,t(G(x))R˜−
)
, where R˜− = maxx∈X R˜−(x,G).
3 Quantum Algorithms for Detecting and Characterizing Cycles
In this section, we prove the following results on detecting and characterizing cycles:
Theorem 7. Let G be the complete graph on n vertices. If we are promised that either G(x) is connected with
circuit rank at least r, or G(x) is not connected and contains at most µ edges, then the bounded-error quantum query
complexity of detecting a cycle in G(x) is O(µ
√
n/r).
Theorem 8. Given a generic graph G with m edges, and a parameter ǫ ≪ 1 (here ǫ can be a constant or can depend
on the input) there is a quantum algorithm that estimates the circuit rank r of G(x) to multiplicative error ǫ using
O˜
(
ǫ−3/2
√
mµ/r
)
applications of Ox, under the promise that G(x) has at most µ edges.
A few notes on these theorems:
• Theorem 7 has a worst case upper bound of O(n3/2), which matches the optimal lower bound. This
is because r ≥ 1 (r takes value 1 in the case of a single cycle) and µ ≤ n− 1 (since a graph without
cycles must be a forest).
• In Theorem 8, if r and ǫ are O(1) and if nothing is known about µ (in which case it could be as large
as m), one would need to query all edges of the graph. However, given a promise that r is large, for
example if r = Ω(mβ) for a positive constant β, or a promise on µ, we can do better than the trivial
classical algorithm of querying all edges.
We prove both of these results using a reduction from cycle detection to st-connectivity. Specifically we
construct a graph Gcyc such that Gcyc(x) has an st-path if and only if G(x) has a cycle. We note that there is
a cycle in G(x) if and only if an edge {u, v} is present in G(x) and there is a path from u to v in G(x) that
does not use the edge {u, v}. Thus, our reduction tests every edge in G to determine whether these two
conditions are satisfied. We use the encoding of logical AND and OR into st-connectivity using serial and
parallel composition, as described in Section 2 and in Refs. [14, 11].
We now describe how to build up Gcyc from simpler graphs. For an edge ℓ = {u, v} ∈ E(G) let G−ℓ
be the graph that is the same as G, except with the edge ℓ removed, and the vertex u labeled as s, and the
vertex v labeled as t. (The choice of which endpoint of ℓ is s and which is t is arbitrary - either choice is
acceptable). Each edge in G−
ℓ
is associated with the same literal of x as the corresponding edge in G. Thus
there is an st-path in G−
ℓ
(x) if and only if there is a path between u and v in G(x) that does not go through
{u, v}.
Next, for an edge ℓ ∈ E(G) let G1
ℓ
be the graph with exactly two vertices labeled s and t, and one edge
between them. The one edge in G1
ℓ
is associated with the same literal bit of x as ℓ. Thus there is an st-path
in G1
ℓ
(x) if and only if ℓ ∈ E(G(x)).
Next, we create the graph Gℓ by connecting G
1
ℓ
and G−
ℓ
in series, while leaving the associations between
edges and literals the same. Then because connecting st-connectivity graphs in series is equivalent to logical
AND, there is an st-path through Gℓ(x) if and only if there is a cycle in G(x) passing through ℓ.
Finally, we create the graph Gcyc by connecting all of the graphs Gℓ (for each ℓ ∈ E(G)) in parallel,
again retaining the association between edges and literals. Since attaching graphs in parallel is equivalent
to logical OR, Gcyc(x) has an st-path if and only if there is a cycle through some edge of G(x). See Fig. 1 for
an example of the construction of Gcyc.
In order to use Theorem 4 to determine the query complexity of deciding st-connectivity on Gcyc(x), we
next analyze the effective resistance (respectively capacitance) of Gcyc(x) in the presence (resp. absence) of
cycles in G(x). We first show the following relationship between effective resistance and circuit rank:
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Figure 1: (a) A graph G(x), where edges 2, 3, 5, and 6 are present (solid lines indicate the presence of an
edge, dashed lines indicate the absence of an edge). (b) The graph Gcyc(x) that G(x) produces. There is a
cycle involving the edges 2, 3, and 6 in G(x), and thus there are paths from s to t in the subgraphs G2, G3,
and G6 in Gcyc(x).
Lemma 9. Let r be the circuit rank of G(x). Then
Rs,t(Gcyc(x)) =
1
r
. (4)
The proof of Lemma 9 uses the following result from Ref. [5] relating effective resistance and spanning
trees:
Theorem 10. [5] Let {u, v} = ℓ be an edge in a connected graph G. Then the effective resistance between vertices u
and v is equal to the number of spanning trees that include an edge ℓ, divided by the total number of spanning trees:
Ru,v(G) =
tℓ(G)
t(G)
. (5)
Proof of Lemma 9. Using the rules that the effective resistance of graphs in series adds, (Effective Resistance
Property 3), and the inverse effective resistance of graphs in parallel adds, (Effective Resistance Property 4),
we have:
Rs,t(Gcyc(x)) =
 ∑
(u,v)∈E(G(x))
1− Ru,v(G(x))
−1 . (6)
(We include this relatively straightforward calculation in Appendix A.)
We next relate the righthand side of Eq. (6) to the circuit rank. Let G(x) be a graph with κ connected
components. Let gi(x) be a subgraph consisting of the i
th connected component of G, with ni vertices. We
count the number of times edges are used in all spanning trees of gi(x) in two ways. First, we multiply the
number of spanning trees by the number of edges in each spanning tree. Second, for each edge we add the
number of spanning trees that include that edge. Setting these two terms equal, we have,
t(gi(x))(ni − 1) = ∑
ℓ∈E(gi(x))
tℓ(gi(x)). (7)
Rearranging, and using Theorem 10 we have
ni − 1 = ∑
ℓ∈E(gi(x))
tℓ(gi(x))
t(gi(x))
= ∑
{u,v}∈E(gi(x))
Ru,v(gi(x)), (8)
7
where if the sum has no terms (i.e. E(gi(x)) = ∅), we define it to be zero.
Summing over all κ components of G(x), we have
n− κ = ∑
{u,v}∈E(G)
Ru,v(G(x)), (9)
Finally, using the fact that
∑
{u,v}∈E(G(x))
1 = m, (10)
where m is the number of edges in G(x), and combining with Eq. (9), and Definition 1, we have
∑
{u,v}∈E(G(x))
1− Ru,v(G(x)) = r. (11)
Finally Eq. (11) and Eq. (6) give the result.
We next analyze the effective capacitance of Gcyc(x) in the case of no cycles in G(x):
Lemma 11. If G is the complete graph on n vertices and G(x) has no cycles and at most µ edges, then, Cs,t(Gcyc(x)) =
O(nµ2).
Proof. We first analyze the effective capacitance of the subgraph Gℓ(x) in two cases, when ℓ ∈ E(G(x)) and
when ℓ /∈ E(G(x)).
When ℓ ∈ E(G(x)), then using Effective Capacitance Properties ii and iii, we have Cs,t(Gℓ(x)) =
Cs,t(G
−
ℓ
(x)). Then using Effective Capacitance Property vi, we have that Cs,t(G
−
ℓ
(x)) is less than the size of
the cut between vertices s and t in G−
ℓ
(x). Since there are µ edges and n vertices in G(x), this quantity is
bounded byO(nµ). (The worst case is when there are Ω(µ) vertices connected to s, e.g.)
When ℓ /∈ E(G(x)), then using Effective Capacitance Properties i and iii, Cs,t(Gℓ(x)) = O(1).
Since there are n − µ graphs Gℓ(x) with ℓ /∈ E(G(x)) and µ graphs Gℓ(x) with ℓ ∈ E(G(x)), using
Effective Capacitance Property iv for graphs connected in parallel, we have that Cs,t(Gcyc(x)) = O(µ2n).
In order to prove Theorem 8, we need to analyze R˜−(x,Gcyc):
Lemma 12. For a graph G with m edges, let X = {x : G(x) contains a cycle and |E(G(x))| ≤ µ} and let R˜− =
maxx∈X R˜−(x,Gcyc). Then R˜− = O(mµ).
Proof. Looking at Eq. (3), for ℓ /∈ E(G(x)), we have that all v ∈ V(Gℓ) (except s and t) are not in Vx , so any
choice of V on these vertices will give an upper bound on the minimizing map. We choose V(v) = 0 for
these vertices to give us our bound, which contributes 1 to the sum for each such subgraph. Thus edges in
these subgraphs contribute m− µ to the total.
For ℓ ∈ E(G(x)), for vertices in these subgraphs which are also part of Vx , they will get mapped by Vx
to values between 0 and 1 inclusive (since Vx can be seen as the voltage induced at each point by a unit
potential difference between s and t). If we choose the remaining vertices to also get mapped to values
between 0 and 1 by V , we will again have an upper bound on the minimum. Then (V(u)− V(v))2 ≤ 1
across all edges in these subgraphs. Since there arem edges in each subgraph, and µ such subgraphs, edges
in these subgraphs contributes mµ to the total.
Combining the two terms, we have that R˜−(x,Gcyc) ≤ m− µ+mµ = O(mµ).
Now we can put these results together to prove Theorem 8:
Proof of Theorem 8. Using Theorem 6, Lemma 9, and Lemma 12, we can estimate one over the circuit rank
(i.e. 1/r) to multiplicative error ǫ. That is, we get an estimate of 1/r within (1± ǫ)/r. Now if we take the
inverse of this estimate, we get an estimate of of r within r/(1 ± ǫ). But since ǫ ≪ 1, taking the Taylor
expansion, we have 1/(1± ǫ) ≈ (1± ǫ) to first order in ǫ.
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4 Algorithms for Detecting Odd Paths, Bipartiteness, and Even Cycles
In this section, we note that a slight variation on one of the st-connectivity problems considered by Cade
et al. in Ref. [7] can be used to detect odd paths and bipartiteness; furthermore the bipartiteness testing
algorithmwe describe is optimal in query complexity, and far simpler than the bipartiteness algorithm in [7].
We then use a similar construction to create a reduction from even-length cycle detection to st-connectivity.
All of these algorithms involve the bipartite double graph of the original graph. Given a graph G with
vertices u and v, let KGu,v be the bipartite double graph of G, with vertex u0 relabeled as s, and vertex v1
relabeled as t. To define KGu,v(x), if {x, y} ∈ E(G) is associated with a literal, then {x0, y1} and {x1, y0} in
E(KGu,v) are associated with the same literal.
We first show a reduction from detecting an odd-length path to st-connectivty on KG:
Lemma 13. Let G be a graph with vertices u and v. There is an odd-length path from u to v in G(x) if and only if
there is an st-path in KGu,v(x)
Proof. Suppose there is an odd-length path from u to v in G(x). Let the path be u, η1, η2, . . . , ηk, vwhere k is
an even integer greater than or equal to 0. Then there is a path s, η11 , η
2
0 , . . . , η
k
0 , t, in K
G
u,v(x) (where the path
goes through ηii mod 2). For the other direction, if there is a path from s to t in K
G
u,v(x), there is an odd-length
path from u to v in G. Note that any path in KGu,v(x) must alternate between 0- and 1-labeled vertices. If
there is a path that starts at a 0-labeled vertex and ends at a 1-labeled vertex, it must be an odd-length path.
Then there must be the equivalent path in G(x), but without the labeling. See Fig. 2 for an example of this
reduction.
(a)
s
t
(b)
Figure 2: (a) A simple example of a graph G with an odd-length path between green and red vertices. (b)
The bipartite double graph KGgreen,red with a path between s and t.
Theorem 14. Let G be a graph with n vertices and m edges, with vertices u and v. Then there is a bounded-error
quantum query algorithm that detects an odd length path from u to v in G using O(
√
nm) queries.
Proof. Using Lemma 13 we reduce the problem to st-connectivity on KGu,v. Then using Theorem 4, we need
to bound the largest effective resistance and effective capacitance of KGu,v(x) for any string x. The longest
possible path from s to t in KGu,v(x) is O(n) so by Effective Resistance Property 6, Rs,t(K
G
u,v(x)) = O(n). The
longest possible cut between s and t is O(m), so by Effective Capacitance Property vi, Cs,t(KGs,t(x)) = O(m).
This gives the claimed query complexity.
Note u0 is connected to u1 in K
G(x) if and only if there is an odd-length path from u to itself in G(x),
where this path is allowed to double back on itself, as in Fig. 3. This odd-length path in turn occurs if and
only if the connected component of G(x) that includes u is not bipartite (has an odd cycle)! Thus if we are
promised that G(x) is connected, we can pick any vertex in G, run the algorithm of Theorem 14 on KGu,u(x),
and determine if the graph is bipartite, which requiresO(
√
nm) queries.
On the other hand, if we are not promised that G(x) is connected, we simply need to check whether
there is an odd path from any of the n vertices of G to itself, and we now show that doing this check does
not increase the query complexity. We use a similar strategy as with cycle detection:
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(a)
s t
(b)
Figure 3: (a) A graph G with an odd cycle. (b) The bipartite double graph KG with a path between the two
green vertices.
Theorem 15. Let G be a graph with n vertices and m edges. Then there is a bounded-error quantum query algorithm
that detects an odd cycle (in effect, non-bipartiteness) in O(
√
nm) queries.
Proof Sketch. Let Gbip be the graph that consists of the the graphs K
G
u,u composed in parallel for all u ∈ V(G).
This amounts to evaluating the logical OR of there being an odd cycle connected to any vertex in G.
A similar analysis as in cycle detection shows that the effective resistance of Gbip is O(1), if there is an
odd cycle. On the other hand, since there are n copies of KG in this new graph, and each copy has m edges,
the largest possible cut is O(nm). Applying Theorem 4 gives the result.
ℓ
(a)
s
t
ℓ
(b)
Figure 4: (a) An simple example of a graph G with an even-length cycle. (b) The bipartite double graph
KGgreen,red connected in series with G
1
{red,green}. We see there is a path from s to t in this graph, corresponding
to an even-length cycle passing through ℓ.
Finally, we show how to detect even cycles:
Theorem 16. Let G be a graph with n vertices and m edges. Then there is a bounded-error quantum query algorithm
that detects an even-length cycle in O(
√
nm) queries.
Proof. For an edge ℓ = {u, v} ∈ E(G), note that there is an st-path in KG
−
ℓ
u,v if and only if there is an odd-
length path from u to v that does not use the edge ℓ itself. Thus if we consider the graph composed of
G1
ℓ
and K
G−
ℓ
u,v in series, which we denote G
E
ℓ
, there is an st-path if and only if there is an even-length cycle
through ℓ. Finally, if we compose the graphs GE
ℓ
in parallel for all ℓ ∈ E(G), we obtain a graph that has an
st-path if and only if there is an even cycle passing through some edge in G, as in Fig. 4.
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As in our previous analyses of cycle detection and bipartiteness, if there is an even cycle, the effective
resistance will be O(1). On the other hand, if there is no even-length cycle, then it is a fairly well known
fact that the number of edges in G is O(n). Then similar to previous analyses, for each graph GE
ℓ
such that
ℓ ∈ E(G), we have that the cut isO(m). Otherwise, for each graph GE
ℓ
such that ℓ ∈ E(G), we have that the
cut is O(1). Thus a bound on the size of the total cut is O(n2 + nm) = O(nm) (assuming that n = O(m).)
Applying Theorem 4 gives the result.
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A Effective Resistance of Gcyc
We relate the effective resistance across edges in G to the effective resistance between s and t in Gcyc. (The
proof also applies to G(x) and Gcyc(x).) We will write Rs,t(Gcyc) in terms of a sum of Ru,v(G)where (u, v, ℓ)
is an edge on a cycle in G.
Consider an edge {u, v} ∈ E(G). Then using Effective Resistance Property 4 (for graphs composed in
parallel), we have
1
Ru,v(G)
= 1+
1
Rs,t(G
−
ℓ
)
. (12)
Rearranging, we have
Rs,t(G
−
ℓ
) =
Ru,v(G)
1− Ru,v(G) (13)
Then using Effective Resistance Property 3 (for graphs composed in series), we have that
Rs,t(Gℓ) = Rs,t(G
−
ℓ
) + 1
=
Ru,v(G)
1− Ru,v(G) + 1
=
1
1− Ru,v(G) . (14)
Finally, using Effective Resistance Property 4 (graphs composed in parallel) again, we have
1
Rs,t(Gcyc)
= ∑
{u,v,}∈E(G)
1− Ru,v(G). (15)
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