We study a multiserver loss system with two kinds of customers: subscribers and infrequent users. We model the infrequent users' requests for service by a Poisson process. However, noting that the Poisson process is unable to capture repeated interactions as well as retrials, we propose a Markovian on-off-hold model for the subscribers' requests for service that takes into account retrials by subscribers denied service. We analyze this system in an asymptotic regime where the number of subscribers and the arrival rate of the Poisson stream, and consequently the number of servers, grow without bound. In this regime, we identify and prove convergence to diffusion limits for the system. We also prove the convergence of the invariant distributions to the invariant distribution of the limiting diffusions.
1. Introduction. The study of multiserver loss models, where customers who are not served on request are lost, has a long history going back to Erlang (Erlang [13] , Gross and Harris [16] ). Such models are appropriate for many applications like telephone circuits, rental systems, etc. Most of these models assume Poisson or, at best, renewal arrival streams, independent of the number of servers being utilized. This assumption is justifiable in some applications, but it is not appropriate in settings where the servers are used by a fixed pool of subscribers and the number of servers is not negligible when compared to the size of the subscriber pool. Such a scenario arises in rental systems, for example, where the number of units available to rent might be comparable to the number of subscribers, and a nonnegligible fraction of the subscribers could be renters at any given time.
The setting of a rental system serves as a canonical application of the models studied in this paper. In particular, our model corresponds to rental systems that have a pool of subscribers as well as an exogenous stream of payper-use customers. The subscribers repeatedly request for service whereas the pay-per-use customers constitute a Poisson arrival stream and can be thought of as infrequent users of the system. We model each subscriber as a Markov chain having three states: on, off, and hold. A subscriber spends an exponentially distributed amount of time with mean 1/ in the off state, after which she requests for a server. If no servers are available, she transits to the hold state. Otherwise, a server is assigned to her and she transits to the on state. We do not allow a server to be assigned to more than one subscriber at any time. In the hold state, she retries to obtain a server after an exponentially distributed amount of time with mean 1/ until a server is available. Once a server is assigned to her, she transits to the on state. In the on state, she uses the server for an exponentially distributed amount of time with mean 1/ , after which she releases the server and transits to the off state. All the times are independent and identically distributed and independent of each other. Figure 1 illustrates the transitions and a precise formulation using Poisson processes is provided in Equation (1) . This subscriber model is related to the classical Engset model (see Kleinrock [21] ) used in telecommunications. In fact, for the special case in which the hold and off states are indistinguishable, i.e., when the rates at which a subscriber tries to obtain a server from the hold and off states are equal, the subscribers can be characterized by a two-state Markov chain; this is identical to the Engset model.
The natural performance metric in this system is the steady state probability that the servers are fully occupied. The objective of this paper is to provide a means of computing this probability via asymptotic analysis. To this end, we characterize the convergence of the number-in-system process under suitable scaling and parameter regimes to diffusion limits and characterize the invariant distributions of these limits. These process limits are interesting and important in their own right. Furthermore, we show that the invariant distributions of the scaled systems converge to the invariant distributions of the limiting diffusions. In addition, for the special case in which the hold and off states are indistinguishable, we show that the steady state distribution of the number-insystem depends on the means of the on and off times and not on any other moments of their distributions. This justifies the use of a Markovian model to obtain asymptotic results. We study the asymptotic behavior of this system as the number of subscribers n grows without bound. In order to get an appreciable but not excessive impact from the Poisson stream, we set its rate p = 1 n + 2 √ n.
Further, we choose the number of servers to be of the form k = k 1 n + k 2 √ n for some k 1 and k 2 , as in Halfin and Whitt [17] . When k 1 is set at a level that corresponds to the nominal utilization of the system, we derive diffusion limits for the underlying system. In particular, we prove that a scaled and centered version of the number-in-system process converges to a reflected affine-drift diffusion process. When k 1 is set at a higher level, the limits obtained are similar to those for the critically loaded case, except that asymptotically this system does not behave as a loss system, i.e., the resulting diffusion is an affine-drift diffusion process without reflection. The asymptotic results for this system without reflection are quite similar to those in Mandelbaum and Pats [27] and we do not treat it here. The limits obtained when k 1 is lower than the critical level are uninformative as well as trivial. For the critically loaded case, we extend the process level convergence to steady state convergence by proving the convergence of the corresponding invariant distribution. When the hold and off states are indistinguishable for the subscribers, we are able to completely characterize the limiting invariant distribution as a truncated two-dimensional Gaussian distribution. The convergence of the invariant distribution provides a basis for performing a static economic analysis, for example, setting prices and capacity levels as in Maglaras and Zeevi [26] . In the meantime, the diffusion limits may provide a useful basis for dynamic control, for example, dynamic allocation of servers between subscribers and exogenous arrivals along the lines of Savin et al. [38] may be feasible. Such an analysis also provides economic justification for the choice of parameters under which we obtain the asymptotic results. This is the topic of Randhawa and Kumar [34] .
The model studied in this paper is related to many-server closed queuing systems. The literature for limit theory of closed queuing systems is relatively small, with single server stations studied in Harrison and Williams [18] and Kumar [24] . Krichagina and Puhalskii [23] and Kogan et al. [22] study queuing systems that allow stations to have state-dependent service rates but infinite buffers. A very recent related paper is de Véricourt and Jennings [11] , which develops limit theory for a multiserver queuing system serving a pool of subscribers. This work models the system as a queue, where requests that are not accepted immediately are queued. Using the probability of queuing as the relevant performance metric, de Véricourt and Jennings [11] use diffusion limits to size capacity. Critically loaded loss systems with customers arriving as a Poisson process are a subject of study in papers such as Hunt and Kelly [19] , Reiman [35] , and Puhalskii and Reiman [32] .
Though there are many reports in the area of limit theorems for Markovian systems, to the best of our knowledge the combination of state-dependent rates, retrials, and loss systems has not been studied before in the INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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literature. The tools existing in the literature for proving limit theorems are not entirely adequate to handle these systems. In particular, handling boundary behavior in states where all servers are occupied and losses occur requires a new argument via an intermediate system. This argument occupies most of §5. The paper is organized as follows. In §3, we analyze the subscriber model and obtain the asymptotic limits. In §4, we derive the asymptotic results for the general system with an exogenous Poisson stream along with the subscribers. Section 5 contains a proof of the main diffusion level convergence and §6 contains a proof of the convergence of the invariant distribution. Finally, in §7, we offer concluding comments and a comparison of the subscriber model and the exogenous arrival model.
Mathematical preliminaries.
All the random quantities in this paper are defined on a common probability space . For some appropriate dimension m, D m 0 is the space of right continuous m -valued functions defined on 0 with left limits endowed with the Skorohod-J 1 topology, and M m is the Borel -algebra on D m 0 (cf. §3.5 of Ethier and Kurtz [14] 
, we shall abuse notation to say that X ∈ D m 0 . We note that by the definition of the metric d, when a limit point of a sequence of random elements in D m 0 has continuous paths a.s., convergence in the Skorohod topology is equivalent to uniform convergence on compact time intervals. Thus, we shall say that for a sequence of random elements X n in D m 0 and a random element X ∈ D m 0 that has continuous paths a.s., X n → X if X n − X T → 0, a.s. for each T > 0. For a collection of probability measures P n and P defined on S , where S is a general metric space and its Borel -field, we say that P n ⇒ P , i.e., P n weakly converges to P if and only if S f dP n → S f dP for all bounded, continuous real-valued functions f on S. Further, if X n and X are random elements of this space such that P n and P are the probability measures associated with X n and X, respectively, then X n ⇒ X if and only if P n ⇒ P . For any two random elements X Y of S , we use X d = Y to denote equality in distribution. If S = and X n and X are random elements of this space, we define convergence in probability as X n p → X if lim n→ X n − X ≥ = 0 for all > 0. Unless stated otherwise, all convergence results in this paper take place as the index n → .
For any stochastic process X ∈ D m 0 and any measurable function f m → , Ɛ x f X t ≡ Ɛ f X t X 0 = x , and if denotes a probability distribution on m m , where m is the Borel -algebra on m , then Ɛ f X t ≡ m Ɛ x f X t d x . C i j k is the space of functions defined on 3 that are i, j, and k times continuously differentiable with respect to the first, second, and third argument, respectively.
We use the convention that for a vector a ∈ m , a denotes its transpose and a = max i=1 m a i . For two vectors a b ∈ m , we say a ≤ b if a i ≤ b i for each i = 1 2 m. We shall denote e = 1 1 1 as the unit vector in 3 . Finally, for f g → , we say that f n = O g n if there are positive constants c and k such that 0 ≤ f n ≤ cg n for all n ≥ k, and f n = o g n if lim n→ f n /g n = 0. This system is a special case of that discussed in §4, where in addition to the subscribers an external arrival stream of customers is also present. However, the novelty of this subscriber model and the interesting nature of its diffusion limits motivate us to present the asymptotic results for this special case before doing so for the general system.
We shall begin by introducing some notation. Let Q n ∈ D 2 0 such that Q n 1 t and Q n 2 t represent the number of servers in use at time t and the number of subscribers in the hold state, respectively, when there are a total of n subscribers, i.e., Q 
for t ≥ 0, where N a · N d · , and N r · are three independent, one-dimensional unit rate Poisson processes. As we are interested in asymptotic results, we consider capacity levels of the form k n ≡ k 1 n + k 2 √ n for some k 1 ∈ + and k 2 ∈ . Define
and the centered and scaled process
Further defining q n · = Q n · /n and q = q 1 q 2 with q 1 ≡ min k 1 / + and q 2 ≡ / + − q 1 , we have the following asymptotic results for this system.
where B is a standard Brownian motion independent of Q 0 and Y is the nonnegative, nondecreasing continuous process such that Q 1 t ≤ 0 and
where is the unique invariant distribution of the diffusion process given by Equations (3)-(4).
All the asymptotic results in the paper are structured in a manner similar to Proposition 3.1. We first state the fluid level convergence as in (a), followed by weak convergence to diffusion limits as in (b). In doing so, we first establish that the equations describing the diffusion limit (Equations (3)-(4)) have a unique strong solution. We also establish that the limiting diffusions have unique stationary distributions and establish the convergence of the invariant distributions of Q n to the invariant distribution of the limiting diffusions as in (c). Finally, where possible, we characterize this limiting invariant distribution. This is a good place to point out the organization of proofs of results in this paper. The main result of this paper, Theorem 4.1, has two parts. The first part is proved in §5 and the second is proved in §6. All propositions are proved in Appendices A and B contains auxiliary results that are useful in proving the propositions. (4) is quite interesting. Note that there is a single onedimensional Brownian motion driving this diffusion and the only stochasticity in the process Q 2 · arises through the "pushing process" at the boundary. This process is fairly complicated and it renders a further investigation into its invariant distribution futile. (The reader is directed to §4 for an illustration of the difficulties that arise in the computation of the invariant distribution of this process.) However, we shall see that for the case = , where the off and hold states are indistinguishable, we obtain a far more tractable process for which we will be able to compute the invariant distribution; this case is tackled in §4.1 in a more general setting.
Having investigated the subscriber model, we now incorporate an exogenous customer stream in addition to the subscribers in the system, allowing for the eventual analysis of whether or not subscription is a desirable option for the system designer. These customers do not subscribe but rather are considered to be one-time users who attempt to get service on arrival and are lost if no servers are available. We will again develop asymptotic results for this model and use them to obtain approximations for the invariant distributions.
4. Subscribers with a Poisson customer stream. Consider the system with a total of n subscribers as before and an exogenous stream of customers that arrive according to a Poisson process with rate
· are the processes that denote the number of servers in use by the subscribers, the number of servers in use by the exogenous customers, and the number of subscribers in the hold state, respectively. To be precise, our model results in Q n being as follows: 
where for A ∈ D 0 ,
The following result proves the existence of a unique Q n that satisfies Equation (5).
Proposition 4.1. There exists a unique strong solution Q n defined on to Equation (5) .
Note that Equation (5) can be rewritten as
n Q n u du INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
where for
n x y z = x y 0 and (8)
We use the convention that for any given Poisson process N , N denotes its centered version, namely N t = N t − t, t ≥ 0.
Before continuing, we introduce the following notation:
where S n denotes the state space of the process Q n . Rearranging terms in Equation (6), we obtain the following characterization of q n · ≡ Q n · /n. Proposition 4.2. For t ≥ 0, q n t can be written as
where
In addition, we have n
where n = 1 1 0 .
Note that the process − t 0 R n u dY n u counts the number of requests by the subscribers and the Poisson stream denied by time t. As the total number of denied requests must equal sup 0≤s≤t X n 1 s + X n 2 s − n + , the last relation follows.
We now proceed with obtaining the asymptotic limits. To obtain meaningful limits, we shall choose
√ n, where 1 2 ≥ 0 and the capacity level k n = k 1 n + k 2 √ n as before. For convenience, we shall recycle our earlier notation and define q = / + 1 / 0 . We now state the asymptotic results for this INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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A point worth noting about this result is that we require q n 0 to converge to the stable point (or equilibrium point) of the fluid limit as n → . If this condition does not hold, i.e., if there exists a sequence along which q n 0 converges to a point different from the equilibrium point of the fluid limit, then along this sequence q n t shall converge to the equilibrium point only as both n → and t → .
We now wish to study the diffusion limits for this system. To this effect, define Q n · = √ n q n · − q − k 2 0 0 . Note that if k 1 < / + + 1 / , the correction process Q n is asymptotically not well-defined. If k 1 > / + + 1 / , this case is identical to an infinite server setting and is treated in Mandelbaum and Pats [27] . Thus, we focus on the case k 1 = / + + 1 / and state the corresponding diffusion result:
the unique strong solution to
where m is given by Equation (2), B 1 and B 2 are two independent one-dimensional Brownian motions that are independent of Q 0 , and Y is the nonnegative, nondecreasing continuous process such that Q 1 t + Q 2 t ≤ 0 and
where is the unique invariant distribution of the diffusion process Q · .
Noting the convergence in Theorem 4.1(b), it would be quite useful if we can characterize the invariant distribution . However, we shall now demonstrate using a nonrigorous argument the difficulty in estimating . Let us assume this invariant distribution has a densityp ∈ C 2 2 1 . Denote the state space of the diffusion process (22) - (24) by S, i.e., S = x y z x + y ≤ 0 z ≥ 0 and its boundary by S = x y z x + y = 0 .
2 denote the generator of the diffusion process; its domain is C 2 2 1 . Pick any f ∈ C 2 2 1 with compact support such that m f / x + 1 f / y = 0 on S. Then, applying Ito's lemma to f for this diffusion process and taking expectations with respect to the invariant distribution, we obtain the condition 
for x y z ∈ S \ S, with the boundary condition
We are unable to solve this p.d.e. and thus cannot provide a better characterization of the invariant distribution. We shall see in the following section that for the case = , we can actually compute the invariant distribution of the limiting diffusion process. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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for t ≥ 0, where we use the notation
, the corresponding asymptotic results for this system are as follows.
where B 1 and B 2 are two independent one-dimensional Brownian motions that are independent of Q 0 , and Y is the nonnegative, nondecreasing continuous process such that
where is the unique invariant distribution of the diffusion process Q · .
We shall now characterize the invariant distribution of this diffusion process. (27) - (28) iŝ
(b) If 1 = 0, the density corresponding to the invariant distribution of the diffusion process Q 1 given by Equation (27) is:p
4.1.1. Insensitivity of the steady state distribution of the number-in-system process in the original system. It is well-known that the steady state distribution of the number in system in the M/G/k/k loss system is independent of the service time distribution (see Gross and Harris [16] , pp. 245-247). It is also known that the steady state distribution of the number in system for the on-off source model is independent of the distribution of on and off times (see Cohen [7] ). We will now focus on the system with both subscribers and an exogenous pay-per-use stream and show that the steady state distribution of the number in system of the prelimit process is insensitive to the distribution of on times, off times, and the service times, i.e., it depends only on the means of these distributions, when hold times are identically distributed as off times. This insensitivity result does not hold when the hold time and off time distributions are different and when the exogenous stream does not arrive as a Poisson process.
Before stating the result, we shall introduce some notation. Let F and G denote the off time and on time distributions, respectively, with 1/ and 1/ denoting their respective means. Note that G is also the distribution of service times for the Poisson arrivals. We will assume that F 0 = G 0 = 0, and F and G are strictly INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
increasing on 0 . Let the total number of subscribers in the system be n, the arrival rate of the Poisson stream be n p , and the number of servers be k. Let J s t be a set whose elements represent the subscribers in the on state at time t, where each subscriber is numbered from 1 to n and U = 1 2 n denotes the set of all subscribers. Let J p t denote the number of customers from the Poisson stream in service at time t. Let R s t ∈ n + denote the residual times for the subscribers at time t, i.e., for subscriber u ∈ J s t , R s u t denotes the amount of on time remaining and for subscriber u J s t , it denotes the amount of off time remaining. Let R p t denote the residual times for the customers in service from the Poisson stream. It can be verified that X t = J s t R s t J p t R p t t ≥ 0 is a Markov process. The number-in-system process is given by J s t J p t t ≥ 0 , where for a set A, A denotes its cardinality. As this process is not Markovian, its invariant distribution is not well-defined. Thus, we shall work with the steady state probability of the numberin-system process. We are now ready to state the main insensitivity result. This insensitivity result proves that to asymptotically characterize the invariant distribution for such systems, it is sufficient to analyze a Markovian model. This allows us to circumvent the issue of obtaining the process limits for these systems, which are known to be measure valued and fairly complicated, and provides a further justification for using Markovian models.
Note that we can actually characterize precisely the invariant distribution of the prelimit process (see the proof of Proposition 4.6). Thus, one can arrive at the result in Proposition 4.5 by evaluating the limit of this invariant distribution. However, our aim is to prove the convergence of the invariant distributions for the general system of §4, which does not follow directly. Further, the methodology developed to prove this convergence allows us to extract the asymptotic invariant distribution for the process in §4.1 relatively cheaply.
Convergence to diffusion limits.
This section is concerned with the proof of Theorem 4.1(a). If we take a closer look at Proposition 4.2, we note that R n t , which can be thought of as a reflection direction to keep the underlying process within the feasible region, depends on the state at time t as well as on n. This dependence complicates establishing regularity properties, such as Lipschitz continuity, on the reflection map n n . To circumvent this issue, we introduce an intermediate system that is defined on the same probability space and differs from the original system only in the reflection direction. For this intermediate system, we choose the reflection direction
which by applying Proposition 4.3(a) and the continuous mapping theorem (Theorem 2.7 in Billingsley [3] ) is the weak limit of R n , i.e., R n ⇒ R We shall prove that this intermediate system is indistinguishable from the system under consideration at both the fluid and diffusion scale. It will then be sufficient to derive the diffusion limit for the intermediate system alone. However, to prove the equivalence of these two systems, we shall require the existence of a weak limit for the intermediate system. Thus, we shall first obtain the diffusion limit for the intermediate system and then establish that this intermediate system is indistinguishable from the system under consideration at the fluid and diffusion scale. This will complete the proof.
We shall now define the intermediate system. We shall use the same notation for the intermediate system as we did for the original system, albeit with a modifier (·) to differentiate between the two, i.e., Q n ∈ D 3 0 represents the number-in-system process for this system. Before defining the intermediate system, analogous to Equations (17) and (21) we introduce a mapping a D 3 0
where R is given by Equation (31) and for t ≥ 0
with n = 1 1 0 . Note that the mapping a is independent of n. Further, given X ∈ D 3 0 , Y is welldefined, and thus the mapping a is well-defined for each a.
We now define the number-in-system process for the intermediate system as follows:
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where for x y z ∈ 3 , we havẽ
This system is similar to our original system as defined in Equation (5) and has the same initial state, i.e., Q n 0 = Q n 0 . However, unlike our original system, this system has an unbounded state space and the components of Q n can take negative values as well. Thus, this intermediate system has no "real" interpretation. Note that we modify the rate functions n and n so that the process is "well-behaved." This is useful in obtaining the uniqueness of the solution of Equations (33) 
Figure 2 provides a two-dimensional cross-section of the state space along with the reflection direction of the number-in-system process in the two systems.
We now write out the dynamics for the scaled process Q n /n as follows.
and we have the following analog to Equations (11)- (15) .
We now obtain the asymptotic limits for the intermediate system. Defining Q * n · = √ n q n · − q − k 2 0 0 , where q = / + 1 / 0 , we have the following asymptotic results.
where B 1 and B 2 are two independent standard Brownian motions that are independent of Q * 0 .
We shall now prove that the intermediate system is asymptotically equivalent to the original system at the √ n-scale, which implies that both these systems have identical diffusion limits. Although, this equivalence result holds in far more generality, we shall prove it only for the case we are interested in. 6. Convergence of invariant distributions. The subject of this section is the proof of Theorem 4.1(b). We shall prove the convergence of the invariant distributions as well as uniqueness of the invariant distribution of the limiting diffusion process. The proof employs a Lyapunov function argument as in Gamarnik and Zeevi [15] . However, as the processes we consider have state-dependent drift and Gamarnik and Zeevi [15] prove the limit interchange for Jackson networks (with state-independent drift), their main results are not directly applicable here. We shall begin with the following definitions for a Markov chain Q t t ≥ 0 with a complete, metrizable state space as in Gamarnik and Zeevi [15] : Definition 6.1. A function f → + is said to be a Lyapunov function for the process Q with drift size parameter − , where > 0, drift time parameter t 0 > 0, and exception parameter K if
→ + is said to be a geometric Lyapunov function with a geometric drift size 0 < < 1, drift time t 0 > 0, and exception parameter K if
Recall that q n = Q n /n and q = / + 1 / 0 . Differing from Gamarnik and Zeevi [15] , we shall prove that the function f z = e z is a Lyapunov function, where z = z 1 z 2 z 3 . The fact that the centered and scaled process can take negative values leads us to this choice. We shall use = 2 × + equipped with the sup norm. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
We now establish the required tightness of the invariant distributions n . Note that the existence and uniqueness of these invariant distributions follows from the fact that their corresponding Markov chains are irreducible and are defined on a finite state space, and thus are positive recurrent. Proposition 6.2. There exist constants C 1 c 1 such that for all sufficiently large n, the sequence of invariant distributions n satisfies
A consequence of this proposition is the following result.
The following result combined with Proposition 6.3 completes the proof of Theorem 4.1(b).
Proposition 6.4. Any weak limit of n is invariant for the diffusion process Q · given by Equations (22)-(24). Further, Q · has a unique invariant distribution.
7. Discussion. In this paper, we introduce a subscriber-based method of modeling customers, wherein each customer is associated with a three-state Markov chain that determines the subscriber's behavior. This model is descriptively quite different from a Poisson arrival model and this difference persists even as the number of customers grows without bound. To illustrate this effect, we compare the two systems: one with customers modeled as subscribers and the other with customers arriving as a Poisson stream using the denial rate as our performance metric. The denial rate is the steady state at which customer requests are denied. We shall vary the number of servers in this study and set the retrial rate of the subscribers to = . For a fair comparison of the two streams, we shall equate the offered load by the customers. Hence, we shall choose the arrival rate of the Poisson stream to be / + n. We shall set the number of servers in each system at / + n + k 2 √ n and then vary k 2 . This is because setting k 1 < / + creates an O n difference in the two systems, with the denial rate in the subscriber model being significantly higher. We choose = = 2 for our computations. The limiting denial rates for the two systems can be computed as a limit of Y n t /t as t → as in Proposition 6 in Randhawa [33] . Figure 3 plots the limiting denial rates as a function of k 2 .
We observe that if k 2 is small, the denial rate is lower in the exogenous arrival model: however, as k 2 increases, the subscriber model has a lower denial rate, which demonstrates the difference in the two models. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/.
be explained loosely as follows. As the number of subscribers that are on increases, the number of subscribers attempting decreases. Consequently, when the capacity is large, the denial rate seen by the subscribers is smaller than that seen by the exogenous stream whose attempt rate is independent of the state of the system. When the capacity is small, the number of on subscribers is small due to server unavailability. Consequently, the number of subscribers attempting increases.
Appendix A. Auxiliary results and lemmas.
Lemma A.1 (Strong Approximation, Lemma 3.1, Kurtz [25] ). A standard (rate 1) Poisson process N t can be realized on the same probability space as a standard Brownian motion B t in such a way that the positive random variable X given by
Lemma A.2 (cf. Lemma 3.2 in Kurtz [25] , p. 14 of McKean [29] ). For any standard Brownian motion B and any > 0, n ∈ , and T > 0
Further, the distribution of M does not dependent on n. Proof. The first part of the claim follows trivially. For the second part, we apply Proposition 10.1.1 and Theorem 10.0.1 in Meyn and Tweedie [30] to conclude that is the unique invariant distribution of Q m . This immediately implies that must be the unique invariant distribution of Q. B.1.1. Proof of Proposition 4.1. For convenience, we shall fix n > 0 and drop it from the notation. We shall argue on the same lines as in Theorem 9.2 in Mandelbaum et al. [28] . Let Q l = Q l t t ≥ 0 for l = 0 1 , where Q 0 t = Q 0 for t ≥ 0 and for l > 0, Q l is given by
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where the time for l events to occur T l is given by
Note that given Q l−1 , Q l is well-defined for each l. To complete the proof, we only need to show (a)
Uniqueness then follows by using induction on r and by noting that Equation (B1) implies that the uniqueness of Q l follows from uniqueness of Q l−1 . Note that the second claim follows trivially as Q l is bounded. We prove the first claim using induction on l. The case l = 1 holds trivially as
, and the inductive hypothesis holds.
B.1.2. Proof of Proposition 4.3(a).
We shall prove the result for the case k 1 = / + + 1 / ; the proof for the case k 1 > / + + 1 / follows in a similar fashion.
Using Proposition 4.2 and the fact that q = / + 1 / 0 and k 1 = / + + 1 / , we obtain
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Noting that q = 0, we have
Note that defined in Equation (B3) is Lipschitz continuous with constant K 1 = 2 + + . Thus, we can rewrite Equation (B4) as
We can repeat the argument in Equations (B2) and (B4) for X n to obtain
Thus, we have
Using Gronwall's lemma, we obtain
where D 1 and D 2 are constants. Noting that q n 0 ⇒ q and q is a deterministic constant, we have q n 0 − q p → 0 and thus q n 0 − q ⇒ 0. Hence, we only need to show that = q n · . For the following analysis, pick a sample path ∈ such that r n 0 → = q. We shall prove that r n → = q. We use an algebraic rearrangement analogous to Proposition 4.2 to obtain the following relation for r n · :
where n andˆ n are defined analogous to Equations (14) and (15), respectively. Note that we must have
Define:
Thus, y n ∈ C 0 , the space of -valued continuous functions and we can rewrite Equation (B9) as
, and note that for 0 ≤ s < t, we have: [37] ), we obtain the existence of a uniformly convergent subsequence for each family, which we denote by y n k and ỹ n k , respectively. Let y andỹ denote the corresponding limiting functions (which exist as the space 0 T equipped with the uniform metric is complete), i.e., y n k → y and y n k →ỹ. For convenience, we shall abuse notation and denote the subsequence n k simply by n. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Definer to be any solution tō
3 u du +ỹ t Note thatr must be continuous (as y andỹ are continuous). We now show that the subsequence r n →r. Note that we can write
Thus, applying Gronwall's lemma we obtain, for any T > 0,
for some constants C 1 C 2 . Proceeding as in the proof of Proposition 4.3(a), we can show that n T , ˆ n T → 0. Further, using the convergence of r n 0 and those of y n andỹ n proved earlier, we can conclude that r n →r uniformly on 0 T , almost surely (a.s.).
As r n t ∈ x y z ∈ 1 −r 1 u + − r 3 u dy u . We now prove thatr t = = q for t ∈ 0 T . To do so, we prove that there exists some > 0 such thatr t = = q for t ∈ 0 . The result then follows by using the time homogeneity ofr · and repeating the argument for intervals 2 , 2 3 We first prove thatr is differentiable almost everywhere (a.e.) on 0 T . Observe that y n defined in Equation (B10) satisfies y n t − y n s ≤ t − s for all s t ≥ 0 and n ∈ , and thus its limit y is Lipschitz continuous. Noting that a function that is Lipschitz continuous must be absolutely continuous as well, it is almost everywhere differentiable (cf. Corollary 12 in §5.4 of Royden [37] ). This allows us to take derivatives in Equation (B12) to obtainṙ 1 t = − + r 1 t + − r 3 t − 1 −r 1 t + − r 3 t ẏ t
a.e. on 0 T . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
We now prove that there exists 1 > 0 such thatr 1 t +r 2 t = k 1 for all 0 ≤ t ≤ 1 . Suppose for some x > 0, r 1 x +r 2 x < k 1 (if such an x does not exist, then the result trivially follows). Then, ifẏ x exists, it must equal zero by Equation (B14). Thus, ifṙ x exists, we must havė
Note that the right-hand sides in the above relations are strictly positive at x = 0. Thus, asr is continuous, there exists some 1 > 0 such thatṙ i t ≥ 0 for i = 1 2 and t ∈ 0 1 , and thusṙ 1 t +ṙ 2 t ≥ 0 on 0 1 . Arguing as in Lemma 1 of Dai and Prabhakar [8] , we obtainr 1 t +r 2 t = k 1 for t ∈ 0 1 . We now prove thatr t = = q on 0 for some > 0. As we haver 1 t +r 2 t = k 1 for t ∈ 0 1 , we must haveṙ 1 t +ṙ 2 t = 0 a.e. on 0 1 . Using this condition in Equation (B15), we obtaiṅ
Using Equation (B17), we can rewrite Equation (B15) aṡ r t = r t a.e. on 0 1 (B18) with the initial conditionr 0 = = q, where for x ∈ 3 , the function 3 → 3 is given by
. Then, for any x ∈ B, we have:
Using this relation, it follows in a straightforward fashion that is Lipschitz continuous on B. Using the continuity ofr and arguing as in p. 42 of Coddington and Levinson [6] , the differential equation (B18) can be assumed to hold everywhere on 0 1 without loss of generality. A further application of Theorem 5 in Chapter 6 of Coddington [5] implies that Equation (B18) can have at most one solution on 0 2 for some 0 < 2 ≤ 1 . Thus, noting thatr t = = q is a solution to Equation (B18), it must be the unique solution. Defining = 2 , we obtain thatr t = = q on 0 . We can now repeat this argument over the intervals i i + 1 for i = 1 2 K, where K > T / − 1 to obtainr t = = q on 0 T . As the limitr is independent of the convergent subsequence and T is arbitrary, we obtain r n → = q uniformly on compact sets, a.s. . Then, an application of the central limit theorem as used in proving Fact 1 in Appendix I and Fact 7 in Appendix II in Das and Srikant [10] to the set S = x y ∈ 2 x + y < 0 (as in §1.6 of Kelly [20] ). We can verify that n satisfies the conditions of Theorem 1.2 in Kelly [20] , namely a detailed balance relation, and thus Q n is a reversible Markov process. It follows from Corollary 1.10 in Kelly [20] that n / n S is an invariant distribution for the process Q n . Noting that Q has continuous sample paths INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
a.s., we have D Q ≡ t ≥ 0 Q t = Q t− = 1 = 0 . Thus, we obtain the weak convergence of the finite dimensional distributions of Q n to that of Q by Theorem 7.8 in Chapter 3 of Ethier and Kurtz [14] . Then, the finite dimensional distributions of Q n with Q n 0 distributed as n / n S converge weakly to that of Q with Q 0 distributed as / S . As Q n with Q n 0 distributed as n / n S is stationary, so is Q with Q 0 distributed as / S . Thus, we obtain that / S is an invariant distribution for the diffusion Q. The uniqueness of the invariant distribution established in 
∈ of positive measure, there exists some w such that X w ∈ A X 0 = a x i y > 0. One can explicitly construct a set of paths of positive probability along which X w ∈ A, conditioned on X 0 = a x i y , for any w such that t w > max max l x l max l y l . A sketch of the construction is as follows: For each subscriber whose residual clock runs out, if the subscriber's desired state (in service or not) at time t w differs from that at zero, we consider paths where the corresponding on or off time is chosen so that at time t w , the residual time will lie in the desired set. If the subscriber's desired state is the same, we choose a small on or off time and, upon completion of this time, draw the corresponding on or off time so that the residual time at t w lies in the desired set. Using the fact that both distribution functions F and G are strictly increasing on 0 , we obtain that the probability of all such paths is strictly positive and the result follows.
We will prove the result using the concept of reallocatable generalized semi-Markov processes (RGSMP) as described in Miyazawa [31] . We proceed analogous to Example 5.1 in Miyazawa [31] and the reader is advised to have a copy of this paper on hand. Let G = 2 U × 0 1 k denote the set of macrostates (note that we use the qualifier to avoid confusion with the distribution G), S = U ∪ 0 1 2 k the set of sites, and D = e f g the set of distribution indices. For each macrostate g ∈ G , a finite subset A g ⊆ S and a function g from A g into D are defined. Elements of A g are called active sites. Each active site has a clock that counts the remaining lifetime of the present site. g s denotes the index of the lifetime distribution of site s ∈ A g under macrostate g . In this case, for j s j p ∈ G , j s j p 0 = e denotes the exponential distribution with rate n p , j s j p s p = g for 1 ≤ s p ≤ j p , and j s j p u = g if u ∈ j s , and f otherwise, where f and g denote the distributions F and G, respectively.
We number the servers 1 2 k and define the service discipline as follows: If there are j Poisson stream customers in the system, they occupy servers numbered 1 2 j. Then, an arriving Poisson stream customer who finds j Poisson customers in the system is taken into service by server s with probability s j+1 = 1/ j + 1 for s = 1 j + 1 and customers being served by servers s s + 1 j move to servers s + 1 s + 2 j + 1, respectively. All customers in service are served at a unit rate and have service requirements i.i.d. according to the distribution G. If a Poisson customer being served by server s leaves the system, customers in positions s + 1 s + 2 j move to servers s s + 1 j − 1. The transition probabilities of this system are as follows:
Consider the "macrostate process" Z t = J s t J p t t ≥ 0 . Assume for now that all distributions are exponential. Then, Z t is clearly an irreducible, ergodic Markov chain (as it is defined on a finite state space), INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
and thus possesses a unique steady state distribution that we denote by e . In fact, a straightforward calculation yields
where C > 0 is chosen to ensure e is a valid distribution. 
The associated stationary distribution is given by 
Note that given Q l−1 , U l is well-defined and then using the mapping k defined in Equation (32), we obtain Q l . Thus, to complete the proof, we only need to show (a) (33)- (34) Q can then be constructed by setting
The solution to Equations
This gives us the existence of a solution. Uniqueness then follows by using induction on l and noting that Equation (B23) implies that the uniqueness of Q l follows from uniqueness of Q l−1 . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
We prove the first claim using induction on l. The case l = 1 holds trivially as
We now show that (32), (B23), and (B24) and the fact that R 1 + R 3 = 0, for any t ≥ 0 we can write
Thus, using
follows as Equation (B23) implies that U l 3 t ≥ 0, and noting that k n U l t − U l t 3 ≥ 0. Now, all that is left to show is that lim l→ T l = a.s. Note that we have the following bound on the rate functions: sup x∈ S n max i ˜ i x + sup x∈ S n max i i x + sup y≥0 y ∧ n ≤ Cn, where C < is some constant. Thus, T l ≥ T l , where T l is defined using the upper bound Cn on the rate functions as follows:
Clearly, T l → a.s., as l → , and the result follows.
B.2.2. Proof of Proposition 5.2(a).
This proof follows in an identical fashion to that of Proposition 4.3(a). The only difference is that, in this case, the rate functions are slightly different and there is no term corresponding to n . We reproduce the entire argument for completeness. Using Equations (37)-(45) and the fact that q = / + 1 / 0 and k 1 = / + + 1 / , we obtain:
(B25) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Noting that˜ q = 0, we have
Note that˜ defined in Equation (B26) is Lipschitz continuous with constant K 1 = 2 + + . To see this, note that for x 1 x 2 x 3 y 1 y 2 y 3 ∈ 3 , we can write:
where the last inequality holds by using Lemma A.5 and the fact that for any function f → , if f x − f y ≤ C x − y for any x y ∈ and constant C > 0, then f x + − f y + ≤ C x − y . Similarly, we can show that the same upper bound holds for
Thus, we can rewrite Equation (B27) as
Note that we can repeat the argument in Equations (B25) and (B27) for X n to obtain
Using Gronwall's lemma, we obtain:
where D 1 and D 2 are constants. Noting that q n 0 ⇒ q and q is a deterministic constant, we have q n 0 − q p → 0, and thus q n 0 − q ⇒ 0. Hence, we only need to show that n n q n u du T ⇒ 0. Similarly,
Hence, n T ⇒ 0. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
We shall first focus on the term M n 1 . Recall from Equations (42)- (44),
Using the strong approximation result, we obtain
for t ≥ 0 and K is some constant. Note that by definition, the distribution of X is independent of n. Using Equation (B37), we obtain
As the distribution of X is independent of n and lim n→ log 2 ∨ KnT / √ n = 0, we obtain M n 1 − V n T ⇒ 0. Thus, using Theorem 3.1 in Chapter 1 of Billingsley [3] , to prove the claim, it suffices to prove the convergence of V n . We first focus on the term 1/ √ n B a 1
by noting that for any t ≥ 0, we can write nmt = t 0 n 1 − q 1 − q 3 ∧ 1 du (the minimum with 1 is redundant but we leave it in for clarity of the next step). We now argue as in Lemma 3.2 of Kurtz [25] .
n ≡ sup 0≤t≤T n t . Note that n t ≤ 2 t, and thus n is well-defined. Using Lemma A.2, we have for 0 ≤ t ≤ T :
where the last inequality follows from the fact that x 1 + log T /x is increasing in x. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Combining this with Equation (B39), we obtain
Further, applying Lemma A.5, we have:
Thus, Proposition 5.2(a) implies that n ⇒ 0. Noting that lim x→0 x 1 + log T /x = 0 and that the distribution of M is independent of n, we obtain M n 1 + log T / n ⇒ 0, and thus:
Arguing similarly, we obtain:
In a similar fashion, we can prove that: Proof. Using the Lipschitz continuity of 0 in Equation (B31), we have:
where K is the Lipschitz constant derived in Lemma B.2. Using the Lipschitz continuity of˜ with constant K 1 = 2 + + (derived in the proof of Proposition 5.2(a)) in Equations (B29)-(B30), we obtain
Combining the above with Equation (B42), and using Gronwall's lemma, we get:
where K 2 is another constant. Now, as Q * n 0 converges weakly and M n converges weakly to a process W that is continuous almost surely, Q * n 0 and M n T converge weakly as well by an application of the continuous mapping theorem. Thus, the result follows.
is C-tight. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Proof. We shall use the same notion of C-tightness used in Chen and Zhang [4] . Let X n be a sequence of stochastic processes such that X n ∈ D m 0 . Then, X n is C-tight if X n 0 is tight, and for any T > 0, for each > 0, there exist > 0 and N < such that for all n > N :
Note that using this notion of C-tightness, to prove that Q * n Z n D ñ M n is C-tight, it suffices to prove that the individual sequences Q * n , Z n , D ñ , and M n are C-tight. We now establish this in the reverse order. First, note that the sequence M n converges to W (cf. Lemma B.3): by applying Lemma 4.2(ii) of Chen and Zhang [4] , we obtain that M n is C-tight. We now focus on D ñ given by Equation (B30). Note that D ñ 0 is trivially tight. Further, we can use the Lipschitz continuity of˜ (derived in the proof of Proposition 5.2(a)) in Equation (B30) to obtain the relation
Applying Lemma B.4 in Equation (B43), we obtain the required C-tightness of D ñ . Using the tightness of Q * n 0 and the C-tightness of D ñ and M n , we can apply Lemma 4.2(i) of Chen and Zhang [4] to obtain that Z n given in Equation (B29) is C-tight. Finally, using Equations (B32) and (B33) and arguing as in the proof of Lemma 4.3 of Chen and Zhang [4] , we obtain Q * n t − Q * n s ≤ K sup s≤u≤t Z n u − Z n s for 0 ≤ s ≤ t ≤ T and some constant K > 0, and thus using the tightness of Z n , we obtain that Q * n is C-tight. Thus, the sequence (46)- (49) with
Proof. We shall use the Skorohod representation theorem (as in Theorem 1.8 in Chapter 3 of Ethier and Kurtz [14] and noting that D m 0 d is separable by Theorem 5.6 in Chapter 3 of Ethier and Kurtz [14] ). Let n k denote the index of the converging subsequence. Then, let
is C-tight, the weak limit of any subsequence must be continuous (cf. Proposition 4.1 in Chen and Zhang [4] ). Thus, the convergence in Skorohod topology is equivalent to convergence in the uniform on compact sets topology. For any fixed T > 0, this gives us Z n k − Z * T → 0 a.s., or Z n k → Z * uniformly on 0 T , a.s., and we can use the continuity of 0 proved in Lemma B.2 to obtain Q * n k = 0 Z n k → 0 Z * = Q * uniformly on 0 T , a.s. Noting the convergence of M n in Lemma B.3 and comparing Equations (B31) and (B29) with Equations (46)-(49), the result follows if
To see this relation, define
Then, by the convergence of Q * n k , it follows that q n k → q uniformly on 0 T , a.s. Thus, for almost every sample path ∈ , there exists N < such that for all n > N , on 0 T , we have 1 − q 
uniformly on 0 T a.s., which then immediately implies
uniformly on 0 T , a.s. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Hence, Equation (B44) holds.
Lemma B.7. Equations (46)-(49) have a unique strong solution.
Proof. Note that the reflection 0 is well-defined in the sense that for any X ∈ D 3 0 , 0 X ∈ S = x y z x + y ≤ 0 z ≥ 0 . Thus, using the Lipschitz continuity of the reflection map 0 (from Lemma B.2) and the fact that the drift terms are linear, we obtain the existence of a unique strong solution to Equations (46) 
The existence of such a sequence follows by Theorem 20.5 in Billingsley [2] .) For convenience, we shall abuse notation to denote n k by n. For this subsequence, we can write
Consider the second term. As q n − q T → 0, we have R n · − R T → 0. Thus, for every > 0 small enough, there exists n * ∈ such that for all n ≥ n * ,
and thus
Hence, we obtain
Note that Equation (B46) implies that
which combined with Equation (21) implies
B48) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Using Equation (39), we can write Y n as follows
Thus, using Equations (B48) and (B49) in Equation (B47), we obtain
where C is a constant and
The relation (a) follows by using Equation (B49), and the last inequality follows by the observation that for any two real functions f g we have sup 0≤s≤t f s − sup 0≤s≤t g s
T , and C ≥ 2 m + 1 + / m + 1 − + 2 (C = 5 suffices for small enough). Using the above relation in Equation (B45), we obtain
Now, consider the term √ n X n − X n . Using the definition of X n and X n in, Equations (18) and (38) , respectively, we obtain
where we use the fact that˜ n nq n t = n nq n t for all t ≥ 0 as q
with˜ defined in Equation (B26). Hence, using INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
B52) INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
where M is given in Equation (A2) and the last inequality follows from the fact that x 1 + log T /x is increasing in x. Note that we can write
where the last inequality follows by applying Lemma A.5. Clearly, the first term above converges to zero a.s. For the second term, we can write
where the last inequality follows from Equation (6) by dividing both sides by n and rearranging terms and noting that
Repeating the argument in the proof of Proposition 4.3(a), we obtain that the third, fourth, fifth, and sixth terms converge to zero almost surely as well. The second term can be written as
As q n − q T → 0, this term converges to zero almost surely. Thus, n → 0 and using the fact that lim x→0 x 1 + log T /x = 0 in Equation (B52), we obtain
and, hence, 1 √ n M a n 1
− M a n 1 T ⇒ 0 INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
In 
where = 2 a t 0 and K 1 C 1 c 1 are constants. W · is an independent, standard Brownian motion. The last relation holds using tail bounds on the maximum of the Brownian motion and using Ɛe Additional information, including rights and permission policies, is available at http://journals.informs.org/.
where C 2 is a constant and the finiteness follows as for u > u 0 ≡ exp 2 + 2 2 /c 1 , the exponent of u in the above relation is less than −2. We also observe that 
which concludes the proof of Equation (B58). For the remainder of the proof, we shall assume = + . The case = + can be handled in an analogous manner. Using Equation (B57), we obtain the existence of a constant C 2 > 0 such that
Combining this with Equation (B56), we obtain that
where C 2 = C 2 + k 2 1 − exp − + t 0 . Hence, choosing c 0 = C 2 + 3 /2 and t 0 such that c 0 exp − t 0 ≤ 1 and c 0 exp − t 0 + 1/ + − exp − + t 0 + exp − t 0 ≤ 1 and noting that e z > c 0 √ n, we obtain Ɛ e q n t 0 q n 0 = z − e z ≤ − √ n To prove Equations (B54) and (B55), note that for any > 0, the following relation holds.
as Equation (B56) implies e n q − q n t 0 − k 2 √ n 0 0 − e z + ≤ k 2 √ n. This relation along with Lemma B.9 completes the proof. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Noting that Q has continuous sample paths a.s., we obtain the weak convergence of the finite dimensional distributions of Q n to that of Q by Theorem 7.8 in Chapter 3 of Ethier and Kurtz [14] . Let n be a subsequence such that n ⇒ . Then, the finite dimensional distributions of Q n with Q n 0 distributed as n converge weakly to that of Q with Q 0 distributed as . As Q n with Q n 0 distributed as n is stationary, so is Q with Q 0 distributed as , and the first part of the result follows. Now, using Proposition 6.3, we obtain the existence of an invariant distribution for the diffusion process Q. To prove uniqueness, we will show that a discrete time version of Q is -irreducible by first proving a similar property for a related driftless process, and then arguing using Girsanov's theorem. The uniqueness then follows by applying Lemma A. 4 Proof. Using the mapping x y z → x x +y z for any x y z ∈ , it suffices to prove that Q R t j ∈ A T n ≥ t j Q 0 =x > 0 if A > 0. Using Equation (B65), we shall write Proof. Pick any set A ∈ 3 such that A > 0. We prove that there exists j ∈ such that Q t j ∈ A Q 0 =x > 0. Then, applying Theorem 4.0.1 of Meyn and Tweedie [30] , the result follows.
Applying Lemma B.10, we obtain the existence of some n j ∈ such that Q R t j ∈ A T n ≥ t j Q 0 = x > 0. Let n be the measure obtained in Lemma B.11. Then, as n and are mutually absolutely continuous, we obtain n Q R t j ∈ A T n ≥ t j Q 0 =x > 0 (B69)
Note that for t ≤ T n and B 1 B 2 as in Equations (B67) Now, using Lemma B.11 along with the fact that Equations (22)- (24) has a unique strong solution, this implies that Q R t 0 ≤ t ≤ T n under the measure n has the same law as Q t 0 ≤ t ≤ T n under the measure . Thus, we have n Q R t j ∈ A T n ≥ t j Q 0 =x = Q t j ∈ A T n ≥ t j Q 0 =x , which combined with Equation (B69) gives us Q t j ∈ A T n ≥ t j Q 0 =x > 0, and the result follows. The desired uniqueness now follows by applying Lemmas B.12 and A.4.
