Abstract
Introduction
Moving object detection is the first and important step for a computer vision system. It is also one of the most active research areas in computer vision because of the wide range of applications such as visual surveillance, human identification, human behavior recognition, event recognition and traffic congestion control. Therefore, an efficient and robust object detection algorithm under different situations such as illumination change and complex background, is required. A number of algorithms have been proposed for moving object detection methods in the last decade, many of these work are based on the background subtraction method. The rationale of this approach is to build an appropriate representation (background image model) of the scene so that the object(s) in the current frame can be detected by subtracting the current frame with the background image. Based on this idea, several adaptive background models have been proposed. Stauffer and Grimson [11] developed a method to model each pixel as a Mixture Of Gaussians (MOG) and constructed a model that can be updated on-line. Along this line, other similar methods have been developed [14] [9] . But a common problem in background subtraction is that it requires a long time for estimating the background image model. Furthermore, because MOG assumes all pixels are independent, pixel correlation is not considered, so the background model based on individual pixels is sensitive to illumination and noise. Some researchers have proposed motion detection methods based on optical flow [12] [10], these methods can accurately detect motion in the direction of intensity gradient, but the motion which is tangential to the intensity gradient can not be well represented by the feature map. Moreover, optical flow methods also have problems when there is illumination changes, because it ignores temporal changes of images. Some researchers introduced level set and active contour method for moving object detection [1] [4], but these methods are computationally too expensive for real-time applications.
The conceptual model of visual saliency has been employed in (image) scene analysis [5, 7] . The crucial factor is how to compute the saliency map. The methods [13, 2, 6, 3] determine the saliency map based on the spatial and temporal information separately. The advantage is computational simple while the saliency map may be sensitive to illumination changes and may not be suitable for robust object detection. Along this line, this paper presents a new method to construct the saliency map based on information theory and spatio-temporal model. Shannon information theory shows that uniqueness or rarely happened events contain high information while common or frequently happened events imply low information. This is in line with our HVS as well as the visual saliency model. In order to overcome the illumination sensitivity, both spatial and temporal information will be considered as a 3D volume to compute saliency map. The illumination change in the volume is a much more frequently happened events than motion, so it shows lower saliency, the saliency map will then be insensitive to illumination changes. In this way, moving object detection can be effectively and efficiently performed using the ISM under different circumstances.
Proposed Method Using Information Content
Based on the conceptual model of visual saliency, this paper proposes to employ the information theory and spatio-temporal model to compute the information saliency map (ISM) which reflects the information content on each pixel. The ISM can be computed very efficiently and moving object detection are then performed based on the ISM.
Information theory
Consider a discrete random variable X ∈ 1, ..., K, suppose the event X = k is observed, the Shannon's selfinformation content of this event I(k) is defined as follows
It means that the information of event k is inversely proportional to the probability of the observation of event k, a rarely happen event contains high information while an event which happen frequently contains low information.
Information saliency map
In order to compute the information saliency map, we need to calculate the information on each pixel based on Eq (1). In turn, we need to estimate the probability of each pixel. Qiu et al. [8] has proposed an information theoretic model to compute integrated spatiotemporal visual saliency features. Their model is theoretically sound, but estimation of the conditional probability of the high dimensional variables is computational expensive when the number of frames is large. In this paper, we develop a new method to generate the saliency map more efficiently and accurately.
The structure of ISM can be represented as the following:
Where the ISM in time t can be divided into several blocks:
The block diagram of the proposed method in computing the ISM is shown in Figure 1 . Consider a N − f rame (N=20 in this paper) spatio-temporal volume which consists of the current frame and the previous N − 1 frames. Each frame Im is then divided into a number of blocks with smaller size: To compute the information I(k) from (1), the probability of variable k needs to be computed from the DC coefficients {k 1 , k 2 , ..., k n }. The straightforward method is to make use of histogram, but it requires a pre-defined bin (histogram) width. Since the probability is calculated on-line and the number of data (N) is 20, the fixed width histogram may introduce large error. Instead, we propose an adaptive method to construct the histogram based on the clustering technique. By clustering the DC coefficients into different clusters, each cluster can be consider as a bin with adaptive bin wide. To do so, k-mean is one of the possible choices. However, k-mean is an iterative algorithm. It would be computational expensive because we need to calculate around 200 blocks for each frame. Therefore, we propose a simple but effective method as shown in Algorithm 1. Suppose K={k 1 , k 2 , ..., k N } is a sorted DC coefficients. Two consecutive coefficients will belong to the same clus-
.05 in this paper) where i = 1, 2...N − 1. The probability of each cluster is then computed by dividing the number of coefficients in each cluster by N (total number of coefficients). Then the information content of each block is calculated using (1). The information saliency map is then generated for the current frame. Figure 2(a) shows the frame 70 th of the video Browse1 from CAVIAR dataset. The video Browse1 consists of two people browsing around the entrance hall. Figure 2(b) shows the corresponding ISM. It can be seen that the locations of the two people are clearly indicated in the ISM.
cluster(j) = cluster(j)+1; else P( j) = Number of coefficients in cluster(j)/N; j = j+1, cluster(j) = 1; Algorithm 1. PDF computation 
Moving object detection using ISM
The larger the value in the ISM, the larger the information at the corresponding position. Basically, moving object detection based on the ISM can be performed by defining a threshold value. A typical result is shown in Figure 3 where the upper row shows the original video Browse1 at frame 20, 50 and 70 while the lower row shows the corresponding ISM and detection results.
However, this straightforward detection method suffers from two limitations. The first limitation is that there may have false detections because of the present of noise. In order to avoid the noise effects in the block information saliency image, we apply an averaging filter to the ISM. The rationale is that if a block within a moving object has a relatively high information saliency value, its neighbor blocks should also have high probability to contain high information. Otherwise, it must be noise. This simple process can remove noise effectively. However, the drawback is that an object with similar size may also be treated as noise.
The second limitation is that the human/object will be lost detected if he/she changes from moving to stationary. In such a case, the information content will decrease to a smaller value. This can be illustrated using the example in which an object is changed from motion to stationary and starting moving again. The object motion and the corresponding ISM value are recorded and shown in Figure 4 . It can be seen that the video can be divided into three video segments, namely motion, stationary and motion. In the stationary part, the saliency value is below threshold and is closed to zero. If we only based on the saliency value, the object will be lost detected. This drawback can be solved by monitoring the falling edge of the saliency curve. When- Figure 4 . Relation of object speed and object information content, the horizontal black solid line represents a predefined information content threshold to identify if an object is static, it is set to be 0.1 here Figure 5 . Moving object detection results in Frame 500, 550, 600, 700, 750, 800 from CAVIAR "Browse1" database, the value in the rectangle correspond to the object information content or object status ever, there is a falling edge, the object of interest becomes stationary and the area is also classified as a region of interest. Whenever, we find that there is a rising edge of the saliency curve, that object is in motion again. The video sequence from this curve is show in Figure 5 .
Experimental Results
The experimental results in this section is divided into two parts. First, two popular and publicly available surveillance datasets, namely CAVIAR[16] and PETS [15] ,are used to evaluate the performance of the proposed method. Second, the proposed method is compared with existing methods. A widely used moving object detection method namely Mixture Of Gaussians (MOG) [14] , are selected for comparison.
Evaluation of the proposed method
CAVIAR database [16] consists of 3 datasets, namely INRIA entrance hall, shopping mall frontal and shopping mall side. Only INRIA entrance hall dataset is selected to evaluate our method because only this dataset has the ground truth data. The INRIA entrance hall dataset has six types of events, namely "Browsing", "Fighting", "Groups meeting", "Leaving bags", "Rest" and "Walking", totally 28 video sequences. These video sequences are captured from inclined look-down camera with a wide angle. People appear in front of the camera have different sizes and body figures, which make it difficult to detect object. Moreover, the bottom left part region of the video sequences is under severe illumination condition.
The detection rate and the false detection rate of each video sequence are recorded and tabulated in Table 1 . The average detection rate is 90.35% while the false detection rate is 2.46%. The results are encouraging. In particular, we would like to point out that our proposed method is able to detect moving objects under both illumination changes and small motion which can be demonstrated using the video "Fight OneManDown". The experimental results are shown in Figure 6 where 3 key frames are selected to show the detection process. It can be seen that the woman standing at the left side of the image is not a visual salient region until she moves and its information content value exceed a certain value at the 270 th frame. She is kept detected under our attention even she becomes stationary again. Figure 7 . In this video, the background is under a 20-second global illumination changing process (due to sunlight occluded by cloud). The result shows that our method is robust to global illumination changes. Since no ground truth data is available in PETS2001 database, no statistic on detection rate nor false detection rate is reported.
Database

Comparing the proposed method with existing methods
The objective of this section is to compare the proposed method with Mixture Of Gaussian (MOG) [14] using the INRIA entrance hall dataset in CAVIAR.
The improved adaptive MOG constructs a probability density function for each pixel independently and pixellevel background subtraction is performed to find the region of interest. Experimental results show that MOG is able to model the background very well, even for serve illumination changes. However, MOG suffers from a drawback. When an object is moving slowly or with relatively small motion, MOG may mis-classify that region(s) as background and update the background accordingly. As a result, the object will then be missed. This situation can be illustrated using the example in Figure 9 . A human at the bottom left region has a slow motion and stationary at certain period of time in the video. The detection results using MOG are shown in the third row in Figure 9 . It can be seen that MOG is not able to locate that region of interest and considers as illumination noise. As a comparison, the results of the ISM generated using our method are shown in the last row in Figure 9 . Our method is able to locate the relatively small motion object most of the time. In order to give a quantitative comparison, the ROC curves for the MOG method and the proposed method are plotted in Figure 8 . It can be seen that the proposed method outperforms the MOG.
Conclusions and Future Works
A novel moving object detection method based on information theory and spatio-temporal model has been developed and reported in this paper. The proposed method determines an information saliency map (ISM) which shows the information content of each pixel. The ISM not only provides the saliency of each pixel for moving object detection, but also gives additional higher level object information such as the object motion speed. Two publicly avail- able databases have been selected to evaluate the proposed method and the results are encouraging. The detection rate and false detection rate on CAVIAR INRIA entrance hall dataset are 90.35% and 2.46% respectively. Experimental results show that the proposed method is robust to illumination changes. Although this paper has successfully demonstrated the feasibility of using visual saliency for moving object detection, the computational time (on P4 3GHz personal computer using Matlab implementation) is around 2.5 fps without optimization process. Our next step is to develop a fast algorithm to compute the ISM.
