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Abstract
Can neural networks learn to solve partial differential equations (PDEs)? We in-
vestigate this question for two (systems of) PDEs, namely, the Poisson equation
and the steady Navier–Stokes equations. The contributions of this paper are five-
fold. (1) Numerical experiments show that small neural networks (< 500 learn-
able parameters) are able to accurately learn complex solutions for systems of par-
tial differential equations. (2) It investigates the influence of random weight ini-
tialization on the quality of the neural network approximate solution and demon-
strates how one can take advantage of this non-determinism using ensemble learn-
ing. (3) It investigates the suitability of the loss function used in this work. (4)
It studies the benefits and drawbacks of solving (systems of) PDEs with neural
networks compared to classical numerical methods. (5) It proposes an exhaustive
list of possible directions of future work.
1 Introduction
Partial differential equations can be used to model a vast variety of phenomena in areas of natural
sciences as well as engineering and finance. Even though most PDEs do not have an analytical
solution, their solution can be approximated using classical numerical methods (which are based on a
discretization of the domain). These methods are particularly efficient for low-dimensional problems
on regular geometries; however, finding an appropriate discretization for a complex geometry can
be as difficult as solving the partial differential equation itself. This problem is particularly severe
if the space dimension is large as there is no straightforward way to discretize irregular domains in
space dimensions larger than three.
Advantages in deep learning have lead to remarkable performance both in computer vision and nat-
ural language processing using convolutional neural networks [1, 2] and recurrent neural networks
[3, 4], respectively. Recently, work has been proposed for learning partial differential equations
using neural networks [5–7]. The contributions of this paper are five-fold:
1. We show that small neural networks are able to accurately learn the solution for an instance
of the Poisson equation as well as an instance of the Navier–Stokes equations.
2. We demonstrate that there is a non-negligible influence of the random weight initialization
on the approximate solution of the neural network and propose to use ensemble methods to
exploit this non-determinism.
3. The used loss functions, which can be seen as a penalty method from an optimization
point of view, have no theoretical justification. We attempt to empirically advocate the loss
functions by measuring the correlation of two quantities. Different intensities of correlation
can be seen for the Poisson problem and the Navier–Stokes problem.
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4. We study the benefits and drawbacks of solving (systems of) PDEs with neural networks
compared to classical numerical methods.
5. We propose a vast variety of topics that could stimulate future work in the field of solving
(systems of) PDEs using neural networks.
All code and datasets to reproduce the results of this work are available at https://github.
com/timudk/SPDENN.
2 Algorithm
In this section, we review the algorithm used in [5, 6] to learn the solution of a steady partial differ-
ential equation. Let Ω ⊂ Rd be a domain and let ∂Ω ⊂ Rd−1 denote the boundary of Ω. Consider
the following PDE subject to Dirichlet boundary conditions
Nu(x) = f(x) in Ω,
u(x) = g(x) on ∂Ω,
(1)
where d is the number of space dimensions. N is a differential operator and f as well as g are
known right-hand-sides. The algorithm approximates u(x) by a neural network uˆ(x,θ), where θ is
the stacked vector of the neural network parameters. Both, [5] and [6], propose a loss function of
the form
LMC(θ) =
1
Nint
Nint∑
i=1
(N uˆ(xi)− f(xi))2 + 1
Nbou
Nbou∑
j=1
(uˆ(sj)− g(sj))2 , (2)
where the elements of {xi}Ninti=1 and {sj}Nboui=1 are uniformly sampled from Ω and ∂Ω, respectively.
From an optimization point of view, we converted the constrained problem (1) into an unconstrained
problem using a penalty method for a finite number of constraints uˆ(sj) = g(sj) ∀j = 1, · · · , Nbou
(instead of the original constraint uˆ(x) = g(x) on ∂Ω) and penalty coefficients equal to 1/Nbou;
we refer the reader to Nocedal and Wright [8] for more information on penalty methods. Note that
equation (2) is a Monte Carlo approximation of
L(θ) = E
x∼U(Ω)
[
(N uˆ(x)− f(x))2
]
+ E
s∼U(∂Ω)
[
(uˆ(s)− g(s))2
]
, (3)
where U(Ω) and U(∂Ω) denote the uniform distribution on the domain and the boundary, respec-
tively. This algorithm can be readily extended to systems of partial differential equations by sum-
ming up the loss functions of each equation. Note that no knowledge of the true solution u(x) is
needed.
3 Experiments
In this work, we use the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm to optimize the
network parameters θ. We further use the sigmoid activation function in combination with Xavier
initialization [9].
We train neural networks for two problems, the Poisson problem and the steady Navier–Stokes
problem; for both problems we know the true solution and can therefore measure the quality of the
approximate solution. In order to avoid any errors introduced by numerical integration, we measure
the quality of an approximate solution in a heuristic inspired by the finite difference method [10]
instead of using the L2-norm for which integrals have to be evaluated. Let v be a known function
and vˆ be an approximation to v, we then measure the quality of vˆ as
FD(v − vˆ) = 1
Nmeas
Nmeas∑
i=1
(v(xi)− vˆ(xi))2 ≈ E
x∼U(Ω)
[
(v(x)− vˆ(x))2
]
, (4)
where {x}Nmeasi=1 is a set of uniformly spaced grid points over Ω ⊂ Rd. Since Ω is a rectangle for both
considered problems, the grid points are chosen in a way such that two neighboring points have the
same value in d− 1 coordinates and only differ by 0.01 in one coordinate.
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Table 1: Numerical results for the manufactured Poisson problem with loss
√
LpMC .
Dataset 1 2
# Hidden layers 1 2 3 4 3 4√
FD(u− uˆ) 4.7× 10−7 1.8× 10−6 8.4× 10−7 1.3× 10−6 1.0× 10−5 7.1× 10−6√
FD(∇2uˆ+ f) 5.6× 10−5 2.5× 10−5 6.3× 10−5 1.2× 10−5 7.5× 10−5 4.8× 10−5
iterations < 13000 < 12000 20000 < 14000 < 8000 < 8000
Dataset 3 4
# Layers 1 2 3 4 3 4√
FD(u− uˆ) 3.9× 10−7 1.7× 10−6 1.4× 10−6 7.2× 10−7 1.3× 10−6 1.1× 10−6√
FD(∇2uˆ+ f) 6.2× 10−5 1.4× 10−5 1.6× 10−5 7.4× 10−6 1.2× 10−5 1.4× 10−5
iterations 20000 < 12000 < 9000 < 6000 < 10000 < 6000
3.1 Poisson equation
The Poisson equation in combination with Dirichlet boundary conditions
−∇2u(x) = f(x) in Ω,
u(x) = g(x) on ∂Ω,
(5)
is one of the most widely studied boundary value problems and serves well as a first numerical
experiment. In this work, we studied the Poisson problem for d = 2 using neural networks from
one up to four hidden layers, with 16 units each. The networks are trained on four datasets with
1000, 2000, 4000, and 8000 interior as well as boundary data points, respectively. For the Poisson
problem the loss function can be written as
LpMC(uˆ;θ) =
1
Nint
Nint∑
i=1
(∇2uˆ(xi) + f(xi))2 + 1
Nbou
Nbou∑
j=1
(uˆ(sj)− g(sj))2 . (6)
We consider the manufactured problem u = sin(pix1) sin(pix2), resulting in f =
2pi2 sin(pix1) sin(pix2), in the domain Ω = [0, 1]
2. We found that our results could be signifi-
cantly improved if we use
√
LpMC instead of L
p
MC as our loss function; this is most likely due to
LpMC  1 being too small to effectively update the weights of the neural network.
Numerical results for the different networks can be found in Table 1. We set the number of maximum
BFGS iterations to 20000, however, most simulations terminated early due to a violation of the
Wolfe conditions [11]. Berg and Nystro¨m [7] proposed to run a few hundred stochastic gradient
descent steps with a stepsize of 10−9 when the Wolfe conditions are violated, in order to get out
of the troublesome region, and then run BFGS again. Due to the high number of networks being
trained for this work, we did not consider this approach and stopped the optimization process once
the Wolfe conditions were violated.
Surprisingly, the best result, i.e., the lowest value of
√
FD(u− uˆ), is achieved for the neural net-
work with just one hidden layer (using dataset 3); a plot of |u(x)− uˆ(x)| and ∣∣∇2uˆ(x) + f(x)∣∣ for
this particular network can be found in Figure 1. Note that the value of
∣∣∇2uˆ(x) + f(x)∣∣ is par-
ticularly high in the top right-hand corner; we attempt to counteract this problem by training some
networks with the modified loss function√
L¯pMC =
√√√√LpMC + 1Ncorner
Ncorner∑
i=1
(∇2uˆ(xi) + f(xi))2 + 1
Ncorner
Ncorner∑
j=1
(uˆ(sj)− g(sj))2, (7)
where {xi}Ncorneri=1 = {(0.0, 0.0), (1.0, 0.0), (0.0, 1.0), (1.0, 1.0)} are the corner points of Ω.
In order to study the influence of the random weight initialization, we train ten neural networks (all
having one hidden layer and random seeds from 42 up to 51) each on six combinations of datasets
1-3 and loss functions
√
LpMC and
√
L¯pMC . We then compute arithmetic means µ and standard
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Figure 1: Numerical solution of the manufactured Poisson problem using one hidden layer, dataset
1 and loss
√
LpMC .
deviations σ for the quantities
√
FD(u− uˆ) and √FD(∇uˆ+ f) over the ten networks; results
can be found in Table 2.
The best result for µ√
FD(u−uˆ), when using
√
LpMC , is again achieved when dataset 3 is used. Even
though using
√
L¯pMC leads to extremely small values of |u(x)− uˆ(x)| and
∣∣∇2uˆ(x) + f(x)∣∣ in the
corners of Ω, the quantity µ√
FD(u−uˆ) is larger for all three datasets compared to when using the
standard loss function
√
LpMC .
In general, the standard deviation of both quantities are of the order of the arithmetic means implying
that the initialization has a big influence on the result; a smart way of initializing the neural network
is therefore an important question for future work.
We further want to investigate whether or not
√
FD(u− uˆ) is a good indicator for√
FD(∇2uˆ+ f), i.e., whether or not a decreasing/increasing value of the former corresponds to
a decreasing/increasing value of the latter. To do so we compute the Kendall τ coefficient [12]
τ =
(number of concordant pairs) - (number of discordant pairs)
n(n− 1)/2 , (8)
for each combination of dataset and loss function over the ten networks. Examples for a concordant
and a discordant pair (of tuples) are {(3, 4), (1, 0)} and {(3, 4), (4, 2)}, respectively. Note that if the
agreement between two rankings is perfect, the coefficient τ has value 1. The Kendall τ coefficient
is ≤ 0.6 for all combinations of loss functions and datasets (see Table 2, indicating that there is no
strong relation between the two quantities. As both loss functions,
√
LpMC and
√
L¯pMC , are strongly
related with
√
FD(∇2uˆ+ f), it is unclear how well-suited they are in minimizing the difference
between the true solution u and the neural network approximate uˆ.
3.2 Steady Navier–Stokes equations
The steady Navier–Stokes equations are a widely used model for incompressible steady flows. In
contrast to the Poisson problem, we have a system of partial differential equations
−ν∇2u+ u · ∇u+∇p = f in Ω,
∇ · u = 0 in Ω,
u = g on ∂Ω.
(9)
Here, u(x) = (u1(x), u2(x)) and p(x) represent velocity and pressure, respectively. In this
work, we consider the analytical solution of system 9 from Kovasznay [13] on the domain
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Table 2: Statistics of numerical results for the manufactured Poisson problem using one hidden
layer.
Dataset 1 2 3
Loss function
√
LpMC
√
L¯pMC
√
LpMC
√
L¯pMC
√
LpMC
√
L¯pMC
µ√
FD(u−uˆ) 7.2× 10−6 1.0× 10−5 1.3× 10−5 1.2× 10−5 5.5× 10−6 1.4× 10−5
σ√
FD(u−uˆ) 5.2× 10−6 6.3× 10−6 1.5× 10−5 1.2× 10−5 5.1× 10−6 1.3× 10−5
µ√
FD(∇2uˆ−f) 9.9× 10−4 8.6× 10−4 6.0× 10−4 8.5× 10−4 7.3× 10−4 6.6× 10−4
σ√
FD(∇2uˆ−f) 2.9× 10−4 4.6× 10−4 2.5× 10−4 4.3× 10−4 2.4× 10−4 3.6× 10−4
Kendall τ coefficient −0.067 0.33 0.60 0.42 0.16 0.42
Table 3: Details of neural network architectures.
Architecture 1 2 3 4
Hidden layers velocity network 1 2 2 3
Hidden layers pressure network 1 1 2 2
Number of parameters 147 419 691 963
Ω = [−0.5, 1.0]× [−0.5, 1.5]. The solution to the Kovasznay problem is given as
u1(x1, x2) = 1− exp (λx1) cos 2pix2, (10)
u2(x1, x2) =
λ
2pi
exp (λx1) sin 2pix2, (11)
p(x1, x2) =
1
2
(1− exp (2λx1)) + C, (12)
with λ = 1/(2ν)−√1/ (4ν2) + 4pi2, ν = 0.025, and f = 0. Note that the pressure is just defined
up to an arbitrary constant C. We use the analytical solution above as our boundary condition, i.e.,
u|∂Ω = g. We propose the following loss function√
LnsMC(uˆ, pˆ; θ) =
√
Lmom(uˆ, pˆ) + Ldiv(uˆ) + Lbou(uˆ),
Lmom (uˆ, pˆ) =
1
Nint
Nint∑
i=1
2∑
k=1
(−ν∇2uˆ+ uˆ · ∇uˆ+∇pˆ)2
k
∣∣∣
xi
,
Ldiv (uˆ) =
1
Nint
Nint∑
i=1
(∇ · uˆ)2
∣∣∣
xi
,
Lbou (uˆ) =
1
Nbou
Nbou∑
j=1
2∑
k=1
(uˆ− g)2k
∣∣∣
sj
.
(13)
Note that we use two separate neural networks for uˆ = (uˆ1, uˆ2) and pˆ; alternatively we could
have trained just one neural network with three outputs. Even though the latter approach might be
better in capturing the underlying differential equation, we decided to use the former as it lets us
approximate uˆ and pˆ with neural networks of different size; this is beneficial as we are often more
interested in uˆ than in pˆ.
In this work, we trained four different network architectures on three datasets with 4000, 8000, and
16000 interior as well as boundary data points, respectively; the details of the architectures can be
found in Table 3 (each hidden layer has again 16 hidden units). Numerical results for these combi-
nations can be found in Table 4; architectures 2-4 achieve good results for
∑2
i=1
√
FD (ui − uˆi).
Statistics for the Kovasznay flow problem can be found in Table 5, where FDmom =
FD
(√∑2
k=1 (−ν∇2uˆ+ uˆ · ∇uˆ+∇pˆ)2k
)
and FDdiv = FD (∇ · uˆ).
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Table 4: Numerical results for the Kovasznay flow problem.
Dataset 1 2 3 1 2 3
Architecture 1 2∑2
i=1
√
FD (ui − uˆi) 1.5× 10−2 1.4× 10−2 8.1× 10−3 1.1× 10−5 5.7× 10−6 6.4× 10−6√
FDmom +
√
FDdiv 3.2× 10−2 3.3× 10−2 1.9× 10−2 7.7× 10−5 5.5× 10−5 4.9× 10−5
# Iterations < 6000 < 6000 < 8000 < 12000 < 14000 < 11000
Architecture 3 4∑2
i=1
√
FD (ui − uˆi) 1.5× 10−5 1.7× 10−5 9.7× 10−6 6.4× 10−6 1.2× 10−5 1.4× 10−5√
FDmom +
√
FDdiv 9.5× 10−5 2.2× 10−4 6.7× 10−5 4.7× 10−5 7.2× 10−5 1.0× 10−4
# Iterations < 12000 < 11000 < 11000 < 10000 < 8000 < 6000
Table 5: Statistics of numerical results for the Kovasznay flow problem.
Architecture 2 3
Dataset 1 2 3 1 2 3
µ∑2
i=1
√
FD(ui−uˆi) 3.7× 10
−5 2.2× 10−5 3.7× 10−5 1.8× 10−5 2.7× 10−5 2.1× 10−5
σ∑2
i=1
√
FD(ui−uˆi) 3.3× 10
−5 1.5× 10−5 3.7× 10−5 10.0× 10−6 1.6× 10−5 1.9× 10−5
µ√FDmom+
√
FDdiv
2.0× 10−4 1.4× 10−4 2.0× 10−4 1.1× 10−4 1.5× 10−4 1.1× 10−4
σ√FDmom+
√
FDdiv
1.2× 10−4 7.5× 10−5 1.3× 10−4 3.4× 10−5 9.3× 10−5 4.6× 10−5
µ˜ 1.3× 10−5 7.9× 10−6 2.1× 10−5 6.6× 10−6 9.2× 10−6 8.5× 10−6
τ 0.85 0.96 0.91 0.60 1 0.87
Here we also computed the averaged error
µ˜ =
2∑
i=1
√√√√FD(ui − 1
10
10∑
k=1
uˆ
(k)
i
)
, (14)
over all ten networks uˆ(1), · · · , uˆ(10). Note that for the combination of architecture 3 and dataset 1,
µ˜ is almost two thirds smaller than
∑2
i=1
√
FD (ui − uˆi); generally the former quantity is smaller
than the latter for all six combinations of architectures and datasets. The Kendall τ coefficient is
≥ 0.85 (for the two quantities ∑2i=1√FD (ui − uˆi) and √FDmom +√FDdiv) for five out of the
six tested combinations.
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Figure 2: Numerical solution of the Kovasznay flow using architecture 2 and dataset 2.
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4 Discussion and future work
We showed that (small) neural networks are able to learn complex solutions of (systems of) partial
differential equations when optimized with the BFGS algorithm. The best results, i.e. the small-
est difference of the true solution and the the approximate solution, for the manufactured Poisson
problem and the Kovasznay problem are achieved with neural networks having 65 and 419 learnable
parameters, respectively.
At the moment, it is unclear why the correlation of
√
FD(u− uˆ) and √FD(∇2uˆ+ f) for
the Poisson problem is small in comparison to the correlation of
∑2
i=1
√
FD (ui − uˆi) and√
FDmom +
√
FDdiv for the Navier–Stokes problem. A strong correlation of
√
FD(u− uˆ)
and
√
FD(∇2uˆ+ f) is desirable as we optimize √LpMC , a strongly related quantity to√
FD(∇2uˆ+ f), in order to minimize √FD(u− uˆ). We suppose that a modification of the loss
function could improve the correlation and leave this issue subject to future work.
Changing the loss function for the Poisson problem from
√
LpMC (2) to
√
L¯pMC (7) could not
improve results; this might be due to the set of corner points being very small compared to the
number of training points leading to overfitting of the neural network at the corner points. This
problem might be curable by changing the modified loss function (7) to√√√√√LpMC + ηNcorner
Ncorner∑
i=1
(∇2uˆ(xi) + f(xi))2 +
Ncorner∑
j=1
(uˆ(sj)− g(sj))2
, (15)
where 0 ≤ η ≤ 1 has to be set appropriately.
The randomness of the used algorithm can be seen as a drawback, however, we showed that aver-
aging over models with different random initialization can lead to significantly better results. This
averaging approach seems to be well-suited for our applications as good results can already be
achieved with small neural networks which can be trained in parallel. Combining this approach with
the method of Berg and Nystro¨m [7] to prevent early stopping of the BFGS solver is subject to future
work.
In this work, we sampled interior and boundary points uniformly from Ω and ∂Ω, respectively.
However, learning the solution of a (system of) PDEs is generally more difficult in some areas than
others. We studied online sampling approaches (no results shown in this paper) were we succes-
sively sampled points from areas were the approximate solution does not satisfy the PDE well, e.g.
areas were
∣∣∇2uˆ(x) + f(x)∣∣ is large for the Poisson problem. The underlying probability density
function for this approach is generally complicated and Markov chain Monte Carlo methods need
to be used to sample points from it. Markov chain Monte Carlo methods are inherently difficult to
parallelize, and therefore slow down the method significantly. Furthermore, note that this method is
just effective if there is a high correlation of the quantity sampled from and the actual quantity that
needs to be minimized.
Lakshminarayanan et al. [14] showed that averaging methods can be used to predict uncertainty for
regression and classification problems. Using a similar approach for our algorithm, we could sample
points from areas with high uncertainty. Studying this approach is subject to future work.
Berg and Nystro¨m [7] proposed a modified version of the used algorithm in this work to learn the
solution of a PDE that could possibly lead to an exact representation of the boundary data by the
approximate solution. It seems to be natural to study whether or not this approach can be extended
to system of PDEs, e.g., the Navier–Stokes equations.
It is left to mention that the optimization procedure seems to be the major bottleneck of our algorithm
as deeper networks were not able to achieve (significantly) better results than shallow networks. This
might be due to converting the constrained problem to an unconstrained optimization problem with
naively choosing the penalty coefficients. It might be more sophisticated to solve the constrained
optimization problem
min
θ
E
x∼U(Ω)
[
(N uˆ(x;θ)− f(x))2
]
subject to E
s∼U(∂Ω)
[
(uˆ(s;θ)− g(s))2
]
= 0. (16)
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using the Lagrangian descent method (see Algorithm 1). Step 3 of Algorithm 1 can be solved
approximately by using the BFGS solver for the loss function
L¯MC(θ, λi) =
1
Nint
Nint∑
i=1
(N uˆ(xi)− f(xi))2 + λi
Nbou
Nbou∑
j=1
(uˆ(sj)− g(sj))2 , (17)
or
√
L¯MC(θ, λi) in the case that L¯MC(θ, λi)  1. Note that the algorithm used in this work is
equivalent to Algorithm 1 with n = 1 and λ0 = 1, and therefore we expect the Lagrangian descent
method to perform better as we increase n.
Algorithm 1 Lagrangian descent method for solving PDEs with neural networks.
1: Initialize θ0 and λ0 and set learning rate α
2: for i← 1 to n do
3: θi+1 ← arg minθ
(
E
x∼U(Ω)
[
(N uˆ(x;θ)− f(x))2
]
+ λi E
s∼U(∂Ω)
[
(uˆ(s;θ)− g(s))2
])
4: λi+1 ← λi − α E
s∼U(∂Ω)
[
(uˆ(s;θi+1)− g(s))2
]
5: end for
A summary of benefits and drawbacks of our method compared to classical numerical methods can
be found in Table 6. We hope that these benefits as well as the ideas in this section and the results
in Section 3 will stimulate future work on solving (systems of) partial differential equations using
neural networks.
Table 6: Benefits and drawbacks of solving partial differential equations with neural networks.
Benefits Drawbacks
Expressive power: Already small neural net-
works are able to approximate the solution of
partial differential equations well.
Ease of implementation: Our algorithm is
straightforward and can be easily imple-
mented using backpropagation.
Arbitrary domains (in higher dimensions):
The algorithm is based on drawing random
points from a domain, which can be readily
extended to arbitrary domains; no triangula-
tion of the domain is needed.
Freedom of approximation spaces: For some
classical methods and systems of PDEs,
we have certain restrictions on the function
spaces of the solutions, e.g., the inf–sup
condition [15] needs to be satisfied for the
Navier–Stokes equations when using the fi-
nite element method.
Sensor data: We can easily incorporate
(noisy) information of sensors by adding a
term to the loss function.
Convergence: Most probably due to opti-
mization issues, we could not empirically
show that errors decrease (with a certain con-
vergence rate) with increasing neural network
size; showing theoretical convergence seems
to be even more difficult.
Run time: At least when the BFGS optimizer
is used, our simulations seem to be consider-
ably slower than classical numerical methods.
Using the proposed algorithm in combination
with a first order optimization method, e.g.
Adam [16], is subject to future work.
Scalability: At the moment, it is unclear how
well the algorithm will scale to more diffi-
cult problems, e.g., three-dimensional turbu-
lent flows.
Randomness: Different random initializa-
tions lead to different results of the al-
gorithm whereas (most) classical numerical
methods are deterministic. Further investi-
gation is necessary to better exploit this non-
determinism and to eventually turn it into an
advantage.
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