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ABSTRACT 
In the first part of this paper we study normal forms of elements of the imprimitive complex 
reflection group G(e, I,n). This allows to prove a conjecture of Broui on basis elements and the 
canonical symmetrizing form of the associated cyclotomic Hecke algebra. Secondly we introduce 
a root system for G(e, 1, n) and study the associated length function. This has many properties in 
common with the usual length function for finite Weyl groups. 
0. INTRODUCTION 
We study normal forms and a length function for elements of the imprimitive 
complex reflection group W, := G(e, 1,n). In the first part we show that any 
reduced expression in terms of a certain standard generating set of reflections 
of W, can be brought into a normal form by using a very limited set of ‘braid 
relations’. This then allows to verify a conjecture of BrouC on basis elements in 
the associated cyclotomic Hecke algebra and to construct a canonical symme- 
trizing form on the cyclotomic algebra of any imprimitive complex reflection 
group. 
In the second part we introduce a root system and an associated length 
function for W, and study their properties. On a finite Weyl group W there exist 
two natural length functions, one defined by the length of reduced expressions 
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4.53 
in terms of the set of standard generators, the other by the action of W on the 
root system. It is a theorem that these two functions agree. Many properties of 
Weyl groups can be derived by using the second description of the length 
function. It turns out that for complex reflection groups the length function 1 
defined by reduced expressions in terms of certain standard generators is not so 
well suited for the study of these groups. Instead we define a new length func- 
tion coming from a generalized root system. 
The general setup is the following. We let @be a set on which W, acts, which 
is partitioned into two subsets @ = Qf u pi-. In our case @ is closely related to 
sets of eigenvectors for reflections of W, in its reflection representation. Further 
inside @+ we choose a subset 0 which is in bijection with the set of reflections 
of W,. Then we call (@, @-, 0) a root system for W,. The associated length 
function I : W,, + NO is defined by t(w) := 1w.R n @-/. The main result of the 
second part can be formulated as follows: 
Theorem. There exists a root system (@, @-, 62) for W, with associated length 
function t2 with thefollowingproperties: 
(a) F(s) = 1 f or a II s in a certain set S of standardgenerators of W,. 
(b) The restriction of Q to the standardparabolic subgroups WJ = (s E J) (for 
J c S) agrees with the corresponding length functions defined there. 
(c) The polynomial I,, w, qe(‘+‘) agrees with the Poincare polynomial of W,. 
(d) In the case e = 2, when W, is the real reflection group of type C,, e agrees 
with the usual length function on this Coxeter group. 
It would be interesting to decide whether such root systems and length func- 
tions also exist for the other complex reflection groups. 
1. REDUCED WORDS IN G(e, 1,~) 
Let V be the unitary space @” with the standard unitary inner product. Denote 
the standard basis vectors of V by ei, . . , e,. 
Fix e > 1, and let W, = G(e, 1, n) c GL( V) be the imprimitive complex 
reflection group generated by the reflections ~2,. . , s, of order 2 with roots 
e2 - el,. . . , e, - e, _ 1, respectively, and a (complex) reflection t of order e with 
root ei _ On these generators, W, has a presentation given by the diagram 
(1.1) c,ce) : m . . . 0 
I $2 $3 J” 
We study properties of reduced expressions of elements of W, in this presenta- 
tion. Such properties are of importance in the understanding of the cyclotomic 
algebra E( Wn) attached to W,. 
First note that the elements ~2, . . , s, generate a subgroup of W, isomorphic 
to the symmetric group 6,, and can be identified with a set of standard gen- 
erators of this Coxeter group. We need the following facts concerning the 
symmetric group G,,: 
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Lemma 1.2. (a) Let si, . sik, sj, . . . sjk be two reduced expressions of the same 
element w E G,,. Then the two expressions can be transformed into one another by 
just using the braid relations. 
(b) { 1, ~2) is a set of double coset representatives of&, . . . , sn) 2 Gn _ 1 in Q,,. 
We write S := {t, ~2, . . . , sn} for the set of chosen generators of IV,,. It is easily 
checked by induction from the defining relations in W, that 
(1.3) s2t%2tb = tbs2tas2 for all a, b E Z. 
Let M be the free monoid over the alphabet S modulo the braid relations de- 
scribed by (l.l), and M’ the factor of M by the relations (1.3). Two elements 
x = x, . . . XI and x’ = XI . . . xj with xi, xi E S in the free monoid over S will be 
called braid-equivalent if they have the same image in M, and weakly braid- 
equivalent if they have the same image in M’, i.e., if one can be transformed into 
the other by application of just the braid relations between the xi E S together 
with the relation (1.3). We will often identify elements x = xi . . . xl, xi E S, in A4 
and their images in M’ and W,. An element x = xi . . . xl E A4 is called a re- 
duced expression for its image x in W,, if the product of the images of the xi is 
a reduced expression for x, i.e., if any other expression of x as product of gen- 
erators s E S has at least 1 factors. For such a reduced expression x = xi . . xl 
of x we let I(x) := 1. 
For 1 < k 5 n, a E Z, write 
tk .a := { 
Sk . S2ta for a # 0, 
1 for a = 0. 
Lemma 1.4. For all a, b # 0 we have in M’: 
(4 
tk,asi ifi>k+l, 
Sitk,a = tk+ 1,a ifi=k+l, 
tk,asif l if i < k, 
(b) tk,atk,b = 
tk-l,btk,d2 if k > 1, 
tl,a+b if k= 1, 
(c) tk+m.atk,b = tk- I,btk+m,aS2forallk > 1, m 2 0. 
Proof. The first part is immediate. We prove (b) by induction on k, the cases 
k = 1,2 being obvious from (1.3). For k > 2 we have 
tk,atk,b = Sktk-l,dktk-l,b = Sk-lsktk-l,atk-l,b 
which by induction is equal to 
Sk-1Sktk-Z,btk-l,d:! = tk-l,btk,d2. 
Finally by (a) and (b) we have 
tk+m,atk,b = Sk+m . “Sk+ltk,atk,b =Sk+m”‘Sk+1tk-1,btk,nS2 
= tk-l,btk+m,d2 
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for a, b # 0, k > 1 and m 2 0. Note that we only used the braid relations and 
(1.3), so the above identities already hold inside M’. q 
Lemma 1.5. Let x = XI .. . xk, with xi E S, be a reduced expression. Then x is 
weakly braid-equivalent to a word of the form 
(1.6) tl,a,, . ..tn.a,_,w, where O<ai<e-1, w E 6, reduced. 
Moreover, the words of the shape (1.6) f orm a system of representatives of ele- 
ments of W,. 
Proof. Let x be an arbitrary reduced expression of an element in W,. Clearly 
we can write 
x= W,ta’W2ta2”‘W[ta’W,+, 
with wi E E$ and suitable I, al, . . . , al, where moreover wi $ (ss, . . . , s,) 2 Gin_ 1 
for 1 5 i < 1. By Lemma 1.2 the element WI is braid-equivalent o one of the 
form wi, ]s2wi,2 with s2 not occurring in wi,i and wt,~. Thus x is braid-equiva- 
lent to 
W1,,S2ta’W~,JW2ta~‘~~ W/P’W,+,. 
Induction then yields that x is braid-equivalent o first 
Sk, ‘..S2tn’W~ta2..‘W,tU’W,+,, 
and then to 
(1.7) (Sk, “‘S2tU’).“(Sk,“.S2ta’)W= tk,,+ “.tk,,qW 
for some w E E&. We may modify the form (1.7) for x by repeated application of 
Lemma 1.4(a)-(c), starting from the right, to obtain a weakly braid-equivalent 
expression with kl < k2 < . . < kl, and thus by the definition of tk,o the first 
assertion follows. 
To prove the second part we just count the number of expressions of the form 
(1.6) which is clearly equal to e”n! = 1 W,(. Since we just showed that every re- 
duced expression is weakly braid-equivalent o one of these normal forms, 
these must all be different. q 
Incidentally, this shows that the length of any reduced expression in W, is at 
most n(n + e - 2) and that there is a unique element of maximal length, viz. 
t1,,- I . ..L,e-IWO: 
where wg denotes the longest element of Gn. 
Remark 1.8. If we enlarge the generating set for W, by adding t-’ as a further 
generator, then the above arguments till apply to show that any expression of 
w E W, which is reduced with respect o S u {t -I} is weakly braid-equivalent o 
a word of the form 
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t1,q ‘. tn,u,_,w, where - e/2 < ai 5 e/2, w E %.n reduced, 
where clearly ta is interpreted as (t-l)p” for a < 0. 
2. THE SYMMETRIZING FORM 
In this section we define a canonical symmetrizing form on the cyclotomic 
Hecke algebra associated to G(e, 1, n) and thus on the Hecke algebra for any 
imprimitive complex reflection group. 
2A. Basis elements in the cyclotomic algebra 
Letu= (ui,t ,..., ~1,~; 2~1, u2,2) be indeterminates and X( W,, u) be the generic 
cyclotomic algebra attached to W,, i.e., the free associative A := Z[u,u-*I- 
algebra on generators T, S2, . . . , S,,, subject to the braid relations implied by the 
diagram (1.1) and the deformed order relations 
(see [3,4.1]). We also write T = Tt and Si = c,. Under the specialization 
(2.1) U1.k - c,k, 1 <k<e, ~2,k- (& 1 SkI2, 
where ce := exp(27ri/e), the cyclotomic algebra specializes to the group algebra 
of W,. Further, it is known that IFI is a free A-algebra of rank 1 W,l (see [2]). For 
x=x1” . xl, Xi E S, a reduced expression in W,, let TX := TX, . . . TX,. It is not in 
general true that if two reduced expressions x, x’ describe the same element in 
W,, then the corresponding elements TX, TX{ coincide in %. Nevertheless, a 
somewhat weaker statement, which was first suggested by Michel Broue, can be 
shown to hold true. 
For this we record the following analogue of (1.3), which is again easily de- 
rived by induction from the defining relations of 3-1: 
(2.2) &T”S2Tb = TbS2TaS2 + (u~,~ + u~,~) 5 (T~+~-~&T~- ~~s~~a+b-i) 
r=l 
for 1 5 a < e - 1, 0 < b < e - 1. Note that this agrees with the formula (1.3) in 
W, up to elements TV with length of v strictly smaller than the length of the 
element on the left hand side. (Also note that for e = 2, so for the Iwahori- 
Hecke algebra of type C,,, the sum cancels, as expected.) 
As above we define 
Tk,u := Sk.. S2Ta for a > 0, 
1 for a = 0, 
for 1 5 k < n, 0 5 a 5 e - 1. The relations of Lemma 1.4 now become: 
Lemma 2.3. We have: 
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(a) 
Tk, asi ifi>k+lora=O, 
SiTk,a = Tk+ l,o ifi=k+l,a#O 
Tk,a&+ 1 if i < k, a # 0, 
I Tk+m,aTk,b=Tk-l,bTk+m.aS2 
(b) + 
b 
(U2,1+U2,2)C(Tk-~,a+b-iTk+m,i-Tk-~,iTk+m,a+b-i) 
i=l 
fora,b#O,k> l,m>O. 
From Lemma 1.5 we may then deduce the first main result: 
Proposition 2.4. Let X, x’ be two reduced expressions of the same element in W, = 
G(e, 1,n). Then 
(2.5) T, - T,, E c AT,, 
Y ir k, 0 < l(Y) < r(x) 
where the sum runs over reduced expressions y of elements involving the generator 
t and of lengths 0 < l(y) < l(x). 
Proof. If x, x’ are reduced expressions of an element in Q, then it follows from 
Matsumoto’s lemma that TX = TX/. Thus we may assume that x $ %,,. Further- 
more, it suffices to verify (2.5) for x’ of the form (1.6) and arbitrary reduced x. 
For this we analyze the proof of Lemma 1.5. By application of the braid rela- 
tions, which also hold in ‘H, we may assume that x has already been trans- 
formed to the form 
Let 
x = tk,,b, ” ’ tk/,b,‘+‘. 
h,a; .+I_,W’ 
be the normal form (1.6) of x in W,, as obtained by the method described in the 
proof of Lemma 1.5. Then clearly by application of Lemma 2.3 in place of 
Lemma 1.4 we may transform TX to an expression of the form 
(2.6) C caTi,,o . T,,.n_,w,, 
P 
where the sum runs over a = (ao, . . . , a, _ 1) E N: satisfying 
n-1 n-l 
c a, = igo 4 
i=O 
and Ui = 0 if a( = 0, 
and with c, E A and wa E E$,. Since the expression for x was assumed to be re- 
duced, we have 
n-, 
iFo a; 5 de - l), 
where r is the number of i with ai # 0. Thus, for any summand in (2.6), at least 
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one of the ai is smaller than e. We can now replace each term Tn in Tk,a with 
a 2 e by a sum of scalar multiples of Tb with b I e - 1. For the multiple with 
To we may transfer the corresponding product Sk e e - S2 to the right by appli- 
cation of Lemma 2.3(a). But by the above observation in all summands of (2.6) 
there exists at least one factor Ti,,, with Ui < e, so in all summands at least one 
positive power of T remains. Thus, none of the terms in the expression for TX is 
a scalar multiple of 1, as claimed. q 
2B. The canonical symmetrizing form 
The preceding proposition allows the definition of a canonical symmetrizing 
form on ‘M. Note that a basis of ‘FI can be obtained from the set of TX, where x 
runs over an arbitrary set of reduced expressions for the elements of W,. Let 
L : ‘Ii -+ A be the linear form on ‘FI with L(Tl) = 1, L(T,) = 0 for the reduced 
expressions x of non-identity elements of W,. By Proposition 2.4 this definition 
does not depend on the particular reduced expressions chosen in the definition 
of a basis of 7-1. Hence the linear form is defined unambiguously. 
Proposition 2.7. The linear form L on ‘H( W,, II) is central, i.e., L(hh’) = L(h’h) 
forallh,h’ E ‘H(W,,u). 
Proof. We fix the basis {TX ( x of the form (1.6)} of ti. By linearity it is suffi- 
cient to check the claim if h, h’ are basis elements TX, TX!. Further, by induction, 
x’ = s for some s E S. Finally, by induction of the length of x we may assume 
that L( T,T,) = L( TsTy) for all y of length strictly smaller than Z(x). Let first 
s = si for some 2 < i < n. Write x = tl,oo . ’ . tn+_, w. Clearly all basis elements 
Ty occurring in T,T, have the shape y = tl,ao . .. t,,a,_,~’ for suitable elements 
w’ E Gn. In particular it follows that L( T,T,) # 0 if and only if x = s. Now 
define tk a := t as2 Sk if a # 0 and ti o := 1. It is clear by application of the 
procedure in the proof of Proposition 1.5, with all words reversed, that 
x is weakly braid-equivalent to a reduced expression of the form x’ = 
w’t’ nxb,-, ” . t{,b, for suitable w’, bi. By Proposition 2.4 we then have TX = TX, + 
C, cy T, where the sum runs over reduced expressions y $ Q, of length strictly 
smaller than I(x). By induction hypothesis, L(T,T,) = 0 for all such y, and 
again we see that L( T,T,t) # 0 if and only if x’ = s. But in that case x = x’ = s 
and T,T, = Ts2 = T,T,. It remains to consider the case s = t. Firstly, tx = 
tl,ltl,ao . ..tn.a,-, w is reduced unless a0 = e - 1, and one sees that L( T,T,) # 0 if 
and only if x = te-‘. On the other hand, w is braid-equivalent o Sk . s2 w’ for 
some 1 < k < n and w’ E (~3,. , s,). If w’ # 1 we are done by induction since t 
and w’ commute. So xt = tl,ao . . . t,,,_, tk, 1. By Lemma 2.3 (b) the expansion of 
T,T, does only involve the basis element T1 if x = te- ‘. In that case the re- 
quired equality clearly holds. •I 
It is known that the algebra XK := 3-1( W,, II) @A K over K = Quot(A) is split 
semisimple [2]. We thus obtain: 
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Theorem 2.8. The cyclotomic algebra 7-f( W,, u) for W, = G(e, 1, n) carries a 
canonical symmetrizing form L. This satisfies 
(2.9) L(T,) = 0 for all reduced expressions x of non-identity elements of W,. 
Proof. By Proposition 2.7 the linear form L on 3-1( W,,u) is central. So its ex- 
tension to ‘& can be written as 
for certain 6,(L) E K, where the sum runs over the irreducible characters of 
‘I-LK. Then L defines a symmetrizing form on ‘F1( W,, u) if all the S,(L) are dif- 
ferent from zero. But this is the case, since under the specialization (2.1) of ‘IIK 
to the group algebra K(<,) W,, the form L is mapped to the canonical central 
linear formC,,r,,(,~) (x(l)IIWnl)x ofJ%)K. q 
2C. General imprimitive groups 
For any divisor p le let W,, P be the normal subgroup of index p of W, generated 
by 
s(p) := {P, t-‘s2t,s2,. . ,Sn}. 
Thus W,, P is the imprimitive complex reflection group G(e, p, n) in the notation 
of Shephard and Todd. Following Ariki [I, Prop. 1.61 we define the cyclotomic 
algebra ti( W,, P; u) as the subalgebra of N( Wn; U), with parameters 
(2.10) ~=(qI,~p’pul,l I.‘., ~~-‘~1.1r~~~,~l,e/p’..~rCpP-1Ul,e,p;~*,L,~2,2) 
(where & := exp(2ni/p)), generated by 
{TP, T-‘&T,&, . . ,Sn}. 
Alternatively this could also be defined by a suitable diagram in the spirit of 
(1. l), see [4]. Since any irreducible imprimitive complex reflection group is iso- 
morphic to some Wn,P we may deduce from Theorem 2.8 by restriction of the 
form L: 
Corollary 2.11. Let W be an imprimitive complex rejection group. Then the as- 
sociated cyclotomic algebra 7-t( W, u) carries a canonical symmetrizingform. 
3. A LENGTH FUNCTION ON G(e, I,!!) 
In this section we define a root system and an associated length function for the 
complex reflection group G(e, 1, n) which generalize the root systems and length 
functions for Weyl groups. Here a root system for a complex reflection group W 
is a triple (@, @-, Q), where @ is a set with W-action, @- is a subset of @ of 
cardinality IQ-1 = I@//2 and L’. IS a subset of @\@- in bijection with the set of 
reflections of W. The length function e associated with the root system ((a, CD-, Cl) 
is the function W ---) No defined by e(w) := 1w.R n Q-1. This generalizes the 
usual notions for Weyl groups W. Indeed, if @ is the usual root system and @* 
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are the sets of positive respectively negative roots then (@,@-,@+) is a root 
system in our sense, and the associated length function is the usual length 
function on W. 
3A. Definition 
We continue the study of the imprimitive complex reflection group W, c 
GL( V), with distinguished set of generators S = {t,s2,. . . ,s,}. Let C = detv(t) 
be the non-trivial eigenvalue oft. The action of W, on the subset {<‘ej IO 5 i <: 
e - 1, 1 < j < H} of V defines an embedding of W, into the symmetric group on 
the set !P:= (0 ,..., e- 1) x {l,... ,IZ}, i.e., with Sk acting on the second co- 
ordinate by interchanging k - 1 and k and with 
t.(i,j) = 
{ 
(i + 1 mode, j) if j = 1, 
(i,j) if j> 1. 
This induces an action of W, on the direct product 9 x 9 and hence on 
@ := {(a,@ E !P X 9 1 ck # p>. 
By construction there is a natural W,-equivariant map y from @ to the vector 
space V defined by 
-y:@* v, ((i,j), (U)) ct [‘ej - Cke,. 
It is easily checked that the image of y consists of eigenvectors for the non- 
trivial eigenvalues of the reflections in W,. Moreover, the image resembles the 
root system of W, in [6]. For this reason we call @ the root system of W,. Cor- 
respondingly, an element ‘p = ((i, j), (k, I)) E @ is called a root for a reflection 
s E W, if $9) is an eigenvector for the non-trivial eigenvalue 5 of s, where 
moreover < = ciPk if j = 1. Note that thus any cp E @ is a root for precisely one 
reflection of W,, which we denote by r(p). 
We define subsets of positive and negative roots @* by 
@+ = {((i, j), (k, j)) E @ 10 5 i < k 5 e - 1, 1 5 j 5 n} 
u (((0, j), (k, 1)) E @IO L k <_ e - 1, 1 5 I < j 5 n} 
U {((i, j), (k,l)) E @ (0 I i, k I e - 1, k # 0, 1 5 j < I I n}, 
@- = @\@+. 
Thus @- is the image of @+ under the natural involution 
-: @ --t @, (%P) - -(%P) := (/%a), 
and clearly I@+1 = IQ-1 = (?J), y(K) = -r(@‘) (but note that for e even we 
have y(@-) = y(G)). Furthermore, we let 
fI={((O,j),(k,Z))~@~l~I~j<n,O~k~e-l}c@f. 
Thus Q contains precisely one root for every reflection in W,, and this estab- 
lishes a bijection s H cpS with inverse r(p,) = s between the set of reflections R 
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of W, and R. Note that for any s E S the only element of R sent to @- by s is the 
root ‘pS. 
As in the case of Coxeter groups of type C,, we call the W,-invariant subsets 
@I := {((i,j), (k,j)) E @I, @2 := @\@,, 
the long roots respectively short roots of W,. Hence I@11 = en(e - l), I@21 = 
e2n(n - 1). Accordingly, let Qi* := @in@* and fli := fln@i for i = 1,2. We 
will also need the sets 
@i := {((i,j), (k,j)) E @I} 
foriE {l,e- l}and 
0, := -63. 
Finally, we define a length function C : W, -+ No on W, by 
c : w, --+ k&J, t(w) := Iw.Rn Q-1. 
For example, by our previous remark, the elements of S all have length 1. With 
the above decomposition R = L?, 0 L3 the function e can be written as the sum 
of the two functions 
-4?i : W” + No, l,(W) := lW.L?(2,flrPpI, for i= 1,2. 
We shall study the properties of the length functions e, [I, & in the sequel. We 
will make frequent use of the following interpretation of !, [I, C2, which was 
pointed out to us by the referee. 
Write w E W, with 
W.f?i = [“e,i 
asw=(al,... , a,; 0), 0 < Ui < e, U E G)n. 
Lemma 3.1. For w = (al, . . , a,; c) E W,, we have 
n 
cl(w) = C aj 
j=l 
and 
SO 
e2(w) = e. I{(Z, j) 1 I < j, al < aj, Uj # O}l + Z(o). 
e(w) = 5 uj+e. l{(l,j) II < j, al < uj, Uj #O}l +Z(a). 
j=l 
Proof. Let ((0, j), (k j)) E QI. Then w.((O, 3, (k j)) = ((uj,aj), (k + uj, M)), 
which lies in @I_ if and only if k > e - aj. The formula for e, follows. 
For ((O,j), (k,l)) E G, we have w.((O, j), (k, I)) = ((ajj gj), (k + al, al)), 
which lies in @; if and only if either aj # 0 and UZ < aj or k = e - al and 
uj < al. Thus 
e2(w) = e. l{(l,j) 11 < j, al < d, uj # O)l + Ii 1 l < j, 01 > d)l 
= e. l{(l,d 11 < i, aI<~j,u,#O}~+Z(a). [? 
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An immediate consequence of this formula is that 
l(w) = 0 if and only if f(w) = 0. 
Remark. Suppose e = 2. We identify W, with the Coxeter group of type C,,. 
Then y gives a bijection between 0 and the set of (usual) positive roots of W, 
such that r(fli), i = 1,2, become the long respectively short positive roots. 
Further, y(K) equals the set of negative roots (compare [5,3.6(ii)]). We deduce 
that in this case, ! coincides with the usual length function on W,. 
3B. Parabolic subgroups 
For J C S, we denote by WJ the subgroup of W, generated by s E J. The irre- 
ducible components of WJ are all of type C$’ or A, for some 1 5 m 5 n. So 
there is a well-defined length function e, on WJ. Let @.I := {‘p E @ 1 r(p) E WJ}, 
and for any subset Y 2 @, set Y, := r n Qs,. 
Proposition 3.2. For J 5 S, the function C coincides on WJ with CJ. 
Proof. First assume that t @ J. Then WJ is a direct product of symmetric 
groups and w E W, can be written as w = (0,. . ,O; w). Using Lemma 3.1, we 
conclude 
e(w) = z(w) = eJ(w). 
Secondly, assume that t E J. We write J = J1 CJ 52 where J, = {t, ~2,. . , sm} 
withmmaximal.Ifw= (ai,...,a,;a) E WJ, thena,+ =...=a,=O.Thus 
e(w) =,$, Qj +e. l{(l,j)ll <j, al < aj, aj # 0,j I m}l+l(a) = e,(w). 
For an arbitrary element w = WI w2 E WJ, WI = (al,. . . , a,, 0,. . . ,O; u) E WJ,, 
w2 E WJ,, we have w= (ai ,..., a,,,,0 ,... ,O; uw2) where Z(aw2) = Z(n) + Z(w2), 
and thereby 
e(w) = @l) + e(w2) = !J(w). 0 
WeintendtostudythecaseJ:={t,s2,...,s,_i},so WJ= Wn-l. 
Proposition 3.3. The set R = {w E W,, 1 w.fiJ C @+} is a set of left coset repre- 
sentatives of WJ in W,. Furthermore, for r E Rand wJ E WJ, we have ei(rwJ) = 
e,(r) $_ ei(wJ), i E { 1, 2). 
Proof. Following a suggestion of the referee, we claim that 
where ah is the element in Gfi such that 
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i if 15 i< h, 
Ghi = i+l ifh<i<n, 
h if i = n. 
Indeed, let w = (al,. . .,a,;~) ~R.Then ((aj,uj),(k+uj,aj)) ~@+forall 15 
j<n--1, l<k<e-l,inparticularfork=e-l.Henceai=Oforall 15 
j I n - 1. Furthermore, ((0, oj), (k, al)) E @+ for all 0 I k 5 e - 1 and 1 I 1 < 
j~n-1.Thusaj<aZforall1~1<j<:n-1,whichimpliesa=~~forsome 
1 < h 5 n. This proves one inclusion. The other inclusion is clear. 
Notice that we showed that 
R = {w E w, 1 w.fl, c fl+>. 
Nowletr=(O,...,O,a;ah)ERandw~=(aI,...,a,_,,3;a)E WJ.Suppose 
rw./=(a ,,..., a,_*,a;a/#)ER. 
Thenal =..‘=a,_~ =O,andsinceaEG,n_i and{ah/lIh<n}isasetof 
left coset representatives of Gn _ 1 in Gn, we have 0 = 1. So wJ = 1. This proves 
that no two elements of R lie in the same left coset of WJ in W,. 
Since I’.R = en = ( W, : W, ~ I), the first part of the proposition follows. 
The second part is an easy consequence of the above expression for rwJ. 
Notice that Z(ahu) = /(ah) + I(g). q 
Remark. Define expressions 
W(j,l) =SjSj+l “‘S/ 
for2<j<I+l<n+land 
Wi(j, I) = W(2,j)p1tiW(2, I) 
for l<jll<n, lsi<e-1. The element r=(O,...,O,a;ah)ER has a 
unique reduced expression r = w(h + 1, n) if a = 0 and r = w,(h, n) if a # 0. (We 
identify expressions and elements in W,.) 
Let w t W,,. we call an expression of the form w = rwJ where r E ‘R and wJ E 
WJ are reduced an R-expression for w. By comparing the possible (standard) 
lengths of R-expressions with the lengths of the reduced expressions in Lemma 
1.5, it can be seen that R-expressions are reduced. In particular, /(rwJ) = 
l(r) + l(wJ). 
We can then use induction on n in order to show that 
(3.4) I(W) = 2 Uj + 2 ’ l{(l,j) 11 <j, Ul < Uj, Uj # O}l + l(a) 
/=I 
forw=(ui,...,u,;0) E W,. 
With Lemma 3.1 we conclude: 
Corollary 3.5. For w E W,, we have 
e(w) 2 l(w). 
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A straightforward calculation shows: 
Lemma 3.6. For Y = (0,. . . , 0, a; oh) E R, we have 
e,(r) = a 
and 
[2(l) = 
n-h if a = 0, 
e(h-l)+n-h ifa#O. 
In contrast to the standard length function for W, the length function C 
attached to the root system CD satisfies the following identity: 
Proposition 3.7. We have 
2V q 
e(w) = P( Wn) 
” 
where q is an indeterminate and 
P(W,) = fi (1 +q+...+@-l) 
i=l 
denotes the Poincark polynomial of W,. 
Proof. Recalling the values of ei and & on R from Lemma 3.6, we obtain 
{e(r)IrER}=[O,n-l]U{a+n-h+(h-l)eIl<h<n, l<a<e-1) 
= [O,n - l] U {n + (a + h(e - 1)) IO 5 h 5 n - 1, 0 5 a 5 e - 2) 
= [O,n - l] U [n,ne - l] = [O,ne - 11, 
and the correspondence between the sets is one-to-one. 
The Poincare polynomial of W, can be factored as 
Because of Proposition 3.3, we can use induction on n to complete the 
proof. 0 
3C. Some more properties 
We first give combinatorial interpretations for ei and l2. 
Lemma 3.8. For w E W,, the value !I (w) equals the minimal number of t’s in an 
expression for w. In particular, e, (w) equals the number of t’s in any reduced ex- 
pression. 
Proof. It is clear that the number of t’s in any expression for w has to be at least 
ei (NJ). By induction on n, we see that the number of t’s in an R-expression for VJ 
equals Ci (w), which proves the first part of the lemma. The second part follows 
465 
from the facts that R-expressions are reduced and that, according to Lemma 
1.5, any two reduced expressions are weakly braid-equivalent. q 
LetAi:=(Q,Sj )...) si+i),O<i<n--1. 
Proposition 3.9. Suppose w = w1 tal w2 ta2 . . . w,,, tamw,+ 1with all wi E A,, _ 1 and 
0 < ai < e is an expression for w E W, subject o at least one of the following two 
conditions. 
(i) The expression is reduced. 
(ii) The number m is minimal. 
Then 
m+l 
(3.10) &(w) = c I(Wi) + 
i=l 
q{ (y$,‘l(Y’)) -j(W.“Wttz+l))r 
where I= e is the usual length function on A,, _ I. 
Proof. Ifw=(a~,...,a~;u)thena=w~~~~w,+~.InviewofLemma3.1,we 
therefore only need to show that 
m+l 
C l(Wi) - l(a) = 2. I{(G) 11 < j, d < aj, aj # O}l, 
i=l 
which follows from (3.4). •I 
Let wg be the longest element in W, with respect o ! (and also with respect o I). 
We know from Proposition 3.3, for example, that wg = (e - 1,. . . , e - 1; 1). 
Corollary 3.11. Let w E W,. 
(a) We have 
el(w-‘) = em, -cl(w), f?,,(w-‘) = &(w) 
wherem,=I{j/l<j<n,w.ej${e~ ,..., e,}}l. 
(b) We have 
C*(w-‘wo) = [l(WO) -4(w), 
~z(w-‘wo) = [2(w) + e(no(w) - n,- I(w)) 
where ni(w) = l{(l,j) 11 < j, al < aj, aj = i}l, i E (0, e - 1). 
Proof. Part (a) follows from Lemma 3.8 and Proposition 3.9 or, alternatively, 
from Lemma 3.1. 
For part (b), let w = (al,. . . , a,; o) E W,. Then W-IWO = (e - 1 - al,. . , 
e- 1 -a,;a-’ ), and Lemma 3.1 implies the formulas for ei and &. q 
For the following proposition, we remark that 
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1 ((O,l),(e-1,l)) ifs=t, “= ((O,i),(O,i-1)) ifS=,!?i,2<i<n. 
Proposition 3.12. Let w E W,. 
(a) For s = t, we have 
e(ws) = 1 e(w) - (e - 1) if w.cp, E @f-l, e(w) + i if w.cp, 6 @e-l. 
(b) For s = si, 2 2 i 5 n, we have 
e(w) + 1 if w.cp, E 02, 
!(ws) = 
i 
t(w) + (e - 1) if w.cp, E @l\L%, 
[(w) _ 1 if w.cp, E t2;, 
l(w) - (e - 1) if w.cp, E @p2\0; 
Proof. Part (a) easily follows from the definitions of et and e2. 
Let s = si, 2 5 i L n. Since et (WSi) = Cl(w), we only need to consider e2. We 
define n/(w) := {p E G2 1 w.p E @;} and fli,i-t := (((0, i), (k,i - 1)) E L’,}, 
2<i<n. 
Say w.cp, = ((a, b), (c, d)) f orsomeOIa,c<e-1, l<b,d<n.Itiseasy 
to check that 
( 
(Ji.N(w)) CJ {Cpq} if w.(pSi E 02, 
N(wsi) =’ 
&.(N(w)\{((o, i), (e - c, i - 1)))) U fli,i- 1 if W.(pzi E @,‘\fl2, 
Si.(N(W)\{(ps,}) if w.(pSi E G;, 
si.(N(W)\Qi,i-1) 0 {((O,i),(e-a,i- 1))) if W.(pSi E @,\0,. 
Note that si fixes all ((O,j), (k, I)) E R 2 such that {j, I} n {i, i - 1) = 0 and that si 
stabilizes the sets (((0, i - l), (k, I)), ((0, i), (k, I)) 10 5 k 5 e - 1, 1 5 I < i - 1) 
and {((O,j), (k,i - l)), ((O,j), (k, i)) IO 5 k I e - 1, i < j < n}. The assertion 
follows. 0 
Corollary 3.13. Let w E W,. 
(a) For s = t, we have 
ecsw) = 1 e(w) - (e - 1) e(w) + 1 if w-‘.cp, E @i, if w-‘.cps $ @,. 
(b) Fors=si,2<i<n,wehave 
1 
e(w) + i if w-‘.cps E 02, 
“(SW) = e(w)+(e- 1) 
if w-bp, E aij+\n,, 
e(w) - i if w-’ .ps E q, 
e(w) -(e- 1) if w-l+, E q\n;. 
The proof is similar to the previous one. Observe that part (b) can also be ob- 
tained as a consequence of the above proposition and Corollary 3.11(a). 
Remark. In view of (3.4), the proof of Proposition 3.12 also shows that 
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(3.14) l(wt) = qw) + 1 
{ 
l(w) - (e - 1) if w.cpf E @f-l, 
if w.cp, #@e-l 
and 
(3.15) l(wsJ = Z(w) + 1 
if w.cp,, E @2+, 
Z(w) - 1 if w.(P.~, E @r 
for 2 5 i 5 n. Similar formulas hold for [(SW), s E S. 
Corollary 3.16. For w E W, and s E S, we have l(ws-‘) < l(w) resp. [(s-l w) < 
l(w) ifand only if w has a reduced expression ending resp. starting with s. 
Proof. We only consider ws-‘. It follows from Proposition 3.12 and the above 
remark that the conditions 4?(ws-‘) < e(w) and Z(ws-‘) < l(w) are equivalent. If 
l(ws-’ ) < I(w) we obtain the desired reduced expression for w by concatenating 
a reduced expression for ws-’ and s. The other direction is equally clear. q 
Corollary 3.16 immediately implies the following statement. 
Corollary 3.17. For any 1 # w E W,, there exist s,s’ E S such that l(ws-‘) < 
e(w) and!(s’-‘w) < t(w). 
Remark. The root system introduced above can be used to perform effective 
computations in the complex reflection groups W,. Indeed, W, can be realized 
as a permutation group on the set of roots @. Then Corollaries 3.13-3.17 de- 
termine an algorithm which associates to each element M’ E W, a reduced ex- 
pression. 
The computer algebra system GAP [7] contains functions dealing with finite 
Weyl groups, based on the realization of the elements of the Weyl group as 
permutations on its set of roots. We intend to use the preceding results to im- 
plement analogous functions for W, in GAP. 
3D. A connection with the cyclotomic Hecke algebra 
Let U := {w E W, 1 t(w) = I(w)}. 
Proposition 3.18. Assume e > 2. An element w E W, lies in U ifand only ifw = 
w,, . WI where for any 1 < k 5 n either wk = w( j, k) for some 2 < j 5 k + 1 or 
wk = LVi( 1, k) for some 1 < i < e - 1. These areprecisely the elements which avoid 
a subexpression of the form s2 t is2 in any reduced expression. 
Proof. For n = 1, we have U = WI, and all statements are clear. 
Let n > 1. We use the notations from the previous section. Write w = rwJ 
where r E R and WJ E WJ. It follows from Proposition 3.3, the subsequent re- 
mark, and Corollary 3.5 (applied to r and NJ.,) that e(w) = I(w) is equivalent o 
t?(r) = I(r) and !(wJ) = I. But e(r) = l(r) if and only if r = w(j,n) for some 
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2LjIn+lorr=rvi(l,n)forsomelIiIe-l.Thisandinductionshow 
the first part of the proposition. 
The fact that any reduced expression for w E U avoids expressions of the 
form slt’sz follows from Proposition 3.9. For the converse, we choose an 
R-expression w = WJ. Then obviously r cannot be of the form wi(j, n) with 2 < 
j 5 n, 1 5 i < e - 1, and we can apply induction to NJ. q 
Remark. The elements in U (for e > 2) can also be described as the elements 
w E W, such that for all 1 5 1 < j < IZ there exists at most one 0 < k 5 e - 1 
such that w.( (0, j), (k, I)) E @;, which then necessarily lies in 52;. (This follows 
from Lemma 3.1.) 
The characterization of the elements in U as s~~~sz-, hence in particular 
s2 [is2 t-‘-avoiding elements has the following consequence for monomials in the 
cyclotomic algebra associated to W,. 
Corollary 3.19. Zf x and x’ are reduced expressions for an element w E U, i.e., 
with l!(w) = l(w), then TX = TX, in ‘H( Wn,u). 
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