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Abstract
This paper presents a numerical method for the approximation of viscosity solutions to a Hamilton–
Jacobi–Bellman (HJB) equation governing a class of optimal feedback control problems. The 6rst-order HJB
equation is 6rst perturbed by adding a di7usion term with a singular perturbation parameter. The time and
spatial variables in the resulting equation are then discretized respectively by an implicit modi6ed method of
characteristics and the alternating direction (AD) scheme. We show that the AD procedure’s perturbation error
is virtually negligible due to the small perturbation parameter. And the e;cient AD scheme can be applied to
our HJB equation without generating splitting error. Numerical results, performed to verify the usefulness of
the method, show that the method gives accurate approximate solutions to both of the control and the state
variables.
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1. Introduction
Many real-world problems in engineering, economics and biomedicine can be formulated as op-
timal feedback control problems of the form
minimize
∫ 1
0
L(t; x(t); u(t)) dt + h(x(1)) (1.1a)
subject to


x˙(t) = f(t; x(t); u(t)); a:e: t ∈ (s; 1];
x(s) = y(s);
u∈U
(1.1b)
for s∈ (0; 1), where x=(x1; : : : ; xn) and u=(u1; : : : ; um) are, respectively, the state and the control,
f = (f1; f2; : : : ; fn) a given vector valued function, y = (y1; : : : ; yn) ∈Rn, and U ⊂ Rm is the
set of admissible controls speci6ed by a set of constraints on the control components. If u is a
measurable function from [0; 1] into Rm such that the constraints specifying U are satis6ed, then it
is called an admissible control.
It is known that, using the dynamic programming approach (1.1) can be transformed into a
Hamilton–Jacobi–Bellman (HJB) equation of the form
− 9v9t + supu∈U
[−∇xv · f(t; x; u)− L(t; x; u)] = 0; (t; x)∈ (0; 1)× Rn (1.2)
with the initial condition
v(1; x) = h(x); (1.3)
where v is called the value function and ∇xv denotes the gradient of v with respect to x. There
are two unknown functions in this equation—the value function v and the optimal control u. Thus,
6nding a feedback control for (1.1) is equivalent to solving the above initial value problem. Because
of the importance of this initial value problem in optimal feedback control, it has been discussed
in the literature for many years. Many of these discussions were devoted to the solvability of (1.2)
and (1.3) by showing the existence of a unique non-smooth solution called a ‘viscosity solution’
(cf. [2,3,10]). However, (1.2) and (1.3) are, in general, not analytically solvable, and thus numerical
approximations to this initial value problem are needed in practice. There are only a few numerical
algorithms available in the literature for the numerical solution of this equation such as the one
reported in [11]. Recently, Wang et al. [13] presented a numerical method for the HJB equation,
based on an upwind 6nite di7erence scheme in space and the explicit forward Euler scheme in time.
Although the numerical results in [13] show promising, the explicit nature of the method requires
that a stability condition on the step lengths is satis6ed and that the solution region is taken to be
trapezoidal. In the latter, the number of mesh nodes along each component of x is larger than twice
the number of partitions in the t direction, as pointed out in [13]. Therefore, the computational cost
for the scheme is high in high dimensions, because the number of partitions in the time-direction
is normally large due to the stability condition. To improve these, Huang et al. [9] formulated a
numerical method for the approximation of viscosity solutions to the HJB equation. The 6rst-order
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hyperbolic HJB equation is 6rst perturbed as a convection–di7usion equation by adding a di7usion
term with a small di7usion coe;cient/viscosity. The resulting convection–di7usion equation is then
solved by a modi6ed method of characteristics (MMOC) in time and a 6nite di7erence in state space.
Another advance in solving HJB equations has been reported in [14]. However, for high-dimensional
real-world optimal control problems, the computational costs of these schemes are still too high and
we are eager to 6nd a local one-dimensional method (LOD).
Ever since 1950s, scientists have formulated a number of time-stepping procedures to numerically
approximate the solutions of multi-dimensional parabolic problems. They used 6nite di7erence or
6nite element methods that treat the spatial variables individually in a cyclic fashion. For example,
the alternating direction (AD) methods were 6rst introduced in three papers [4,7,12]. These methods
can be interpreted as perturbations of some underlying implicit multidimensional numerical methods,
such as the Crank–Nicolson or backward Euler method. In AD methods, the splitting error terms
related to the perturbations are of the same order in the time step Mt as the truncation error terms
associated with the Crank–Nicolson scheme and higher order with the backward Euler method. Thus,
the asymptotic rates of convergence for an LOD method should be of the same order in the spatial
and temporal discretization parameters as those for its associated underlying method.
In this paper we propose to solve the problem by the following procedure: Eq. (1.2) is 6rst
perturbed as a second-order parabolic equation by adding the di7usion term with a small di7usion
coe;cient. This approach is sometimes called in the literature the viscosity approximation to the
HJB equation. Then, we de6ne some arti6cial Dirichlet and Neumann boundary conditions on the
resulting second-order system. Finally, an implicit time stepping scheme along with the AD scheme
in space are applied to the resulting parabolic equation. By doing so, we only need to solve a
one-dimensional problem at a time which can reduce the computational cost signi6cantly, especially
for high-dimensional problems.
The rest of the paper is organized as follows. In Section 2 we will approximate (1.2) as a
convection–di7usion equation and de6ne appropriate boundary conditions for the resulting equation.
In Section 3, we will discuss the application of AD method to the resulting convection–di7usion
equations. The convergence analysis of the AD method will be given in Section 4. In Section 5, we
will present some numerical results to demonstrate the accuracy and usefulness of this approach.
2. The viscosity approximation
In the previous section, we mentioned that the feedback optimal control problem can be formulated
as the HJB equation (1.2) with the boundary condition (1.3). This initial value problem is de6ned
on Rn. We now consider the problem in a 6nite region as follows:
− 9v9t + supu∈U
[−∇xv · f(t; x; u)− L(t; x; u)] = 0; (t; x)∈ [0; 1]× ; (2.4a)
v(1; x) = h(x); x∈; (2.4b)
where  ⊂ Rn. For simplicity, we restrict our discussion to the domain = [− 1; 1]2. The analysis
and discussions for higher dimensional spaces are analogous to the two-dimensional case.
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We now consider the following initial value problem:
∇2v− 9v9t + supu∈U
[−∇xv · f(t; x; u)− L(t; x; u)] = 0; (t; x)∈ [0; 1]× ; (2.5a)
v(1; x) = h(x); x∈: (2.5b)
This problem di7ers from (2.4) by the di7usion term ∇2v, where ¿ 0 represents mathematically
a singular perturbation parameter and physically the di7usion coe;cient or viscosity. When 1,
(2.5) is called a viscosity approximation to (2.4), which is often used in stochastic control (cf., for
example, [1]). The convergence of (2.5) to (2.4) as  → 0+ has been established for the stationary
case. For details see [1] and references therein.
The perturbed system (2.5) is still a pure initial value problem and can be solved only by explicit
time stepping schemes. In order to solve it by implicit methods, we need to pose a suitable boundary
condition for (t; x)∈ [0; 1) × 9 in (2.5). However, we do not have enough information about the
value function v to decide the correct boundary condition for (t; x)∈ [0; 1)× 9. Let us look at the
original HJB equation (2.4). The value function at t = 1 is the only possible information that we
can use. Therefore, we propose to extend the domain  to ˜(=[− 1− a; 1 + b]2; a¿ 0; b¿ 0) and
use the boundary condition at time equal to 1 for all t. We reformulate the equations as
∇2v− 9v9t
9v
9t + supu∈U
[−∇xv · f(t; x; u)− L(t; x; u)] = 0; (t; x)∈ [0; 1]× ˜; (2.6a)
v(1; x) = h(x); x∈ ˜; (2.6b)
v(t; x) = h(x); (t; x)∈ [0; 1]× 9˜1; (2.6c)
9v
9n (t; x) =
9h
9n (x); (t; x)∈ [0; 1]× 9˜2; (2.6d)
where
9˜1 = {−1− a} × [− 1− a; 1 + b] ∪ [− 1− a; 1 + b]× {−1− a};
9˜2 = {1 + b} × [− 1− a; 1 + b] ∪ [− 1− a; 1 + b]× {1 + b};
and 9=9n denotes the outward normal derivative. Note that the extension of the original region
 is necessary. This is because the boundary conditions de6ned above are not exact, and thus the
extended part of ˜ is used as a transitional region from the solution satisfying the arti6cial boundary
conditions to the solution of (2.4) for small . That is, we expect that the solution (2.6) converges
to that of (2.4) or (2.5) in the region  as  → 0+. The region ˜ \ contains the transition layers.
Before further consideration, we 6rst split (2.6a) into two equations,
∇2v− 9v9t −∇xv · f(t; x; u
∗)− L(t; x; u∗) = 0;
u∗ = arg sup
u∈U
[−∇v · f(t; x; u)− L(t; x; u)]:
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These can then be rewritten as
−
(
9v
9t + f(t; x; u
∗) · ∇v
)
+ ∇2v= L(t; x; u∗); (2.8a)
u∗ = arg sup
u∈U
[−∇xv · f(t; x; u)− L(t; x; u)]: (2.8b)
It is clear that (2.8a) is a convection–di7usion equation in v.
3. The alternating direction method (AD)
In this section we 6rst discretize the equations in (2.6) by a MMOC, and then apply the AD
method to the discretized equations.
3.1. Discretization of the equations
As in [9], we consider the MMOC [8] procedure for approximating the solution of (2.8a). For
any x, let  denote the unit vector given by
(t; x; u) =
(f1(t; x; u); f2(t; x; u); : : : ; fn(t; x; u); 1)
 (t; x; u)
=
(f(t; x; u); 1)
 (t; x; u)
;
where
 (t; x; u) = [1 + |f(t; x; u)|2]1=2:
This direction  is called the characteristic direction of the operator vt +f ·∇v in (2.8a). Using this
characteristic direction, the operator can be expressed as
1
 (t; x; u)
(
9
9t + f · ∇
)
=  (t; x; u)
9
9 :
Therefore, Eq. (2.8a) can be put in the form
−  (t; x; u) 9v9 + ∇
2v= L(t; x; u): (3.9)
We 6rst consider the discretization of (3.9) in time only. For any positive integer N , let Mt = 1=N
and we divide the interval [0; 1] uniformly into N subintervals
1 = t0 ¿t1 ¿ · · ·¿tN = 0;
tn=1−nMt for n=0; 1; : : : ; N . In the standard MMOC [8], the characteristic derivative is approximated
by
 (t; x; u)
9v
9 ≈  (t; x; u)
v( Qx; tn−1)− v(x; tn)
[| Qx − x|2 + (Mt)2]1=2 =
v( Qx; tn−1)− v(x; tn)
Mt
; (3.10)
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for n= 1; 2; : : : ; N , where
Qx := x + f(t; x; u(x; tn))Mt: (3.11)
Based on this, the continuous-in-space MMOC procedure of (2.8) is de6ned as
Algorithm 1.
• v(x; t0) = h(x).
• For n= 1; 2; : : : ; N , 6nd v(x; tn) and u∗(x; tn), such that
− v( Qx; t
n−1)− v(x; tn)
Mt
+ ∇2v= L(tn; x; u∗(x; tn)); (3.12a)
u∗(x; tn) = arg sup
u∈U
[−∇xv · f(tn; x; u(x; tn))− L(tn; x; u(x; tn))] (3.12b)
with Qx being de6ned in (3.11).
Remark 3.1. We comment that some technical problems are involved in Algorithm 1 such as eval-
uating v( Qx; tn−1) and nonlinearity of (3.12) For a detailed discussion, we refer to [9].
We now consider the discretization in space of the equations in Algorithm 1. To achieve this, we
divide the interval [−1−a; 1+b] uniformly into M sub-intervals for a positive integer M . A tensor
product of these partitions on along the x and y directions gives a uniform mesh on [−1−a; 1+b]2
with vertices
xi; j = (−1− a+ ih;−1− a+ jh); i; j = 0; 1; : : : ; M;
where h= 2=M . On this mesh, we use the standard 6nite-di7erence method to approximate ∇v and
∇2v. For a given function q(x; t), let qni; j = q(xi; j; tn). We also let
Qxi; j = xi; j + fni; jMt (3.13)
and denote the centered di7erencing schemes of a grid function  by
i; j := (2h)−1(i+1; j − i−1; j ; i; j+1 − i; j−1);
2xi; j := h
−2[i+1; j − 2i; j + i−1; j];
2yi; j := h
−2[i; j+1 − 2i; j + i; j−1]:
Let (vni; j; u
n
i; j) denote the approximate grid values of the solution (v; u) at xi; j, and we use v
n
I (x) to
denote the piecewise bi-linear interpolant of vni; j for all i; j and n. Then, fully discretized equations
of (3.12) are given by
− Qv
n−1
i; j − vni; j
Mt
+ (2x + 
2
y)v
n
i; j = L
n
i; j; (3.15a)
uni; j = arg sup
un∈U
[− vni; j · fni; j − Lni; j]; (3.15b)
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for all n= 1; 2; : : : ; N and (i; j)∈ ID, where ID denotes the index set,
ID = {(i; j): i; j = 0; 1; : : : ; M ; xi; j is not a Dirichlet boundary point}: (3.16)
In the above Qvn−1i; j =vn−1( Qxi; j). If xi; j is a Neumann boundary point, then the 6nite di7erence involving
one of the unde6ned values vi; j, i = −1, i =M + 1, j = −1 and j =M + 1 should be replaced by
the given Neumann boundary condition in (2.6d). Similarly, the value of vni; j corresponding to a
Dirichlet boundary point should be replace by the given value using (2.6c). Obviously, at each time
step n, (3.15a) forms a matrix equation for vni; j, ∀(i; j)∈ ID. The system matrix of this system is
symmetric and positive de6nite.
Remark 3.2. We remark that the left-hand side of (3.15a) does not explicitly depend on uni; j, though
Qvn−1i; j is a function of uni; j because of (3.13). This will be advantageous as the system matrix corre-
sponding to (3.15a) is independent of time.
3.2. Application of the AD method
We now consider the solution of (3.15a) by the AD method. This method has the merit that it
decomposes the solution of a matrix equation arising from the discretization of an n-dimensional
problem into that from a one-dimensional problem. This is achieved by de6ning an n-level sweeping
as demonstrated below using the 2D case.
Introducing an intermediate solution wn;1i; j , we de6ne the AD algorithm for (3.15a) as follows. At
each time step tn, solve for wn;1i; j and w
n
i; j successfully the following equation systems:
x-sweep − Qw
n−1
i; j − wn;1i; j
Mt
+ 2xw
n;1
i; j + 
2
yw
n−1
i; j = L
n
i; j; (3.17a)
y-sweep − Qw
n−1
i; j − wni; j
Mt
+ 2xw
n;1
i; j + 
2
yw
n
i; j = L
n
i; j; (3.17b)
for all (i; j)∈ ID. Obviously, solving each of (3.17) involves the inversion of the matrix obtained from
the central di7erence discretization of a 1D Laplacian plus the time discretization. This, of course, is
computationally cost-e7ective. However, this sweeping algorithm does not absolutely equivalent to
(3.15a) because of the splitting of the coupled equation (3.15a) in (3.17). Therefore, errors should
be involved in this splitting. We de6ne the splitting error as the di7erence between the solutions
to (3.15a) and (3.17), respectively. Then the following theorem shows that the splitting error is of
order O(2Mt).
Theorem 3.1. Let v be su:ciently smooth function such that its nodal values satisfy the di;erence
equation (3.15a). Then, the splitting error in the AD algorithm (3.17) is of order O(2Mt2).
Proof. Suppressing the subscript i; j, we rewrite (3.17) as
(1 + Mt2x)w
n;1 = Qwn−1 −Mt2ywn−1 + MtLn; (3.18a)
(1 + Mt2y)w
n = wn;1 + Mt2yw
n−1: (3.18b)
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Multiplying both sides of (3.18b) by (1+Mt2x) and replacing the 6rst term on the right-hand side
of the resulting equation by the left-hand side of (3.18a) we have
(1 + Mt2x)(1 + Mt
2
y)w
n = Qwn−1 + MtLn +Mt222x
2
yw
n−1:
Expanding the left-hand side of this equation and re-arranging the result leads to
− Qw
n−1 − wn
Mt
+ (2x + 
2
y)w
n = Ln −Mt22x2y(wn − wn−1): (3.19)
Comparing (3.19) with (3.15a) we see that the di7erence (or splitting error) is
Mt22x
2
y(w
n − wn−1); (3.20)
which is of order O(2Mt2) when the solution is su;ciently smooth.
Remark 3.3. We remark that in (3.15a), we used the backward-time central-space scheme which has
an accuracy of order 1 in time, so the splitting error is one degree higher than the underlying time
stepping procedure. Moreover, the 2 factor makes the splitting error insigni6cant when 1. These
analyses show that we could treat the spatial variables individually in a cyclic fashion such as the
alternating direction methods. This is especially favorable for solving high-dimensional real-world
optimal control problems via HJB equations.
3.3. Decoupling of the system
Note that (3.15b) and (3.17) are still coupled with (3.15b) because of the terms Lni; j and Qw
n−1
i; j in
(3.15) and (3.17). In computation, we decouple this system by replacing fni; j by f
n−1
i; j in (3.15b)
and Lni; j by L
n−1
i; j in (3.17). The decoupled algorithm is de6ned below
Algorithm 2. Step 1: For i; j = 0; 1; : : : ; M ,
◦ evaluate w0i; j = h(xi; j), and
◦ compute
z0i; j = arg sup
z0∈U
[−w0i; j · f0i; j − L0i; j] : (3.21)
Step 2: For n= 1; 2; : : : ; N ,
◦ solve the systems
− Qw
n−1
i; j − wn;1i; j
Mt
+ 2xw
n;1
i; j + 
2
yw
n−1
i; j = L
n−1
i; j ; ∀(i; j)∈ ID (3.22a)
− Qw
n−1
i; j − wni; j
Mt
+ 2xw
n;1
i; j + 
2
yw
n
i; j = L
n−1
i; j ; ∀(i; j)∈ ID (3.22b)
sequentially for wn;1i; j and w
n
i; j, and then
◦ compute zni; j using
zni; j = arg sup
zn∈U
[− wni; j · fni; j − Lni; j]: (3.23)
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Note that the above discretization scheme is essentially a backward Euler’s method in the character-
istic direction. We could also use the Crank–Nicolson scheme, and the corresponding AD methods
were treated in details in [4]. Also the high-dimensional AD methods were given in [5], and as in
2D case the splitting error is O(Mt2) in time. So that we could use this locally one-dimensional
method without destroying the accuracy. Also, the system matrix associated with (3.22) is symmet-
ric, tri-diagonal and positive de6nite if 1=Mt=h2, and also time-invariant. We can bene6t from
these special properties, especially in high dimensions.
4. Convergence of the AD method
As mentioned in the previous section, AD algorithm (3.17) yields an approximation to the true
solution of (3.15a). Though we have shown in Theorem 3.1 that the splitting error is of order
O(2Mt2), this does not automatically mean that the solution to (3.17) converges to that of (3.15).
In this section, we shall present an analysis which establishes this convergence under the assumption
that the discretization scheme (3.15) is stable and consistent, as given below.
Since each Qwn−1i; j can be expressed as a linear combination of {wn−1i; j }, we may rewrite the system
de6ned in (3.15a) in the following matrix form (cf., for example, [5,8])
(I + A)vn + Bvn−1 = gn−1; (4.1)
where A=A1+A2 with A1 and A2 being the matrices corresponding the operators 2x and 
2
y multiplied
by Mt, respectively. In general, A1 and A2 do not commute with B.
De%nition 4.1. The discretization scheme of the form (4.1) is said to be stable if
‖(I + A)−1B‖6 1 + c1Mt; (4.2a)
‖(I + A)−1‖6 c2; (4.2b)
for some positive constants c1 and c2, independent of h and Mt.
We now make the following assumption.
Assumption 4.1. Discretization (4.1) is stable and consistent.
This assumption implies the stability and convergence of discretization scheme (4.1), and vice
versa. Using this assumption we show in the following theorem that the solution to the AD algorithm
(3.17) converges to that to (3.15a).
Theorem 4.1. Let Assumption 4.1 be ful<lled. If  is su:ciently small, then, we have
‖En‖6
(
1 +
2c1
n
)n
‖E0‖+ c
[
1 +
(
1 +
2c1
n
)n] 2Mt2
h4
(4.3)
for some positive constant c, independent of ; h and Mt, and n= 1; 2; : : : ; N , where En := vn −wn.
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Proof. Let C = A1A2. Then
‖C‖= O
(
Mt2
h4
)
; (4.4)
since ‖A‖= O(Mt=h2). Now, (3.19) is can be put in the form
(I + A)wn + Bwn−1 + 2C(wn − wn−1) = gn−1
or equivalently,
(I + A+ 2C)wn + (B− 2C)wn−1 = gn−1: (4.5)
We 6rst show that this scheme is stable by demonstrating that the norms of (I+A+2C)−1(B−2C)
and (I + A + 2C)−1 satisfy the estimates in (4.2), respectively, with some positive constants. For
the latter, it is easy to see that
‖(I + A+ 2C)−1‖ = ‖(I + A)−1(I + 2C(I + A)−1)−1‖
6 c2
[
1 + O
(
2
Mt2
h4
)
c2
]
6 2c2; (4.6)
for a su;ciently small . In the above we used (4.2b).
We now consider the matrix (I + A + 2C)−1(B − 2C). Using a Taylor expansion, the above
estimate and the estimates in (4.2) and (4.4), we have
‖(I + A+ 2C)−1(B− 2C)‖ = ‖(I + 2(I + A)−1C)−1(I + A)−1B‖+ 2c22‖C‖
6
[
1 + O
(
2
Mt2
h4
)]
(1 + c1Mt) + O
(
2
Mt2
h4
)
6 (1 + c1Mt) + O
(
2
Mt2
h4
)
6 1 + 2c1Mt; (4.7)
when  is su;ciently small. We, thus, conclude that (4.5) is stable.
Now, taking (4.5) away from (4.1) gives
(I + A+ e2C)En + (B− 2C)En−1 = 2C(vn − vn−1)
and so
En =−(I + A+ 2C)−1(B− 2C)En−1 + 2(I + A+ 2C)−1C(vn − vn−1)
Since discretization (4.1) is stable and consistent, we have
‖vn − vn−1‖= O(Mt)
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for all n = 1; 2; : : : ; N . Taking an appropriate norm on both sides and using (4.4), (4.6), (4.7) and
the above estimate, we obtain
‖En‖6 (1 + 2c1Mt)‖En−1‖+ 2c22‖C‖‖vn − vn−1‖
6 (1 + 2c1Mt)‖En−1‖+ c32 Mt
2
h4
Mt; (4.8)
where c denotes a generic positive constant, independent of h;  and Mt. Using relationship (4.8)
repeatedly gives
‖En‖6 (1 + 2c1Mt)n‖E0‖+ c 
2Mt3
h4
n−1∑
k=0
(1 + 2c1Mt)n−k−1
6 (1 + 2c1Mt)n‖E0‖+ c 
2Mt3
h4
1− (1 + 2c1Mt)n
1− (1 + 2c1Mt)
6
(
1 +
2c1
n
)n
‖E0‖+ c 
2Mt2
h4
[
1 +
(
1 +
2c1
n
)n]
:
This completes the proof of the theorem.
From this theorem it is easy to show that the error En; n= 1; 2; : : : ; N is uniformly bounded for
all positive integers N . This is contained in the following corollary.
Corollary 4.1. Let the conditions in Theorem 4.1 be satis<ed. Then, there exists a positive constant
c, independent of ; h and N such that
‖En‖6 c
(
‖E0‖+ 
2Mt2
h4
)
: (4.9)
Proof. We need only to show that the term (1 + 2c=n)n is uniformly bounded for all n = 1; 2; : : : ;
or to show that it is a convergent sequence. In fact, from the basic calculus we see that
lim
n→0
(
1 +
2c1
n
)n
= exp
[
lim
n→0 n ln
(
1 +
2c1
n
)]
= exp(2c1):
Thus, (1 + 2c=n)n; n= 1; 2; : : : ; is a Cauchy sequence, and so it is bounded.
Remark 4.1. We comment that the error bound in (4.9) is essentially O(2Mt2=h4), because usually
E0 = 0, i.e., no error is involved in the evaluation of the initial condition. Therefore, the error is
small when  is su;ciently small.
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Remark 4.2. Note that the same proof works for high-dimensional problems. For an m-dimensional
problem, we have
A=
m∑
k=1
Ak;
C =
∑
26|(|6m
A(;
where A( = Ai1Ai2 : : : Aim , ( = (i1; i2; : : : ; im), i1 ¡i2 ¡ · · ·¡im and |(| = m. For details we refer to
[6].
5. Numerical experiments
To verify the e;ciency of the method discussed in the previous sections, some numerical experi-
ments are carried out. The viscosity/di7usion coe;cient is chosen to be =10−10 in all the examples
below.
Example 1. Consider the following HJB equation which arises from a multivariate optimal control
problem:
−vt + sup
06u61
[− xvx − yvy]u= 0;
where (t; x; y)∈ [0; 1)× [− 1; 1]2 and v(1; x; y) =−x − y.
The exact value function v is
v(t; x) =
{−(x + y)e1−t ; if x + y¿ 0;
−(x + y); if x + y6 0:
To solve this problem, we choose a = 2 and b = 1:6 and de6ne the same boundary conditions
as in (2.6). The convergence histories in the two di7erent norms using both the AD method and
the conjugate gradient (CG) method are given in Table 1 for the 6xed time step 1.0e−3. There are
essentially no di7erences between the two methods, because the 2 term makes the splitting error
negligible which makes the correction term unnecessary [6].
We have also evaluated the CPU time in seconds required to compute one time-step for 2D and
3D extensions of Example 1. These CPU time counts are listed in Tables 2 and 3, respectively. From
Tables 2 and 3, we see that AD is apparently superior to CG in computational time. The experiments
show that we save more than 12 of computational costs. Moreover, Table 3 shows that AD requires
less memory so that a larger system is solvable (see the case of M = 161). All experiments were
performed on an IBM RS6000 (model 270) workstation with twin-CPU (375 MHz) and 2 G of
memory.
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Table 1
Computed errors in for example 1 using AD and CG methods
M 21 41 81 161
L∞([0; 1]× [− 1; 1]2) 9.13e−2 5.45e−2 3.33e−2 2.12e−2
L∞([0; 1]; L2([− 1; 1])) 3.67e−2 1.97e−2 1.01e−2 5.37e−3
Table 2
Computational time using AD and CG methods for two-dimensional problem
M 41 81 161 321 641
AD (s) 0.03 0.1 0.49 2.12 10.26
CG (s) 0.04 0.23 1.39 6.08 25.5
Table 3
Computational time using AD and CG methods for three-dimensional problem
M 21 41 81 161
AD (s) 0.58 5.15 18 46.7
CG (s) 1.16 12.27 42.5 NA
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