Arabic document indexing is yet challenging given the morphological specificities of this language. Although there has been much effort in the field, developing more efficient indexing approaches is more and more demanding. One of the most important issues concerns the choice of the indexing units (e.g. stems, roots, lemmas, etc.) which both enhances retrieval efficiency and optimizes the indexing process. The question is how to process Arabic texts to retrieve the basic forms which better reflect the meaning of words and documents? In the literature several indexing units have been compared, while combining multiple indexes seems to be promising. In our previous works, we showed that hybrid indexes based on stems, patterns and roots enhances results. However, we need to find the optimal weight of each indexing unit. Therefore, this paper proposes to contribute in optimizing hybrid indexing. We compare and evaluate four pre-indexing methods.
INTRODUCTION
Indexing process aims to classify documents by content. Languages with sophisticated grammatical rules, such as Arabic, require sophisticated indexing methods.
Alhough there has been a great deal of Arabic document indexing, there are still indexing problems that have no been fully solved. One of he most imporatnt issues is to find the best index term that faithfully decribes the or user int original word.
RELATED WORKS
Identifying terms that discriminate and characterize the semantics of a document is the main goal of the statistical indexing (Andersson, 2003) . In most related works in Arabic Information Retrieval (IR), documents are indexed using stems (Larkey and Connell, 2001; Aljlayl and Frieder, 2002; Chen and Gey, 2002) or roots (Al-Kabi et al., 2011; Al-Shawakfa et al., 2010; Khoja and Garside, 1999) . While Arabic is characterized by its complex derivational and flectional morphology (Soudani et al., 2016 , Wiem et al., 2015 , literature surveys show that both indexing units may reach better results according to the experimental settings and the test collections (Elayeb and Bounhas, 2016) . That is, combining several indexing units is promising and may reach better results . Consequently, the distinction between different indexing units (Hadni et al., 2012) is not an essential question. Anyhow, the most representative index types are combined in a hybrid indexing approach . However, we need to tune system parameters by assigning weights to different indexing units.
Various optimization techniques have been investigated for other languages including Chinese. As stated by Shi (2015) the problem of coping with term dependencies in Chinese is more pervasive than in most European languages where the bag-of-words approaches are still considered the state-of-the-art since they reached good results. In Chinese, however, phrases are not written as separated words but as continuous strings of characters. Shi et al. (2007) showed that combing unigrams with words and bigrams enhances Chinese IR. The proposed combining method was based on an empirical deter-mination of the linear coefficients of each term.
Some works focused on post-combining approaches based on merging lists (Kwok, 1997; Leong and Zhou, 1997) or re-ranking and pseudorelevance feedback (Luk and Wong, 2004; Yun et al., 2005) . For example, Leong and Zhou (1997) and Kwok (1997) merged retrieval lists of words and bigrams to enhance search effectiveness. Tsang et al. (1999 ), Luk et al. (2001 and Chow et al. (2000) proposed a hybrid indexing approach based on bigrams and words. They assigned a weight equal to 1.5 for bigrams, while words are weighted according to their length.
To handle orthographic variants in Japanese, Kummer et al. (2005) combined words, N-grams, and Yomi-based indices across different document collections. From a computational point of view, they proposed a linear combination of the results of different retrieval systems and approaches. The contribution of each system is controlled by a weight. Relevance feedback is used to gradually optimize parameters, i.e. the weights of the individual indexes.
As far as Arabic is concerned, research in index combination is just starting. Ben combined three indexing units, namely the root, the stem and the verbed-pattern. For example, the root of the word ‫"االنقسامات"‬ ("alinkissamat"; the divisions) is ‫ق"‬ ‫س‬ ‫"م‬ (k s m), its stem is ‫"انقسام"‬ (inkissam; division) and its verbed pattern is ‫"انقسم"‬ (inkassama; was divided). Our goal in this paper is to enhance hybrid indexing by adopting optimization in pre-indexing methods which have not been used in the field of Arabic IR.
PROPOSED WEIGHTING APPROACHES
As presented in the previous section, related works on Chinese and Japanese languages reveal the importance of combining more than one indexing unit. Besides, Ben showed the effectiveness of hybrid indexing compared to single index-based Arabic IR. That is, our goal is no longer showing the evidence of the importance of combining but finding the best weighting values for each of the indexing units.
In ), post-indexing combining techniques were used. This slightly enhanced retrieval in Hybrid index IR compared to basic methods.
In the following, we describe pre-indexing combination approaches that we propose to further enhance Arabic IR. We mainly assess linear combination approaches and smoothing approaches.
Linear Combination Approaches
In this section, we try to aggregate the weights of stems (Si), roots (Ri) and verbed patterns (Pi) to optimize the search process in the indexing phase. We propose to combine the frequencies of the three indexing units with a linear model, as follows:
where α+ β+ γ=1. Ij(Wi) is the weight of the word Wi in the document dj and TFj(Si), (respectively TFj(Pi) and TFj(Ri)) is the normalized frequency of Si (respectively of Pi and Ri) in document dj. α, β and γ are three parameters in the interval [0, 1], which may be varied or estimated in different manners.
The literature on optimization methods shows a variety of approaches. Some of the commonly used optimization approaches (Calandra et al., 2014 ) are compared in Table 1 .
Gradient descent and Bayesian optimization reuire more computations which is not suitable for our combined indexing model that will be tested on a large amount of data.
Thus, from the list of methods in Table 1 , we chose to implement grid and random search which seem to be more suitable to our problem because of their advantages and simplicity required in such hybrid IR system. Grid search (Calandra et al., 2014) lies on running all the combinations of parameters (α and β) and computing the optimal value of a given IR metric. In this work, the chosen step size is 0.25. Using this step size, we aim to cover more values than previous combining work which covered only 6 cases (compared to 12 cases in current work). Anyhow this will be refined in the random search method.
Grid search is costly given the high number of combinations. Random search tries to reduce the number of iterations. In this method, the set of samples is chosen randomly from all the possible combinations of discrete values of α, β and γ in [0, 1]. where Random Sampling (stepsize) is a random search variant of sampling. It generates a new position from the hypersphere of a given radius surrounding the current position.
The Random Search algorithm allows moving iteratively to better positions in the search space (Brownlee, 2011) .These positions are sampled from a hypersphere surrounding the current position. However, in this algorithm the step size significantly impacts results. To solve this problem, several random sampling approaches were proposed in literature (Brownlee, 2011) .
In (Schumer and Steiglitz, 1968) , Adaptive
Step Size Random Search (ASSRS) reported the best results. It is a local search heuristic which changes dynamically the radius of the hypersphere around the best solutions to enhance accuracy and to avoid local optima (Gálvez et al., 2018) . It attempts to heuristically adapt the hypersphere's radius: two new candidate solutions are generated, one with the current nominal step size and one with a larger stepsize. The larger step size becomes the new nominal step size if and only if it leads to a larger improvement. If for several iterations neither of the steps leads to an improvement, the nominal step size is reduced.
In some recent studies, ASSRS is adopted because of its simplicity and high accuracy (Chen et al., 2015; Wessing et al., 2017; Gálvez et al., 2018) . In our work, we initialize step size to 0.25 as in grid search. Then, we apply ASSRS to optimize this parameter and converge to the best configuration of indexing units weights.
Genetic Algorithm with Grid Search
As in (Cheung et al., 1997) , we propose to combine genetic algorithm (Weise, 2009 ) with grid search for better performance and less calculations (Nyarko et al., 2014; Bergstra and Bengio, 2012) .
In this method, we consider only two variables from (1). The proposed idea is based on problem composition by optimizing the value of α for each given value of β; then γ=1-α-β. This is implemented in the following algorithm.
Do
Generate a set Sβ=( β1, β2, β3… βm)
Smoothing-based Combination

Smoothing Techniques
One of the possible ways to combine the indexing units is the smoothing technique. It refers to the adjustment of the maximum likelihood estimator of a language model so that it will be more accurate (Zhai and Lafferty, 2001) .
Many smoothing algorithms have been proposed such as additive smoothing (Hazem and Morin, 2013) , also called Laplace smoothing. It is one of the simplest smoothing types but its simplistic assumption model leads to many drawbacks including underestimating frequent n-grams and overestimating unseen ones (Hazem and Morin, 2013) . Other alternatives are Good-Turing Estimator or Katz smoothing extending the intuition of Good-Turing. Jelineck-Mercer smoothing is also a wellknown smoothing technique. These 4 previously named techniques all gave good results when tested for language n-gram modeling (Hazem and Morin, 2013) .
Another empirical comparison of smoothing techniques in language modeling (Chen and Goodman, 1996) , considering multiple set sizes, performed multiple runs for both bigram and trigram models. Its results proved again that Katz and Jelineck-Mercer smoothing perform consistently well. Church-gale smoothing, which combines Good Turing with bucketing, outperforms them with bigrams.
The same work proposes two novel methods: average count (an instance of Jelinek-Mercer) and one count method (combining to intuition Makay and Petro (Chen and Goodman, 1996) ). Despite of the bad performance of one count method, it gives better results than the other methods.
Besides, Zhai and Lafferty (2001) compared Jelineck-Mercer, Bayesian smoothing using Dirichlet Priors (Laplace is a special case for this technique) and absolute discounting (based on the similar idea as Jenileck-Mercer). This comparison aimed to find out the best technique for language models applied to Ad hoc IR and showed that Dirichlet Priors is desirable for estimation issues while Jenileck-Mercer idea suits more query modeling.
Based on (Federico et al., 2008; Koehn, 2009 ), Witten Bell smoothing (Bell et al., 1990) is considered as well established smoothing technique as it out-performs many smoothing techniques.
However, many comparison works (Chen and Goodman, 1996; Federico et al., 2008; Koehn, 2009) showed that improved Kneser-Ney gives always the best results an used to perform well even in the interpolated Kneser-Ney (The, 2006).
Index Weighting as a Smoothing Problem
We inspired this model from interpolated Kneser-Ney smoothing. We consider a word represented by a triplet ( , , ) as a trigram. Our goal is to compute the weight of each stem Si based on its frequency and the frequencies of its verbed pattern and its root. We have:
(2) c ′ j (S i ) is given by:
In the same manner, we compute ′( )and ′( ).
If c j (S i ) = 0, we consider that c' j (S i ) c j (S i ) =0. This applies also for c′ j (P i ) c j (P i ) and c′ j (R i ) c j (R i ) . D is an absolute constant in the interval [0, 1], for which we may experiment different values. By default (Stolcke and al., 2011) , it is computed as follows: D = n 1 n 1 + 2 * n 2
where 1 (respectively 2 ) is the total number of triplets (in our case this is equivalent to the number of stems) with have exactly one (respectively two) occurrences in dj.
The weight of the stem is obtained by normalizing ( ):
EXPERIMENTS
Test Collection
We tested our approaches in the LDC's standard test collection ("Arabic Newswire Part 1", catalog number LDC2001T55). It is composed of 869 megabytes of news articles taken from "Agence France Presse" (AFP) Arabic newswire i.e. 383,872 articles dated from May 13, 1994 through December 20, 2000.
Two versions of TREC topics were developed in 2001 (25 topics) and 2002 (50 topics). Each topic contains 3 parts, namely a title, a description and narrative. The later contains further description that may help the human analyst.
As in some previous works (Ben , authors used a modified version of Ghwanmeh stemmer (Gwanmeh et al., 2009) , that appeared to be more efficient than other stemmers in comparative studies (Al-Shawakfa et al., 2010) . It achieves better results compared to Khoja and Larkey stemmers (Ben Guirat et al., 2016) . We use PL2 (Poisson estimation for randomness), which is implemented in Terrier platform (Ounis et al., 2006) , as ranking model.
Evaluation Protocol
Referred to previous works on LDC2001T55 collection (Soudi et al., 2007) , we assess two scenarios i.e. using only titles and combining titles with descriptions. We perform four experimental setups as detailed in table 2.
For each experimental setup, we perform six runs (cf . Table 3) .
For measuring search effectiveness, our comparison is based on 4 metrics, namely Recall, Precision at 10, Mean Average Precision (MAP) and R-Precision (Zingla et al., 2018) . T1  TREC  2001  25  Title  T2  TREC  2002  50   TD1  TREC  2001  25  Title +  description  TD2  TREC  2002  50 Precision is equal to the fraction of documents retrieved that are relevant to the query, while recall is the percentage of relevant documents that are successfully retrieved. To study the ability of our system to rank documents, we evaluate recall and/or precision at several positions. For example, Precision at 10 stands for precision computed for the 10 top ranked documents. R-precision is equal to precision at R which is equal to the number of relevant documents for a given query. In the same perspective, average precision (AVP) allows to evaluate system performance by considering precision and recall at every position in the ranked list. MAP is the average value of AVP computed for all queries. In the following, we start by parameter tuning in grid search and Kneser-Ney methods (cf. section 1). Then we compare our approaches using standard IR metrics.
Experimentations Results
Grid Search and Kneser-Ney Parameters Tuning
The goal of this step is to find out the best parameter configuration that grid search and Kneser-Ney smoothing technique may reach. We compare the MAP values of the different values of parameters (cf. Table 4 ; Table 5 ). Table 4 shows that the worst MAP values in grid search are obtained by the first configurations, especially when the stem weights are null and give better results when the stem weights increase. This fact is due to the nature of the different indexing units; thus giving important weights to stems which are naturally the most canonical forms of words, yields to better MAP values. Table 4 also shows that all test setups reach the best results for the same configuration noted GS12 (α=0.75, β=0.25, γ=0) . This configuration will be used in the remaining comparative studies. In Table 5 , we tested the D parameter values from 0 to 1 using a step= 0.1 but also the default value (see Eq. 4). The MAP values of all these possible showed that D=0.5 gives the best MAP value. So it will be further compared to other combining techniques in next parts.
MAP Values
In this section, we study the MAP value which is one of the most important criteria used in IR systems performance comparison. H1 usually gives high MAP values. Moreover, it gives the best in T1 and TD1 setups (cf. Figures 2 and 4) . However, S2 gives the best results in 2002 queries. It may be explained by the number and the length of the queries as well as the pool size variations between the two TREC versions (Voorhees, 2002) . Indeed, the average pool size in 2001 was 164.9 and did not exceed 118.2 in 2002. Kneser-Ney smoothing did not fit our combining goal and usually gives the worst MAP values. 
Precision at 10 Values
In this section, we study the values of precision at 10. Figures 5 and 6 show that root and pattern-based methods have the worst precision rates compared to the hybrid methods. Furthermore, H3 usually gives good result that overcomes for all approaches in T1 and TD2. Besides, all the hybrid approaches (except Kneser-Ney smoothing method) generally give better P10 values compared to the baselines except in T2 (cf. Figure 6) where S1 also gives comparable MAP value. Table 6 compares simple and hybrid approaches based on two main criteria, namely the R-precision and recall in all the test setups. For simple indexing methods, we naturally notice that root-basedindexing (S3) always reaches the best recall results. Moreover, we notice the improvement given by the hybrid approaches compared to basic methods. Thus, hybrid indexing always reaches better R-Precision, except in TD1 when S2 gives better R-Precision results while the chosen smoothing technique did not improve the IR performance.
R-Precision and Recall Values
Furthermore, using descriptions in queries usually enhances R-Precision and recall compared to title-based queries. Actually, descriptions enlarge the scope of the query by additional terms which may be synonyms or variants of those existing in the title.
Finally, focusing on the different results of 2001 and 2002 test setups, we note that 2002 queries give always better results than 2001. This may be explained by the improvement of number of runs that have been submitted to TREC 2002 (Soudi, 2007) which enhanced relevance judgment and the quality of the final collection.
CONCLUSION
The contribution of this paper is to use optimization and smoothing techniques in order to assign weights to system parameters in the pre-indexing stage.
To get a closer representation of the importance of each indexing unit in representing word meaning, we used the LDC's standard test collection which is covering more vocabulary than ZAD collection used in previous combining works . This test collection also contains more concise queries, which include detailed descriptions that gave us the opportunity to study the effect of query length in retrieval effectiveness. This allowed us to obtain better results and study the specificities of each approach/configuration. The presented results clearly show that our proposed approaches which combine different indexing units usually outperform simple indexing. Especially, the grid search usually gives the best performance with its optimal weights values (α=0.75, β=0.25, γ=0). However, the variety of the number of queries and their length shows variations between the 4 setup results.
Further, we would like to assess other combining methods like other smoothing techniques (Zhai and Lafferty, 2001) , since Kneser-Ney smoothing did not improve our IR system. Regression approaches (Lamprier et al., 2007) could also be used to estimate the units' weights values. We also plan to integrate other stemming tools to process texts. For instance, stem-based indexing with FARASA (El Mahdaouy et al., 2018) and lemma-based indexing with MADAMIRA enhanced Arabic IR (Soudani et al., 2018) .
