We discuss the validity of the Weyl asymptotics -in the sense of two-sided bounds -for the size of the discrete spectrum of (discrete) Schrödinger operators on the d-dimensional, d ≥ 1, cubic lattice Z d at large couplings. We show that the Weyl asymptotics can be violated in any spatial dimension d ≥ 1 -even if the semi-classical number of bound states is finite. Furthermore, we prove for all dimensions d ≥ 1 that, for potentials well-behaved at infinity and fulfilling suitable decay conditions, the Weyl asymptotics always hold. These decay conditions are mild in the case d ≥ 3, while stronger for d = 1, 2. It is well-known that the semi-classical number of bound states is -up to a constant -always an upper bound on the size of the discrete spectrum of Schrödinger operators if d ≥ 3. We show here how to construct general upper bounds on the number of bound states of Schrödinger operators on Z d from semi-classical quantities in all space dimensions d ≥ 1 and independently of the positivity-improving property of the free Hamiltonian.
Introduction
) be a non-negative potential in the d-dimensional space with d ≥ 3. From standard results of spectral theory [11] it follows that the negative spectrum σ[−∆ − λV (x)] ∩ R − of the corresponding self-adjoint Schrödinger operator
on L 2 (R d ) is purely discrete, i.e., consists only of isolated eigenvalues of finite multiplicity. Here,
xi is the Laplacian on R d and V acts as a multiplication operator, [V ϕ](x) . = V (x)ϕ(x). By a well-known theorem -first established by Weyl [20, 21] for the case of Dirichlet Laplacian in a bounded domain -the number 
as λ → ∞. The right side of (2) is the volume
these bound states occupy in phase space R d × (R * ) d = R 2d according to semiclassical analysis. This so-called Weyl asymptotics (2) is complemented by the celebrated non-asymptotic bound of Rozenblum [12] , Lieb [9] , and Cwikel [2] on the number N cont [V ] of bound states of −∆ R d − V of the form
for some C CLR (d) ≥ 1. Lieb [8, Eq. (4.5) ] has shown that the optimal choice for C CLR (3) is smaller than 6.9. Note that
where |S d−1 | is the volume of the (d − 1)-dimensional sphere. In the present paper, we replace the Euclidean d-dimensional space R d by the ddimensional hypercubic lattice Γ = Z d and study the discrete analogues of the Weyl asymptotics (2) and the Cwikel-Lieb-Rozenblum (CLR) bound (4) . For a given potential V ∈ ℓ ∞ (Γ, R + 0 ), the discrete Schrödinger operator corresponding to (1) is
where V acts again as a multiplication operator and ∆ Γ is the discrete Laplacian defined by
More generally, we assume to be given a Morse function e ∈ C 2 (Γ * , R) on the ddimensional torus (Brillouin zone) Γ * = R/2πZ d = [−π, π) d , the dual group of Γ. Given such a function e, we consider the self-adjoint operator
H(e, V )
.
on ℓ 2 (Γ), where h(e) ∈ B[ℓ 2 (Γ)] is the hopping matrix (convolution operator) corresponding to the dispersion relation e, i.e.,
for all ϕ ∈ L 2 (Γ * ) and all p ∈ Γ * . Here,
is the usual discrete Fourier transformation with inverse
where µ * is the (normalized) Haar measure on the torus, dµ
Put differently, h(e) = F eF * is the Fourier multiplier corresponding to e. We assume w.l.o.g. that the minimum of e is 0, so e(Γ * ) = [0, e max (e)],
and we call a Morse function e ∈ C 2 (Γ * , R) obeying (12) an admissible dispersion relation. Note that −∆ Γ = h(e Lapl ), with
being admissible. We require that V decays at infinity,
or sometimes even that V has bounded support. Note that V ∈ ℓ 
where e max ≡ e max (e). From the positivity of V and the min-max principle we further obtain that all isolated eigenvalues of finite multiplicity lie below 0,
We note in passing that -different to Schrödinger operators on R d -discrete Schrödin-ger operators possibly have positive eigenvalues when changing the sign of the potential. Counting the number of positive eigenvalues, however, can be traced back to the case treated here by replacing e(p) by e max − e(p).
Our goal in this paper is to give -in all dimensions -both asymptotic and nonasymptotic bounds on the number
of negative eigenvalues of H(e, V ). Criteria for N [e, V ] to be finite or to be infinite were given in [1, 7, 14] . The main focus lies on the physically most relevant case d ≥ 3. For d = 1 the situation is well-understood [3, 4] , and even asymptotics for the accumulation of eigenvalues near zero are known [5] . The case d = 2 is particularly difficult, see [18] for the best results currently known.
In the present paper, we aim at bounds on N [e, V ] in terms of the corresponding semi-classical quantity
where the sizes L V [α] ∈ N 0 of the level sets of V are defined by
is independent of the localization properties of V . This lets us introduce the notion of rearrangements of
In other words, the supports of V and V have the same cardinality, and V | supp V = V • J for some bijection J : supp V → supp V . Obviously, being rearrangements of each other defines an equivalence relation on ℓ
). The importance of the growth of the sizes L V [α] of the level sets of V , as α ց 0, is also realized in [14, 15] .
We emphasize that in most other studies of N [e, V ] and notably in [14, 15, 16, 17] , the generator of the kinetic energy is assumed to be Markovian. By constrast, we use CLR bounds recently derived in [6] that do not require such an assumption and the only essential property of the dispersion e we need in our proofs is its Morse property.
Non-Asymptotic Semi-classical Bounds
We first formulate our non-asymptotic results which correspond to the CLR bound (4) in the continuum case. 
If d < 3, the following weighted version of the non-asymptotic bound on N [e, V ] still holds:
Our results show that the right quantity to compare the number of eigenvalues to is the phase space volume N sc [e, V ] of the set {(p, x) | e(p) − V (x) < 0} and not (the 
, this bound grossly overestimates the number of eigenvalues in the limit of large couplings. For example, if Λ ⊂ Γ is a finite subset then
for sufficiently large λ > 0. In Sect. 3.2 we prove the optimality of Theorem 1.1 with respect to the class
Here, h(e) x,y . = δ x h(e)δ y are the matrix elements w.t.r. to the canonical basis of ℓ 2 (Γ) of the hopping matrix h(e) of the dispersion relation e, and x . = 1 + |x|.
This does not, however, imply that
We complement the non-asymptotic upper bounds by corresponding lower bounds: 
From Theorems 1.1 and 1.4 emerges the interesting question, whether N sc [e, V ] or L V [e max ] (or both) are saturated in certain limits. It turns out that, for sparse potentials V , the number N [e, V ] bound states is correctly described by L V [η(e)], where 0 ≤ η(e) < e max is defined by
for d ≥ 3, and η(e) . = 0 for d ∈ {1, 2} -see, for instance, Lemma 3.7 and the proof of Corollary 4.6. Observe that, as
the following theorem implies the optimality of the lower bound in Theorem 1.4 with respect to rearrangements. 
and that
. For discrete Schrödinger operators, only weaker statements hold true, as is illustrated by the following lemma.
For a precise formulation of our asymptotic bounds, we introduce the numbers
built from the level sets of V . While the significance of g − (V ) is made clear in Section 4.1, g + (V ) directly enters the following theorem.
A somewhat weaker form of Theorem 1.8 still holds in case d < 3.
We remark that if V is rapidly decaying then, typically, g + (V ) = 0. For instance, if
for some constants c 1 , α 1 , α 2 > 0, c 2 < ∞, and all x ∈ Γ, then g + (V ) = 0. Moreover, by the bounds proven here, in this case the usual Weyl semi-classical asymptotics hold true in all dimensions d ≥ 1 and for all admissible dispersion relations, in the sense that lim
We further remark that if V behaves at infinity like an inverse power of |x|, i.e., if the limit lim
. In contrast to the continuum case, the boundedness of V in ℓ d/2 alone does not suffice to ensure the semi-classical asymptotic behavior of N [e, λV ], but details of the behavior of V at infinity enter, too, as is illustrated by the following theorem. In fact, potentials on the lattice can be so peculiar that their eigenvalue asymptotics assumes any prescribed behavior in the sense of the following theorem. 
Results similar to Theorems 1.8, 1.10, and 1.11 have been obtained in [14, 15] , where the property g + (V ) < 1 has been characterized by V ∈ ℓ q,w (Z d ) belonging to a weak ℓ q -space, for some q > d/2. The latter ensures that
To prove the analogue of Theorem 1.11 a different notion of sparsity of potentials is used in [14, 15] . In [16, 17] , the results are generalized to fairly arbitrary graphs. Here the interesting observation is made that the global dimension D defined by the decay (e −tK (x, x) ≤ C · t −D/2 of the diagonal elements of the semigroup generated by the kinetic energy is the quantity that replaces the spatial dimension d of the hypercubic lattice Z d .
We give an overview on where to find the proofs of the theorems above: As is usual, in order to simplify discussions, some technical results are proven in the appendix.
Birman-Schwinger Principle and the CLR-Bound
In the sequel, we use the Birman-Schwinger principle in the following form:
Then the following assertions (i)-(iv) hold true.
( This result is well-know and its proof is given in Appendix A.1 for completeness. The estimate on the number of negative eigenvalues of H(e, V ), stated below, is the celebrated CLR bound, which is generaly derived from (some convenient form of) the Birman-Schwinger principle.
Theorem 2.2 (CLR bound)
. Let d ≥ 3 and e be any admissible dispersion. Then, for some constant C 2.2 (d, e) < ∞,
This kind of estimate was proven the first time by Rozenblum [12] , Lieb [9] , and Cwikel [2] by three different methods, in the continuous case. See also [10, Theorem XIII.12] or [19, Theorem 9.3] . It was then shown by Rozenblum and Solomyak [13, 14] that the CLR bound is not only true for Schrödinger Operators of the form (1), but also for a very large class of operators including, in particular, discrete Schrödinger operators. Note that, when applied to the discrete Schrödinger operators of the form (8) , most of the known methods to derive CLR bounds would need the hopping matrix h(e) to be positivity preserving. We use instead a beautiful recent observation made by Frank [6, Theorem 3.2] on the discrete spectrum of a class of selfadjoint operators, which implies the CLR bound for N [e, V ] when d ≥ 3, merely assuming that e is a Morse function (i.e., it is "admissible" in the sense defined above). For completeness, in Appendix, Section A.1, we reproduce Frank's estimate and derive from it the CLR bound of Theorem 2.2.
3 Non-Asymptotic Semi-Classical Bounds
Derivation of Non-Asymptotic Bounds
Now we are in a position to use Theorem 2.2 to yield a semi-classical bound, i.e., a bound on N [e, V ] by multiples of N sc [e, V ]. The following lemma is a standard estimate on the size of the discrete spectrum of a sum of self-adjoint operators. Its proof is given in Appendix A.2 for completeness. 
where
] denotes the number of negative eigenvalues, counting multiplicities, of a bounded self-adjoint operator
A simple application of Lemma 3.1, with A . = H(e, V 1 ), B = V 2 , and A + B = H(e, V 1 + V 2 ), is the following corollary. 
In order to compare the contributions N [e, V 1 ] and # supp{V 2 } on the right-hand side of (41) to N sc [e, V ], we use the following definition. 
Observe that, because dispersion relations are Morse functions, there are constants 0 < c 1 (e) ≤ c 2 (e) < ∞ such that for any potential V ≥ 0, 
Proof : We apply Corollary 3. 
Saturation of the Non-Asymptotic Semi-classical Bounds
Below, we discuss the optimality of the bound in Theorem 1.1 in three different situations: For slowly decaying potentials, for strong and finitely supported potentials, and for weak potentials which are slowly varying in space. We first show that if V decays slower than |x| −2 then 0 is an accumulation point of the discrete spectrum of H(e, V ) and, in particular, H(e, V ) has infinitely many negative eigenvalues, i.e., N [e, V ] = N sc [e, V ] = ∞. To formulate the statement, we recall that h x,y = h(e) x,y . = δ x | h(e) δ y denotes matrix elements of h(e). 
Then H(e, V ) has infinitely many eigenvalues below 0.
The proof of this theorem is a bit lengthy and is given in Appendix A.2. For the case e = e Lapl and d = 1. See also [3] .
Note that -assuming α ′ ≥ 2 -Theorem 3.5 together with the bound (39) implies that the case V (x) ∼ |x| −2 is critical in dimension d ≥ 3 in the sense that
Observe also that Theorem 1.3 follows from Theorem 3.5. 
Proof: For all ρ > 0,
By the min-max principle and Lemma 2.1 (Birman-Schwinger principle), we hence obtain that
for all c > e max .
The following (stronger) result holds for sparse potentials:
Lemma 3.7 (Lower bound on N [e, V ] for sparse potentials). Let d ≥ 3 and e be an admissible dispersion relation. Let 0 < η(e) < e max be defined by
) be a potential which is sparse in the sense that
Proof:
Let ρ > 0 and x ∈ Γ. Similarly to (??), we have
Observe that, by the assumption on V and the Schur bound, for all ψ ∈ ℓ 2 (Γ) ,
where the summation runs over
. By Lemma 2.1 (Birman-Schwinger principle) and the min-max principle, we hence obtain that
Note that Lemma 3.6, together with Corollary 3.2 and N [e, 0] = 0, implies that, for finitely supported potentials V , we have
and thus the semi-classical upper bound on N [e, λV ] saturates when λ → ∞.
Observe further that, on one hand, Theorem 3.9 below implies that the lower bound on N [e, V ] given in Lemma 3.6 strongly underestimates the size of the discrete spectrum of H(e, V ) in the case where V is slowly varying in space. For any continuous function f :
(58)
Let e be any admissible dispersion relation from C 3 (Γ * , R). Assume, moreover, that for some D < ∞ and some α > 2, for all x ∈ Γ,
Then there are constants const ′ > 0, const < ∞, depending only e such that for all
We prove this by standard arguments using coherent states. See Appendix A.2. The following result is an immediate consequence of the lemma above.
Theorem 3.9. Let e be any admissible dispersion relation from
Observe, moreover, that from Theorem 3.9:
λV ] correctly in the limit λ → ∞ or not. This leads us to the proof of Theorems 1.8 and 1.9.
Equally interesting, however, is the observation made in this section that an asymptotic comparison of N [e, λV ] to N sc [e, λV ] does not always make much sense. Namely, in Theorem 4.7 below, we prove that λ → N [e, λV ] may approximate any given continuous and monotonically increasing function F (λ) of λ. More precisely, given F , we can always find a potential V F such that N [e, λV F ] = F (λ) up to a small error.
Potentials with Semi-classical Asymptotic
Behavior of N[e, λV ] at large λ This subsection is devoted to the proof of Theorems 1.8 and 1.9. To this end, we recall that
The following lemma illustrates that, for potentials with g + (V ) < 1, the main contribution to N sc [e, λV ] is given by #{λV ≥ e max }, and that this actually defines a borderline in the sense that if g − (V ) ≥ 1 then this assertion is reversed.
(
Proof: We first fix x ∈ Γ, set ρ x . = min 1, λV (x)/e max , and observe that
Using that
and ℓ λ . = log(λ) − log(e max ), we hence obtain
and similarly
we hence have
Now, an application of Fatou's Lemma yields
which implies (i). Assertion (ii) is similar, for if g − (V ) ≥ 1 then another application of Fatou's Lemma gives
Proof of Theorems 1.8 and 1.9: By Theorem 1.4 and Definition 3.3, we have
Now, the left-hand inequality in (32) and the first inequality in (33) follow directly from Lemma 4.1 (i). The right-hand inequality in (32) follows from Theorem 1.1, while the second inequality in (33) is a consequence of Theorem 1.2. 
Failure of Semi-classical Asymptotic
Proof: It suffices to prove the second equality, since N [e, λV ] ≤ C 2.2 (d, e)N sc [e, λV ], by Theorem 1.1. By (44), we have that
and
for every x ∈ Γ and min{λ
, the assertion follows from the dominated convergence theorem. 
Proof: Let Min(e) . = {ξ ∈ Γ * | e(ξ) = 0} be the set of points in Γ * for which e is minimal. We construct a partition of unity localizing on the Voronoi cells
where ξ ∈ Min(e) and γ : Γ * × Γ * → R + 0 is the natural metric on
Denote by r > 0 the largest radius, such that B γ (ξ, 2r) ⊆ V(ξ), for all ξ ∈ Min(e), and
We then set j r (p) . = r −d j(p/r) for p ∈ Γ * (which makes sense because r > 0 is sufficiently small), and
We list a few properties of this partition in combination with the dispersion e deriving from the fact that e is a Morse function.
By translation invariance, it suffices to prove (82) for y = 0 and x = 0. We observe that
Now we use (85), |e i(p−ξ)·x − 1| ≤ 2, and |e
for some constant C 4 < ∞, since |p − ξ| −5/2 is locally integrable for d ≥ 3. We remark that we may have improved this estimate to O(|x| β−1 ), for any β > 0, by using |e
Lemma 4.4. Let d ≥ 3 and e be an admissible dispersion. Let
be an increasing sequence of positive integers with 9r k ≤ r k+1 for all k ≥ 0, and define ω(r) .
If V ∈ ℓ ∞ (Γ) with supp V ⊆ ω(r) and
then N [e, V ] = 0.
Proof: For any normalized ψ = (ψ x ) x∈Γ ∈ ℓ 2 (Γ) and all ρ > 0, we have that 
For ℓ < k, we have that |r k − r ℓ | ≥ 8r k ≥ 8 · 9 k r 0 and hence
Similarly, we have that |r k − r ℓ | ≥ 8r ℓ ≥ 8 · 9 ℓ r 0 for ℓ > k, and thus
We hence conclude that
Thus, the operator norm of the Birman-Schwinger operator is strictly smaller than one,
for all ρ > 0, which implies that N [e, V ] = 0.
The last lemma has the following immediate consequences. Proof: Fix r 0 ∈ N, choose r k . = 9 k r 0 , x k . = (r k , 0, . . . , 0), and set 
Proof: We write V = V (>) + V (<) with
Note that V (>) has bounded support. Thus, choosing V (<) to be a rearrangement of
and r 0 ∈ N chosen sufficiently large, we find that
and Lemma 4.4 
we have for sufficiently large r 0 ∈ N that supp V (>) ∩ supp V (<) = ∅, V is a rearrangement of V , and
by Corollary 3.2.
The next theorem illustrates for d ≥ 3 that -opposed to the continuum case -the asymptotics of N [e, λV ] as λ → ∞ can be prescribed arbitrarily. 
Proof: For the proof, we abbreviate η . = η(e). Since F : [1, ∞) → N is monotonically increasing and right-continuous, there is a monotonically increasing sequence 1 ≤
Note that the monotonicity of F is not necessarily strict, and possibly λ j = λ j+1 . For a sequence r = (r k ) ∞ k=0 of positive integers, with 9r k ≤ r k+1 , to be further specified later, and x k = (r k , 0, . . . , 0) ∈ Γ, we set
Let ε ′ > 0 be such that
we observe that
Thanks to Lemma 3.7, we have thus established the lower bound on N [e, λV F,ε ] in (105),
for all λ ≥ 2. Choose now
For the proof of the upper bound in (105) we write λV F,ε = V (>)
F,λ , where
Observe that, due to (111)
Hence, Corollary 3.2 yields
and it remains to fix the sequence r so that
for all λ ≥ 1. To this end, we first note that
From Lemma 4.4, (114) holds by choosing r 0 > 0 large enough and the right-hand inequality in (105) follows.
A similar result in proven in [15, Section 6] . Observe, however, that, in contrast to [15] , we do not assume that λ j /λ j+1 → 1, as j → ∞, for the asymptotics of eigenvalues. Moreover, the positivity preserving property of the hopping matrix h(e) is not needed.
Assume that for a given potential 
Proof: Define the potentials
Clearly, g − (V 1 ) = 1 and g + (V 2 ) = 0. By Lemma 4.1,
For any monotonically increasing sequence α = (α n ) n∈N of positive real numbers define β α : Γ → {0, 1} by β α (x) . = 1 if α 1+2n ≤ |x| ≤ α 2+2n for some n ∈ N 0 , and
, there exists a sequence α such that:
By (118) and Lemma 3.6, for any rearrangement V ofṼ ,
Observe that, by Corollary 3.2 and Lemma 4.4, there is a rearrangement V ofṼ such that lim sup
To conclude the proof use that for some 1 < C < ∞,
for all λ > 0. This together with (118) and (119) 
One and Two Dimensions
We start this section by showing (Corollary 5.3) that the semi-classical upper bound, as stated in Theorem 1.1 for instance, cannot be valid in less than three dimensions. 
Then there exist ρ > 0 and a rearrangement V of V such that K(ρ, V ) > 0.
Proof : If supp V = ∅ there is nothing to prove, so we assume that V = 0. Let V ≥ 0 be a rearrangement of V . Then for all ρ > 0 and all
and thus
Choose ρ > 0 such that
This is always possible since d ≤ 2. For any fixed ρ > 0, we have that
as |x − y| → ∞. This follows from the Riemann-Lebesgue Lemma since δ x |(ρ + h(e)) −1 δ y is the Fourier transform of the integrable function (ρ + e) −1 ∈ L 1 (Γ * ). In particular, there is a rearrangement V of V such that
For such ρ > 0 and V we hence have that K(ρ, V ) > 0. 
Observe that | · | p,m is not a norm, for p ∈ (0, 1), but only a homogeneous functional of degree one. For any function e ∈ C m (Γ * , C) and m ∈ N 0 , define the C m -(semi)norms by e C m . = max
Let e be an admissible dispersion relation. We denote the set of all critical points of e by
Crit(e) .
Recall that, as Γ * is compact, dispersion relations have at most finitely many critical points. Min(e) ⊂ Crit(e) denotes the set of points on which the minimum of e is taken.
Let e ′′ (p) be the Hessian matrix of e at p ∈ Crit(e). Define the minimal curvature of (the graph of) e at p ∈ Crit(e) by K(e, p) .
Define also the minimal (critical) curvature of e by
. Let e be any dispersion relation from C 3 (Γ * , R). Let C < ∞ and K > 0 be such that e C 3 < C and
(i) There is a constant C 5.4(i) < ∞ depending only on e, C, K, #Min(e), and δ such that N [e, V ] ≤ #Min(e) whenever |V | 1/2,1 < C 5.4a .
(ii) There is a constant C 5.4(ii) < ∞ depending only on e, C, K, #Min(e), and δ such that
Proof: Let C 1 (Γ * ) be the Banach space of all continuously differentiable functions Γ * → C with norm · C1 . Observe that if |V | 1/2,1 is finite
Let Min(e) = {p (1) , . . . , p (m) }, m = #Min(e), and define the linear functionals
. By (134), the functionals ζ i are continuous. Let X = m i=1 ker ζ i . Assume that H(e, V ) has more than m eigenvalues (counting multiplicities) below 0. Then, by Lemma 2.1 and the min-max principle, there is some ρ > 0 and some
Observe that for all ϕ ∈ ℓ 2 (Γ),
As the dimension of S is larger than m, there is a vectorφ ∈ S ∩ X, |φ| 2 = 1. Notice that in this case there is a constant const < ∞ depending only on C and m such that for all p ∈ Γ * ,
where for each q = (q 1 , . . . ,
It means that
Observing that the integral on the right-hand side of (138) is bounded by a constant depending only on C, K and m this concludes the proof of (i). Now we prove (ii). For any q ∈ Γ * define the linear maps ζ
By |V | 1/2,1 ≤ |V | 1/2,2 < ∞ it follows that ζ ′ q is continuous. There is a constant const < ∞ such that, for any fixed µ > 0 small enough, there is a set of points {q 1 , . . . , q n(µ) } from Γ * containing Min(e) with the property that n(µ) ≤ µ −1 and, for all q ∈ Γ * , min i=1,2,...,n(µ) |q − q i | ≤ const µ 1/d . If the subspace S ⊂ ℓ 2 (Γ) has dimension larger than (d + 1)µ −1 then there is a vectorφ ∈ S with |φ| 2 = 1 andφ
By Taylor expansions, for such a vectorφ we have, similarly as in the proof of (i), that for some constant const < ∞ and all p ∈ Γ * :
Using the last two inequalities we get
Thus, by (i), Lemma 2.1 and the min-max principle, for some const < ∞, H(e, V ) has at most (const |V | 1/2,2 + m) eigenvalues below 0. 
where the effective potentialṼ is given byṼ (x) . = V (x)|x| d+5 .
Proof: From Lemma 5.4 and Corollary 3.2:
Thus, by the Cauchy-Schwarz inequality:
As e is a Morse function this implies (144) in the case d = 2. Observing that
, whenever x d+5 V (x) ≤e max , the case d = 1 follows from the last inequality as well.
A Appendix
A.1 Proof of Lemma 2.1 and Theorem 2.2 Proof of Lemma 2.1: We recall that, due to the compactness of V , the BirmanSchwinger operator B(ρ) is compact and has only discrete spectrum above 0. Similarly, the spectrum of H(e, V ) below 0 is discrete because −V = H(e, V ) − H(e, 0) is compact.
Suppose that −ρ < 0 is an eigenvalue of H(e, V ) of multiplicity M ∈ N and let {ϕ 1 , . . . , ϕ M } ⊆ ℓ 2 (Γ) be an ONB of the corresponding eigenspace. Set
Then
and the boundedness of [ρ + h(e)] −1 V 1/2 implies that {ψ 1 , . . . , ψ M } ⊆ ℓ 2 (Γ) is linearly independent. Clearly, (145) and (146) also yield
and hence the eigenspace of B(ρ) corresponding to the eigenvalue 1 has at least di-
is an ONB of the eigenspace of B(ρ) corresponding to the eigenvalue 1 then we set
Since
and the boundedness of V 1/2 implies that {ϕ 1 , . . . , ϕ L } ⊆ ℓ 2 (Γ) is linearly independent. Clearly, (148) and (149) also yield
and hence the eigenspace of H(e, V ) corresponding to the eigenvalue −ρ has at least dimension L. These arguments prove (i) and (ii) and, furthermore, M = L and thus (iii), i.e.,
Observe that for all ρ ′ , ρ with ρ ′ ≥ ρ > 0: B(ρ ′ ) ≤ B(ρ). As the map ρ → B(ρ) is norm continuous on R + and lim ρ→∞ B(ρ) = 0, by the min-max principle, if z k > 1 is the k-th eigenvalue of B(ρ) counting from above with multiplicities, then there is a ρ k > ρ such that 1 is the k-th eigenvalue of B(ρ k ) (counting from above with multiplicities). Clearly, ρ k ′ ≤ ρ k , whenever k ′ ≥ k. By (iii), this implies that H(e, V ) has at least as many eigenvalues less or equal −ρ as B(ρ) has eigenvalues greater or equal 1. By similar arguments, B(ρ) has at least as many eigenvalues greater or equal 1 as H(e, V ) has eigenvalues less or equal −ρ.
To prove Theorem 2.2, we use the following estimate derived in [6] : Proposition A.1 (Frank) . Let (X, µ) be any σ-finite measure space and T a positive selfadjoint operator on L 2 (X, C) whose kernel is trivial. Assume that there are given constants ν > 2 and C A.1 ∈ R + , such that, for all E > 0 and any measurable set Ω ⊂ X, for some C A.1 ∈ R + and all E > 0. Observe that this constant can be chosen uniformly w.r.t. e C 3 and K(e). The theorem directly follows from these two estimates combined with Proposition A.1.
A.2 Proof of Lemma 3.1, Theorem 3.5 and Lemma 3. 
The function χ is called s-Gevrey if for some R > 0, χ s,R < ∞.
If χ is a s-Gevrey function, by definition of the Gevrey norms, for some const < ∞, some ∆L 0 > 0, and all L, ∆L > 0:
Φ L,∆L s,∆L/∆L0 ≤ const.
Let p (0) ∈ Min(e), i.e. e(p (0) ) = 0. Define for each L, ∆L > 0, the vector
By (155), Lemma A.2 and Corollary A.4, for some constant const < ∞ depending only on e and all L, ∆L ≥ 1:
Observe that, by the assumption (48), for some constant const > 0 and all L, ∆L ≥ 1:
Let R < ∞ be the range of the hopping matrix h(e). Notice that, for all L, ∆L > 0 and all
For any fixed N ∈ N and L > 0, define L k , ∆L k , k = 1, 2, . . . , N , by:
Then, for L sufficiently large, (159) is satisfied for all (L, ∆L) = (L k , ∆ k ), (L ′ , ∆L ′ ) = (L l , ∆ l ), k = l. Furthermore, by (157) and (158), as α < 2, for L large enough:
It follows by the min-max principle that for all N ∈ N, N [e, V ] ≥ N . Now assume that h(e) is not necessarily finite range, but still satisfies the bound in (48). Then, for some const < ∞ not depending on L and all k, l = 1, 2 . . . , N , k = l,
It follows from this bound, (157), and (158) that max ϕ∈span{ΦL 1 ,∆L 1 ,...,ΦL N ,∆L N }, |ϕ|2=1
for some const > 0, const ′ < ∞ depending on N but not on L. As, by assumption, α < α ′ , the right-hand side of the equation above is strictly negative for L sufficiently large. Thus, by the min-max principle, for all N ∈ N, N [e, V ] ≥ N .
Proof of Lemma 3.8: Let χ : R → R + 0 be a smooth function with χ(x) = 1 if |x − 1/2| ≤ 1/2, and χ(x) = 0 if |x − 1/2| ≥ 3/4. We will assume that χ is
