Abstract-This work investigates the feasibility of implementing an iterative algorithm on a programmable GPU (PGPU) using the Fuzzy C-Means (FCM) algorithm. The PGPU has been shown to provide significant reductions in computation times for a variety of non-iterative algorithms. However the feasibility of implementing complex iterative algorithms within a programmable graphics pipeline has yet to be determined. Our work shows that iterative algorithms can be implemented using PGPUs. Our PGPU FCM model was able to attain a speed up of 1.7 to 2.1. This includes the time required to transfer data to and from the pipeline.
I. INTRODUCTION
Graphics processing unit (GPU) development is rapidly advancing in speed and computational capabilities as it is driven by the desire for photorealism in real time desktop rendering. In comparison to Moore's law for CPU speeds, which predicts a doubling in processor speed every eighteen months [1] , the GPU speed doubles every six months, effectively cubing Moore's law [2] . Two the key attributes of GPU processing are data parallelism and independence: the same computation is applied to a stream of vertices and pixels, and the computation on each element depends very little on other elements [3] .
3D graphics rendering, the sequential process of converting 3-dimensional objects into a 2 dimensional image, requires massive calculations and handles large volumes of data. To streamline the process, rendering is typically broken down into stages that are serialised into the graphics pipeline. The programmable GPU (PGPU) was developed with the addition of the programmable vertex processor and later programmable fragment processor to the traditional GPU pipeline. Although this programmability was intended to add a wealth of new graphical effects, the resulting programmability, functionality, and high speed of PGPUs is also capable for non-graphical or general purpose programming. There is a growing interest in the use of the PGPU for general purpose programming across all scientific disciplines [4] . The application of the PGPU to general purpose computing has already been shown to have significantly shorter computational times when compared to CPU applications, in areas such as linear algebra [5] , fast Fourier transforms [6] , raytracing [7] , and radiosity [8] . For the PGPU to be considered a viable co-processor for general purpose applications, iterative solutions must be achievable. The feedforward architecture of the graphics pipeline adds to the complexity of the implementing iterative or feedback applications.
This work investigates the feasibility of implementing an iterative algorithm within the pipeline using the Fuzzy CMeans (FCM) algorithm. FCM is used in pattern recognition applications such as image segmentation. However, the computational complexity of the algorithm restricts its application to small data sets. Work by Bezdek, Pal, Keller, and Krisnapuram [9] provides many examples of how to improve the FCM algorithm to allow the clustering of large datasets within a realistic timeframe. These speedups are ultimately limited by the processing power of the CPU and thus Moore's law. As the GPU operates on Moore's law cubed, it provides an opportunity to surpass CPU processing restrictions.
In this paper, we first provide a background to the graphics pipeline and how geometric objects can be configured for array processing. This is followed by a brief overview of the FCM algorithm. Section III then describes the PGPU FCM model. As will be discussed in Section IV, testing indicates the PGPU FCM model was able to obtain double the speed of a CPU model.
II. BACKGROUND
In general, a pipeline is a fixed sequence of processing stages that are connected such that the output of each stage is the input of the following stage [10] . The graphics pipeline, as shown in Fig. 1 , processes three-dimensional (3D) scenes of 3D models into two-dimensional (2D) scenes of pixels. Much of this processing occurs in three main stages: vertex processing, rasterization, and fragment processing. The vertex processing stage converts object representations from the coordinate system of the 3D scene to the coordinate system of the screen. Rasterization takes the resulting view and determines which screen pixels correspond to the objects contained within the scene. The fragment processing then determines the colour of these pixels, and the results are stored in the frame buffer and then displayed to the screen.
As well as the vertex processor, rasterizer, and fragment processor; the computational resources of PGPUs also include the texture unit [3] . A texture is a multidimensional array of vectors, which may have values that are either fixed or floating point numbers. By using these vectors to represent the data to be processed, the texture unit can store arrays of data for Fig. 1 . The Programmable Graphics Pipeline. Shown are the stages required to convert 3D scenes to 2D images. The fragment processor can be used for general array processing, using the initial stages of the pipeline to generate fragments to instantiate computation. Input is obtained from the texture unit, and output is produced as pixels.
computation. This data is accessed during computation through a read-only process called sampling. Data may be written to the texture memory before computation by loading from the CPU, or after computation by copying the final output of the fragment processor. The transfer of data from output to texture memory on the PGPU is an important feature for general purpose programming, as it allows feedback without the bottleneck of transferring data between the CPU and PGPU.
To better understand the concepts presented in this paper, we first provide a brief overview of the programmable graphics pipeline. This includes a discussion of how geometric objects can be used to define a two-dimensional array commonly used in image processing. This is followed by a brief description of the FCM algorithm used for our PGPU model.
A. General Purpose Array Processing on the GPU
CPU based image processing applications are typically implemented using a high level programming language and rely on 2D array structures to store, access, and manipulate data. In contrast, graphics programs relay instructions from the CPU to the graphics pipeline using an application programming interface (API). Currently, general purpose PGPU applications are restricted to implementing common CPU tasks using computer graphics API functions and data structures intended to specify objects, lights, camera, and material properties. The general purpose PGPU programmer must become proficient in using these functions and data structures to define PGPU objects that map to common CPU structures.
As an example, consider processing an M × N array of floating point numbers. To define a corresponding array as a geometric object we must first define a viewing window of size M × N . In order to instantiate pixel processing within this window, we must render a polygon that completely fills the viewing window such that each pixel in the window can be used as a single element of the array.
One method of achieving this is by defining a 3D quadrilateral and using the four coordinates of each of its corners, as can be seen in Fig. 1 . Table I provides an example using the standard OpenGL API that defines our M × N quadrilateral, one vertex at a time. OpenGL is a state machine, so the order of the presented commands is important.
As seen in Table I , glBegin marks the beginning of the vertex data list and the argument passed to glBegin determines the geometric primitive that is constructed from the vertices. To obtain indices for an M × N array, equivalent 2D texture coordinates are defined for each corner. During rasterization, these texture coordinates are interpolated to create values for the pixel indices. The glTexCoord2f command sets the texture coordinates that are mapped to the quadrilateral. Defining a texture the same size as the the array ensures a one-toone correspondence between array indices and interpolated pixels. The glVertex3f routine is used to specify the 3D vertex coordinates as floating point numbers. The call to glEnd marks the end of the vertex data. We note that there are more resourceful methods for defining geometric objects, such as vertex arrays and display lists, which more recent versions of OpenGL uses to provide more efficient data streaming between the CPU and GPU. Readers are referred to the OpenGL Shader Language book [11] for details.
During processing, the quadrilateral for the M × N array is initially received as vertex data by the front end of the GPU for preprocessing. It is then supplied to the first stage of the pipeline: the vertex processor and primitive assembly, as seen in Fig. 1 . The vector processor transforms the position data of the vertices to positions in screen space. The resulting vertices and their respective attributes are collected and sent to primitive assembly to form a shape, called a primitive. The resulting primitives are passed to the primitive processor, which culls those vertices that are ultimately not displayed within the viewing window. All vertices that were not culled are passed to the rasterization stage for subsequent processing. As we have defined the quadrilateral for the array to exactly fill the viewing plane, all vertices will pass through the pipeline, as depicted in Fig. 1 .
Rasterization interpolates the vertices of each primitive to convert the corresponding geometry into pixels, which ultimately form the 2D image. During this stage, additional information or attributes, such as colour and texture coordinates, can be assigned to each pixel. The resulting pixels, depth information, window coordinates, and attributes are collectively referred to as fragments. These rasterized fragments provide input to the next stage, the fragment processor, for further processing. The group of fragments that make up the quadrilateral can be seen in Fig. 1 .
Each fragment will process one element of the M × N array. Fragment data is used to determine array indices and the texture unit is used to obtain the input array values. The fragment processor then runs a fragment program on each fragment, which in turn processes each array element. The result is output as the colour of the pixels that represent the quadrilateral, shown as the output in Fig. 1 . Outputs are then sent to a frame buffer from which they can either be copied to the texture unit for further processing on the GPU or to the CPU. The ability to copy to texture memory rather than via the CPU ensures a bottleneck is not created between the CPU and GPU, which is fundamental to efficient iterations.
The PGPU FCM model discussed in this paper is essentially a fragment shader. So that the reader may have a better understanding of this model, we will next discuss fragment shaders. The discussion is relevant to the Nvidia GeForceFX 5900 Ultra used in our research, and older or more recent hardware will have different capabilities.
B. Fragment Processor
As previously discussed, after fragments have been generated by rasterization, a number of operations occur which are collectively called fragment processing [11] . As fragment processing has evolved from a fixed function stage to a programmable stage, we now have the ability to create fragment programs or shaders to manipulate the attributes associated with all fragments. As shown in Fig. 2 , a fragment program is very similar to a CPU program in that it takes input, can access stored data in memory, performs calculations, and produces output. The fragment processor can be viewed as a single instruction multiple data (SIMD) processor, in that fragments are processed independently and in parallel. Consequently, during processing, fragments do not have access to neighbouring fragments. This data locality is a key aspect of the speed of the GPU. For algorithms that require fragments to periodically view the results of neighbouring fragments, iteration can be used to overcome the data locality. The results of the processing are stored in a texture, which is used as input in the next iteration of processing.
There are three types of input that a fragment program can have. We have already discussed the use of fragment data to obtain array indices, and the texture unit as a means of storing array data. The final input type is a uniform variable, which has the same value for all array calculations for a given The Fragment Processor. Incoming fragment data instantiates computation. The active fragment program is run on all fragments and produces output in the form of pixels. The fragment processor may access the texture unit for further data in a process called sampling, using the texture coordinates of the fragments generated earlier in the pipeline. The output pixels may then be copied to the texture unit for further GPU processing or to the CPU.
primitive. It may change for each new primitive, allowing the behaviour of a fragment program to change for subsequent arrays.
The fragment processor can be programmed in high level languages that resemble the ANSI C programming language, such as NVIDIA's Cg or the OpenGL Shader Language. These support common integer and floating point operations, with added support for vectors and matrices of up to four dimensions. Looping and branching is also supported. Consideration must be given to the fact that the GPU is a SIMD parallel processor, in which all branches are traversed regardless of branching conditions. Two types of calculations are typically used in general purpose GPU programming: vector updates and reductions. Vector updates calculations are the independent processing of vectors. These calculations are used to perform the same calculation to each array element. Reduction calculations are used to compute attributes of the entire data set, such as sums or means. Each reduction samples four data points and outputs a single result. This reduces the number of fragments by a factor of four, and over multiple passes a single result is obtained. Both computation types then transfer the results either into texture memory for further PGPU processing or back to the CPU for output.
The output of the fragment processor are the pixels to be displayed to the screen. These are stored in the frame buffer memory, from which they are read and painted to the window every time the screen refreshes. The graphics card can also be configured to output into a pixel buffer, from which the pixels can be copied either to a texture for input back into the fragment processor or back to the CPU for output.
C. Fuzzy C-Means Algorithm
Cluster
Following the mathematical conventions of Bezdek [12] , clustering begins with an unlabelled data set X = {x 1 , . . . , x n } of n items in p . Let there be c clusters and let the membership of the k th item (1 ≤ k ≤ n) in the i th cluster (1 ≤ i ≤ c) be denoted as u ik . For fuzzy clustering the following three equations hold: 
Where d ik is the distance of the k th data point to the i th cluster centre. The value of the weighting exponent, m, is selected from the range 1 ≤ m ≤ ∞. A value of m = 1 produces a hard clustering. A value of m = 2 is commonly used for its computational simplicity. The FCM algorithm iteratively minimises the clustering criterion to obtain better solutions.
The process of the FCM clustering algorithm is summarised in Fig. 3 . First, during the initialisation step, values are chosen for c, m, and U . There are many methods used to generate the initial cluster memberships, and they vary between implementations and applications. The value of n is determined by the data size. An inner product norm metric, A, is chosen as a measure of the distance, d ik , between the k th data point x k and the i th cluster centre v i . When A = I p , the p × p identity matrix, this becomes the Euclidean distance between the two vectors.
The second step determines the location of the cluster centres using Equation 4 . v i represents the vector location of the centre of the i th cluster in p . This equation is computed for each of the c clusters.
The third step is to calculate a new cluster membership matrix. Equation 5 and 6 are used for this purpose. These equations are processed for every cluster membership of every data element. Should u ik be undefined due to a divide by zero, u ik = 0 is used in all clusters where d ik > 0, and where d ik >= 0 can be assigned arbitrary within the constraints of Equation (2). This will only occur when a cluster centre exactly coincides with a data vector, which is rare for a real application.
, where
The final step in the FCM algorithm is to check the stopping condition. The net difference between the current and previous cluster memberships is determined and compared with a stopping value using Equation 7 . If the stopping condition is not reached, the new cluster memberships replace the old ones and the algorithm repeats, starting from step two.
III. FUZZY C-MEANS GPU MODEL
The premise of this work is to investigate the feasibility of iterative algorithms within the PGPU pipeline. In our model, the GPU performs raw parallel arithmetic computations while the CPU performs logic computations and controls the flow of the algorithm. The data transfer between GPU and CPU was minimised to prevent the creation of a bottleneck between both.
The overall structure of the GPU FCM model has the same four steps described in Section II-C: initialisation of cluster memberships, calculation of cluster centres, update of cluster memberships, and check of the stopping condition. Before these steps begin however, additional preprocessing is required to prepare the graphics card. Specifically, the data to be clustered must be copied to the texture memory of the graphics card, into a texture which we refer to as the data texture. The fragment programs must be also be loaded onto the graphics card, using the graphics API. An overview of the structure of the fragment programs we use can be found in Table II . The preloading of data adds to the computation time, the effect of which is discussed in Section V.
In the first step variables such as m are set as uniform variables, which were explained in Section II. These variables do not change over the duration of the algorithm. The initial cluster membership matrix, U , is also generated in this step. Step 1 Initialise Cluster Memberships
Step 2 Calculate Cluster Centres
Step 3 Update Cluster Memberships Fig. 3 . The Fuzzy C-Means Algorithm. The first step generates the starting values of the algorithm. The remaining steps are then iterated, in which the cluster centres and memberships are calculated. In each iteration the change in the clustering is checked, and when small enough the algorithm terminates. There are two methods that can be used. The first is to generate the initial cluster memberships on the CPU, and then transfer them to the GPU. As this data transfer occurs once, this will not significantly affect the processing time. The second option is to generate the cluster memberships on the GPU, using a vector update fragment program called gen u. This is the preferred method as it does not require data transfer between the GPU and CPU. Both methods yield the desired cluster memberships, which are stored as a texture in the memory of the graphics card. Because this is the texture used to store the cluster membership of previous iterations, we will refer to it as the u old texture. In the second step, the location of cluster centres are calculated. For each data point, the model first calculates the vector independent portion of Equation 4:
m . This processing is done using a vector update fragment program, calc c. The program samples the data and u old textures for the values of u i k and x k , calculates the corresponding values, and outputs them to one of three textures for storing cluster data: c1, c2, or c3 depending on whether cluster i = 1, 2 or 3 is being processed respectively. The results are then summed using a reduction fragment program, sum, and stored in the cluster textures. The final division is not calculated here but left until the next step.
We have deliberately processed all three calc c fragment programs followed by the three sum programs. This is because there is a slight overhead in switching between fragment programs. The drawback is that one texture is required for each of the clusters. If memory became a limiting factor it would be possible to use a reuse a single texture, pass the final sums to the CPU, and then back to the GPU in the form of a uniform variable. As this is a single variable, the data transfer would not cause a large increase in computation time. The division should then be completed on the CPU before passing back to the GPU, as this is more efficient than performing the division for every fragment on the GPU.
The third step is the update of cluster membership, using Equations 5 and 6. As this calculation is completely independent it can be processed using a vector update fragment program, calc u. It requires the sampling of several textures: data for x k , and the cluster textures for v i . The calculated cluster memberships are output to the texture u new.
The final step is to check the stopping condition, using Equation 7 . A vector update fragment program, check, first determines the individual change in cluster membership U (l+1) −U (l) . It samples the old and new cluster memberships from the u old and u new textures respectively. The difference for each data point is output to another texture, u stop. These differences are then summed using the reduction fragment program sum. The final result is copied to the CPU where its square root is calculated and tested for stopping conditions. If the program has finished the final values are transfered from the GPU to the CPU for output. Otherwise the new cluster membership is copied from the u new to the u old texture and the process iterates from step two.
IV. IMPLEMENTATION
We developed a version of the GPU FCM model using the OpenGL 1.4 graphics API and NVIDIA's Cg 1.2 shader language. A CPU only implementation was also created for the purposes of comparison. To use the required aspects of the graphics pipeline, we required the use of OpenGL extensions. These are mechanisms that allow hardware manufacturers to implement functionality beyond that of the core OpenGL in their devices. Through these extensions, the OpenGL API allows the programmer to achieve the complete functionality that is obtainable in the hardware. For our PGPU FCM implementation we required several extensions for a number of reasons, which we will now detail.
GL_NV_fragment_program is an Nvidia OpenGL extension [13] required to use fragment programs on the graphics card. In order to achieve multiple stream inputs for kernels, multitexturing was required. The GL_ARB_multitexture OpenGL extension [14] allows multiple textures to be sampled per polygon, which means that the GPU fragment programs can access multiple textures from the GPU texture memory as input.
Calculations on the graphics card are usually clamped within the range [0, 1] . The values are also restricted to eight bits, as this is the colour depth commonly required for graphical applications. By using the GLX_NV_float_buffer OpenGL extension [15] , 16 bit floating point arithmetic can be achieved. This is critical for accurate general purpose processing.
Usually, a fragment program outputs its values directly into the frame buffer. The output of the program is then displayed to the screen when the frame has completed rendering. The GLX_SGIX_pbuffer OpenGL extension [16] allows a virtual pixel buffer to be created that holds the output of the fragment program. The output of the program is not rendered to the screen, and the view port window is not even necessary as BrookGPU [17] has shown.
Finally, there exists OpenGL functions for copying textures, and parts of textures: from the CPU random access memory (RAM) to GPU texture memory; from GPU pixel buffer to CPU RAM; and from the GPU pixel buffer to the GPU texture memory. The latter is crucial for efficient algorithms on graphics hardware, as it means data is not transfered needlessly across the AGP port between the CPU and GPU.
A. Testing
The aim of the timing tests for the OpenGL implementation is to compare the execution times with that of a similar CPU implementation rather than clustering accuracy. Therefor testing used 2D images containing 3 linearly separable clusters. The images had N 2 data points of three dimensions, where N is the side length of an image. A CPU implementation that completes identical calculations to the GPU in a manner most efficient for the CPU was written in C++. The testing consists of running the OpenGL and CPU versions of the algorithm on the test data. Timings considered the time taken for the start, iteration, and finish of the algorithm. The same dataset was run on both the OpenGL and CPU implementations.
Testing was carried out for the data with N = 128, 256, 512. The results of the timing test run on the CPU and the GPU can be found in Tables III and IV respectively. Correctness tests found cluster centres in the expected locations, although the exact location of the cluster centres varied by around 0.01% percent between the CPU and GPU implementations. This small discrepancy is explained in the following section.
V. DISCUSSION
These results show that adaptive and iterative algorithms can be implemented on the PGPU. To do so required using vertices and primitives in the early stages of the pipeline to generate fragments for the instantiation of array processing. Texture memory is used to hold the data, and iteration is achieved through the feedback of output pixels back to the texture unit. The small discrepancy between the correctness tests for the PGPU and CPU can be attributed to a difference in the floating point accuracy. The CPU used 32 bit floating point calculations, whereas the GeForceFX was only capable of 16 bit floating point calculations. More recent graphics hardware, such as the GeForce6 series from Nvidia, supports full 32 bit calculations throughout the graphics pipeline.
The results in Fig. 4 show that while the PGPU was twice as fast as the CPU, the computational complexity is the same. It is important to realise that the fragments are not all processed at the same time, but rather the processing is shared between multiple processors that sequentially process the fragments. Thus the real potential of the PGPU is the addition of more processors to the hardware. While the test hardware contained two fragment processors, the latest generation graphics hardware has as many as sixteen fragment processors. This number will continue to increase over time, and the performance gains of the GPU will increase with it. Given its aptitude for the parallel processing of vectors, the GPU should be used in situations where identical operations must be carried out on one or more large arrays of vectors. For the GPU to offer an advantage over the CPU, these operations should be arithmetically complex and logically simple. Arithmetic complexity is required for the saving in computation time to cover the time spent transferring data to the GPU. Logical simplicity is required as the GPU is a SIMD parallel processor. As such, all logic branches in the operations are processed and therefore should be used sparingly.
When programming for the GPU, an important consideration is the transfer of data between the CPU and the GPU. If not managed carefully, this data traffic can become a bottleneck in the program. Ideally, the transfer of large volumes of data is restricted to once at the beginning of the program as the data is loaded, and once at the end as the results are returned. During operation, data transfer should be restricted to small amounts of data such as the sums and means of arrays, rather than the contents of the arrays themselves. Without this consideration, our FCM PGPU model would not have been more efficient than the CPU.
Preloading of data and fragment programs to the GPU was found to take a time equivalent of up to seven iterations on the GPU. As this only occurs once at initialisation, this is only of concern for applications that require a small number of iterations. The transfer of data in between iterations has a larger impact on the computation time, and should be minimised where possible.
Writing general purpose PGPU programs is not overly complex, however there is a large initial hurdle for users not familiar with graphics programming. Higher level abstractions for general purpose GPU programming exist, such as BrookGPU [18] . However in abstracting the graphics hardware, complete control over functionality can be lost and the resulting GPU application may be less efficient than the CPU [19] . Code optimisation is also difficult when the principles underlying the application are hidden.
VI. CONCLUSION
Having shown that adaptive algorithms are possible on programmable graphics hardware, the next step is to analyse the current implementation for possible optimisations. The implementation of the algorithm itself has plenty of scope for further optimisation. The sum reduction is currently not optimised. It may be possible to utilise the dynamic mipmap capabilities of the graphics card to bypass it entirely. At this stage the dynamic mipmapping is not hardware accelerated for full floating point precision, however this feature may be added to future cards.
The algorithm could be generalised into a varying number of clusters, data dimensions, and data values. This would be a very large undertaking. We would look to increase the efficiency of the algorithm before applying effort in this direction. It is likely that an implementation designed for real world use will have a predetermined parameters, and a general implementation is not a pressing goal.
By altering the fuzzy c-means algorithm, it may be possible to increase efficiency by using a dot product of the u old and u new streams rather than the difference between them when determining stopping distance. On the GPU, the dot product operation is extremely fast. This would mean that rather than checking for the error being less than a stopping value, the algorithm would check for the difference in the dot product to be less than a stopping value. Some methods traditional CPU methods [9] could also be applied for further speed increases.
This research has shown that an adaptive algorithm, the fuzzy c-means algorithm, can be implemented on programmable graphics hardware. The testing undertaken has not only shown that the algorithm can be computed on the GPU, but also that it can be completed in half the time of the CPU on the test system. Further research is necessary to look into possible optimisations to increase the improvement in computation efficiency.
