The linear opinion pool (LinOP) provides a potential solution to the problem of information fusion. However, the LinOP cannot be directly applied to multi-object fusion since the resulting fused multi-object density, in general, no longer belongs to the same family of the local ones, thus it cannot be utilized as prior information for the next recursion in Bayesian multi-object filtering. In this letter, by showing that the LinOP is actually the one that leads to minimum information loss (MIL), we propose to find the fused multi-object density that has the same form as the local ones and, at the same time, leads to MIL. The performance of MIL fusion is then compared with the one of the well-known generalized covariance intersection (GCI) fusion via simulations.
I. INTRODUCTION
S O FAR, the most commonly adopted method for fusing multi-object densities is generalized covariance intersection (GCI) [1] , [2] , where the fused density turns out to be the weighted geometrical mean of the local densities. GCI traces back to the logarithmic opinion pool (LogOP) [3] used for aggregating information from multiple probability density functions (PDFs) . Based on such a rule, exact formulae for the fusion of different types of multi-object densities [4] - [11] have been developed.
In addition to LogOP, another fusion rule for PDFs is the linear opinion pool (LinOP) [3] according to which the fused PDF is the weighted sum of the local PDFs. As shown in [12] , both LogOP and LinOP admit interesting interpretations from the information-theoretic point of view in terms of minimum discrimination of information (MDI). Specifically, the discrimination for LogOP represents the minimum information gain (i.e. cross-entropy) [13] from the densities to be fused (see also [6] , [14] for a discussion of this property within the context of multi-object densities), while the discrimination for LinOP represents the minimum information loss (MIL) [15] . From the mathematical point of view, the two discrimination functions adopted in LogOP and LinOP are similar but with interchanged arguments in the Kullback-Leibler divergences (KLDs). While a similar interpretation holds also in the case of multi-object densities, unfortunately LinOP cannot be directly extended to fuse the majority of multi-object densities since, in general, the resulting weighted arithmetic average is not of the same type of the averaged densities; hence the fused density cannot be utilized as prior information for the next recursion of local multi-object filters. For instance, two classes of multi-object densities of practical interest are multi-object Poisson processes (MPPs) and independent identically distributed cluster processes (IIDCP) whose propagation is at the core of the probability hypothesis density (PHD) and, respectively, cardinalized PHD (CPHD) filters [16] . Unfortunately, due to lack of closure within the families of MPP and IIDCP densities, LinOP is unsuitable for multi-agent PHD and CPHD filtering. In this letter, in order to overcome such a difficulty, the MIL fusion paradigm is further exploited by looking for the best (in the MIL sense) fused density within the class of the densities to be fused (either MPP or IIDCP densities). When the densities to be fused are MPP, the resulting fused density is MPP with PHD equal to the (weighted) arithmetic average of the PHDs of the original densities. Hence, the resulting MIL-based fusion rule coincides with the so-called arithmetic average (AA) fusion rule used in [17] , [19] - [23] , whose performance versus GCI fusion in the context of single target tracking has been studied via second-order statistics in [18] . AA fusion has shown its benefits compared to the GCI rule in dealing with cardinality inconsistency [19] , [20] , [24] and missed detections [23] , but it has been introduced with ad hoc arguments. Similarly, when the densities to be fused are IIDCP, the fusion rule derived here turns out to be the same as the one adopted in [23] as a heuristic way to solve the misdetection problem. Hence, the results of this letter provide a meaningful information-theoretic justification in terms of MIL to the fusion rules of [17] , [19] - [23] . With this respect, it was recently shown in [25] , [26] that the AA fusion admits also another theoretical interpretation as the density minimizing the sum of Cauchy-Schwarz divergences [27] between fused and local densities. But this result only holds when the local densities are MPP and does not extend to the IIDCP case. The same fusion rules for MPP/IIDCP densities have been independently obtained in [28] by taking the respective parts (i.e. cardinality distribution and PHD) of the AA-fused density.
In this respect, the results of the present letter provide a further theoretical justification of [28] in terms of MIL fusion.
II. BACKGROUND

A. RFS Densities for Modeling Multitarget State
From a probabilistic viewpoint, a random finites set (RFS) X (with cardinality |X |) is completely characterized by its multiobject density f (X ). In this letter, the focus is on the following two common RFS densities [16] .
1) MPP: The density f M of an MPP X is given by
where λ is the expected cardinality of X , and p(·) the spatial PDF (SPDF). An MPP density is completely characterized by its PHD, also called intensity function, D(x) = λ p(x).
2) IIDCP: The density f I of an IIDCP X is given by
where n! denotes the factorial of integer n, ρ(·) the cardinality probability mass function (CPMF), and p(·) the SPDF.
III. DISTRIBUTED FUSION WITH MINIMUM INFORMATION LOSS
A. MIL Fusion
Given two RFS densities f 1 and f 2 , let us denote by
From the viewpoint of information theory [29] , the KLD D KL (f 1 f 2 ) represents the information gain from prior f 2 to the posterior f 1 , or equivalently, the information loss from f 1 to f 2 . Following the idea of MDI, it is straightforward to find the fused RFS density leading to MIL as [15] f MIL (X ) = arg min f i∈N
The global RFS density f MIL resulting from (4) can be found by employing the following lemma.
Lemma 1 (MIL fusion rule):
The RFS density f MIL with MIL from the local RFS densities f i , i ∈ N , is given by
The proof of Lemma 1 can be found in the supplementary material of this letter. It is worth noting that, if we exchange the arguments between local densities f i and the global one f in the KLDs of (4), then the GCI fusion rule is obtained [30] 
Due to its multiplicative (geometric average) nature, the GCI fusion rule tends to discard information within low probability regions. For instance, if there exists a local density f i at a specific node i ∈ N such that f i (X ) = 0 for RFS X , the resulting fused density f GCI (X ) will be equal to 0 even if f j (X ) = 1 for all j ∈ N \{i}. On the contrary, the probability of X is still preserved in f MIL due to the additivity of the MIL fusion rule. In this regard, the MIL fusion rule admits a wider application potential in fusing densities defined within different fields-of-view (FoVs) [26] . Since the focus of this letter is on MIL fusion, we define f = f MIL from here on.
B. Fusion of RFS Densities With Minimum Information Loss
In the context of multi-object filtering, it is common to model the multi-object RFS as MPP or IIDCP so as to handle the possible presence of multiple targets. However, it can be easily checked that the weighted sum of densities is not closed within the families of MPP and IIDCP densities. Consequently, if the fusion rule (5) is applied, the resulting fused RFS density cannot be employed as prior information for the next recursion of the PHD or CPHD filter. However, it turns out that the MPP, respectively IIDCP, density yielding optimal (MIL) fusion over the class of MPP, respectively IIDCP, densities can be found by imposing the constraint in (4) that f belongs to the same family of the densities to be fused. Specifically, when the local RFS densities are IIDCP, the following result holds.
Proposition 1 (MIL fusion of IIDCP densities): If the local densities f I i , for each agent i ∈ N , are IIDCP with CPMF ρ i and SPDF p i , then the optimal fused IIDCP with MIL has density f I characterized by CPMF ρ and SPDF p given as follows
where N i = ∞ n=0 n ρ i (n) denotes the expected target number for agent i.
Proof of Proposition 1: First, it is recalled that an IIDCP density f I is completely characterized by its CPMF ρ and SPDF p. Since the aim is to find the optimal IIDCP density according to the MIL criterion, we impose a constraint in the MIL optimization as follows
which amounts to directly looking for the CPMF ρ and SPDF p characterizing the IIDCP density f I . Replacing the definitions of f I i and f I into the definition of KLD, we have
Then, substituting (9) into (8), we obtain
Then, following the same lines as in the proof of Lemma 1 (see the supplementary material), it is straightforward to check that the fused CPMF and SPDF in (7) are the solutions of the two minimization problems in the above expression. It can be checked that the resulting fused IIDC density of Proposition 1 preserves both cardinality distribution and PHD of the optimal unconstrained fused density (5) (we refer the interested reader to [28] for this alternative interpretation of (7) ). Further, it turns out that the KLD from f I to the optimal unconstrained fused density (5) is bounded by the average KLD from f j to f i (i.e. D KL (f i ||f j )) of all node pairs. The details are illustrated in the supplementary material.
We consider now the case in which the local RFS densities are MPP. We preliminarily note that, even though the MPP is a special case of IIDCP where the CPMF is restricted to be Poisson, Proposition 2 cannot be applied because it would not yield a fused density in the MPP form. Nevertheless, by imposing this as a constraint in the minimization, the following result can be obtained.
Proposition 2 (MIL fusion of MPP densities):
If the local densities f M i , for each agent i ∈ N , are MPP with expected target number λ i , SPDF p i and local PHD D i = λ i p i , then the optimal fused MPP with MIL has density f M characterized by expected target number λ, and SPDF p given as follows
and, consequently, the corresponding PHD D is given by
Proof: Recalling that the mean value of a Poisson distribution equals its parameter and proceeding as in the proof of Proposition 2, we can write
where σ λ (·) denotes the Poisson distribution with parameter λ. Then, the fused SPDF can be directly obtained along the same lines as in Proposition 2. Further, the KLD of the CPMF in (12) can be specified as
Then the MIL-fused CPMF σ λ can be found as
Hence, it is immediate to see that λ = i∈N ω i λ i . Due to the fact that an MPP is completely specified by its PHD, only the computation of the fused PHD via (11) is needed in practice, and it can be utilized as prior information for the PHD filter recursion.
IV. PERFORMANCE EVALUATION
In this section, the performance of MIL fusion is assessed via simulation experiments concerning distributed multitarget tracking (DMT) over a peer-to-peer (P2P) wireless sensor network (WSN) [6] . In order to save both computation and communication resources, the Gaussian Mixture CPHD (GM-CPHD) filter [31] is adopted to propagate the local posterior at each node. Since it is not possible for each node to gather all densities from other nodes in the P2P fashion, the consensus method [32] is exploited in order to diffuse local densities over the WSN. We adopt the same consensus strategy that has been used in [6, Table  I ] by just replacing the fusion step with the proposed MIL rule. Details concerning implementation issues of the MIL rule can be found in the technical report [33, Section IV].
A. Simulation Scenario
Let us consider a simulation scenario wherein 8 targets subsequently enter and then move inside a 5000 × 5000 [m 2 ] surveillance region. The single target state at time t is denoted as x t = [ξ tξt η tηt ] , where [ξ t ζ t ] and [ξ tζt ] are respectively position and velocity in Cartesian coordinates. It is supposed that the target motion is described by a linear white noise acceleration (WNA) model The considered WSN consists of |N | = 10 sensor nodes deployed at locations [ξ i η i ] for each i ∈ N . Specifically, each node is able to provide both range-of-arrival (ROA) and direction-of-arrival (DOA) measurements of targets, i.e. the measurement z i t generated by a target with state x t , at time t and in node i ∈ N , is modeled as
where v i t , i ∈ N , are zero-mean white Gaussian with covariance matrix R i = diag(400[m 2 ], (π/180) 2 [rad 2 ]) and
atan2 denoting the four quadrant inverse tangent. The considered scenario is illustrated in Figure 1 .
Concerning the parameters of the local GM-CPHD filters [31] , the probability of target survival has been set to P s = 0.95 for all sensor nodes. New-born targets are generated at each time by following the so-called adaptive birth model [34] , where the weight of each GC is fixed at 0.15. The maximum number of targets and GCs have been set to 15 and 30, respectively.
B. Simulation Results
As performance metric, the optimal subpattern assignment (OSPA) distance [35] (with order p = 2 and cutoff c = 100[m]) will be adopted. First, we consider the performance of MIL fusion based on two different probabilities of detection: 1) P i d,t = P d = 0.98 and 2) P i d,t = P d = 0.5 for any time t and sensor node i ∈ N .
The averaged performance over 200 Monte Carlo trials under different detection probabilities (P d = 0.98 and P d = 0.5) and different numbers of consensus steps (L = 1 and L = 5) are illustrated in Figs. 2 and 3 , wherein clutter has been generated, at each sensor node, with Poisson-distributed cardinality (expected number of targets λ c = 15 at each time) and uniform spatial distribution over the surveillance region. Note that GCI-optimal and MIL-optimal in both figures refer to the centralized case, i.e. the GCI/MIL fusion with all local posteriors at each time and in each node. It can be seen that MIL and GCI fusions provide similar results when the detection probability is high. Conversely, under low detection probability, MIL fusion outperforms GCI fusion. Further, in the case of low detection probability, the performance of GCI fusion deteriorates whenever the number of consensus steps is increased, so that it actually performs even worse than no fusion, i.e. local CPHD filtering. This is due to the multiplicative nature of the GCI fusion rule by which any missed target detection in a local CPHD filter of a sensor node will cause target disappearance in the fused IIDCP density. Consequently, when the detection probability is low and there are more nodes involved in the fusion, the probability of occurrence of a missed detection will raise, thus negatively affecting DMT performance.
Next, we examine the average OSPA of MIL fusion under different clutter rates. In this case, we fix the detection probability to P d = 0.98 and set the number of consensus steps to L = 1. The result is illustrated in Figure 4 . It can be seen that the performance of MIL fusion is almost the same of GCI fusion under low clutter rate. On the other hand, for higher clutter rates, GCI fusion performs better than its MIL counterpart. These results are due to the fact that MIL fusion preserves also the information of clutter. In this regard, an intuitive method to improve MIL fusion is to diffuse part of the multi-object densities that have high confidence to be originated from real targets. Possible future work will focus on this point.
V. CONCLUSIONS
In this letter, fusion of multi-object information has been addressed. In particular, the minimum information loss (MIL) rule has been exploited to compute the optimal multi-object density within the same family of the local ones for i.i.d. cluster process (IIDCP) and multi-object Poisson process (MPP) families. Possible future work will concern MIL fusion of multi-Bernoulli densities.
