ABSTRACT A quaternion-based attitude unscented Kalman filter is formulated with quaternion errors parameterized by small angle approximations and is applied to a filter with a state vector consisting of the attitude quaternion and the gyro bias vector. The filter is evaluated using extensive Monte Carlo data in a simulated lost-in-space scenario of a low-Earth orbiting spacecraft processing only three-axis magnetometer and gyro measurements. The filter is found to be robust, accurate, and rapidly convergent in this scenario for small true gyro biases and small initial uncertainties in their values, often converging in only one half of an orbit period to an attitude accuracy of 0.1 degrees. The filter convergence is found to depend significantly on the value of the true gyro biases as well as the initial gyro bias covariances. Monte Carlo results also indicate that this unscented Kalman filter is significantly less robust than an extended Kalman filter with the same attitude approach, but performs slightly better than another unscented Kalman filter with a generalized Rodrigues parameter approach to quaternion errors.
I. INTRODUCTION
The Kalman filter [1] - [3] has been a standard real-time estimation algorithm for over five decades now. The filter consists of two steps -processing of measurements to estimate the state vector, X, and propagating the updated state vector between measurements using dynamics. It optimizes the state estimation by propagating and updating the (error) covariance matrix, P, of the state using statistics of the noise in the measurement and propagation models. A crucial aspect of the filter is that the measurement models as well as the dynamic models are linear functions of X. However, a large number of phenomena in physics and engineering involve nonlinear dynamics and/or measurements. Soon after the development of the Kalman filter, these nonlinearities were handled in the Kalman filter framework via the Extended Kalman Filter (EKF) by linearizing the models [4] , [5] .
The linearizations impart a tendency to the EKF to underestimate P and thereby raise the possibility of instability and divergent state estimates [6] . To counter this, a more recent development has been the Unscented Kalman Filter (UKF) by Julier and Uhlmann [7] and Julier et al. [8] , who argued that it is safer to approximate P than to linearize the state vector dynamics or the measurements. Wan and van der Merwe [9] provide additional applications of the UKF and comparisons with the EKF. The UKF approach involves retaining the complete dynamics and measurement models on a small ensemble of state vector values called ''sigma points'' which are strategically chosen from the a priori P, and updating X and P from the statistics of this small ensemble. In particular, in the UKF, P is not propagated between measurements via a differential equation. This also eliminates the need to compute Jacobians at every time step, which itself can be a significant advantage of the UKF in large systems. (See, for example, the 9×9 matrix in [10] , which results from an error analysis of an inertial navigation system. Significantly larger versions of this matrix equation can result, for example, if we wish to estimate various errors in sensor models with an aim to calibrate the sensors. ) Attitude EKFs have been around since the 1960's [11] - [15] because attitude necessarily involves nonlinearities, especially when angular representations such as Euler angles are used. Recently, unscented attitude Kalman filters have also begun to be used [16] - [24] in a variety of fields such as robotics [16] , inertial navigation [17] , [23] , and spacecraft [18] - [22] , [24] . Attitude parameterization has mostly been in terms of quaternions where the treatments of attitude errors generally fall into two classes: small rotation angle approximations [16] , [17] , [20] , [21] , [24] , and generalized Rodrigues parameters (GRPs) [18] , [19] , [22] .
The UKF approach is promising and, because of the constant need for improved real-time attitude algorithms, we explore it additionally in this paper. We use quaternions to parameterize the attitude and treat the attitude errors as small rotation angles about the Body axes, which is the ''Body-Fixed Covariance Representation'' of Lefferts et al. [15] . The attitude errors thus have only three components and the purely attitude part of the covariance matrix is only 3×3. By Euler's theorem, the attitude can be characterized by a single rotation angle, θ, about a unit vector, n, with Body components [n x , n y , n z ] T , and the corresponding quaternion can be given a more physical interpretation [25] - [27] : q = n sin (θ/2) cos (θ/2) .
With ''δ'' indicating small differential rotations and δθ ≡ δθ [n x , n y , n z ] T ≡ [δθ x , δθ y , δθ z ] T , (1) reduces to:
(Note that vectors and matrices are in bold italic font, and that vectors are defined as column matrices for use in computations.) The ''delta quaternion'' in (2) is useful in treating the errors and updating the attitude, especially because attitude matrices corresponding to δθ commute approximately up to order |δθ| 2 , and the delta quaternion in (2) is normalized approximately to unity to the same order. We use this formalism in constructing the attitude innovation during the Kalman filter scheme. The normalization of q to unity being a strict requirement for it to represent attitude, we explicitly normalize quaternions after propagation and measurement updates. Our small angles treatment here is similar to that of Kraft [16] and Khoder et al. [17] but differs from the former by not having an iterative procedure for determining the mean sigma point and from the latter by not using either the ''reduced'' form of the UKF or spherical simplex scaling. Our approach is simpler than that of Cheon and Kim [24] who used an optimized approximate cost function for computing the mean quaternion. A further distinguishing characteristic of our approach is the augmentation of the covariance matrix and explicit use of process noise in constructing the sigma points. Our approach also differs from that of Crassidis and Markley [18] who used GRPs to preserve quaternion normalization irrespective of the size of the initial errors.
We have three broad objectives in this paper: (i) Theoretical formulation of a simple attitude UKF which uses quaternions to parameterize the attitude, a small-angle formalism for quaternion updates, and a basic ''first principles'' Unscented Transform without complicated statistical artifacts or analyses; (ii) A comprehensive evaluation of the robustness and accuracy of the algorithm in a stressing scenario; (iii) Comparative evaluations of other Kalman filter approaches under identical conditions.
Our first objective is motivated by the fact that (2) rapidly approaches unit magnitude as the filter converges to the truth; for example, the cosine of 2 degrees (deg) differs from 1 by less than 0.1%. Of course, the small angles formalism will not eliminate all attitude errors if they are large during the initial stages of a Kalman filter run but the most important question really is whether an algorithm will systematically converge to the truth in spite of large initial errors. (As a trivial example to illustrate the importance of robustness, note that if an algorithm can consistently eliminate 10% of the errors at each time step, it would reach 1 deg accuracy in only 50 steps even after starting with an error of 180 deg.) In any case, explicit normalization during the attitude updates, besides being a quaternion requirement, prevents numerical errors from accumulating during a run and would thus expose any intrinsic weaknesses of the algorithm.
We address the second objective by applying this new UKF to the attitude determination of a low Earth orbit spacecraft. Since spacecraft usually also carry gyroscopes (''gyros'') as part of the attitude sensor package and since the gyro biases can drift significantly over time, our state vector, X, consists of the attitude quaternion as well as the three Body-frame components of the gyro bias vector, b. The scenario is made stressing by making it ''magnetometer-only, lost-in-space'', wherein the spacecraft attitude as well as the gyro bias vector are unknown at the start and only measurements from a noisy three-axis magnetometer and a bias-corrupted noisy gyro are input to the Kalman filter. We assume that the magnetometer is well-calibrated and thus has no other errors. We use simulated data of NASA's Tropical Rainfall Measuring Mission (TRMM) spacecraft [28] and examine performance metrics such as robustness, accuracy, and speed of convergence by gathering statistics over many Monte Carlo runs with random initial errors.
We accomplish the final objective by extensive Monte Carlo studies comparing results from this UKF with two other Kalman filters. One of these filters is a standard attitude EKF with a similar small-angle attitude approach, and the other is a UKF which uses GRPs [18] instead of small angles to treat the attitude errors. This aspect of our work enable us to make a general UKF vs. EKF comparison as well as a comparison of two different attitude Kalman filter innovation approaches.
An important and unique feature of our work is the large volume of Monte Carlo data we use to evaluate the algorithms -batches of 1000 Monte Carlo runs for each set of parameters or algorithm, with each run spanning at least 7 orbits. A large amount of data such as this is needed to reach definitive conclusions for future use in attitude algorithms supporting autonomous systems such as spacecraft. Such extensive data is unfortunately missing in the current literature and conclusions on the relative merits of algorithms are often based on just a handful of runs. Another feature of our evaluations is also the consistency: once tuned, filter parameters were kept constant across all the Monte Carlo batches irrespective of the input parameters such as true initial gyro biases or a priori uncertainties. This is because any filter which needs re-tuning depending upon, for example, the location in orbit, will be less desirable. (We are not referring to adaptive filters in this context; all three filters studied here require manual tuning.) This mass of Monte Carlo data allows us to draw clear inferences besides also definitively pointing to future directions of study.
The choice of a spacecraft scenario for evaluation satisfies several secondary objectives. Historically, spacecraft have been one of the earliest ''autonomous systems'' and attitude determination has been an important navigational function because spacecraft need to satisfy a variety of requirements such as Earth pointing for communications or Sun avoidance for planetary observations. Hence, the results presented here will be of direct interest to the spacecraft community especially because the calibration of the gyro bias while simultaneously estimating attitude is commonly necessitated by requiring accurate gyro-based attitude maneuvers. The results will also be of interest to designers and users of a plethora of autonomous inertial navigational systems and unmanned vehicles these days, most of which use inertial measurement units comprising of gyros and accelerometers. This scenario also demonstrates to the broader technical community the ''magnetometer-only'' spacecraft attitude determination or attitude-and-rate determination capability which has evolved during the past three decades [24] , [29] - [37] . Such a capability is possible on spacecraft because the magnetic field is constantly changing direction in the Body frame as the spacecraft orbits the Earth. As an example, Fig. 1 shows the variation of TRMM simulated measurements used in this paper. The magnetometer-only capability is attainable because, although at any instant the rotation angle about the magnetic field vector is unobservable, the propagated angle from an earlier instant can be used to complete the full attitude estimate in real-time if we have an algorithm such as a robust Kalman filter.
It will be seen below that ''magnetometer + gyro'' attitude accuracies of the order of 0.1 deg can be regularly achieved, often in as little as 1/3 of an orbit, which is about 1800 s for TRMM. Thus, this paper will also serve to demonstrate to the technical community that the ''magnetometer-only'' capability can lead to inexpensive spacecraft in two ways: by adding gyros or even eliminating the gyros altogether [29] , [30] , [34] . (A third use can be even more cost-saving -use of these techniques as contingency algorithms on expensive spacecraft.)
The rest of this paper is organized as follows. Section II deals with theory, and is made ''standalone'' via detailed subsections on quaternion algebra (IIA), general UKF approach (IIB), and our attitude UKF approach (IIC). Section III details results obtained using simulated data and has subsections dealing with scenario and data characteristics (IIIA), performance of our UKF using Monte Carlo data (IIIB), influence of initial conditions (IIIC), and comparisons of performances with two other Kalman filters -an EKF (IIID) and a GRP-based UKF (IIIE). Finally, the conclusions are summarized in Section IV.
II. THEORY A. QUATERNION ESSENTIALS
We define here for ready reference some essential quaternion relationships invoked in this paper, beyond (1) and (2). More details on quaternions and attitude parameterizations are provided in [26] and [27] .
An important requirement of an attitude quaternion, q = [q 1 q 2 q 3 q 4 ] T , is that it be normalized to unity. That is,
The attitude matrix (i.e., direction cosine matrix), A, is related to q, as follows:
The product of two quaternions can be written compactly if the first three components of q are denoted by a 3 × 1 vector, v, and the fourth component by a scalar, s. (1) may then be expressed as:
and the quaternion multiplication, ''⊗'', between two quaternions q 1 and q 2 may be expressed as:
The order in (6) is the reverse of the order of multiplication of the corresponding attitude matrices. (That is, the matrix analog of equation (6) is A(q) = A(q 2 ) A(q 1 ) after constructing the matrices from (4) .) The identity quaternion, [ 0 0 0 1] T is generated if there is no rotation (θ = 0). The inverse of the quaternion in (5) is defined by a rotation of equal magnitude in the opposite sense:
Ifq denotes an estimated quaternion and q t denotes the true quaternion, the error quaternion, δq, represents an additional rotation inq beyond that described by q t in correspondence with the matrix product, A(q) = A(δq)A(q t ):
Most calculations are done using matrices. To facilitate this, vector cross products are converted to matrix multiplication via the antisymmetric matrix [a×] defined for a vector a ≡ (a 1 , a 2 , a 3 ) as:
The matrix product [a×]b is then equivalent to the vector cross product a×b.
B. GENERAL UKF FORMULATION
Let the measurement times be denoted t k−1 , t k , etc. The × 1 state vector, X, evolves according to the following ordinary differential equation:
where η(t) is a zero-mean white noise vector (''process noise'') and f is in general a nonlinear function of X. ( (10) is a simplified form of the general propagation equation used in control theory [3] ; for example, it does not feature a control vector on the right hand side.) The covariance of the process noise at t k has a spectral density matrix, Q(t), defined as follows:
where δ(t − t ) is the Dirac delta function.
In the (linear) Kalman filter, the propagation of X can be formally treated using a transition matrix [3] , (t k , t k−1 ), so that the propagation of the × covariance matrix, P, can be written formally as
where the subscript ''k|k − 1'' and ''k − 1|k − 1'' respectively denote a priori value at t k and a posteriori value at t k−1 based on measurements up to t k−1 , and Q k−1 is the × process noise covariance matrix related to Q(t) via:
Although the UKF is characterized by an absence of a propagation equation such as (12) for the covariance matrix, Q k−1 will be used to account for the process noise during propagation.
The m × 1 measurement vector, z k , at t k is modeled via:
where ν k is a zero-mean white noise vector, and h is in general a nonlinear function of X. The m×m covariance matrix of the measurement noise at t k , R k , is defined as follows:
Consider first the UKF prediction of the measurement at t k by propagating X from t k−1 . The augmented state vector and covariance matrix (with superscripts ''a'') are constructed at t k−1 using the statistics of the process noise, with η k being drawn from N (0, Q k ):
X a will be L × 1, P a will be L × L, where L = 2 if all elements of the state are independent, and all four submatrices in (17) are × . A set of 2L + 1 ''sigma points'', {χ }, each of dimensions L × 1 are then constructed via the following formulas:
where λ is a user-defined parameter discussed later and
denotes the i-th column of the matrix square root of (L + λ)P a k−1|k−1 . We used Cholesky decomposition to determine the matrix square root; thus, if S is the square root of a matrix, M, then M = S S T . (Reference [23] evaluates various matrix square root algorithms in the context of developing an attitude UKF.)
Each sigma point is now propagated using the dynamics of the state vector in (10) as follows, with the process noise added in via the corresponding extra elements in the sigma points:
( (21) will be adapted to attitude quaternions in section IIC because not all elements of X will then be independent and thus L = 2 .) The predicted state and covariance are constructed by taking weighted averages of the propagated sigma points as follows:
(An alternative procedure in the case of purely additive process noise is to add it via Q to the predicted covariance in (23) as in [18] .) The weights, {W }, and λ are defined below in terms of user-defined parameters α, β, and κ:
The updates using measurements are accomplished as follows using the propagated state and covariance of (22) and (23), and the statistics of the measurement noise. The dimensions are in general different from the propagation case because the size, m, of the observation vector is usually different from that of X. The augmented quantities are generated via:
(To avoid notational clutter, we retained the same notation for the augmented state vectors on the left hand side of (16) and (28), and (17) and (29) (18) to (20) . The predicted m × 1 measurement vectors, {γ }, are generated using the model in (14) together with the noise generated by the + 1 : L elements of the sigma points as follows:
As with (21), the addition of the noise in (30) will be adapted to quaternions in Section IIC. (Alternatively, purely additive process noise can be added via R to the covariance P zz defined below as in [18] .) The weighted average measurement,ẑ k , and the m × m measurement covariance matrix, P zz , are generated from {γ } as follows:
The ×m state-measurement cross-covariance matrix, P xz , is computed via:
(32) and (33) are used to compute the UKF Kalman gain:
The state vector is updated using the Kalman gain times the measurement residual:
and the covariance is updated via:
C. FORMULATION OF THE ATTITUDE UKF X is the following 7×1 state vector:
where q is the 4×1 Earth Centered Inertial (ECI) -to-Body attitude quaternion and b is the 3×1 vector of gyro biases. Although = 7, P is 6×6 because attitude errors are 3×1 vectors (2) , and this leads to some additional bookkeeping. There is nothing special to discuss about b, which obeys common additive algebra, and thus this subsection will be mostly devoted to applying the general formulation of subsection IIB to the quaternion parts of X and P. The governing equations for the propagation of X are:
and
where η v and η u are white noise vectors, ω g is the angular velocity measured by the gyro, and (ω) is the following 4 × 4 antisymmetric matrix:
The Farrenkopf [12] , [13] models for η v and η u are used here: both have zero mean, isotropic variances denoted by σ 2 v and σ 2 u respectively, and result in the following process noise covariance matrix (to be used in (17)):
where t k = t k -t k−1 is the time step. The state estimates are propagated using the following differential equations whereω g ≡ ω g −b:
Although (42) and (43) are, in principle, coupled, the fact thatb is treated as a constant during propagation means we can integrateq separately. We integrated (42) via the following integral [38] which is exact if ω is constant during the time interval t:
where ω = |ω|. The construction of the quaternion sigma points in (19) and (20) follows readily after recognizing that they are constructed from χ 0 by adding and subtracting corresponding deviations obtained from the columns of (L + λ)P a k−1|k−1 , where L = 12. For the state vector of (37), (16) and (18) yield the mean sigma point as: 
The quaternion parts of the χ should be normalized to unity after the computations in (46) and (48). (Alternately, the normalizations can be performed on the incremental quaternions before constructing the sigma points.) The addition of the process noise to the sigma points after propagation, analogous to (21), is similar:
(No process noise is added to χ 0 because of the assumption of its zero mean.) As before, the quaternion parts of χ should be normalized to unity after the above computations. The scheme for constructing X and P from the sigma points after propagation between measurements uses the fact that, from (24) and (26), the state vector weights, {W s }, sum to unity as follows:
Thus, the weighted averages in (22) can be written as the sum of the mean sigma point and the weighted deviations of the other sigma pints from it as follows:
In analogy to the sigma point constructions in (46), and using (2) and (8) which feature delta quaternions, the δχ i corresponding to the quaternion parts of (55) can be identified as angular deviations, δθ i , via: δθ i 2 = first three elements of χ
Defining a weighted-average angular deviation vector, < δθ >, via:
allows the extension of (55) to quaternions via:
where normalization of the mean quaternion is explicitly indicated.
The post-propagation covariance matrix in (23) also can be computed in a similar way using 6×1 error vectors {x i } (note the lower case used for the error vector) whose first three elements are small angular differences of the quaternion parts of {χ i } fromX, the gyro bias elements being simple differences. That is,
.
(59) is to be used in the covariance matrix calculation in (23), yielding:
(28) -(36) are applied to geomagnetic flux density measurements as follows, with the measured and modeled reference vectors denoted by B B and B I respectively. Here m = 3 and results in L = 9. Predicted measurements are generated by using attitude matrices constructed from inserting the mean propagated quaternion into (4) which are then used to project B I into the estimated Body frame. The measurement model function, h, thus involves the estimated attitude matrix and the B I at a given instant, and the predictions (with noise) are thereby generated via the following explicit version of (30):
where the subscript on χ i has been dropped for clarity. (31) for the mean predicted measurement becomes:
and (32) now becomes:
The error vectors defined via (59) should be used in the first bracket on the right hand side in the cross-covariance equation, (33):
The state vector update of (35) is done in two parts, separately for the quaternion and the gyro bias because they follow different algebras. Introduce x * as the state update via:
where B B is the measured field. Letq k|k−1 andb k|k−1 be the pre-update quaternion and gyro bias vector respectively, witĥ q k|k andb k|k denoting the post-update quantities. δθ * can be used to generate an incremental quaternion which updates the quaternion via:
showing explicitly the normalization of the updated quaternion. The gyro bias vector is updated via:
III. RESULTS USING SIMULATED TRMM DATA A. SPACECRAFT SCENARIO AND DATA CHARACTERISTICS
Ten orbits of simulated TRMM data were generated with the following characteristics: data period of 10 s, altitude of 350 km, zero eccentricity, and inclination of 35 deg. The orbit period, τ , was 5492.3 s. A 10 th order International Geomagnetic Reference Field [39] was generated in the Earth Centered Inertial frame at each data point in the 10 orbits, and the corresponding true Body frame components were generated using an Earth-pointing instantaneous Orbital frame which is also the nominal Body frame. In this system, the nadir vector is the Z axis, the negative orbit normal is the Y axis, and the forward (velocity) direction of this circular orbit is the X axis. True gyro data were generated at the magnetic flux density measurement times, consisting of a constant pitch rate of negative one rotation per orbit which amounts to approximately −0.065546 deg/s. Zero-mean magnetometer noise of standard deviation (σ B ) 50 nT was added to the clean magnetometer ''measurements''. The gyro data were corrupted with noise characteristics (see (38) and (39)) of σ u = 3.1623 × 10 −10 rad/s 3/2 and σ v = 0.31623 × 10 −6 rad/s 1/2 .
B. UKF PERFORMANCE USING MONTE CARLO DATA
There is some latitude in the numerical values of the UKF parameters in (24) - (27) . One option was to use the following values suggested in [9] : α = 0.001, β = 2, and κ = 1, which yielded λ ≈ −L. But the value λ = 1 used in [18] appears to yield faster convergence and hence the following values were used in all of the results quoted here:
This value of λ overrides (27) and thus the actual value of κ is immaterial. We kept the initial state the same in every run in every batch with every Kalman filter. The initial attitude estimate was always the identity quaternion:q 0 = [ 0 0 0 1] T , which invariably resulted in large initial root-sum-square (RSS) attitude errors. (If δθ ≡ [δθ x , δθ y , δθ z ] T , the RSS value of δθ is δθ 2 x + δθ 2 y + δθ 2 z .) The initial bias estimate was always the zero vector:b 0 = [ 0 0 0] T . A third quantity, the initial attitude covariance on each axis, P 0a , was kept similarly invariant throughout this study: it was always set to 180 2 deg 2 corresponding to a complete lack of attitude knowledge.
The effects of two gyro bias-related quantities were studied extensively. One was denoted b 0,true , which was the standard deviation of a zero-mean normal distribution from which the true initial gyro bias on each axis was drawn. We call this the ''scale'' of the true gyro bias, and set it between 0.1 deg/hr and 5 deg/hr depending on the Monte Carlo batch. The other quantity of importance was the gyro bias covariance on each axis, P 0b , which we set between 0.1 2 deg 2 /hr 2 and 20 deg 2 /hr 2 , the same for every run in a given Monte Carlo batch. These are described on a case by case basis below. The ''convergence time'' was defined as the time since the start of the run when the RSS attitude errors first dropped below 0.1 deg.
A sizeable majority of the runs converged rapidly, in less than τ /2 (≈ 2750 s). Various aspects of a typical convergent run are shown in Figs. 2 -7 , the results here being generated with b 0,true = 0.1 deg/hr and P 0b = 1 deg 2 /hr 2 .
Figs. 2 and 3 respectively show the convergence of the state vector to the true values. Fig. 2 shows the attitude parameterized as {roll, pitch, yaw} angles which were defined as 1-2-3 Euler angles of the Body frame with respect to the Orbital frame defined earlier; thus the nominal values of {roll, pitch, yaw} are {0, 0, 0}. We see in Fig. 1 that all three angles converge to the zero nominal values starting from large a priori errors. (The scale of the top subplot in Fig. 2 is different from the other two to show the large initial errors.) Fig. 3 shows that the gyro biases also converged to the truth despite significant initial errors. Note that the true gyro bias in any run is not a constant in time because it undergoes a random walk. This is evident from Fig. 3 . Fig. 4 shows the magnetometer residuals (B B −B B , on the right hand side of (65)) and also provides statistics for each component after convergence (i. e., during the time span 10000 s -40000 s). The accuracy of the convergence during this run is corroborated by the statistics of the residuals: the means and standard deviations of the residuals are close to those of the noise in the simulated data (mean = 0 nT and σ B = 50 nT). Fig. 5 shows the evolution of the attitude covariances. Of particular interest here are the periodic peaks recurring with the orbit period of about 5492.3 s. These peaks are characteristic of magnetometers and reflect the fact that at any given moment the rotation angle of the Body frame about the magnetic field vector is unobservable in a magnetometer-only situation thus leading to a rise in the corresponding covariance. . 6 shows the evolution of the RSS errors, which are convenient scalars denoting the magnitude of the errors. The RSS attitude error drops to 0.1 deg in about 1800 s (''convergence time'') in this run, which is less than τ /3, despite starting from an initial RSS attitude and gyro bias errors of about 77 deg and 0.17 deg/hr respectively. Corresponding individual axis errors during this run are shown in Fig. 7 , where we see that the true errors fall within the 3-σ bounds given by the UKF's covariance matrix. (For clarity, the errors corresponding to only one of the axes is chosen in each subplot.)
The above figures show results from one run out of a batch of 1000 Monte Carlo runs. To evaluate the filter in a comprehensive set of initial conditions, the starting point of each run were chosen randomly during the first three orbits, the true gyro biases were set randomly using b 0,true , and data were collected for each run for 38500 s (≈ 7 orbits). The convergence times were binned in half-orbit-period intervals VOLUME 4, 2016 and the cumulative distribution function (CDF) of the data for this batch are plotted in Fig. 8.   FIGURE 8 . CDF of the convergence times of the UKF for a batch of 1000 runs with b 0,true = 0.1 deg/hr and P 0b = 1 deg 2 /hr 2 . Fig. 8 indicates that over 75% of the runs converged to 0.1 deg within 0.5 orbit (2750 s), about 90% converged within 1 orbit, and 100% converged within 2.5 orbits. The above results show that the UKF converges to the truth rapidly when b 0,true was small and P 0b was commensurate with the true uncertainty.
C. EFFECTS OF INITIAL GYRO BIAS ERRORS AND COVARIANCES
The UKF sometimes diverged when P 0b was unreasonably large. For example, no divergence was seen when the run of Figs. 2 -7 was repeated with b 0,true = 0.1 deg/hr as before but P 0b = 20 2 deg 2 /hr 2 . A marked divergence is seen in a run starting at a different point in the first orbit. This divergence is shown in Fig. 9 , with extremely large errors of over 100 deg and 400 deg/hr persist even after about 7 orbits.
Thus, somewhat unexpectedly, we find that it is possible for a UKF to diverge, a fact also noted by Perea et. al. [40] , who conjectured that this could be a problem intrinsic to the UKF algorithm whereby the covariance reduction does not correspond to the information obtained from the measurements. One remedy suggested by them was to increase the noise covariance (R in (15) ). This can indeed change the convergence as can be seen in Fig. 10 when the standard deviation of the measurement noise is increased from the simulation value of 50 nT to the unreasonably large value of 500 nT. Fig. 10 also shows that the covariances are then in keeping with the true errors.
We studied the effect of P 0b on the convergent times of the UKF and found that it affected convergence profoundly. This is summarized by the systematic dependence of the CDFs on P 0b in Fig. 11. Fig 11 shows , in addition to the curve from Fig. 8 , four other curves which are results from additional 1000-run batches with different combinations of b 0,true and P 0b . We see that the probability of convergence drops significantly when b 0,true is kept constant at 0.1 deg/hr and P 0b is increased unrealistically larger through 10 deg 2 /hr 2 (red) and 20 deg 2 /hr 2 (green). The last curve is masked by the magenta curve which also denotes P 0b at 20 deg 2 /hr 2 but with a value of 5 deg/hr for b 0,true , thus showing that it was not the larger bias but the unrealistically large covariance which reduced the convergence from 100% within 2.5 orbits to barely 60% even after 7 orbits. Dramatically, the convergence once again rises when b 0,true is fixed at 5 deg/hr but P 0b is reduced to 6 deg 2 /hr 2 .
D. COMPARISON WITH EKF USING SMALL ANGLE APPROXIMATIONS
We compare the UKF here with an EKF which also uses the small angle approximations in treating attitude errors. The theory is cursorily listed here since it is discussed amply in [15] . One notable point is that we used the continuous-time form of EKF.
The state vector and its propagation equations are given by (37) , (42), and (43) and much of the notation is analogous to that of Section II. The 6×1 state error vector, x, with small angles for the attitude errors obeys the following equation, which uses the white noise vectors in (38) - (39):
where
The covariance matrix evolves through the following differential equation:
where Q is the spectral density matrix generating the noise covariance matrix of (41). (72) was integrated numerically using the ODE45 function in MATLAB, 1 which is an adaptive step-size Runge-Kutta (4, 5) method. The magnetic flux density residuals, y, are given by differencing the measurements and the predictions using the propagated attitude:
The observation matrix, H, is given by:
and is used along with the covariance propagated via (72), to compute the Kalman gain, K:
(65)-(68) are then used to update the state vector.
FIGURE 12.
Effects of the scale of the initial true gyro bias, b 0,true , and initial gyro bias covariance, P 0b , on the CDFs of convergence times of the small-angle-based EKF using batches of 1000 Monte Carlo runs. In contrast to the UKF (Fig. 11) , the EKF is remarkably robust.
The CDFs of the convergence times using the EKF are presented in Fig. 12 . Three of the plots here (blue, red, and green) correspond to an initial true bias of 0.1 deg/hr but different values of P ob . The last plot (black) shows results for initial true bias of 5.0 deg/hr and P ob = 20 2 deg 2 /hr 2 . We notice three striking features when these results are compared with the UKF results in Fig. 11: (1) Neither b 0,true nor P 0b have little effect -all of the plots are practically identical and we do not have to worry about the reasonableness of P 0b ; (2) Far fewer EKF runs converge in 0.5, 1.0, or 1.5 orbits; (3) 100% of the EKF runs converged in 2.0 orbits. It appears that if we start the EKF with large P 0b , the EKF does take a while to converge, but the convergence is swift after that even when b 0,true was 5 deg/hr. Thus, the UKF seems to converge faster provided the initial convergence is realistic. The EKF always converged, albeit slower, which is convenient as a practical matter since this robustness ensures that P 0b does not have to be tuned. Looking at all the plots in Fig. 12 , we conclude that 100% of the EKF runs converged in 3 orbits.
E. COMPARISON WITH UKF USING GENERALIZED RODRIGUES PARAMETERS
We also examined the parameterization of angular errors via GRPs as suggested by Crassidis and Markley [18] . Given a delta quaternion, δq ≡ δρ T δq 4 T , where δρ is the vector of the first three components of δq, the corresponding vector of GRPs, δp, is given by the following formula which involves the free parameters a and f :
The inverse process of constructing δq ≡ δρ T δq 4 T given δp is as follows [15] :
Crassidis and Markley found a = 1 and f = 4 to be optimal values for the two free parameters, which then, by comparing with (2), leads to the identification that δp → δθ for |δρ| → 0.
We constructed a second version of our UKF which used (76) and (77) with a = 1 and f = 4 and input the simulated data with the identical conditions used by the small-angles version. To this end, several 1000-run batches were executed with the GRPs version and using identical Monte Carlo conditions used in the small angles version. We emphasize that the same starting orbital points, a priori values, and random number streams were input to the two versions, the only difference being the parameterization of attitude errors. The CDFs for the GRPs version are presented in Fig. 13 for several initial bias parameters similar to those in Fig. 11 . It is clear that the small angles approximation performs a little better than the GRPs version. For example, when b 0,true = 0.1 deg/hr and P 0b = 1 deg 2 /hr 2 , 100% of the runs in Fig. 11 converged in 2.5 orbits in contrast to 93.1% of runs here. In fact, nearly 2% of the GRP-based runs did not converge even after seven orbits for these conditions. The performance differences are amplified when b 0,true = 5.0 deg/hr and P 0b = 6 2 deg 2 /hr 2 (black): after 4.5 orbits, the small angles version saturates at about 96% convergence whereas the GRPs version does so at 87%.
FIGURE 13.
Effects of the scale of the initial true gyro bias, b 0,true , and initial gyro bias covariance, P 0b , on the CDFs of convergence times of the GRP-based UKF using batches of 1000 Monte Carlo runs. The performance is similar but slightly inferior to that of the small-angle-based UKF (Fig. 11) .
IV. CONCLUSIONS
The theory for a simple quaternion-based attitude UKF using small angle approximations for attitude errors and explicitly using process and measurement noise in constructing the sigma points was presented, and applied to a state vector consisting of the quaternion and gyro biases. This UKF was evaluated using simulated TRMM spacecraft data in a magnetometer-only spacecraft scenario involving two crucial aspects of methodology: evaluation at different starting points in an orbit thereby facilitating the variation of the initial attitude observability, and using a large number of such starting points to obtain accurate statistics. The UKF was evaluated using several 1000-run Monte Carlo batches under different initial orbit locations, different initial gyro biases, no a priori knowledge (by always making the initial state an identity quaternion and a null gyro bias vector), large initial attitude covariance, and several different initial gyro bias covariances. An important aspect of this study is the vast amount of data − a total of 14,000 Monte Carlo runs − which allows some clear inferences.
The UKF was found to be robust, accurate, and rapidly convergent when the true bias and initial gyro bias uncertainty were small (less than 1 deg/hr): it converged to RSS attitude errors of 0.1 deg within 1/2 an orbit in over 75% of the time and within 2.5 orbits in 100% of the time. However, a significant finding here is that the performance depends strongly on the initial gyro bias covariance input to the UKF: nearly 40% of the runs did not converge when this initial gyro bias uncertainty was much larger than the true initial gyro bias errors. The performance improved significantly if this initial uncertainty was comparable to the true bias errors even when the latter were as large as 5 deg/hr.
The performance of this UKF was compared to two other filters -an EKF which also uses the small angles parameterization of attitude errors, and another UKF which uses generalized Rodrigues parameters to treat attitude errors. The small-angle-based UKF converged faster than the small-angle-based EKF when the true bias and initial gyro bias uncertainty were less than 1 deg/hr. But, in general, the small-angle-based UKF performed poorly against the EKF, which converged to the same accuracies in 100% of several thousand Monte Carlo runs within 3.0 orbits. However, the small-angle-based UKF performed consistently better than the UKF using generalized Rodrigues parameters in identical conditions.
It is worth emphasizing that the superior robustness of the EKF, without sacrificing accuracy, was another significant finding of this study. This is contrary to popular belief that EKFs are more susceptible to divergences, which was in fact a motivation for the Unscented Transform. Thus there is now ample evidence from three different quaternion-based Kalman filters that the small angles approximation can be very robust -in the gyro-based UKF and EKF of this paper as well as a gyro-less EKF extensively studied in the past [30] , [34] . Another important aspect of the robustness of the EKF is that it was never re-tuned irrespective of the run or batch. Such robustness obviously has important practical applications; for example, there is no need to constantly monitor the EKF or re-tune it when it has to be restarted for a variety of reasons.
The results here immediately point towards a couple of important future directions of study with UKFs. First, since some of the conclusions here may be specific to the magnetometer-only scenario where the attitude at any instant is not fully observable, it would be useful to examine if full attitude observability at every instant via, for example, simultaneous Sun sensor measurements, prevents divergences. Second, the finding that UKF performance can depend significantly on initial conditions will be of interest not just in spacecraft but also in a variety of autonomous inertial navigational systems such as those in unmanned air vehicles and terrestrial robots. In such systems, onboard inertial measurement units comprising of gyros and accelerometers are ubiquitous and the state vector often involves calibration parameters of these units during extended missions. It would thus be useful to conduct similar studies of attitude UKFs in such systems as well to determine the robustness against initial conditions and partial attitude observability.
