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RÉSUMÉ
Faire plus avec moins un concept d’actualité que les entreprises, les organismes
gouvernementaux et les individus doivent appliquer afin de préserver l’environ
nement, maximiser leurs investissements, augmenter la satisfaction des clients ou
rester compétitifs dans un marché de mondialisation. Tous ces objectifs ont en com
mun l’optimisation, que ce soit de ressources financières, humaines, temporelles ou
matérielles. Chacune d’entre elles engendre un ensemble de décisions complexes
qui ne peut pas être résolu efficacement avec des outils informatiques de gestion ou
encore moins manuellement de par leur nature combinatoire.
Un des objectifs de la recherche opérationnelle est de fournir des méthodes de
résolution efficaces ax problèmes d’optimisation à nature combinatoire. Ces mé
thodes d’optimisation s’appuient sur des algorithmes traditionnellement séquen
tiels. Cependant, pour les problèmes de plus grande taille ou même certains pro
blèmes complexes de taille moyenne, auxquels appartiennent les exemples cités
ci-dessus, la puissance de calcul d’un seul ordinateur n’est pas suffisante. Grâce
à l’accessibilité grandissante de systèmes parallèles qui combinent la puissance de
calcul de plusieurs ordinateurs ou CPU, une approche très prometteuse est apparue
pour la résolution de ces problèmes.
Nous étudions un des paradigmes de parallélisme, à savoir la recherche métaheu
ristique coopérative, qui permet l’échange d’informations entre diverses méthodes
de recherche. Les mécanismes d’identification de patrons d’éléments de solutions
sont explorés afin de guider la recherche de solutions pour en améliorer la robus
tesse, la qualité et la performance.
La résolution de problèmes complexes comme ceux de tournées de véhicules avec
fenêtres de temps (VRPTW) démontre que l’objectif est atteint. Il se manifeste par
une accélération linéaire de la coopération et une amélioration des résultats connus.
Mots clés: parallélisme, optimisation, métaheuristique, recherche co
opérative, problèmes de tournées de véhicules avec fenêtres de temps.
ABSTRACT
Doing more with less: this concept of current interest is one that businesses, goy
ernment organizations and individuals must put into practice in order to preserve
the environment, maximize their investments, improve customer satisfaction, and
remain competitive in a global market. These objectives have the optimization
of resources in common, be they financial, human, temporal or physical. Such
optimization require for a set of complex decisions that cannot be effectively re
solved using traditional computer management tools, or even less so with a manual
approach. This is due to their combinatorial nature.
One of many objective of operations research is to allow the effective resolution
of a number of combinatorial optimization problems traditionally using sequential
optimization methods. However, for large-sized problems, and even for some com
plex medium-sized problems, including those listed above, the computing power of
a single computer is not sufficient. Thanks to the increasing accessibility of parallel
systems, which combine the computing power of several computers or CPUs, there
is now a very promising approach to efficiently resolve these types of combinatorial
problems.
We study cooperative searching, one of the paradigms of parallelism, which ai
lows information to be exchanged between varions rneta-heuristics. The objectives
of the study deal with the creation of rnechanisms to identify promising search
pattern, anci to dynamically guide the search to improve performance and robust
ness of the search. The resolution of complex problems such as vehicle-routing
problems with tirne windows (VRPTW) shows that the objective is achieved, as
demonstrated by a linear acceleration of the cooperation and by an improvement
in the known results of the VRPTW. Thus, the proposed dynamic guiding method
improves the quality and robustness of the cooperative search.
Keywords: parallel computing, combinatorial optimization, meta
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CHAPITRE 1
INTRODUCTION
1.1 Problèmes de décisions contexte et problématique
Cette thèse s’intéresse aux méthodes parallèles de résolutions efficaces et ro
bustes pour des problèmes d’optimisation de grandes tailles.
Un problème de d’optimisation consiste à trouver les meilleures affectations de
valeurs à un ensemble de variables. Dans ce contexte, on cherche à maximiser ou
à minimiser l’objectif du problème, c’est-à-dire trouver la meilleure solution au
problème créant le plus grand bénéfice ou le moindre coût selon le cas.
Certains problèmes d’optimisation sont difficiles à résoudre en raison de leur
taille, leur formulation mathématique ou leur type de données. Deux techniques de
résolutions sont utilisées : les techniques mathématiques et les métaheuristiques.
La solution optimale d’un programme mathématique formulant un problème de
décision peut-être trouvée pour des problèmes de taille plus ou moins grande par
des techniques mathématiques selon les problèmes.
Pour des problèmes de plus grandes tailles, l’exploration implicite effectuée par
les techniques mathématiques de toutes les solutions n’est pas envisageable dans
un temps limité. Les métaheuristiques sont alors utilisées.
Les métaheuristiques forment une famille d’algorithmes d’optimisation (éga
lement appelés algorithmes d’approximation) issue de la recherche opérationnelle
visant à résoudre des problèmes de décisions difficiles de plus grande taille. Les
métaheuristiques sont généralement des algorithmes stochastiques itératifs, qui
progressent vers un optimum par échantillonnage d’une fonction objectif. Elles se
comportent comme des algorithmes de recherche, tentant d’apprendre les caracté
ristiques d’un problème afin de trouver une approximation de la meilleure solution.
Il existe un grand nombre de métaheuristiques, allant de la simple recherche
locale à des algorithmes de recherche globale. Ces méthodes utilisent un haut niveau
2d’abstraction, leur permettant d’être adaptées à une large gamme de problèmes.
Nous pouvons premièrement constater que les techniques mathématiques ou les
métaheuristiques résolvent efficacement certains problèmes de décisions de tailles
plus ou moins grandes. Toutefois, plusieurs problèmes ne peuvent être résolus ef
ficacement lorsque leur taille dépasse un certain seuil. Ils sont difficilement résolus
avec un temps de calcul raisonnable et un espace mémoire limité.
Deuxièmement, une revue des résultats de littérature confirme qu’il n’existe pas
d’instance de métaheuristiques permettant d’obtenir les meilleurs résultats sur tous
ces problèmes.
Face à ces deux constats, qui constituent la problématique centrale de cette
recherche, le parallélisme offre des perspectives intéressantes [43]. Il permet d’ef
fectuer des résolutions plus rapides et plus robustes. Les principes du parallélisme
sont détaillés dans la prochaine section.
1.2 Trois approches de parallélisation
Le parallélisme est une approche algorithmique qui décompose le travail sur un
ensemble de processeurs. L’objectif de la parallélisation des méthodes de résolution
est de trouver des solutions plus rapidement ou de résoudre des problèmes de plus
grande taille ou plus complexes. Les approches parallèles se divisent en trois caté
gories : la décomposition de domaine de solution, la décomposition fonctionnelle et
la recherche indépendante/coopérative.
La décomposition de domaine de solution consiste à diviser les tâches de réso
lution de sous-domaines de solutions sur p processeurs. Elle permet d’obtenir une
réduction maximale théorique du temps de calcul réel qui est égale au nombre de
processeurs p.
La décomposition fonctionnelle de l’espace divise l’espace de recherche en sous
problèmes. Chaque sous-problème est ainsi attribué à un processeur qui le résoud de
manière individuelle. Les sous-solutions sont ensuite recombinées pour l’obtention
de la solution au problème initial.
3La recherche indépendante fournit le meilleur résultat produit par un ensemble
de méthodes de résolutions (métaheuristiques ou méthodes exactes) exécutées en
parallèle. Basée sur le même principe, la recherche coopérative enrichit l’explora
tion de l’espace de solutions par un partage de l’information recueillie durant la
recherche. Cet échange d’information permet ainsi d’obtenir de meilleurs résultats
que ceux produits par les méthodes indépendantes. Il en résulte généralement une
recherche de qualité supérieure, plus rapide et plus robuste.
Le milieu scientifique reconnaît aujourd’hui les bélléfices de la recherche coopé
rative. De surcroît, les récentes études (Crainic et al. [27]) laissent entrevoir de
nouvelles perspectives au sein de ce paradigme. Toutes les études ont démontré que
les méthodes de recherche combinant les qualités de diverses méthodes sous-jacentes
via la coopération permettent de produire rapidement et avec constance des solu
tions de qualité pour différents types de problèmes (conception et planification de
réseau de transports (Crainic, Toulouse and Geidreau [30]), partitioiilement de
circuits (Aiex et aÏ. [21), problèmes de tournées de véhicules avec fenêtres de temps
(VRPTV*/)(Le Bouthihier and Crainic [77], Le Bouthillier et al. [79]).
1.3 Défis et question de recherche
La mise en oeuvre d’un mécanisme de coopération ne garantit pas de facto
une amélioration de la qualité des solutions ni de leur robustesse. Il ne s’agit pas,
par exemple, d’augmenter le nombre de métaheuristiques pour accroître l’efficacité,
ni d’échanger la meilleure solution trouvée entre les méthodes de recherches. Afin
d’obtenir l’augmentation de performance escomptée, l’accent doit plutôt être mis
sur la gestion de l’information, c’est à dire évaluer, fusionner, traiter et extraire
finformation pertinente et la distribuer de manière efficace. Cette information doit
être transmise de manière sélective, afin d’assurer la création de trajectoires de re
cherches qui ne se recoupent pas. Il est aussi nécessaire de faire dévier les recherches
hors des espaces de solutions non prometteuses. Pour expliquer le comportement
coopératif et en démontrer la faisabilité, il est nécessaire d’effectuer de nombreuses
texpériences comparatives issues de méthodes avec et sans coopération. La repro
ductibilité est aussi un facteur important. La conception doit donc être orientée
vers une méthode simple.
Notre question de recherche Quelle est l’influence d’un contrôle global de la
recherche de solutions sur 1) la qualité des solutions produites et 2) la robustesse
de la recherche coopérative?
1.4 Objectifs et réalisations
Notre objectif est d’explorer dans cette recherche les mécanismes permettant
d’enrichir la coopération, plus particulièrement ceux qui s’appliquent à la gestion
centralisée des informations obtenues au cours de la recherche et au guidage fixe
et dynamique de la coopération. Ces axes ont été choisis en raison de leur complé
mnentarité, de leur reproductibilité et des améliorations applicatives attendues.
La ciualité des résultats obtenus sttr le très populaire « problème de tournées
de véhicules avec fenêtres de temps » (VRPTW) résulte de la recherche effectuée
par de nombreuses équipes. Il s’en est stuvi de nombreuses publications clui ont
généralement amélioré la connaissance du problème et sa résolution. S’attaquer à
cette thématique a parti comme une motivation additionnelle à la confection d’un
algorithme parallèle. Notre objectif est de concevoir une architecture coopérative
clui produit des résultats de qualité rapidement et avec robustesse.
Les réalisations principales de cette recherche sont
— Une architecture de recherche coopérative possiblement applicable à tout un
ensemble de problèmnes combinatoires
— Une évaluation empirique détaillée dti comportement de la coopération et des
mécanismes de communications
L’identification de patrons (éléments communs) d’éléments prometteurs oti
non au sein des solutions explorées;
— Une recherche guidée dynamiquement (par fixation/intercliction d’éléments
de solutions) qui accentue l’orientation des recherches vers les espaces de
5solutions prometteuses et évitant ceux qui le sont moins, améliorant ainsi de
plus de 100% la qualité du guidage;
Une amélioration de la robustesse des résultats rapportés dans la littérature
pour le problème du VRPTW : plusieurs nouveaux résultats et le deuxième
meilleur algorithme1 en terme de la moyenne des résultats sur des problèmes
de 100 à 1000 noeuds.
1.5 Organisation de la thèse
Cette thèse est divisée en quatre chapitres principaux qui correspondent aux
axes précités dont ont découlé des publications scientifiques. Chaque chapitre contient
une introduction qui met en contexte et effectue un lien avec les autres axes de re
cherche. Suivent une recension de la littérature, la méthodologie de recherche ainsi
que la copie de l’article dans son intégralité avec permission de l’éditeur. Finale
ment, une synthèse présente une discussion des résultats, une conclusion et une
bibliographie.
Le premier chapitre est une introduction à la recherche coopérative. Nous y pré
sentons le concept général de la coopération et une revue de littérature. L’article
scientifique qui y est inclus détaille les méthodes de recherches impliquées dans la
coopération, à savoir, les recherches avec tabous, les algorithmes évolutifs, ainsi que
les méthodes de post-optimisation et de génération de solutions. Les travaux pré
sentés dans ce chapitre sont une extension de ceux publiés dans (Le Bouthillier [75])
(LCO2). Ils constituent la deuxième version (LCO3) de notre architecture parallèle.
Dans cette recherche, nous avons raffiné le mécanisme de coopération. De même, il
nous a été possible d’améliorer cinq des meilleurs résultats connus du VRPTW et
surtout d’offrir une plus grande robustesse aux calculs avec la meilleure moyenne
de résultats pour les problèmes de 200 noeuds et avec les six meilleures moyennes
pour des classes de problèmes variant de 100 à 1000 noeuds.
Le deuxième chapitre détaille le concept de recherche coopérative. Dans une
‘SINTEF http ://www.sintef.no/static/am/opti/projects/top/
6évolution naturelle de ce paradigme, nous passons de simples échanges de solutions
via un entrepôt de données à une orientation de la coopération vers les endroits
prometteurs de l’espace de solutions. La publication figurant dans ce chapitre pro
pose un mécanisme de guidage basé sur la fixation et l’interdiction d’éléments qui
sont communs au sein de solutions prometteuses ou non. Il devient dès lors possible
de guider les méthodes de recherches en imposant ces patrons d’éléments promet
teurs ou non. Par ailleurs, ce mécanisme intensifie ou diversifie les recherches par la
variation de la longueur des patrons d’éléments imposés ou interdits. Par exemple,
un patron fixant un nombre important d’éléments aura pour effet de concentrer
(intensifier) la recherche sur une région particulière de l’espace de solutions. Ce mé
canisme de guidage (LCKO5) a permis l’amélioration des résultats des recherches
antérieures (LCKO2 et LCKO3). Les perspectives soulignent qu’il serait intéressant
d’employer ce mécanisme de guidage avec des méthodes parallèles non coopératives
de nième qu’avec des méthodes séquentielles qui disposent ou non de mémoire.
Le troisième chapitre traite de l’abstraction des méthodes de recherches par l’uti
lisation d’un générateur aléatoire de solutions. Ceci permet une analyse détaillée
sur les mécanismes de guidage que peuvent offrir l’imposition et l’interdiction de
patrons d’éléments de solutions. Avec les éléments d’informations obtenus dans
cette analyse, nous avons pu proposer une méthode de guidage dynamique basée
sur l’entropie des éléments de la population. Il devient donc possible de s’adapter
à chaque type de problème sans spécifier à priori les phases d’intensification ou
de diversification. La méthodologie proposée n’est pas propre à un problème par
ticulier. Elle peut s’appliquer à tout un ensemble de problèmes combinatoires. Les
tests effectués sur des problèmes de tournées de véhicules avec fenêtres de temps
démontrent une amélioration substantielle grâce à l’utilisation de ce mécanisme de
guidage dynamique.
Finalement, le dernier chapitre présente une discussion des contributions et des
perspectives qui découlent de ce travail sur les recherches coopératives. L’échange
d’informations statistiques sur l’espace de solutions exploré, qu’il soit constitué de
solutions améliorantes ou non, offre une vue d’ensemble plus complète. Le méca
7nisme de guidage pourrait ainsi être adapté en fonction du comportement de cha
cune des méthodes. Cette personnalisation devrait pouvoir fournir une plus grande
robustesse aux résultats issus de la recherche coopérative.
CHAPITRE 2
LES RECHERCHES COOPÉRATIVES
Au cours des dernières années, la puissance de calcul des ordinateurs a été com
binée en grappes de plus en plus performantes. Ces grappes ont permis la résolution
de problèmes combinatoires NP-difficiles d’une importance croissante en taille et
en complexité. L’utilisation optimale de cette puissance de calcul grandissante est
donc un sujet d’actualité. Les dernières avancées démontrent que les recherches
coopératives offrent, dans ce sens, des perspectives intéressantes. Dans la volonté
de participer à l’amélioration de cette méthode, nous y avons porté notre choix. Ce
chapitre se veut une introduction à la recherche coopérative. Il détaille les méthodes
de recherches sélectionnées ainsi que les mécanismes d’échange d’information. Une
recension de la littérature situe la coopération au sein des métaheuristiques paral
lèles et son impact dans la résolution de problèmes combinatoires.
Notre premier article « A cooperative parallel meta-heuristic for the vehicle
routing problem with tinie windows » (Le Bouthillier et al. [77]) est par la suite
reproduit dans son intégralité. Il y est question de l’étude des mécanismes de co
opération qui permettent la combinaison des avantages de diverses méthodes de
recherches hétérogènes. Nous détaillons les différents aspects de la communication
et des méthodes de gestion de l’information. Un cadre applicatif permet de vali
der l’utilisation d’une architecture coopérative pour la résolution d’un problème
de VRPTW. Par l’expérimentation, nous démontrons une différence dans les tra
jectoires de recherches produites par les métaheuristiques lorsqu’elles coopèrent
ou non. Il devient dès lors possible de présenter l’architecture coopérative comme
une nouvelle métaheuristique en soi avec ses caractéristiques et ses comportements
propres. L’architecture coopérative développée ne nécessite pas de calibration de
paramètres et est assez générique pour pouvoir être déployée sur un parc de noeuds
de calcul configuré en grappe, de même que sur un système hautement parallèle
de type MIMD (IVIultiple Instruction - Multiple Data), une architecture parallèle
9où plusieurs unités fonctionnelles effectuent différentes opérations sur diverses don
nées. L’implémentation est effectuée en C++ avec la librairie MPICH pour les
communications entre processus.
Les contributions proposées s’articulent autour de l’influence qu’ont l’échange
d’information et la gestion de l’entrepôt de données sur le comportement global
du système. Finalement, une synthèse permet une discussion des résultats et la
présentation des perspectives.
2.1 Revue de la littérature
Les différents aspects qui ont contribué à l’élaboration des prémisses de cette
thèse sont présentés dans cette revue de la littérature. Nous y présentons les re
cherches parallèles indépendantes (sans communications) ainsi que les types de
parallélisme avec communications et plus particulièrement les méthodes coopéra
tives. Nous effectuons une revue des différentes structures de contrôle utilisées,
de l’influence des méthodes de recherche, ainsi que des modes de communication
utilisés.
2.1.1 Méthodes indépendantes concurrentes
La nécessité de résoudre des problèmes de taille importante a poussé le dévelop
pement de recherches parallèles performantes. Une des méthodes pour l’obtention
de gains de performance dans la recherche de solutions est la parallélisation de mé
taheuristiques. Toulouse et al. [105] divisent la parallélisation de recherches locales
en trois grandes catégories t parallélisation de bas niveau (i.e., maître-esclave),
méthodes de partitionnement de l’espace des solutions et résolutions par des re
cherches concurrentes. La résolution concurrente existe sous forme de recherches
indépendantes et de recherches coopératives.
La parallélisation par recherches indépendantes est une méthode simple qui
peut utiliser une puissance de calcul distribuée, dans le but d’obtenir plus rapide
ment des résultats lorsque les paramètres ont une influence élevée sur l’exploration
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de l’espace de solutions. Puisque les métaheuristiques nécessitent souvent un cali
brage spécifique par type de problèmes, il devient intéressant d’effectuer différentes
exécutions indépendantes avec des paramètres différents et de retenir la meilleure
solution. L’utilisation de différentes solutions de départ pour chaque méthode de ré
solution permet d’augmenter les chances de trajectoires d’explorations différentes
et ainsi de diminuer les risques de recoupement durant l’exploration. Cette ap
proche a été utilisée pour la parallélisation des métaheuristiques itératives dans
les recherches avec tabou pour la résolution des problèmes d’affectation quadra-
tique [96], d’ordonnancement de tâches [97], ainsi que de location/allocation avec
balancement de charges [31]. Une résolution indépendante en parallèle du même al
gorithme mais avec différents paramètres produit les même résultats que plusieurs
résolutions séquentielles avec ces différents paramètres.
2.1.2 Type de parallélisme avec communication
La taxinomie définie par Crainic et al. [31] permet de couvrir trois dimensions
essentielles à la caractérisation du type de parallélisme, soit
— Cardinalité du contrôle
I —controt
p — cont rot





— Trajectoire de recherche
SPSS Single (Initial) Point Single Strategy
SPDS Single Point Different Strategy
MPSS Multiple Point Single Strategy
MPDS Multiple Point Different Strategy
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2.1.2.1 Cardinalité du contrôle
Le contrôle des tâches s’effectue soit par un processeur qui divise les tâches en
sous-problèmes et recombine ensuite les résultats, soit par p — processeurs (p 1)
qui se partagent la résolution du problème principal.
2.1.2.2 Type de contrôle et de communication
Le type de contrôle et de communication détermine le mode d’échange d’in
formations entre les méthodes. Dans le cadre de la synchronisation rigide, les nié
taheuristiques doivent arrêter leurs recherches à un moment précis et transmettre
l’information requise à un maître. Notons qu’il n’y a aucun échange entre les méta
heuristiques et il n’y a présence que d’un seul maître. Au sein de la synchronisation
des connaissances, les méthodes de recherches hiérarchiques possèdent une mémoire
locale et ont connaissance du problème global à résoudre. La coopération totale im
plique, pour sa part, différentes méthodes de résolutions communiquant entre elles
de façon asynchrone par la diffusion des solutions améliorantes à l’ensemble des mé
thodes. Finalement, dans la recherche coopérative, l’information locale pertinente
de chaque métaheuristique est envoyée à un entrepôt de données avant d’être trai
tée et mise à disposition de l’ensemble des méthodes. Ce traitement peut impliquer
certaines déductions et permet d’une part la mise à jour des connaissances globales
et d’autre part le transfert d’une information plus riche par la suite.
Le type de contrôle et de communication peut aussi être caractérisé par quatre
facteurs distincts selon Toulouse et al. [105]
- Type d’information communiquée et représentée entre les métaheuristiques;
IViéthode de communication entre les métaheuristiques;
— Topologie de distribution de l’information des résultats et des prévisions de
recherche selon ce qui a déjà été fait;
— Fréquence des communications entre les métaheuristiques.
Le type d’information que s’échangent les méthodes de recherche peut inclure
les nouvelles solutions trouvées, les espaces de solutions à élaguer ainsi que les es-
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paces de solutions prometteuses. Les méthodes de recherche peuvent communiquer
directement entre elles ou via un entrepôt de données.
2.1.2.3 Trajectoire de recherche
La trajectoire de recherche est intimement liée au point de départ (solution
initiale), ainsi qu’à la stratégie de parcours de l’espace de solutions. Le type de
stratégie peut inclure différentes méthodes de recherche et/ou différents paramètres.
Nous obtenons, soit une trajectoire de recherche à partir d’un seul point de départ
et d’une seule stratégie, soit plusieurs trajectoires à partir de points de départ et
de stratégies différents. Les trajectoires qui résultent de différents points de départ
et de différentes stratégies ont moins tendance à souffrir du phénomène de cycle de
recherches inter-méthodes (plusieurs méthodes effectuent les mêmes mouvements de
recherche). Notons que l’utilisation de métaheuristiques différentes crée une variété
plus marquée sur les trajectoires que l’utilisation de paramètres différents.
Dans le cas d’entrepôts de données centraux effectuant la collecte et la gestion
de l’information, qui résulte des recherches effectuées par les rnétaheuristiques, il
est primordial de définir des mécanismes qui permettent une répartition de ces
informations selon leur diversité et leurs qualités respectives, afin d’assurer des
trajectoires de recherches différentes et ainsi éviter une convergence prématurée de
la résolution.
2.1.3 Topologies de communications
Les différents types de topologies de communications, tels les arbres, les maillages
réguliers et irréguliers, les anneaux, les étoiles ainsi que la communication via un
entrepôt de données (bÏackboard), vont influencer la propagation de l’information
et ainsi les trajectoires de recherches de chaque métaheuristique impliquée. La fré
quence d’échange de solutions entre les méthodes doit aussi être déterminée de façon
à ne pas interrompre les recherches dans leurs explorations. Les meilleurs résultats
sont obtenus par l’envoi asynchrone de solutions améliorantes. Nous obtenons ainsi
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une exploration de l’espace de solutions sans interruption et nous limitons la focali
sation de l’entrepôt vers un espace de solutions particulier, qui pourrait représenter
un minimum local.
Toulouse et al. [105] indiquent aussi les éléments clefs à considérer dans la
création d’une telle architecture. Ils évoquent trois gains possibles du partage de
l’information entre les métaheuristiques, à savoir
Les mécanismes d’évaluation heuristique peuvent utiliser l’information de plu
sieurs recherches et ainsi être mieux informés;
Il est possible d’utiliser d’autres méthodes de recherches complémentaires,
améliorant ainsi les méthodes actuelles, telles les recherches avec tabous;
L’information provenant de plusieurs recherches distinctes peut fournir cer
taines informations relatives à la composition de l’espace de solutions.
Pour la résolution de problèmes combinatoires, il y a émergence de méthodes co
opératives, combinant différentes métaheuristiques qui utilisent des points de départ
et des paramètres différents (MPM$). La gestion des communications par entre
pôts de données permet d’obtenir une vision d’ensemble de l’espace de solutions. De
cette façon, elle fournit aux métaheuristiques les informations nécessaires pour une
exploration coordonnée. Il est préférable d’avoir des communications orientées par
la structure de l’espace de solutions plutôt que par des logiques de synchronisation.
Les communications asynchrones semblent donc favorisées.
2.1.4 Recherches coopératives
Selon Huberman [66], Toulouse [105], Crainic [25], Taillard [100] et Le Bou
thillier [75], les recherches coopératives qui créent des relations entres les diverses
méthodes impliquées offrent des gains de performance généralement substantiels
par rapport aux méthodes indépendantes.
Les algorithmes coopératifs définis par Enslow [40] possèdent les quatre carac
téristiques suivantes
L’exécution concurrente de méthodes de résolution (parallélisme à gros-grains);
La coopération par échange de solutions;
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Les communications hiérarchiques par l’utilisation d’un modèle client-serveur
L’utilisation de mémoire partagée pour les communications.
Notons que les deux dernières caractéristiques ne sont pas nécessaires.
2.1.5 Mémoire adaptative t l’unification des métaheuristiques à mé
moire
Déjà Rochat et Taulard [87] font état d’un concept de mémoire adaptative qui
unifie plusieurs concepts de métaheuristiques à mémoire. Comme le mentionnent
Taillard et al. [100], les algorithmes génétiques, les recherches par dispersion et
les recherches avec tabous utilisent tous des formes de mémoires qui possèdent les
particularités suivantes : Premièrement, ils mémorisent des solutions ou des carac
téristiques des solutions visitées durant le processus de recherche; deuxièmement,
ils font usage d’une procédure créant une nouvelle solution à partir des informa
tions mémorisées et troisièmement, ils sont dotés d’une recherche locale, que ce
soit une méthode gloutonne, une recherche avec tabous élémentaires ou un recuit
simulé. Le concept de mémoire adaptative unifie ces trois propriétés. Taillard et al.
[1001 utilisent la coopération en fournissant une mémoire commune où sont récol
tées les sous-solutions fournies par les métaheuristiques. Il devient alors possible de
reconstruire de nouvelles solutions et de les transmettre aux métaheuristiques.
2.1.6 Entrepôt de données
Nous utilisons le terme d’entrepôt de données qui reçoit, traite, enrichit et
échange les informations reçues par les métaheuristiques impliquées dans la coopé
ration. D’autres termes ont été précédemment employés, à savoir, mémoire centrale,
blackboard ou mémoire adaptative. Cette nouvelle terminologie accentue la notion
de coopération. Elle est une généralisation du concept qui facilite l’introduction de
mécanismes additionnels.
Dans la figure 2.1, on distingue l’entrepôt de données (partie supérieure) ainsi
qu’un ensemble de méthodes de résolutions (partie inférieure). La conception d’une
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architecture coopérative nécessite, d’une part, la mise en place d’exécutions concur
rentes de métaheuristiques et, d’autre part, un mécanisme de couplage permettant
le partage d’informations entre ces méthodes de recherches. Les considérations dans
la conception d’une telle architecture sont multiples. Elles influencent la qualité, la
rapidité ainsi que la robustesse des résultats.
2.1.7 L’auto-organisation
Il est théoriquement possible d’effectuer une recherche indépendante avec un
nombre illimité de métaheuristiques. Cependant, la difficulté inhérente aux méta
heuristiques est de créer plusieurs stratégies différentes et efficaces pour un même
problème. Plus le nombre de métaheuristiques croît, plus il y a redondance entre
les trajectoires d’exploration, et plus il y a de stratégies d’exploration inefficaces
qui vont utiliser la puissance de calcul en pure perte. S’assurer d’une exploration
efficace devient particulièrement pertinent lorsque le nombre de métaheuristiques
augmente.
Toulouse [104] a confirmé que l’échange des connaissances auto-organise l’ex
ploration de l’espace de solutions. Ce comportement n’est pas nécessairement lié à
une logique d’optimisation. Comme illustration, regardons le lien entre la distance
globale de Hamming et l’auto-organisation. Rappelons que la distance de Hammillg
Figure 2.1 - Recherches coopératives
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H(vi ,v2) entre deux vecteurs binaires y et vj de même taille correspond au nombre
d’entrées qui n’ont pas le même statut dans les deux vecteurs. Par distance globale,
nous entendons la somme de toutes les distances de Hamming entre les solutions
d’une même population.
Comme le mentionne Toulouse [104], la distance globale de Hamming permet
de mesurer le niveau d’organisation de l’espace de solutions exploré. Cette me
sure est sensible à tout phénomène de structuration de l’exploration, phénomène
qui se manifeste ici par l’exclusion de blocs dans les configurations. Il s’agit de la
même auto-organisation qui apparaît dans la théorie de Wolfram [107] sur les auto
mates cellulaires. Lorsqu’un plus grand nombre de blocs est exclu, les configurations
tendent vers une uniformisation, ce qui a pour effet de réduire la distance globale
de Hamming entre ces configurations. Ces configurations ont tendance à se concen
trer sur un sous-ensemble de solutions en fonction de la structure de l’espace de
solutions et de la stratégie d’exploration. Les résultats présentés sont assez convain
cants pour montrer que l’échange d’information ne contribue pas automatiquement
à améliorer l’exploration des métaheuristiques impliquées dans une coopération. Il
devient alors pertinent d’identifier les zones où la recherche ne devrait pas avoir
lieu, et ainsi d’élaborer des stratégies de coopération plus efficaces.
2.1.8 Modes de communication dans un système coopératif
Le mode d’interaction entre les métaheuristiques est au coeur de tout système
coopératif. Les échanges directs entre métaheuristiques pourraient être une méthode
efficace de transfert des informations si les coûts de communication étaient négli
geables. Par contre, un partage total des informations sans aucun filtrage entraîne
une convergence prématurée vers les minima locaux. Les coûts de communication
sont relativement élevés comparativement aux coûts de calculs dans les systèmes
distribués. Les méthodes de recherches ne peuvent donc pas obtenir une vue d’en
semble du processus de recherche et doivent partager seulement les informations
clés. L’échange efficace d’informations entre méthodes de résolution n’est pas chose
simple; la topologie de communication et le type d’informations échangées l’est
17
encore moins. Le choix des méthodes de résolution qui coopèrent doit prendre en
considération des facteurs tels la diversité, la qualité des solutions fournies, la rapi
dité et la fréquence de découverte de nouvelles solutions de qualité supérieure ainsi
que la complémentarité des méthodes de recherche.
Toulouse et al. [105] ont étudié les trois aspects de cette interaction, à savoir
les informations à échanger, le moment où effectuer les communications et les mé
taheuristiques qui doivent être impliquées. L’échange d’informations procure trois
avantages
Les métaheuristiques ont une meilleure connaissance de l’espace de solutions
par leur accès à d’autres mémoires;
Le couplage de métaheuristiques qui possèdent un comportement différent
procure une complémentarité dans la recherche;
Certaines informations additionnelles sur l’espace de solutions peuvent être
déduites par la combinaison d’informations échangées entre métaheuristiques.
Notons que p méthodes de recherches indépendantes ont chacune accumulé
après t itérations l’information équivalente à au plus t itérations séquentielles. En
présence de coopération, après t itérations, chaque méthode a accumulé de l’infor
mation équivalente à au plus p *t itérations via l’entrepôt de données. Cette dernière
assertion est valide lorsque les trajectoires des méthodes sont distinctes, ce qui est
rarement le cas pour l’ensemble de la recherche. Deux facteurs additionnels doivent
être considérés les coûts de communications et la pertinence de l’information.
Le partage du contenu des mémoires locales nécessite des communications inter-
processus fréquentes. Tel qu’identifié par Toulouse et al. [105], si it et ct sont les
temps requis pour réaliser t itérations par p méthodes indépendantes et coopératives
respectivement, il est possible d’évaluer la pertinence de la coopération selon la
relation suivante
valeur de la meilleure solution indépendante
zt<ct<inax{it, . . . *tt} (2.1)
valeur de la meilleure solution cooperative
Dans cette équation, le temps pour effectuer t itérations coopératives est su-
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périeur ou égale au temps pour effectuer t itérations séquentielles; Ce temps est
au plus soit it ou soit ii’ multiplié par le ratio entre la valeur de la meilleure so
lution produite par la recherche indépendante sur celle produite par la recherche
coopérative.
Ainsi, plus le partage d’information améliore la qualité des solutions, plus on
peut tolérer un niveau élevé des coûts de communication. Il est question de trouver
l’équilibre entre le coût de communication et le gain sur la qualité des solutions
obtenues.
Huberman et al. [67] notent qu’une connaissance totale avec une mauvaise stra
tégie peut conduire à un comportement individualiste qui peut entraîner la conver
gence prématurée de l’espace de solutions. Ils définissent l’utilité d’une communi
cation comme étant l’apport au système en information en fonction des coûts de
communication. On observe une relation entre la densité de communication et son
utilité. Avec une communication plus fréquente ou plus globale, les métaheuris
tiques obtiennent une vision plus cohérente des autres. La quantité d’information
est réputée comme étant limitée dans la résolution de problèmes distribués. En
supposant un coût de communication croissant de façon monotone et un nombre
de communications augmentant selon une courbe logarithmique, l’utilité de l’in
formation est maximale où l’écart entre les deux courbes est le plus grand. Avec
cette définition d’utilité de communication, il est possible de maximiser le nombre
de communications du système.
2.1.9 L’accès à l’information
Le couplage entre méthodes de résolution peut servir à prévenir les cycles de
recherche inter-méthodes (plusieurs méthodes effectuent les mêmes mouvements).
Par le partage d’informations, il est possible de synthétiser la connaissance de
l’espace de solutions et ainsi limiter l’apparition de ces cycles.
Le partage ciblé d’informations, comme les optima locaux, peuvent être béné
fiques à d’autres méthodes. Au contraire, un accès illimité à l’entrepôt de données
engendre la dominance des meilleurs individus au détriment de la diversité de popu
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lation. Les algorithmes génétiques font souvent appel à des sélections probabilistes
afin d’assurer la diversité d’exploration.
Les informations partagées et non partagées par chaque méthode de résolution
sont intimement liées et elles s’influencent mutuellement, phénomène nommé boucle
de rétroactzon (feedback).
La communication synchrone ou asynchrone exerce une influence sur la boucle
de rétroaction. Du point de vue expérimental, des études [105] révèlent que les
échanges asynchrones d’informations améliorent les performances des recherches
coopératives. À l’opposé, l’échange synchrone d’informations dégrade la qualité des
solutions obtenues.
Deux hypothèses fondées sur la relation entre la structure de communication et
la boucle de rétroaction sont émises afin d’expliquer ces résultats. La première hy
pothèse est basée sur la capacité d’auto-organisation de la boucle de rétroaction. La
communication asynchrone est préférable aux recherches indépendantes puisqu’elle
permet d’adapter l’exploration en fonction de l’espace de solutions. La recherche
est ainsi orientée par la structure de l’espace de solutions plutôt que par la logique
de synchronisation. La deuxième hypothèse assume que les recherches coopératives
qui combinent des méthodes de recherches différentes (i.e., recherches avec tabous
et des algorithmes évolutifs) fournissent des résultats de qualité supérieure à celles
qui n’utilisent qu’une seule méthode. À noter que ces résultats sont obtenus pour
une puissance de calcul équivalente.
2.1.10 Modèle de communication
Différents paramètres influencent les coûts de communications. Selon le ta
bleau 2.1 proposé par Narazaki [84], ils peuvent être classés en trois catégories
Dimension Paramètres de contrôle
1 Espace Nombre de méthodes de recherche
2 Temps Fréquence des communications
3 Information Abstraction et quantité d’informations à envoyer
Tableau 2.1 Paramètres influençant les coûts totaux de communications
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le nombre de méthodes, la fréquence des communications et la pertinence de l’in
formation. Le nombre de méthodes et la fréquence des communications influencent
directement le nombre total de communications. La troisième dimension définit
le type d’informations pertinentes à transmettre. Elle a été étudiée par de nom
breux chercheurs [38] [801 [92], mais rares sont ceux ayant étudié le changement
dynamique de la coopération [84].
De nombreux auteurs [66] [1] ont effectué des analyses théoriques montrant le
gain de performance de la coopération. Pour leur part, Hogg et al. [62] ont regardé la
coopération au sein d’un problème de graphe. Dans la recherche distribuée, Sycara
et al. [95] ont étudié la sélection et la transmission d’informations dans une topologie
fixe.
Durfee et al. [39] ont proposé une méthode de coopération dans la surveillance
distribuée de véhicules. Dans leur modèle, l’espace de solutions est divisé selon
les vues de chaque méthode qui influencera la recherche en fonction du niveau
d’abstraction effectué. Les tâches sont divisées a priori au sein d’une structure de
communication fixe. Bien que le type d’informations échangées soit très pertinent
pour l’obtention de résultats de qualité, il demeure spécifique au problème traité.
Narazaki et al. [84] définissent une topologie dynamique de communication entre
méthodes de recherches homogènes qui effectuent une résolution de sous-problèmes.
Cette topologie évoluera d’une communication sans hiérarchie à une communication
hiérarchisée, en fonction de la connaissance du système que possèdent les méthodes.
Même si elles ont une vue limitée des autres et ainsi une appréciation incomplète
du problème, les méthodes peuvent estimer l’état du système et de leurs environ
nements respectifs. Cette estimation est basée sur l’homogénéité des méthodes et
sur les données historiques. Il est possible de fonctionner avec une connaissance
partielle du modèle et des autres métaheuristiques. Les auteurs assument que, en
présence d’une homogénéité des méthodes de recherche et d’une continuité dans
l’efficacité de calcul, le taux de renouvellement de l’information est sensiblement le
même pour toutes les méthodes. Notons qu’en présence de méthodes hétérogènes,
cette hypothèse ne s’applique pas. Dans ce cas, la topologie des communications
21
sera basée uniquement sur leur historique.
La séparation entre les méthodes de recherches et de communications (Narazaki
[84]) résulte d’une gestion par modules (recherche, communication et coopération).
Chaque méthode de résolution dispose de son propre module de recherche qui ef
fectue une exploration de l’espace des solutions. Les méthodes utilisent le module
de communication pour envoyer leurs informations à l’entrepôt de données. Pour sa
part, le module de coopération contrôle de façon dynamique la topologie de com
munication entre les méthodes de façon à maximiser l’efficacité computationnelle.
2.1.11 Temps d’exécution
Regardons le modèle de coopération simplifiée, tel que défini par Narazaki [84],
où les méthodes de recherche explorent avec une méthode de type branch-and-bound
les noeuds d’un sous-problème dans un réseau à état et échangent de l’information
au besoin. L’espace de solutions non exploré S(t) à l’étape t est défini récursivement
par S(t) = (1 —k(n))(SQ_l) —N*p) où N est le nombre de méthodes, p est la
fraction de l’espace des solutions explorées par la méthode à une étape, k(n) est la
coupe de l’espace de solutions engendrée par l’échange des meilleures informations
entre N méthodes. À l’état initial, S(o) est défini à 1.
Figure 2.2










La figure 2.2 montre l’espace qui reste à explorer à l’étape S(j) en blanc et
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carrelée. Elle montre aussi l’espace qui reste à explorer à l’étape S(t) soit la surface
carrelée. La surface en noir représente l’espace des solutions explorées avant S(t_l).
En présence de méthodes homogènes, la vitesse moyenne d’exploration de p est
identique. La recherche exhaustive termine à l’étape t’ tel que S(t*) = O. S(t) étant







Puisque le temps d’exécution d’une étape est la somme des exécutions des mé
thodes de résolution et que le temps de communication des n membres est T(n), le







en utilisant le temps d’exécution d’une étape comme unité de temps.
En assumant N *p < I et k(n) K< I ce qui indique une recherche assez longue,
le temps total d’exécution T devient
T +
T(n) (2.4)
N * p + k(n)
Nous pouvons diminuer le temps des communications en réduisant le nombre
de méthodes impliquées dans les échanges. Le nombre idéal de communications
entre méthodes varie en fonction du type de topologie. En effet, en comparant les
communications à un seul niveau décisionnel et les communications hiérarchiques,
il est possible d’effectuer une estimation de premier ordre du nombre de méthodes
requises, de façon à maximiser l’utilité de la communication. Sachant que la valeur
espérée de la quantité d’informations utiles obtenue par N méthodes est bornée su
périeurement, il existe un optimum global quant au nombre de méthodes à utiliser.




Les limitations des modèles proposés par Narazaki et al. [84] et [66] [1] néces
sitent, a priori, la connaissailce du coût des communications, ce qui est difficile à
obtenir dans un système hiérarchique ou un système à grande échelle. De pius, les
stratégies de communication sont basées sur l’homogénéité des méthodes et une
décomposition du problème.
Nous avons soulevé quelques questions dans cette brève revue des méthodes
de recherches coopératives. Par exemple, Narazaki et al. [84] ont défini la notion
d’utilité et le nombre de métaheuristiques optimal dans une coopération entre mé
thodes homogènes. Ils assument que, en présence d’une homogénéité des méthodes
et d’une continuité dails l’efficacité de calcul, le taux de renouvellement de l’in
formation d’une méthode est sensiblement le même pour toutes. Il est à noter
toutefois, qu’avec des méthodes hétérogènes cette hypothèse ne tient plus. Sur ces
considérations, nous avons voulu explorer les performances de méthodes coopéra
tives hétérogènes appliquées à des problèmes NP-difficiles.
Nous détaillons dans la prochaine section la publication [77] qui présente le
concept général de la coopération entre méthodes hétérogènes et son application au
VRPTW. Les prochains chapitres, pour leur part, sont consacrés à l’identification
des espaces de solutions prometteuses, au mécanisme de guidage dynamique et
finalement à l’échange d’informations locales issues des méthodes de recherches
vers un elltrepôt de données.
2.3 Méthodes de résolutions pour le problème de confection de tour
nées de véhicules
La présentation exhaustive de méthodes de résolution pour le VRPTW ne relève
pas des objectifs de cette recherche. Nous référons le lecteur aux revues récentes
sur les méthodes parallèles et séquentielles [21][102][72][73][5$] [51][37][22][21][9][8].
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Dans $olomon et Desrosiers [941, le VRPTW est défini comme suit


















La fonction objectif (2.5) minimise la distance totale parcourue avec u nombre
minimal de véhicules. Notons que le coût de chaque véhicule y est suffisamment
élevé de façon à minimiser d’abord le nombre de véhicules et ensuite la distance
totale parcourue. La contrainte (2.6) garantit que chaque client est assigné à un
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seul véhicule. La contrainte (2.7) indique que la capacité des véhicules ne sera
pas excédée. (2.8), (2.9), (2.10) représentent les contraintes de flots qui requièrent
que chaque véhicule y quitte le dépôt une seule fois, qu’il quitte le noeud j E C si
et seulement s”il a visité ce noeud et qu’il retourne au dépôt (contrainte redon
dante conservée ici pour mettre l’emphase sur la structure réseau du problème).
La contrainte (2.11) indique que le véhicule y e V ne peut pas arriver à j avant
b1 + tj s’il voyage de j à j. La contrainte (2.12) garantit que chaque client est
desservi durant les heures d’ouvertures (fenêtre de temps) et la contrainte (2.13)
représente l’ensemble des contraintes d’intégralité. Il est pertinent de mentionner
que les clients ayant des demandes plus grandes qu’un seul véhicule peuvent être
divisés en deux ou plusieurs clients identiques ayant les mêmes positions et fenêtres
de temps. Il est clair que la façon de diviser les quantités demandées influence la
solution. Dans ce modèle avec variables temporelles, il est possible de formuler le
VRPTW sans contraintes d’éliminations de sous-tour.
Le VRPTW est NP-difficile puisqu’il peut être réduit à un VRP si la taille des
fenêtres de temps est mise à l’infini et à un TSP (travelling salesman problem) si
et seulement si un seul véhicule est alloué. Ce dernier problème a été démontré
comme étant NP-difficile par Beame and al. [4].
L’ajout des fenêtres de temps ajoute une complexité supplémentaire au pro
blème, au sens où une modification à un endroit de la tournée peut se répercuter
sur les temps d’arrivée de tous les arcs subséquents, et de se fait rendre la tournée
irréalisable. Contrairement à la contrainte de capacité, la faisabilité d’une tournée
en temps dépend de l’ordonnancement des arcs.
En regardant les différents algorithmes qui ont été utilisés pour la résolution
du VRPTW, nous remarquons une certaine évolution. Des heuristiques séquen
tielles aux métaheuristiques parallèles, il y a une panoplie de variantes intéres
santes qui ont exploré différentes avenues de résolution. Nous retrouvons, en autre,
des méthodes de résolution par constructions, améliorations, programmation par
contraintes, programmation mathématique, combinaisons d’heuristiques et méta
heuristiques tel les recherches avec tabous et algorithmes évolutifs.
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2.4 Recherches coopératives appliquées à un problème de VRPTW
Cet article présente une méthode parallèle coopérative pour la résolution de
problèmes combinatoires. Plusieurs métaheuristiques (recherches avec tabous et
recherches génétiques) coopèrent de façon asynchrone en échangeant les meilleures
solutions identifiées. Les échanges sont effectués via un entrepôt de données qui gère
les solutions. Ce type d’échange permet de conserver l’indépendance des métaheu
ristiques tout en influençant leurs trajectoires de recherches. Les résultats présentés
sur un problème NP-difficile, le VRPTW, montrent une accélération linéaire et per
mettent l’amélioration de la qualité des meilleurs résultats connus.
L’architecture coopérative générique sépare les mécanismes de communication
et de résolution. Elle peut être alors utilisée pour la résolution de divers problèmes.
La recherche coopérative est une métaheuristique possédant ses propres caractéris
tiques qui permet aux métaheuristiques impliquées l’obtention de meilleures tra
jectoires de recherches distinctes.
Nous nous inspirons du modèle de couche 051 pour situer notre modèle de re
cherche coopérative. La figure 2.3 illustre les couches sous-jacentes à notre cadre
de recherche qui se situe a niveau de la septième couche. Les couches inférieures
sont requises à la recherche coopérative. Dails la première et deuxième couches,
nous retrouvons les composantes matérielles définissant le type d’unité centrale de
traitement, ainsi que la topologie de communications utilisée. Notre méthode peut
être utilisée sur une combinaison de systèmes SISD (Single Instruction Single Data)
avec mémoire distribuée sous forme de grappe (cluster) ou sur un système haute
ment parallèle à mémoire partagée MIMD (IViultiple Instruction Multiple Data). La
topologie d’interconnexion physique des processeurs varie d’interconnexions com
plètes, dans le cas de macules hautement parallèles ou de systèmes en grappe,
jusqu’à l’interconnexion de réseaux par large bande entre sous-réseaux, dans le cas
d’une grille de calcul. La troisième couche, le système d’exploitation, définit les
primitives de processus et de communications distribuées qui sont nécessaires au
compilateur et aux librairies des niveaux supérieurs quatre et cinq. Ceci permet,
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7 Architecture coopérative Échange et traitement dinformations
6 Métaheuristiques Entité calcul / communication
5 Librairie parallèle Gestion des processus I communications
4 Compilateur Compilation parallèle
3 Système d’exploitation Primitive de calculs - communications
2 Réseau Degré d’interconnexion des systèmes
I Système informatique Type de processeur / mémoire
Figure 2.3 - Couches sous-jacentes à la recherche coopérative
entre autres, la commumcation, la division des tâches et la gestion des processus.
La sixième couche définit les métaheuristiques et autres méthodes de recherches
utilisées. Finalement, la septième couche utilise la notion de recherche coopérative,
processus autonome de décisions et de recherches, gérant des quantités d’informa
tions échangées aux métaheuristiques. Elle encapsule les méthodes de contrôle et
de gestion de l’information.
Les liens de communication entre métaheuristiques peuvent s’effectuer par un
entrepôt de données de type bÏackboard, où les diverses métaheuristiques impliquées
peuvent échanger leurs informations par une topologie en arbre ou en maillage
irrégulier.
Bien que de nombreuses questions de recherche subsistent dans les couches infé
rieures, le présent travail porte sur la sixième et la septième couche qui représentent
respectivement les métaheuristiques et l’architecture coopérative (c.f. Figure 2.3).




Les travaux antérieurs connus de la littérature ont permis de regarder et de
comparer les méthodes de communication entre les diverses méthodes de résolution.
On constate que la recherche coopérative influence les trajectoires de recherche des
méthodes de résolution. Comme il a été souligné par Toulouse, Crainic et Gen
dreaii, [105], le comportement coopératif ne respecte pas la logique d’optimisation
des méthodes de résolution individuelles. Il devient donc très important qe les
mécanismes de contrôle des métaheuristiques de résolution imposent une logique
d’optimisation globale sur la logique d’optimisation locale.
2.4.2 Méthodologie
Afin d’offrir une meilleure compréhension générale de la coopération. nous ana
lysons son comportement en présence d’un nouveau problème NP-difficile. celui du
VRPTW. Nous explorons aussi l’impact de la qualité des métaheuristiques indivi
duelles sur la performance globale du système.
L’architecture coopérative a été conçue pour être indépendante des couches 1
à 5, à savoir indépendante du matériel, des communications, de sa topologie, du
système d’exploitatioll, ainsi que des compilateurs et des librairies parallèles. La
couche sept, que constituent les mécanismes de gestion et de coopération, reste
aussi générique à tout problème combinatoire. Seule la couche six, qui implante
des méthodes de recherches adaptées, doit être remplacée selon le problème résolu.
L’architecture coopérative est donc portable et théoriquement indépendante du
problème.
Dans le cadre expérimental, nous avons ajouté à la couche six une méthode de
post-optimisation basée sur les chaînes d’éjections [17]. Nous avons aussi remplacé
une des deux méthodes Taburoute [49] par une méthode de recherche avec tabous
unifiés [23].
La publication est structurée de la façon suivante
1. La motivation de la recherche et l’identification des contributions scientifiques
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proposées;
2. Le problème combinatoire choisi : le VRPTW, ainsi que les méthodes de
résolutions habituellement utilisées. Nous discutons des recherches avec ta
bous, des algorithmes génétiques, des recuits simulés, des LN$ et VN$, de
différents mécanismes de post-optimisation, de croisements et de la mémoire
adaptative;
3. Le concept de recherche coopérative appliqué au VRPTW, le design géné
rai ainsi que les méthodes coopératives utilisées : Taburoute, le tabou unifié
ainsi que deux algorithmes génétiques basés sur des opérateurs de croisements
simples OX et ER. Nous présentons aussi une variation des chaînes d’éjec
tions, des méthodes de post-optimisation 2-opt, 3-opt, OR-opt ainsi que des
méthodes de génération de solutions initiales adaptées pour le VRPTW;
4. La partie expérimentale: Cette section nous permet de comparer la recherche
coopérative appliquée au VRPTW aux meilleures méthodes figurant dans la
littérature et d’évaluer le rôle de la coopération ainsi que les contributions
des méthodes individuelles à la performance de la recherche globale.
2.5 Permission de l’éditeur
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This paper presents a parallel cooperative miilti-search method for the vehicle rout
ing problem with time windows. It is based on the solution warehouse strategy, in
which several search threads cooperate by asynchronously exchanging information
on the best solutions identified. The exchanges are performed through a mecha
nism, called solution warehouse, which holds and manages a pool of solutions. This
enforces the asynchronous strategy of information exchanges and ensures the inde
pendence of the individual search processes. Each of these independent processes
implements a different meta-heuristic, an evolutionary algorithm or a tabu searcli
procedure. No attempt has been made to calibrate the individual procedures or
the parallel cooperative method. The resuits obtained on an extended set of test
problems show that the parallel procedure achieves linear accelerations and identi
fies solutions of comparable quality to those obtained by the best methods in the
literature.
Keywords : vehicle routing with time windows, parallel meta-heuristics, cooper
ative search, solution warehouse strategy
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2.8 Introduction
Parallel resolution methods offer the possibility of accelerating computations
and, as such, these methods constitute an interesting fleld of research for combi
natorial optimization. However, classical parallel approaches, based on functional
or data decomposition, do not significantly modify the search trajectories of meta
heuristics. Thus, they cannot improve the quality of the solution, nor do they
enhance the robustness of the search when faced with different problem instances
than those which were originally calibrated and applied. Consequently, in recent
years, mntti-search (or rnuïti-thread) meta-henristics, with varying degrees of coop
eration, have increasingly been used for difficuit combinatorial problems and have
been shown to both speed up the search and dramatically improve the robustness
and the quality of the solutions obtained (e.g., Crainic [24], Crainic alld Gendreau
[25, 26], Crainic and Toulouse [28, 29], Crainic, Toulouse, and Gendreau [30], Cung
et al. [32], Garda, Potvin, and Rousseau [45], Gambarella, Taulard, and Agazzi
[44], Homberger and Gehrillg [64], Gehring and Homberger [47], $chuize and fahie
[90], Taulard et aï. [100], Taillard [98], Toulouse et aï. [106], etc.).
The vehicte routing pro bïem with time windows (VRPTW) is one of the central
problems in operations research and combinatorial optimization with numerous
practical applications (Cordeau et aï. [21]). The problem is NP-Hard and thus,
not surprisingly, classical and modem heuristics have been extensively studied, with
meta-heuristics generally offering the best performances (e.g., BrÈiysy alld Gendreau
[14], Cordeau et aï. [21, 22], Christofides, Mingozzi, and Toth [19], Desrosiers et
aï. [36], Desaulniers et aï. [35], Fisher [42], Gendreau, Laporte, and Potvin [51],
Golden and Assad [57], Golden et aï. [58], Laporte [71], Laporte and $ernet [73],
Laporte et aï. [72], Toth alld Vigo [101], [102] and meferences therein).
The parallel cooperative multi-search method based on the solution warehouse
strategy has been successfully applied to a number of difficult combinatorial prob
lems (e.g., Crainic, Toulouse, and Gendreau [30], Crainic and Gendreau [26], Aiex
et aï. [2]) but not, at least to the authors’ knowledge, to the VRPTW. This par-
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allel approach, based on several search threads that cooperate by asyllchronously
exchanging information about the best solutions identified so far, offers several
advalltages: simplicity of desigil, increased search robustness, the possibility to en
hance performance through enhancement of some of the individual search threads.
The objective of this paper is to explore the applicability of the solution warehouse
based cooperative multi-search method to VRPTW and determine its competitive
ness compared to the current state-of-the-art.
The contributions of this paper are as follows. We present an easy-to-build
and efficient parallel solution method for the single-depot version of the VRPTW.
The method makes use of existing search methods without any particular calibra
tion for the parallel cooperative method or the individual procedures (we use the
parameter settings proposed for the sequential methods by the original authors).
Experiments using both the standard benchmark test problems of Solomon [93]
and the more recent one proposed by Homberger and Gehring [64] show that the
parallel procedure achieves solutions of quality comparable to that obtained by the
best methods of the literature. The proposed cooperative search identifies several
new best solutions and finds new best cumulative numbers of vehicles for several
problems ranging from 200 to 1000 customers. From a parallel computation point
of view, the proposed method is efficient as it displays linear accelerations compared
to the sequential methods. The paper also contributes to the general understanding
of cooperative parallel methods by analyzing its behavior when applied to a new
problem class and by exploring the impact of the quality of the individual searcli
threads on the performance of the parallel search.
The paper is organized as follows. Section 2.9 briefty reviews the main sequen
tial and parallel methods proposed to solve the VRPTW. Section 2.10 presents the
cooperative search procedure, its general design and the methods selected for co
operation. Section 2.11 presents the computational results and analyzes them both
from the point of view of solving the VRPTW and from that of the performance
of the parallel strategy. Conclusions and perspectives are the subject of the last
section.
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2.9 The VRPTW and Main Solution Methods
In this paper, we address the single depot VRPTW. Que is given a set of
customers with known positive demands and specific time intervals when service
can be provided. A fleet of homogeneoils vehicles of known capacity is available
at a given depot to perform this service. The objective is to find a set of closed
routes (or tours) that start and end at the depot within its opening hours, such
that the total cost of performing the service is minimized, customers are visited
and served during the specified time windows, and vehicles are not overloaded. In
the problem version we address, cost is a combination of two factors: the number of
vehicles (routes) iised aid the total distance traveled. A high cost is associated with
vehicle utilization to enforce the search towards solutions with a reduced number
of vehicles. Each customer is visited only once. A vehicle cannot arrive later than
the customer’s closing time, but is allowed to arrive before the associated opening
time, in which case it waits, without explicit penalty, until the customer is ready.
Once the service starts, it is carried on until completion, even if the service ending
time might be later than the expiration of the time window. The recent review
by Cordeau et aÏ. [21], as well as the other reviews indicated in the Introduction,
present mathematical formulations, variants, and solution methods for the problem.
Presenting a comprehensive review of solution methods for the VRPTW is be
yond the scope of this paper, especially since several reviews have appeared recently.
In the following, we briefly review a number of “successful” sequential and parai
lel solution approaches that obtained best-known results for the classical Solomon
problem set and on the 200-1000-customer problems. Methods that are iiicorpo
rated in the proposed cooperative search are presented in somewhat more details
iII Section 2.10.2.
Efforts are being dedicated to the development of exact algorithms and most
100-customer VRPTW problems with a distance-minirnization objective have been
solved (Chabrier [18], Cook and Rich [20], Kallehauge, Larsen, and Madsen [68],
Larsen [74], Kohl et aÏ. [70]). For most problem instances, heuristics and meta
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heuristics are required, however. Most such efforts have addressed the cornbined
objective of Ininimizing first the number of vehicles and then the total distance.
Tabu search (Glover [53], [54], Glover and Laguna [56]) has often been used
successfully to address vehicle routing problems including the VRPTW. Tabnroute
(Gendreau, Hertz, and Laporte [49]) and the Unifted Tabu Search (Cordeau, La
porte, and I\/lercier [23]) stand out by the quality of the resuits. These two methods
are used in the proposed framework and are reviewed in Section 2.10.2.
Hybrids that combine elements of different methodologies appear very promis
ing. Rousseau, Gendreau, and Pesant [8$] combined constraint programming and
variable neighborhood search (VN$; Miadenovié and Hansen [$3], Hansen and
Mladenovié [60], [61]). The pruning operators and propagation techniques of con
straint programming permit the search of large neighborhoods. This increases the
probability of finding a good solution at each iteration and avoids the need for spe
cialized neighborhood descent procedures. The utilization of constraint program
ming also allows additional constraints to be added easily without fundamentally
modifying the methodology.
Briysy [12] proposed the reactive variable neighborhood search, a variation on
the VNS based on a four-phase method: initialization, route elimination, total dis
tance minirnization by using four new local search heuristics, and a modification of
the objective function to allow escaping from local minima. Brysy et al. [11] pro
posed a multi-start local search rnethod that proceeds in two phases: 1) production
of initial solutions using a fast construction heuristic and an ejection chain-based
heuristic to reduce the number of total routes; 2) two improvement heuristics haseci
on CROSS-Exchanges (Taulard et aÏ. [99]) to reduce the total distance. Brysy
and Dullaert [13] proposed the Jast evoÏutionary metaheuristic, an hybrid procedure
based on evolutionary principles.
Bent and Van Hentenryck [5] presented a two phase rnethod that combines sim
ulated annealing (SA) and large neighborhood search (LNS). The first phase (SA)
utilizes a lexicographic evaluation function to minimize the number of routes and
the delay of the entire solution. The SA explores the neighborhood with tradi
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tional move operators: 2-exchange, Or-exchange, and crossover. It also includes
some components often seen in tabu search, such as an aspiration criteria and a bias
towards good solution in the random selection process. The second phase (LN$,
Shaw [91]) aims to minimize the total travel cost by using a branch and bound
algorithm.
Many of the most successful meta-heuristics for the large VRPTW illstances
are based on some form of parallel computation. Two methodological approaches
stand out: the adaptive memory strategy (Rochat and Taulard [87], Taulard et aï.
[99, 100], Badeau et at. [3]) and the combination of tabu search and evolutionary
algorithms proposed by Gehring and Homberger [47], Homberger and Gehring [64].
Rochat and Taulard [87] proposed what may be considered as the first fully
developed adaptive memory-based approach for the VRPTW. It is a cooperative
multi-thread rnethod, where the adaptive memory contaills tours of good solutions
identified by the tabu search process. The tours are ranked according to attribute
values, illcluding the objective values of their respective solutions. Each tabu search
process then probabilistically selects tours in the memory, constructs an initial
solution, improves it, and returns the corresponding tours to the adaptive rnemory.
Despite the fact that it used a rather simple tabu search, this method produced
many iew best results at publication time. Taulard et aï. [99] adapted this method
for the vehicle routing problem with soft time willdows. Late arrival at a customer
is allowed at a penalty. By adjusting the penalty, hard tirne window cases may
also be addressed. The authors significantly refined the tabu search by enriching
the neighborhood alld the intensification phase and by adding a post-optimization
procedure. Badeau et at. [3] report the first “true” parallel implementation of
this approach for the VRPTW with soft time windows. Another variant on the
adaptive-mernory idea may be found in the work of $chulze and Fahle [90]. Here,
the pool of partial solutions is distributed among processes to eliminate the need for
a “master”. The elements of the best solutions found by each thread are broadcast
to ensure that each search has stili access to ah the information when building
new solutions. Implemented on a limited number of processors (eight), the method
39
performed well.
Gehring anci Homberger [47] introdhiced a cooperative parailel strategy where
concurrent searches are performed with differently configured two-phase meta
heuristics. The first phase tries to minimize the number of vehicies by using an
evolutionary meta-henristic. while the second phase aims to nnnimize the total
traveled distance by means of a tabu search. The evolution strategies are baseci on
the previous work by 1-Iomberger and Gehring [64] and Homberger [63] with much
emphasis on the minimizatiori of tire number of vehicles in the evolution strategy.
Tire parallel meta—heuristic is initiated On chiferent threads with clifferent starting
points ancl values for the time aliocated to each search phase. Threacls cooperate
by exciranging solutions asynchronously through a master process. for the first
time, resuits were also presenteci on new ancl larger problem instances. geueratecl
similarly to the original Solomon instances, but varying in size from 200 to 1000
customers.
Berger et aï. [7] introduced a parailel genetic method wirere two populations
co-evolve. eacir witlr a distinct objective. Tire flrst population aims to nrinimize
tire total distance, whiie tire second focuses oir rninhrrizing tire temporal constraints
violation to generate feasible solutions. New feasibie solutions are exchanged be
tween populations. New genetic operators iirspired by an iirsertion heuristic. a large
neighborhood search metirod and an ant colony system are also used.
To conclude, it is worth noticing that while several solution irrethods have suc
cessfully acldressed several classes of VRPT\vT problem iirstances. none can daim
to clominate ail tire others. On tire other hand, in general, the iïiost successful
methocls conrbiire several methoclologies. The method we propose is also based on
conrbhring tire search efforts of different inethods, but it foliows a principle not
founcl among tire methocls reviewecl tirat offers a general framework for algoritlrmic
development for the VRPTW.
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2.10 Cooperative Meta-heuristics for the VRPTW
The multi-thread cooperative parallel search procedure we propose for the
VRPTW is based 011 the solution warehouse approach. This section describes
the general principles auJ main components of this solution strategy.
2.10.1 Genera Design
A number of independent processes (threads) are defined and each executes a
complet.e search through the solution space of the VRPTW toue of them ma.y. as
in the present implementation construct and improve solutions based on classical
heuristics). When the same meta-heuristic is used by several search threads, the
initial solution and partidular setting of a number of important search parameters
differentiates each search thread from the others. Thus, each thread follows a
different seaTch stTategy. Full implementation details for the strategies used in
the present method are given in the following sub-sections. Both an independent
search method and a cooperative search algorithm are implemented. In the former,
ail searches proceed independently and the best solution is collected at the end. In
the latter, it is hoped that by exchanging information arnong the search threads the
efficiency of the global search will increase to yield a higher-quality final solution.
The cooperation aspect of the parallelization scheme is achieved through asyn
chronous exchanges of information. Information is shared through a solution ware
house or pool of solutions. In this scherne, whenever a thread desires to send ont
information, it sends it to the pool. Similarlv. when a thread accesses outside
information, it reaches ont and takes it from the pool. Communications are mi
tiated exclusively by the individual threads, irrespective of their role as senders
or receivers of information. No broadcasting is taking place and there is no need
for complex mechanisms to select the threads that will receive or send information
and to control the cooperation. The solution warehouse is thus an efficient impie
mentation device that allows for a strict asynchronous mode of exchange, with no
pre-determined connection pattern, where no process is interrupted hy another for
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communication purposes, but where any thread may access at ail times the data
previously sent out by any other search thread. The solution warehouse keeps the
information in an order appropriate for the exchange rnechanism coiisidered.
To fuily characterize the cooperation process, one has to specify (i) the in
formation which is to be shared; (ii,) the particular methods that make up the
cooperative search; (iii] the time when communications ocdur; (iv] the utilization
each thread makes of the irnported information (Toulouse, Crainic, and Gendreau
[105], Craillic and Toulouse [28, 29], Crainic [24]).
The information exchanged among cooperating procedures has to be meaning
ful, in the sense that it has to he useful for the decision process of the receiving
threads. Information that gives the current statils of the global search or, at least, of
some other searches is, in this sense, meaningful. In the impiementations described
in this paper, threads share information about their respective good solutions iden
tified so far. When a thread improves the imported solution or wheu it identifies
a new best solution, it sends out the solution. This scheme is intuitive aid simple.
and it satisfies the meanhigfulness requirement.
The selection of the iiiethods involved in cooperation was mainly oriented to
ward obtaining: (‘i,) Good quaiity solutions; (ii,) A broad diversity of solutions to
facilitate the discovery of prornising regions; (iii) The rapid production of interme
diate solutions to feed the information exchange mechanisms. Tabu search meth
ods and, recently, evolutionary algorithms have provided some of the best solutions
found so far in the literature. IVioreover, evolutionary algorithms may contribute
toward increasing the diversity of solutions exchanged among cooperating meth
ods. It was thus decided to include tabu search and evolutionary algorithms in the
cooperative framework.
Taburoute (Gendreau, Hertz. and Laporte [49]) and unified tabu search (Cordeau,
Laporte, and Mercier [23]) were the two tabu search-based methods considered.
Two evolutionary algorithms were also inciuded with simple but differellt. crossover
mechanisms. Construction and improvement heuristics were also included to gen
erate an initiai population (pool of solutions) and to perform post-optimization.
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These methods are described in the following sub-sections, together with the corre
sponding mechanisms for exchanging information with the solution warehouse and
for processing this data.
2.10.2 The Cooperating Methods
2.10.2.1 Taburoute
The Taburoute tabu search rnethod (Gendreau, Hertz, and Laporte [49]) was
originally proposed for the vehicle routing problem with capacities and route length
restrictions. In this algorithm, the neighborhood of a solution is defined by con
sidering a sequence of adjacent solutions obtained by repeatedly removing a node
from its current route and reinserting it into another route that contains one of
its p nearest neighbors. Re-insertion is done by means of the generatized insertion
(GENI) procedure. The post-optimization procedure unstringing-stringing (US)
attempts to improve the solution by trying to remove and reinsert each node of a
route. The two procedures make up the GENIUS heuristic (Gendreau, Hertz, and
Laporte [48], Gendreau et al. [50]). When a node is rnoved, it is tagged as ‘Tabu”,
to prevent it from moving back to its original route, for a number of iterations uni
formly drawn from a [inJ,sttp] interval. Moving to infeasible solutions is allowed
during the course of the algorithm, in order to decrease the likelihood of getting
trapped in local optima, but a penalty term in the objective function is increased
when solutions obtained in the last 10 iterations are infeasible. The diversification
strategy penalizes vertices that have been moved frequently in order to avoid con
sidering similar solutions. A false start is performed at the beginning by performing
a local search on a (usually random) solution to find a good initialization.
In the time window versions of Taburoute and GENIU$ developed for the coop
erative parallel method, insertion is only allowed when no time window constraints
are violated. The method will send improving solutions to the central warehouse
and require solutions from the warehouse before diversification. This imported so
lution will be accepted if it’s better than the current one. Otherwise, the algorithm
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will proceed from its own solution.
2.10.2.2 Unified tabu
The Unified tabu $earch heuristic proposed by Cordeau, Laporte, and Mercier
[23] is one of the best tabu search-ba.sed methods for the VRPTW. The unified
tabu also solves two important generalizations of the VRPTW: the periodic and
the multi-depot vehicle routing problems with time windows. The major benefits
of the approach are its speed, simplicity, fiexibility, as well as the quality of the
produced resuits.
Unified tabu uses several of the features of Taburoute, namely the same neigh
borhood structure, GENT insertions, long-term frequency-based penalties. It also
differs from Taburoute in a number of ways. The search is applied to a single ini
tial solution, fixed tabu durations are used and no intensification phase is included.
The methods allows intermediate infeasible solutions (similarly to Tabiiroute), but
modifies its search parameters at each iteratiou according to whether the previous
solution was feasible or not with respect to capacity or route duration. The tabu
mechanism operates on an attribute set
3(x) {(i,k) : customer v is visited by vehicle k in solution x.} (2.14)
Neighbor solutions are obtained by removing (j, k) from B(x) and replacing it
with (i,k’), where k’ k. Attribute (i,k) is then declared tabu for a number of
iterations, and the aspiration criterion is defined relative to attribute (j, k). At the
end of n iterations, a GENIUS-based (Gendreau et aÏ. [50]) post-optimization is
applied to each route of the best feasible solution found.
To integrate this method iuto a cooperative mechanism, one has to create mo
ments when communications are possible (this step is required since neither inten
sification nor diversification are in the original design). We decided to stop the
method after w iterations and import a solution from the central warehouse. This
solution is then used to re-start the search. On the other hand, improving feasible
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solutions are sent to the wa.rehouse.
2.10.2.3 Evolutionary Algorithms
Two evolutionary algorithms also participate in the cooperative global search.
Both methods use the solution warehouse as population. Two parent solutions
are chosen randomly and a probabilistic mutation is performed on a copy of each
parent (for each arc, a 1% probability to replace it with a randomly-chosen one).
The algorithms differ by the crossover operator used, either an order crossover
(OX,) or an edge recombznatzon (ER) crossover. When required, a repair procedure
restores the feasibility of the solution by re-ordering or re-routing nodes reached
after their closing time windows. The offspring is sent to the solution warehouse.
The OX operator is based on a path representation on each route and attempts
to preserve the relative order of the custorners in the second parent. It copies
a sub-chain of the first parent to the offspring: the remaining positions are filleci
by customers that are no yet in the offspring, in the order that they appear in
the second parent. The ER crossover operator aims to preserve the maximum
number of arcs from the parent and to introduce a minimum number of new arcs.
An adjacency table is constructed to represent, for each node, the nodes that are
adjacent to it in each parent. The construction of the offspring is performed by
selecting paths with a minimum number of arcs between two adjacent nodes that
are not yet in the offspring. A back-track scheme is performed when nodes are left
with no active arcs.
2.10.2.4 Post-Optimization
The ejection chain principle is rnainly used to explore large and complex neigh
borhoods in tabti Search and corresponds in general to chained-movements of so
lution elements among several solutions. Two types of Ejectioll Chains are used
in the VRP literature (Glover [52], Glover [551, Rego [851, Rego [86]. Rousseau,
Gendreau, and Pesant [88], Caseau and Laburthe [17]). The first type is called
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a multi-node exchange process and involves only one route at a time. Ail uode
exchanges are performed within the same route and the last node of the chain
takes the position of the first node. The second type is called a multi-node insert
process and involves several routes with exchanges being performed on two routes
at a tirne. A uode is ejected from the first route and inserted into a second one,
from which another node is eventually ejected to be inserted into another route.
and so on and so forth until a certain number of exchanges is attained.
The proposed Ejection Search procedure is based on the multi-node process and
tries to empty a route, called the origin route, by sequentially ejecting its nodes
and inserting them into other routes. An ejected node does not, however, replace
an existing node. Rather, it is simply inserted in a destination route between two
existing nodes. If the insertion of this node causes the receiving route to become
infeasible, other nodes of this route are ejected until feasibility is regained. This
process is repeated for subsequent destination routes until the maximum number of
exchanges is attained, at which point the process backtracks to choose alternative
destination routes if the route-feasibility criterion is still not met.
The origin route is chosen according to the shortest tour in distance, the tour
with the smallest number of customers, the tour with the highest residual capacity,
or the tour with the smallest sum of distance of each customer to its closest neigh
bor. The nodes in the chosen origin tour are ejected one at a time to maximize
the total saving in distance (the saving in the origin tour minus the added detour
in the destination tour) and the slack in the available capacity of the destination
route.
The proposed ejection-chain search and classical 2-Opt, 3-Opt, Or-Opt heuris
tics (Kindervater and $avelsbergh [691, De Backer et aÏ. [33]) make up the post
optimization procedure. They are executed one after the other (ejection search
followed by 2-opt, 3-opt and finally Or-opt) to improve the solutions received by
the solution warehouse as described in Section 2.10.3.
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2.10.2.5 Initial Solutions
A number of classical heuristics have also been iricluded to generate initial
solutions and help diversify the pool. four simple construction heuristics from
Bentley [6] were adapted for the VRPTW: (i,) least successor; (ii, double-ended
nearest neighbor, which starts from a seed node for each tour and sequentially
adds the nearest feasible node on each side of the current tour until the tour is full;
(iii) multiple fragments, which sequentially adds the shortest arcs to form feasible
tours; and (iv) shortest arcs hybridizing, which is similar to the previous heuristic
but adds arcs probabilistically according to their length (shorter length arcs have
a greater probability of being chosen). When required, the repair procedure is
applied to the resulting solutions.
2.10.3 The Cooperation Mechanism
The solution warehouse is the core of the cooperation mechanism. It keeps
good, feasible solutions and is dyllamically updated by the independent search
processes. The pool of solutions forms therefore an elite population from which the
independent procedures will require solutions at various stages of execution. Path
representation is used to keep solutions in solution warehouse. These solutions are
ordered first by the number of vehicles (in increasing order) and then according
to the weighted sum of the corresponding travel tirne, total distance, waiting time
and residual time for all customers (see Section 2.11).
The solution warehouse is divided into two sub-populations: in-training and
adnÏt. All solutions received from the independent processes are placed in the in-
training part. The post-optimization procedure is then applied and the resulting
solution is moved to the adult sub-population. Duplicate solutions are eliminated.
All requests for solutions initiated by the independent processes are satisfied by the
adult sub-population. Solutions are selected randomly according to probabilities
biased toward the best based on the same fullction used to order solutions in the
solution warehouse.
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In the collaboration diagram depicted in Figure 2.5, each independent method
(the construction heuristics are grouped together) is encapsulated in an MPI pro
cess. An MPI process contains the particular algorithm, a communication mecha
nism for exchanging solutions, and a control rnechanism for parameter setting, mi
tialization, termination, and solution acceptance. The cooperative method works
through the solution warehouse, which is the central point of communication. It
provides starting and diversification solutions to tabu search procedures and parents
to the evolutionary algorithms (E.A). The population size in the solution warehouse
is fixed to a value related to the problem size (lO*size) and the worst results are
eliminated as needed. No direct communications take place between processes thus
enforcing their independence and the asynchronous mode of exchange. This scheme
makes the cooperation design simpler and, eventually, allows easy modification of
the parallel system by adding new methods or dropping inefficient ones.
2.11 Computational Experiments
The experimental study had a dual objective: (j) to compare the proposed ware
house cooperative parallel meta-heuristic to the best performing methods proposed
in the literature for the VRPTW and, thus, to validate our daim that the pro
posed rnethod offers comparable performance in terms of both solution quality and
Figure 2.5: Collaboration diagram
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computation effort; (ii) to evaluate the role of cooperation and the contribution of
the individual methods involved in the cooperation, in partictilar the impact. of the
qua.lity of indivïdual methods on the performance of the global search. The ulti
mate objective of the cooperative search is to show that by combining off-the-shelf
methods rohustness can be attain with linear speedup and no calibration.
We start by indicating the problem data sets used, the settings of the individual
and global searches, and the computing environment. Resuits are then presented,
compared, and analyzed. Finally, we present a brief analysis of the behavior of the
parallel cooperative search.
2.11.1 Experimerrtal setting
A different search method is run on each of four processors (two for tabu
search and two for evolutionary algorithm). The solution warehouse, the post
optimization. and the constrution methods are run on another processor for a
total of five processors in this study.
Experimentations were performed on two versions of the cooperative search to
study the influence of the individual rnethods on the global performance and the
interaction between the methods when used in cooperation. The flrst experirnen
tation (identified LCO2 in the following) consists of two Tahuroute methods (TS1
and TS2) and the two evolutionary algorithms (OX and ER). In the second cx
periment (LCO3), the unified tabu (UT1) replaces the second Taburoute rnethod.
The evolutionary algorithms do not change.
Two sets of parameters were defined for the Taburoute search threads based on
those indicated in the original paper for the VRP (Cendreau, Hertz, and Laporte
[49]. Both sets used a tabu tag length of [5,10] iterations. Each set used a different
seed as well as different p-neighhorhood dimensions (15% and 20% of the nodes
are evaluated in the flrst and second Tabu search, respectively), initial solutions
(the best solution out of 15 and 20 false starts), and penalty factors for frequently
rnoved vertices (1 and 0.5). The parameters for the value function presented in
the initial article by Cordeau, Laporte, and Mercier [23] : a = I
,
/3 1, y = 1) were
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used for the unified tabu search thread. Finally, an arc mutation probability of
1/100 was used on temporary copies of the parents for the crossovers used by the
evolutionary algorithms.
Tests have been carried out on the standard set of test problems proposed
by Solomon [93] and used by ail authors. The set contains 56 problems of 100
customers each. We also used the extended set produced by Homberger and Gehrin
[64] with 300 problem instances that vary from 200 to 1000 customers.
The Solomon standard and extended problems are divided into six categories,
named Cl, C2, Ri, R2, RC1, and RC2. For ail problem instances, customers are
distributed iII a [0,100] square unit. The customers in sets C are clustered together,
while those in sets R are distributed randomly. Problems in sets RC combine the
two characteristics. Time windows at the depot are relatively small for problems of
type 1, to allow less customers to be served by each route; time windows are larger
for problems of type 2. The service time is of 10 units by customer for problems of
type R and RC, and of 90 units for class C.
Solutions in the aduit sub-population of the solution warehouse are sorted, first
by the number of vehicles, second by a weighted sum, C(p), of attributes: the total
time required to serve all customers, the associated total distance and total waiting
tirne at customers, and the sum of the slack left in each time window:
C(p) = W1 * total Time + W2 * totaïDistance + 1473 * totalWait + W4 * totalSlack
W1 through W4 where set to 1 in ail the reported experiments. This measure
combined with the number of vehicles gives us an overall idea of the solution quality
(totalTime and totaïDistance) and ftexibility (totalWait and totatStack). The two
last measures indicate how much slack there exists in the solution and how easily
feasible neighboring solutions may be expiored.
Runs of 12 minutes wall dock time are performed by the cooperative meta
heuristic for each of the 100 city problems, while 50 minutes are given to the
sequential runs of the independent algorithms. Longer running times, equal to
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those reported by Homberger and Gehring [64] were allowed for the larger problem
instances. These times go up to 50 minutes wall dock time for the 1000 city
problem.
Clusters of five Pentium III computers were used for both versions of the coop
erative search. The first version (LCO2) was run on 500MHz CPUs with 128MB
of RAM under Windows. The second version (LCO3) was run on 850MHz CPUs
with 512MB of RAM under Linux. Communications were managed by Voyager
and MPICH for version LCO2 and LCO3, respectively. Computations of distances
have been carried out in double precision. The second implementation (LCO3) is
machine independent and can be run with MPICH on Unix, Windows, or Linux.
2.11.2 Computational resuits
Average resuits for each set of problem instances are given in this section. Com
plete resuits are presented in the Appendix for LCO3 and in Le Bouthillier and
Crainic [76] for LCO2. Tables display average values for the total number of
hicles and the total distance (just below the number of vehicles) for each problem
class and, globally, for cadi meta-heuristic. Best results are indicated in bold char
acters. Tables 2.4 to 2.11 also display the cumulative number of vehicles (CNV) and
cumulative total distance (CTD) for each procedure. Unless otherwise indicated,
resuits were obtained on the classical Solomon data set with 100 custorners.
First, a comparison is made between the sequential methods involved in tic
cooperative search. Results are displayed in Table 2.2. The five meta-heuristics
equally solve the problems of type C that have clustered customers. This is not sur
prising since it is easy to assign distant customers to distinct routes which belong to
the optimal solution. Problems with randomly positioned customers and large time
windows are more difficult to solve. There is no clear winner, although the unified
tabu search slightly outperforms our version of Taburoute and the evolutionary
algorithms.
Table 2.3 displays resuits for the cooperative (LCO2 and LCO3) and indepen
dent (LCIND) parallel methods using TSI, UT, DX and ER. In the independent
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Class UT1 TS1 TS2 ER OX
Ri 12.0$ 12.17 12.17 12.25 i2.49
1210.14 1211.10 1215.45 1211.38 1218.79
Cl 10.00 10.00 10.00 10.00 10.00
$28.38 $28.38 828.38 828.38 828.38
RCi 11.50 11.50 11.67 11.88 11.74
1389.78 1388.24 1384.65 1394.28 1380.29
R2 2.73 2.94 2.96 2.94 3.02
969.57 955.18 958.95 966.78 954.32
C2 3.00 3.00 3.00 3.00 3.00
589.86 589.86 589.86 589.86 589.86
RC2 3.25 3.25 3.25 3.38 3.31
1134.52 1145.29 1147.00 1118.63 1144.13
Table 2.2: Internai Comparisons
runs, there is no communication between the individual searches and the solution
warehoiise serves oniy to report the best solution of ail the four methods (UT1,
TS1. ER, OX). It is worth recalling that each independent method runs for 50
minutes and the parallel method runs for 12 minutes for each of the five processors
(one for each method and one for the solution warehouse). There is a speedup of
1 .2 when comparing the total dock time of each cooperative method (LCO2 and
LCO3) to the sequential run (LCIND) as seen in figure 2.7 and 2.8. In both cases,
the best solution is found in less than 600 seconds for both cooperative methods
and in 3600 seconds for sequential methods.
The resuits indicate that cooperation increases the robustness of the search,
without an increase in computation cost. The method LCIND is slightly better
than LCO2 due to the use of a better tabu search (UT). The cooperative search
is able to produce better results than the best independent method. Furthermore.
even accounting for a significant speedup, the cumulative number of vehicles is
reduced by two for LCO3 when compared to the independent method. With only
one fifth of the time available when running in sequential mode, individual meth
ods benefit from the cooperation and are thus able to obtain the same or better
solution quality than in sequential (with only one exception out of 356 problems --
52
R205
-- with 0.49% more distance for LCO3). On average the cooperative method
shows better total distance for each class of problems compared to the independent
approach.
To assess the performance of the cooperative parallel meta-heuristic, we com
pared the resuits of the two variants (LCO2 and (LCO3) to those of the best
methocis (published or not) for the VRPTW, reviewed in Section 2.9: Rochat anci
Taulard ([87], denoted RT). Homberger and Gehring ([64], denoted G1199), Tau
lard et aÏ. ([99], deuoted TB), Rousseau, Gendreau, and Pesant ([88], denoted
RGP), Cordeau. Laporte and IViercier ([23], denoted CLM), Bràysy, Hasle, and
Dullaert ([11] - BHD), Homberger ([63], denoted H99), Bràysy and Dullaert ([13],
denoted EA2), Gehring and Homberger (2001[47], denoted GHO1), Briiysy ([12],
denoted 1101), and Bent and Hentenryck ([5], denoted BVH). Table 2.4 displays
the resuits on the standard 100-customer problem sets (the oniy set addressed by
ail). The table also presents the CNV, the CTD for each method, and the experi
ment settings (CPU time, number of runs alld minutes for each run).
The performance of the two versions of the proposed cooperative are compet
itive even if no particular calibration has been performed. The solution quality
is comparable to the best of the sequential and parallel methods (LCO3 is in Zth
position with regard to the CNV), while computation times are reasonahie, even
when we take into account the five processors used.
We also compared our resuits to those in the literature on the extended data
sets provided by Homberger and Gehring [64]. Table 2.11 shows the total CNV and
CTD for ah 300 problems of the extended set. Average results by problem size and
class can be found in Tables 2.6 to Tables 2.10. Detailed results by problem and
class can be found in Tables 2.14 to Tables 2.18 iII the Annex. For each problem
size and class, each table displays the CNV, the CTD, and the CPU time for each
method.
Resuits are again very satisfying. The quality of results and the computation
effort are on a par with the best methods available. Five new best solutiolls are
found and shown in Table 2.5.
Class LCIND LCO2 LCO3
Ri 12.08 12.17 12.08
1210.14 1209.27 1209.19
Cl 10.00 10.00 10.00
$28.38 828.3$ 828.38
RC1 11.50 11.50 11.50
1388.24 1389.22 1386.38
R2 2.73 2.82 2.73
969.57 965.91 960.95
C2 3.00 3.00 3.00
589.86 589.86 589.86
RC2 3.25 3.25 3.25
1134.52 1143.70 1133.30
Table 2.3: Cooperative versus Independe;it Methods
Author Ri R2 Cl C2 RC1 RC2 CNV/CTD Experiment
RT 12.25 2.91 10.00 3.00 11.88 3.38 415 SG. 100IVIHz
1 208.50 961.72 828.38 589.86 1 377.39 1 117.44 57 231 1 rIin, 92.2 Min
CH99 12.42 2.82 10.00 3.00 11.88 3.25 415 4 P200MHz,
1 198 947 829 590 1 356 1 144 56 946 1 run, 5 Min
TE 12.17 2.82 10.00 3.00 11.50 3.38 410 Sun 10
1 209.27 980.27 828.385 589.86 1 388.24 1 140.42 57 521 1 run, 248 Min
LC02 12.17 2.82 10.00 3.00 11.50 3.25 409 5 P500IVIhz
1 209.27 965.91 828.38 589.86 1 389.22 1 143.70 57 573 1 run, 12 Min
RGP 12.00 2.82 10.00 3.00 11.50 3.38 408 Sun UlO
1 203.38 950.77 828.38 589.86 1 366.45 1 093.46 56 752 n/a
CLM 12.08 2.73 10.00 3.00 11.50 3.25 407 n/a
1 210.14 969.57 828.38 589.86 1 389.78 1 134.52 57 555 Sun U2 300MHz
LCO3 12.08 2.73 10.00 3.00 11.50 3.25 407 5xP850 MHz,
1 209.19 963.62 828.38 589.86 1 389.22 1143.70 57412 1 run, 12 Min
BHD 12.00 2.73 10.00 3.00 11.50 3.25 407 AMD 700 MHz,
1 239.77 1 016.86 832.06 590.68 1 417.79 1 199.95 59 210 1 run, 2.6 Min
H99 11.92 2.73 10.00 3.00 11.63 3.25 406 P200 MHz,
1 228.06 969.95 828.38 589.86 1 392.57 1 144.43 57 876 10 runs, 13 Min
EA2 12.00 2.73 10.00 3.00 11.50 3.25 406 AMD 700Mhz
1 220.14 977.57 828.38 589.86 1 397.44 1 140.06 57 870 3 runs, 9.1 Mins
GHO1 12.00 2.73 10.00 3.00 11.50 3.25 406 4 P400 MHz,
1 217.57 961 .29 828.63 590.33 1 395.13 1 139.37 57 641 5 runs, 13.5 Min
BOl 11.92 2.73 10.00 3.00 11.50 3.25 405 P200 MHz,
1 222.12 975.12 828.38 589.86 1 389.58 1 128.39 57 710 1 run, 82.5 iViin
BVH 12.18 2.73 10.00 3.00 11.50 3.25 405 Sun UlO 440Mhz
1 231,08 954. 18 828.38 589.86 1 384.17 1 124,47 57 272 5 run, 120 IViin
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Table 2.4: Comparison of average results n lOO-customer problems
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New best known CNV and CTD mea.sures for the 200-customer problem set
and six new best averages for RC1-100, R2-200, RC2-200, RC2-400, RC2-600, and
RC2-1000 custorner problem classes are also reported in bold in Tables 2.6 to 2.10.
These results are a clear indicator of the robustness of the proposed cooperative
search, which also seems to perform better than the others on the RC2 problem
class.
2.11.3 Solution warehouse evolution
The results presented in the preceding sub-section emphasize the interest of
cooperation. We 110W turn to the issue of the behavior of the cooperation.
Table 2.12 displays the distribution of the number of solutions sent to the solu
tion warehouse by each individual method for problem instance RC204 for methods
LCO2 and LCO3, respectively. For the first version, the Taburoute methods iden
tify the largest number of good solutions, with the first thread, which has the set
of parameters recommended by the authors, contributing the largest number. The
unified tabu search contributes the largest number of best solutions in the second
version, the Taburoute thread taking second place. It is noteworthy that for both
versions, ah processes contribute solutions to the warehouse alld, as the comparison
to the independent search method shows (Table 2.3), these solutions are important
for the performance of the cooperative rnethod in terms of solution quality.
This insight is also supported by the evolution of the cooperative meta-heuristic,
as illustrated by the evolution of the best solution kept in the solution warehouse,
and its comparison to the evolution of the independent search method. Figures
2.6, 2.7, and 2.8 display this behavior for a typical problem (RC204) for the In
dependent, LCO2, and LCO3 search methods, respectively. In these figures, the
best value of the objective function is plotted in time (in seconds) and the individ
ual method that generated each solution is identified. The best sequential method
value indicated in Figures 2.7 and 2.8 corresponds to the last solution identified
by thread TB1 in Figure 2.6. These figures clearly indicate that, after a warm
up period, all methods contribute to the improvement of the solution. Que also
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No Instance Number of vehicles Distance
1 Ri-2-3 18 3164.41
2 RC2-2-6 4 3086.76
3 Cl-4-7 39 7668.33
4 RC2-8-6 15 19744.73
5 RC2-iO-5 18 29352.08
Table 2.5: New best solutions
Class GH99 CH01 BVH CES LC02 BHD LC03
Ri 18.20 18.20 18.20 18.20 18.40 18.20 18.20
3 705 3 855.03 3 677.96 3618.68 3 716.36 3 718.30 3 676.95
R2 4.00 4.00 4.10 4.00 4.00 4.00 4.00
3 055 3 032.49 3 023.62 2942.92 2 986.01 3 014.28 2 986.01
Ci 18.90 18.90 18.90 18.80 19.30 18.90 18.90
2 782 2 842.08 2 726.63 2717.21 2 757.36 2 749.83 2 743.66
C2 6.00 6.00 6.00 6.00 6.00 6.00 6.00
1 846 1 856.99 1 860.17 1833.57 1 837.02 1 842.65 1 836.10
RC1 18.00 18.10 18.00 18.00 18.00 18.00 18.00
3 555 3 674.91 3 279.99 3221.34 3 449.71 3 329.62 3 449.71
RC2 4.30 4.40 4.50 4.40 4.30 4.40 4.30
2 675 2 671.34 2 603.08 2519.79 2 627.31 2 585.89 2 613.75
CNV 694 696 697 694 700 695 694
CTD 176 180 179 328 171 715 168 573 173 738 172 406 173 061
Computer P200 P400 Sun UlO P2000 P500 AMD700 P850
CPU Min 4x10 4x2.1 n/a 1x8 5x10 2.4 5x10
Table 2.6: Average results 200-customers
Class GH99 GHO1 BVH GES LCO2 BHD LCO3
Ri 36.40 36.40 36.40 36.30 36.70 36.40 36.50
8 925 9 478.22 8 713.37 8 530.03.05 8 851.55 8 692.17 $ 839.28
R2 8.00 8.00 8.00 8.00 8.20 8.00 8.00
6 502 6 650.28 6 959.75 6 209.94 6 249.05 6 382.63 6 437.68
Cl 38.00 38.00 38.00 37.90 38.00 37.90 37.90
7 584 7 855.82 7 220.96 7 148.27 7 651.18 7 230.48 7 447.09
C2 12.00 12.00 12.00 12.00 12.30 12.00 12.00
3 935 3 940.19 4 154.40 3 840,85 3 890.24 3 894.48 3 940.87
RC1 36.10 36.10 36.10 36.00 36.00 36.00 36.00
8 763 9 294.99 8 330.98 8 066.44 8 704.82 8 305.55 8 652.01
RC2 8.60 8.80 8.90 8.80 8.70 8.90 8.60
5 518 5 629.43 5 631.70 5 243.06 5 447.28 5 407.87 5 511.22
CNV 1 390 1 392 1 393 1389 1 398 1 391 1 390
CTD 412 270 428 489 410 112 390 386 409 741 399 132 408 281
Computer P200 P400 Sun UlO P2000 P500 AMD700 P850
CPU Min 4x20 4x7.i n/a 1x17 5x20 7.9 5x20
Table 2.7: Average resuits 400-customers
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Class GH99 GH01 BVH GES LC02 BHD LC03
Ri 54.50 54.50 55.00 54.50 54.80 54.50 54.80
20 854 21 864.47 19 308.62 18 358.68 20 624.85 19 081.18 19 869.82
R2 11.00 11.00 11.00 11.00 11.20 11.00 11.20
13 335 13 656.15 14 855.43 12 703.52 13 097.70 13 054.83 13 093.97
Cl 57.90 57.70 57.80 57.80 58.00 57.80 57.90
14 792 14 817.25 14357.11 14 003.09 14 523.65 14 165.90 14 205.58
C2 17.90 17.80 17.80 17.80 18.00 18.00 17.90
7 787 7 889.96 8 259.04 7 455.83 7 704.85 7 528.73 7 743.92
RC1 55.10 55.00 55.10 55.00 55.20 55.00 55.20
1$ 411 19 114.02 17 035.91 16 418.63 18 012.52 16 994.22 17 678.13
RC2 11.80 11.90 12.40 12.10 11.80 12.10 11.80
11 522 11 670.29 11 987.89 10 677.46 11189.75 11 212.36 11 034.71
CNV 2082 2079 2091 2082 2090 2084 2088
CTD 867 010 890 121 808 646 796 172 851 553 820 372 836 261
Computer P200 P400 Sun UlO P2000 P500 AMD700 P850
CPU Min 4x30 4x12.9 n/a 1x40 5x30 16.2 5x30
Table 2.8: Average resuits 600-custorners
Class 0H99 GHO1 BVH GES LCO2 BHD LCO3
Ri 72.80 72.80 72.70 72.80 73.10 72.80 73.10
34 586 34 653.88 33 337.91 31 918.47 33 552.40 32 748.06 33552.40
R2 15.00 15.00 15.00 15.00 15.20 15.00 15.00
21 697 21 672.85 24 554.63 20 295.28 20 158.94 21170.15 21 157.56
Cl 76.70 76.10 76.10 76.20 76.30 76.30 76.30
26 528 26 936.68 25 391.67 25 132.27 26 278.74 25 170.88 25 668.82
C2 24.00 23.70 24.40 23.70 24.20 24.20 24.10
12 451 11 847.92 14 253.83 11 352.29 12 056.74 11 648.92 11 985.11
RC1 72.40 72.30 73.00 73.00 72.30 73.00 72.30
38 509 40 532.35 30 500.15 30 731.07 37 722.62 30 005.95 37 722.62
RC2 16.10 [6.10 16.60 15.80 15.80 16.30 15.80
17 741 17 941.23 18 940.84 16 729.18 17 464.30 17 686.65 17 441.60
CNV 2770 2760 2778 2768 2769 2776 2766
CTD 1 515 120 1 535 849 1 469 790 1 373 662 1 472 337 1 384 306 1 475 281
Computer P200 P400 Sun UlO P1500 P500 AMD700 P850
CPU Min 4x40 4x23.2 n/a 367.1 5x40 26.2 5x40
Table 2.9: Average resuits 800-customers
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Class GH99 GHO1 BVH GES LC02 3HD LC03
Ri 91.90 9190 92.80 92.10 92.20 92.10 92.20
57 186 58 069.61 51 193.47 49 281.48 55 280.49 50 025.64 55 176.95
R2 19.00 19.00 19.00 19.00 19.20 19.00 19.20
31 930 31 873.62 36 736.91 29 860.32 30 951.07 31 458.23 30 919.77
Ci 96.00 95.40 95.10 95.10 95.30 95.80 95.30
43 273 43 392.59 42 505.35 41 569.67 44 061.43 42 086.77 43 283.92
C2 30.20 29.70 30.30 bf29.70 30.10 30.60 29.90
17 570 17 574.72 18 546.13 16 639.54 17 365.26 17 035.88 17 443.50
RC1 90.00 90.10 90.20 90.00 90.00 90.00 90.00
50 668 50950.14 48 634.15 45 396.41 49 711.36 46 736.92 49 711.36
RC2 19.00 18.50 19.40 18.70 18.50 19.00 18.50
27 012 27 175.98 29 079.78 25 063.51 26 309. 10 25 994.12 26 001.11
CNV 3461 3446 3468 3446 3453 3465 3451
CTD 2 276 390 2 290 367 2 266 959 2 078 110 2 236 787 2 133 376 2 225 366
Computer P200 P400 Sun UlO P2000 P500 AMD700 P850
CPU Min 4x50 4x30.1 n/a 1x600 5x50 39.6 5x50
Table 2.10: Average resuits 1000-customers
GH99 GHO1 BVH GES LCO2 BHD LCO3
CNV 10397 10373 10427 10383 10410 10411 10 389
CTD 5 246 970 5 324 154 5 176 616 4 851 217 5 144 136 4 909 592 5 118 250








Table 2.12: Distribution of improved solutions found by rnethods LCO2 and LCO3
for RC204
5$
notices that the cooperative search flnds better solutions faster than the indepen
dent search, and that it does so in the early stages of the resolution. This indicates
that cooperation impacts the search early on in the process. Even in the case were
a method like the unifled tabu search flnds better solutions more often, the other
rnethods have a positive influence and can lead to better solutions as shown in Fig
ure 2.8: while the unifled tabu search was not able to find this best solution when
run independently, it yielded better solutions at the beginning of the cooperative
search, which signiflcantly reduced the warm-up period. Figures 2.7 and 2.8 also
illustrate how cooperation may allow to get out of a local minimum and continue
the search toward a signiflcantly improved solution.
On a general note, one unified tabu search cooperating with one Taburoute were
able to perform better than two Taburoute versions, mainly due to the quality of
solution produced by the unifled Tabu search. This indicates that the quality of
the individual methods in cooperation has an impact on the global performance of
the method. However, as illustrated by the performance of LCO2, the cooperative
search will produce good results for as long as the individual threads produce
reasonably good solutions.
The results also indicate that cooperation changes the behavior of each method
by inducing new information. This property strongly suggests that cooperative
search should 5e considered a method by itself and be studied as such. With
respect to the VRPTW in particular, the solution warehouse cooperation between
the Tabu search and the evolutionary mechanisms allows excellent quality solutions
in very reasonable computing times.
2.12 Conclusions
We have presented a new parallel cooperative meta-heuristic for the VRPTW.
The proposed meta-heuristic displays very good performance in terms of solution
quality, computational effort, and robustness over the broad range of problem in
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Figure 2.8: Evolution of best solution values in time (s) for RC204 by LCO3
best in the literature. The cooperative framework is simple to implement and ex
pand, and shows great promise in addressing difficuit combinatorial problems, the
VRPTW in particular.
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Annex
The Annex contains detailed resuits obtained by the LCO3 cooperative search
meta-heuristic. Table 2.13 displays detailed resuits for the standard 100-custorner
problem instances. Tables 2.14 to 2.18 display detailed resuits for the extended set
of problems, from 200 to 1000 customers with best-known resuits outlined in hold
face (as of 2003/08/31 from the Sintef web site’).
# Ri R2 Ci C2 RC1 RC2
01 19/1650.79 4/1253.26 10/828.94 3/591.56 14/1696.94 4/1406.94
02 17/1487.60 3/1197.66 10/828.94 3/591.56 12/1554.75 3/1407.52
03 13/1294.24 3/942.64 10/828.06 3/591.17 11/126298 3/1073.39
01 10/982.72 2/855.21 10/824.78 3/590.60 10/1135.48 3/798.46
05 14/1377.11 3/1013.47 10/828.94 3/588.88 13/1643.38 4/1326.83
06 12/1253.23 3/932.47 10/828.94 3/588.49 11/1427.13 3/1158.81
07 10/1113.69 2/837.20 10/828.94 3/588.29 11/1230.54 3/1062.05
08 9/961.38 2/734.85 10/828.94 3/588.32 10/1139.82 3/832.36




Table 2.13: Detailed results LCO3 with number of vehicles/distance, 100 custorners
Ri R2 Cl C2 RCI RC2
01 20/4829.21 4/4502.17 20/2708.61 6/1931.44 18/3946.11 6/3136.85
02 18/4362.31 4/3703.86 18/2972.24 6/1863.16 18/3468.85 5/2827.45
03 18/3164.41 4/2976.64 18/2775.40 6/1775.11 18/3203.68 4/2637.41
04 18/3141.02 4/2034.20 18/2672.45 6/1742.00 18/2963.00 4/2084.89
05 18/4213.56 4/3417.98 20/2702.05 6/1879.01 18/3902.58 4/3087.98
06 18/3659.9 4/2959.14 20/2701.04 6/1857.75 18/3632.80 4/3086.76
07 18/3175.75 4/2532.95 20/2723.11 6/1849.46 18/3456.98 4/2550.56
08 18/2999.35 4/1872.11 19/2778.82 6/1824.43 18/3277.21 4/2341.34
09 18/3889.96 4/3115.60 18/2739.33 6/1832.04 18/3385.56 4/2291.43
10 18/3334.02 4/2745.45 18/2663.50 6/1806.60 18/3260.31 4/2092.74
Table 2.14: Detailed resuits LCO3 with number of vehicles/distance, 200 customers
‘Sintef web site www.sintef.no/static/am/opti/projects/top/
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# Ri R2 Ci C2 RC1 RC2
01 40/10709.18 8/9403.89 40/7152.06 12/4116.14 36/9438.51 11/7019.89
02 36/9266.18 8/7811.05 37/7517.45 12/4048.07 36/8587.76 10/6579.41
03 36/8551.10 8/6474.06 36/8035.08 12/4179.01 36/8032.76 8/6579.41
04 37/7421.58 8/4338.61 36/7340.59 12/3929.24 36/7460.19 8/3882.74
05 36/10139.75 8/7633.26 40/7152.06 12/3941.05 36/9372.21 9/6292.63
06 36/8881.72 8/6182.17 40/7153.46 12/3877.65 36/9285.81 8/6054.46
07 36/8023.67 8/5378.68 39/7668.33 12/3894.13 36/8867.02 8/5727.01
08 36/7464.09 8/4349.54 38/7211.43 12/3803.17 36/8686.80 8/5093.18
09 36/9343.73 8/6711.32 37/8198.38 12/3924.39 36/8536.53 8/4745.35
10 36/8585.78 8/6094.22 36/7042.09 12/3695.85 36/8252.50 8/4418.64
Table 2.15: Detailed resuits LCO3 with number of vehicles/distance, 400 ciistomers
Ri R2 Cl C2 RCÏ RC2
01 59/21875.04 11/18833.86 60/14095.64 18/7776.16 56/18295.89 15/13275.93
02 55/20131.27 11/15412.26 56/14332.05 18/8106.79 55/17413.64 12/12071.40
03 55/18517.45 12/12122.38 56/14376.87 18/8189.67 56/16422.98 11/10446.72
04 55/16656.90 11/8896.13 56/14063.21 18/7637.67 55/15847.45 11/8016.95
05 54/21580.31 12/15854.63 60/14104.35 18/7578.67 55/19769.65 13/12324.05
06 54/20291.10 11/13164.53 60/14093.83 18/7500.99 55/18482.75 12/10700.42
07 54/18570.23 11/10697.64 60/14295.01 18/7761.43 55/18286.55 11/11852.97
08 54/17030.55 11/8473.53 59/14259.39 18/7483.18 55/17598.42 11/11108.08
09 54/23250.86 11/14379.54 56/14387.23 18/7380.21 55/17228.39 11/10602.84
10 54/20794.47 11/13105.21 56/14048.18 17/8024.43 55/17435.59 11/9927.76
Table 2.16: Detailed results LCO3 with number of vehicles/distance, 600 customers
Ri R2 Ci C2 RC1 RC2
01 80/37666.58 15/29383.35 80/25030.36 24/11677.72 73/33213.55 20/20869.21
02 73/35472.29 15/23942.54 75/25518.17 24/13724.04 72/39696.20 17/18672.43
03 73/31690.97 15/19050.31 72/27341.54 24/12369.05 72/35577.87 15/15711.84
04 73/29711.21 15/14423.95 72/26111.68 24/11932.64 72/32654.10 15/12314.59
05 72/38633.08 15/25837.8 80/25167.67 24/11559.98 73/32860.34 16/19639.76
06 72/33388.80 15/21720.99 80/25167.00 24/11418.93 73/32701.01 15/19744.73
07 72/30737.79 15/17810.47 80/25514.25 24/11791.88 72/43829.43 15/17964.11
08 72/29282.40 15/13741.92 77/25802.26 25/11410.32 72/43694.60 15/16939.31
09 72/34976.41 15/23734.84 74/25569.05 24/11736.54 72/41816.70 15/16767.66
10 72/33964.51 15/21929.44 73/25466.2 24/12230.00 72/41182.44 15/15792.31
Table 2.17: Detailed resuits LCO3 with number of vehicles/distance, 800 custorners
Ri R2 Ci C2 RC1 RC2
01 100/54724.64 19/43975.28 100/42478.95 30/16889.95 90/51529.12 22/31457.37
02 92/56362.29 19/35901.41 93/44459.70 30/18606.36 90/48146.09 19/28071.59
03 92/50604.26 20/27169.56 90/44000.84 30/17801.03 90/46201.21 18/22680.56
04 92/46017.14 19/20002.45 90/42373.79 29/19662.83 90/44072.32 18/17449.25
05 91/70838.01 20/37656.48 100/42549.13 30/16586.46 90/52780.36 18/29352.08
06 91/54952.03 19/32167.55 100/42479.15 30/16473.14 90/52842.71 18/28797.14
07 91/50040.50 19/25261.34 100/42689.28 31/17662.34 90/51230.16 18/27202.21
08 91/46554.80 19/19294.61 97/43302.82 29/17219.59 90/50648.85 18/26037.65
09 91/61862.40 19/35146.70 92/45372.21 30/16984.60 90/50354.98 18/25115.60
10 91/59813.39 19/32622.36 91/43133.33 30/16548.74 90/49307.75 18/23847.69
Table 2.18: Detailed results LCO3 with number ofvehicles/distance, 1000 custorners
63
2.14 Synthèse
Dans cette publication, nous avons présenté le concept général de la coopéra
tion. Nous y avons étudié le contrôle de l’information entre les métaheuristiques et
l’entrepôt de données. La structure de contrôle et les mécanismes de gestion des
solutions au sein de l’entrepôt de données y ont aussi été détaillés.
Nous avons caractérisé le mécanisme de coopération par les quatre propriétés
suivantes
1. L’information qui est échangée entre les méthodes de recherches et l’entrepôt
de données;
2. Les méthodes de recherches impliquées;
3. Les moments de communications;
4. L’utilisation des informations reçues par chaque méthode et par l’entrepôt de
données.
La recherche coopérative proposée échange les solutions améliorantes et utilise
des recherches avec tabous afin d’éviter les pièges des optima locaux. Elle combine
aussi des algorithmes génétiques qui contribuent à la création de diversité au sein
de l’entrepôt de données. La communication entre les méthodes de recherches et
l’entrepôt de données est asynchrone, ce qui a pour effet de ne pas interrompre les
calculs en cours. Les méthodes de recherches envoient les solutions améliorantes et
demandent des solutions à l’entrepôt de données selon leurs mécaniques internes
(solutions de départ, parents pour les algorithmes génétiques, solutions pour diver
sification).
L’entrepôt de données classe les solutions en fonction d’une mesure qui combine
différents facteurs liés à la qualité des solutions. Il conserve les 1O*n (n étant la
taille du problème) meilleures solutions, les solutions de moins bonne qualité étant
éliminées au fur et à mesure. La taille de la population est proportionnelle à la
taille du problème afin de représenter adéquatement la diversité des attributs des
solutions possibles [16].
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Le choix des solutions envoyées aux méthodes de recherche est aléatoire, mais
biaisé vers les meilleures solutions. Ce mécanisme de sélection oriente vers les solu
tions prometteuses et laisse toutefois la place à la diversité pour éviter une conver
gence prématurée.
Nous avons aussi inclus un certain nombre de méthodes de créations de solu
tions qui offrent rapidement une base de diversité de solutions. Une méthode de
post-optimisation, en plus des traditionnels 2-opt, 3-opt, OR-opt, soit les chaînes
d’éjections, a permis dans plusieurs cas de vider des tournées et ainsi réduire le
nombre de véhicules. L’exécution de l’ensemble des méthodes de post-optimisation
permet d’obtenir un entrepôt de solutions dites « adultes ». De pius. nous avons
démontré que la combinaison de solutions post-optimisées produit de meilleurs ré
sultats qu’une post-optimisation a posteriori.
En analysant les résultats fournis par les dernières publications scientifiques.
aucune méthode ne fournit toutes les meilleures solutions connues. La combinaison
de différentes méthodes au sein d’une méthode coopérative est une approche qui a
augmenté la robustesse de résolution et la qualité des solutions produites. Dans le
présent modèle, des recherches avec tabous unifiés [23], des recherches avec tabous
basées sur Taburoute [49] ainsi que des recherches basées sur la combinaison de
solutions afin d’accentuer la coopération, tels des algorithmes évolutifs [65], ont
formé l’essentiel des méthodes de résolution retenues pour la qualité, la robustesse,
la diversité ainsi que la rapidité des solutions produites. Nous avons pu évaluer l’in
teraction de différentes méthodes au sein d’un entrepôt de données dans un cadre
expérimental. Nous constatons que, même si certaines méthodes semblent domi
nantes, la combinaison avec des méthodes complémentaires améliore les résultats
et la vitesse de calcul dès les premiers instants de la coopération. Ce concept d’en
trepôt de données tel qu’lltilisé par plusieurs implémentations comme dans Crainic




Les informations trouvées par les métaheuristiques peuvent être partagés afin
d’augmenter la connaissance sur l’espace de recherche. On parle de solutions com
plètes ou partielles, de solutions améliorant ou diversifiant les solutions déjà pré
sentes dans l’entrepôt de données, d’informations sur l’évolution de la recherche ou
bien des caractéristiques communes sur les solutions explorées [$9], [41], [81]. Dans
l’échange de l’information, il y a deux composantes le choix du type d’information
à échanger ainsi que les politiques d’envoi et de réception. Il est possible qu’une
information qui semble pertinente à l’émetteur ne le soit pas pour tous les receveurs
potentiels qui communiqueront éventuellement avec l’entrepôt de données.
L’entrepôt de données emmagasine ou élimine les informations recueillies des
différentes méthodes selon la pertinence de celles-ci. Dans notre approche, la per
tinence des informations de solutions a été évaluée en fonction de la qualité des
solutions. Nous avons choisi de partager des solutions complètes pour plus de gé
néralité face à d’autres problèmes difficilement décomposables et pour conserver
le contexte de l’ensemble des sous-solutions qui s’y retrouve. Le partage de solu
tions complètes demeure un choix indépendant au problème et permet de mesurer
l’avancée des méthodes qui les produisent.
Certaines méthodes partent de solutions initiales et peuvent dans des phases
de diversifications utiliser une autre solution pour poursuivre leur recherche vers
d’autres endroits. On remarque dans les études empiriques que les solutions de
départ fournies aux diverses méthodes de résolutions ont une influence marquée
sur la trajectoire de recherche.
Nous avons choisi de transmettre les solutions de façon probabiliste et biaisée
vers les meilleures, ce qui, de façon empirique, a produit les meilleurs résultats.
2.14.2 Discussion des résultats
Les expériences ont été effectuées sur le jeu de données de $olomon [93] et de
Gehring et Honiberger [64]. Ces auteurs se sont attaqué au problème de VRPTW
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respectivement de 100 noeuds et de 200 à 1000 noeuds. Les temps d’exécutions
utilisés dans nos expériences ont varié de 12 minutes pour les problèmes de 100
noeuds à 50 minutes pour les problèmes de 1000 noeuds, de manière à respecter
les temps utilisés par Homberger et Gehring [46]. Les résultats ont été obtenus
sur un cluster de 5 Pentium III de 850Mhz avec 512Mo de mémoire sous Linux
avec la librairie parallèle MPICH. Les calculs de distances entres les noeuds ont été
effectués en double précision.
Les résultats obtenus démontrent d’une part que les méthodes coopératives
peuvent être appliquées à un autre problème NP-difficile, celui du VRPTW, en
améliorant la qualité des meilleures solutions connues et d’autre part que les mé
thodes coopératives sont plus performantes que les méthodes individuelles. Nons
observons que les algorithmes génétiques, qui performent individuellement moins
bien que les recherches avec tabous, contribuent aussi au comportement global.
En effet, la recherche coopérative converge plus rapidement (prématurément) sans
la diversité introduite par les algorithmes génétiques et trouve de moins bonnes
solutions.
Nous concluons dans nos expériences que la coopération augmente la robustesse
de la recherche pour la même puissance de calcul. Elle produit aussi des résultats
de meilleure qualité. Au moment de la publication, notre recherche basée sur la
coopération se retrouvait en 7e position du palmarès de SINTEF 2 pour le nombre
total de véhicules (407 véhicules totaux) pour les 100 noeuds et en 3e position
(10389 véhicules totaux) pour les 200 à 1000 villes. Cinq des meilleurs résultats
connus ont aussi été améliorés.
En combinait des méthodes de recherches génériques
- et non les meilleures
méthodes, nous avons obtenu des résultats très satisfaisants. Ceci démontre que la
coopération est une façon d’augmenter la qualité des méthodes existantes avec un
développement minimal.
2SINTEF web site http ://www.sintef.no/static/am/opti/projects/top/
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2.14.3 Conclusion et perspectives
Ce chapitre fut mie introduction à la recherche coopérative. Nous avons présenté
les mécanismes de gestion de l’entrepôt de données et des échanges qu’il effectue
avec les métaheuristiques. Les solutions améliorantes sont transmises à l’entrepôt
de données qui peut en fournir à la demande des métaheuristiques, et ce, selon
leur propre mécanique interne. L’entrepôt conserve les solutions améliorantes et
envoie, de façon probabiliste mais biaisée vers les meilleures solutions, des solu
tions de départ, des parents pour les algorithmes génétiques ou des solutions de
diversifications aux méthodes de recherche qui en demandent. Les communications
asynchrones permettent un calcul ininterrompu.
Afin d’introduire une diversité dans l’exploration, nous avons combiné des re
cherches avec tabous et des recherches avec algorithmes génétiques. Ces méthodes
ont été adaptées pour résoudre le problème de VRPTW. D’excellents résultats et
une accélération linéaire démontrent la viabilité d’un mécanisme coopératif.
CHAPITRE 3
L’IDENTIFICATION D’ÉLÉMENTS PROMETTEURS
Nous avons démontré (Le Bouthillier et Crainic [77]) que la coopération fa
vorise la robustesse et l’efficacité de la recherche dans la résolution de problèmes
combinatoires. En permettant l’échange de solutions améliorantes via un entrepôt
de données, nous orientons les métaheuristiques vers les espaces de solutions pro
metteuses. D’un point de vue conceptuel, cet entrepôt représente une partie de
la connaissance obtenile sur l’espace de solutions. Il nous donne certains éléments
prometteurs ou non pour les bonnes et les moins bonnes solutions explorées jus
qu’à présent. L’historique d’exploration et la fréquence d’apparition de ces éléments
nous permettent de créer de nouvelles informations sur la structure du problème.
Nous explorons dans ce chapitre une méthode d’identification des éléments pro
metteurs ou non au sein des solutions présentes dans l’entrepôt de données. Ces
patrons d’éléments prometteurs ou non nous permettent de guider les méthodes
de recherche vers les espaces de solutions prometteurs et d’éviter ceux qui le sont
moins.
Nous présentons la notion d’éléments de solutions, de patrons d’éléments et
finalement 1111 mécanisme de guidage associé. En comparant les résultats obtenus
avec et sans mécanisme de guidage, il nous est possible de conclure sur son influence.
En présence dii guidage, la qualité des résultats est supérieure.
L’objectif de cette recherche est d’obtenir un mécanisme qui nous fournit une
meilleure compréhension de l’espace de recherche afin d’améliorer son exploration.
Ce sont des éléments clefs permettant l’accélération de la vitesse de recherche des
métaheuristiques, tant parallèles que séquentielles.
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3.1 Méthodologie
L’entrepôt de données contient une population de solutions, dont seules les
meilleures sont conservées durant le parcours des métaheuristiques. Au sein de
cette population d’élites, il y a tout un ensemble de solutions de diverses qualités.
Ces solutions possèdent des éléments différents dont certains peuvent être présents
dans la solution optimale. Les efforts de coopération doivent identifier ces éléments
et les recherches doivent se concentrer autour de ces derniers. Restreindre l’espace
de solutions (Toulouse [103]), soit en fixant les éléments désirés, soit en interdisant
ceux qui ne sont pas prometteurs ou desquels on veut s’éloigner est la méthode que
nous avons préconisée.
Les travaux sur la mémoire adaptative de Taillard [100] et de Crainic et Gen
dreau [25] [26] ont démontré l’intérêt de créer de la nouvelle information pour rendre
l’entrepôt de données plus riche par une combinaison de sous-solutions. Dans cet
axe de pensée, nous avons décidé d’orienter notre approche autour de la combinai
son d’éléments de solutions au sens large. La solution à un problème combinatoire
est constituée d’un ensemble de valeurs qui sont attribués aux variables de dé
cisions et que nous nommons « éléments ». Il peut s’agir d’un arc, d’un noeud,
d’un élément, etc. Cet élément est commun à tous les problèmes. En combinant
un ensemble d’éléments qui apparaissent fréquemment, nous obtenons un patron
d’éléments.
L’association des p éléments les plus fréquents au sein d’une sous-population,
forme un patron de taille p. Si ce patron d’éléments apparaît dans au moins une
solution de la population, nous le nommons « in-pattern » et savons qu’il est réa
lisable. S’il n’apparaît dans aucune solution, il constitue un « patron statistique »
qui pourrait ne pas être réalisable. Pour cette étude, seuls les « in-pattern » sont
considérés.
Nous divisons la population de solutions de l’entrepôt de données en trois sous
populations
- Élite : les 10% meilleures solutions;
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Moyenne les solutions de qualité moyenne (80%);
Non prometteuses les 10% moins bonnes solutions.
Nous pouvons comparer l’importance des patrons les plus fréquents entre cha
cune de ces sous-populations. Ainsi, un patron dont la fréquence est plus élevée dans
la classe « Elite » est un patron prometteur. Inversement, il est non prometteur
lorsque sa fréquence d’apparition est plus élevée dans la classe non prometteuse.
Fixer ou interdire les éléments de solution d’un patron prometteur ou non dans
l’exploration de solution permet de restreindre l’espace de solutions. La fixation
d’éléments de patrons prometteurs constitue alors une excellente façon d’intensifier
les recherches autour de ces éléments. De la même façon, l’interdiction de patrons
non prometteurs permet d’en écarter les recherches. Avec ce mécanisme, il est aussi
possible de diversifier la recherche en interdisallt les patrons prometteurs.
La publication qui figure dans la prochaine section détaille une architecture co
opérative guidée. Nous effectuons un bref rappel sur la coopération et définissons
le mécanisme d’identification de patrons d’éléments au sein de la recherche globale.
Des phases de diversification et d’intensification ont pu être créées, grâce à la fixa
tion et à l’interdiction de patrons de tailles variables. Les résultats sur le problème
du VRPTW avec le mécanisme de guidage proposé ont permis d’obtenir le meilleur
nombre de véhicules cumulatif connu (405) pour les problèmes de 100 noellds et de
s’assurer de la deuxième place en terme de qualité pour l’ensemble des problèmes.
Une synthèse sur les résultats produits, les défis et les contributions succèdent à la
publication.
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3.5 Introduction
Efficiency arid robustness are the primary qualities of gooci meta-heuristics and
parallel computing may signiflcantly enhance these characteristics. Three forms of
paiallelism eau be applieci to meta—heuristics: (j) Division of computer-intensive
tasks at a low algorithmic level, (ii) Explicit domain decomposition of the solution
or search space. (iii) Multi-thread search. An inclepencÏent multi-thread search
produces the best solution among those founci by cadi independent rnethocl. Multi—
thread cooperative search implements a mechanism that allows information (e.g.,
solutions) to be exchanged among the search threacls. $everal such mechanisms
have been proposed in tic literature and in many cases cooperative multi-searci
offered superior performance in ternis of better solutions and shorter resolution
times (Crainic anci Toulouse [29]).
\‘Vhule ail parallelization strategies may speed up the resolution, cooperative
search methocls may also increase the robustness of tic global search (Crairuc and
Toulouse 2003). Cooperative search combines tic efforts of several independent
meta-heuristics by using a so-caHecl solution warehouse (accorcling to the informa
tion storecl. tic names aclaptive” anci ‘central memory” are also used). This device
receives “good” solutions from the search threads and, 011 demancl anci accorchng
to tieir own internal logic, provides them in return with solutions to. for example.
diversify tic search. This simple mechanism allows tie asyncironous communica
tion and exchange of solutions that influences tic search trajectory of eaci metiod.
Enianceci witi simple extraction rules for tie returned solutions. simple coopera
tion was successfully useci to acldress a number of difficult combinatorial problems:
network design. multi-commodity location-allocation (Crainic. Toulouse ancl Gen
dreau [30]), circuit partitioning ancl Vehicle Ronting Problem with Time Windows
(VRPTW) (Le Bouthullier ancl Crainic [77]).
fromn a conceptual point of view. tic solution warehouse contams useful indirect
information for the global searcli. Thus, for exarnple. the history of solution discov
ery anci the frecuency of appearance of certain elements in solutions of partictilar
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cuality cari be used to create new information about the search space. This process
of information creation cari transform the solution warehouse in an intelligent data
warehouse that holds more complex information and gtndes incliviclual methocis
towarcis promising or unexploreci regions.
The goal of this paper is to prescrit a mechanism that endows cooperative
search with capabilities to create new information and guide the global search. The
proposeci identification patteun mechanism sencis infonnation to individual meta—
heuristics about promising and unpromising patteuns of the solution space. By
fixing or prohibiting specific solution element values in particular search methods.
we cari focus the search to desired regions. This mechanism rnay thus be applied
to enforce a better coordination between the individual methods and coritrol the
diversification and intensification of the global search. We apply this meclianism
to the Vehicle Routing Problem with lime Windows (VRPTW). Experimental
results on an extenclecl set of benchmark probleni sets illustrate the benefits of the
proposed methodology.
The main contribution of tins paper is the introduction of an enhanced coopef—
ative search rnechanism that creates new information from exchangecÏ solutions and
perform global intensification and diversification phases. The proposed framework
does not suppose any specific problem structure and may thus he applied to a wide
range of combinatorial probleins. The paper also reports very good solutions on
benchïnark problem sets for the VRPTVvT: 139 best kHown resuits found and a new
best known average on the problems of size 200 and 1000.
The paper is organized as follow. Section 2 brieft presents a framework of
cooperative search. Section 3 introduces the patteun identification mechanism ancl
the global search phases. Section 4 details the implementation of a guided cooper
ative search applied to the VRPTW. Section 5 presents the computational results
and analyzes them both frorn the point of view of solving the VRPT’V and from
that of the performance of the parallel strategy. Conclusions and perspectives are
the subject of the la.st section.
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3.6 A Cooperative Search Framework
Figure 3.2 illustrates the cooperative search framework made up of a number
of inclependent processes (threads) of possibly different types. which communicate
through the solution warehouse. A search threacl either heuristically constructs new
solutions. or executes a neighborhood-basecl improving meta-heuristic through the
search space, or implements a population-based meta-heuristic (e.g.. evolutionary
algorithrns. Scatter Search, Path relinking), or performs post-optimization proce
dures (e.g.. intensive local search) on solutions in the solution warehouse. Improving
meta-heuristics, such as Tabu search, aggressively explore the search space. while
population-based methods contribute toward increasing the diversity of solutions
exchangecl among the cooperating methods. When the same meta-heuristic is used
by several search threads, the initial solution and particular setting of a number of
important search parameters differentiate each search thread from the others.
The cooperation aspect of the parallelization scheme is achieved through asyn
chronous exchanges of information. Information is shared through a solution ware
house OÏ Pool of solutions. In this scheme, whenever a thread desires to send out
information (e.g., when a new local optimum is identified), it sends it to the pool.
Similarly. when a thread accesses outside information (to diversify the search. for
example), it reaches out and takes it from the pool. Communications are initi
ated exclusively by the individual threads, irrespective of their role as senclers or
receivers of information. No broaclcasting is taking place and there is no neecl for
complex mechanisms to select the threads that will receive or sencl information
ancl to coritrol the cooperation. The solution warehouse is thus an efficient imple
mentation device that allows for a strict asynchronous mode of exchange, with no
predetermined connection pattern. where no process is interrupted by another for
communication ptirposes. but where any thread may access at all times the data
previously sent ont by any other search thread.
The solution warehotise keeps the information in an orcler appropriate for the
exchange mechanism considered. To fully characterize the cooperation process, one
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lias to specify (j) the inforiiiation whicli is to lie shared (ii) the particular methocis
that makeup t.he cooperat.ive sea.rch; (iii) when anci how communications occur:
(iv) the utilization cadi threacl makes of the imported information (Crainic and
Toulouse [29]). The information excha.ngecl among cooperating procedures lias to
be meaningful. in the sense that it lias to lie useful for the decision process of the
receiving threads. InformatioH indicative of the current status of the global search
or, at least. of some incliviclual meta—heuristic is, in tus sense, meaningful.
Two main classes of cooperation mecianisms are founcl in tic literature. based
011 partial and complete solutions, respectively. Aclaptive rnemory methocis (Rochat
and Taulard [$7]) usually store partial elements of good solutions and combine them
to create new complete solutions that are improved then by tic cooperating threads.
Central memory a.pproaches exchange complete elite solutions among neighborhood
and population-basecl meta-heuristics (Crahiic. Toulouse. Genclreau [30]. Crainic
anti Toulouse [29]. Le Bouthullier anti Crainic [77]).
In a simple central memory cooperation scheme (e.g., Le Bouthillier anci Crainic
[77]), threads share information about their respective good solutions identified
so far. When a thread improves the imported solution or when it identifies a
new best solution. it sends it to the solution warehouse. Tus scheme is intuitive
ancl simple. and it satisfies the meanirigfulness requireinent. Tic selection of the
Figure 3.2: Abstract Frarnework of a Cooperative Search
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methods involved in cooperative search shoulcl be oriented toward obtairnng: (i)
Goocl qua.lity solutions; (ii) A broad diversity of solutions to facilitate the discovery
0f promising regions; (iii) The rapid production of intermediate solutions to feed
the information exchange mechanisms; (iv) A mechanism that combine various
solutions to create diversity; (y) A mechanism that lias the ability to escape local
optima
The solution warehouse is thus the core of the cooperation mechanism. It keeps
goocl solutions and is clyniamically updated by the independent search processes.
The pool of solutions forms an dite population from which the independent pro
ceclures recluire solutions at varions stages of execution. Solutions are ordered
accorcling to a predeterminecl utility measure that ciuantifies the solution cuality.
The solution nitility can be its objective value or a combined measure of solution’s
r’°r erties.
Independent methods send their improved solutions to the post-optimization
algorithms. These solutions are considered in-training until they have been post
optiiniizecl ancl sent as Aclult solutions to the solution warehouse. Duplicate solu
tions received in the solution warehouse are eliminated.
All requests for solutions initiated by the indepenident processes are sent to
tire solution warehotise that responds by sending an Adult solution. Solutions are
selected randomly according to probabilities biased toward the best based on the
sanie function used to order solutions in the solution warehouse.
The population size in the solution warehouse is set relatively to the problem
size and the worst results are eliminated as needed. No direct communications take
place between processes thus enforcing their independence and the asynchronous
mode of exchange. This scheme makes the cooperation design simpler and. even
tually. allows easy modification of the parallel system by adding new methods or
dropping inefficient ones. Moreover, it does not assume any specific problem. which
makes it equally relevant for problemns where solution components inlay be easily
defined (e.g., tire routes in vehicle routing problenis) and for problems where such
structures are much less apparent (e.g., network design). The goal now is to im
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prove upon this simple cooperating scheme by extractiirg new knowledge from the
information exdhanged, to yielcl a more efficient global search.
3.7 Pattern Identification Mechanisrn arrd Global Search
In this section, we introciuce a mechanism to extract knowledge from the infor
mation exchangecl and guide each search method towarcls promising or unexpiored
regions of the solution space. It uses a pattern identification mechanism on the so
lutions present in the solution warehouse that is then used to fix or prohibit specific
solution elements (e.g.. arcs in network-based problems) for part of the search per
formed by particular inciividual meta-heuristics. One may therefore constrain tire
search space of particular meta-heuristics in cooperation and thus perform global
intensification and diversification phases to guide tire exploration of the solution
space and control tire qnality and diversity of tire solution warehouse population.
To eirhance the clarity of the presentation. we focus in the following on probiems
that may be described iii ternis of inclusion/exclnsion of arcs in given networks.
Network design, traveling salesrnan, auJ veiricle routing problenrs are important
combinatorial probiem classes that belong to tins category. We enrphasize. how
ever, tirat tire concepts presented in this sectioir rnay be extended to any problem
ciefinition and soiution eienrent.
3.7.1 Pattern definition
for the ciass of problems Jescribed above. a very sinrple and general pattern
clefinition may be based on tlre inclusion of arcs in particular solutions.
Consicier tlre frecuency of inclusion of arcs in a giveil subset of the solution ware
hotise. lin particular, this stibset nray be tire entire population. air elite (e.g.. witir
solution in tire 10% best), average (between tire 10% and 90% best) or worst (the
last 10%) group of solutions. An arc witlr a high frequency in a given group signals
tlrat tlne meta-heuristics participating to the cooperation have often produced so
lutions tirat include that arc. Tagging solutions to identify tire last algoritirnr that
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sent it, one may induce similar information by subset of participating algorithms as
well. When the frecuency of inclusion of several arcs is considered. patterns emerge
a.mong the solutions of the solution warehouse or the specific group exarruned.
We define a pattern relative to a subset of solutions as a vector containing the
arcs with the highest or lowest frecuency of appearance among the arcs of the
given solution subset. The length of the pattern can be n = 1, 2, . . . maximum
number cf arcs. A frequent (infrequent) pattern relative to a set of arcs is built
of arcs with high (low) frecuency of appearance in the solutions of the set. High
(low) frecuency arcs are selected secuential1y in decreasirig order from the highest
(increasing from the lowest) frequency value.
We may select patterns from specific sub-populations (e.g., cite, average. and
worst) and compare the rate of appearance of a specific pattern between them.
These comparisons form the basis of the guidance mechanism proposed in this
paper.
3.7.2 Comparing pattern-appearance frequencies arnong sub-populations
Not ah patterns correspond to sets of arcs appearing in at least one of the
solutions of a given set (e.g., the subset used to generate the pattern or even the
entire solution wareiiotise). We clefine an in-pattern as a pattern that actually
appears in at least one solution of tic subset of solutions consiclered, as opposed to
a statisticaÏ pattern that cloes not appear in any solution of tic subset. A statistical
pattern is tins only a consequence of the statistical process of accounting for the
frequency of inchividual arcs.
Consider an in-pattera of length n common to the three sets of dite, average.
and worst solution groups. Two meaningful situations can occur with respect to
tic frequency of appearaïice of tic pattern in these sets as one move from the elite
to the average to tic worst subpopulation: Tic frequency is either increasing or
it is stable or decreasing. We cail the in-patte’rn ‘unprornising in the first case and
promising in the latter.
Promising anci unpromising patterns may then be used to constrain for a certain
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time the search space of particular methods in tue cooperation ancl thus induce
global intensification ancl diversification phases. as clescribed iii the next subsection.
3.7.3 Using pattern identification - Global search
Global search intensification anci diversification phases may be triggered by
fixing (including) or prohibiting (excluding) arcs in the solutions a given meta—
heuristic explores cluring a certain perioci.
Consider an unpromising pattern of length n. To intensify the search arounci
solutions with ‘good” elements. one prohibits the arcs clefining the pattern. On
the other hand. fixing these arcs for a mimber of iterations will cliversify the search
relative to the currerit set of “good” element values. $ymmetrically, given a promis
ing pattern of length n, one intensifies the search by fixing the arcs in the pattern.
while prohibiting them diversifies it.
We define the global search as the cumulative search effort of the individual
methods. To prevent individual methods from coilverging too rapidly, we favor
diversification by prohibiting arcs during the initial phases of the global search.
Later on. we encourage intensification by fixing promising arcs to eiiforce the ex
ploration of theses promising regions of the solution space. We also vary the length
of the patterns as a meari of modulating the intensity of global diversification and
intensification phases and thus influence the evolution of the diversit and quality
of solutions in the solution warehouse.
At the beginning of the search there is not sufficient information gathered as
the solution space is insufflciently explored. Therefore, the solution warehouse
cannot be considered representative of the search of the iridividual meta-heuristic,
even when the population is diverse. Consecuently. initially, we build patterns of
increasing length from the average subpopulation only. in order to identify more
rapidly promising ones. As the search progresses, patterns from elite and worst
subpopulations are btiilt as described above. When a statistical pattern is created.
ve reduce the length of the pattern until an in-patterri is obtained.
Several modifications must be made to the initial framework presented in the
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previous section. The solution warehouse now includes a process to iclentify and
manage patterns. This process includes decisions On when to compute particu
lai patterns and to what iudiviclual meta-heuristic to sencl them. It becomes. in
fact. the •new” global meta-heuristic corresponding to the global guideci coopera
tive search .As for the solution warehouse, it uow contains solutions anci pattern
information, thus a data warehonse. Communications from the solution warehouse
to the incliviclual meta—heuristics are modified as well. The appropriate pattern and
instructions on fixing or prohibiting arcs are sent along with the solution (selected
according to the original criteria). With respect to the inclividual meta-heuristics,
each needs to be modified to cope with tire instructions relative to fixing or pro
hihiting arcs. figure 3.3 illustrates the guided cooperative search framework as
applied to the VRPTW.
3.8 Guided Cooperative Search for the VRPTW
•To illustrate the mechamsm describecl in the previous sections. we developecl
a guidecl cooperative sea.rch for the Vehicle Routing Problem with Time Windows
(VRPTW). The application is clescribeci in this section. Experimental results are
discussed in the next section.
The VRPTW is a well—known combinatorial problem that bas been extensively
studied aiid is thus well suited for benchmarking. We address the single depot
VRPTvV, as illustrated in Figure 3.4, where one is given a set of customers with
known positive demands and specific time intervals when service eau be provided.
A fient of homogeneous vehicles of known capacity is available at a given depot to
perform this service. The objective is to find a set of closed routes (or tours) that
start ancl end at the clepot within its opening hours, such that the total cost of
performing the service is minimized. customers are visited and served during their
specified time windows. and vehicles are not overloaded.
In the problem version ive address. cost is a combinatioii of two factors: the
number of velucles (routes) useci and the total distance traveleci .A high cost is
84
Figure 3.3: Guided Cooperative $earch applied to VRPTW
j
Figure 3.4: Best known solution for problem Cl-6-4
$5
associated with vehicle utilization to enforce the search towards solutions with
reduced number of vehicles. Each customer is visited only once. A vehicle cannot
arrive later than the customer’s closing time, but is allowed to arrive before the
associated opening time, in which case it waits, without explicit penalty, until the
customer is ready. Once the service starts, it is carried on until completion, even
if the service ending time might be later than the expiration of the time window.
Cordeau et al. [21] review problem variants, formulations, auJ solution methods
for the VRPTW.
Le Bouthillier and Crainic [77] presented a cooperative parallel method for the
VRPTW based on the simple solution warehouse mechanism presented in $ection 2.
The cooperation involved two Tabu search methods that perform well sequentially,
the Unified Tabu (Cordeau, Laporte, and Mercier [23]) and Taburoute (Gendreau,
Hertz, and Laporte [49]), two simple evolutionary algorithms with Order and Edge
Recombination Crossover, respectively, as well as a number of post-optimization
methods (2-opt, 3-opt, Or-opt, and Ejection Chains) that were used to reduce
the number of vehicles auJ the total traveled distance. Four simple construction
algorithms were used to provide initial solutions to the population.
We applied the proposed cooperation framework to the parallel method of Le
Bouthillier and Crainic [77]. In the VRPTW context, the definition of au in-pattern
of length n is straightforward, The problem is defined on a network, where an arc
corresponds to a possible movement betweeu two customers or between a customer
auJ a depot. The procedures introduced in the previous section were used to deflue
patterns.
Fixing and prohibiting arcs in the solutions explored by the four meta-heuristics
is straightforward as well. Fixing (including) arcs always leads to a non empty
solution space that, at the most extreme, may reduce to a single solution that
represeuts a very (too) long pattern. Prohibiting (exciuding) patterus may lead
to an empty feasible solution space when patterus are too long. To avoid both
situations and strike a balance between the number of feasible solutions and the
size of the constrained solution space, we limit the patteru length to 25% of the
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size of the problem.
The computing time allocated to the cooperative method is divideci into four
phases: Two phases of diversification at the begillhing to broadeil the search, fol
lowed by two intensification phases to focus the search around promising regions.
The four phases proceed as follows:
• Phase I. Built unpromising in-patterns of frequent arcs in the average sub
population and prohibit them in the independent rneta-heuristics;
• Phase II. Prohibit arcs from frequent unpronlising in-patterns from the worst
subpopulation;
• Phase III. Work with the average subpopulation and fix arcs from frequent
promising in-patterns;
• Phase IV. Build frequellt promising in-patterns from the elite sub-population
and fix the arcs for the meta-heuristic searches.
Pattern lengths are explored in decreasing length in the first two phases and in
increasing length in the last two phases, by increments of 1 unit.
3.9 Computational Experiments
The experimentation has a dual objective. Ou the one hand, we aim to compare
the guided cooperative search to the simple version and to the best performing
methods proposed in the literature for the VRPTW and, thus, to validate our daim
that the proposed method offers competitive performance in terms of both solution
quality and computational effort. On the other hand, we also aim to evaluate the
impact of guiding the search toward or away from specific patterns and performing
diversification and intensification to control the entropy of the population.
A different search method, Taburoute, an Unified Tabu $earch algorithm, and
two evolutionary algorithms (OX and ER), is run 011 each of the four processors.
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The solution warehouse, the post-optimization procedures, the pattern identifica
tion rnethod, and the construction rnethods are run on another processor for a total
of five processors in this study.
For Taburoute we use the parameter settings indicated in the original paper
for the VRP (Gendreau, Hertz, and Laporte [49]). Tabu tags were set to a length
varying between 5 and 10 iterations, 15 of the nodes were evaluated in the p
neighborhood dimensions and the initial solution was selected as the best from
15 initially generated solutions and the best solution from the solution warehouse.
A penalty of 1 was nsed for frequently moved arcs. The parameters for the value
function presented in the initial article by Cordeau, Laporte, and Mercier (Cordeau,
Laporte, and Mercier [23]) (alpha:=1; beta=i; garnma=1) were used for the Unified
Tabu. Finally, an arc mutation probability of 1 percent was used on temporary
copies of the parents for the crossovers used by the evolutionary algorithms.
Tests have been carried ollt on the standard set of test problems proposed by
$olomon [93]. The set contains 56 problems of 100 customers each. We also used the
extended set produced by Homberger and Gehring [64] with 300 problem instances
that vary from 200 to 1000 customers. The Solornon and extended problems are
divided into six categories, named Ci, C2, Ri, R2, RC1, and RC2. For all problem
instances, customers are distributed in a [0,100] square unit. The customers in sets
C are clustered together, whule those in sets R are distributed randomly. Problems
in sets RC combine the two characteristics. Time windows at the depot are rela
tively small for problems of type 1, to allow fewer customers to be served by each
route; time windows are larger for problems of type 2. The service time is of 10
units by customer for problems of type R and RC, and of 90 units for class C.
Solutions in the solution warehouse are sorted, first by the number of vehi
des, second by a weighted sum, C(p), of attribiites: the total time required to
serve all customers, the associated total distance and total waiting time at cus
tomers, and the sum of the slack left in each time window: C(p)=Wi*totalTime
+ W2*totalDistance + W3*totalWait + W4*totalSlack.
Parameters Wi to W4 were set to 1 in all the reported experiments. This mea-
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suie combineci with the number of vehicles gives us an overali idea of the solution
quality (totallime anci totalDistance) anci ftexibility (totaiWait auJ totalSlack).
The last two measures inclicate how much slack there exists in the solution ancl
how easily feasible neighhoring solutions may be explored.
In previous research (Le Bouthullier auJ Crainic [77]). cooperative search was
found to provide faster resuits of equivalent or better quality than each of its
indepenclent searches. We therefore compare only simple and guidecl parallel coop
erative searches.
Runs of 12 min wall-clock time were perforrned by the cooperative meta-heuristics
for each of the 100 city problems. Longer running times. equal to those reportecl by
Homberger and Celiring [64] were allowed for the larger problem instances. These
times go up to 50 min wall-clock time for the 1000 city problem. To be able to
compare to the wall-clock time of the simple cooperative search, we createcl virtual
machines under VMware auJ forced their Cpu docks to emulate the maciunes
usecl for the previous stucly (Le Bouthillier auJ Crainic 2005). using faster virtual
or physical machines will only Jecrease the wall-clock time for tlïe same results. A
virtual cluster of five Pentium III 850MHz Cpu computers with 512MB of RAM
under Linux was used. Computations of distances were carriecl out in double pie
cision. The implementation is machine inclependent anci can be run with MPICH
011 unix, Windows. or Linux.
The four global phases that prohibit or fix arcs were each allocateci 1/4 of the
total wall-clock execution time. In-pattern lengths were at most 25%c of the problem
size.
Tables 1 auJ 2 clisplay the average restilts per class for the cumulative number
of vehicles (CNV) and distance (CTD) for the standard Solomon problems and for
extended set of problems. respectively. Best results are shown in bolJ face auJ. in
Table 1, authors are presented in decreasing CNV/CTD value.
Results of the simple Cooperative $earch (LCO3) auJ GuiJeJ Cooperative
Search (LCKO5) are compared to those of the best methods (published or not)
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Author Ri R2 Ci C2 RC1 RC2 CNV/CTD Experiment
RT 12.25 2.91 10.00 3.00 11.88 3.38 415 8G. 100MHz
1208.50 961.72 828.38 589.86 1377.39 1117.44 57231 1 run, 92.2 Min
CLM 12.08 2.73 10.00 3.00 11.50 3.25 407 n/a
1210.14 969.57 828.38 589.86 1389.78 1134.52 57555 Sun U2 300MHz
LCO3 12.08 2.73 10.00 3.00 1.1.50 3.25 407 5xP850 MHz.
1209.19 963.62 828.38 589.86 1389.22 1143.70 57412 1 run, 12 Min
1199 11.92 2.73 10.00 3.00 11.63 3.25 406 P200 Mhz.
1228.06 969.95 828.38 589.86 1392.57 1144.43 57 876 10 runs, 13 Min
GH01 12.00 2.73 10.00 3.00 11.50 3.25 406 4 P400 MHz.
1217.57 961.29 828.63 590.33 1395.13 1139.37 57641 5 runs, 13.5 Min
301 11.92 2.73 10.00 3.00 11.50 3.25 405 P200 MHz.
1222.12 975.12 828.38 589.86 1389.58 1128.39 57710 1 run, 82.5 Min
LCKO5 11.92 2.73 10.00 3.00 11.50 3.25 405 5xP850 MHz.
1214.20 954.32 828.38 589.86 1385.30 1129.43 57360 1 run, 12 Min
BVH 12.18 2.73 10.00 3.00 11.50 3.25 405 Sun UlO 440Mhz
1231.08 954.18 828.38 589.86 1384.17 1124.47 57272 5 run, 120 Min
Table 3.1: Comparison of average resuits on 100-customer problems
for the VRPTW on the benchmark site of SINTEF 1 on February 15, 2005: The
unified Tabu $earch of Cordeau, Laporte and Mercier ([23], denoted CLM), the evo
iutionary algorithm of Homberger and Gehring ([64], denoted HG), the two stage
hyhrid local search of Bent and Van Hentenryck ([5], denoted BVH), the Active
Guided Evolution Strategies of Mester and 3rysy ([82], denoted MB), Rochat
and Taulard ([87], delloted RT), Gehring and Homberger ([47], denoted GHO1),
alld Bràysy ([12], denoted 301). We refer the reader to Le Bouthillier, Crainic,
and Kropf [78] for detailed resuits on standard and extended $olomon’s benchmark
sets of problems.
The proposed method, LCKO5, yields very good resuits. It appears in second
place h both tables according to the CNV/CTD ratio. Relative to the standard
Solomon problems, the method we propose yields a total number of vehicles of
405, which is the lowest number obtained so far and makes the guided cooperative
search oe of the best meta-heuristics currently available for the VRPTW.
We observe that, compared to the simple cooperative search, the ew method
reduced the number of vehicles by 2 and the distance by 52.38 units. We found 24
of the best known results and report the best known CNV. The guided cooperative
searci reports a new best average for the Ri problem class. For Cl and C2 problem
classes of 100 customers, almost ail methods foulld the best known average number
1Sintef web site www.sintef.no/static/am/opti/projects/top/
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of vehicies and the total distance. For the other classes of problems, we found the
best known number of vehicles in ail instances and at rnost 0.16% of increase in
distance when compared to the other rnethods.
Problem MB LCO3 LCKO5 HG
CNV CTD CNV CTD CNV CTD CNV CTD
200 total 694 168573 694 173061.631 694 169958.49 694 173312.32
400 total 1389 390386 1390 410329.98 1389 396611.15 1388 409763.38
600 total 2082 796172 2088 840582.74 2086 809493.16 2076 851680.33
800 total 2765 1361586 2766 1475435.14 2761 1443399.01 2755 1479801.56
1000 total 3146 2078110 3451 2225366.13 3442 2133644.57 3439 2236582.89
Total 10376 4794827 10389 5124775.621 10372 4953106.68 10352 5151140.48
Table 3.2: CNV/CTD for 200-1000 customers
Table 2 displays the resuits for the cumulative number of vehicles (CNV) and
distance (CTD) aggregated by problem size for the extended set of problems. There
are not many authors that addressed the entire problem set, which explains the
limited number of entries in the table (the best methods were seiected).
We observe that we obtain a new best known CTD value for problems of size
200. For the other problem classes, the difference to the other methods is less than
0.48% in terms of the cumulative number of vehicles. In ail cases, we improved
upon the simple cooperative search. We report. a. slightly higher total number of
vehicles compared to HG for problem of size 200 to 1000 but report a reduction iII
the total cumulative distance by 3.94% for ail classes.
3.10 Conclusions and Perspectives
We presented an enhanced cooperative search mechanism that creates new in
formation from exchanged solutions and thus performs global intensification and
diversification phases. The proposed framework does not suppose any specific prob
lem structure. even though we illustrated the methodology in the context of proh
lems deflned by the inclusioll/exclusion of arcs in particular networks. We also
applied this methodology to the VRPTW and report very good solutions 011 the
extended benchmark problem sets: 139 best known resuits found and the best
known average on the problems of size 200 and 1000.
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Experimental resuits showed that pattern identification method yields good in
formation to guide the global search. Patterns of elements may lie constructed
independently of particular solution structures and applied to a wide range of com
binatorial problems. Patterns of elements could then lie used in various sequential
and parallel methods to orient the search.
Cooperative search is thus quite simple to implement (represents less than 1O
of the project in unes of code) and the pattern identification method provides an
easy mechanism to constrain the search within promising regions of the search
space or away from unprornising regions. Very good qiiality solutions were found
in linear speed up by combining good off-the-shelf methods without any particular
parameter tuning. The quality of the individual rnethods influences the global
search quality. Improved solutions may lie found, however, by generating new
information from the frequency of pattern appearance in the best solutions visited
and by using the new information to guide the global search.
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Nous avons présenté un mécanisme permettant la construction de patrons d’élé
ments indépendants du type et de la structure du problème. Ces patrons d’éléments
peuvent êtres prometteurs ou non et être imposés aux métaheuristiques afin de
contraindre leur espace de solutions.
Le défi était de créer une meilleure cohésion entre les différentes métaheuris
tiques impliquées dans la coopération, en laissant la liberté à chaque méthode
d’utiliser sa mécanique interne lors de l’exploration. L’imposition d’un mécanisme
de guidage nous semblait appropriée, pour autant qu’il ne soit pas lié à un pro
blème précis ou à une structure particulière. Nous voulions aussi limiter les mo
difications algorithmiques de chaque métaheuristique afin d’obtenir un mécanisme
simple. Dans notre cas, fixer ou interdire certains éléments ne changent pas la
mécanique interne des métaheuristiques, qui nécessite de plus un minimum de mo
difications.
La publication [79] met en contexte les recherches coopératives et en justifie
l’utilisation. Les métaheuristiques impliquées dans la coopération ont été choisies
pour plusieurs raisons
— La qualité des solutions produites;
La diversité des solutions produites afin de faciliter l’exploration de nouvelles
régions;
— La production rapide de solutions pour une mise en place accélérée de la
coopération;
— La présence de mécanismes permettant d’échapper aux minima locaux.
Les métaheuristiques utilisées au sein du guidage coopératif furent les mêmes
que dans [77], à savoir, deux algorithmes avec tabous : un taburoute et une recherche
avec tabous unifiés ainsi que deux algorithmes génétiques l’un avec crossover ER
et l’autre avec crossover OX.
Afin d’améliorer la qualité des solutions produites, nous avons remplacé un des
Taburoutes [49] utilisés dans [77] par une recherche avec tabous unifiés [23]. Pour
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leur part, les algorithmes génétiques assurent une diversité au sein de l’entrepôt de
données.
L’échange de solutions améliorantes demeure toujours le mécanisme de commu
nication asynchrone entre les métaheuristiques et l’entrepôt de données qui conserve
les meilleures solutions. Pour permettre une diversité dans les solutions, la dimen
sion de l’entrepôt est proportionnelle à la taille du problème. Les mécanismes de
gestions de l’entrepôt qui contrôlent la sélection et l’élimination de solutions sont
basés sur la même mesure combinée de leur qualité.
L’information échangée au sein des recherches coopératives présentées dans [77]
a été enrichie. En effet, en identifiant les éléments fréquents au sein des bonnes et
moins bonnes solutions, il est possible de créer des patrons de solutions promet
teuses ou non. En imposant ces patrons aux métaheuristique, nous contraignons
l’espace de solutions. Ce mécanisme générique de guidage n’est pas spécifique à
un problème particulier, seule la définition de l’élément change. Dans le contexte
du VRPTW, nous avons utilisé les arcs apparaissant dans les solutions. Ce mé
canisme de guidage n’est pas spécifique à une métaheuristique particulière : nous
l’avons appliqué avec succès à un mécanisme coopératif qui incluait des recherches
avec tabous et des algorithmes évolutifs. Ce mécanisme générique s’applique aussi
à toute métaheuristique séquentielle ou parallèle pourvu qu’elles produisent des so
lutions en cours de recherche. Ces solutions sont ainsi utilisées pour l’identification
de patrons.
Pour orienter les recherches aux endroits prometteurs et les faire dévier de ceux
qui le sont moins, il est nécessaire d’enrichir les communications. En plus d’envoyer
des solutions complètes aux métaheuristiques, nous leur transmettons des ordres
pour fixer ou interdire certains éléments, en l’occurrence des arcs pour le problème
de VRPTW.
3.12.1 Discussion des résultats
L’objectif était de comparer les méthodes de recherches coopératives avec et sans
guidage. Afin de conserver une puissance de calcul équivalente dans les expériences,
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nous avons utilisé la virtualisation pour limiter la cadence de processeur à celle
utilisée dans la publication [77].
Le guidage a été effectué en phases de diversification et d’intensification afin
de créer une oscillatioll stratégique autour d’espaces de solutions prometteuses ou
non. La longueur des patrons a aussi été variée pour laisser place à l’exploration
des métaheuristiciues. Nous avons toutefois limité leur taille pour que l’espace de
solutions soit suffisamment grand.
Les méthodes LCO3 (recherches coopératives sans guidage) et LCKO5 (recherches
coopératives avec guidage) ont pu être comparées. Il en ressort que l’ajout d’un mé
canisme de guidage est suffisant pour diminuer le nombre de véhicules par 19 et la
distance de 171 718 unités pour l’ensemble des classes de problèmes (100 à 1000
noeuds).
3.12.2 Conclusion et perspectives
En fixant ou en interdisant certains éléments prometteurs ou non des solutions
visitées au cours des recherches, nous créons des phases d’intensifications et de di
versifications. Notre expérimentation à la section 3.9 a démontré que les recherches
coopératives produisent de meilleurs résultats lorsque les recherches sont guidées.
Nous croyons que le mécanisme général de guidage proposé permet d’améliorer
la connaissance des méthodes de recherche sur la structure d’un problème combi
natoire. Ces méthodes peuvent fonctionner tant de manière parallèle ou non que
de manière coopérative ou non, de même qu’avec ou sans mémoire. Il est ainsi pos
sible d’enrichir les métaheuristiques existantes par l’ajout du mécanisme de guidage
proposé.
CHAPITRE 4
GUIDAGE DYNAMIQUE DE LA RECHERCHE COOPÉRATIVE
4.1 Introduction
La recherche coopérative permet d’améliorer la qualité et la robustesse des so
lutions obtenues par les métaheuristiques impliquées. Nous avons démontré (Le
Bouthillier et al. [79]) empiriquement une amélioration de la performance et de la
robustesse des solutions par l’ajout d’un mécanisme simple de guidage à la coopé
ration. Ce mécanisme consiste à identifier les patrons d’éléments (prometteurs ou
non) des solutions de l’entrepôt de solutions. Selon la phase d’intensification ou de
diversification, ces patrons de longueurs variables sont fixés ou interdits aux sein
des métaheuristiques. La conception et la prédétermination de ces phases fut une
première étape dans la mise en place d’un mécanisme de guidage.
La présente étude propose un mécanisme de guidage dynamique des phases
d’intensification et de diversification. Ce contrôle est basé sur une mesure de l’ex
ploration de l’espace de solutions. Les résultats sur un problème de tournées de
véhicules avec fenêtres de temps (VRPTW) sont comparés avec le mécanisme où
ces phases sont prédéterminées.
Ce mécanisme de guidage dynamique est aussi étudiée dans un environnement
indépendant des méthodes de recherche afin de mieux en cerner les bénéfices.
Nous détaillons la méthodologie utilisée pour ensuite présenter la publication
liée à ces travaux dans son intégralité. Finalement, suivent une synthèse et les
perspectives.
4.2 Méthodologie
Le contrôle dynamique des phases de diversifications et d’intensifications selon
une métrique mesurant la diversité d’exploration des solutions améliorantes doit
se baser sur une métrique. La variation d’entropie des solutions de l’entrepôt est
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Figure 4.1: Recherche aléatoire guidée
utilisée dans la métrique choisie.
Dans ne première phase et afin de s’abstraire des comportements spécifiques
des métaheuristiques, nous remplaçons celles-ci par des méthodes de génération de
solutions aléatoires tel qu’illustré en Figure 4.1. Cette méthode nous permet de
bien cerner l’influence de la coopération et du guidage dynamique proposé. Nous
en effectuons l’étude détaillée sur un sous ensemble de problèmes représentatifs du
VRPTW.
Dans une deuxième phase, selon les conclusions de notre première phase, nous
utilisons le guidage dynamique avec des métaheuristiques sur l’ensemble des pro
blèmes du VRPTW.
Le cadre expérimental permet de suivre dans le temps l’évolution de la qualité
des solutions. Nous mesurons aussi dans l’entrepôt de solutions, le nombre de so
lutions entrantes, la variation d’entropie des solutions et l’impact des valeurs des
paramètres de pourcentage d’éléments fixés et interdits.
La publication présentée étudie, dans la première section, les mécanismes fon





deuxième section, iious étudions l’influence du guidage et définissons une métrique
simple basée sur l’entropie pour en mesurer son impact. Un mécanisme dynamique,
basé sur le maintien d’une valeur idéale de cette métrique, est proposé dans la troi
sième section. Pour sa part, la quatrième section consiste en la description du cadre
expérimental et des résultats. Quelques perspectives et conclusions font l’objet de
la dernière section.
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A guideci cooperative-sea.rch mechanism identifies promising patterns in previously
identiffed solutions. It guides the global search while controlling the diversification
and intensification phases to solve combinatorial problems.
The rnechanism is based on the solution warehouse strategy, in which several
search processes cooperate by asynchronously exchanging information on the best
solutions identified. Each of the independent processes implements a different
search, a metaheuristic such as evolutionary algorithm, a tabu search, a random
search or a post-optimization procedure. Patterns of elements in promising and
unprornising solutions are identified and used to guide the search.
We propose an enhancement to the guided cooperative search, using a mecha
nism to orient the search by dynamically controlling the diversification and inten
sification phases. The variation in entropy of the solution warehouse is iised as a.
metric to control these phases and to prevent prernature convergence.
No attempt has been made to calibrate the individual search methods. the
parallel cooperative method or the dynamic guidance mechanism. The resuits
obtained on a set of selected test problems of the vehicle routing problem with tirne
windows shows that the dynamically guided cooperative search perforrns better
than other cooperatives methods. It identifies solutions of comparable quality to
those obtained by the best methods in the literature and find one new best result.
Keywords : parallel cooperative search, dynamic guidance, entropy, vehicle
routing with time windows.
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4.5 Introduction
In recent years, parallel computing has evolved to increase both the efficiency
and robustness with which combillatorial problems are addressed. Metaheuristics
have been parallelized in the followillg three forms: division of compute-intensive
tasks at a low algorithmic level, explicit domain decomposition of the solution
or search space, and multithread search. Multithread searches are qualified as
cooperative (Crainic and Toulouse [29]) when metaheuristic threads exchange in
formation to create a global knowledge of the search space. This global knowl
edge allows information to be exchanged and can be used to guide individual
searches towards promising areas, and away from unpromising ones. Cooperative
searches have successfully been used to address several combinatorial problems:
multi-commodity location-allocation (Crainic, Toulouse and Gendreau [30]), cir
cuit partitioning (Aiex et aÏ. [2]), and vehicle-routing problems with time windows
(VRPTW)(Le Bouthillier and Crainic [77]).
More recently, Le Bouthullier et al. [79] showed that quality and robustness
of the search can be improved even further with a static guidance mechanisn;.
It was shown that the frequent and infrequent elements of good and bad solu
tions available in the solution warehouse were helpful in designing promising and
unpromisirig patterns of solution elemellts. Imposing these patterns onto each
metaheuristic constrains the search to the promising regions of the solution search
space. The guidance rnechanism provides control on the diversification and inten
sification phases by fixing or prohibiting specific element patterns in the solution
examined. In this static guidance implementation, these phases were fixed and were
not modified according to the behaviour of the global search. Nevertheless, results
showed improved quality and robustness in almost all instances tested. While the
methodology was evaluated for a specific set of problems, the guided cooperative
search rernains a generic concept that can easily be applied to various combinatorial
problems that have a spatial structure.
Evolving from a static to a dynamic guided search is the key to adapt the
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cooperation to the specific behavior of each set of metaheuristics and problem
landscape in the search space. The goal of this work is to study the effect of
the guidance mechanism in a cooperative framework. We investigate the influence
on the global search of a metric-based control mechanism for the intensification
and diversification phases. We daim that, by controlling these phases based on
the quality and the entropy of the solutions in the solution warehouse (dynamic
guidance) rather than in fixed phases (static guidance), we cari provide a fluer
control of the global search, and thus, lead to a better solution quality. To our
knowledge, no study controlling the diversification and intensification phases of
the searches involved in a cooperative search has been carried ont with the use
of specific metrics of quality and population diversity. Usually these phases are
controlled on an individual basis by the metaheuristics but not at a high level.
The main challenge in studying the effect of the guided search on the global
search is obtaining an abstraction from any method-specific performance that gen
erates noise in the interpretation. To address this issue and focus on the guidance
mechanism and its impact on cooperation, we replace each independent meta
heuristic with a random solution generator. The resulting generator threads receive
instructions to fix and prohibit certain elements while generating solutions. These
instructions are coming from work on the solutions sent to the guidance mecha
nism, but no solution is sent to the individual threads, which are thus inftuenced
by the guided mechanism only.
We are using the Vehicle Routing Problem with Time Windows (VRPTW) to
illustrate and test the concepts presented. To try to avoid biasing the results, we
do not construct our guidance mechanism on ronting solution elements, such as
routes. Arcs, which are ubiquitous in network-based optimization problems, are
used instead.
The solutions obtained with the guided cooperative method using random solu
tion generators as individual search threads are reasonably good. We even improve
the best result for one benchmark problem instance. This prompts us to feel con
fident that insights and conclusions drawn from the experiments presented in this
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paper are applicable to general cooperative methods, as well as a broader set of
problems and problem instances, We present, in fact, the convincing resuits of a
dynamic guided cooperative search applied to the standard benchmark VRPTW
problem instances.
To sum up, the contributions of this paper are, flrst, to provide a general model
for cooperative guided search without specific calibration or customization. Second,
we study its properties and behavior in a controlled environment that eliminates the
possible “noise” introduced by particular meta-heuristics. Experimentation shows
the model is sound, and that as dynamic guidance outperforms static guidance in
solution quality and robustness with respect to varying problem characteristics.
In the flrst section, we recali the fundamentals of the cooperative search and
the advantages of a guided mechanism. In the second section, we outline the bases
for understanding the influence of a guided search and we define a specific metric
for measuring its behavior. Furthermore, ideas for improving the current simple
static guidance rnechanism are suggested. The third section provides details on
the dynamic guidance mechanism. The fourth section is devoted to the experimen
tal framework. We evaluate the proposed dynamic guided search with a random
solution generator to remove specific metaheuristic behaviors, and test the perfor
mance of the proposed guided mechallism with meta-heuristics large combinatorial
problems. The proposed rnethod is currently the best known method in average for
standard benchmark problem of size 200,400 and 1000. Analysis and perspectives
are the subject of the final section.
4.6 The cooperative searcli
This section recalis the basics of our implementation of a cooperative search. For
further details, the reader may refer to previous studies (Le Bouthillier and Crainic
[77], Le Bouthillier et al. [79]). Combining the specific behavior of various meta
heuristics helps orient the search toward promising regions of the solution space.
By allowing various metaheuristics to exchange solutions through a solution ware
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house accordïng to their internai logic increases the quality and the robustness of
the search.
Figure 4.2 iflustrates a simple cooperative search using different search meth
ods. The arrows indicate a solution transfer a.nd the boxes represent the search
methods. The search methods in the lower part of the figure send solutions that
are hetter than their current best to the post-optimization procedures. Solutions
are then sent from post-optimization to a solution warehouse that holds and man
ages the pool of solutions. In turn, the solution warehouse wifl send, upon recluest,
solutions to metaheuristics according to their internai logic. In our implementation,
these solutions are selected in a probabilistic way toward the best. The solution
warehouse orders the solutions with a modified objective function and eliminates
the worst ones to make room for better solutions in case the warehouse is full.
No direct communications take place between search methods, thus reinforcing
their independence and the asynchronous mode of exchange. This scheme makes
the cooperation design simpler and, eventually, allows easy modification of the
parallel system by adding new methods or dropping inefficient ones.
Cooperative searches have been applied to various problem types with great
success, improving robustness, solution quality and speed-up (Crainic and Toulouse
[29]).
figure 4.2: An abstract framework for a cooperative search
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4.7 The guided cooperative search
To increase search speed, robustness and solution quality, a guiding mechanism
aims to restrict the search space to promising elements and to prohibit the search
of unpromising ones. We eau identify these prornising and unpromising elements
based on the ftequency with which they appear in good and bad solutions.
A very simple and general pattern-based guided search definition is based on the
inclusion or prohibition of promising and llnpromising elements in given solutions
found in these patterns.
Figure 4.3 illustrates the additional orders to fix or prohibit solution elements
that make up the guidance in a cooperative search. Adding a guided mechanism
to a cooperative framework is relatively easy. In fact, Figure 4.3 is the sarne as
Figure 4.2 except that i) the patterns need to be identified and evaluated and ii)
the solutions that corne from the warehouse are sent with additional orders to fix
or prohibit solution elements.
The warehoiise sends vectors of elements to be fixed and elements to be pro
hibited with each search method. This very simple method provides an effective
method of inducing positive or negative feedback to individual rnethods, in a way
that is similar to the communication mechanism used in seif-organizing systems
(Bonabeau et al. [10], Camazine et al.[15]).
The idea behind the global intensification and diversification is to increase the
influence of the cooperation. By fixing or prohibiting elements from patterns of
Figure 4.3: An abstract framework for a guided cooperative search
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promising or nnpromising solutions in the individual search methods, we constrain
their search space. Having the largest search space at the beginning of the search
gives us a better idea of the solution search landscape. Terminating the search with
a deeper exploration of promising search spaces follows naturally. Thus, we used
phases of intensification at first, foilowed by diversification.
In a previous study (Le Bouthillier et al. [79]), a simple pattern-identification
mechanism was used to fix or prohibit promising and unpromising element patterns
in the exploration of individual metaheuristics. In the following, we recali the basic
mechanism of this pattern identification and the way in which it was used. Prior
to that, however, we outline how we define a pattern.
4.8 Patterri definition
Consider the frequency of inclusion of arcs in a given subset of the solution ware
house. In particular, this subset may 5e the entire population, an dite (e.g., with
solution in the 10% best), average (between the 10% and 90% best) or worst (the
last 10%) group of solutions. An element with a high frequency in a given group
signais that the meta-heuristics participating to the cooperation have often pro
duced solutions that include that element. Tagging solutions to identify the last
algorithm that sent it, one may induce similar information by subset of partici
pating algorithms as well. When the frequency of inclusion of several elements is
considered, patterns emerge among the solutions of the solution warehouse or the
specific group exarnined.
We define a pattern relative to a subset of solutions as a vector containing the
elements with the highest or lowest frequency of appearance arnong the elements of
the given solution subset. The iength of the pattern can 5e n = 1, 2, ... maximum
number of elements. A frequent (infrequent) pattern relative to a set of elements
is built of elements with high (low) frequency of appearance in the solutions of the
set. High (low) frequency elements are selected sequentially in decreasing order
from the highest (increasing from the lowest) frequency value.
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We may select patterns from specific sub-populations (e.g., elite, average, and
worst) and compare the rate of appearance of a specific pattern between them.
From these patterns, we cari guide the search by fixing or prohibiting, in the search
methods, frequent or infrequent elements that appear in the solutions pool. Fix
ation is achieved by imposing the elements to be included in any solution that
is produced by the search methods, and prohibition is achieved in the opposite
manner.
A pattern of length n is defined as an element subset of cardinality n = 1,2,3,
to the maximum number of elements that form a solution definition. In Le Bouthillier
et al. [79], the number of elements to include in a promising pattern were selected
in decrea.sing order of incidence for promising patterns, and in increasing order
of incidence for unpromising ones. The pattern selection was made within sub
populations (Good: 10% of solutions; Average: 80%; and Bad: 10%). It is thus
possible to find promising or unpromising patterns by comparing the statistical oc
currence of a pattern in these three populations. Figure 4.4 depicts the five possible
scenarios with pattern occurrences.
1. Pattern occurs less frequently, on the average sub-population, than in the
Bad or Good sub-populations;
2. Pattern occurs more frequently, on average, than in the Bad or Good sub
populations;
3. A pattern that appears consistently in all sub-populations;
4. Increasing occurrence of the pattern when the solutions decrease in quality;
5. Decreasing occurrence of the pattern when the solution increase in quality.
Increasing rates of occurrence for a specific pattern, when moving from good
to worse solutions, are an indication that this pattern has in the past led to un
promising solutions (see red dashed line U - number 4 in figure 4.4); it is thus an








moving from good to worse solutions is an indication that this pattern leads to good
solutions; it is, therefore, a promising pattern (see red dashed une P - number 5 in
Figure 4.4). These situations represents strong patterns as they clearly show the
influence of the pattern on the quality of the solutions.
4.9 Pattern-based diversification and intensification
As shown in the guided cooperative search (Le Bouthillier et al. [79]), fixing and
prohibiting elernent patterns can intensify or diversify the search. To intensify the
search around solutions with good elements, we fix a number of elements from
a promising pattern of the population in each individual search. Conversely, pro
hibiting these arcs for several iterations diversifies the search relative to the current
set of good element values. $ymmetrically, given an unpromising pattern of length
n, fixing the element of that pattern intensifies the search in unpromising regions,
whule prohibiting it diversifies the search.
Not ah patterns correspond to sets of elements appearing in at least one of
the solutions of a given set (e.g., the subset used to generate the pattern or even
the entire solution warehouse). We define an in-patte rn as a pattern that actually
appears in at least oe solution of the subset of solutions considered, as opposed to







Good Average Bad Population
Figure 4.4: Occurrence of a pattern
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pattern is tians oniy a consequence of the statistical process of accounting for the
frequency of individual elements.
Consider an in-pattern of length n common to the three sets of dite, average,
and worst solution groups. Two meaningful situations can occur with respect to
the frequency of appearance of the pattern in these sets as one move from the elite
to the average to the worst subpopulation: The frequency is either increasing or
it is stable or decreasing. We cali the in-pattern unpromising in the first case and
promisirig in the latter.
Promising and unpromising patterns may then be used to constrain for a certain
time the search space of particular methods in the cooperation and thus induce
global intensification and diversification phases, as described in the next subsection.
For the present study, we will accept patterns that are not necessarily in
patterns, but we will ensure that the proposed patterns are feasible, i.e., that at
least one feasible solution can be constructed from each one. This simple enhance
ment can facilitate the creation of new solutions that are based on the statistical
occurrence of good diverse elements not necessarily related to any previous solution.
The guided cooperative search of Le Bouthillier et al. [79] used four-phase
approach to provide diversification and intensification.
Choosing a pattern from varions sub-populations of good, average or bad solu
tions allows the global search to diversify or intensify using their respective patterns.
To diversify the search, we prohibited elernents and to intensify, we fix elements
in the individual search methods. We vary the length of the pattern during these
phases to increase or decrease the intensification/diversification effect. The four
phases are as follows:
1. Diversification: Prohibiting elements from real patterns of decreasing length
from the average sub-population;
2. Diversification: Prohibiting elements from real patterns of decreasing length
from the bad sub-population;
109
3. Intensification: Fixing elements from real patterns of increasing length from
the average sub-population;
4. Intensification: Fixing elements from real patterns of increasing length from
the good sub-population.
These phases were successfully applied to the vehicle problem with time windows
(100-node benchmark problems from $olomon [93] and 200 to 1000-node benchmark
problems from Homberger and Gehring [64]).
This guidance mechanism is very intuitive and simple: fix or prohibit elements
in the solution space in each solution generator. We daim that by replacing this
static guided search by a dynamic guided search, we will have better control over
the diversification and intensification phases.
4.10 Dynamic guided mechanism
To provide a dynarnic guidance mechanism, we need to identify a metric that will
measure the evolution of the search, and upon which we can act. The desired
characteristic of this metric is to be able to measure if the exploration has been
diverse and thus if the solutions found have similarities or not. The variation in the
entropy of the population in the solution warehouse seems an appropriate measure,
as it measures the different number of solution elements in that population.
The intensification or diversification phases have a clear influence on the entropy.
Hopefully, by controlling the entropy, we can reduce the premature convergence of
the search. The metric used is based on the entropy and the quality of the solutions
in the solution warehouse.
We shah, in the following define the metric and how to control the evolution of
the search based o the change of its value. A series of experiment will help us to
understand its influence.
We propose a new guidance mechanism that wihl act upon the variation of
the entropy population value to specify the intensification and the diversification
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phases. We also consider the relative influence that a partidular element can have
onto a solution and thus its utility. Before moving on to defining the entropy, we
flrst define the concept of the utility of an element.
4.11 Entropy-based guidance
Entropy is a concept in thermodynarnics, statistical mechanics and information
theory. The concept of population entropy as a measure of population diversity in
an evolutionary algorithrn context was introduced in Capacarrère et al. [16]. We
use the number of different elements in the population as a measure of entropy.
If the number of solutions in the warehouse i5 Nrep and the size of the problem in
number of nodes is Nsjze then the entropy S is
p•1np (4.1)
ie1ements
where “elernents” is the set of distinct elements from the solutions in the ware
house, and p is the proportion of all elements in the solutions (NsjzeNrep of them)
that are element j.
The maximum entropy occurs when all elements of ail solutions are distinct,
i.e.,
5max = lnNsizeNrep (4.2)
And the minimum occrs when all solutions are identical, i.e.,
5min = IflNsize 5max — lflNrep (4.3)
Solutions will be diverse, but not necessariiy of better quality at flrst. It might
be a good choice to replace “good” solutions with more diverse solutions that are
“almost as” good. This again couid be controlled by a parameter that would regulate
the balance between the diversity and quality of what goes into the population.
The warehouse will update the solution pattern and the utility function of each
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of its elements for ail solvers as soon as a new solution enters the warehouse. Each
solver couverts the utility function into a probability function to bia.s route choices
for each node. For example, the selected random generator chooses an element
with probability O.5(u+1), where u is the utility of the new element being added.
We start by fixing a percentage of promising elements and prohibiting a per
centage of unpromising ones. We then look at more dynamic mechanisms, based
on the entropy of the population and the utility function of each element, to fix
and prohibit them.
In the following we propose a method to remove the specific behavior of the
metaheuristic, allowing us to focus on the impact of cooperation and the guidance
mechanism. Replacing metaheuristics with a random search allows for a faster
exploration of the search space without any specific searci pattern.
4.12 Relative utility fiinction
We define the utility of au element (or a series of elements) by its influence, positive
or negative, ou the solutions that use it. We eau measure this utility with different
factors and normalize its value within [—1,1]. For example, a value of —I means
that, when present, this element aiways degrades the solution quality, and, a value
of I means that it always increases it. Thus, each element that is part of a pattern
can have a probability of being fixed or prohibited based on its utility value.
The relative utility of each element is defined in the following. The elements
are first ordered according to their frequency of appearance within the population.
Based on the average value of solutions in which they respectively appear, they are
given a proportional value within [—1, 11.














Figure 4.5: An abstract framework for a giiided random cooperative search
4.13 Random solution generator
The main challenge in studying the effect of the guided search on the global search
is obtaining an abstraction from ay rnethod-specific performance that generates
noise in the interpretation. To address this issue and focus on the guidance media
nisrn and its impact on cooperation, replace each independent meta-heuristic with
a random solution generator as shown in Figure 4.5.
To better understand the impact of the guided mechanism, we were looking for
a solution generator with the foïlowing property
• No memory;
• 3e easily and repeatedly instantiated with non-specific behaviors;
• Not specific to a particular problem type.
It appears that a random solution generator, while providing average-quality
solutions, was the best generator to fully test the guidance mechanism without
inducing any quality bias, as the other “search” methods wollld have donc. We
will thus use multiple copies of a random generator (with different random seeds),
rhicl will send random solutions to tic warehouse and receive instruction to”fix”
anci “prohibit” elements.
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4.14 The vehicle routing problem with time windows
The following describes combinatorial problem we selected to conduct our experi
ment: the vehicle routing problem with time windows.
The VRPTW is a well-known and extensively studied combinatorial problem
and thus well suited for benchmarking. The single-depot VRPTW assumes a set of
customers with known positive demands and specific time intervals during which
service is available. A fleet of homogenous vehicles of known capacity resides at a
given depot to perform the service. The objective is to find a set of closed routes
(or tours) that start auJ end at the depot during its opening hours, while also
• Minimizing the total cost of performing the service;
• Ensuring that customers receive exactly one service during their specified
tirne window;
• Avoiding overloading vehicles.
Figure 4.6
600 clustered
shows the best-known solution for problem Cl-6-4, which involves
customers. The depot appears at the centre of the image. The
/
4I
Figure 4.6: Best known solution for problem Cl-6-4
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different routes for serviiig cust.omers are shown in different colors.
Comparison and evaluation of the proposed rnechanism will be doue experimen
taily. with a seiected set of 1000-noUe vehicle routing problems with tirne windows
(VRPTW) from the Homberger and Gehring benchmark set [64]. Without anv
loss of generality, the entire concept proposed in this paper can he applied to var
bus combinatoriai probiems. In terrns of VRPTW, the elements that compose a
solution are arcs.
Tests have been carried out on the standard set of test problems proposed
by Solomon [93] and used by ail authors. The set contai;is 56 probiems of 100
customers each. We also used the extended set produced by Homberger and Gehrin
[64] with 300 probiem instances that vary from 200 to 1000 customers.
The standard and exteided problems are divided into six categories. named Ci,
C2, Ri, 112, RC1. and RC2. For ail problem instances, customers are distributed
in a [0,100] square unit. The customers in sets C are clustered together, while
those in sets R are distributed randomly. Problems in sets RC combine the two
characteristics. Time windows at the depot are relatively small for prohiems of
type i, to allow less custorners to be served by each route; tirne windows are larger
for problems of type 2. The service time is of 10 uiiits by customer for problems of
type R and RC, and of 90 units for class C.
To illustrate our findings, we have selected a problem set of six standard prob
lems, one from each ciass, denoted CiiOlO, C210i0, RilOlO, R2i010, RCilOiO
and RC21O1O. Experiment on the dynamic guided search with metaheuristics will
be performed ou ail 356 problems.
4.15 Experimental framework
The goal of using a random generator was to be able to better understand the guideci
mechanism. Surprisingly, there are many ways to generate a random solution.
The experirnent objectives are to reveal the impact of a controiled entropy on
the convergence of the search and to show the quaiity of the solution produced by
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a dynamic guidance mechanism.
The rnethodology is twofold. First, we create a guided search that combines the
utility of the elernents and the control of the entropy to form the implementatioll of
Figure 4.3. Second, we disregard any particular behavior of specific metaheuristic
with random searches. This will allow the comparaison of a pure random search
(without any guidance mechanism) to a guided random search. Putting it ail
together. the new dynarnic guided mechanism is incorporated into a framework
with metaheuristics.
Our new dynarnic guided sea.rch with tabu search and genetic algorithm pro
duces new best average resuits for the prohiem of size 200, 400 and 1000 in the
standard benchmark of VRPTW.
In the following, we explain our choice of a random solution generator, the
influence of the guidance pararneters, the impact of arc fixation and prohibition.
Follows, the performance analysis of a pure random vs a guided random searcli. Fi
nally, performance analysis of a static and a dynamic guided search when used with
metaheuristics are illustrated over the 200 to 1000 standard VRPTW benchmarks.
4.15.1 Choosing a random solution generator
While we take into consideration various methods of generating random solutions,
we work with only one, since it serves its simple purpose. Even if the selected
random generator has the lowest performance (in time 0(n2) and memory 0(n)) of
ail the generators we designed, it cari generate a solution closest to the number of
vehicles requested. r. The random generator named CreateAdd creates r routes
and tries to randornly add the non-visited nodes. If this addition is impossible for
ail of the routes. a new route is created with the node in question. The pseudo-code
for this simple random generator is shown in Algorithm 1.
• Line 1 creates a permutation of the n elements of a solution RandN;











8: whule rAdd O do
9: rCour — a route of rAdd














• Line 6-7 itera.te through the elements that are not in the solution yet;
• Line 8-16 try to add each element to each route;
• Iii une 18, the element that can’t be added will form a new route.
Create&Add is not very efficient, in time o(n), 0(n2) and space 0(n), but it does
find a solution close to the requested number of vehicle. r. It is worth mentioning
that ranclom solutions are iiot to be compared with state-of-the-art rnethods (about
2.5 times more vehicles 011 average and twice the distance) since our purpose is only
to study the added value of the guided mechanism in an indepeildent fashion.
4.15.2 Initial parameter exploration
To provide a self-adapting mechanisrn, we need to idelltify the impact of each
parameter. The pararneter exploration consists in a series of run-throughs of ail the
possible combinations of parameter values within a certain increment to study their
impact on the search. The methodology proposed here is to perform a parameter
exploration on six selected problems with the random search only. We report the
best solution found after a sufficient arnount of CPU time, to show the effect of
the parameters. To limit the number of experirnents, we performed a parameter
exploration with a variation of 0.10 for the 4 parameters studied. Subsequent
experiments within a variation of 0.005 on promising experiments gave us a better
idea of the parameters’ influence.
Our approach considered the 4 parameters and the following steps:
1. Performing a pararneter exploration to determine the best value of the al
gorithm’s pararneters: the fraction of the warehouse to be considered good
solutions (goodfrac);
2. Defining the fraction of the elements of these solutions to be considered
promising (goocLarcJrac) and symmetrically for the worse solutions (bad
frac), the fraction of unpromising eiements (bacLarc_frac);
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3. Determining the effect of entropy control on preventing premature conver
gence of the solution warehouse
Our tests revealed that less than 300 seconds of 4 CPU time was sufficient to
draw conclusions on the effect of the pararneter values.
Figures 4.10- 4.21 show the distance and the numbers of vehicles, respectively.
With the random generator, they both decrease until a plateau is reached for a
typical problem. When the run starts, solutions quickly enter and fil the warehouse.
After this ramp-up period, the randomly generated solutions are not providing
improved solutions to the warehouse, where the solutions are converging towards a
specific number of vehicles and a travel distance. With the guided random search,
the number of vehicles and travel distance is reduced at regular interval when the
search space is constrained.
Figure 4.7 shows the results for problem instance CilOlO as a function of
gooiirac and goodarclrac. The best solutions were found for good_frac = 0.245
and goodnrc_frac = 0.025. However a similar study for problem instance C21010
(figure 4.8) shows a completely different set of values, and in fact the same setting
of goodjrac and goocLarcirac was not good for all problems. This figure plots the
number of vehicles for the best solution found within 300 seconds of CPU time, as
a function of goocLfrac and goocLarcJrac for the CliOlO problem.
Figure 4.8 plots the number of vehicles for the best solution found within 300
seconds of CPU time, as a function of goocLfrac auJ goocLarcJrac for the C21010
problem.
The effect of arc prohibition (bad_frac > O and bad.arc_frac> 0) was entirely
negative when used for a complete mn. Figure 4.10- 4.21 show the resuits when
there is no prohibition (plain red hue). With any form of prohibition, the best
solution remained at the plateau level (around 228 vehicles in the CliOlO case).
Each problem has a differeut solution landscapes auJ the impact of the param




















Figure 4.7: Plot of nb. of vehicles for best solution found within 300 seconds CPU
time, as a function of goocLarc and goocLarcJrac for the CliOlO problem
C21010
I
Figure 4.8: Plot of nb. of vehicles for best solution found within 300 seconds CPU
tirne, as a function of goocLarc and goocLarcJrac for the C21010 problem
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4.15.3 The effects of arc fixation and prohibition
Since there was no ideal value for fixation or prohibition that was appropriate
for ail problems, we performed an experiment to see what were the effects of these
parameters.
In this dynamic algorithm, we set goodirac and bacLfrac equal to 1.0 and vary
ollly the arcJrac parameters. These settillgs are rneaningful because when the
warehouse’s entropy falis, these parameters will have littie effect, as ail solutions in
the warehouse become similar.
Without any arc fixation or prohibition, the best solution remains poor, both
hi number of vehicles and in length. The warehouse’s entropy rernains high. The
algorithm does not find a good solution and. once the warehouse is full, the rate of
new solutions entering the warehouse drops.
As soon as a minimal amount of fixation is introduced (0.001 in the case of
a 1000-customer VRPTW problem), new solutions begin to enter the warehouse.
the best solution improves drarnatically and the entropy starts to fail. 0f course,
these solutions are mostlv hyhrids of existing solutions in the warehouse, keeping
the most successflll partial routes. Thus fixation acts a little bit like crossover in a
genetic algorithm by preservillg hopefully good elements.
After some time, the number of solutions entering the warehouse drops, auJ the
algorithm again stagnates. Increasing the level of fixation restarts the algorithm.
Eveutually, however, the entropy drops too low, and the algorithm converges pre
maturely.
This interactive study shows that:
1. Arc prohibition has significantly less impact than arc fixation since few newly
produced solution is able to enter in the warehouse and infiueiice the coop
eration:
2. The ideal values for fixing and prohibiting arcs depend on the problem auJ
the entropy;
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3. Fixing an arc is equivalent to prohibiting ail other exiting or entering arcs of
a node.
Therefore, to get prohibition and guidance to work properly, we need to:
1. Prune the warehouse by throwing away a portion of the warehouse, as other
wise no new solutions can compete. Our tests show that removing 50% of the
solutions when no solution has entered in the warehouse for a certain number
of iterations;
2. Use different arc fixation alld prohibition proportions as the entropy changes.
4.15.4 Performance analysis of a guided search
These two modifications were implemented in the proposed dynamic guided
search as shown in the pseudo-code of Algorithm 2, where count returns the number
of solutions that entered the warehouse since the last iteration.
The main idea of the Dynamic Guided Search is to increase or decrease the
control of the arc fixation and prohibition based on the quality of the solution in
the pool and their diversity.
We refer the reader to section 4.15.2 for a definition of goodfrac, badfrac,
goodarcJrac, badarcJrac used in Algorithm 2.
• Line 1 indicates that the guidance needs to be modified when no solution has
entered the warehouse for a certain amount of time;
• Line 2-4 increase the fraction badizrc_Jrac by daf when entropy is be
low a threshold, and when the fraction of elements in the bad solutions
(badarc_frac) that are considered unpromising is below O.5
• Line 6-8 increase good_arc_frac by daf if it is below 0.5;
• Line 9-11 decrease baLarc_frac by daf if it is above O (but below 0.5).
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Algorithm 2 Dynamic guided search
1: if count <thresh * utilit_interval then
2: if entropv < entropyJhresh AND bad_arc_frac < 0.5 then
3: bad_arc_frac
— bad_arc_froc + daf
4: Ret.urn
5: else
6: if good_arc_frac < 0.5 then
7: good_arc_frac
— good_arc_frac + daf
8: end if
9: if bacLarc_frac> 0 then
10: bad_arc_frac
— bacLarc_Jrac — daf
11: end if
12: end if




Each tirne the entropy reaches a certain threshold, we increase the fraction of
good arcs that are fixed (goodiirc_froc) by a srnall increment (daf) and decrease
the fraction of bad arcs that are prohibited (bad_arc_froc) by the same small incre
ment. We found that using a threshold thresh of I .3S,nin of the entropy to introduce
prohibition performs better than other values. Once the warehouse is refihled, and
the new solution rates fali again, prohibition is turned off, aiid the algorithm is
iterated with fixation. When entropy drops below the threshold, prohibition is
performed again.
We also modify the acceptance criteria of the solution warehouse to take illto
account not only the quality of the solutions but also their diversity. Solutions can
enter the warehouse only if they differ by 6 elernents or improve the best. 6 is
divided by two every 50 iipda.tes of good.arc_frac.
In the followillg, we display results of a random guided search experiment on
the 6 selectecl problems.
Table 4.1 shows the best solution found for a pure random run (no guiding
mechanisrn as shown in Figure 4.9) versus a dynarnic guided random search (as
shown in Figure 4.1). The stopping criterion wa.s set to 7200 seconds of $ CPU
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Pure random Dynamic random
Problem T(s) nbVeh Length T(s) nbVeh Lenght nbVeh Lenght
CliOlO 129.07 228 217355.09 865.54 161 125957,37 142% 173%
C21010 832.15 124 223948.81 878.62 86 154105,83 144% 145%
R11O1O 143.19 236 233032.50 790.56 148 145954,09 159% 160%
R210[0 169.81 148 260560.31 877.72 84 195668,047 176% 133%
RC11O1O 235.25 222 198574.81 876.09 119 112494,60 187% 177%
RC21O1O 595.37 138 242201.20 801.48 66 160751,64 209% 151%
Average 170% 156%







Figure 4.9: An abstract frarnework for a pure random search
We could have stopped the run at 2500 seconds in ail cases as the dynarnic
guidance on a random search shows a clear advantage over the pure random search.
The average improvement for the number of vehicles is 170% and for the total travel
length, 156%. The dynamic random alone can’t compete with curreut best methods
but produces average solution very easily.
In figures 4.10- 4.21, as soon as the wa.rehouse is fluled and the fixation and
prohibition orders are given, we see that the solutions generated by the guideci
raiidom search (dotted green une) starts to improve compared to the pure random
search (plain red hue). The random search (as expected) converges quickly and is
not ahie to generate good solutions in the provided 7200 seconds of 8 CPU tirne.
We plotted the following quantities as a function of time: hest solution, num
Post-optimization
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Figure 4.11: Pure random vs guided random search in tour length - time for CilOlO
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Figure 4.13: Pure random vs guided random searcli in time for C21010
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Figure 4.15: Pure random vs guided random search in time for Ri 1010
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Figure 4.16: Pure random vs guided random search in tirne for R21010
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Figure 4.21: Pure random vs guided random search in time for RC21O1O
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ber of vehicles, length of tour, entropy and the number of solutions entering
the warehouse. Several plots of these quantities and of fixation and prohibition
(goocLarcirac and bacLarcJrac respectively) for the proposed dynamic guided
search algorithm are shown in Figures 4.10-4.21, which illustrates the positive im
pact of the dynamic guidance.
Figure 4.22 plots the evolution of the best solution for the dynarnic guided
search for a typical run (C11010). Entropy control and post-optimization are used
on this mn.
The proposed dynamic guided search performs better than the simple random
search. As shown, even using the random search, the quality of solutions irnproved
with the guided mechanism. Using prohibition and fixation, we are also able to
control the entropy and to influence the number of new best solutions entering the
warehouse, as shown in Figure 4.22 (Solutions Entering Repository) which increases
when we increase the entropy in the diversification phase.
Betwcen a time of about 50 and 200 seconds, the number of arcs that are fixed
is slowly increased, thus allowing a better solution to be found (recall the use of
a random search here). By fixing and prohibiting, and by removing 50% of the
solutions in the warehouse before the prohibition, we postpone convergence of the
warehouse until a time of 450 seconds. This improves the quality of the overall
best solution found, when compared to the results of a search with no dynamic
guidance.
Each time the warehouse is emptied of 50% of its solutions (500 solutions out
of 1000 are removed in the experiments), the entropy rises and new solutions can
enter the warehouse. In the plot of solutions entering the solution warehouse,
in Figure 4.22, every peak goes above 500 solutions entering the warehouse thus
replacing previous good solutions. This is a clear indication that prohibition allows
the finding of new best solutions, thereby diverting the random creation of solutions
from unpromising solutions.
With the random guided search, a new best result for problem Cl_2_1 is found
as shown in Figure 4.23 and Figure 4.24 20 vehicles, for distance of 2639.60. As
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Figure 4.24: Leugth for guided raudom search, problem Cl_2_1
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illustrated, the number of vehicles and total traveled distance is reduced over time
by the guided mechanism. The red plain une represents this guided random search
while the green represents the previously best known solution.
4.16 Static vs dynamic guided search
Now that we have a better understanding on how to regulate the global search
control, it is natural to put metaheuristics in the dyllamic guided search framework
and observe the performance of a dynamic vs static guided search,
In the following experiments, we show the results of a static guided search [79]
and a dynarnic guided search (this work), both using evolutionary algorithm and
tabu search.
As with the static guided search, a different search method, Taburoute, an
Unified Tabu $earch algorithm, and two evolutionary algorithms (OX and ER), is
run on each of the four processors. The solution warehouse, the post-optirnization
procedures, the pattern identification method, and the construction methods are
run on another processor for a total of five processors in this study. In previous
studies, we already have shown that having a random generator introduce diversity
and increase the overail solution quality, so we stiil keep one random geiierator in
our mn after the construction mechallism have completed.
For Taburoute we use the parameter settings indicated in the original paper
for the VRP (Gendreau, Hertz, and Laporte [49]). Tabu tags were set to a length
varying between 5 and 10 iterations, 15% of the nodes were evaluated in the p
neighborhood dimensions and the initial solution was selected as the best from
15 initially generated solutions and the best solution from the solution warehouse.
A penalty of 1 was used for frequelltly moved arcs. The parameters for the value
function presented in the initial article by Cordeau, Laporte, and Mercier (Cordeau,
Laporte, and l\/lercier [23]) (alpha:=1; beta=1; gammarrl) were used for the Unified
Tabu. Finally, an arc mutation probability of 1 percent was used on temporary
copies of the parents for the crossovers used by the evolutionary algorithms.
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Tests have been carried out on the standard set of test prohiems proposed by
$olomon [93]. The set contains 56 problems of 100 ciistomers each. We also used the
extended set produced by Homberger and Gehring [64] with 300 problem instances
that vary from 200 to 1000 ciistomers. The Solomon and extended problems are
divided into six categories, narned Cl, C2, Ri, R2, RC1, and RC2. For ail problem
instances, customers are distributed in a [0,100] square unit. The custorners in sets
C are clustered together, while those in sets R are distrihuted randomly. Problems
in sets RC combine the two characteristics. Time windows at the depot are rela
tively small for problems of type 1, to allow fewer customers to be served by each
route; time windows are larger for problems of type 2. The service time is of 10
units by customer for probiems of type R aiid RC, and of 90 units for class C.
Solutions in the solution warehouse are sorted, first by the nuniber of vehi
des, second by a weighted sum, C(p), of attributes: the total time required to
serve ail customers, the associated total distance and total waiting time at cus
tomers, and the sum of the slack left in each time window: C(p)=W1*totalTime
+ W2*totalDistance + W3*totalWait + W4*totalSlack.
Parameters W1 to W4 were set to 1 in ail the reported experiments. This mea-
sure combined with the number of vehicles gives us an overali idea of the solution
quality (totalTime and totalDistance) and ftexibility (totalWait and totalSlack).
The iast two measures indicate how much slack there exists in the solution and
how easily feasible neighboring solutions may be explored.
In previons research (Le Bouthiliier and Crainic [77]), cooperative search was
found to provide faster results of equivalent or better quality than each of its
independent searches. We therefore compare only the static guided and dynamic
guided parallel cooperative searches.
Runs of 12 min wall-clock time were performed by the cooperative meta-heuristics
for each of the 100 city problems. Longer running times, equal to those reported by
Homberger and Gehring [64] were allowed for the larger problem instances. These
times go up to 50 min wall-clock time for the 1000 city problem. Experirnents
were performed on the Mammouth-MP cluster from the University of Sherbrooke
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on five 3.6Ghz Xeon processor with 8GB of RAM and Infiniband 4x connectivity.
Computations of distances were carried out in double precision.
The implementation is machine independent and eau be run with MPICH par
allel library on Unix or Linux.
Tables 4.2 and 4.3 display the average resuits per class of problems for the cu
mulative number of vehicles (CNV) and distance (CTD) for the standard Solomon
problems and for the extended set of problems defined by Homberger, respectively.
Best results are shown in bold.
Resuits of the dynarnic guided Cooperative Search (LCKO7) are compared to
those of the best methods (published or not) for the VRPTW on the benchmark
site of SINTEF 1 on February 26, 2007: The unified Tabu $earch of Cordeau,
Laporte and IViercier ([23], denoted CLM), the evolutionary algorithm of Homberger
and Gehring ([64], denoted HG), the two-stage hybrid local searci of Bent and
Van Hentenryck ([5], denoted BVH), the Active Guided Evolution Strategies of
Mester and Briiysy ([82], denoted MB), Rochat and Taillard ([87], denoted RT),
Gehring and Homberger ([47], denoted GHO1), Briiysy ([12], denoted BOl) and Le
Bouthillier et al. ([79], the static guided search denoted LCKO5).
The proposed rnethod, LCKO7, yields very good results. It appears in second
place in both tables according to the CNV/CTD ratio. Relative to the standard
$olomon problems, the method we propose yields a total number of vehicles of 405,
which is equal to the best metaheuristies currently available for the VRPTW. It
reduces the total distance by 34.63 units compared to the static guided search.
We observe that, compared to the static guided cooperative search, the new
method reduces the number of vehicles by 8 on large problems (200 to 1000 eus
tomers). We also report I new best. The guided cooperative search reports new
best averages for the Ri and R2 problem classes on the 100 customer problem.
It also reports the best cumulative number of vehicles for the 200, 400 and 1000
customer problem. Our method is the second best in terms of CNV and CTD.
Table 4.3 displays the resuits for the cumulative number of vehicles (CNV) and
1Sintef web site www.sintef.no/static/am/opti/projects/top/
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Author Ri R2 Cl C2 RCY RC2 CNV/CTD Experiment
RT 12.25 2.91 10.00 3.00 11.88 3.38 415 5G. 100MHz
1208.50 961.72 828.38 589.86 1377.39 1117.44 57231 1 run, 92.2 Min
CLM 12.08 2.73 10.00 3.00 11.50 3.25 407 n/a
1210.14 969.57 828.38 589.86 1389.78 1134.52 57555.00 Sun U2 300MHz
LCO3 12.08 2.73 10.00 3.00 11.50 3.25 407 5xP850 MHz.
1209.19 963.62 828.38 589.86 1389.22 1113.70 57412.00 1 run, 12 Min
H99 11.92 2.73 10.00 3.00 11.63 3.25 406 P200 MHz.
1228.06 969.95 828.38 589.66 1392.57 1114.43 57 876.00 10 runs. 13 Min
GH01 12.00 2.73 10.00 3.00 11.50 3.25 406 4 P400 MHz.
1217.57 961.29 828.63 590.33 1395.13 1139.37 57641.00 5 runs. 13.5 Min
BOl 11.92 2.73 10.00 3.00 11.50 3.25 405 P200 MHz.
122212 975.12 828.38 589.86 1389.58 1128.39 57710.00 1 run, 82.5 Min
LCKO5 11.92 2.73 10.00 3.00 11.50 3.25 405 5xP850 MHz.
12 14.20 954.32 828.38 589.86 1385.30 1129.43 57360.00 1 run, 12 Min
LCKO7 11.92 2.73 10.00 3.00 11.50 3.25 405 5xP3.6 GHz, IB4x.
1213.06 952.73 828.36 589.86 1385.14 1129.16 57325.37 1 run, 12 Min
BVH 12.18 2.73 10.00 3.00 11.50 3.25 405 Sun UlO 440Mhz
1231.08 954.18 828.38 589.86 1384.17 1124.47 57272.00 5 run, 120 Min
Table 4.2: Comparison of average resuits on 100-customer problems
Problem MB LCKO7 LCKO5 HG
CNV CTD CNV CTD CNV CTD CNV CTD
200 total 694 168573 694 169903.27 694 169958.49 694 173312.32
400 total 1389 390386 1388 396158.55 1389 396611.15 1388 409763.38
600 total 2082 796172 2084 809882.12 2086 809193.46 2076 851680.33
800 total 2765 1361586 2759 1444524.75 2761 1143399.01 2755 1479801.56
1000 total 3446 2078110 3439 2133673.47 3442 2133644.57 3439 2236582.89
Total 10376 4794827 10364 4954142.16 10372 4953106.68 10352 5151140.48
Table 4.3: CNV/CTD for 100-1000 custorners
distance (CTD) aggregated by problem size for the extended set of problems. Not
many authors addressed the entire problem set, which explains the lirnited number
of entries in the table (the best methods were selected).
For all problem classes, the difference with the other methods is less than 0.4
percent in terms of the cumulative number of vehicles. In all cases, we improved
upon the static cooperative search.
4.17 Conclusion and perspectives
The main challenge in this work is studying the effect of the guided search on t.he
global search is obtaining an abstraction from any rnethod-specific performance
that generates noise in the interpretation. To address this issue and focus on the
guidance rnechanism and its impact on cooperation, we replace each independent
meta-heuristic with a random solution generator. The resulting generator threads
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receive illstructions to fix and prohibit certain elements while generating solutions.
These instructions are coming from work on the solutions sent to the guidance
mechanism, but no solution is sent to the individual threads, which are thus influ
enced by the guided mechanism only.
In this work, we have studied the effect of the guidance mechanism in a coop
erative framework. The use use of random solution generator instead of individual
metaheuristics gave us a better understanding of the guidance effect.
We were then able to improve the best known average solution quality over 3
standard benchmark problem size (200,400,1000) with a tabu search and an evolu
tionary algorithm guided dynamically within a cooperative frarnework. Adapting
the parameters that constrain the search based on the entropy value of the solutions
in the warehouse has proved to be successful.
As patterns of information refiect the solutions present in the warehouse, it
might be interesting to maintain a perpetual pattern that would tell us which
elernents were visited often, and which, less often.
Patterns and global information from the solution are now being constructed
and sent to the individual search. We should also look at contextual information
and derive search patterns from each local search to better inform the warehouse
of the actual search performed.
As one last comment, we emphasize that entropy is not jiist an old friend, it is
a concept that is rich in new ideas and scientific directions. It is being very actively
considered by a ilumber of researchers [15] [34] [59] [16]. This study indicates that
population- and cooperation-based rnethods should certainly consider entropy as an
important ingredient in properly guiding a search. From this we conclude that the
guiding mechanism could be applied to any search method that produces solutions,
either a sequential or parallel one.
Further studies will analyze these new avenues for an adaptive guided search
and test the improved search with state-of-the-art metaheuristics.
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Dans cette section, nous avons étudié si un mécanisme dynanhiqile de contrôle
global des phases d’intensification et de diversification performait mieux qu’un mé
canisme statique.
Notre méthodologie consistait, dans une première phase, à cerner l’impact de la
coopération et du guidage en remplaçant les métaheuristiques par des méthodes de
recherches aléatoires. Dans une deuxième phase et basé sur les conclusion de notre
première phase, nous avons pu intégrer notre mécanisme de guidage dynamique
avec des métaheuristiques pour en observer les performances.
Les résultats des recherches (c.f section 4.15) coopératives obtenus sur le VRPTW
montrent que les paramètres de guidage ont une influence différente selon le pro
blème résolu. Un mécanisme de guidage dynamique est donc une façon naturelle
d’adapter la recherche coopérative aux différentes topologies de l’espace de solu
tions des problèmes. Ce mécanisme est utilisé dans notre approche afin de contrôler
la diversité de la population de l’entrepôt, d’éviter la convergence prématurée des
recherches et de conserver une représentation adéquate des propriétés des solutions
prometteuses.
Quels sont les impacts de la fixation ou de l’interdiction d’éléments prometteurs
ou non sur l’entropie et sur la qualité des solutions produites? Une étude empirique
a permis de répondre à cette question en effectuant une variation paramétrique des
proportions des patrons d’éléments fixés ou non. Afin d’éliminer toute influence
de comportement particulier de métaheuristiques ou d’échanges de solutions, un
générateur aléatoire de solutions est utilisé.
Nous identifions cinq scénarios de fréquence d’apparition de patrons d’éléments
au sein d’une population (c.f. figure 4.4). Seulement deux de ces scénarios sont
indicateurs de patrons, prometteurs ou non, pour lesquels il peut être pertinent
de fixer ou d’interdire les éléments dans les recherches. La définition de patrons
inclut maintenant les patrons statistiques qui peuvent faire partie d’une solution
réalisable. Cette extension permet de générer de nouvelles solutions qui combinent
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les éléments prometteurs de différentes solutions.
Fixer ou interdire un élément sans considération quantitative de son influence
dans les solutions où il est présent n’est pas représentatif de l’objectif global. Afin
de palier ce problème, nous attribuons une fonction d’utilité à chaque élément qui
caractérise son influence relative. Il est possible de fixer ou d’interdire de façon
probabiliste les éléments de manière plus ou moins prononcée en fonction de leur
utilité respective.
Une fixation trop imposante d’éléments créée nécessairement une diminution
prématurée de l’entropie au détriment d’une exploration diversifiée de l’espace de
solutions. Ainsi, s’a.ssurer que l’entropie de la population demeure à une certaine
distance de l’entropie idéale permet d’améliorer le mécanisme de guidage, en lais
sant orienter les recherches vers un nombre plus important d’espaces de solutions
prometteuses. L’entropie utilisée mesure le nombre d’éléments distincts dans la po
pulation. La première phase d’expérimentation 4.15 a démontré que le contrôle de
l’entropie limitait la convergence prématurée de la population mais offrait très peu
de diversification. En effet, interdire certains éléments dans le but de diversifier
les solutions produit, certes, des solutions différentes, mais pas nécessairement de
qualité suffisante pour remplacer les solutions existantes de l’entrepôt de données.
Une méthode simple consiste à éliminer une partie de la population avant la di
versification, comme bon nombre d’algorithmes génétiques le font. Enlever 50% de
la population, selon nos expériences, a produit les meilleurs résultats. Ceci permet
au mécanisme de guidage de prendre en compte de nouveaux patrons et de mieux
aiguiller les recherches. Suite à l’entrée de solutions diverses dans la population et
aux nouvelles instructions de guidage qui en ont découlé, de meilleures solutions
ont été observées.
4.19.1 Discussion des résultats
Sans simple fixation d’éléments, les solutions produites par un générateur aléa
toire sont de piètre qualité. L’entropie des solutions de l’entrepôt de données de
meure élevée. Dès que l’entrepôt est rempli, le taux d’acceptation de nouvelles
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solutions tombe radicalement, puisqu’il y a très peu de nouvelles bonnes solutions
produites.
Par une variation paramétrique, notre étude montre l’influence du mécanisme
d’interdiction et de fixation de patron d’élément ba.sé sur la qualité respective de
leur solution, l’élimination de solutions de la population ainsi que le guidage de
la recherche pour maintenir un niveau déterminé d’entropie. Les valeurs identifiées
ont conféré les meilleurs résultats aux VRPTW.
Le mécanisme de guidage dynamique combiné à l’élimination d’une partie des
solutions de l’entrepôt permet à de meilleures solutions d’y entrer. En effet, à chaque
fois qu’une interdiction d’éléments a lieu et que 50% de la population est enlevée
(soit 500 solutions), il y a en moyenne 700 solutions qui entrent dans l’entrepôt
pour les problèmes étudiés. Ceci signifie que 200 nouvelles meilleures solutions ont
été trouvées.
Sur six problèmes sélectionnés parmi les 1000 noeuds (1 par classe de pro
blème), l’utilisation du mécanisme de guidage dynamique confère une amélioration
moyenne de 170% en nombre de véhicules et de 156% en distance par rapport à une
recherche aléatoire pure. Pour l’ensemble des problèmes du VRPTW, notre méca
nisme de guidage dynamique combiné à des recherches avec tabous et algorithmes
évolutionaire a dominé, en terme de qualité de solution le guidage statique.
4.19.2 Conclusion
En isolant la coopération et le guidage des méthodes de recherche particulière,
nous avons identifié le degré d’influence de la fixation ou de l’interdiction de patrons
d’éléments sur l’entropie de la population et le lien avec la qualité des solutions pro
duites. Nous avons aussi observé que le maintien d’une entropie constante à 1.3 fois
l’entropie minimale procure de meilleurs résultats pour les problèmes étudiés. Afin
de conserver l’entropie à ce niveau, nous avons proposé un mécanisme permettant
de modifier la proportion des patrons d’éléments qui doivent êtres fixés ou inter
dits, et ce, de façon dynamique. Le mécanisme de guidage dynamique a permis
de trouver un meilleur résultat de littérature et d’améliorer la robustesse de la re
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cherche en obtenant une meilleure moyenne des résultats pour les problèmes des
tailles 200,400 et 1000.
CHAPITRE 5
CONCLUSION
La recherche coopérative est un paradigme qui laisse entrevoir des perspectives
d’avancées significatives dans la qualité et la robustesse des solutions produites. En
ce sens, nous avons proposé une architecture générique et des iiiécanisrnes permet
tant
1. d’enrichir la gestion de l’entrepôt de données supportant la recherche;
2. de guider les métaheuristiques vers les espaces de solutions prometteuses;
Ces mécanismes confèrent une vision et un contrôle améliorés sur la recherche
globale. Ils ont permis une gestion et une distribution appropriée de l’information
ainsi que l’implémentation efficace sur des systèmes parallèles.
En plus de la résolution du VRPTW, les applications de la recherche coopérative
avec guidage dynamique sont nombreuses. Elle peut être utilisée pour résoudre
plusieurs problèmes d’optimisation par la simple intégration de métaheuristiques
appropriées.
5.1 Contribiitions
L’amélioration d’une architecture de recherche coopérative applicable à un en
semble de problèmes combinatoires est la principale réalisation de cette thèse. Ainsi
nous avons fourni une amélioration de la robustesse des résultats de littérature pour
le VRPTW avec plusieurs nouveaux résultats et le deuxième meilleur algorithme1
en terme de la moyenne des résultats de problèmes de 100 à 1000 noeuds. Nous
avons proposé d’identifier des patrons d’éléments prometteurs ou non au sein des
solutions explorées pour faire un guidage en phases de diversifications et d’intensi
ficaitons global de la recherche. Un guidage dynamique basé sur une métrique de
‘SINTEF www.sintef.no/static/am/opti/projects/top/
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l’entropie des solutions de la population fut proposé. Finalement, nous avons effec
tué, une évaluation empirique du comportement de la coopération et de l’influence
du guidage.
Une introduction aux recherches coopératives a été illustrée par une publica
tion démontrant le bien-fondé de la méthode appliquée à un VRPTW. En effet,
l’échange de solutions améliorantes entre deux recherches avec tabous et deux al
gorithmes génétiques a permis de trouver des meilleures solutions à cinq problèmes
de littérature.
Le troisième chapitre a élargi le concept de coopération en proposant un mé
canisme de guidage. Nous identifions des patrons (prometteurs ou non) selon la
variation de fréquence des éléments entre les meilleures et moins bonnes solutions.
Ces patrons d’éléments peuvent ensuite être fixés ou interdits aux métaheuris
tiques afin d’orienter les recherches vers des endroits prometteurs ou de les dévier
de certains endroits déjà explorés. Ce mécanisme de guidage permet d’imposer des
phases successives de diversification et d’intensification des recherches. En ajoutant
un guidage en quatre phases d’intensification et de diversification à la recherche co
opérative, nous obtenons des résultats de qualité identique ou supérieure pour tous
les problèmes de VRPTW. Les perspectives soulignent qu’il serait intéressant d’ap
pliquer ce mécanisme de guidage avec des méthodes parallèles non coopératives, de
même qu’avec des méthodes séquentielles qui disposent ou non de mémoire.
Pour sa part, le quatrième chapitre a enrichi le mécanisme de guidage en le ren
dant dynamique. Nous avons observé que le maintien d’un niveau d’entropie dans
la population avait des effets bénéfiques sur la qualité de la coopération. Puisque
le guidage permet d’intensifier ou de diversifier les recherches en certains endroits
et donc d’influencer l’entropie, une adaptation dynamique de l’intensité du guidage
permet de maintenir la population à un iiveau d’entropie donné. Les expériences
effectuées à la section 4.15 à l’aide d’un générateur aléatoire, qui permet de s’abs
traire de toutes les particularités inhérentes à une métaheuristique en particulier,
ont démontré des améliorations en moyenne de 170% sur le nombre de véhicules et
de 156% en distance.
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5.2 Perspectives
Cette section discute les perspectives de recherche qui font suite à nos travaux.
Jusqu’à présent, les méthodes de résolutions ont été considérées homogènes,
c’est-à-dire que les mécanismes d’envoi de solution et de guidage sont invariables,
peu importe leur comportement. Nous croyons qu’un mécanisme de sélection des
solutions de l’entrepôt ainsi qu’un guidage spécifique à chaque méthode selon son
comportement offriraient de meilleures performances.
D’un point de vue général, il est possible pour l’entrepôt de données d’émettre
des illstructions modifiant individuellement le comportement des méthodes de ré
solution par fixation et interdiction d’éléments. Les trajectoires de recherches de
chaque méthode sont ainsi adaptée en conséquence.
Nous abordons cette piste sous trois aspects méthodologiques, que nous définis
sons dans les prochaines sections : la transmission des trajectoires de recherches, la
répartition ou la concentration de la recherche et la fonction dynamique de sélection
de solutions.
5.2.1 Transmission des trajectoires de recherches
L’identification de caractéristiques récurrentes et divergentes des solutions, comme
l’utilisation fréquente ou l’absence de certains éléments, permet d’identifier celles
comportant des particularités propres aux espaces de solutions prometteuses ou
non. Le mécanisme d’identification de patron pourrait aussi servir à trouver les
éléments prometteurs ou non au sein d’une même méthode.
Plus spécifiquement, la connaissance des trajectoires de recherches des méta
heuristiques par l’entrepôt. c’est-à-dire la liste des solutions visitées par métaheu
ristique, devrait permettre d’obtenir
- Les éléments fréquents des solutions visitées (améliorantes ou non)
L’efficacité de la recherche à moyen et long terme;
L’historique des solutions visitées lorsqu’une solution améliorante est trouvée.
L’importante quantité d’informations sous-jacentes aux trajectoires de recherches
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impose une agrégation d’information pour leur transmission et leur entreposage.
L’agrégation de l’information permettant une transmission et un entreposage effi
cace est un problème à résoudre.
La méthode la plus simple pour l’obtention de l’historique de recherche est
l’envoi de toutes les solutions à l’entrepôt de données. Il est aussi possible d’établir
une fréquence d’éléments sur les solutions explorées et de transmettre ce vecteur
de fréquence à intervalle régulier.
Dans tous les cas, une analyse appropriée de ces informations transmises à l’en
trepôt de données permettrait un guidage individuel et une meilleure coordination
des recherches. Ceci nous amène à considérer un guidage et une sélection de so
lutions propres à chaque méthode de résolution. Un mécanisme d’apprentissage
devrait orienter l’entrepôt dans le contrôle global et individuel de la recherche.
5.2.2 Répartition et concentration de la recherche
L’obtention des trajectoires de recherche des métaheuristiques par l’entrepôt
de données permet de connaître l’historique et l’état actuel de la recherche. Cette
connaissance permet d’orienter l’exploration en évitant une convergence prématu
rée. Nos expériences ont montré qu’il existait des valeurs d’entropie limitant ces
effets. Il serait ainsi possible de répartir ou de concentrer toutes les recherches dans
des endroits différents ou aux mêmes endroits. Ceci pourrait s’effectuer en utilisant
un mécanisme de guidage dynamique propre à chaque métaheuristique. Il serait
possible d’influencer les paramètres propres à chaque méthodes selon une perspec
tive globale (i.e. longueur de la liste tabu, taux de mutation). Ainsi, les éléments
fixés et les paramètres des méthodes pourraient varier d’une méthode à l’alltre en
fonction de son comportement ponctuel et de celui désiré.
D’un point de vue méthodologique, les phases de diversification et d’intensifica
tion pourraient être effectuées non pas d’un point de vue global, soit sur l’ensemble
des solutions, mais plutôt effectuées sur chaque méthode de recherche selon les
solutions fournies.
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5.2.3 Fonction dynamique de sélection des solutions
Afin d’améliorer le contrôle global, nous croyons qu’une fonction dynamique de
sélection de solutions dans l’entrepôt de données adaptée à chaque métaheuristique
est préférable à une fonction globale qui a tendance à uniformiser les points de dé
part. La fonction de sélection proposée doit pouvoir tenir compte de la trajectoire de
recherche ainsi que des résultats obtenus par chaciue méthode de recherche, afin de
de sélectionner de façon appropriée les phases d’intensification et de diversification.
En tenant compte des trajectoires de recherche, il serait possible de choisir une
solution qui est éloignée, en tenue de distance de Hamming, des solutions visitées
précédemment afin de diversifier la recherche.
5.2.4 Synthèse des perspectives
Ces axes potentiels de recherche permettraient de mieux utiliser les informations
locales. Cette section en formule une synthèse et surtout pose la question de leurs
interactions.
En identifiant les éléments fréquents des solutions visitées (aniéliorantes ou non),
il devient possible d’utiliser min mécanisme de guidage local et de le synchroniser
avec le mécanisme de guidage global. On obtient un mécanisme qui met aussi
l’emphase sur la diversification des mauvaises solutions explorées.
Un vecteur de fréquences d’éléments pondéré en fonction de la qualité de la so
lution permet d’identifier les éléments prometteurs ou non. En comptant le nombre
de fois que chaque élément fait partie d’une solution améliorante ou non, nous pou—
vous connaître la répartition des solutions explorées depuis le début de la recherche.
En créant un vectetir supplémentaire initialisé à chaciue solution améliorante. nous
obtenons unie vue agrégée des derniers éléments explorés. Il est aussi possible de
maintenir tin vecteur cliii est initialisé à chaciue information reçue de l’entrepôt
(nouvelle solution ou variation dans le guidage). L’impact de la coopération peut
être apprécié en maintenaut un historique d’évolution de ces vecteurs et en com
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