Abstract-This paper proposes a strategy for transporting a tall, and potentially heavy, object to a goal using a large number of miniature mobile robots. The robots move the object by pushing it. The direction in which the object moves is controlled by the way in which the robots distribute themselves around its perimeter -if the robots dynamically reallocate themselves around the section of the object's perimeter that occludes their view of the goal, the object will eventually be transported to the goal. This strategy is fully distributed, and makes no use of communication between the robots. A controller based on this strategy was implemented on a swarm of 12 physical e-puck robots, and a systematic experiment with 30 randomized trials was performed. The object was successfully transported to the goal in all the trials. On average, the path traced by the object was about 8.4% longer than the shortest possible path.
I. INTRODUCTION
Using a multi-robot system can bring about several ben efits when transporting a heavy object. For this reason, a number of solutions to this problem have been proposed in the last two decades [1] , [2] , [3] , [4] . However, only a few works have attempted to implement transport strategies on physical systems consisting of a large number of robots [5] . This may be due to a number of factors:
• Cooperative transport involves not only moving the object, but also ensuring that it reaches the goal as efficiently as possible. Therefore, some information about the direction of transport is always required. It is not simple to make a large group of robots perceive the transport direction while they are moving the object.
In some studies, these two tasks are taken care of by two different types of robots [6] .
• Cooperative transport is a task that involves a large num ber of physical interactions. The simulation of collisions and frictional interactions may not be precise enough using state-of-the-art physics engines. Therefore, it may be difficult to use methodologies that are based on simulations (e.g. evolutionary computing [7] ) to obtain a solution to the cooperative transport problem that can work directly on a physical system.
• Some of the technologies that are available for use on robotic systems may have a limited applicability. For instance, GPS and most open-loop positioning systems are not reliable enough for indoor use. Therefore, if a system relies on such technologies to allow the robots to locate other robots, the object, or the goal, its generic ness will be limited. A group of e-puck robots transporting an object (blue box) towards a goal (red cylinder). The object requires the collective effort of three to four robots to be moved. As can be seen, the robots' perception of the goal is occluded by the object. The controller ensures that the robots distribute themselves around the section of the object's perimeter that occludes their view of the goal. The controller is fully distributed and does not require the robots to communicate with each other.
Because of these challenges, the solutions that have used physical robots have a limited generalizability. Strategies that are based on pulling the object, for example, typically limit the range of objects that can be manipulated [8] . On the other hand, strategies that are based on pushing the object, typically can not cope with situations where the object is large and hence occludes the robots' view of the goal [5] . This paper introduces a generic strategy for cooperative transport. This strategy allows the robots to push an object to a goal that needs to be perceived by the robots themselves while the object is assumed to be large enough so as to occlude the robots' view of the goa\. The strategy relies on the swarm robotic approach, which exploits the advantages associated with being able to use a large number of simple robots (see Fig. 1 ). To the best of the authors' knowledge, the solution that is proposed here is the first attempt to transport a tall and heavy object by a large number of physical robots. This paper is organized as follows. Section II describes the problem that is tackled here. Section III describes the strategy that is introduced in this paper in a platform independent manner. Section IV shows how the strategy can be implemented on the e-puck robot. Section V discusses the experimental setup. Section VI concludes the paper.
II. PROBLEM FORMULATION
The problem addressed here is as follows. A bounded environment contains a convex shaped object that is to be transported to a goa\. A number of robots are placed randomly within the environment. The robots can not grasp An illustration of how a number of robots can push a tall object. The robots distribute themselves around the section of the object's perimeter that occludes their view of the target location. Each robot asserts an equal force that is perpendicular to the object's perimeter at where the robot is making contact. Consequently, the resultant force on the object points approximately towards the target location.
the object. They can however move the object by pushing it. The object is sufficiently larger than the robots such that it occludes their perception of the goal in a portion of the environment (i.e. 'behind' the object, see Fig. 2 ).
III. TRANSPORT STRATEGY
Consider a number of robots that can distribute themselves uniformly around the section of the object's perimeter that occludes their view of the goal (the "backside" of the object), as shown in Fig. 2 . Then, if all the robots push the object with an equal force, in a direction that is perpendicular to the object's perimeter at their point of contact, the resultant force on the object will approximately point towards the goal.
In this strategy, two problems need to be overcome:
• The path that the object moves can deviate from the goal. This can happen due to a number of reasons, in cluding non-uniform friction, a temporary non-uniform distribution of the robots, and the shape of the object itself (see Fig. 2 ).
• While the object is in motion, the relative positions of the robots with respect to the object can change. There can be some positions where a number of robots in the pushing frontier tend to move to because of their perpendicular moving direction relative to the object surface. Thus, collisions between robots can occur. In Fig. 2 , for example, the two robots nearest to position C cannot avoid colliding with each other.
Our controller deals with these problems by allowing for a dynamic pushing frontier formed by the robots in the occluded perimeter of the object. In the situation shown in Fig. 2 , any robot near position A will soon stop pushing the object because it can see the goal. The two robots nearest to position C will leave the object due to the inevitable collision. There are robots that constantly try to join the formation, therefore the empty positions in the occluded perimeter of the object will eventually become occupied by other robots. Combing these behaviors, some sections of the pushing frontier are constantly breaking up and reforming, while the overall pushing frontier maintains the coverage of the occluded perimeter of the object. The transport strategy is expected to cope with objects of any convex shape. The applicability to concave shapes is yet to be investigated.
A. Implementation as a Finite State Machine
The behavior described above can be implemented as a finite state machine, as shown in Fig. 3 . A description of the operation of this state machine follows.
• State SI: Search Object. The robot performs a ran dom walk in the environment, while avoiding collisions with other robots, the goal, and the boundaries of the environment. Transitions:
-S 1 -7 S2: if the object has been found.
• State S2: Move to Object. The robot moves towards the object by measuring the relative angle to the object. Transitions: S2 -7 S 1: if the object is lost for a time Ta.
-S2 -7 S3: if the robot is within a threshold distance to the object.
• State S3: Close In on Object. The robot closes the gap between itself and the object. In this state, the robot is 'attracted' by the object and 'repelled' by other robots, such that it eventually comes into contact with the object's perimeter. Transitions:
-S3 -+ S 1: if the object is lost for a time Ta.
-S3 -+ S4: when the distance between the object and the robot becomes very small (i.e. the robot is touching or almost touching the object).
• State S4: Scan and Align. In this state, the robot per forms two functions. Firstly, it checks whether the goal is visible from its current location. Secondly, it adjusts its position along the object's perimeter according to the location of other robots -this ensures that, if possible, more robots can join the pushing frontier. Transitions:
-S4 -+ SS: if the goal is not visible from the robot's location. -S4 -+ S6: if the goal is visible from the robot's location.
• State S5: Push Object. The robot pushes the object perpendicularly to the object's perimeter at the robot's point of contact. Transitions:
-SS -+ S4: if there is no robot on at least one of the sides of the robot for a time Tb. -SS -+ S7: if contact with the object is lost for a time Te.
• State S6: Move Around Object. The robot performs a wall-following behavior to move around the object and other robots that are near the object (e.g. pushing it). This allows the robot to find a point around the object's perimeter that is viable for pushing. Transitions:
-S6 -+ S 1: if a time Td has elapsed.
• State S7: Evade. The robot moves away from anything in the vicinity, avoiding collisions.
-S7 -+ SI: if a time Te has elapsed.
IV. IMPLEMENTATION ON THE E-PUCK ROBOT

A. Robot Platform
The robot used for implementing the transport strategy described in Sec. III is the e-puck, which is an off-the-shelf mobile robot that was developed for education and research purposes [9] . The e-puck is around 7.0cm in diameter, around S.Scm high, and weighs approximately IS0g. It is a differential-wheeled robot. It has a CMOS RGB color camera. It also has 8 proximity sensors distributed around its body, which can be used either in a passive or an active mode. Each e-puck was fitted with (i) a black 'skirt', in order to make it distinguishable by other robots against the environment, and (ii) a green top marker, in order to facilitate the analysis of videos taken by an overhead camera. Fig. 4(a) shows a photograph of an e-puck. Fig. 4(b) shows a schematic of the e-puck, from above, including the locations of the sensors used in this study.
B. Parameter Settings
The control cycle of the robots runs at SO times per second. The time parameters in the finite state machine described in Section III-A are set to: Ta = 2s, Tb = 3s, Te = 2s, Td = IS s, C. Sensor Inputs 1) Camera: The e-puck uses its camera to perceive the relative positions of the red goal and the blue object. The camera is configured to provide a 40 x 12 color image at 20 frames per second. From each image, the following measures are estimated: (i) the number of pixels that are considered red and blue, denoted by Cr and Cb respectively, and (ii) the horizontal biases of the red and the blue pixels, denoted by er and eb respectively. This is done as follows.
Let Cxy denote the color vector (i.e., R, G, B ) of pixel ( x,y ) . A function F (Cxy, col) is used to determine whether the color represented by pixel ( x,y ) is similar to the specified color, col E {r, b}:
The number of blue pixels, Cb, is given by summing F (Cxy, b) over x and y:
x y and similarly for Cr. Let w be the width of the image. The horizontal bias of the blue pixels is given by: 2) Proximity sensors: The e-puck uses its eight proximity sensors (see Fig. 4 ) to measure the proximity to the object, the goal, the walls of the environment and other nearby robots. The sensors are also used to discriminate between passive objects and robots. They are, however, not used for the purpose of inter-robot communication [10] , [11] .
In this study, a sampling procedure for the proximity sen sors is executed every 20ms. An overview of this procedure is shown in Algorithm 1. Each proximity sensor on the e puck consists of an infrared emitter and an infrared transistor. The eight IR emitters are initially turned on. In the beginning of a sampling procedure, the eight IR transistors are all sampled at once. The results are the sum of the ambient and the reflected infrared intensities. The eight values can be represented as a vector:
Then, the emitters are turned off. After a 300!ls delay, the transistors are sampled again, such that the values now represent the ambient intensities:
The emitters are then turned on again, in preparation for the next sampling procedure.
The reflected intensities are calculated as the difference between the combined and the ambient intensities, i. Note that the period during which the infrared emitters are turned off is negligible (300!ls every 20ms). Therefore, every robot is effectively a constant source of infrared radiation. For this reason, no synchronization between the robots is required in order for a robot to distinguish between other robots and passive objects (the object being transported, the walls of the environment, or the goal). A high ambient intensity corresponds to the presence of nearby robots, while a high reflected intensity corresponds to the presence of a nearby passive object. The distance to a robot or a passive object can be estimated from the intensities.
D. Motion Control
The e-puck is a differential wheeled robot, and therefore, its motion is controlled by setting the rotation speeds of its left and right wheels. Here, these speeds will be denoted by WI and Wr, and will be represented within the interval [-1, 1], where -1 and 1 correspond to the maximum backwards and forward rotation speeds of the wheels, respectively. They are calculated according to: In state S4: Scan and Align, D is fixed to 0.35, such that the robot always rotates with a constant angular speed in order to observe its surroundings. When the robot is rotating, it will reduce the distance to any robots in front of it by setting S to 0.2 when the object is on either left or right side of itself. Otherwise, S is set to O. The pseudocode of this program is given in Algorithm 2. (8) where A, Rand eb are the values extracted from the robot's sensor inputs, as described in Section IV-C, and the other values are the state-dependent parameters, as follows: DA, DR, SA and SR are 1 x 8 matrices that define the effect of A on D, R on D, A on S and R on S respectively; ke is a scalar value that weights eb; nD and ns are scalar values that act as constant 'biases' on D and S, respectively.
In order to facilitate the choice of the weights in DA, DR, SA and SR, the eight proximity sensors of the e-puck were divided into two groups for S and two groups for D. For D, sensors 0-3 (see Fig. 4 For S, each of the groups of sensors can be assigned either a Positive, or a Negative profile. A Positive profile implies positive and negative weights for the Front and the Back sensors, respectively, and vice-versa for a Negative profile. A Positive profile will make the robot move towards an infrared source, while a Negative profile will make the robot move away from an infrared source.
All of the groups can also be assigned with a Neutral profile, which means that the robot is not affected by the inputs of the corresponding group of sensors. Table I shows a summary (in terms of profiles) of the parameters in Equations 7 and 8 for each of the states Sl S3 and S5-S7.
The following is an example of how the parameters and profiles were chosen for state S5: Push Object. In this state, the robot is required to:
• move forward with a speed that is greater than zero, but smaller than the speed of other robots that are in a different state (so that these robots can catch up with the object),
• face perpendicularly to the object's perimeter,
• slow down slightly if it is in solid contact with the object so that other robots that are in this state will not loose contact with the object (this maintains the coverage of the occluded perimeter of the object),
• avoid collisions with other robots while the pushing frontier is in motion.
For these reasons, the parameters for state S5 are set as shown in Table II . The rationale behind these values is as follows:
• ns is set to a positive value, so the robot moves towards the object that is in front of it. • The distance to the object is estimated from the reflected infrared intensity, R. Therefore:
DR is set to an Attractive profile for both groups of sensors, so that the robot turns towards the object. SR is set to a Negative profile for Front sensors, so the robots that are in contact with the object move slightly slower than those robots that are not in contact with the object.
• The distance to neighboring robots is estimated from the ambient infrared intensity, A. Therefore:
DA is set to a Repulsive profile for both groups of sensors, so that the robot turns away from neighboring robots.
SA is set to a Negative profile for Front sensors, so that the robot moves backwards when a neighbour ing robot is too close to it.
• ke and no are set to zero, because they are not relevant for this state.
Coarse weights in the four state-dependent matrices were determined according to their profiles. Then, the motion controllers were manually fine-tuned using physical e-puck robots. The entire set of parameters can be found in [12] .
V. EXPERIMENTS
A. Experimental Setup
The arena used for the experiments is of size 450 x 250cm, surrounded by walls that are 50cm high. The floor of the arena has light cream color. The walls are painted in white. The object used for transportation is a rectangular cardboard box of size 42 x 39 x 15 cm (length x breadth x height), having a mass of 455 g. The box is covered with blue colored paper. An expanded polyethylene (EPE) foam sheet is attached to its four bottom edges in order to regulate friction. The force required to start the box moving on the floor of the arena is around 1.5 N. The minimum number of robots required to move the box is between three and four, depending on the location in the arena (the floor is not perfectly homogeneous), assuming that the robots are executing the motion controller used in S5: Push Object. Thirty trials were conducted with twelve robots. At the beginning of a trial, the robots were placed with ran dom positions and orientations within a rectangular zone marked on the floor of the arena (see Fig. 5 ). The ob ject was initialized in a constant position, but its orien tation was chosen randomly from eight possible values: {0° , 45° , 90° , l35° , 180°, 225°, 270°, 315°}. The trials were started by issuing a signal to all the robots via an infra red remote control, and were stopped either when the object made contact with the target location, or when twenty minutes had elapsed, whichever occurred first. All the trials were recorded with an overhead camera. Videos of all the 30 trials are available in [12] .
B. Results
Transport Time
) Metric:
The transport time is defined as the time elapsed from the start of a trial until the center of the object is less than 50 cm away from the center of the goal (i.e. when the center of the object is within the goal region in Fig. 5 ).
2) Results:
In all the thirty trials, the object was pushed to the goal successfully within 20 minutes. The mean and the median transport times were 476 s and 430s, respectively. The minimum and the maximum were 340 s and 750s. Fig. 6(a) shows the distance between the centers of the object and the goal over time for all the 30 trials. A horizontal box-and-whisker plot is overlaid on the plot, showing the distribution of the times taken for the center of the object to be inside the goal region.
Path Efficiency
We define the travel distance of an object as the total length of the path that the object was moved until time step T, where T is the first time step that the object's center has entered the goal region. The step interval used in the off-line video tracking of the object is 5 s.
Let g( t ) be the Cartesian plane coordinates of the object's centroid in the video of a trial at time step t and t E {O, 1, 2, ... , T}. Then, the travel distance I is given by:
In the experiment setup, the shortest possible travel dis tance, lm in , is the length of the shortest straight line from the start position to the goal region. lm in is 180.5 cm if calculated from the image captured by the overhead camera. The path efficiency is defined by:
Therefore, PE = 1 implies the object was pushed along a perfectly straight path to the finish line. The less the value of P E, the more curved (and hence, the less efficient) the path is.
3) Results: The mean and the median path efficiencies were 0.9277 and 0.9467, respectively. The minimum value was 0.6834, and the maximum value was 0.9884. The paths traced by the object in all the thirty trials are shown in Fig. 6 . In some of the trials, the object was pushed towards the goal in a more or less straight path. In other trials, the object was initially pushed in a direction that did not match the location of the goal; however, when this happened, the path was successfully corrected such that the object eventually reached the goa\. Fig. 7 shows the path traced by the object in one of the trials, where the correction in direction is clearly visible. The path can be seen to change direction twice. Initially, the path that the object was tracing was off from the goal by around 30°. Later, the direction of the path was changed, but was overcompensated, such that the path started to deviate from the goa\. The direction of the path was eventually changed again slightly before the object reached the goa\.
These results suggest that the pushing frontier is capable of adapting dynamically, thereby correcting the direction of motion of the object.
VI. CONCLUSIONS
This paper has shown how a group of robots can push an object towards a goal when the object occludes their view of the goa\. The underlying strategy is based on the robots distributing themselves around the section of the object's perimeter that occludes the view of the goal (the pushing frontier). Ensuring that the robots dynamically reallocate themselves along this pushing frontier alleviates the need for the pushing robots to be aware of the goal's location, because it introduces a self-correcting effect on the object's heading. The proposed controller was implemented on a system of 12 physical e-puck robots, and systematic experiments showed that the behavior works well: in 30 trials, the object was always successfully transported to the goal within 750s. On average, the path traced by the object was about 8.4% longer than the shortest possible path. This is a major improvement over previous works. To the best of our knowledge, it is the first successful attempt of using a large number of miniature mobile robots to push a heavy and tall object, which occludes the robots view of the target.
In the future, it is intended to connect this behavior with other swann robotic behaviors, and to study more complex situations. For example, we will consider the case where the goal is not visible from anywhere near the transport object due to obstacles or walls. In this case, some of the robots can act as intermediate goals themselves, and guide the transporting group towards the final goal [13] . 
