We present absolute-frequency measurements in ultracold 39 K samples of the transitions from the 4s 1/2 ground state to np 1/2 and np 3/2 Rydberg states. A global nonlinear regression of the np 1/2 and np 3/2 term values yields an improved wave number of 35 009.813 971 0(22)sys(3)stat cm −1 for the first ionization threshold of 39 K and the quantum defects of the np 1/2 and np 3/2 series. In addition, we report the frequencies of selected one-photon transitions n s 1/2 ← np 3/2 , n dj ← np 3/2 , n f j ← ndj and n g j ← nfj and two-photon transitions nf j ← npj determined by millimeter-wave spectroscopy, where j is the total angular momentum quantum number. By combining the results from the laser and millimeter-wave spectroscopic experiments, we obtain improved values for the quantum defects of the s 1/2 , d 3/2 , d 5/2 , fj and gj states. For the dj series, the inverted fine structure was confirmed for n ≥ 32. The fine-structure splitting of the f series is less than 100 kHz at n = 31, significantly smaller than the hydrogenic splitting, and the fine structure of the g series is regular for n ≥ 30, with a fine-structure splitting compatible with the hydrogenic prediction. From the measured quantum defects of the f and g series we derive an estimate for the static dipole α d and quadrupole αq polarizabilities of the K + ion core. Additionally, the hyperfine splitting of the 4s 1/2 ground state of 39 K was determined to be 461.719 700(5) MHz using radio-frequency spectroscopy and Ramsey-type interferometry.
I. INTRODUCTION
High-resolution spectroscopy of atomic and molecular systems provides important information about atomic and molecular energy levels, from which physicalchemical properties such as the core polarizability [1] , isotope shifts [2] or molecular dissociation energies [3] may be derived. Precise measurements of the binding energies of the Rydberg states of atoms and molecules enable the accurate determination of long-range interaction potentials between Rydberg atoms [4] [5] [6] [7] and ionization energies by Rydberg-series extrapolation [8] and multi-channel quantum defect theory [9] .
The line spectra of potassium were observed already in the early years of atomic spectroscopy, as summarized in the work of Fowler [10] and Paschen and Götze [11] . The work ofÉdlen [12] , Kratz [13] and Risberg [14] was later improved and extended by Lorenzen et al. for the ns 1/2 , np j and nd j series [15, 16] . Quantum defects, polarizabilities and fine-structure intervals of the nd Rydberg series of potassium were studied by high-resolution millimeterwave spectroscopy [17] . Among the alkali atoms, potassium is the only element with three naturally abundant isotopes:
39 K, 40 K, and 41 K. Whereas 39 K and 41 K are bosons, 40 K is a metastable fermion. The isotopic shifts of the lowest states of potassium have been investigated by Pendrill and Niemax [18] .
In this article, we present an experimental study of the ns, np, nd, nf , and ng Rydberg series of 39 K, which com-bines laser-cooled samples of ultracold atoms, frequencycomb-referenced UV spectroscopy, and millimeter-wave spectroscopy. The article is structured as follows: after introducing the experimental setup in Section II, the origins of systematic uncertainties in our setup are analyzed (Section III). The UV-spectroscopy of np Rydberg states, the extraction of quantum defects and the determination of the ionization energy are discussed in Section IV. The results of the millimeter-wave study of the ns, nd, nf , and ng series are presented in Section V. In the course of this study, we also remeasured the hyperfine splitting of the 4s 1/2 ground-state of 39 K (Section VI) and derived values for the static dipole and quadrupole polarizabilites of 39 K + from the quantum defects of the f and g series (Section VII).
II. EXPERIMENT
For the work presented in this article, the existing setup for high-resolution spectroscopy of cesium Rydberg atoms [8, 19] was extended and modified to allow also for the high-resolution spectroscopy of potassium atoms. The atomic-vapor source was replaced by a double-species oven [20] , loaded from ampoules containing pure alkali metals, which were cracked under vacuum by squeezing thin copper tubes enclosing the ampoules. The temperatures of the cesium reservoir, the potassium reservoir, and the mixing zone are typically kept at 24
• C, 54
• C, and 60
• C, respectively. The oven is connected to the main chamber by an all-metal corner valve, which is used to adjust the background vapor pressure in the main chamber to approximately 1 × 10 −10 mbar. Light for laser-cooling of potassium is provided by an amplified diode laser system (Toptica DLC TA Pro 767, output power 2 W), stabilized by Doppler-free saturatedabsorption spectroscopy of potassium vapor in a quartz cell. The laser beams with different frequencies for cooling, repumping, and absorption imaging are derived from the master laser using acousto-optic modulators, which are also used for modulating the intensity of the laser beams. The laser beams creating the magneto-optical traps (MOTs) for cesium and potassium are overlapped on dichroic beam splitters and are coupled into three separate polarization-maintaining fibers for the three spatial axes. In front of the chamber, the light is coupled out of the fibers, collimated to a waist radius of about 1 cm, and converted into circulary-polarized light by achromatic λ/4-wave plates. Sub-Doppler cooling of potassium is achieved by a dark-optical-molasses scheme [21, 22] .
The resulting samples typically contain 10 7 39 K atoms at densities of about 2 × 10 10 cm −3 and have a translational temperature of 20 µK. Magnetic offset fields are controlled by applying currents to three external pairs of coils in Helmholtz configuration [19] . Radio-frequency spectroscopy of the hyperfine interval (F = 2 ← F = 1) in the 4s 1/2 ground-state of 39 K is employed to determine the coil currents which minimize the quadratic Zeeman shift of the F = 2, m F = 0 ← F = 1, m F = 0 transition and thus the magnitude of the magnetic field experienced by the atoms. The residual field is below 7 mG, as estimated from the 1 mA accuracy of the current source used for magnetic-field compensation.
The atoms are prepared in either the lower (F = 1) or the upper (F = 2) hyperfine component of the 4s 1/2 ground state. Subsequently, they are excited to np j Rydberg states by pulses of frequency-tunable light at 285-288 nm. The light is obtained by intracavity frequency doubling (Coherent MBD 200) the output of a ring dye laser (Coherent 899-21 operated with the dye Rhodamine 6G), which is pumped by a frequency-doubled continuous-wave Nd:YVO 4 laser (Laser Quantum finesse 532), and shaped into pulses using an acoustooptic modulator. Electric fields for stray-field compensation and pulsed-field ionization (PFI) are applied to the Rydberg atoms in the two different configurations described by Saßmannshausen et al. [19] . In configuration I, a pair of segmented ring-shaped electrodes is used for efficient field compensation in all three spatial directions. Electric stray fields are compensated frequently to below 6 mV/cm by a measurement of the quadratic Stark effect of the 130p 3/2 state. An additional electrode in front of the ion detector (see below) is used to create the large electric-field pulses required for state-selective PFI. In this configuration, the maximal electric field only efficiently ionizes Rydberg states with n > ∼ 50. In configuration II, we apply the electric-field pulses for PFI to four of the eight segments of the ring-shaped electrodes used for field compensation. This allows the field ionization of Rydberg states with n as small as 30 at the cost of a less complete compensation of stray electric fields [19] . States below n ≈ 30 can still be observed by detecting spontaneously formed K + ions [19] .
For a first set of measurements (labelled I below) the frequency of the ring dye laser is locked to an external reference cavity (Thorlabs SA200-5B). The absolute frequency of the UV light is obtained by measuring the frequency of the fundamental laser light with a frequency comb (Menlo Systems FC1500-250-WG) [8] . In this measurement series, the electric-field-compensation configuration I was employed. In a second set of measurements (labelled II below), the ring-dye-laser frequency is directly locked to the frequency comb [3] . In the measurements series II, and for all measurements on s, d, f and g Rydberg states by millimeter-wave spectroscopy, the electric-field-compensation configuration II was used.
The K + ions resulting from PFI are accelerated towards, and detected on, a microchannel-plate detector [19] . Transitions to 60p 3/2 and 70p 3/2 Rydberg states have been measured with both configurations I and II to verify the consistency of both sets of measurements. The transition to the 60p 3/2 state is recorded regularly to detect time-dependent systematic shifts. The measured transition frequency varies over time with an amplitude of about 50 kHz, significantly larger than the typical statistical uncertainty of 20 kHz. This fluctuation can be traced back to a systematic error in the frequency calibration in measurement configuration I caused by a ground loop in the locking electronics. This systematic calibration error is removed in configuration II.
For the determination of quantum defects of the s, d, f and g Rydberg states, transitions between Rydberg states are recorded by millimeter-wave spectroscopy. The general procedure is described in Refs. [8, 19, 23] . In the present work, the outputs of three radio-frequency (RF) generators (Wiltron 6769B, Agilent E8257D and Anritsu MG3692A) are either used in the fundamental or after harmonic generation using an active 6-fold (70-110 GHz, OML Inc. S10MS-AG), 12-fold (110-170 GHz, Virginia Diodes WR-6.5) or 18-fold (170-250 GHz, Virginia Diodes WR-9.0 with Virginia Diodes WR4.3x2) multiplier. Pulses are formed by modulating the fundamental output of the RF generators. The millimeter-wave radiation is coupled to free space by suitable horns and sent into the vacuum chamber through an optical viewport. The power of the millimeter-wave radiation is adjusted by inserting calibrated, adjustable attenuators after the harmonicgeneration units, and adding additionally stacks of paper in front of the chamber. The induced population transfer between the Rydberg states is detected by state-selective PFI.
The hyperfine splitting (F = 2 − F = 1) of the 4s 1/2 state was also determined by RF spectroscopy on atoms released from the magneto-optical trap. For this measurement, the pulsed output of a RF generator (HP 8647A) is amplified to 30 dBm and applied to one of the electrodes used for electric-field compensation. The population in the F = 2 level is probed by absorption imaging. All RF generators, as well as the optical frequency comb, are referenced to a GPS-disciplined Ru-bidium atomic clock (Stanford Research Systems FS725 with a Spectrum Instruments TM-4 GPS receiver).
III. SYSTEMATIC FREQUENCY SHIFTS
In contrast to our previous measurements on Cs [8] , the samples with which the measurements are performed in this work are not trapped in an optical dipole trap (ODT). Hence systematic frequency shifts resulting from the AC Stark shift caused by the ODT trapping laser, which were an important source of systematic uncertainty in Ref. [8] , are absent. Table I summarizes the main sources of uncertainties of our measurements.
The power of the UV-laser pulses was chosen such that no systematic dependence of the transition frequencies on the excitation intensity was observed. This measure excludes significant (> 10 kHz) contributions from the AC Stark shift caused by the excitation laser, RydbergRydberg interactions, and Rydberg-ion interactions to the observed transition frequencies. The AC Stark shift caused by thermal radiation from the environment at room temperature (measured to be 2.4 kHz at 300 K [24] ) is also negligible at the precision level of our experiment.
As experimentally observed by Amaldi and Segré [25] and Füchtbauer et al. [26] , a Rydberg atom within a gas of ground-state atoms experiences a shift dependent on the gas pressure. This shift was interpreted by Fermi [27] as arising from low-energy scattering of the Rydberg electron off ground-state atoms located within its orbit. Using the triplet s-wave scattering length for e − -K collisions of −15.4 a 0 [28] and a peak density of 2 × 10 10 cm −3 , we obtain a maximum shift of 2 kHz at high values of n.
Prior to laser excitation of the np Rydberg states, the atomic cloud is released from the MOT and accelerated in vertical direction by gravitational forces. Because the UV laser also propagates in vertical direction, this causes a first-order Doppler shift. Our setup images the atomic density only in the horizontal plane and is thus blind to translations in the vertical direction. In the final steps of the sample preparation, magnetic compression and molasses cooling is applied, making the exact velocity distribution of the atoms at the time of UV excitation difficult to predict. We estimate an upper bound for the Doppler shift of 35 kHz, based on the delay between the beginning of molasses cooling and the UV-excitation pulse. Higherorder Doppler shifts are negligible.
The photon-recoil shift [29, 30] is an important contribution to the observed transition frequencies. This shift results from the energy and momentum conservation in the absorption process and is given by
where ∆E(f ← i) is the energy seperation between the initial and final states of the absorbing species, m its mass, ν is the frequency of the absorbed photon, h is Planck's constant, and c is the speed of light. For np j ← 4s 1/2 transitions into high-lying Rydberg states in 39 K, this shift is roughly 60 kHz. Because the contribution from the photon-recoil shift can be calculated exactly, this shift does not increase the uncertainty of our measurements. For the millimeter-wave transitions n l j ← nl j , and the transition between the two groundstate hyperfine components, the photon recoil is negligible. All transition energies reported in this article have been corrected for the photon-recoil shift.
As discussed in Section II, frequencies determined in measurement series I suffer from a systematic calibration error. By intentionally adding a corresponding offset to the frequencies from measurement series I in the global analysis, we estimate the contribution of this calibration error to the uncertainty of the ionization energy to be 50 kHz, which dominates the overall uncertainty.
IV. IONIZATION ENERGY AND p-SERIES QUANTUM DEFECTS
The extended Ritz formula gives an accurate description of the term values of an unperturbed Rydberg series
with energy-dependent quantum defects
E I is the first ionization energy, R K is the reduced Rydberg constant, n is the principal quantum number, l is the orbital angular-momentum quantum number and j is the total angular-momentum quantum number. For 39 K, R K = 109 735.770 665 6(7) cm −1 using the values for the natural constants from Ref. [31] and the mass of 39 K [32] . Because Eq. (3) is defined recursively (the right-hand side depends on the quantum defect δ lj (n)), it cannot be used directly in a nonlinear-regression analysis. The series expansion is thus modified as described by Drake and Swainson [33] by replacing δ lj (n) on the right-hand side by the zeroth-order term δ 0,lj , yielding (2) and (4) with the expansion coefficients given in Table III . The grey horizontal dashed line indicates the transition frequency determined from the fit of a Gaussian to the full set of data points.
In this work, 56 transitions np j ← 4s 1/2 with n in the range from 22 to 100 have been measured. For the determination of the transition frequencies, the number of detected ions was recorded as a function of the laserexcitation frequency. The spectral line shape was found to be well described by a Gaussian line profile, as shown in Fig. 1(a) for the transition 22p 3/2 ← 4s 1/2 (F = 1). The hyperfine splitting of n ≥ 22 Rydberg states was estimated to be below 80 kHz from the hyperfine splitting of the 4p 1/2 state and the n −3 scaling law. Even for the lowest states measured in this study, we could neither observe a splitting nor an asymmetry in the lines. Hence we neglect the hyperfine structure in modelling the spectral line shape.
Each transition was typically measured five times, each measurement consisting of a scan from lower to higher frequencies (up) and one from higher to lower frequencies (down) (see Fig. 1(b) ). We observe a systematic shift of the transition frequency to lower (higher) transition frequencies for scans up (down) in frequency with an absolute magnitude of about 20 kHz. This shift is caused by delays in the determination of the laser frequency by the frequency comb, and is fully cancelled by averaging an equal number of measurements performed up and down in the laser frequency. The statistical uncertainty of the transition frequency is estimated by fitting separately Gaussian line profiles to all acquired scans and calculating the standard error of the mean of the resulting line centers. The mean transition frequency is determined from a nonlinear regression of the combined weighted data points from all individual scans, taking into account the Poissonian nature of the detection, as described in Ref. [3] . All measured transition wave numbers are listed in Table II , with the uncertainties given in brackets (one standard deviation). For measurement configuration I, the 50 kHz uncertainty of the transition wave numbers is given by the systematic frequency-calibration error discussed in Section II. In measurement configuration II, the statistical uncertainties are given.
For the global fit of Eq. (4) to the term values of np j Rydberg states with j = 1/2 and j = 3/2, all transitions measured in this work with n values between 22 and 100 are included. In addition, transitions measured in previous studies are included, covering the range of n values between 4 and 21 [14, 16, 34, 35] . This procedure yielded a significant reduction of the correlations between the fitted parameters for the ionization energy and the expansion coefficients of the quantum defects. The two fine-structure series are fitted with a common ionization energy E I . A series expansion up to order 6 in Eq. (4) was found to be sufficient to describe the energy TABLE II. Wave numbers and fit residuals of all npj ← 4s 1/2 transitions included in the determination of the ionization energy and the pj quantum defects of 39 K. The transitions are given relative to the center of gravity of the 4s 1/2 ground-state level and are corrected by the photon-recoil shift. The labels I and II refer to the measurement configurations discussed in Section II. Additional transitions from Refs. [14, 16, 34, 35] are included in the determination of the ionization energy and quantum defects of the npj series. Our uncertainties correspond to one standard deviation (see text). (2) and (4). Error bars indicate the statistical uncertainty of the transition frequencies. The fit residuals δ fit and error bars of the npj ← 4s 1/2 transition frequencies n = 5−21 in the region with dark-gray background are divided by 2000 for clarity.
The labels I and II refer to the measurement configurations discussed in Section II. dependence of the quantum defects. The fit parameters obtained from a weighted nonlinear regression of all transitions from Table II are given in Table III . The fit residuals δ fit for the individual transitions are given in Table II and plotted in Fig. 2 . Whereas the residuals in measurement configuration II are distributed as expected for a normal distribution, the residuals in measurement configuration I are larger than expected from the statistical uncertainty of the individual transition frequencies. This additional scattering of the fit residuals was attributed to a frequency-calibration error in measurement configuration I, as explained in Section II. The same measurement configuration was used in the determination of the Cs ionization potential [8] . In the case of Cs, the full set of individual transitions was recorded over a longer period of time, leading to a conversion of the (time-varying) systematic uncertainty into a statistical uncertainty.
The total uncertainty of the ionization energy is dominated by the frequency-calibration uncertainty of mea- 009 .8140(7) cm −1 , reported by Lorenzen et al. [15] , but has a 300-fold improved accuracy. The values of the quantum-defect coefficients cannot be directly compared with previous results, because different orders of the series expansion were used [16] . The quoted uncertainties of the quantum-defect parameters given in Table III are the statistical uncertainties resulting from the nonlinear regression.
V. MILLIMETER-WAVE SPECTROSCOPY AND s-, d-, f -, AND g-SERIES QUANTUM DEFECTS
The quantum defects of other Rydberg series of 39 K were determined by millimeter-wave spectroscopy. Tran- sitions to ns 1/2 , nd j , nf j and ng j are driven by radiation in the range from 18 to 250 GHz: i) ns 1/2 and nd j states are populated by a one-photon transition from n p states, ii) nf j states are populated either by a two-photon transition from n p j states or by a one-photon transition from n d j states and iii) ng j states are populated by a onephoton transition from n f j states, which have been populated by a two-photon transition from n p 3/2 states. The optical and all millimeter-wave fields are applied sequentially to the samples of np Rydberg atoms and do not overlap in time.
The spectral line shapes of the transitions to s, d, f and g Rydberg states (Tables IV-VII) are well described by Lorentzian line profiles, as depicted in Fig. 3 for the transition 36s 1/2 ← 35p 3/2 , and are only slightly broader than expected for the Fourier-transform limit of rectangular pulses. The observed relative transition strengths to the two d j fine-structure components confirm an inverted fine structure for nd j Rydberg states (n ≥ 32) [15] . All transitions n s 1/2 ← np 3/2 (35 ≤ n ≤ 75) and n d j ← np 3/2 (32 ≤ n ≤ 51) observed in this work are listed in Tables IV and V. For the determination of the quantum-defect parameters for these series, the absolute energies of the final states were obtained by combining the measured transition energies with the energy of the initial np state calculated from Eqs. (2) and (4) and the parameters listed in Table III . The resulting sets of term values for the s 1/2 and d j series were augmented by the term values of Lorenzen et al. [15] and Stalnaker et al. [36] for lower values of n. The fit to the term values of the s 1/2 series additionally included the term value of the 4s 1/2 state (0 cm −1 ). The quantum-defect parameters were then obtained from separate, weighted fits of Eq. (2) (with E I fixed to the value determined from the p series) and Eq. (4) to the three sets of term values. The weights for the term values used in the fits were obtained from the combined uncertainty from initial and final states, whereas the quoted uncertainties for the term values from Ref. [15] and [36] were used. The uncertainty of the 4s 1/2 term value was chosen to be 67 kHz, in accordance with the uncertainty of the ionization energy obtained in the extrapolation of the np j Rydberg series. The resulting quantum-defect parameters are given in Table VIII .
An example of a one-photon transition from nd j to n f j is given in Fig. 4 (a) . Even for the lowest investigated state, 30f , the two fine-structure components are not resolved in our measurements. Because the fine-structure splitting has contributions from the spin-orbit interaction in a pure Coulomb interaction potential (the hydrogenic fine-structure splitting, 490 kHz for 31f [37] ) and the interaction between Rydberg and core electrons, this near-degeneracy of the fine-structure components indicates that both contributions are of comparable magnitude and opposite sign for l = 3 in potassium. In order to determine an upper bound for the fine-structure splitting, we drive the one-photon transitions 31f j ← 32d 3/2 and 31f j ← 32d 5/2 from the two fine-structure components of the 32d state. Selection rules restrict transitions from 32d 3/2 to the j = 5/2 component of 31f , whereas both the 31f 5/2 and 31f 7/2 components are accessible from 32d 5/2 . Spectra of the two transitions, corrected for the experimentally determined fine-structure splitting of the 32d state, are compared in Fig. 4 (a) . The line originating from 32d 5/2 exhibits a broadening towards higher transition frequencies, indicating an inverted fine structure of the 31f state, which lies energetically below the 32d state. Taking into account the uncertainty of the 32d fine-structure interval, we can exclude a splitting larger than 100 kHz, which is in qualitative agreement with calculations by Pyper and Marketos [38] , who predict the fine-structure of the 30f state to be inverted and to be less than half of the hydrogenic fine-structure splitting.
The quantum-defect parameters for the center of gravity of the nf j states are obtained from the experimental transition frequencies (see Table VI ) in a fit based on Eqs. (2) and (4). The quantum-defect parameters of the initial np j and nd j states are fixed to the values in Table III and Table VIII , respectively. Because of the smaller range of n values fitted in this series, two expansion coefficients suffice to describe the energy dependence of the quantum defects. The fit residuals, also given in Table VI , show much larger deviations than those obtained for the s 1/2 and d j series (Tables IV and V) , which we attribute to uncertainties in the determination of the line centers when fitting a single Lorentzian line profile to a resonance with unresolved fine structure.
Transitions to the g series show a fine-structure splitting which is comparable to the hydrogenic fine-structure splitting of 223 kHz in the case of the 34g state (see Fig. 4 (b) ). The observed line shape is, however, very sensitive to small variations in the applied electric fields and to the power of the millimeter-wave radiation, even at the strongest attenuation for which transitions can still be recorded with sufficient signal-to-noise ratio. The line positions are thus determined from the center of gravity of the observed overall line shape, indicated in red in Fig. 4 (b) for the 34g state. The quantum-defect parameters are then extracted similarly to the other series, where the quantum defects of the initial nf j states are fixed to the values of Table VIII . For a reduction of the measurement error, a Ramsey pulse sequence is employed. This sequence (
2 ) consists of two π 2 pulses separated by a field-free evolution period of length τ d . Monitoring the transferred population as a function of the RF frequency yields an interference pattern known as Ramsey fringes. Under typical experimental conditions, the pulse length for a π 2 pulse is determined to be 600 µs by driving Rabi cycles between the two hyperfine components. The Ramsey-interferometry spectrum for the measurement with an interpulse delay of 5.8 ms is fitted with the expression given in Ref. [39] , yielding a central frequency of 461.719 700(5) MHz (see Fig. 5 ). We estimate the uncertainty of the transition frequency by comparing the center frequency of Ramsey fringes for varying in- (17 Table IX . The values obtained for the hyperfine splitting of the 4s 1/2 state in 39 K are in agreement with the values reported in Refs. [40, 41] , but differ significantly from the more precise values reported in Refs. [42] [43] [44] . The discrepancy between our value and the value reported by Arias et al. [44] is almost 50 Hz or 10 σ and can be mostly explained by the quadratic Zeeman shift resulting from the presence of a magnetic background field of about 60 mG in the latter experiment, as explained in Ref. [44] . Reference [45] reports an all-optical measurement of the hyperfine splitting with low statistical uncertainty, but uncontrolled systematical errors.
VII. THE POLARIZABILITY OF THE K + CORE
Polarizabilities of atoms and ions have been studied extensively both experimentally and theoretically over the last decades (see, e.g., Ref. [47] and references therein). Their exact values are important in studies of atom-atom [40] 461.719 690(30) ABMR [41] 461.719 723(38) ABMR [42] 461.719 720 2(14) ABMR [43] 461.719 720 1(6) Ramsey interferometry [44] 461.719 748 0 (6) pair interactions [48] , neutral-ion collisions [49] , and in the evaluation of the uncertainties of atomic [50] and ionic clock transitions [51] . The polarizability of the ion core even constitutes the largest uncertainty in a proposed measurement of the Rydberg constant using circular Rydberg states [52] . Polarizabilities have been determined previously using refractometry of salt solutions [53] and crystals [54, 55] . The polarizabilities of free ions can be determined from spectra of atoms as proposed by Born and Heisenberg [56] , Freeman and Kleppner [1] , Mayer and Mayer [57] and Sansonetti et al. [58] . In the analysis of our data we follow the procedure used by Sansonetti et al. [58] . We assume that the energy of a given Rydberg state E(n, l) can be calculated ab-initio as a sum of individual contributions,
where E I is the ionization energy, n is the principal quantum number, ∆E rel (n, l) is the relativistic energy correction, ∆E pol (n, l) is the energy shift caused by the polarization of the ion core by the valence electron, ∆E pen (n, l) is the energy shift resulting from the valence electron penetrating into the ion core and ∆E xch (n, l) is the energy shift caused by exchange interaction between the valence electron and all core electrons. A physical relation between the terms of Eq. 5 and the expansion coefficients in Eq. (3) is discussed by Drake and Swainson [33] . Further corrections, such as radiative energy corrections [59] , are neglected.
For Rydberg states with orbital angular-momentum quantum number l ≥ 3, the deviation from hydrogenic behavior mainly originates from the polarization of the ion core by the Rydberg electron. Assuming the validity of Eq. (5), one can determine any one of the energy contributions if all others are known.
A. Polarization formula and corrections
Penetration, exchange and relativistic effects
Penetration, exchange and hydrogenic relativistic effects were calculated as described in Ref. [58] . The oneelectron wave functions of the valence electron and the core electrons used in the analysis were obtained from the atomic-structure code by Cowan [60] . This code performs a relativistically modified Hartree-Fock (HFR) calculation and was modified to output the one-electron wave functions of multi-electron atoms. The relativistic energy correction ∆E rel (n, l) is taken to be equal to the relativistic kinetic-energy correction for a pure Coulomb field. Non-hydrogenic corrections are smaller than 50 kHz for all states considered in this paper and are hence neglected. The corresponding values are given in Table X .
Polarization
When treating the polarization of the ion core in a multipole expansion up to quadrupole contributions, the energy shift caused by the polarizability of the ion core ∆E pol (n, l) is given in perturbation theory as
where α d and α q are the effective dipole and quadrupole polarizability volumes, respectively, and R i (n, l) are the expectation values of R i , calculated with the hydrogen wave functions [61] . To obtain the static polarizability volumes α d and α q from the effective polarizabilities, one has to account for nonadiabatic contributions arising from the motion of the valence electron [62] (neglecting terms with i < −6)
where y j i are the expansion coefficients defined by Eissa andÖpik [62] . In the adiabatic approximation, y j 0 = 1 and y j 2 = 0. To obtain the nonadiabatic expansion coefficients, the second-order perturbation energy given by Eq. (28) in Ref. [62] is minimized. This minimization requires prior knowledge of the static dipole and quadrupole polarizabilities, which have therefore to be determined in an iterative approach, as described below. The values of y j i are in general n and l dependent, but were found to be constant for a given l series in the n range of our measurements, as given in Table XI . The final parameters used for the calculation of y j i are given in Table XII . The values of α d and α q given in this table constitute the final result of our analysis.
B. Determination of dipole and quadrupole polarizabilities
From calculated exchange, penetration and relativistic corrections, the ionization energy E I and the energies of a set of states E(n, l), the energy contribution of the ion-core polarizability can be determined directly from Eqs. (5) and (6) . A linearization of Eq. (7) allows us to extract the static dipole and quadrupole polarizabilities α d and α q from the gradient and intercept, as illustrated in Fig. 6 for the f and g series of 39 K. The linearity is verified over the range of n values for which we have obtained experimental data.
As stated above, the expression used for the determination of the nonadiabatic expansion coefficients depends itself on the dipole and quadrupole polarizabilities α d and α q . Repeated calculation of the expansion coefficients y j i and fits based on the polarization formula (7) reached convergence after a few iterations only, independent of the initial value of the polarizabilities.
The final dipole and quadrupole polarizabilities obtained by the iterative fitting procedure are listed in Table XIII , where they are compared to previous experimental and theoretical results, with which they are in agreement. The uncertainties of the dipole and quadrupole polarizabilities are determined by considering only the two states 39f and 34g. Using Gaussian error propagation, the dependence of the intercept and the gradient on the model parameters was determined. The uncertainty of the polarization energy was chosen to be as large as the combined penetration and exchangeenergy corrections. The uncertainty of the nonadiabatic expansion coefficients was chosen to be 10 % of the deviation from the adiabatic case (y i 0 = 1 and y i 2 = 0). This error analysis shows that the uncertainty of the polarizabilities is dominated by the uncertainties of the different energy corrections in Eq. (5) and not by the accuracy of the experimentally determined quantum defects.
The inferred polarization contribution calculated using Eq. (7) and the polarizabilities obtained from fitting are given in Table X .
VIII. CONCLUSION AND OUTLOOK
In this work, the first ionization energy of 39 K was determined to be 35 009.813 971 0(22) sys (3) stat cm −1 with 300-fold improved accuracy compared to the best previous result [15] . The uncertainty of our experimental result is limited by a systematic error in the frequency calibration. The relative uncertainty of the ionization energy is comparable to that obtained in a similar investigation in Cs [8] . Removal of the frequency calibration error in measurement series II yielded transition frequencies with an uncertainty limited by the Doppler shift arising in the spectroscopy of the ultracold atom cloud released prior to excitation. In future measurements, a systematic first-order Doppler shift could be characterized and removed, e.g., by choosing different propagation axes of the excitation laser. The limits on the next-leading systematic errors (DC Stark shifts and excitation-power dependent shifts) can be lowered by reducing the UV spectral linewidth (about 2 MHz) and improving the signal-to-noise ratio of the resonances. This requires colder samples and better laser-frequency and power stability. Ultimately, our accuracy is limited by the RF reference of the optical frequency comb to 1 × 10 −12 , or 1 kHz.
For the ionization energies of heavy, multi-electron systems like K and Cs, the achievable experimental accuracy currently exceeds the accuracy of theoretical ab-initio calculations by orders of magnitude. However, apply- [63] 5.6 20 Lim et al. [64] 5.515
ing similar techniques to lighter systems, such as H 2 [3] , provides a test bed for the development of theoretical methods [66] [67] [68] [69] and might allow for improved determinations of fundamental constants [9, 66] . In addition to the ionization energy, we obtained energy dependent quantum defects for the s, p, d, f and g series in 39 K. This set of quantum defects in 39 K improves previous work [14] [15] [16] and can be used, e.g., in the calculation of Rydberg-Rydberg interaction potentials [5, 6] and of the energy-level structure of long-range Rydberg molecules [4, 70] . The quantum defects for 39 K should, in good approximation, also describe the Rydberg series of the other naturally occurring isotopes, 40 K and 41 K for n > ∼ 30 [71] . The observation of the nonpenetrating high-l nf and ng Rydberg series allowed us to determine the static dipole and quadrupole polarizabilities of the 39 K + ion by employing the methodology of Sansonetti et al. [58] . The determined polarizabilities strongly depend on the theoretical values of the different corrections, which ought to be calculated at higher accuracies in future work.
Using radio-frequency spectroscopy, the hyperfine splitting of the 4s 1/2 ground state of 39 K was determined with a relative acuracy of 1 × 10 −8 (5 Hz) using Ramseytype interferometry. Our value is in disagreement with the previous most precise results [42, 43] .
