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な場合には高次漸近理論の観点から最尤推定量 (\mathrm{M}\mathrm{L}\mathrm{E}) , Bayes推定量等が偏り補正すれば母
数の周りへの漸近集中確率の意味で高次まで漸近的に最良であることが示された (Akahira
and Takeuchi [\mathrm{A}\mathrm{k}\mathrm{T}81] , Pfanzagl and Wefelmeyer [PW85], Ghosh [G94]). しかし非正則
な場合の一つの例として両側切断正規分布の位置母数の推定問題において,Pitman推定量
が最大確率推定量,MLE より漸近的に良いことが知られている ([\mathrm{A}\mathrm{k}\mathrm{T}79]) . 一方,正則と
非正則の両方の性質を併せ持つ分布族として切断指数型分布族 \mathcal{P} は典型的で極めて有用で
ある.実際,応用上よく用いられる切断指数分布,(上側切断)Pareto 分布等は \mathcal{P} に含まれ
る (Voinov and Nikulin [VN93], Arnold [Ar15]). ここで, \mathcal{P} の分布がもつ自然母数は正則
な構造を特徴付け,切断母数は非正則な構造を特徴付けていると見なされ得る.
いま,分布族 \mathcal{P} において自然母数と切断母数の一方が既知 (未知) のときに, \mathcal{P} に属す
る分布からの大きさ n の無作為標本に基づく他方の母数の推定量を S_{n}^{(0)}(S_{n}^{(1)}) とすると
き,それらの2次の漸近分散を用いて S_{n}^{(0)} に対する S_{n}^{(1)} の2次の漸近損失を考えることが
でき,それに関する一連の結果が得られている ([\mathrm{A}\mathrm{k}15], [\mathrm{A}\mathrm{k}\mathrm{l}6\mathrm{a}], [\mathrm{A}\mathrm{k}\mathrm{l}6\mathrm{b}] , [AkHKO16
[\mathrm{A}\mathrm{k}\mathrm{O}16], [\mathrm{A}\mathrm{k}\mathrm{O}17]) . また,2つの切断母数をもつ上側切断 Pareto 分布の場合の推定問題
はAban et al. [AMP06], Beg [Be81] 等で論じられている.本稿では分布族 \mathcal{P} において自






まず,Bar‐Lev [B84] と同様にして Lebesgue 測度に関する密度
f(x; $\theta$,  $\gamma$)= \left\{\begin{array}{ll}
\frac{a(x)e^{ $\theta$ u(x)}}{b( $\theta,\ \gamma$)} & (c< $\gamma$\leq x<d) ,\\
0 & \text{（その他）}
\end{array}\right. (1)
を考える.ここで, -\infty\leq c<d\leq\infty とし,  a() はほとんど至るところで非負値で連続と
し, u() は区間 (  $\gamma$ )  d) 上で絶対連続で du(x)/dx\not\equiv 0 とする.各  $\gamma$\in(\mathrm{c}, d) に対して
 $\Theta$( $\gamma$):= {  $\theta$ |0<b( $\theta$,  $\gamma$):=\displaystyle \int_{ $\gamma$}ヨ  a(x)e^{ $\theta$ u(x)}dx<\infty} (2)
とすると, $\gamma$_{1}<$\gamma$_{2} となる任意の $\gamma$_{1}, $\gamma$_{2}\in(c, d) について  $\Theta$($\gamma$_{1})\subset $\Theta$($\gamma$_{2}) になる.いま,任
意の  $\gamma$\in(c, d) について,  $\Theta$\equiv $\Theta$( $\gamma$) は \mathrm{R}^{1} の空でない開集合と仮定し,密度 (1) をもつ分布
P_{ $\theta,\ \gamma$} の族 \mathcal{P}_{o}:=\{P_{ $\theta,\ \gamma$}| $\theta$\in $\Theta$,  $\gamma$\in (c, d)\} を自然母数  $\theta$ と切断母数  $\gamma$ をもつ片側切断指数
型分布族 (one‐sided truncated exponential familiy (oTEF) of distributions) と言う.厳
密には下側切断指数型分布族とも言う.もし,  $\gamma$ が既知であれば,oTEF は通常の正則な指
数型分布族になることに注意.
さて,  X_{1},X_{2}, \cdots \rangle X_{n}\cdots を互いに独立にいずれも密度 (1) をもつ oTEF の分布  P_{ $\theta,\ \gamma$} に
従う確率変数列とする.このとき,Bar‐Lev [B84] は,  $\gamma$ を未知の局外母数として  $\theta$ のMLE
\hat{ $\theta$}_{ML} を考え,それの比較対象として順序統計量 X_{(1)} \leq. . . \leq X_{(n)} について X_{(1)} =x_{(1)}
を与えたときの (X_{(2)}, \cdots ,X_{(n)}) の条件付密度から作られる  $\theta$ の条件付尤度関数を最大に
する最尤条件尤度推定量 (maximum conditional likelihood estimator) \hat{ $\theta$}_{MCL} を取り扱っ
た.そして,それらと,  $\gamma$ が既知のときの  $\theta$ のMLE \hat{ $\theta$}_{ML}^{ $\gamma$} との漸近的比較を行った.実際,
 n\rightarrow\infty のとき \hat{ $\theta$}_{ML} と \hat{ $\theta$}_{MC\mathrm{L}} は  $\theta$ の強一致推定量であり, \hat{ $\theta$}_{ML}^{ $\gamma$} と同じ極限分布をもつこ
とを示した.また Akahira [\mathrm{A}\mathrm{k}\mathrm{l}6\mathrm{a}] は \hat{ $\theta$}_{ML}^{ $\gamma$} , 偏り補正した MLE \hat{ $\theta$}_{ML}*, \hat{ $\theta$}_{MC\mathrm{L}} の2次の
確率展開 (stochastic expansion) を用いて,2次の漸近分散を求め, $\theta$_{ML}^{\mathrm{A}}* と \hat{ $\theta$}_{MCL} は2次
のオーダーまで漸近的に同等であるが,これらは \hat{ $\theta$}_{ML}^{ $\gamma$} より2次のオーダーでは漸近的に
悪くなることを示し,それらの2次の漸近損失を求めた.一方,  $\theta$ を局外母数として  $\gamma$ の
推定問題において,  $\theta$ が既知のときの  $\gamma$ の補正 MLE を \hat{ $\gamma$}_{ML}^{ $\theta$}。とし  $\theta$ が未知のときの  $\gamma$ の
補正 MLE を \hat{ $\gamma$}_{ML^{*}} とする.このとき,それらの2次の確率展開を用いて,2次の漸近平
均,漸近分散を求め, \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} に対する \hat{ $\gamma$}_{ML^{*}} の2次の漸近損失を求めた ([\mathrm{A}\mathrm{k}\mathrm{O}17]) . さらに,
Akahira [\mathrm{A}\mathrm{k}\mathrm{l}6\mathrm{b}] は,  $\theta$ が既知のときに  $\gamma$ のBayes 推定量 \hat{ $\gamma$}_{B} )  $\theta$ と  $\theta$ が未知のときに \hat{ $\theta$}_{ML}
を  $\theta$ に代用して  $\gamma$ のBayes 推定量 \hat{ $\gamma$}_{B,\hat{ $\theta$}_{ML}} を考え,それらの2次の確率展開を用いて,2次
の漸近分散を求め, \hat{ $\gamma$}_{B, $\theta$} に対する \hat{ $\gamma$}_{B,\hat{ $\theta$}_{ML}} の2次の漸近損失を求めた.
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本稿では分布族 \mathcal{P}。において,  $\theta$ を既知としたときに  $\gamma$ のMLE \hat{ $\gamma$}_{ML}^{ $\theta$} , Bayes 推定量 \hat{ $\gamma$}_{B}^{ $\theta$}
の3次の確率展開を求め,それらをそれぞれ偏り補正した \hat{ $\gamma$}_{ML^{*}}^{ $\theta$}, \hat{ $\gamma$}_{B^{*}}^{ $\theta$} の漸近分散を3次の
オーダーまで比較する.
3. 補正最尤推定量の3次の漸近的挙動
まず,  $\theta$ は既知であるから  $\gamma$\leq x_{(1)} :=\displaystyle \min_{1\leq i\leq n^{X}i}, x_{(n)} :=\displaystyle \max_{1\leq i\leq n^{X}i} <d を満たす
x:= (x_{1}, \cdots , x_{n}) が与えられたとき,  $\gamma$ の尤度関数は
 L^{ $\theta$}( $\gamma$;x) :=\displaystyle \frac{1}{b^{n}( $\theta,\ \gamma$)}\{\prod_{i=1}^{n}a(x_{i})\}\exp\{ $\theta$\sum_{i=1}^{n}u(x_{i})\}
となる.よって,  $\gamma$ の MLE \hat{ $\gamma$}_{ML}^{ $\theta$} は x_{(1)} := \displaystyle \min_{1\leq i\leq n}X_{i} になる.このとき $\tau$_{(1)} :=
n(X_{(1)}- $\gamma$) とし,
k( $\theta,\ \gamma$):=\displaystyle \frac{a( $\gamma$)e^{ $\theta$ u( $\gamma$)}}{b( $\theta,\ \gamma$)} (3)
とおいて, [\mathrm{A}\mathrm{k}\mathrm{O}17] の定理3.1と同様に  $\gamma$ の偏り補正 MLE
\displaystyle \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} =X_{(1)}^{*} :=X_{(1)}-\frac{1}{\hat{k}_{ $\theta$}n} (4)
を考える.ただし \hat{k}_{ $\theta$}=k( $\theta$, X_{(1)}) とする.このとき, T_{(1)}^{*}:=n(X_{(1)}^{*}- $\gamma$) の2次の確率展
開,漸近平均,漸近分散は [\mathrm{A}\mathrm{k}\mathrm{O}17] の定理3.1で与えられているが,それらを更に拡張して
精密な結果として次のことを得る.
定理1. 密度 (1) をもつ oTEF \mathcal{P}_{o} において, T_{(1)}^{*} の3次の確率展開は
T_{(1)}^{*}= 吸 1)-\displaystyle \frac{1}{k}+\frac{k_{(1)}}{kn}T_{(1)}-\frac{1}{2kn^{2}}(k_{(1)}^{2}-k_{(2)})T_{(1)}^{2}+O_{p}(\frac{1}{n^{3}}) (5)
である.ただし, k=k( $\theta$,  $\gamma$) ,
k_{(j)}=k_{(j)}( $\theta$,  $\gamma$)=\displaystyle \frac{\partial^{j}}{\partial$\gamma$^{j}}\log k( $\theta,\ \gamma$) (j=1,2)
とする.また, T_{(1)}^{*} の3次の漸近平均,漸近分散は
E_{ $\gamma$}[T_{(1)}^{*}] =\displaystyle \frac{2}{kn^{2}}+O(\frac{1}{n^{3}}) , (6)
V_{ $\gamma$}(T_{(1)}^{*}) = \displaystyle \frac{1}{k^{2}}-\frac{2k_{(1)}}{k^{3}n}+\frac{2}{k^{4}n^{2}}(6k^{2}-k_{(2)})+\frac{6k_{(1)}^{2}}{k^{4}n^{2}}+O(\frac{1}{n^{3}}) (7)
である.
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4. 補正 Bayes 推定量の3次の漸近的挙動
いま,  $\pi$( $\gamma$) を開区間 (c, d) 上で Lebesgue 測度に関する事前密度とし, \mathrm{X}:=(X_{1}, \cdots , X_{n})
に基づく  $\gamma$ の推定量 \hat{ $\gamma$}=\hat{ $\gamma$}(\mathrm{X}) の2乗損失 L(\hat{ $\gamma$},  $\gamma$)=(\hat{ $\gamma$}- $\gamma$)^{2} を考える.このとき,  $\theta$ は
既知であるから,  L と  $\pi$ に関するBayes推定量は
\displaystyle \hat{ $\gamma$}_{B}^{ $\theta$}(X):=\int_{c}^{X_{(1)}}\frac{t $\pi$(t)}{b^{n}( $\theta$,t)}\mathrm{d}t/l^{X_{(1)}}\frac{ $\pi$(t)}{b^{n}( $\theta$,t)}dt (8)
になる.ここでa u() は区間 (c, d) において C^{4} 級の関数とし,  $\pi$ を  C^{3} 級の関数と
する.まず, u=n(t- $\gamma$) とおいて (8) を変形すれば
\displaystyle \hat{ $\gamma$}_{\mathrm{B}}(X)= $\gamma$+\frac{1}{n} { \displaystyle \int_{$\tau$_{n}}^{T_{(1)}}\frac{u $\pi$( $\gamma$+(u/n))}{b^{n}($\theta$_{\text{）}} $\gamma$+(u/n))}ぬ /l_{n}^{T_{(1)}}\displaystyle \frac{ $\pi$( $\gamma$+(u/n))}{b^{n}( $\theta,\ \gamma$+(u/n))}du}
になる.ただし, $\tau$_{n}:=n(c- $\gamma$) とする.このとき, T_{B}^{ $\theta$} :=n(\hat{ $\gamma$}_{B}^{ $\theta$}- $\gamma$) の2次の確率展開,
漸近平均,漸近分散は [\mathrm{A}\mathrm{k}\mathrm{l}6\mathrm{b}] において与えられている.ここで, \hat{ $\gamma$}_{B}^{ $\theta$} も偏り補正して
\displaystyle \hat{ $\gamma$}_{B^{*}}^{ $\theta$}(X):=\hat{ $\gamma$}_{B}^{ $\theta$}(X)+\frac{2k_{(1)}( $\theta$,X_{(1)})}{n^{2}k^{2}( $\theta$}) -$\pi$_{(1)}(X_{(1)})X_{(1)})
とする.ただし,  $\pi$(1)( $\gamma$):=(d/d $\gamma$)\log $\pi$( $\gamma$) とする.このとき, T_{B^{*}}^{ $\theta$} :=n(\hat{ $\gamma$}_{B^{*}}^{ $\theta$}- $\gamma$) とおい
て [\mathrm{A}\mathrm{k}\mathrm{l}6\mathrm{b}] の結果を拡張して次のように精密化する.
定理2. 密度 (1) をもつ oTEF \mathcal{P}。において, T_{B^{*}}^{ $\theta$} の3次の確率展開は
T_{B^{*}}^{ $\theta$} =T_{(1)}-\displaystyle \frac{1}{k}+\frac{k_{(1)}}{kn}T_{(1)}+\frac{1}{n^{2}}R+O_{p}(\frac{1}{n^{3}}) (9)
である.ただし,  $\pi$(2) =(d^{2}/d$\gamma$^{2})\log $\pi$( $\gamma$) , \tilde{ $\tau$}_{(1)} :=T_{(1)}-(1/k) とし
R:=-\displaystyle \frac{5}{2}k_{(1)}^{2}\tilde{T}_{(1)}^{3}+\frac{1}{2k}(14k_{(1)}^{2}+k_{(2)})\tilde{T}_{(1)}^{2}-\frac{1}{k^{2}}(k_{(1)}^{2}-k_{(2)})\tilde{T}_{(1)}
‐ \displaystyle \frac{1}{k^{3}}(\frac{15}{2}k_{(1)}^{2}-\frac{7}{2}k_{(2)}-6k_{(1)}$\pi$_{(1)}+$\pi$_{(1)}^{2}+2$\pi$_{(2)}) (10)
とする.また, T_{B}^{ $\theta$}。の3次の漸近平均,漸近分散は
E_{ $\gamma$}[T_{B^{*}}^{ $\theta$}] =\displaystyle \frac{1}{k^{3}n^{2}}(2k^{2}-\frac{9}{2}k_{(1)}^{2}+3k_{(2)}+6k_{(1)}$\pi$_{(1)}-$\pi$_{(1)}^{2}-2$\pi$_{(2)}) +O(\displaystyle \frac{1}{n^{3}}) , (11)
V_{ $\gamma$}(T_{B^{*}}^{ $\theta$}) =\displaystyle \frac{1}{k^{2}}-\frac{2k_{(1)}}{k^{3}n}+\frac{2}{k^{4}n^{2}}(6k^{2}-k_{(2)})-\frac{9k_{(1)}^{2}}{k^{4}n^{2}}+O(\frac{1}{n^{3}}) (12)
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である.
注意1. 上記の (12) から分かるように T_{B^{*}}^{ $\theta$} の3次の漸近分散は o(n^{-2}) まで事前密度  $\pi$ に
無関係.
5. 補正MLE と補正 Bayes 推定量の3次の漸近的比較
まず,第3, 4節の (6), (11) より踏) と  T_{B^{*}}^{ $\theta$} の3次の漸近平均の差は
E_{ $\gamma$}[kT_{(1)}^{*}] -E_{ $\gamma$}[kT_{B^{*}}^{ $\theta$}]
=\displaystyle \frac{1}{k^{2}n^{2}}(\frac{9}{2}k_{(1)}^{2}-3k_{(2)}-6k_{(1)}$\pi$_{(1)}+$\pi$_{(1)}^{2}+2$\pi$_{(2)})+O(\frac{1}{n^{3}})
となり, n^{-2} のオーダーでは事前密度  $\pi$ に依存することが分かる.また定理1, 2から  $\gamma$ の
補正 MLE \hat{ $\gamma$}_{ML}^{ $\theta$}。と補正 Bayes 推定量 \hat{ $\gamma$}_{B}^{ $\theta$} . の3次の漸近的差異は次のようになる.
定理3. 密度 (1) をもつ oTEF \mathcal{P}。において, \hat{ $\gamma$}_{B^{*}}^{ $\theta$} に対する \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} の3次の漸近損失は
d_{(n)}^{(3)}(\displaystyle \hat{ $\gamma$}_{ML^{*}}^{ $\theta$},\hat{ $\gamma$}_{B^{*}}^{ $\theta$}) :=n^{2}\{V_{ $\gamma$}(kT_{(1)}^{*})-V_{ $\gamma$}(kT_{B^{*}}^{ $\theta$})\}=15(\frac{k_{(1)}}{k})^{2}+O(\frac{1}{n}) (13)
である.
注意2. まず,(13)から分かるように \hat{ $\gamma$}_{B^{*}}^{ $\theta$} に対する \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} の3次の漸近損失は事前密度に
無関係になる.また,(13) より k_{(1)}( $\theta$,  $\gamma$)=0 ならば \hat{ $\gamma$}_{ML}^{ $\theta$}。と \hat{ $\gamma$}_{B}^{ $\theta$} . は3次のオーダーまで
漸近的に同等であるが, k_{(1)}( $\theta$,  $\gamma$)\neq 0 ならぼ \hat{ $\gamma$}_{B^{*}}^{ $\theta$} は \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} より3次のオーダーでは漸近的
に良くなることが分かる.さらに, k_{(1)}( $\theta$,  $\gamma$)=0 となるのは切断指数分布の場合に限られ
ることも示され得る.なお,(5), (9) から \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} と \hat{ $\gamma$}_{B}^{ $\theta$} . は2次のオーダーまでは漸近的に
同等であり,





例1 (下側切断指数分布).密度 (1) において, c = -\infty, d = \infty, a(x) \equiv  1, u(x) =
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ーx (-\infty< $\gamma$\leq x<\infty) とすると,(2) より b( $\theta$,  $\gamma$)=$\theta$^{-1}e^{- $\theta \gamma$} ( $\theta$\in $\Theta$=(0, \infty)) どなる
から,(3) より k( $\theta$,  $\gamma$)= $\theta$, k_{(1)}( $\theta$,  $\gamma$)=k_{(2)}( $\theta$,  $\gamma$)=0 になる.いま,事前密度  $\pi$( $\gamma$) とし
て標準正規分布 N(0,1) の密度を取れば  $\pi$(1)( $\gamma$) = - $\gamma$,  $\pi$(2)( $\gamma$) = -1 になる.このとき,
(4) より補正 MLE は \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} =X_{(1)}-(n $\theta$)^{-1} になり,(5) より
T_{(1)}^{*}=T_{(1)}-\displaystyle \frac{1}{ $\theta$}+O_{P}(\frac{1}{n^{3}})
になり,(6), (7) より
E_{ $\gamma$}[T_{(1)}^{*}] =\displaystyle \frac{2}{n^{2} $\theta$}+O(\frac{1}{n^{3}}) , V_{ $\gamma$}(T_{(1)}^{*})=\frac{1}{$\theta$^{2}}+\frac{12}{n^{2}$\theta$^{2}}+O(\frac{1}{n^{3}})
になる.一方,  $\gamma$ の補正 Bayes 推定量 \hat{ $\gamma$}_{B^{*}}^{ $\theta$} について (9), (10) より
T_{B^{*}}^{ $\theta$} =\displaystyle \tilde{T}_{(1)}-\frac{1}{n^{2}$\theta$^{3}}($\gamma$^{2}-2)+O_{p}(\frac{1}{n^{3}})
になり,(11), (12) より
E_{ $\gamma$}[T_{B^{*}}^{ $\theta$}] =\displaystyle \frac{1}{n^{2}$\theta$^{3}}(2$\theta$^{2}-$\gamma$^{2}+2)+O(\frac{1}{n^{3}}) ,
V_{ $\gamma$}(T_{B^{*}}^{ $\theta$})=\displaystyle \frac{1}{$\theta$^{2}}+\frac{12}{n^{2}$\theta$^{2}}+O(\frac{1}{n^{3}})
になる.ここで, \tilde{ $\tau$}_{(1)}=$\tau$_{(1)}-(1/ $\theta$)=n(X_{(1)}- $\gamma$)-(1/ $\theta$) である.また,(13) より \hat{ $\gamma$}_{B^{*}}^{ $\theta$}
に対する \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} の3次の漸近損失は
d_{(n)}^{(3)}(\displaystyle \hat{ $\gamma$}_{ML}^{ $\theta$}*,\hat{ $\gamma$}_{B^{\mathrm{s}}}^{ $\theta$})=O(\frac{1}{n}) \rightarrow 0 (n\rightarrow\infty)
になり, \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} と \hat{ $\gamma$}_{B^{*}}^{ $\theta$} は3次のオーダーまで漸近的に同等になる.
例2 (下側切断正規分布).密度 (1) において, c=-\infty, d=\infty, a(x)=e^{-x^{2}/2}, u(x)=
x(-\infty< $\gamma$\leq x<\infty) とすると,(2) より b( $\theta,\ \gamma$)= $\Phi$( $\theta$- $\gamma$)/ $\phi$( $\theta$) ( $\theta$\in $\Theta$=(-\infty, \infty))
となるから
k( $\theta$,  $\gamma$)=\displaystyle \frac{ $\phi$( $\theta$- $\gamma$)}{ $\Phi$( $\theta$- $\gamma$)}=: $\rho$( $\theta$- $\gamma$)
になる.ただし,
 $\Phi$(x)=\displaystyle \int_{-\infty}^{x} $\phi$(t)dt )  $\phi$(t)=\displaystyle \frac{1}{\sqrt{2 $\pi$}}e^{-t^{2}/2} (-\infty<t<\infty)
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とする.ここで
k_{(1)}( $\theta,\ \gamma$)= $\theta$- $\gamma$+ $\rho$( $\theta$- $\gamma$) ,
k_{(2)} (  $\theta$ )  $\gamma$) =-1+( $\theta$- $\gamma$) $\rho$( $\theta$- $\gamma$)+$\rho$^{2}( $\theta$- $\gamma$)
になる.いま,事前密度  $\pi$( $\gamma$) を N(0,1) の密度とすれば $\pi$_{(1)}( $\gamma$)=- $\gamma$, $\pi$_{(2)}( $\gamma$)=-1 にな
る.このとき,(4) より補正 MLE は
\displaystyle \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} =X_{(1)}-\frac{1}{n $\rho$( $\theta$-X_{(1)})}
になり,(5) より
T_{(1)}^{*}=T_{(1)}-\displaystyle \frac{1}{ $\rho$( $\theta$- $\gamma$)}+\frac{1}{n}(1+\frac{ $\theta$- $\gamma$}{p( $\theta$- $\gamma$)})T_{(1)}
-\displaystyle \frac{1}{2n^{2} $\rho$( $\theta$- $\gamma$)}\{1+( $\theta$- $\gamma$) $\rho$( $\theta$- $\gamma$)+( $\theta$- $\gamma$)^{2}\}T_{(1)}^{2}+O_{P}(\frac{1}{n^{3}})
になり,(6), (7) より
E_{ $\gamma$}[T_{(1)}^{*}] =\displaystyle \frac{2}{n^{2} $\rho$( $\theta$- $\gamma$)}+O(\frac{1}{n^{3}}) ,
V_{ $\gamma$}(T_{(1)}^{*}) =\displaystyle \frac{1}{$\rho$^{2}( $\theta$- $\gamma$)}-\frac{2}{n$\rho$^{3}( $\theta$- $\gamma$)}\{ $\theta$- $\gamma$+ $\rho$( $\theta$- $\gamma$)\}
+\displaystyle \frac{2}{n^{2}$\rho$^{4}( $\theta$- $\gamma$)}\{1-( $\theta$- $\gamma$) $\rho$( $\theta$- $\gamma$)+5$\rho$^{2}( $\theta$- $\gamma$)\}
+\displaystyle \frac{6}{n^{2}$\rho$^{2}( $\theta$- $\gamma$)}\{1+\frac{ $\theta$- $\gamma$}{ $\rho$( $\theta$- $\gamma$)}\}^{2}+O(\frac{1}{n^{3}})
になる.同様にして (9)-(12) より T_{B}^{ $\theta$}。の3次の確率展開,漸近平均,漸近分散が得られる.
また,(13) より \hat{ $\gamma$}_{B}^{ $\theta$}。に対する \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} の3次の漸近損失は
d_{(n)}^{(3)}(\displaystyle \hat{ $\gamma$}_{ML^{*}}^{ $\theta$},\hat{ $\gamma$}_{B^{*}}^{ $\theta$})=15\{1+\frac{ $\theta$- $\gamma$}{ $\rho$( $\theta$- $\gamma$)}\}^{2}+O(\frac{1}{n})
となる.
例3 (Pareto分布). 密度 (1) において, c=0, d=\infty, a(x)=1/x, u(x)=-\log x(0<
 $\gamma$\leq x< \infty) とすると,(2) より b( $\theta$,  $\gamma$) =$\theta$^{-1}$\gamma$^{- $\theta$} (  $\theta$\in  $\Theta$=(0 ) \infty)) となるから,(3) よ
り  k( $\theta$,  $\gamma$) =  $\theta$/ $\gamma$, k_{(1)}( $\theta$,  $\gamma$) = -$\gamma$^{-1}, k_{(2)}( $\theta,\ \gamma$) = $\gamma$^{-2} になる.いま,事前密度として
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 $\pi$( $\gamma$)=e^{- $\gamma$} ( $\gamma$>0) を取れば  $\pi$(1)( $\gamma$)= -1,  $\pi$(2)( $\gamma$) =0 になる.このとき,(4) より補正
MLE は
\displaystyle \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} = (1-\frac{1}{n $\theta$})X_{(1)}
となり,(5) より
T_{(1)}^{*}=T_{(1)}-\displaystyle \frac{ $\gamma$}{ $\theta$}-\frac{1}{n $\theta$}T_{(1)}+O_{p}(\frac{1}{n^{3}})
になる.また,(6), (7) より
E_{ $\gamma$}[T_{(1)}^{*}] =\displaystyle \frac{2 $\gamma$}{n^{2} $\theta$}+O(\frac{1}{n^{3}}) ,
V_{ $\gamma$}(T_{(1)}^{*}) =\displaystyle \frac{$\gamma$^{2}}{$\theta$^{2}}+\frac{2$\gamma$^{2}}{n$\theta$^{3}}+\frac{4$\gamma$^{2}}{n^{2}$\theta$^{2}}(3+\frac{1}{$\theta$^{2}}) +O(\frac{1}{n^{3}})
になる.同様にして (9)-(12) より T_{B^{*}}^{ $\theta$} の3次の確率展開,漸近平均,漸近分散が得られる.
また,(13) より \hat{ $\gamma$}_{B}^{ $\theta$}、に対する \hat{ $\gamma$}_{ML}^{ $\theta$}、の3次の漸近損失は
D(\displaystyle \hat{ $\gamma$}_{ML}^{ $\theta$}*,\hat{ $\gamma$}_{B^{*}}^{ $\theta$})= \frac{15}{$\theta$^{2}}+O(\frac{1}{n})
になり,  $\gamma$ に無関係.
7. おわりに
本稿では,自然母数  $\theta$ と切断母数  $\gamma$ をもつ oTEF において,  $\theta$ が既知のときに  $\gamma$ の補正
MLE \hat{ $\gamma$}_{ML}^{ $\theta$} . に対する補正 Bayes 推定量 \hat{ $\gamma$}_{B^{*}}^{ $\theta$} の3次の漸近損失が非負であることを示した.
これは \hat{ $\gamma$}_{B}^{ $\theta$}。が \hat{ $\gamma$}_{ML^{*}}^{ $\theta$} より3次のオーダーまで漸近的に悪くならないことを意味する.さら
に,  $\theta$ が未知のときに,上記と同様なことが成り立つか否かは興味深い.その際 [Ak16] の
アプローチが有効に見えるが面倒な計算が必要になるであろう.
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