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Summary 
Investigation of the state-of-the-art in Cyber-Physical-Social System (CPSS) reveals that 
significant work has been done in interpreting data from different sources in isolation, performing 
correlations for numerical observations across one or two domains, or to provide simple textual 
explanations from social networks content for analysed physical world data. Existing works also 
work with ideal sets or already cleaned data that does not provide the same real-world insight into 
working with big data in cities. Thus, there is a need for integrated solutions that address the 
complete data flow; from data acquisition to processing and knowledge representation.  
This thesis presents a data-centric framework for CPSS that contains management and processing 
capabilities for knowledge discovery from mobile sensing data and social networks content, by 
mainly addressing challenges from mobile sensing scenarios in CPSS, including: 1) 
interoperability issues caused by the vast amount of heterogeneous data sources; 2) thematic-
spatial-temporal information retrieval of opportunistic mobile sensing; 3) incomplete datasets 
generated from noisy data sources of mobile sensing techniques; 4) different scales/types of data 
and information, which cannot be correlated directly. 
The contributions of the thesis include 1) a data retrieval method that addresses the issue of 
searching for both current and historical sensor measurement values from the heterogeneous data 
sources; 2) a novel spatio-temporal model for regression analysis that can perform missing data 
estimation in the incomplete datasets; 3) a knowledge discovery mechanism that merges and 
correlates physical and social sensing data, enabling links between different scales/types of data: 
numeric values of sensor observation data and textual content of social networks’ messages. 
The above contributions were evaluated through experimentation on real smart city datasets and 
data collected from the Twitter social network to prove their accuracy and reliability, as well as to 
show the applicability of the proposed approaches to existing smart cities. 
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Chapter 1 
1 Introduction 
The Internet of Things (IoT) is envisaged to impact significantly the lives of citizens and offer 
new business opportunities through digital innovation in the integration of the physical and digital 
worlds. It aims to realise the scenario where anything, anywhere can be connected to the Internet 
at any time. The main drivers for further IoT development are enabling things-to-things 
communications and integration of things’ data with applications. This has led to the next step of 
connecting real things to and via the Web; leading to the emergence of the Web of Things (WoT). 
The WoT enables interaction of things and systems through Application Programming Interfaces 
(APIs) exposing things’ data and metadata. The WoT principles extend to Web linking for things’ 
description and discovery, forming the foundations of smart Cyber-Physical Systems (CPS). 
CPS are characterised by the impactful association of physical processes and observations with 
computational processes in the virtual world. WoT connected things, such as sensors, smart 
phones, Radio-Frequency Identification (RFID) tags and other sensory sources, capture and 
communicate real-world data, supported by communication and networking aspects, actuation and 
services. These smart objects generate Observation and Measurement (O&M) data representing 
the status of the ambient physical environment. Alongside this, the growing use of social 
networking platforms offers near real-time crowd sensing capabilities, thus offering the 
opportunity of bringing in social factors in CPSs. The resulting Cyber-Physical-Social System 
(CPSS) can help to understand the real world and provide proactive services to users [1]. The 
combination of enabling technologies in this paradigm, such as the WoT, machine learning and 
near real-time city event reporting on social networks, means that automated methods can be 
designed to enable systems to interact with human beings, learn from them and adapt to their 
wants and needs. 
Smart cities are typical CPSS, with drivers like the increasing urbanisation and the progress in 
associated Information and Communications Technologies (ICT) that have resulted in 
deployments of low-cost sensors (providing physical world data), government initiatives on 
openly available city-centric data (e.g., London Data Store1) and citizens sharing and exchanging 
                                                     
1 https://data.london.gov.uk/  
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city-related messages on social networks (e.g., @cityoflondon2 in Twitter). Celino and Kotoulas 
define a ‘Smart City’ as an urban area that “can effectively process networked information to 
improve outcomes on any aspect of city operation [2].” The resulting urban big data system, is 
heterogeneous and multimodal by nature, ranging from environment feature (e.g., temperature and 
humidity) and pollutant readings from meteorological sensors to location data such as Global 
Positioning System (GPS) coordinates to short text communications on social networks. In 
particular, the Twitter microblogging platform has emerged as a powerful means of 
communication for people to share and exchange information on a wide variety of real-world 
events [3] and is being widely used as a near real-time city-wide event information source. Events 
that have an impact on human dynamics, i.e., influencing people or traffic movements, are of 
particular interest to city authorities, who also want to know the impact of these events on city 
infrastructure [4]. 
Another emerging development in current smart cities is that of opportunistic sensing, in which 
the possible sources of data are extended to include mobile sources, such as sensors mounted on 
city public transport and from citizens’ smartphones for participatory sensing [5, 6]. The resulting 
data streams have dynamic properties that are represented along the ‘thematic, temporal and 
spatial’ dimensions. They are typically termed as ‘Frequently Updated, Timestamped and 
Structured’ (FUTS) data in the literature [7]. FUTS data cannot be treated as a pure time-series, as 
each time-stamped observation value may be associated with a different geo-location value, and is 
not obtained at successive, equally-spaced time points. FUTS data is usually defined in a 
structured format (e.g., JavaScript Object Notation (JSON) or Comma Separated Values (CSV)), 
but the data models and schema adopted by the heterogeneous sources to describe the data are 
normally different and not always compatible. An abstraction process is thus needed to interpret 
these raw, heterogeneous data. The mobile sensing sources also bring additional challenges 
related to noisy data sources that result in incomplete datasets. Finally, to reveal the latent patterns 
across the urban big data streams requires intelligent mining techniques that can correlate 
different scales and types of data and derive actionable insights, which can be useful to both city 
authorities and citizens. 
With the computing and communication core focus of traditional CPS, correspondingly, IoT 
frameworks that focus on the networking aspects and that can be applied to smart cities have 
received much attention [1, 8, 9]. However, realisation of urban CPSSs requires a more data-
driven perspective [10]. This is because physical world numerical sensing data considered in 
isolation, suffers from the symbol grounding problem [11], which refers to the challenge of 
“defining concepts from data that is not grounded in meaningful real-world information” [11], 
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[12]. This reinforces the applicability of thematic-temporal-spatial context and the need for 
corresponding data analysis methods that consider this context information from external datasets. 
The processes needed between data collection and knowledge derivation involve many steps in 
between. Thus, there is a need for integrated solutions that address the complete data flow; from 
data acquisition to processing and knowledge representation. This thesis explores the steps 
involved in acquisition of data from fixed and mobile physical world sensing sources, as well as 
that from social networks, to data processing and analysis to eventually provide new insights. 
1.1 Motivation 
The deployment of an increasing number of mobile sensing objects opens opportunities for 
scenarios that use opportunistic sensing. Actions of opportunistic sensing are automatically 
triggered by mobile sensing objects, whose owners also do not need to be aware of the sensing 
actions [13, 14]. For example, a temperature sensor attached in a bus automatically uploads its 
readings to a gateway. Mobile sensing scenarios can enlarge the sensing coverage in urban areas, 
benefiting from mobility of sensing objects [14, 15]. The connections and communications of 
mobile smart objects are addressed through IoT technologies [16, 17]. Examples include the 
SmartSantander3 project that deploys a city-scale experimental IoT testbed in Santander, Spain. 
The project enables a widely-deployed communication network alongside buses and taxis 
attached with environmental sensors generating O&M data. 
Existing approaches of data analysis and visualisation for smart cities provide, for instance, data 
dashboard and data interpretation for explanations and representations of data in the cyber world 
[18]. Some others focus on extracting particular types of city events, for example, earthquakes, 
from social network messages [19]. Both kinds of researches follow a vertical processing path 
from raw data to the meaning of these data, focussing on a particular application. However, smart 
cities require a horizontal view that could merge virtual representations of cities from both the 
cyber world and social world.  
Current studies for knowledge discovery in cities focus on calculating data correlations across one 
or two domains to detect similar trends in city ‘rhythms’ such as pollution and foursquare point-
of-interest check-ins [20] and traffic with temperature recorded in the city [21]. Also, the 
correlations are only calculated between numeric values and patterns, which may not be 
applicable for the various data sources in CPSS that generate data in different scales/types. 
Moreover, instead of correlating all the sensed data with external information, it is more efficient 
to first detect periods of disruptions before associating it with multiple spatio-temporal datasets 
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from other domains. This can facilitate real-time analysis for city authorities even with the big 
data challenge that is typical of smart cities. These disruptions in the typical sensing pattern are 
termed as anomalies and data from other domains, such as social media streams, can reinforce 
these and provide semantic meaning to them, since as noted in [22]: “the real life relevance of 
anomalies is a key feature of anomaly detection”. The derived insights into the detected anomalies 
should also be formalised and made accessible to applications and services to make use of this 
knowledge. Semantic technologies have been well established as key solutions to 
conceptualisation of abstract information and making them machine interpretable [23, 24]. The 
linkages and relationships of information derived from the cyber world and social world could be 
used to construct a comprehensive knowledge base, which can formalise the derived knowledge 
into topical ontologies capturing smart city information [12]. Citizens and city authorities require 
such knowledge for deep understanding of smart city phenomena and to support their decision 
making. 
Based on the enabling technologies and platforms for opportunistic sensing in the physical world 
and participatory sensing in the social world, this thesis focusses on the problem of analysing data 
generated in mobile sensing scenarios to discover knowledge with complementary linkages and 
relationships to social world network messages to provide explanations of events derived for 
smart cities. The challenges inherent to this multimodal data analysis process are analysed in the 
next section. 
1.2 Challenges 
The heterogeneity of the FUTS physical world data in smart cities has many facets and associated 
challenges. In fixed sensing scenarios, sensing objects generate O&M data as a time-series, which 
can be attributed to the same sensing object at a particular location and also indicates the status of 
that location. In mobile sensing scenarios, however, due to the smart objects being mobile, the 
data generated by the same sensing object indicates status of different locations. 
For different sensing objects, the generated sensing data are also constructed according to the 
structure of data formats defined by the sensing objects, gateways that collect data, or middleware 
managing the objects. There is no standardised model for FUTS data and the plurality of 
communicated data formats and schemas requires that the CPSS framework take into account the 
heterogeneity of the data sources as well as the spatial features of the data. 
Sensing objects frequently update O&M data with timestamps as they need to monitor their 
surroundings. For mobile sensing scenarios, spatial information of O&M data is also updated 
frequently. Thus, the first challenge is how to efficiently manage mobile sensing data with 
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features of changing spatial information, frequent update rate, and heterogeneous formatting 
structures. 
Management of the data collected from FUTS sources requires efficient retrieval methods that can 
search and retrieve data with spatial and temporal constraints in order to feed these into data 
analysis methods. The frequent update rate of the FUTS data places additional challenges on the 
data search mechanism, which can be summarised as follows: 1) data structures used for indexing 
must be compact to avoid excessive state exchange, 2) the indexing method must be able to deal 
with frequent updates of data from mobile sensing objects, and make it searchable immediately, 
while at the same time support “low-latency query evaluation” [25] , 3) queries should be able to 
request both current and historical data points for analysis, 4) given the locality focus of CPSS 
applications, proximity queries must be efficiently supported. 
The data that indicates the environmental characteristics of an area may not be complete because 
mobile sensing objects that provide O&M data may not be always present in the area and can 
disappear for certain periods. For example, buses that are attached with sensors periodically pass 
an area and upload corresponding sensing data. There are several issues, such as loss of 
communications, traffic jam, road works, etc., which may lead to loss of some sensing data at 
some points of time for the area. Therefore, incomplete datasets with missing data points are 
common in mobile sensing scenarios. In mobile sensing scenarios, the generated data are 
associated not only with timestamps but also spatial information. Thus, the missing points also 
lose their spatial information. Since the spatial information keeps changing, traditional missing 
data estimation models that assume that the data are generated at the same location, are not 
suitable for mobile sensing scenarios. Hence, the second challenge is how to effectively estimate 
missing data points in the incomplete datasets in mobile sensing scenarios. 
The restricted message or tweet length and their informal nature on the Twitter social networking 
platform presents several challenges to designing a generic method for extracting real-world event 
information from these tweets. Twitter messages do not always follow grammar syntax and may 
contain mistyped words, special words, or even wrong words. Moreover, the absence of context in 
tweets rules out a dictionary-based method for spotting location and event terms [26]. Twitter’s 
popularity and large user base across different cities (over 500 million users world-wide [26]) 
means that different types of public events get reported. This implies that a generic event 
extraction method that works in different cities cannot be based on simple keyword search as this 
may lead to only limited events being retrieved and most events being missed, especially in the 
absence of domain knowledge about any given city. On the other hand, techniques using event 
specific patterns require creating a corpus of general keywords, which will involve a huge amount 
of work to create a training set that will also be specific to the known and expected events of a 
particular city. 
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CPSSs seek approaches that combine cyber world, social world, and physical worlds. In addition 
to the different data sources, the scales/types of data are different as well. The produced data 
could be numeric, textual, or even multimedia content. These heterogeneous data scales/types 
make it hard to analyse data and interlink between information derived from the individual data 
streams. This forms the third challenge; how to analyse and interlink numerical and textual data 
derived from different data sources so as to derive knowledge for a smart city. 
1.3 Research Objectives and Contributions 
Based on the above-mentioned three challenges, research objectives of this thesis are identified as 
follows: 
1. To investigate and design a framework for processing mobile sensing data and discovery 
of knowledge for smart cities through information from the cyber and social worlds. 
2. To propose a mechanism of storage and retrieval of mobile sensing data with features of 
frequently changing spatial information and update rate, as well as heterogeneous 
formatting structures. 
3. To develop an incomplete data estimation approach for mobile sensing scenarios that can 
produce dataset with missing values associated with missing spatial information. 
4. To propose a knowledge discovery approach for smart city that can interlink information 
derived from numerical and textual data from different data sources.  
Correspondingly, this thesis provides the following contributions to the current state of the art. 
These contributions follow a data processing flow especially for mobile sensing data and pave a 
way for processing such data to derive information from raw sensing data and its relationships to 
detected real-world events from social networks. The details are as follows. 
1. A novel framework for knowledge discovery based on smart city data, particularly 
focusing on mobile sensing environments. The framework depends on the data processing 
steps and applies data analytics as well as knowledge discovery steps to merge sensor 
O&M data and content from social media. The framework also illustrates how the cyber 
world processes and social network messages can be linked together to sense and explain 
the observations made in the physical world. The framework first emphasises the layer of 
knowledge discovery between different data sources in a smart city. It also provides an 
impact analysis component to highlight the relationship discovered between the data 
sources. 
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2. A data retrieval method that addresses the issue of searching for both current and 
historical sensor measurement values from heterogeneous sources in mobile sensing 
environments. The data retrieval mechanism proposes a novel spatial indexing technique, 
Geohash-Grid Tree, which enables opportunistic sensing queries over historical sensor 
measurement values. Geohash-Grid Tree applies hierarchical structure of geohash but it is 
not limited in traditional geohash strings that cannot be easily mapped from an arbitrary 
query range. According to the experiments conducted on a real-world, mobile sensing 
dataset, the proposed indexing structure shows a faster index creation time than current 
spatial indexing structures and proves efficient for search queries based on spatial 
distance or range parameters and time windows in a large time series database. The 
evaluation results indicate that the proposed method is scalable and search is more 
efficient than state-of-the-art in terms of query response time. 
3. A spatio-temporal model for regression analysis that can perform missing data estimation 
in incomplete datasets produced by mobile sensing sources. The proposed method 
involves a location information inference component and has been extensively tested on a 
real-world and incomplete mobile sensing dataset and the evaluation results indicate that 
the proposed method outperforms the state-of-the-art noticeably in terms of mean squared 
error and execution time. The proposed model is also tolerant to datasets with very high 
missing date rates.  
4. A novel unsupervised method to extract real-world events, which may impact city 
services, from Twitter streams. The method can discover relationships between words 
mentioned in tweets, and select popular topics. The topics can be classified into 
corresponding event types and associated with interpretation of keywords as well as 
estimated size of the involved population. The unsupervised nature of the developed 
mechanism enables it to be applied seamlessly across different cities. A named entity 
recognition model has also been developed to obtain the precise location of the related 
events and provide a qualitative estimation of the impact of the detected events. 
5. A knowledge discovery mechanism that merges and correlates analysis results from 
different data sources (O&M data and social media content) based on the linkage of 
spatial and temporal context. The mechanism provides a linkage approach for the cyber 
world and social world and enables links between different scales/types of data: numeric 
values of observations as well as on textual content of social media messages. Specially a 
quantitative relationship between information from different data sources can be created, 
which is the first such work in the CPSS domain. 
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1.4 Thesis Structure  
This introductory chapter describes the problem domain of the research area explored in this 
thesis, setting out the background for CPSSs. The motivations for undertaking this research work 
have been set out, followed by an identification of the associated research challenges. This 
chapter also provides a summarised list of the scientific contributions of this thesis.  
Chapter 2 provides a review of current state-of-the-art approaches for smart city frameworks that 
are the building blocks of CPSS. Following the challenges identified in this chapter, approaches 
for knowledge discovery in CPSS are reviewed next, followed by an analysis of existing search 
mechanisms for smart objects and O&M data. Finally, incomplete data estimation approaches are 
described and discussed.  
Chapter 3 presents the architectural view of the developed CPSS data-centric framework. The 
developed framework and its proposed components are described by mapping them to the related 
data processing steps, starting from data collection, to management, processing and finally to data 
analytics. The framework description is substantiated by illustrating the change in data formats as 
it is manipulated by the different framework components. An example scenario is also used to 
describe the instantiation and functionalities of the different framework components, as depicted 
through sequence diagrams. 
Chapter 4 describes the proposed data retrieval and search mechanism to manage FUTS data; 
elaborating on the design of the proposed spatial indexing algorithm. It presents the experiments 
and evaluation results in terms of index creation and query response time. The results are also 
compared to those produced with the state-of-the-art. 
Chapter 5 analyses the problem of incomplete data generated by mobile sensing objects, and 
details the spatial temporal model and regression technique for incomplete data estimation to deal 
with incomplete dataset produced in mobile sensing scenarios. It presents the experiments 
performed on a dataset collected from a real-world smart city application, concluding with a 
discussion of the evaluation results based on the standard metrics of mean squared error and 
execution time. 
In Chapter 6, both the data analytics and knowledge discovery steps are introduced. For the data 
analytics, the proposed anomaly detection approach is applied to the O&M data as part of analysis 
in the cyber world, and an event extraction approach based on Twitter messages forms part of the 
analysis of Social network data streams. The results of these two preceding steps are correlated 
and linked together to obtain comprehensive city knowledge showing relationships between the 
detected anomalies and extracted event data from Twitter.  
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Chapter 7 concludes the thesis, summarising the research achievements and outlining potential 
areas for future research.  
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Chapter 2 
2 Literature Review 
Following the aim of knowledge discovery in smart cities through a data-driven CPSS approach, 
this chapter provides the state-of-the-art frameworks for smart cities as well as related work for 
each step. 
The chapter starts with the description on existing frameworks proposed for smart cities in a data-
centric view. It then reviews related work for knowledge discovery from CPSSs. Next, the search 
mechanisms for smart objects and observations and measurement data are examined in order to 
address the problem of managing of data generated in mobile sensing scenarios. Finally, 
mechanisms of incomplete data estimation are described to clarify the problems of mobile sensing 
produced dataset with inevitable missing values. 
2.1 Frameworks for Smart Cities 
The fundamental elements for building Smart Cities are data produced by connected smart objects 
through IoT technologies. IoT technologies provide capabilities for connection of smart objects 
and communications for transmission of the generated data. Protocols such as Efficient XML 
Interchange (EXI), Constrained Application Protocol (CoAP), and IPv6 over Low power Wireless 
Personal Area Networks (6LowPAN) are proposed to reduce the load over the network [27]. 
Based on the enabling technologies, Jin et al. [16] explain how to realise the vision of smart city 
through IoT in three domains: network-centric, cloud-centric, and data-centric. These domains are 
corresponded to three functionalities: communications, management, and computation 
respectively, which are required by smart city for deployment and development. 
Giffinger et al. [28] introduce six aspects a Smart City should have: smart economy, smart people, 
smart governance, smart mobility, smart environment, and smart living. These six aspects are then 
correlated with six characteristics of IoT: “any service any business” supports smart economy, 
“anyone anybody” supports smart people, “any path any network” supports smart governance, 
“any place anywhere” supports smart mobility, “anything any device” supports smart 
environment, and “any time any context” supports smart living, as shown in Figure 2-1 [29]. It 
can be foreseen that a lot of O&M data will be created and transmitted over the Internet in the 
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Smart City scenario no matter which aspect is focused. Therefore, an important task of research 
on Smart City is to properly manage, process, and analyse these massive data. 
 
Figure 2-1: Relationships between Aspects of Smart Cities and Characteristics of IoT [29] 
The state-of-the-art of frameworks for the applicability on realising smart city can be classified as 
data-centric frameworks and object-centric frameworks as shown in Figure 2-2. The classification 
is based on the basic elements modelled by frameworks, which provide either processing of data 
or management and composition of objects. Data-centric frameworks hide the role of objects and 
just enable a data processing flow for applications over the frameworks, while object-centric 
frameworks support functionalities of composition of managed objects so as to offer services 
based on the objects. This section first introduces data-centric frameworks and object-centric 
ones. A comparison table is then provided with respect to the data processing flow. A discussion 
is provided at the end. 
 
Figure 2-2: Taxonomy of Smart City Frameworks 
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2.1.1 Data-centric Frameworks 
This subsection describes frameworks that focus on management and processing of data. 
Jin et al. [16] provide a data-centric framework. The framework consists of data collection, data 
processing, data management, and data interpretation. The blocks are mapped to the 
functionalities of sensing and connectivity, addressing and quality of services, 
computation/analytics/storage, and different aspects of applications. The authors vision both fixed 
and mobile sensing infrastructure on data collection, and emphasise long multivariate time-series 
data for data processing. In terms of data interpretation, the authors claim the importance of 
visualisation of data representations.  
Abu-Elkheir et al. [30] introduce a data management framework for the IoT that maps to the 
different stages of the IoT data lifecycle. The framework contains six layers. From bottom to top, 
they are the Things Layer, Communication Layer, Sources Layer and Data Layer, Federation 
Layer, Query and Management Layer, and Application/Analysis Layer. These layers can be 
roughly mapped to IoT data lifecycle from Production, Collection, Storage, Processing, Delivery, 
and Consumption, as shown in Figure 2-3. The things layer comprises of smart objects. Such 
smart objects are sources producing data (O&M data and metadata). The communication layer 
enables data to be transported and aggregated. Then, the data is stored and indexed in the source 
and data layer. For the usage of the stored data, discovery should be allowed by federation layer. 
Query and management layer is to perform complex query with the support of federation layer. At 
last, query results are used by applications, which is the consumption of the data. However, the 
authors do not present any implementation of the framework or outline mechanisms that can 
achieve the different components’ functionalities. 
 
Figure 2-3: Data Flow with Related Layers of Framework in [30] 
Sánchez et al. [31] introduce a framework for Smart City, which contains four tiers: capillary 
networks tier, network backbone tier, enabling technologies tier, and services and applications 
tier. The first tier contains a lot of heterogeneous local infrastructures composed of smart objects. 
The second tier aims at interconnecting local infrastructures in the first tier. The third tier takes 
charge of various technologies and functionalities, including data processing, data management, 
and data monitoring and so on. At last, the top tier is the same for services and applications. Their 
framework emphasises the importance of communication and collaboration between different 
capillary networks, which may be managed by local authorities.  
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CiDAP [18] introduces a city data and analytics platform on top of SmartSantander4 and aims to 
provide servers and APIs for queries of external smart city applications. The work proposes IoT-
broker and IoT-agent to control data collection on various data sources, and applies big data 
repository and big data analytics for management and processing of collected data. The external 
applications are enabled with queries through provided APIs. The work implements a dashboard 
on sensing data from SmartSantander, based on CouchDB5. Nevertheless, there is no detail on 
implementation of complex data processing and analytics. 
STAR-CITY (Semantic Traffic Analytics and Reasoning for CITY) [32] gives a smart 
transportation application for Dublin. The work integrated heterogeneous data sources for 
processing and analysis of real time as well as historical traffic data. These data are organised in a 
Resource Description Framework (RDF) store, Jena TDB6, to enable RDF query for data retrieval. 
Semantic rules are applied to provide spatio-temporal analysis and prediction on traffic situations. 
The work introduces the utilisation of both sensing streams and social media feeds from selected 
traffic information publishing users. However, due to the work being application-oriented, it fails 
to give a suitable approach to deploy the method in different cities. 
Zhao et al. [33] focus on traffic sensor data and provides a hybrid processing system on both 
historical and streaming data. The traffic sensor data are spatio-temporal data thus the system 
combines techniques of spatio-temporal data partitioning, pipelined parallel processing, and 
stream computing to support the real-time processing. The work focuses on spatio-temporal 
objects that dynamically update spatial locations along with time and implement above 
functionalities through the extension of Apache Storm7. 
Khan et al. [34] introduce a three-layer framework with data acquisition, analysis and filtering 
layer, Resource data mapping and linking layer, and Interactive explorer layer. The work focuses 
on big data processing approaches aiming at providing smart city applications. Representational 
state transfer (RESTful) access is applied to retrieve data. RDF store is applied to enable 
semantics. The work applies a big data analysis on open data from Bristol and tries to find out 
relationships between crime and safety data as well as economy and employment data.  
Wi-City-Plus [35] proposes a framework with communication layer, monitoring layer, application 
layer, and semantic layer. The project takes advantages on semantic models and provides 
centralized decision support systems. The work also involves the concept of Cyber Physical 
Social Systems, trying to integrate data from cross-domain. 
                                                     
4 http://www.smartsantander.eu/  
5 http://couchdb.apache.org/  
6 https://jena.apache.org/documentation/tdb/  
7 http://storm.apache.org/  
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Similarly, Guo et al. [10] propose a framework for CPSSs. The work follows the data processing 
steps and defines layers of Resource management, Cooperative sensing, Data pre-processing, and 
Data analysis to enable analytics on cross-space data and support applications to the real world. 
CityPulse [36] provides a large scale data analytics framework for smart cities. The framework 
mainly considers IoT data collection, semantic interoperability, event detection and data analytics, 
and application development support. In general, CityPulse introduces two modules: large scale 
data stream processing modules and adaptive decision support modules. Basically, the first 
module is a lower layer taking account of any processing of heterogeneous data from cities. The 
second module is an upper layer taking charge of making recommendations for users. Both 
modules consist of multiple components supporting functionalities. CityPulse provides a 
framework for smart city to show city events and other city information. However, it does not 
give an explanation on how to deal with mobile sensing data. 
2.1.2 Objects-centric Frameworks 
Different from previous frameworks that focus on data-centric framework, researchers also 
propose architecture, such as [9, 37], focusing on management and composition of virtualised 
smart objects, including sensors, devices, and any other nodes. In [9], Vlacheas et al. present a 
framework with three levels in the cyber world based on Virtual Object (VO), which is the digital 
representation of a Real World Object (RWO). The framework includes 
1. VO level, which creates a uniform representation of RWOs and expresses as VOs. 
2. Composite Virtual Objects (CVO) level, which manages and integrate multiple VOs so as 
to provide relevant information for applications and services in upper level. 
3. Service level, which triggers the CVO composition process by sending a service 
execution request to the CVO layer. 
Below all of them, there is also an implicit RWO level that could maintain connections and 
communications of RWOs. This framework focuses on capturing and modelling the capabilities 
of VOs as reusable and adaptable objects that can be composed into CVOs to fulfil a service 
request. The utilisation and capture of O&M data is not introduced in detail, as only the matching 
of provided data types and functions of VOs is optimised during the CVO composition process.  
A smart city framework based on the same concepts of VOs and CVOs is presented in [37], with a 
more data-centric view. The framework seeks to enable different levels of dynamic views over the 
data sources in response to user queries by enabling pre-fetching and a feedback loop in the 
framework. The authors discuss the requirement of smart city application on a complete dataset, 
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showing the importance of resilience to guarantee accuracy, timeliness, and reliability of data 
transmission. 
Szabó et al. [17] provide a framework for smart city applications based on participatory sensing. 
The framework is built with publish-subscribe service of eXtensible Messaging and Presence 
Protocol (XMPP) based on three elements: producers, consumers, and service providers. The 
framework also introduces analytics layers to processing data for user defined functions. The 
layers include streaming and persistence, serialisation and caching, mobile data processing 
framework, and user defined functions. The framework gives an example of processing on mobile 
data; however, it fails to clarify the problems of using mobile data to build functions. 
OpenIoT [38] lies on World Wide Web Consortium (W3C) Semantic Sensor Networks (SSN) 
ontology [39] to provide a common standards-based model for sensors, dealing with semantic 
interoperability. It also includes an integration of Extended Global Sensor Networks (XGSN) [40] 
and Linked Stream Middleware Light (LSM-Light) [41], where XGSN collects, filters and 
combines data streams and enables distributed data acquisition, while LSM-Light stores these data 
streams and provides RDF cloud stores and RDF stream processor functionalities.  
SmartSantander [42, 43] project introduces a three-tier architecture, including IoT Node Tier, IoT 
Gateway Tier, and Server Tier. The architecture focuses on the connection of objects and 
communications of generated data, and enables a city-scale testbed, which could be used for 
implementing smart city services. SmartSantander also enables a real-time sensing testbed in 
Santander, Spain. The data are published and available online on the SmartSantander Map8. 
Zanella et al. [27] propose a three-layer framework focusing on low-level connection and 
communication to devices. Enabling protocols are introduced according to how to connect devices 
to the Web and consequently providing data. Applications and services are supported by a 
combination of backend server, gateways and devices. A city level environmental monitoring is 
implemented on Padova.  
Difallah et al. [44] apply a framework on management of water sensors, subsystem for stream-
processing and database management system. A water distribution network is implemented to 
support real-time monitoring and further anomaly detection.  
2.1.3 Comparison Table of Different Frameworks 
According to metrics listed and explained in Table 2-1, this subsection introduces Table 2-2 for a 
comparison of different frameworks for smart cities. The metrics consist of layers in the 
framework, data sources for producing data, data collection approaches, data storage methods, 
                                                     
8 http://maps.smartsantander.eu/  
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data retrieval mechanisms, data analytics/data interpretation for explanation on processed data, 
applications and services support methods, and applicability of use cases.  
Table 2-1: Comparison Metrics for Frameworks 
Metric Explanations 
Layers 
This metric indicates how the framework is structured. All the levels, layers, or 
tiers will be listed. Through this, the focus of the framework can be determined 
through its defined layers. 
Data Sources 
Data sources indicate what kind of data the framework could manage and analyse. 
Normally the data can be classified as sensing data, static information, and 
content from social networks.  
1. Sensing data represent data generated from fixed or mobile smart objects and 
may be either historical or in real-time.  
2. Static information may refer to information or knowledge that is prior known 
and does not change often. Such as map of a city. 
3. Content from social networks are feeds or location information that posted by 
humans and available on social networks.  
Data Collection 
This lists any data collection methods specified by the framework. Polling and 
publish-subscription are two typical methods. They are controlled by different 
components of a framework. 
Data Storage What databases are applied in the framework. 
Data Retrieval How the data are retrieved by the framework. 
Data Analysis/Data 
Interpretation How the framework analyses/interprets stored data 
Application and 
Service How the framework provides applications and services 
Applicability Use cases of the framework 
Table 2-2: Comparison of Frameworks 
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9 https://couchdb.apache.org  
10 https://spark.apache.org  
11 http://www.w3.org/Submission/SWRL/  
12 https://storm.apache.org  
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agriculture 
monitoring 
Urban 
Crowdsensing 
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IoT node tier 
IoT gateway tier 
Server tier 
Sensing data Managed by Gateways 
O&M 
database O&M lookup - 
Application 
supported by 
server tier 
Environmental 
monitoring 
Parking 
management 
Participatory 
sensing 
Etc. 
Za
ne
lla
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t a
l. 
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Device layer  
Link layer 
Web service layer 
Sensing data 
Managed by 
Backend 
Servers, 
Gateways, 
and IoT 
Peripheral 
Nodes 
Database 
management 
systems on 
backend 
servers 
HTTP-CoAP 
proxy 
communicates 
with CoAP 
devices 
- Web Service 
Padova smart 
city 
environmental 
data monitoring 
D
ifa
lla
h 
et
 a
l. 
[4
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Water sensors 
Stream-processing 
subsystem 
array database 
management system 
Real-time 
sensing data 
Subsystem 
management 
Array 
database - 
Anomaly 
detection - 
Water 
Distribution 
Networks 
monitoring 
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Pr
op
os
ed
 F
ra
m
ew
or
k 
Data collection 
Data management 
Data processing 
Data analytics 
Knowledge 
discovery 
Mobile and 
fixed sensing 
data in both 
historical and 
real-time 
Social 
networks 
content 
All the 
methods, 
including 
polling, 
publish-
subscribe, 
data dump, 
etc. 
Spatial 
indexing 
Time-Series 
Database 
(TSDB) 
Spatial and 
temporal 
constraints for 
static and 
mobile O&M 
data 
Correlation of 
analysis results 
of 2 data 
sources: 
physical 
sensing data 
and social 
streams 
Knowledge 
discovery that 
derives 
relationship 
between 2 
scales of data: 
physical 
sensing data 
and social 
network data 
Environment 
impact of real-
world social 
events 
Table 2-2 provides a comparison of reviewed frameworks according to necessary steps for data 
processing: processed data sources, approaches of data collection, capability of data storage, 
supported data retrieval, data analysis and data interpretation, abilities for applications and 
service, and applicability of use cases. Based on the summary in the table, bottom layers are 
always control data collection or objects management, which are basic elements for processing of 
data or construction of supportive services. Upper layers are various as the aim and focus of 
applications are different. Table 2-2 also gives evaluations on steps of how each framework 
achieves final aims. These aims include data analysis, data interpretation, and 
applications/services supporting. Currently, reviewed frameworks enable capabilities of data 
analysis and data interpretation, adaption of applications/services, or support of applications based 
on data analysis.  
Evaluations of the frameworks start from data sources. Most of them support sensing data in IoT 
area. These data can be either structured or unstructured. In addition, mobile and fixed sensing 
data, real-time and historical data, static data and social networks streams, are also different 
focused points of frameworks. Frameworks always provide an intermediate component (gateway, 
broker and agent, subsystem, etc.) to control the access of data. Data can also be directly accessed 
from smart objects. Reviewed work supports one or both of them. Data storage and data retrieval 
are always designed assorted to each other. Due to different data resources the framework 
focused, various databases, indexing structures and related search and query functionalities are 
applied. Frameworks support applications/services or provide data analysis/data interpretation at 
the top layer. Explanations of data are clustered into data analysis/data interpretation, while how 
to enable diversity applications/services are clustered into the column of application and service. 
Use cases that explain the applicability of the framework are listed in the last column of Table 
2-2. The focus of the top aim of frameworks are still limited to interpret data according to isolated 
data sources, none of the reviewed frameworks so far could discover comprehensive knowledge 
that link information from different data sources, so that to explain the physical situations of 
cities, which thus become the research gap. 
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2.1.4 Discussion 
Reviewed frameworks are classified as two categories: data-centric frameworks and objects-
centric frameworks. Data-centric frameworks focus on the management and processing of data. 
Most of the frameworks assume smart objects have already been deployed (such as [18, 32]). The 
processing of data is either applied to isolated data source or based on integration of different 
sources. Object-centric frameworks focus on the management and utilisations of RWOs (smart 
objects) (e.g., [27, 44]) or digital representations of them (VOs) (for instance [9, 37]). 
Frameworks managing smart objects focus on enabling deployment of smart objects so that they 
can produce sensing data, while ones managing VOs manage digital representations based on a 
provided model (such as VO model [9, 37], SSN ontology [38]) and support services or 
applications through composition of various VOs. Data-centric frameworks can provide a detailed 
flow for data analytics for knowledge discovery, but the control of objects is ignored. The abilities 
of tracking and management of data sources are lost. Object-centric frameworks enable better 
management of objects, but are not flexible for data analytics.  
There are two aims that form the focus of the reviewed frameworks. One aim is the deployment of 
smart objects physically to enable connections and communications of smart objects for usage on 
smart cities through IoT technologies, such as [42, 43]. The other is providing applications and 
services for convenience of citizens and supportive information of authorities based on data 
collected from deployed smart objects, e.g., [18, 36]. Frameworks that focus on the second aim 
are varying because these smart city frameworks are application-oriented and the focused 
applications vary from environmental monitoring, traffic prediction, to event detection, etc., 
leading to different requirements for the framework.  
As increasing number of objects become mobile, the resulting dynamicity may make the services 
based on such objects less reliable. Thus, Poncela et al. [37] emphasise the importance of 
resilience, which guarantees the accurate, timely and dependable delivery of the complete/related 
data required by smart city applications. This can be achieved by providing a middleware layer 
between the smart objects and processing of generated data to enable more versatile capabilities 
for indexing data sources and accessing and analysing heterogeneous and geographically 
distributed data [30]. Nevertheless, data generated from mobile objects lead to challenges on data 
processing as well, such as efficient mobile sensing data storage and retrieval for enabling 
opportunistic sensing, and how to estimate missing values in the consequent dataset. None of the 
reviewed frameworks pays enough attention on issues raised by mobile sensing. 
Therefore, in this thesis, a framework (bottom row in Table 2-2) is proposed to provide a general 
approach of knowledge discovery for smart cities, particularity addressing challenges in mobile 
sensing scenarios. The framework separates knowledge discovery from data analytics layer to 
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emphasise the importance of linking information from different data sources and in different 
scales/types of data so that to discover knowledge for citizens and authorities rather than just data 
interpretation. The knowledge in smart city is defined as interlinks and relationships between 
information derived from different sources in the city. The framework manages data through a 
VO schema to provide a data-centric processing, meanwhile without losing control of objects. 
Data collection, storage and retrieval layers are independent to upper data processing layers. The 
proposed smart city framework is built on top of constructed lower-level frameworks with 
connected smart objects generating and uploading data (such as SmartSantander [43]). 
Considering mobile sensing scenarios, opportunistic sensing data come from the cyber world 
formed by mobile smart objects (such as sensors attached to buses), while participatory sensing 
data come from the social world that involves human interactions on sensing the physical world. 
With respect to three different data sources defined in Table 2-1, both sensing data and social 
networks content could reflect situations of the physical world and be processed in the same 
approach for different cities in real-time. Therefore, they are focused by the framework. The 
interweaving of the cyber world (sensing data) and the social world (social networks content) for 
explaining the physical world fits the emerging scenario called CPSS. In the next section, state-of-
the-art of CPSS for knowledge discovery in smart cities is introduced. 
2.2 CPSSs for Knowledge Discovery in Smart Cities 
IoT technologies enable plenty of smart objects connected to the Internet. The connections support 
data generated by smart objects to be transmitted to the Web or any middleware applications. Through 
this way, abundant data can be generated and analysed in the cyber world to represent situations of the 
physical world. With the enrichment of functionalities on smart phones, humans are more and more 
getting involved for reporting events and situations of the physical world. From this social world 
angle, humans can report any information or news in the physical world on social network benefit 
from human intelligence. Since many social network data are public available, the social world 
provides a generous data reflecting news and events in the physical world. This feature enables 
participatory sensing in the real world from data published in the social world. With a development of 
analysis on both the cyber and social worlds, there is an emerging research direction, CPSS that 
utilises analysed results from both angles to provide comprehensive knowledge for the physical world.  
CPSS is a computing system that is constituted by a cyber system interacting with the physical 
world and a social system involving human interventions, actions, and feedbacks from situations 
of the physical world. CPSS is an evolution from CPS by including data generated by humans’ 
social actions. In CPS, smart objects (sensors and actuators) interconnect the cyber world and 
physical world. Similarly, in CPSS, smart phones with humans’ actions interconnect the social 
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world and physical world. Similar to smart objects generating data that could indicate situations in 
the physical world; smart phones also produce plenty of data representing statuses of humans, 
social relationships, and events in the physical world, etc. Data that are generated without 
awareness of users are classified as mobile data in [45]. Humans also post messages to social 
networks generating content with human intentions.  
Mobile crowd sensing and computing [46] is thus enabled through the data shared by mobile 
phones indicating local knowledge. Comparing with wireless sensor networks, mobile crowd 
sensing and computing has several advantages: 1) potentially large number of providers, 2) low 
deployment cost, 3) unprecedented sensing coverage enabled by mobility of providers. One 
disadvantage is it cannot guarantee the quality of produced data. Since humans are involved in the 
sensing actions, some requirements should be considered: motivation of participation to guarantee 
the number of users and data produced by them, fusion of human-machine intelligence to make 
sure data processing can use both human and machine intelligence, and security and privacy 
issues concerned by users.  
Crowd sensing in CPSS [46, 47] involves participatory sensing by citizens equipped with sensor-
enhanced devices such as smartphones to share information in the physical world conditions. In these 
works, human intelligence is embedded in the captured data, e.g., citizens deciding on data aspects to 
be captured, reporting traffic conditions, etc. The obtained information is then aggregated for large-
scale sensing and community intelligence mining [48].  
 
Figure 2-4: Taxonomy of CPSS Knowledge Discovery 
The review of CPSS focuses on data analytics on smart cities that introduce researches utilising data 
from social networks. This section is thus organised by firstly talking about utilisation of content in 
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social networks for a city, secondly discussing fusion techniques for data from the cyber world and 
social world in CPSS. The classification is shown in Figure 2-4. 
2.2.1 Utilisation of Social Networks Content for Smart Cities 
Regarding the social world itself, content from social networks are analysed to detect information 
for the physical world, i.e., event detection via mining social networks content. Researches 
considering tweets as real-time social streams include TwitterStand [49], which provides an 
online clustering and classification method to detect news as reported by Twitter users and that by 
Sakaki et al. [19] to detect earthquake and typhoon occurrences. The work is based on the 
assumption that only one event will happen at a time. However, this does not apply for city 
events, such as traffic jams, etc., making the algorithm unsuitable for other kinds of events. A 
city-scale event detection method that links tweets with RDF data streams has been proposed in 
[4], but it requires prior knowledge of the event to construct a query, making it unsuitable to 
detect unplanned events. Anantharam et al. [26] focus on traffic related events, providing an 
automated method for creating a training set for a supervised approach. However, supervised 
approaches incur a heavy cost in order to be adapted to different scenarios. 
Approaches supporting open domain event detection from Twitter include [3], [50]. Becker et 
al.[3] provide a combination of online clustering and classification to distinguish real-world 
events and non-events, but the work does not provide detailed classifications nor any explanation 
of the detected events. Ritter et al. [50] develop an open-domain event extraction and 
categorization system for Twitter. The system applies a Latent Dirichlet Allocation (LDA)-based 
algorithm to detect topic clusters but requires manual inspection of the clusters types. 
Recent work has focused on classifying the topics of tweets into an external ontology [51]. The 
tweet count is used for behaviour analysis and interest of visits to a cultural heritage site. In 
addition, Cuomo et al. [52] provide a mathematical model of visitors which shows how visitors 
share their experience of visiting cultural heritages on social network. Moreover, Chianese et al. 
[53] give a quantitative estimation of cultural heritage sensitivity by social network users. These 
researches in the area of cultural heritage focus on users, especially visitors; analysing on how 
likely a visitor is to post a message on social network and how they will interact with others, 
which could be adapted to our scenario of city events to establish a relationship between the 
number of tweets and particular types of real-world events. 
2.2.2 Fusion of Data from Different Data Sources in CPSS 
The previous subsection provides a review of applications based only on social networks. Cross-
domain data fusion is gaining increased attention as different data sources in different domains 
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bring challenges of fusing data across modalities [54]. Thus, this subsection reviews work 
involving fusion of data from social sources and other data sources. 
Existing approaches employ tensor-based methods for data fusion that can detect hidden 
information and community structure. Following representation of a video clip, an ontology 
document capturing cyber-space data and social relationships as low-order ranked tensors, 
Higher-Order Singular Value Decomposition (HOSVD) is then employed to extract the core data 
which contains the more valuable information [1]. A similarity computation approach is then 
applied, with a supervised learning method making use of a similarity tensor model, for relation 
establishment between the various CPSS data objects. A similar technique is employed in [55], 
which uses a distributed and incremental version of the tensor decomposition method HOSVD to 
capture object and social connections between three families and their smart objects. The tensor 
method first detects the underlying community structure, which is also updated from time to time 
using incremental HOSVD. Tensor decomposition is used to analyse the behaviour similarity of 
users in [56]. The authors reduce the dimensionality of user behaviour data and address the data 
sparsity by mapping the initial data to a denser approximate tensor representation. Group-centric 
data fusion is performed based on the approximate tensor, with each element in the approximate 
tensor representing the prevalence of the corresponding behaviour in the group. By calculating the 
weight to be assigned to each behaviour, the authors perform group discovery based on the tensor 
approximation. 
Semantic Web-based methods are also involved for reasoning fused information. Wi-City Plus 
urban CPSS [57] applies semantics to map proprietary relational datasets, environment 
monitoring data streams and participatory sensing data to sets of interconnected triples in the RDF 
format, which can then be queried using SPARQL. The resulting semantics-enabled decision 
support system provides a number of functionalities: mobility and logistics recommendation to 
mobile users, e.g., nearest services matched to user interest and the route to get there, taking into 
account current traffic and real-time weather data from monitoring stations; alerts about accidents 
or polluted areas; event recommendations based on personal and social data; and assistance to the 
elderly at home based on the fusion of health condition and indoor environment data. Semantic 
rule-based reasoning is used in a smart airport use case study [58], where device and environment 
capabilities are modelled as social objects and this data is then combined (using match filters) 
with user preferences to form a dynamic social structure of things. A ranking algorithm is first 
defined to determine service relevance matched to a user’s short-term situational goals, 
authorisation permissions and service ratings. The reasoner, incorporating a ‘semantic service 
relevance rule engine’, then derives object relevance, which is used to determine a locality-
oriented list of objects that can provision the required services, to achieve situational awareness. 
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A number of research works use the patterns detected from data in social networks as a 
complementary or explanatory evidence to support the physical sensing data analysis. Kuznetsov 
et al. [59] provide physical sensors to different communities of people for them to monitor and 
check air quality data. The authors focus on analysis of variability of data across time and space 
across four different communities, i.e., parents, bicyclists, homeless, and activists. The analysis of 
the data combines the physical characteristics of the air quality data with social information about 
features of the communities, giving indicators for community togetherness and public activism. 
Pan et al. [60] focus on traffic anomaly detection and describe the detected anomaly by mining 
terms from social networks. Interlinks between anomaly and mined terms are based on the same 
context, i.e., same location and same temporal context for data from the different data sources. 
Zheng et al. [61] evaluate anomaly detection efficiency by utilising events information reported in 
nycinsiderguide.com as ground truth. Chen et al. [62] leverages the integration of data from 
location-based social network and taxi GPS digital footprints and develops an application for trip 
planning. Zheng et al. [63] also introduce an inference system over various data sources such as 
traffic flow, human motility, etc., to infer air quality information in real-time in a fine-grained 
grids of spatial area. 
Statistical methods are applied to calculate correlation between (usually) numerical data streams 
derived from the physical and social space. These include utilising the data generated by citizens 
in social networking platforms in conjunction with data from sensor installations to build a model 
of the city’s dynamics. These mainly utilise location-based social sensing services. The research 
by Komninos et al. [20] analysed Foursquare check-in data and its correlation with diurnal 
pollutant levels and traffic volume in Patras, Greece. The correlation and its p-value was 
calculated between the diurnal cumulative pollutant level averages for NOx and Carbon 
Monoxide (CO) and diurnal Foursquare check-ins, with the check-in data closely following the 
pollution patterns. Jara et al. [21] correlated the traffic behaviour with temperature in the city of 
Santander, discovering a fine-grained correlation in the evolution of both flows. 
2.2.3 Comparison Table for Data Fusion of CPSSs 
Table 2-3 provides a comparison of data fusion techniques used in CPSSs. This table compares 
reviewed reference with four features, i.e., data sources for what data are fused, data processing 
for how data are processed, data fusion for how data from different data sources are combined, 
and applications for what scenario the algorithm is applied.  
Table 2-3: Comparison of CPSSs  
Reference Data Sources Data Processing Data Fusion Applications 
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Kuang et al. 
[1] 
User behaviour, 
spatio-temporal 
context 
Tensor model for 
video clips, user 
relationships, RDF 
documents 
Tensor decomposition Smart home 
Wang et al. 
[55] 
User and device 
context 
Tensor model for 
relationships between 
users and devices 
Tensor decomposition Enhanced living environment 
GroRec [56] 
Different aspects of 
data from social 
networks, including 
user behaviours, 
reviews, and ratings, 
etc. 
Tensor model for 
spatio-temporal user 
behaviours, clustering 
for group discovery 
Tensor decomposition, 
Group behaviour data 
fusion for group 
discovery 
Pearson correlation for 
friendships 
Group recommendation 
Wi-City-Plus 
[57, 64] 
Environment 
monitoring data, 
weather data, user 
health data; 
Static information 
(city ontologies); 
Participatory sensing 
for traffic conditions 
Fuzzy rules through 
SPARQL 
Semantics-based 
mobility and logistics 
recommendation 
Decision support 
system for: Event and 
path recommendation, 
Road incident alerts, 
and Elderly care 
Dynamic 
Social 
Structure of 
Things [58] 
User profile, Object 
capabilities modelled 
as social objects 
Event retrieval, goal 
determination 
Dynamic social structure 
of Things model 
generated through 
semantic reasoning, 
Object and service 
relevance 
Smart Airport 
Kuznetsov et 
al. [59] 
GPS-based air 
quality sensors 
deployed by different 
communities of 
people 
Air quality data are 
analysed by different 
communities. People 
in different 
communities can 
check the data and 
give feedback 
By analysing data in 
different communities, 
expressions in the 
communities are 
discussed. 
Public activism analysis 
Pan et al. 
[60] 
GPS trajectory data 
from taxis,  
Tweets collected 
from Weibo 
Anomaly detection, 
Term mining 
Spatial-temporal context 
coincide  Anomaly description 
Zheng et al. 
[61] 
311 complaints, 
Taxicab data, 
Bike rental data, 
Points Of Interest 
(POI), 
Road network data 
Collective anomaly 
detection 
Multiple-Source Latent-
Topic Model 
Collective anomaly 
detection 
Chen et al. 
[62] 
Foursquare check-
ins, 
GPS trajectory data 
from taxis 
Dynamic point-of-
interest network 
model 
Route search, 
Route 
augmentation 
Personalized trip 
planning 
Zheng et al. 
[63] 
Air quality data, 
City data sources 
(meteorology, traffic 
flow, human 
mobility, structure of 
road networks, and 
POIs) 
Spatial classification, 
Temporal 
classification 
Co-training-based semi-
supervised learning Air quality inference 
Komninos et 
al. [20] 
Foursquare check-
ins, Traffic volume 
measurements, 
Pollutant levels 
Diurnal cumulative 
average 
Cross-space data 
correlation Urban rhythm 
Jara et al. 
[21] 
Traffic data, 
Temperature 
measurements 
Data aggregation for 
global mean 
Traffic patterns 
correlated with 
temperature 
- 
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Noulas et al. 
[65] 
Foursquare check-
ins, call data records 
Spatial clustering, 
supervised 
classification 
algorithm 
Foursquare venue label 
correlated with cell tower 
location 
Urban neighbourhood 
activity characterisation 
Air quality 
assessment 
from social 
media [66] 
Air pollution data, 
Tweets 
Association rules, 
clustering, 
classification of air 
pollution data; 
Sentiment analysis 
from tweets 
Air Quality Index (AQI) 
of air pollution data are 
combined with public 
opinion estimation 
through sentiment 
analysis of tweets 
Public opinion 
estimation of air 
pollution 
Yang et al. 
[67] 
Air quality data, 
Subjective air quality 
feeling, 
Activity status data 
from wearable 
sensors, 
Reported health 
symptoms 
Computing of average 
of data 
Regression analysis on 
different kinds of data 
Public health and 
personal health 
Star-City 
[68] 
Weather conditions, 
Bus data stream, 
Social media feeds, 
Planned events and 
roadworks, 
Static city map 
Spatio-temporal data 
analysis by SWRL13 
rules 
Semantic reasoning Traffic prediction 
CityPulse 
[36] 
(Near) real-time IoT 
data, 
Social media data 
streams 
Event detection 
Semantic Modelling 
Reasoning 
Complementary 
interpretation 
Travel planner 
Parking monitoring 
Proposed 
approach 
Environmental 
sensing data, 
Tweets 
Anomaly detection 
Real-world event 
detection 
Correlation on numeric 
patterns of anomalies and 
events 
Correlation, linkage, 
and interpretation 
between anomalies and 
events 
 
According to the table, data sources cover multiple types of data including numeric sensing 
values, locations, trajectory, textual information, etc. Processing of data can be classified into two 
categories: one provides a single data model for different types of data and computes based on the 
model for a particular application, the other offers data processing over different kinds of data 
separately and then merges analysed results from different data types to enable applications. 
However, most of the reviewed works are application-oriented, thus do not reveal strong linkages 
and relationships between information analysed from different data sources. Moreover, the fusion 
of different types of data fails to take much advantage on spontaneous posted textual messages 
from social networks. Therefore, the proposed approach 1) applies processing over environmental 
sensing data to find anomalies that might be concerned; 2) detects real-world events from tweets 
messages and estimates numeric patterns for the events; 3) correlates between patterns of both 
detected anomalies and real-world events such that relationships and impact of information from 
different data sources can be quantitatively evaluated. 
                                                     
13 http://www.w3.org/Submission/SWRL/  
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2.2.4 Discussion 
Most of the reviewed work is proposed for processing on data in a vertical way from low level 
raw data to high level insights. However, these isolated insights can only provide within a specific 
domain which produces an independent data source, such as recommendations on trip planning 
[62], inference on air quality [63].  
With an explosion of different data sources in different domains, comprehensive knowledge could 
be discovered by link and fuse data from different data sources. CPSS approaches starts linking 
and fusing of information derived from different data sources, e.g., correlations between check-in 
data and pollution level [20] as well as temperature patterns and traffic volume [21]. These 
correlations have to be computed over the same scale/type of data, i.e., numeric values. 
Taking advantages on spatial and temporal context of different data sources, anomalies are 
complementarily explained with terms filtered from social networks content that is from the same 
spatial and temporal context [60, 61]. However, the explanations are limited in weak relationships 
between terms, because the detected terms are independent to each other, there is no link among 
them, in addition, terms may indicate different events, which may not be related to the detected 
anomalies in the same context.  
Currently, in smart city area, cyber world analysis and analysis of content from social networks 
are potentially linkable as they can indicate the physical world in the same context. Nevertheless, 
only a few of existing researches focus on discovering links and relationships between data from 
different domains. They can still only apply fusion of data in the same scale/type. The interlinks 
between numeric values in the cyber world indicating status of the physical world and textual 
content in social networks talking about real-world events have not been addressed. Therefore, in 
Chapter 6, an approach for knowledge discovery is proposed for addressing the above problems. 
2.3 Search for Smart Objects and O&M Data 
According to the review of smart city Frameworks in Section 2.1, the focus of smart city is either 
objects-centric or data-centric. Thus, a search task in smart city is either to find out objects or find 
out data directly. A survey of search methods for the WoT defines a classification of search based 
on content being searched, i.e., search for objects, search for sensors, and search for O&M data 
[69]. In a static scenario, smart objects are fixed and wound not move. Thus, produced time-series 
data are also associated with single location information. Even when new smart objects join the 
system, the spatial indexing does not need to change a lot. However, in smart city area, it is 
slightly different due to mobility issues raised by smart objects. Since smart objects become 
movable, a time series data produced by such objects are no longer associated with the same 
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location information. Fast changing location information leads to a high update rate for spatial 
indexing. 
Thus, this section provides a review on search techniques for data and objects in smart city. 
Considering mobility issues of mobile objects, the section emphasises spatial search and describes 
the review with respect to three aspects as shown in Figure 2-5: 1) traditional spatial indexing 
techniques, 2) static O&M historical data search, 3) trajectory indexing.  
 
Figure 2-5: Taxonomy of Search for Smart Objects and O&M Data 
2.3.1 Traditional Spatial Indexes 
A recent survey [25] of indexing mechanisms for the WoT identifies the R-family of data 
structures as suitable for spatial access methods. Research works based on the R-Tree indexing 
method include a sensor service indexing method [70, 71] that consists of a number of indexing 
servers that index the observation areas of individual IoT services along with catalogue servers 
that store the scope of the indexing servers. During discovery, the top-level catalogue server is 
first contacted, which then uses the stored scope to identify the set of indexing servers. With R-
Tree-based indexes proving unable to scale with the rapid metadata updates typical of WoT 
scenarios, Wang et al. [72] propose a R-Tree gateway indexing method that indexes the gateways, 
in which semantic repositories are implemented to store the sensor descriptions, instead of 
individual sensors service instances. Another location-based approach proposes a federated 
architecture of geographically distributed and cooperating nodes with local reasoning and search 
capabilities to manage the large number of IoT devices [23]. This approach, however, only applies 
to indoor environments with the support of semantic models describing logical locations. OSIRIS 
sensor Web discovery framework provides three different indexing mechanisms to improve the 
discovery performance: a spatial index, a temporal index (for temporal criteria in queries) and a 
full-text index (for sensor keyword) search [73]. However, how to efficiently maintain and update 
the services and the geospatial index in dynamic environments such as Smart Cities has not been 
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adequately reported. The above reviewed approaches are geared towards searching for WoT-
enabled sensors or device descriptions, and not for the O&M values. Moreover, as stated in the 
WoT indexing survey [25], traditional database indices and distributed indices are deemed 
insufficient to deal with the dynamics. 
2.3.2 Space Filling Curves 
Except R-Tree-based indexes, two or more-dimensional spatial data can be mapped to and 
indexed by one-dimensional keys by using space filling curves. GeoCENS [74] provides a 
geospatial cyberinfrastructure, which applies Open Geospatial Consortium (OGC) Sensor Web 
Enablement (SWE) 14  open standards for sensor modelling. The geospatial coordinates are 
encoded into a one-dimensional string by using a level-specified Peano filling curve. Thus, 
geospatial search functions are enabled by key-value pair queries. 
One special space filling curve is geohash, which is designed particularly for geospatial 
information. The details of geohash is introduced in Section 4.1.3. Geohash has been implemented 
in many search engines, such as Apache Solr15, MongoDB16, Elasticsearch17, and IBM Streams18. 
It is used as part of indexing functionality. Solr provides prefix tree for geohash. Latitude and 
longitude can be encoded into geohash and stored and indexed with different lengths of geohash 
prefixes as strings. The index of geohash is mostly used for multi-value index for filtering and 
sorting. MongoDB encodes coordinate pairs to geohash values and then indexes them as strings. 
Query and search are also based on strings. Similarly, Elasticsearch enables functionality that 
index geohash strings in the length of 7 by default. While querying, neighbours of the indexed 
Geohash-Grid are queried as well. Supported query is not for accuracy due to short length of 
geohash used. However, the query is efficient and can be used for associating with a more 
accurate geo-filter, such as geohash_cell filter that can find locations near a specified lat/lon point 
through geohash prefixes. IBM Streams also uses geohash to determine which of the predefined 
regions the point belongs to.  
Associated with a database, such as Apache HBase19, geohash can be used as rowkey to enhance 
spatial query of the database. Liu et al. [75] apply geohash as rowkey in HBase for trajectory data 
query and range query. He el al. [76] utilise geohash and time as rowkey of HBase. k-Nearest 
Neighbours (kNN) query is designed with query for 8 neighbours of the geohash regions. 
                                                     
14 http://www.opengeospatial.org/ogc/markets-technologies/swe  
15 https://lucene.apache.org/solr/guide/6_6/spatial-search.html 
16 https://docs.mongodb.com/manual/core/geospatial-indexes  
17 https://www.elastic.co/guide/en/elasticsearch/guide/current/geohashes.html 
18  
https://www.ibm.com/support/knowledgecenter/en/SSCRJU_4.2.0/com.ibm.streams.toolkits.doc/spldoc/dita/tk$com.ibm.streams.geos
patial/tk$com.ibm.streams.geospatial$2.html  
19 https://hbase.apache.org/  
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However, it assumes the query range is always smaller than the geohash grid, which may not be 
true when intersection of query range and a geohash grid happens. Thus, it is not good at 
rectangular range query. Lee et al. [77] also apply geohash as rowkey in HBase; they give a 
method to get a set of geohashes that cover a query area. As the method forces the set of 
geohashes to be in the same length, it requires a filter step and refinement step to get accurate 
answers.  
Besides indexing as strings, geohash is also used for partitioning of content for location-based 
recommendation [78]. It can also be used to create unique identifiers. Balkić et al. [79] combine 
geohash string with Universally Unique Identifiers (UUID) to create identifiers for the beginning 
of databases and backend systems for distributed data storage. It can especially support space-
time correlation of stored data/objects. GB-Tree is provided by combining geohash and B+ Tree 
to enable point query, range query, and kNN query [80]. Liu et al. [81] apply geohash to encode 
the names of map layers. Encoded geohashes are used as the attribute names of grid features as 
string. This can build a distributed spatial index. 
Arnold [82] applies maximum entropy encoding on geohash to balance the data volume for a 
given geohash prefix length. This method partitions spatial space of data as regions with equal 
data volumes, which can be applied to distributed queries to reduce the number of sub-queries as 
well as computational and I/O costs. However, the algorithm assumes the volume of distributed 
databases are static, which is not true in mobile sensing scenario.  
2.3.3 Static O&M Historical Data Search 
O&M data search is handled in projects such as SensorMap [83], Liveweb [84] and GeoCENS 
[74], which apply different indexing methods to the spatial information of sensors to support 
sensor search. The O&M data is then obtained by communicating directly to the selected sensors. 
O&M value queries are supported by the hybrid search engine framework for IoT based on 
Spatial-temporal, Value-based, and Keyword-based conditions (IoT-SVK) [85], which integrates 
and symbolises sampling values into keywords and then applies Value-Symbolised Keyword B+-
tree to retrieve the O&M values. IoT-SVK indexes both O&M values and time stamps to support 
historical data search. The work in Linked Sensor Middleware (LSM) [41] provides facilities and 
services for storage and query of historical data. Microsearch [86] and Snoogle [87] offer search 
services for sensor nodes by indexing the sensor descriptions. Jirka et al. [73] provide sensor 
search based on keywords as well as indexed geographical locations. These search services 
generally assume that the context of O&M data is static and not likely to change frequently. 
The works in [88, 89, 90] publish sensor data (sensor descriptions and sensed data) follow the 
Linked Data principles, merge sensor description information into a centralised repository, and 
Chapter 2. Literature Review
 
32 
provide SPARQL endpoints for accessing the datasets. The published data is also linked to 
concepts in existing datasets, such as GeoNames [91], to extend the original descriptions with 
geographical information. This allows users to discover sensors based on named locations. The 
limitation is that the spatial search functionality can only support keyword-based search through 
filters in the SPARQL query at coarse levels. 
As locations become increasingly important for objects and data in the WoT [92], some 
researchers extend the SPARQL language with spatial search capabilities [93, 94, 95]. These 
works either add a spatial ontology (such as World Geodetic System 1984 (WGS84) ontology 
[96]) or spatial properties (geom:geometry [94])) into the original ontology. They then use built-in 
functions of the triple store (such as OpenLink’s Virtuoso [97]) or build external functions to 
enable spatial search at finer levels, such as ‘within a region’. The search process can directly run 
SPARQL queries on the endpoints to get objects satisfying semantic restrictions as well as spatial 
constraints. Spatial index structures, such as R-tree, can be introduced to make the search even 
more efficient. A comparison of different semantic Web tools for spatial query is provided in [98]. 
2.3.4 Trajectory Indexing 
The research of trajectory indexing considers both spatial and time domain of moving objects, to 
enable multiple query functionalities. One research direction of trajectory indexing provides 
efficient query for nearest trajectory to one or several points [99]. This approach stores 
approximated trajectories of moving objects and applies Discrete Wavelet Transform [100], and 
Chebyshev polynomials [101] to approximate trajectories better or index faster. However, the 
time series have to have the same length to support the methods and their transform functions are 
not flexible for different queries [102]. 
Another research direction is to provide the most recent locations of moving objects. For example, 
the work in [103] provides a combination of spatial temporal R-Tree, hash table, and B-tree with 
MongoDB, aiming at enabling an efficient real time access to latest locations. The research 
direction that is similar to the approach proposed in this research is the indexing of historical 
spatio-temporal data. Two methods, Sampling and Update on change only, are mentioned in [104] 
to minimise historical data. However, the work for trajectory indexing always focuses on indexing 
objects, and does not provide a proper way of accessing data generated by moving objects. As a 
result, the design of trajectory indexing does not consider time slices and data aggregations 
functionalities, which makes answering the related query inefficient. Moreover, trajectory 
indexing sometimes just indexes proximity of moving objects’ trajectories. This is not suitable for 
analysis of data from opportunistic sensing as it loses information of the context of data. 
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The third research direction is range query which finds out segments of trajectory within a spatial 
or spatio-temporal range. Three kinds of approaches that combine spatial and temporal 
information are identified in [105]: 1) treating time as the third dimension to build 3DR-Tree, 2) 
dividing time into small intervals and providing individual spatial indexing for each interval, 3) 
partitioning geographical space into grids and independently building temporal indexing for each 
grid.  
2.3.5 Comparison Table of Search for Sensing Data 
Table 2-4: Comparison Metrics for Indexing and Search 
Metrics Descriptions 
Data Items Indicates the items managed by the reviewed system. They are the objects used for the indexed domains and corresponding query functionalities. 
Indexed 
Domain Spatial, temporal, or thematic domains indexed by the system.  
Supported 
Query Query functionalities supported by the system. 
Metadata 
Update 
Frequency 
Frequency of update for the metadata of sensor data, especially spatial information. 
Frequently changing spatial information is one of the key characteristics in mobile 
sensing environments and a good system should support high metadata update frequency. 
Query for 
Historical Data 
Whether the reviewed system supports queries for historical data. Historical data is 
important for data analysis. 
 
Characteristics of search and indexing are summarised with a particular focus on mobile sensing 
data. Specifically, Table 2-4 explains the relevant metrics that are illustrative of the requirements, 
including data items, indexed domain, supported query, metadata update frequency, and query for 
historical data. The first three evaluate the search-related features of the corresponding indexing 
and query mechanisms, while the last two determine whether the reviewed methods provide 
support for mobile sensing environments. 
Table 2-5: Comparison of Indexing and Search 
Search Method Data Items Indexed Domain  Supported Query 
Metadata 
Update 
Frequency 
Query for 
Historical 
Data 
IoT service resolution 
framework [70, 71] (R-
tree) 
IoT Service 
metadata Spatial 
Point or area-based 
spatial query Slow - 
Wei et al. [72] (R-tree) Sensor metadata Spatial Point-based spatial query Very fast 
Not 
supported 
OSIRIS [73] Sensor metadata 
A spatial Index 
for spatial 
domain, a 
temporal index 
for temporal 
domain, a full-
text index for 
thematic domain 
Sensor instance 
discovery and sensor 
service discovery 
based on search 
criteria of metadata, 
including spatial, 
temporal, and 
thematic metadata 
Medium Yes 
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GeoCENS [74] Sensor Web Service 
Spatial filling 
curve for spatial 
domain 
Geospatial search 
based on key-value 
pair queries 
Slow Yes 
Solr20, MongoDB21， 
Elasticsearch22 
Document Spatial, full-text Spatial query, full-text search  Slow 
Not 
supported 
GB-Tree [80] - Spatial Point query, range query, kNN query Fast  
Not 
supported 
Arnold [82] Distributed databases Spatial Distributed query Slow 
Not 
supported 
Liu et al. [81] Distributed memory Spatial Distributed query Slow 
Not 
supported 
Liu et al. [75] 
Automatic 
Identification 
System (AIS) 
data on Ships 
Geohash as 
rowkey for 
spatial domain 
Trajectory data query, 
range query Fast Yes  
He el al. [76] - 
Geohash as 
rowkey for 
spatial domain 
kNN query, range 
query Fast 
Not 
supported 
Lee et al. [77] - 
Geohash as 
rowkey for 
spatial domain 
kNN query Fast Not supported 
SensorMap [83] Sensor metadata Spatial 
Spatial search for 
latest values generated 
by sensors 
Medium Not supported 
Liveweb [84] Sensor data 
Keywords 
indexing for 
thematic domain, 
binary search 
tree for values 
Search for real-time 
content based on 
keywords, category, 
and value range 
Slow Yes 
IoT-SVK [85] Sensors, devices, objects 
Spatial-
Temporal R-
Tree for spatial 
and temporal 
domain, B+-Tree 
for keywords 
and values 
Keyword-based 
search, spatial-
temporal search, 
value-based search 
Fast Yes 
LSM [41] Sensor streams as RDF triples - 
SPARQL-based 
continuous query with 
semantic constraints 
(including spatial and 
temporal domain 
constraints) 
Slow Yes 
Microsearch [86], 
Snoogle [87] Sensors 
Text indexing 
for thematic 
domain 
Query through sensor 
descriptions Slow 
Not 
supported 
SemSOS [88], Linked 
Sensor Data [89], 
Pschorr et al. [90] 
Sensor data as 
RDF triples - 
Keyword-based 
search through filters 
in the SPARQL query 
at coarse levels 
Slow Yes 
Battle and Kolas [93], 
LinkedGeoData[94], 
OWLIM-SE [95] 
Sensor data as 
RDF triples Spatial 
Range query through 
build-in functions 
based on the spatial 
indexing 
Medium Yes 
Bouros et al. [99] Trajectories Spatial and temporal 
Retrieval of the top-k 
trajectories that pass 
as close as possible to 
Fast Yes 
                                                     
20 https://lucene.apache.org/solr/guide/6_6/spatial-search.html 
21 https://docs.mongodb.com/manual/core/geospatial-indexes  
22 https://www.elastic.co/guide/en/elasticsearch/guide/current/geohashes.html 
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all query points. 
Chan et al. [100] 
Haar Wavelets 
transformed 
trajectories 
Spatial and 
temporal 
Range query and 
nearest neighbour 
query for trajectories 
Fast Yes 
Cai and Ng [101] 
Chebyshev 
approximation of 
trajectories 
Spatial and 
temporal 
kNN query for 
trajectories Fast Yes 
Chen et al. [102] Trajectories Spatial and temporal 
kNN query for 
trajectories Fast Yes 
Zhu and Gong [103] Trajectories 
Spatio-temporal 
R-tree for spatial 
and time 
domain,  
real-time access to 
latest trajectories, 
trajectory-based 
queries 
Fast Yes 
Proposed Approach  
Virtualized 
objects and 
sensor data 
Geohash-Grid 
Tree for spatial 
domain, TSDB 
for time domain 
Query with spatio-
temporal ranges and 
phenomenon, 
Aggregations on time-
series data 
Very fast Yes 
Note: “-” means the feature is unknown or not made explicit from the paper. 
Table 2-5 provides a comparison of the current state-of-the-art methods according to the metrics 
defined in Table 2-4. Based on the study, we identify some additional challenges that need to be 
addressed by search mechanisms for mobile sensing data: (1) support for efficient metadata 
update of incoming data, especially spatial information produced by mobile sensing objects; (2) 
Support of query for historical data, which is important for data analysis such as detecting patterns 
and anomalies from sensing data in a particular geographical area over a particular time period; 
and (3) aggregation functionalities are vital for mobile sensing environments as data might not be 
measured in a synchronized way. In light of these requirements, we design a sensor data search 
framework which combines the Geohash-Grid Tree for indexing the spatial domain and Time-
series Databases (TSDB) for control of the time domain, and provides query support with spatio-
temporal constraints and aggregations on time-series data. The proposed method enables efficient 
indexing of spatial information from mobile sensing objects and supports different types of 
queries for historical data. 
2.3.6 Discussion 
In general, traditional spatial indexes are designed for indexing relatively static spatial 
information. When fast changing spatial information comes to the index, a lot of processes of 
updates have to be applied. This will lead to plenty of computations on balancing the tree 
structure and essential partitioning work. For these reasons, these indexes are always not ready for 
search when an insertion is under process.  
Static O&M historical data search provides a two-step way of accessing data. Sensors or smart 
objects are first found through the constraints of spatial information. The corresponding data are 
retrieved through the link of smart objects. This kind of approaches work on fixed objects. For 
mobile objects, updates of spatial information are complex, especially on semantic repositories.  
Chapter 2. Literature Review
 
36 
Trajectory indexing researches provide indexes of trajectories generated by moving objects. 
Comparison of trajectories, search for moving objects and segments of their trajectory are focused 
by the research. However, they focus on objects and trajectories, but not data generated by 
objects. Thus, a novel spatial indexing algorithm is thus designed to index spatial information of 
VOs with a TSDB storing and managing O&M data in Chapter 4 to address above challenges. 
2.4 Incomplete Data Estimation 
Mobile sensing techniques have been increasingly deployed in many IoT based applications 
because of their cost efficiency, wide coverage and flexibility. However, these techniques might 
be unreliable in many situations due to noise of different kinds, loss of communication, or 
insufficient battery. As such, datasets created from mobile sensing scenarios are likely to contain 
a lot of missing data, which makes further data analysis difficult, inaccurate, or even impossible. 
This section thus presents the state of the art of incomplete data estimation. 
Before estimation of missing data can take place, it is important to prepare an appropriate training 
dataset without missing values. The training data is usually organised in a matrix form. A simple 
method to deal with this is to delete all rows or columns that contain missing values in the input 
[106, 107]. This method is easy to implement but may result in a loss of a lot of information. 
What is left is unlikely to provide a reasonable converge of the original data, making the dataset 
less useful (or even useless in some situations, e.g., in mobile sensing this may result in a training 
dataset with very few or even zero records). Our study shows that there are three main categories 
of methods for data estimation in literature, namely, imputation-based, matrix-based, and statistic-
based methods, which are shown in Figure 2-6 and introduced in the following sections. 
 
Figure 2-6: Taxonomy of Incomplete Data Estimation 
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2.4.1 Imputation-based Methods 
Instead of removing rows and columns containing missing values, some methods in this category 
keep all the information in the original dataset, and replace missing values with “0”s or the mean 
of other values. Troyanskaya et al. [108] and Dixon [107] propose to substitute missing values by 
the mean values of the k nearest neighbour records. One notable advantage is that no information 
is removed and therefore, there is enough training data to be used for estimation algorithms. 
However, different k values may lead to different results and varying performances during the 
estimations. Moreover, this may create a bias to the original dataset [109] or change the pattern of 
data with high variance [110]. Considering the uncertainty of missing values, multiple-step 
imputation based methods [111, 112, 113], first impute missing values multiple times (m times) to 
generate m datasets, and then average the imputed values at the same data point of all generated 
datasets to get a final integrated value. The generation of the multiple datasets can be done by 
randomly drawing m times missing values from the joint distributions of the variables containing 
the missing values and other variables in the whole dataset. These methods focus on generating 
unbiased datasets and provide confidence coefficient values to show the unreliability of imputed 
values. In multiple imputation, larger number of m usually leads to less variability produced 
[114], and how to select the parameter m, is discussed in [115, 116]. However, the major 
limitations of the multiple imputation are its complexity and production of non-deterministic 
results. In addition, to be more effective, multiple imputation models need to be congenial with 
the analysis model [114]. 
2.4.2 Matrix-based Methods 
Research on matrix-based approaches tries to derive a low-rank matrix from a small number of 
samples [108, 117, 118]. Troyanskaya et al. [108] utilise the Singular Value Decomposition 
(SVD) to extract significant eigenvalues and the corresponding eigenvectors. These vectors are 
then used with linear regression to estimate the missing values. Gao et al. [119] make use of the 
channel correlations of data from phasor measurement unit to separate the data into blocks with 
low rank. For each block, the authors apply SVD to recover the missing data. To save 
computational cost and reduce storage requirement, Cai et al. [120] propose a Singular Value 
Thresholding (SVT) method to complete a low-rank matrix with minimum nuclear norm (e.g., 
sum of the singular values of a matrix). Genes et al. [121] exploit the Gaussian distribution of data 
and use SVT to recover missing data in electricity distribution systems. One common limitation of 
these methods is that they require the matrix derived from the incomplete dataset to be low-rank, 
which is not necessarily true in all practical scenarios. With the increment of the matrix rank, the 
method becomes computationally expensive. 
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2.4.3 Statistic-based Methods 
Liu et al. [122] propose a method to estimate missing values with hierarchical time series data. 
The method utilises the hierarchical relationship between time series data and applies a Locally 
Weighted Regression (LWR) technique to fit the data. However, hierarchical time series data is 
very different from mobile sensing data. Kim et al. [123] propose a local least square estimation 
method based on the similar genes selected using kNN. Kurasawa et al. [124] consider missing 
sensor value estimation in a participatory sensing environment. Assuming not all the sensor 
observations are correlated to each other, the authors apply LWR and only train the model with 
locally correlated sets of sensor records and ignore sensor observations that are not highly related. 
The selection of sensor observations is done by the sparse feature of coefficients trained by Least 
Absolute Shrinkage and Selection Operator (LASSO). The sensor observations whose coefficients 
are close to zero are removed. For each missing value, the selection of locally correlated sensor 
records requires multiple steps for selection and validation, thus the process takes a long time to 
complete. Another limitation is that it is hard to choose the optimal number of nearest neighbours, 
k. In their experiments, each dataset has one optimal k value varying from 10 to 50, which is 
likely to be dependent on each dataset and needs to be chosen from experience. As such, it is not 
feasible to be used in a mobile sensing environment as the situation keeps changing all the time. 
Zhu et al. [125] build a linear mixture kernel function based on the polynomial and radial basis 
functions to estimate both discrete and continuous missing values. The method considers the 
impact of each point in the dataset according to the mixture kernel model and estimates missing 
values one by one based on the previous estimated values. It iteratively refines the estimated 
values and the process stops when a convergence constraint is satisfied. The results show that 
mixture kernel function model outperforms other single function models. However, the method 
needs to consider the entire dataset and estimates a missing value based on all previously 
estimated ones, it may not be applicable in datasets with high missing rates. Therefore, the 
accuracy of the estimation cannot be guaranteed. 
2.4.4 Comparison Table of Incomplete Data Estimation Approaches 
Table 2-6 provides a comparison of approaches and scenarios of the reviewed incomplete data 
estimation methods, with respect to approach, applied scenario, and applicability in a mobile 
sensing environment, i.e., mobility of data. Incomplete data are related to various scenarios, from 
bioinformation to sensing measurements. The data of most of them form a simple model, which 
consists of different data attributes and assumes that the data attributes have relationships and can 
be associated together for a data record. However, in mobile sensing environments, the generated 
sensing data are mobile, which make the relationships between data attributes hard to be 
ascertained, especially when data are generated in different locations. Therefore, most of the 
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reviewed approaches cannot be directly applied to mobile sensing environments, thus, a Spatio-
Temporal (ST) model is proposed to utilise the spatial and temporal metadata of sensing data to 
create the model and applies Support Vector Regression (SVR) to train a regression model for 
estimations.  
Table 2-6: Comparison for Incomplete Data Estimation 
Reference Approach Applied Scenario Support for 
Mobility of 
data 
Dixon [107] Impute mean value of kNN records Pattern recognition No 
Multiple imputation 
[111, 112, 113] 
Impute average value of m times randomly 
imputation based on joint distributions  
Proteomics data No 
Troyanskaya et al. 
[108] 
kNN, SVD 
low-rank matrix 
DNA microarray No 
Gao et al. [119] Low-rank matrix completion with temporal and 
channel correlation SVD on blocks 
Phasor measurement 
unit data 
No 
Cai et al. [120] Low-rank matrix completion with SVT Geodesic distances 
between cities 
No 
Genes et al. [121] Matrix completion using SVT, minimum mean 
square error estimation 
Electricity distribution 
systems 
No 
Liu et al. [122] Estimate missing data with LWR, and then re-
estimate with hierarchical consistency of the data 
Hierarchical Web 
Traffic 
No 
Kim et al. [123] Local least square imputation with kNN for gene 
selection 
DNA microarray No 
Kurasawa et al. [124] LWR with LASSO to reduce the number of 
features selected and increase dataset for training 
Participatory sensing 
environment 
Yes 
Zhu et al. [125] Single and iterative kernel imputation method by 
mixture kernel estimator 
Mixed-attribute data 
sets 
No 
Proposed approach ST model with SVR Mobile sensing 
environment 
Yes 
2.4.5 Discussion 
In summary, multiple imputation methods are complex and require to be coincided with analysis 
model. They may not suitable for general applications. Matrix-based methods need the dataset 
with missing values to be a low-rank matrix, which may be incorrect for scenarios in smart city, 
e.g., sensing data. In addition, above methods always assume the dataset with missing values is 
generated in the same context, such as from sensors with the same locations [124]. In mobile 
sensing scenarios, spatial information is always lost for missing values. Hence above methods 
may be infeasible for datasets from mobile sensing scenarios. Thus, Chapter 5 proposes a spatio-
temporal model with regression analysis for incomplete data estimation to address above issues.  
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Chapter 3 
3 Cyber-Physical-Social Data Processing 
Framework 
Various frameworks for smart cities have been discussed in Section 2.1. These frameworks fail to 
pay enough attention on issues raised by mobile sensing, i.e., fast changing spatial metadata of 
mobile sensing data and missing values of produced dataset by mobile sensing. For the aim of 
knowledge discovery from mobile sensing data in Smart Cities, we propose a framework suitable 
for the requirement of the management and analysis of focused mobile sensing data and data 
fusion across multiple physical-social domains. This chapter first introduces this entire framework 
that underpins this research, including explanations of the functionalities of each component, 
accompanied by mapping it with its corresponding data processing step, i.e., data collection, data 
management, data processing, data analytics, and knowledge discovery, as listed in the left hand 
side of Figure 3-1. The following section depicts the flow of data through the framework is 
illustrated with the change in the formats of the data as it is manipulated by each component. An 
example scenario is then used to describe how the different framework components can be 
triggered. 
3.1 Framework Components 
Figure 3-1 shows a schematic representation of the functional blocks in the framework and their 
subcomponents. The framework divides data processing flow into steps of data collection, data 
management, data processing, data analytics, and knowledge discovery. In this framework, not 
only the cyber world and physical world are linked together, but also the social world is involved 
in the system. 
The framework is built on top of the interconnections and communications of smart objects to the 
Web. These connections and communications have been enabled through protocols and standards 
such as radio technology standard IEEE 802.15.4 for communications of low-power and low-
data-rate applications, protocol ZigBee based on IEEE 802.15.4, IP connectivity protocol 
6LoWPAN for resource constrained sensor networks, web transfer protocol CoAP, messaging 
protocol Message Queue Telemetry Transport (MQTT), Internet Engineering Task Force (IETF) 
Chapter 3. Cyber-Physical-Social Data Processing Framework
 
41 
instant messaging standard XMPP [126, 127, 128]. They offer abilities of communications in the 
environments with low power and low complexity. Based on these standards and protocols, our 
proposed framework assumes that the smart objects in the physical world are connected and can 
provide data correctly. 
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Figure 3-1: The Framework of the Research and Corresponding Data Flow 
This section provides brief introductions for each component in the framework. Detailed 
algorithms, implementations, and evaluations are introduced in Chapters 4, 5, and 6. Chapter 4 
covers data collection and data management. Chapter 5 is related to data processing. Data 
analytics and knowledge discovery are explained in Chapter 6. 
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3.1.1 Data Collection 
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Figure 3-2: The Process of Data Collection 
A basic building block for smart cities is a smart object that can provide data indicating the 
environment of its surroundings. The basic elements in the physical world are smart objects while 
the basic elements in the cyber world are generated data. The O&M data in smart cites are defined 
as FUTS data [7, 129], which are structured by smart objects and frequently updated with 
timestamps as well as spatial information. Since smart objects always provide heterogeneous 
formats and structures of data, data virtualisation that can transform the heterogeneous data into a 
homogeneous model is the first essential step for collecting data for building smart cities.  
The details of the process of data collection are shown in Figure 3-2. Smart objects observe the 
environment of the physical world and offer O&M data, which are defined as FUTS data. Smart 
objects are equipped with communication capabilities to expose Web-level APIs themselves or 
connect through intermediate gateway servers to the Web. The transmission approaches of FUTS 
data generated by them, in general, are classified as polling (when data is exposed through Web 
Service interfaces and can be read through for instance, cURL 23  commands) and publish-
subscribe mechanisms (such as through the MQTT protocol [130]). The framework implements 
polling functionalities that extract semi-structured O&M data through gateways for experiments 
in the research. It can also support transmission through other approaches.  
                                                     
23 http://curl.haxx.se/  
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The heterogeneous data used in this thesis for the framework validation are normally in the format 
of JSON or CSV. They are parsed to get values of O&M data and corresponding metadata. 
Specially, the latitude and longitude are indexed to the indexing component. A geohash string is 
generated as part of the indexing process and forms a part of metadata. All the metadata are 
mapped to the storage mechanism (Section 4.1.2) in a TSDB based on a VO Schema. The values 
of O&M data are stored as time-series data in the TSDB. The VO schema is explained in the 
following subsection.  
3.1.1.1 VO Schema 
Plenty of data sources can generate data in a Smart City. These data are not only transmitted in 
different ways but also structured in different formats, such as CSV files from London Air24, 
JSON files from SmartSantander25, and data embedded as HyperText Markup Language (HTML) 
on the SmartSantander maps26.  
There are mainly two standards for modelling data and sensors, SSN ontology [39] and OGC 
SWE [131]. SSN ontology is provided by W3C as an ontology for describing sensors and sensor 
networks and enabling their semantics. It defines general concepts of sensors mainly including 
skeleton, model, sensor, observation, deployment, base, device, energy. However, it requires other 
ontologies such as domain concepts, unit of measurement, time, locations, etc. to be included for 
application in a particular domain. Similarly, SWE provides a series of languages and 
specifications for sensors and related processes, including Sensor Model Language (SensorML) 
[132] describes sensors systems and processes, O&M [133] defines observations and 
measurements from a sensor, and Sensor Observation Service (SOS) [134] enables query for 
sensors based on description and metadata.  
However, both SSN and SWE are heavyweight. Therefore, in this thesis, a lightweight VO 
schema is designed to overcome the heterogeneity of different sensing objects in a simple way 
and to enable context awareness by exploiting more features of the ambient environment or 
related objects. The schema includes constructs that allow linking to concepts in external domain 
models and creating linked IoT data. Since we need to differentiate between ‘data about things’ 
(i.e., things’ metadata, e.g., identity, location, etc.) and ‘data generated by things’ (i.e., O&M 
data), the central concepts in the VO schema are the VO’s metadata and the information produced 
by the RWO that the VO represents. The overall structure of the VO schema is shown in Figure 
3-3.  
                                                     
24 https://www.londonair.org.uk/LondonAir/Default.aspx  
25 http://www.smartsantander.eu/  
26 http://maps.smartsantander.eu/  
Chapter 3. Cyber-Physical-Social Data Processing Framework
 
44 
The VO metadata includes an Identifier (ID), name, type (can be expressed in terms of concepts 
from DBpedia27) and a Boolean property indicating if the underlying RWO is mobile. The VO 
location is captured in a number of ways, e.g., latitude-longitude information modelled as WGS84 
concepts and a geohash28 value.  
O&M data and the associated observed real-world features are modelled through multiple 
‘information’ elements. Each information instance has a name and semanticURI that specifies the 
type of the observed feature (e.g., temperature) or links to an external domain model, for instance, 
the vocabulary of climate and forecast features – the CF29 taxonomy. The actual O&M data is 
captured through a literal ‘value’, associated Unit of Measurement (UoM) drawn from UoM 
vocabularies such as Quantities and Kinds (QU) [135] taxonomy, the time of measurement, and 
the location of measurement captured by a geohash string. 
Because only the elements of location and information have direct relationships to time, the 
element of time is modelled with the linkages to them rather than to the VO. Time information 
consists of concepts of generatedtime and timezone. 
 
Figure 3-3: VO Schema 
3.1.2 Data Management 
Following data acquisition, the next step is management of the collected data so that they could be 
efficiently used for further processing. The main tasks of data management are then defined as 
indexing, storage and retrieval of collected data. In the framework, FUTS data are the input. 
FUTS data sources are virtualised as VOs according to VO schema, while FUTS data are 
                                                     
27 http://wiki.dbpedia.org/  
28 http://geohash.org/  
29 http://www.w3.org/2005/Incubator/ssn/ssnx/cf/cf-feature  
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transmitted by the data collection component to the data management component with a mapping 
of VO schema. This section gives an introduction of processes of VO indexing, data storage, and 
data retrieval according to the requirements of FUTS data. 
3.1.2.1 VO Indexing 
Due to mobility of sensing objects, data have to be associated with spatial information. Hence the 
data must be spatially indexed so that they could be retrieved with spatial constraints. In addition, 
spatial metadata of FUTS data change at a high rate, which requires a high update rate for the 
indexing structure. Thus, a geospatial indexing component has to be provided for search with 
geospatial constrains. For smart cities, sensing data are in a city-level scale. Geospatial indexing 
method can also be used to narrow down the scope of search.  
The designed indexing component is a tree structure. A node in the indexing tree corresponds to a 
fixed spatial range covered by the node. The IDs of VOs are inserted to the tree and stored in the 
leaf nodes. The process of insertion will generate a geohash string for the inserted VO, which can 
be used for mapping location information in the VO schema 
3.1.2.2 Data Storage  
In addition, most O&M data are time-series data. Further utilisations of these O&M data require 
time-series analysis on the data. TSDB, such as InfluxDB30 in the case, enables computation and 
aggregation functionalities on time-series data. These functionalities are importance for data 
analytics. Therefore, a TSDB is applied to take charge of storage and aggregations of time-series 
O&M data generated by smart objects. The O&M data are stored in a TSDB as data records (See 
Definition 4-1 (Data Record) at Section 4.1.2). The storage is mapped by the component of data 
record mapping according to the VO schema designed in Section 3.1.1.1. 
3.1.2.3 Data Retrieval 
Once a search request is received, the spatial information is extracted first to lookup the indexing 
component. The indexing tree structure starts from the root node until leaf nodes and checks 
whether a node or any child nodes contain stored VOs with O&M metadata corresponding to the 
input spatial range. The stored IDs of VOs in the related nodes are then returned. Then, the search 
control component generates a query for the TSDB based on the returned IDs. At the end of this 
process, the TSDB returns the requested O&M data within the required spatial and temporal 
range. 
                                                     
30 https://docs.influxdata.com/influxdb/v1.2/  
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3.1.2.4 Social Network Data Source 
Existing social network platforms have attracted millions of users, which are distributed all 
around the world. Social network users update statuses to these platforms. We assume that the 
collection and management of the uploaded text and multimedia data are done by the platforms 
themselves, for example Twitter31 and Facebook32, etc. These statuses can be used to detect events 
in the real world, such as earthquakes [19]. Hence humans observe the physical world and report 
events to the social network or contribute to participatory sensing and act as sensors. Social 
network platforms can therefore be used for participatory sensing in a world-wide scale. This kind 
of participatory sensing data in the social world are uploaded by humans and managed by social 
network platforms. These platforms store the data and provide APIs for their retrieval. Data 
management in the social world is supported by existing social platform that can provide the 
capability of participatory sensing.  
Specifically, the Twitter platform is selected as the ‘social world’ data source for the framework 
for several reasons:  
1) Twitter users provide de-facto public content and do not have multiple privacy settings, 
such as those in other social networks such as Facebook. This makes a lot of content on 
Twitter publically available. 
2) Twitter limits the tweet to 140 characters, making users more focused on important 
issues. 
3) Twitter provides APIs for collecting tweets in real-time as well as query for historical 
tweets with time parameters. The collection of retrieved tweets can also be attached with 
spatial constraints. 
The retrieval of tweets is triggered by the event extraction component in the data analytics layer. 
Location keywords and date range are used as constraints for the collection of tweets. The 
collected tweets are retrieved as text messages attached with the posting date. The collection of 
tweets are reorganised into one file that contains all the tweets for a day, which is prepared to 
support the analysis for real-world event extraction. 
3.1.3 Data Processing 
Although data management parses and stores the collected data and offers an efficient way of 
querying desired O&M data, there are still problems caused by mobile sensing scenarios of both 
opportunistic sensing and participatory sensing. Data processing is thus a way to provide solutions 
                                                     
31 https://twitter.com/  
32 https://www.facebook.com/  
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for the issues caused by mobile sensing. Considering one location, for example an airport, mobile 
sensing objects (e.g., buses/taxis with sensors) may come in bursts or with a large delay. One 
possible scenario is a taxi attached with sensors which usually travels to the airport at 8am and 
provides O&M data for the airport location at 8am every day. However, in some days, the taxi 
may arrive late or miss the usual timeslot due to a traffic jam or any other issues from its driver. 
For this reason, the collection of O&M data is highly likely to be incomplete and contains 
randomly missing values at some time points.  
In order to provide a complete dataset for further analysis, an incomplete data estimation 
component is designed. Since sensing objects are mobile, the location information will be missing 
as well for a missing data point. The location inference component is thus proposed to estimate 
the location information of missing data points first. Then, the incomplete data estimation 
component considers spatial and temporal context of O&M data to prepare a training dataset only 
based on data values within a limited spatial and temporal range. Based on this, a Spatio-
Temporal model associated with support vector regression analysis is applied to estimate missing 
values. 
3.1.4 Data Analytics 
Given the previous processing steps, a complete dataset with O&M data associated with spatial 
and temporal metadata can be provided for the data analytics tasks. Nevertheless, it is still hard to 
get information from O&M data directly. Data analytics is a key component in smart city 
framework to get insights from data [16, 36, 136, 137, 138].  
In most cases, O&M data show a normal pattern, which is not of interest due to it indicating a 
normal situation of the sensed environment and no additional action should be considered. A 
concern of data analytics is anomalous patterns, which are more of interest to citizens and 
authorities because they imply that some abnormal situation has occurred in the sensed 
environment and corresponding actions may be required, such as a firework show leading to a 
nearby sensing site detecting an abnormal density of sensed particles. Thus, the framework 
provides anomaly detection subcomponent as part of data analytics. Concerned anomalies are the 
anomalous pattern shown from sensing data, indicating the changing of sensed context. The event 
extraction component in social networks and following knowledge discovery component are 
based on spatial and temporal context of detected anomalies. Concerned events are real-world 
events (e.g., a firework show) that might cause a change in the context that is sensed. In addition, 
by focusing on only anomalies, further processing and analysis can avoid being applied to the 
entire dataset and only apply to the data within the spatial and temporal range of the detected 
anomalies’ context. The cost of consequent analysis can thus be reduced. 
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The anomaly detection process described in the preceding paragraphs analyses O&M data, which 
are reported as numeric values. Nevertheless, external information should be linked to 
compliment and explain the anomalies. For obtaining external information, other data sources are 
required. Currently, social networks, such as Twitter33, Facebook34, Foursquare35, Flickr36, etc. 
have been developing for years. These social networks provide a rich information source as posts 
from spontaneous users. This feature makes the social networks equipped to be participatory 
sensing sources in a smart city. Citizen sensing is being widely recognised as a complementary or 
corroborative information source for city events [26]. The detected events can provide a context to 
observations made by other city information sources such as sensing data and contribute to 
discover knowledge in smart cities. Event extraction component is hence provided so that to find 
out real-world information.  
3.1.5 Knowledge Discovery 
The physical world and social networks generate different scales/types of data, as they have 
different data sources. Isolated interpretation of data themselves show limited information for a 
city, therefore, knowledge discovery should be applied to find out linkages and relationships 
between the data interpretations from different data sources.  
Sensing data are transmitted, processed, analysed through different approaches from the physical 
world and social world. Patterns of these data have potentials of indicating the same situations 
from different views when the data originates from the same spatial and temporal environment. 
Implicit relationships between the patterns may also be discovered.  
By providing a knowledge discovery component, the information obtained from the two parts of 
data analytics through the cyber world and social world, can be analysed by coinciding the 
context information. The impact and relationships of information from both parts can then be 
correlated. Thus, this information can be merged through its interlinkages and relationships, 
creating comprehensive knowledge for smart cities. Semantic technologies have been well 
established as key solutions to conceptualization of abstract information and making them 
machine interpretable [23, 139]. Specifically, automated mechanisms to formalize the derived 
knowledge into topical ontologies capturing smart city information are needed [12]. The derived 
relationships are thus formalised as knowledge in a semantic presentation model that aggregates 
the learnt features from the different domains [10]. Finally, the extent of the anomaly can be 
visualised on a map.  
                                                     
33 https://twitter.com  
34 https://www.facebook.com/  
35 https://foursquare.com/  
36 https://www.flickr.com/  
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3.2 Data Flow and Formats 
The entire framework can be considered as two individual parts as shown in Figure 3-4. The blue 
box at the bottom consists of data collection and data management. It is independent to the purple 
box that consists of data processing, data analytics, and knowledge discovery. Data collection and 
management from the physical world and social world are controlled by the blue box, which 
could be used as a stand-alone set of components for data retrieval by applications. The purple 
box at the top provides processing and analytics for data managed by the components at the 
bottom box to discover relationships and impacts between detected anomalies and extracted 
events in the same spatial and temporal context.  
 
Figure 3-4: Data Flow and Changing of Data Formats between Framework Components 
In the lower box, data are generated by smart objects in the physical world. The left hand 
sideshows the flow of data as it is manipulated by the different processes of the cyber world. 
FUTS data are collected in the format of JSON, CSV, etc. These data are parsed to extract the 
metadata and O&M values, and then are mapped into a homogeneous, structured virtualised form 
by mapping the spatial, temporal, and thermal metadata to the proposed VO schema. The 
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generated structured metadata and O&M data are inserted into databases for storage and later data 
retrieval.  
The right hand side of the diagram shows the data flow in existing social network platforms. 
Users of social networks produce text messages with timestamps and sometimes annotated with 
spatial information. These social networks manage the uploaded text messages and offer search 
capabilities for retrieval of near real time posted text messages. 
In the upper box, knowledge discovery task is triggered by providing an environmental feature to 
be analysed with a spatial and temporal range within a city. Desired O&M data are then retrieved 
as data records from the data storage and retrieval component. Selected data records consist of 
VO_ID, spatial information, timestamps, with corresponding O&M values of the desired 
environmental feature. Due to data might be generated by mobile sensing scenarios; retrieved 
dataset may contain missing values. Thus, incomplete data estimation component fills these 
missing values according to spatial and temporal context. Anomaly detection technique is applied 
on the complete dataset produced by the incomplete data estimation component. O&M data are 
analysed in time domain and detected anomalies are formatted with spatial information, date, and 
digital pattern.  
The spatial and date information from detected anomalies is used to collect tweets from Twitter. 
These collected tweets are then analysed to extract real-world events happened on the date and at 
the spatial location. The extracted events are associated with information related to the event date, 
spatial information, event type, keywords explaining the event, and frequency of tweets talking 
about the event. The anomalies and events are correlated together to show relationships between 
each other as discovered knowledge. 
3.3 Flow of Each Step with Scenario 
The framework is designed to discover knowledge based on mobile sensing data in smart cities. In 
this section, the functional steps are explained with sequential diagrams based on an example 
scenario. As the framework can be divided into two layers which can work independently; this 
section first describes the lower layers controlling data in a smart city sensing scenario, and then 
explains the data processing for knowledge discovery. The sequence illustrates how the 
framework detects anomalies from physical world sensing data and then extracts real-world 
events information from the Twitter social networking platform, in order to find relationships 
between events hosted in a city and changes in the patterns of the sensed observations. The 
derived relationships are formalised as knowledge in a semantic presentation model that 
aggregates the learnt features from the different domains. The validation scenario is that of urban 
air pollution applied to a city-scale social event: the London 2012 Olympic Games. 
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Air pollution is a representative scenario for many smart city applications and is able to 
demonstrate the challenges inherent in urban scale data processing. Human activities such as 
traffic, construction and industrial combustion all have a direct or indirect bearing on the 
environment and act as sources of environmental pollution. Of increasing interest is the impact of 
city events on pollution, especially those which result in a significant amount of human and traffic 
flows. The knowledge discovery step focusses on determining this causality, along with the 
locations within the city that are impacted. 
3.3.1 Data Collection and Storage 
Figure 3-5 gives a sequence diagram for data collection and storage. Initially, smart objects 
observe physical environment and upload O&M data to gateways or Web Databases (DBs). Data 
virtualisation component triggers the process of data collection. FUTS data are retrieved, parsed 
and formatted into VO instances according to the VO schema. VO_ID is stored in the leaf node in 
the indexing structure which covers latitude and longitude of VO. A spatial indexing structure is 
created when the first VO is stored. The indexing structure is serialised to disk for a persistent 
storage after VO insertion. In conjunction, a geohash string of the VO is created by the spatial 
indexing and attached to the VO instance. VO’s metadata are mapped to the storage mechanism 
of TSDB. At last, the O&M data are stored in a TSDB. 
Smart Objects Data Virtualisation
Spatial Indexing
TSDB
1. Retrieve semi-structured 
FUTS data
Return geohash of VO
3. Store VO instances
7. Store O&M Data in TSDB by mapping their metadata to 
storage mechanism according to VO Schema
0. Upload O&M data, metadata 
to gateways/Web DBs
6. Attach geohash to VO 
instance
2. Format FUTS data into VO 
instances according to VO 
Schema
5. Serialise indexing 
structure for a persistent 
storage
Data Storage & Retrieval
4. Store latitude,  
longitude and VO-ID 
of VO
  
Figure 3-5: Sequence Diagram for Data Collection and Storage 
These steps can be illustrated by a bus attached with a temperature sensor. To store sensing data 
to the TSDB, the sensor on the bus first send its readings to data virtualisation component. Data 
virtualisation component get VO schema and use the VO schema to map the sensor readings into 
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the structure of the storage in a TSDB. At the same time, the index component indexes spatial 
information to the designed tree structure.  
Data collection and data storage enable the spatial search algorithm for both fixed and mobile 
sensing data on real-time as well as on historical data. This part is designed particularly for data 
analytics. However, the collection and storage of data can also enable other applications such as 
monitoring. 
3.3.2 Data Retrieval 
The process of preparation on a complete dataset with O&M data is shown in Figure 3-6. The 
scenario is triggered by a search request for an environmental feature with spatial and temporal 
ranges. With spatial constraints, the process of data retrieval first gets candidate VO_IDs from the 
spatial indexing component. And then the retrieved VO_IDs are used to find out the O&M data 
from the TSDB. Returned data might contain missing data points due to mobile sensing issues. 
They are sent to incomplete data estimation to estimate missing data points. A complete dataset is 
returned afterwards.  
Incomplete Data EstimationSmart City Application
1. Send a Search Request
{feature, spatial range, temporal range}
5. Estimate missing values with an incomplete dataset of data records
{vo-id, spatial_info, timestamp, env_feature, O&M value}
TSDB
3. Send query {candidates VO-IDs, Feature, 
Spatial range, Temporal range}
Return O&M data series 
{timestamp, metadata, values}
Return a complete dataset
{spatial_info, timestamp, env_feature, O&M value}
Data Storage & Retrieval
2. Search spatial index {spatial 
range} to get candidate VO-IDs
4. Translate data series to dataset of 
data records {vo-id, spatial_info, 
timestamp, env_feature, O&M value}
 
Figure 3-6: Sequence Diagram for Data Retrieval 
3.3.3 Knowledge Discovery 
Knowledge discovery examines relationships between anomalies detected from environmental 
data with real-world events detected from social networks. The scenario is a smart city application 
that wants to find relationships between air pollution data and real-world events. 
The process of knowledge discovery is shown in Figure 3-7, which is based on previous steps of 
data storage (Figure 3-5) and retrieval (Figure 3-6). The knowledge discovery is triggered by a 
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knowledge request with constraints of environmental feature, spatial range, and temporal range 
sent to the semantic annotation component. The request is then transformed to a request for the 
component of impact analysis. The anomaly detection component is activated with constraints of 
environmental feature, spatial and temporal range. O&M data matching the constraints are 
retrieved through the process of data retrieval (Figure 3-6). The returned dataset is analysed to 
find out anomalies, such as high pollution level. A request with the spatial and date information of 
anomalies is then sent to event extraction to find which real-world events happened in the same 
context of anomalies. The event extraction component first retrieves tweets within the spatial and 
temporal range, and then analyses them to extract real-world events. Detected events are 
computed to patterns with numeric representations. The patterns of events are then correlated to 
patterns of anomalies. Returned correlation results consist of information of location and time, 
events, and anomalies. Those results are annotated to a semantic model and visualised on a map 
of the city.  
 
 
Figure 3-7: Sequence Diagram for Knowledge Discovery 
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3.4 Testing Datasets and Tools 
Due to the different kinds of data resources required by the proposed framework, it is hard to find 
a single dataset that could be used to test all the steps, even harder for testing on practical data. 
Nevertheless, it is important to test the feasibility of the framework through real-world datasets as 
opposed to simulated ones. Therefore, different practical datasets are used to test the different 
framework steps. Main algorithms and the corresponding applied datasets and tools are 
summarised in Table 3-1. 
Table 3-1: Applied Testing Datasets, Tools, and Languages of Implementation 
Chapter Algorithm Dataset Tool Language 
4 Data indexing and query SmartSantander data InfluxDB Java 
5 Missing data estimation 
UCI datasets 
SmartSantander data  Matlab 
6 Anomaly detection London Air Quality Networks  Matlab 
6 Event extraction from Twitter Tweets in London OpenNLP Java 
6 Knowledge Discovery 
Results from the anomaly detection and 
event extraction 
Google Maps 
API Java 
UCI = University of California, Irvine 
3.5 Summary 
This chapter gives an overview of the proposed framework presented in the thesis, provides an 
explanation of the data transmission flow and data formats, and the various steps based on 
scenarios. The framework starts with O&M data generated from fixed and mobile sensing objects, 
and provides a data processing flow to discover knowledge for a smart city, taking advantage of 
the analysis of content in the social world. Mobile sensing scenarios are considered in the 
framework. Thus, a novel spatial indexing component is particularly designed for indexing and 
retrieval of mobile sensing data. An incomplete data estimation component is also proposed to 
deal with the issue of missing values in mobile sensing scenarios. Analytics are then applied on 
O&M data for detection of anomalies, as well as on the content from social networks for 
extraction of information of real-world events. The knowledge is discovered by evaluating 
relationships between information obtained from both O&M data and social data, i.e., anomalies 
and events. The cyber and social worlds are thus merged together as an explanation of situations 
in the physical world. In the following chapters, the developed mechanisms are introduced in 
sequence.  
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Chapter 4 
4 VOs and O&M Data Search 
The WoT paradigm facilitates the integration of the things and the data produced by them. The 
growth in the number of connected things (a 2015 Ericsson report estimates 28 billion connected 
devices by 2021 [140]) will be accompanied with an explosive growth of data [25]. Since many 
user applications can be translated to a set of data queries [141], the ability to retrieve valuable 
information from the mass of big data timely, efficiently and effectively is key to the success of 
cyber-physical systems. This translates to the need for efficient data retrieval services that can 
provide support for structured (or semi-structured) and rapidly changing content [25]. An 
important component of such an information and data retrieval service is an elastic and scalable 
indexing system, as identified in a recent survey of WoT indexing models and techniques [25]. 
The emergent developments in domains such as smart cities, in which opportunistic sensing 
becomes more and more ubiquitous, bring new challenges for searching data in the WoT. This is 
because the resulting FUTS data cannot be treated as a pure time-series, as each timestamped 
observation value may be associated with a different geo-location value, and is not obtained at 
successive, equally-spaced time points.  
Existing works for querying sensor observation data usually search for the data source (sensor or 
smart objects) first and then establish communication channels to the selected objects to retrieve 
the data, as in SensorMap [83], Liveweb [84], GeoCENS [74]. Such methods are not efficient for 
many WoT applications that require complex data aggregation e.g., blending data from several 
sources. Moreover, they mainly focus on real-time monitoring, where only the most recent (and 
usually static) locations are recorded for data sources. For mobile data sources, retrieving 
historical data for previous locations may not be a simple process, or sometimes even not possible 
as the location information would have been over-written. Methods utilising real-time indexing 
over data could be problematic for data with high update frequency or velocity, for example in 
incremental indexing, only modest update frequency is supported [25]. Another direction of 
research consists of approaches employing trajectory indexing to address the challenge of mobile 
objects in the WoT, which indexes the trajectories of moving objects [99, 102, 103, 104]. 
However, the focus of trajectory indexing is the object itself, and not the data generated by the 
objects. As such, these mechanisms do not address the requirements for updated locations with 
arbitrary timestamps, and cannot provide an efficient time slice query for aggregation. 
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To address the limitations of current data retrieval approaches and the challenges for historical 
and near real-time mobile sensor O&M data retrieval as identified in Chapter 1, this chapter 
presents a spatial indexing method for O&M data collected from mobile (as well as fixed) sensing 
objects. The method enables: 1) opportunistic sensing queries over historical and current O&M 
values. This facilitates data search in scenarios where there are no fixed installations of sensors in 
a geographical region. The data can be approximated by using mobile sensors that may have 
reported the needed data for the desired feature (e.g., temperature) within a certain timeframe; and 
2) time window-based queries over historical data with spatial constraints. The developed 
mechanisms have been evaluated on the SmartSantander37 dataset, which is a real dataset with 
mobile sensing sources covering a large area of the Santander city, Spain. The experiments 
performed on this dataset show that the proposed method can successfully support both range and 
proximity queries effectively. Comparisons to the state-of-the-art methods in terms of standard 
evaluation metrics, i.e., index creation and query response time, show that the proposed method 
shows a good performance compared to the existing methods. 
4.1 Data Indexing & Query Component 
In this section, the data indexing & query component of the framework is described. A spatial 
indexing mechanism forms part of the component, particularly designed for opportunistic and 
participatory sensing applications. FUTS data has a number of properties that can be used for 
searching: the phenomenon being measured (e.g., temperature, humidity, etc.), the time and 
geographical location at which the measurement was recorded, the involved mobile sensing 
source (e.g., public bus), etc. The geographical property can be used to effectively reduce the 
search space, while others can be exploited to perform accurate search within the reduced search 
space. With this consideration, we build the data retrieval framework using geospatial indexing 
techniques and distributed O&M data repositories. We propose a spatial indexing mechanism as 
part of the data retrieval framework, particularly suitable for opportunistic and participatory 
sensing applications. Before presenting the data retrieval framework, we first introduce some of 
the important terms used throughout the chapter and clarify their specific meanings in the context 
of this work. 
Definition 4-1 (Phenomenon). A physical property that can be observed and measured, whose 
value is estimated by applying some procedure in an observation (OGC O&M [142], SWE terms 
[135]). 
                                                     
37 http://www.smartsantander.eu/  
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Example: temperature being measured by a temperature sensor installed on the top of a bus to 
measure the temperature in the centre of a city. 
Definition 4-2 (Virtual Object). Virtual Objects (VO) are virtualizations of Real-World Objects 
(RWO) that have communication and interaction facilities with the surrounding environment and 
can provide real-world data. A VO has metadata describing the associated RWO and O&M data 
indicating the status of RWOs or the environment. 
Example: a virtualization of a public transport bus equipped with a temperature sensor to record 
temperature values along its route in a city. 
4.1.1 Overview 
 
Figure 4-1: FUTS Data Indexing & Query Framework 
Figure 4-1 shows a schematic representation of the functional blocks in the component and the 
sub-components: 1) A virtualisation component to control the data processing flow that parses the 
incoming data to extract the various features and feeds the extracted location values to the 
indexing component. It also maps the parsed data, along with a the geohash value generated by 
the indexing component, according to a VO schema to generate a data record to be stored in the 
TSDB; 2) an indexing component that enables efficient search based on spatial properties and 
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returns the IDs of the selected VOs during query processing; 3) an O&M TSDB to store the 
sensing data; 4) a query flow control component to analyse query features, distribute features to 
indexing component, rewrite query to retrieve data from the TSDB, and refine the returned results 
from TSDB; 5) a query interface for interacting with users for input of query features and display 
of results. 
The framework supports FUTS data retrieval from a variety of data sources, which expose the 
data through Web interfaces. Since the schemas adopted by different sources may differ, a plug-
and-play approach is adopted, with data adaptors for extracting the data from the heterogeneous 
sources. The adaptors utilise different scripts in various formats, e.g., JSON, CSV, etc., to parse 
the data. To enable a homogeneous structure for data from fixed sensors as well as mobile ones 
for opportunistic or participatory sensing, the parsed data is mapped to a VO representation 
(Section 3.1.1.1). Each VO is described with a unique ID and a name. The associated O&M data 
is described by its feature (e.g., temperature), actual measured value, unit of measurement, and 
time of the measurement. The measurement location information is captured in terms of latitude-
longitude pair and a geohash38 value. In the following sections, we provide the details of the two 
main parts of the data retrieval component: data repository mapping and query processing. 
4.1.2 Data Repository Mapping 
The data can be collected by using either available Web APIs or by engineering data transfer 
using Uniform Resource Locators (URL) (cURL39 scripts), and then parsed by applying relevant 
mapping JSON or CSV scripts. The location information from the parsed data, in terms of the 
latitude, longitude pair, along with the VO_ID, forms the input to the indexing component 
(described in subsection 4.1.3). 
The indexing component uses grids to partition the indexing space into equal-sized cells, which 
can achieve good performance during updating and querying. It also generates the geohash value 
of the location information and returns it to the ‘Data Record Mapping’ component, which stores 
the generated geohash string, the O&M values and the associated metadata into the TSDB. 
The O&M data store is an InfluxDB40 TSDB that is optimised for high speed data ingest, query 
loads and data compression. It is available in both enterprise (Linux packages) and containerised 
(Docker image) versions. It offers write and query HTTP(S) APIs and a SQL-like query language 
for the aggregated data. To support FUTS data queries, which combine both spatial and temporal 
constraints, we extend InfluxDB with spatial query functionality. 
                                                     
38 http://geohash.org/  
39 https://curl.haxx.se/  
40 https://docs.influxdata.com/influxdb/v1.2/  
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Table 4-1: Storage Mechanism of InfluxDB 
Database Measurement Tag-key Tag-value Field-key Field-value 
mydb vo_3021 geohash eztpn45wn humidity 0.64 
As listed in Table 4-1, InfluxDB provides six concepts in its implementation. Databases in 
InfluxDB are independent of each other. To store data into or query InfluxDB, a specific database 
has to be chosen. Measurements are different groups of data, and are used for indicating the 
source VOs. InfluxDB is a schema-less data store, so measurements (comparable to tables in 
relational databases) do not need to have defined structures. Both tag and field (tag-key, tag-value, 
field-key and field-value) are columns in the table. Data in the same row in the same measurement 
are called a data record. InfluxDB provides built-in indexing for tag-values (as string) and 
efficient query matching. Field-values are numeric and not indexed. Arithmetic comparisons of 
field-values are performed in a brute force way in the InfluxDB. The parsed VO information, 
including the measured environment features, their values and the associated timestamp, along 
with the generated geohash value, are reformatted into a data record before being written into 
InfluxDB. 
Definition 4-1 (Data Record): a data record is a 5-tuple of the form [<vo_id>, [<tag-
key>=<tag-value>…(0..n)], [<field-key>=<field-value>…(1..n)], <geohash>, <unix-nano-
timestamp>] 
Thus, a data record consists of a vo_id, O&M measured values recorded in terms of at least one 
field-key and field-value pair, zero-to-many tag-key and tag-value pairs, the timestamp, and the 
generated geohash. Figure 4-2 (a) shows a snippet of an example FUTS data point and the 
resulting data record (Figure 4-2 (b)) in InfluxDB. 
 (a) 
mydb 
vo_3021 
geohash particles humidity time 
eztpn45wn 0.89 0.64 1420219999s 
… … … … 
 
 
 
(b) 
Figure 4-2: Example of Original Collected Data and its record in InfluxDB. (a) Example of Original 
Collected Data; (b) Example of Data Record in InfluxDB 
{ "id": "3021", 
  "latitude": "43.430007", 
  "longitude": "-3.949993", 
  "title": "bus3021", 
  "image": 
"http://lira.tlmat.unican.es/SmartSantander/iconos/tus.png", 
  "content": "<div class='googft-info-window'\n style='font-
family: sans-serif; font-size: 10px;width: 200px; height: 18em ; 
overflow-y: auto;'><table width='100%' border='0'>\n <tr>\n <td 
valign='top'> 
  <h2 style='color: #5080e1'>NODE 3021</h2>Last update: 
2015-01-02 17:33:19<br>Particles: 0.89 mg/m3<br>Humidity: 
64.00% 
  </td>\n <td valign='top'></td>\n </tr>\n</table></div>", 
  "tags": "BUS"} 
{...} 
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4.1.3 Geospatial Indexing for FUTS data from Mobile Sources 
The core component of the indexing algorithm is the Geohash-Grid Tree structure, which is 
responsible for indexing spatial information of VOs. The tree stores the IDs of the VOs in leaf 
nodes whose spatial range covers the location of those VOs. The detailed information of VOs, 
formatted into data records, is stored in InfluxDB according to the data repository mapping 
mechanism, as described in the preceding section.  
In the Geohash-Grid Tree structure, a node stores the prefix of geohash and the range it covers. 
Geohash is a geocoding algorithm that uses Base-3241 encoding and bit interleaving to convert 
latitude and longitude pairs to a string (which can subsequently be reverted to the original latitude 
and longitude pair). A geohash string is an encoded latitude and longitude pair indicating a grid on 
the map. One bit divides a map into two parts. Adding more bits divides the map into more grids 
(e.g., 4, 8, 16, and 32). Since one character in a geohash string represents a 5 bit array, an area can 
have 32 grids in the order of Z as shown in Figure 4-3. For example, the grid of ez can be divided 
into 32 child grids, among which the grid of ezt can be divided into another 32 child grids. The 
longer the geohash string, the smaller the range of the grid and the higher the resolution. In 
addition, geohash also represents a hierarchical structure, with a longer geohash string’s spatial 
range subsumed by a shorter geohash string with the same prefix. With different lengths of 
geohash, the global range can be divided into different number of grids with different sizes.  
 
Figure 4-3: Z-order Filling Curve to Show Geohash Division. Maps are Generated by Using the 
Geohash Explorer Service42 
The structure of the Geohash-Grid Tree is shown in Figure 4-4, in which a parallelogram 
represents a node of the tree. A node stores the two pairs of latitudes and longitudes of the 
                                                     
41 https://en.wikipedia.org/wiki/Base32  
42 http://geohash.gofreerange.com  
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corresponding map grid as well as its geohash43. The rectangles (showing part of the maps) in 
Figure 4-4 indicate the geographical scope covered by the nodes. The maximum level of the tree 
is set as 8 and the root node is at level 0. Each non-leaf node of the tree can have at most 32 
children and the leaf nodes are represented by 8-length geohashes. An example of the range 
covered by the leaf node is shown in Figure 4-4 with geohash “eztr32jn”, which covers around 
200 m2 in Santander, Spain. A node in the Geohash-Grid Tree specifies a fixed spatial range 
which covers the range of all its child nodes. There is no overlapping between nodes at the same 
level. The inserted IDs of the VOs (VO_IDs) are only stored in the leaf nodes. 
Due to the mobile nature of the VOs, it is possible that the same VO_IDs may be stored at 
different leaf nodes, as shown in Figure 4-4 for VO_ID 5 and 9. In the worst case, when all the 
VOs have passed through all the map areas of a city and have reported observation data, every 
leaf node corresponding to the city area will store all the VO_IDs. In these extreme cases, the tree 
structure will not be able to provide efficient search based on spatial constraints. One possible 
solution to alleviate the problem is to make a new tree after some period so each leaf node of the 
tree is likely to store only a limited number of VO_IDs. The search process then knows which 
copy of the tree to search based on the temporal constraints in the query. This will impose 
additional storage requirement; however, it is not a challenging issue given the fact that the size of 
the tree is usually not large. 
 
Figure 4-4: Geohash-Grid Tree Structure. Maps are Generated by Using the Geohash Explorer 
Service44 
                                                     
43 http://geohash.org/  
44 http://geohash.gofreerange.com  
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Algorithm 4-1 explains the algorithm for inserting a new value to the Geohash-Grid Tree. The 
insertion of a new value is triggered when a new data record need to be indexed, i.e., when a VO 
updates its sensing data. The location changes if the VO moves and makes another update. During 
an insertion, the tree receives a VO with a VO_ID and spatial information expressed as a pair of 
latitude and longitude. The steps of indexing spatial information of a VO into tree structure can be 
summarised as follows:  
Step 1: The VO_ID is inserted into the root node (Line 5). Upon receiving a VO, the node 
performs several checks. 1) The node checks whether the spatial information of the VO is 
contained in the range of the node (Line 7). If the VO is outside of the range of the node, the node 
will ignore the insertion and does not change (Line 8). The VO will be discarded. 2) The node is 
initialised if it is null (Line 10-12). 3) If the node is a leaf node, VO_ID will be added to the tree 
(Line 13-16). 
Step 2: After Step 1, the location of the VO is confirmed to be within the range of the node. Then, 
the node will compute in which smaller range (the child node) the VO should be inserted. The 
smaller range, subrange, is computed by the node (Line 18). 
Step 3: The node computes the index of a child node that matches the subrange (Line 20). 
Step 4: At the end, the VO is inserted to the child node iteratively till the leaf node (Line 22). The 
node with the indexed VO will be returned (Line 13-16). 
A node only needs to be created when a VO, whose O&M location falls under the node’s spatial 
range, needs to be inserted. For example, assume a Geohash-Grid Tree has no nodes, if a VO 
reports a temperature value within the range of Node eztr (refer to Figure 4-3), the insertion will 
start from the root node and create Node e, Node ez, Node ezt, Node eztr, till a leaf node is 
created. The leaf node then creates a list to store the ID of the VO. The actual temperature value 
and associated metadata will be stored in InfluxDB. Subsequently, if another VO generates a 
temperature value within the range of Node eztm, just Node eztm and related nodes at the lower 
levels will be created, since nodes at upper levels already exist and do not need to be changed. 
During insertion, the Geohash-Grid Tree either directly adds VO_ID to the matched list at an 
existing leaf node or creates a new leaf node to store the VO_ID. There is no need to update the 
existing tree structure to balance the tree, which accelerates the insertion process. In addition, 
since the VO_ID insertion is independent of the data records insertion in InfluxDB, the Geohash-
Grid Tree also does not need to be updated every time when a VO (sensor) observation is 
generated, e.g., when the observation location of the VO is within the spatial range of the leaf 
node that already contains the ID of that VO. In this case, only a new data record is inserted into 
InfluxDB. 
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Instead of keeping the indexing structure stored in memory, a serialisation step is implemented to 
make the indexing structure to be persistently stored on disk. The serialisation is performed after 
VO insertion. For subsequent updates, an existing indexing structure can be firstly deserialised 
into an instance of indexing structure. The instance can then be used for updates of any incoming 
data records. Thus, the indexing structure fits the nature of FUTS data. 
4.1.4 Query Processing 
The query interface accepts a number of searching criteria, e.g., location of interest, observed 
features, temporal extent and aggregation functions for creating queries. The spatial filtering 
functions and temporal aggregation functions supported by the system include the following: 
 Range queries - a rectangular area specified on a map, along with the desired time window. 
 Distance queries - a circular area of interest specified as a point and a radius on the map 
within which observations are sought. Time window is also supported. 
 Time window and aggregation - several temporal aggregation functions: minimum, maximum 
or mean of the stored O&M values within a given time window. 
Algorithm 4-1: Insertion in the Geohash-Grid Tree 
 
1. INPUT: Virtual Object with VO_ID vo_id, latitude lat, and longitude lon 
2. OUTPUT: rootnode of tree 
 
3. max_range = rootnode.getrange(); 
4. geolevel = 0; 
5. rootnode = insert(rootnode, vo_id, max_range, lat, lon, geolevel); 
 
6. FUNCTION insert(node, vo_id, range, lat, lon, geolevel) { 
7.     IF lat is outside of range.latrange || lon is outside of range.lonrange 
8.         RETURN node; // node unchanged 
9.     END IF 
10.     IF node == null 
11.         node = createNode(range, geolevel, geohash); // create new node in this level 
12.     END IF 
13.     IF geolevel == maxlevel // reach the maximum level 
14.         node.entry.add(vo_id); 
15.         RETURN node; 
16.     END IF 
 
17. //Compute the smaller range that contains the location of VO 
18. subrange = computeRange(lat, lon, range, geolevel)  
 
19. //Get index of child_node that contains subrange 
20. index = computeIndex(subrange, range) 
 
21. // insert void to child_node, until reach the maxlevel 
22. node.getchild(index) = insert(node.getchild(index), subrange, vo_id, ++geolevel); 
23. RETURN node; 
24. } 
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The details of the query processing procedure are shown in the algorithm in Algorithm 4-2. For 
data retrieval, the location information in the query is first used to search the spatial index to 
narrow down the potential VO_IDs. Location information is constrained before time for a 
consideration on queries that have a wide time range to get data for the support on time series data 
analysis. The query process first retrieves the matched nodes from the tree by checking whether 
the range of nodes is contained in or intersects with the range of the query (Line 4, Line 9–21). 
VO_IDs are retrieved from obtained nodes if there are any (Line 5, Line 23–33). This 
information, together with the environmental phenomenon, spatial range and temporal constraints, 
are converted into a template by the ‘Query Rewriting’ component, which serves as a pattern to 
query the relevant ‘measurement series’ in InfluxDB (Line 6). The actual O&M data retrieval 
based on the sliding time window is performed by InfluxDB (Line 7). The retrieved data records 
are parsed into a format appropriate for presentation in the query interface. 
 
Algorithm 4-2: Query Mechanism of Geohash‐Grid Tree and InfluxDB 
 
1. INPUT: Query with env‐phenomenon, e; range area, r; time window, t; a Geohash‐Grid 
Tree, tree, with a rootnode. 
2. OUTPUT: dataRecords 
3.  
4. listOfNodes = tree.getNodesbyrange(listOfNodes, rootnode, r); 
5. VO_IDs = tree.getVOsfromNodes(VO_IDs, listOfNodes); 
6. queryString = queryGeneration(VO_IDs, e, r, t); 
7. dataRecords = queryInfluxDB(queryString); 
8.   
9. FUNCTION getNodesbyrange(listOfNodes, node, r){ 
10.     IF node.isempty() or node.exclude(r) 
11.         RETURN null; 
12.     END IF 
13.     IF node.containedIn(r) 
14.         listOfNodes.add(node); 
15.     END IF 
16. // the node neither exclude nor contained in a range is intersect with the range 
17.     FOR EACH child_node of node 
18.         child_range = child_node.getRange(); 
19.         getNodesbyrange(listOfNodes, child_node, child_range); 
20.     END FOR 
21. } 
22.  
23. FUNCTION getVOsfromNodes(VO_IDs, listOfNodes){ 
24.     FOR EACH node in listOfNodes 
25.         IF node.level == maxlevel 
26.             VO_IDs.add(node.getVOs()); 
27.         ELSE 
28.             FOR EACH child_node of node 
29.                 getVOsfromNodes(VOs, node.getChildNodes()); 
30.             END FOR 
31.         END IF 
32.     END FOR 
33. } 
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4.1.5 Query Interface 
 
Figure 4-5: O&M Data Search User Interface 
Figure 4-5 shows the Web-based search interface for range queries. The interface facilitates the 
query formulation by allowing users to specify the searching criteria by filling up a form-like 
template. The query area text box is linked to a Google maps pop-up window that allows users to 
specify the rectangular area to be searched by ‘drag-and-drop’. The figure shows that the user 
query is to search for humidity values in the area determined by two points (43.465021, -
3.834145, 43.468361, -3.827081), between 14:15:10 and 19:15:10 on 6th June 2014. The resulting 
O&M values are transformed and displayed on the map with markers depicting the locations 
where the observations were made. The results on the map are shown in Figure 4-6. 
 
Figure 4-6: Query Results Overlay on Google Maps 
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4.2 Experiments and Evaluation 
In order to assess the effectiveness of the proposed spatial indexing mechanism, we evaluated it 
on a real-world, mobile sensing dataset collected from the SmartSantander45 smart city testbed. 
The results were evaluated and compared to state-of-the-art and the baseline geographical 
coordinates-based methods. 
4.2.1 Dataset Description 
The SmartSantander project provides a city-scale testbed for experimental research on smart 
cities. It offers various types of sensing data from both fixed and mobile sensors that support 
environmental monitoring of the city of Santander in Spain. Our experiments only made use of 
the data collected from mobile sensing devices installed on public transport buses and taxis. 
The dataset was created by scraping the map visualisation of the sensor readings of the 
SmartSantander project46. The data was collected for a period of 223 days, from 02 January 2015 
to 13 August 2015. It consists of five different types of environment qualities, i.e., CO, Humidity, 
Ozone+NO2 (Ozone plus Nitrogen Dioxide), Particles (Particulate Matter 10 micrometres or less 
in diameter (PM10)), and Temperature. Each observation also contains an ID of the mobile source, 
spatial and temporal information (i.e., where and when the observation was reported). There are in 
total 224,784 data records (corresponding to 1,123,920 observation values). However, since the 
data comes from mobile sensing objects, many issues arise such as loss of communications or 
battery power loss, which result in missing locations and observation values, and outliers in the 
collected data. Moreover, some VOs do not update measurements for some time periods. 
Therefore, the data was cleaned by removing all the records that have missing locations and 
observation values. Outliers were removed by setting thresholds for different sensor types. After 
cleaning, a complete dataset with 100,000 records was created. 
Table 4-2: Statistics of the Collected SmartSantander Data 
Dimension Total From To Distribution 
VO 84    
Environmental 
Feature 5   
CO, Humidity, Ozone+NO2, Particles 
(PM10), and Temperature 
Latitude 827 42.9855 43.6636 Largely distributed between  43.4 to 43.5 
Longitude 9978 -4.13309 -3.53594 Largely distributed between  -3.9 to -3.78 
Date 223 days 
Fri, 02 Jan 2015 
17:33:19 GMT 
Thu, 13 Aug 2015 
11:59:09 GMT Almost a uniform distribution 
                                                     
45 http://www.smartsantander.eu/  
46 http://maps.smartsantander.eu/  
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The statistics of the dataset are listed in Table 4-2. There are a total of 84 distinct mobile objects 
(buses or taxis attached with sensors) in the dataset, which are mapped to VOs, as described in 
section 4.1.2. There are around 448 data records per day, which are distributed almost uniformly. 
The locations of the data points are distributed within a 50-kilometer distance in the city of 
Santander, with most of them clustered within the latitude range [43.4, 43.5] and longitude range 
[-3.9, -3.78]. 
For the experiments, 21 datasets were created, with the number of data records ranging from 
1000, 5000 to 100,000, in increment of 5000. Different datasets have different time range; 
however, their location distributions are similar. 
4.2.2 Experimental Settings 
The proposed Geohash-Grid Tree indexing approach was evaluated and compared to a widely 
used spatial indexing approach, R-Tree [143]. The Java Spatial Index47  library was used to 
implement the R-Tree index, which is connected to InfluxDB for evaluations. It was also 
compared to the Geohash-based location tagging approach and the geo-coordinate location based 
approach using InfluxDB (as the baseline). In the geo-coordinate location approach, the latitude 
and longitude values were part of the stored data record and were not indexed. The Geohash-
based tagging method encoded the latitude and longitude as a geohash, and stored it as a tag 
column, which was indexed by the InfluxDB native indexing method. Experiments were carried 
out on different InfluxDB databases that stored different number of data records. 
4.2.3 Evaluation Results 
In this section, we present the evaluation results for the index creation and query processing. First 
the proposed Geohash-Grid Tree is compared with the R-Tree in terms of indexing creation time. 
Then, the designed system is compared with the three other existing methods (detailed in Section 
4.2.2) in terms of query response time. 
4.2.3.1 Index Creation Time 
The first evaluation metric is the index creation time as it has a considerable impact on the 
performance of the data retrieval. In this experiment, the proposed Geohash-Grid Tree indexing 
method was compared to the R-Tree index tree. The time used for indexing in the two methods 
was recorded for each dataset, with the number of data records varying from 1,000 to 100,000. 
The tree structure was used to manage the spatial information of a VO, while the indexing step 
also stored the VO_ID within each node. The experiments were repeated 20 times. 
                                                     
47 http://jsi.sourceforge.net/  
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Figure 4-7: Index Creation Time: Geohash-Grid Tree and R-Tree 
Figure 4-7 shows the average indexing time using the two methods with different numbers of data 
records. Both tree structures took approximately linear time for indexing. R-Tree took around 180 
ms to index 100,000 data records, while the proposed Geohash-Grid Tree took about 67 ms to 
index the same number of data records. The proposed method reduced around 63% time for 
indexing compared to R-Tree for 100,000 data records insertion. The index creation time is much 
shorter for the proposed method due to its fixed tree structure where indexed values are stored 
directly at the leaf nodes. It does not suffer from the tree balancing or reorganization problem, 
which is an expensive operation and inherent in the R-Tree. 
4.2.3.2 Tree Query Response Time 
Table 4-3: Query Constraints and Number of Query Results from Tree Structures 
Query constraint Query 1 Query 2 Query 3 Query 4 
Point (43.1702, −3.89954) 
(43.4632, 
−3.80883)   
Location range   (43.4, −3.6) to (43.5, −3.5) 
(43.4, −3.9) to 
(43.5, −3.8) 
Indexed items density in nearby area sparse dense sparse dense 
Number of distinct VO_IDs of 
returned indexed items 1 1 1 84 
The second evaluation metric is the tree response time which measures the efficiency of data 
retrieval under certain spatial constraints. The response time used for retrieving the data records 
using the two methods was recorded for each dataset. Test queries were prepared for spatial point 
matching (i.e., find VOs at a specific point) and range matching (i.e., find VOs within a specific 
geographical area). The queries were tested in both sparse and dense areas; by ‘dense’ or ‘sparse’, 
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we mean how dense or sparse the data records are at the specific geographical locations. Features 
of the test queries are summarised in Table 4-3. 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
Figure 4-8: Tree response time: Geohash-Grid Tree and R-Tree. (a) Query 1: point matching in a 
sparse area; (b) Query 2: point matching in a dense area; (c) Query 3: range matching in a sparse 
area; (d) Query 4: range matching in a dense area. 
The experiments were also repeated 20 times and the results were averaged and shown in Figure 
4-8. In this experiment, four queries were carefully prepared: Query 1 and 2 to search at a 
particular point and Query 3 and 4 to search a large area. Query 1 and 3 were to search points in 
sparse areas, while Query 2 and 4 were to search in dense areas. As can be seen from Figure 4-8, 
query processing in Geohash-Grid Tree was more efficient in dense areas compared to the R-Tree 
structure (subfigures b and d), while it was slightly worse in sparse areas (subfigures a and c). 
This can be attributed to the fact that Geohash-Grid Tree uses a fixed height tree structure and 
there is no overlap between different nodes. On the contrary, ranges of nodes in the R-Tree 
overlap a lot in a dense area and little in a sparse area. Geohash encoding is only an 
approximation process and different levels of geohash have various precisions. The longer of the 
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geohash string, the more precise of the encoding. The experiments applied a fixed length of 8 for 
the Geohash-Grid Tree. This corresponds to errors in latitude of ±0.000085 degrees and longitude 
±0.00017 degrees, i.e., around 40 m, which can be tolerated in city environmental monitoring 
applications. It is common that movement of the mobile sensors and objects is unpredictable and 
this often results in extremely unbalanced spatial distribution of the generated data. As the spatial 
distribution of data does not impact much on the Geohash-Grid Tree, it tends to be more scalable 
than R-Tree and thus more suitable for mobile sensing environments. 
4.2.3.3 Query Response Time 
Query response time for the proposed data retrieval system using the Geohash-Grid Tree method 
was recorded and compared to the systems implemented with the R-Tree indexing, the 
Geohash_as_Tag and the Geo-coordinate_as_Field location retrieval based methods. All of the 
systems were implemented using the InfluxDB as the data store. 
Range queries were used to evaluate the query response time. A range query was specified by 
using an environmental feature together with a spatial range area and a time window, i.e., query = 
{env-feature, range area, time window}. The output was observation and measurement values 
matching the input constraints. The env-feature is a type of measurement, e.g., Particles. The 
range area was represented by a rectangle with two pairs of latitudes and longitudes for the two 
diagonal vertices, which could be automatically retrieved from the map-based Query Interface of 
the framework. The time window was indicated by a start and end time. 
Geo-coordinates_as_Field is a naive method that stores geo-coordinates as field in the InfluxDB, 
which considers fields as numeric values supporting arithmetic comparisons. Query matching can 
be done by directly comparing all the geo-coordinates of the data records with the constraints in 
the query. 
Geohash_as_Tag is an approach to store spatial information by using geohash strings as tag-
values. During retrieval, the Geohash_as_Tag method computes a geohash based on the spatial 
constraints of the query and retrieves data records with matching or overlapping geohash. For this 
method, the built-in InfluxDB functionality was used. 
The query processing in the proposed data retrieval framework consisted of probing the Geohash-
Grid Tree structure and InfluxDB sequentially, as described in Algorithm 4-2. 
The steps involved in the R-Tree implementation were similar, with InfluxDB storing the actual 
latitude and longitude values of the data record as field. The generation of query string for 
InfluxDB in the cases of Geohash-Grid Tree and R-Tree used the same constraints as that for the 
Geo-coordinates_as_Field location retrieval method. One difference was that this query used the 
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VO_IDs obtained from Geohash-Grid Tree and the R-Tree index, respectively, to retrieve 
answers, instead of using wildcards to query the entire InfluxDB database. 
Table 4-4 shows the details of i.e., shows the details of the test queries as well as the number of 
data records retrieved. It should be noted that these queries were prepared to test the performance 
of different methods in some extreme conditions, taking into consideration the characteristics of 
the datasets. 
Table 4-4: Query Constraints and Number of Query Results 
Query Number Query 1 Query 2 Query 3 Query 4 Query 5 
Phenomenon Temperature 
Time_from 21 January 2015 10:00 a.m. 
21 January 2015 
10:00 a.m. 
21 January 
2015 10:00 
a.m. 
21 January 
2015 10:00 
a.m. 
21 January 
2015 10:00 
a.m. 
Time_to 22 January 2015 10:00 a.m. 
26 January 2015 
10:00 a.m. 
22 July 2015 
10:00 a.m. 
26 July 2015 
10:00 a.m. 
22 July 2015 
10:00 a.m. 
Time range 1 day 5 days ~6 months ~6 months ~6 months 
Location range (43.4, −3.94) to (43.42, −3.93) 
(43.47, −3.79) to 
(43.473, −3.785) 
(43.4, −3.94) 
to  
(43.42, −3.93) 
(43.47, −3.79) 
to  
(43.473, 
−3.785) 
(43.467, −3.79) 
to  
(43.47, −3.787) 
Data records density 
of nearby area sparse dense sparse dense dense 
VOs in indexed trees 2 46 2 46 58 
Number of Returned Data Records 
Geo-
coordinates_as_Field  1 4 7 107 1004 
Geohash-Grid Tree 1 4 7 107 1004 
R-Tree 1 4 7 107 1004 
Geohash_as_Tag 616 2774 88,864 85,459 93,404 
Query 1 and 2 set a short temporal range as the selection criteria, with 1-day and 5-day time 
window, respectively. Queries 3–5 set a longer time range, i.e., 6 months. Query 1 and 3 were 
specifically designed to search data in a relatively sparse area, and the number of returned data 
records was small. They were in the same spatial range, which contains just two indexed VOs in 
the largest dataset. 
Query 1 returned 1 data record for 3 of the methods, this is because there is just one data record 
for the temporal parameter specified in the query but all the VOs in the dataset fall within the 
spatial range of the query (hence, are returned by the indexing tree structure). Queries 2 and 4 
retrieved data in a relatively dense area and retrieved 46 VOs. Query 5 specified a long temporal 
range (6 months) and a spatial range in a dense area, and retrieved 58 VOs. As the VOs in the 
spatial range of Query 5 repeatedly traversed the area, it retrieved much more matched data 
records than Query 4. The results for the query response time using the four different methods 
were plotted in a log scale in Figure 4-9. The indexed Geohash_as_Tag approach performed the 
worst, taking 138.30 ms for Query 1, 313.37 ms for Query 2, 4895.08 ms for Query 3, 4852.11 ms 
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for Query 4, and 4972.48 ms for Query 5 for database containing 100,000 data records. These 
numbers were an order of magnitude different from that of the other methods. The large response 
time was due to the fact that generation of an overlapped geohash string enlarged the spatial range 
significantly. This resulted in many non-related data records that were outside the spatial range of 
 
(a) (b) 
 
(c) (d) 
 
(e) 
 
Figure 4-9: Query Response Time for different methods and selection criteria: (a) Query 1; (b) Query 
2; (c) Query 3; (d) Query 4; (e) Query 5. 
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the query, being retrieved from InfluxDB. This can be seen from Table 4-4, for Query 1, 616 data 
records were retrieved from the dataset, and for Query 5, 93,404 data records were retrieved from 
the largest database in the experiments. 
All the other three methods returned the same number of data records for all queries (the numbers 
of the largest test dataset are listed in Table 4-4). Since the dominant cost of the query response 
time was the query time in InfluxDB, the performance difference between the two methods using 
Geohash-Grid Tree and R-Tree couldn’t be seen clearly. From Figure 4-9, it also can be seen that 
if the number of VOs retrieved from tree indices was large (close to the total number of VOs in 
the dataset), the query response time of the proposed method tended to close to that of Geo-
coordinates_as_Field based method, for example, in Query 5, 58 VOs were retrieved and there 
were only 84 VOs in the dataset. 
4.3 Summary and Discussion 
The presented work provides a fundamental solution to sensor data search and query, which is 
important for many WoT applications; especially those that employ opportunistic and 
participatory sensing for data analysis purposes. For example, for environment monitoring in 
smart city applications, a large amount of opportunistic sensing data can be collected, stored, 
processed and analysed to discover useful knowledge both in (near) real time and long term. 
Based on this, we could derive pollutant concentrations everywhere in the city at all times and 
present the implications for health risk to everyone. As a key component of the mobile sensing 
data search framework, the proposed Geohash-Grid Tree uses grids to partition the indexing space 
into equal-sized cells, which enables efficient index update and query. The data search framework 
is particularly suitable for opportunistic sensing queries over historical and current O&M values 
with spatial constraints. The experiments and evaluations showed that the Geohash-Grid Tree 
method is scalable, and the proposed method outperforms the existing approaches in terms of 
index creation and retrieval of a substantive number of data records over a large span of time. For 
shorter time periods, the performance of the proposed approach is comparable to the R-Tree based 
indexing. 
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Chapter 5 
5 Missing Mobile Sensing Data Estimation  
Mobile sensing techniques have been increasingly used in many IoT-based applications because 
of the cost efficiency and flexibility. However, mobile sensing might be unreliable in many 
situations due to noise of different kinds, loss of communication, or insufficient battery. Datasets 
created from the mobile sensing scenarios are likely to contain a lot of missing data, which makes 
further data analysis difficult, inaccurate, or even impossible, depending on the percentage of the 
missing data.  
In this chapter, we show that the existing models and techniques developed for static sensing for 
missing data estimation from incomplete datasets do not work well in the mobile sensing 
scenarios. To solve this problem, we propose a Spatio-Temporal Model, which performs spatial 
and temporal inference on the missing data points in a real-world, incomplete mobile sensing 
dataset. Then, based on the results of the inference, we employ the Support Vector Regression to 
estimate the missing data. Experiments and evaluation results indicate that the proposed method 
outperforms the state-of-the-art noticeably in terms of both mean squared error and execution time. 
In addition, the proposed model is tolerant to datasets with high missing date rate and is suitable 
for deployment on computationally constrained devices. 
5.1 Problem of Missing Data in Mobile Sensing Scenario 
Sensors play important roles in developing various kinds of smart applications of different scales, 
e.g., smart home, smart building, and smart city. The rationale is that with the sensing data 
collected from different sources, we could better monitor and understand the physical world 
objects and their surroundings, and take pre-emptive actions to prevent undesirable events from 
happening in many circumstances. With intelligent analytics of the data, we could discover useful 
knowledge and insights, which allows us to develop truly smart applications [144, 145, 146]. In 
recent years, mobile sensing techniques have been increasingly employed due to cost efficiency, 
large coverage and flexibility, e.g., attaching different types of sensors to mobile objects such as 
human bodies, taxis, or public buses [5, 129]. However, mobile sensing might not function as 
expected in the presence of many unpredictable factors such as noise of different kinds, 
communication fault, or insufficient battery power, which result in incomplete data. The 
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incomplete values have to be processed and approximated in order for further data processing to 
be more faithful and reliable. 
Given a dataset of large size with few missing data values, one could simply remove the whole set 
of records that include missing values [106]. However, if the number of missing values is large, 
doing so causes a significant loss of information to the dataset. Some of the other methods replace 
the missing values with “0”s or the mean of other values; however, this may introduce undesirable 
bias to the entire dataset [109] or even change the pattern of data series, especially for those with 
high variance [110]. Therefore, more sophisticated estimation techniques, e.g., regression, are 
needed to tackle the problem. 
In static sensing scenarios, estimation models are built based on the assumption that different 
sensors are installed at the same or nearby location and are potentially correlated to each other. 
The standard approach in the existing works creates datasets by collecting all sensor observation 
data and storing it in a matrix form. Each row consists of observations from all sensors collected 
at the same time or period. The missing values can then be estimated using techniques like matrix 
completion [108, 117, 118] or regression [124]. This approach has some limitations, for example, 
to ensure there is enough training data, the number of missing values in a dataset should be 
sufficiently low. Furthermore, the assumption that two sensors that are physically close are 
correlated to each other seems too simplistic and questionable. 
In mobile sensing scenarios, it is usually hard to directly build a usable dataset for estimation 
because of the much larger number of missing data points compared to the static sensing, as 
evidenced in the real-world mobile sensing dataset used in our experiments. As such, in many 
situations standard regression models cannot be created based on the observation data. It should 
also be noted that this problem is different from time series analysis and forecasting, in which a 
model can be built to predict future values based on previously observed values, usually obtained 
at successive, equally-spaced time points. 
In mobile sensing, observation data is normally attached with spatial (e.g., latitude, longitude and 
altitude) and temporal (e.g., day, hour, and minute) metadata. Intuitively, within a constrained 
situation, that is, a specific temporal range (e.g., 6 hours) and a specific spatial range (e.g., area 
within distance of 2 km from the current location), observation data is correlated to metadata. For 
instance, outdoor temperature values fluctuate as time elapses, and air pressure varies with 
different altitude values. Two observation values would be similar to each other if their temporal 
and spatial metadata were similar. This observation leads to the design of a new model for 
missing data estimation, which is referred to as the ST Model in this chapter. In the ST model, 
each observation data point is represented in terms of temporal and spatial features. We perform 
inference on the original dataset and only select observation data that falls under a constrained 
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temporal and spatial range to efficiently build the training dataset. We resort to regression 
techniques to explore the unobvious correlations among the observation data and the metadata. 
5.2 Missing Data Estimation Model 
ST Model is proposed to solve the problems of existing methods (Observation Model (O Model)), 
specifically for the mobile sensing scenarios. We present the design of the ST Model and the 
algorithm to perform the regression analysis to estimate the missing values and to compute the 
estimation errors. See Table 5-1 for a summary and comparison of the two models. The process of 
estimating one missing sensor measurement is explained as follows:  
1. Create a training set that contains defined inputs of regression and corresponding values of 
the measurement to be estimated. 
2. Learn a regression model based on the training set.  
3. Use the regression model to estimate the missing sensor measurement.  
The difference between the two models is the inputs of regression. O Model applies other sensor 
measurements as inputs. These measurements are different but collected in the same spatial and 
temporal conditions as that of the measurement to be estimated. ST Model directly applies 
locations and time as inputs. 
Table 5-1: Summary of Two Models: O Model and ST Models 
 O Model ST Model 
Aim To estimate one sensor measurement (e.g., humidity) 
Missing 
Values 
All measurements may have missing 
values 
Measurements may be missing with associated 
missing locations (latitude and longitude). Time 
does not have missing values. 
Missing Rate The ratio of missing values of the entire dataset 
The ratio of missing values of the measurement 
to be estimated 
Inputs of 
Regression 
Using other sensor measurements as 
inputs (e.g., CO, Particles, 
Temperature, etc.) 
Using locations (e.g., latitude, longitude, 
altitude) and time (e.g., day, hour, minute) as 
inputs 
Inference 
Ability 
Unable to infer missing inputs of 
regression Able to infer missing inputs of regression 
5.2.1 Definitions of Related Terms 
Before presenting the models, we provide definitions for some of the related terms used 
throughout the chapter and clarify their specific meanings in the context of this work.  
Definition 5-1 (Observation) An Observation is a situation in which a sensing method has been 
used to estimate or calculate a value of a Property of a feature of interest [147]. 
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Example: A PM10 particle sensor is installed on the top of a bus to measure the PM10 level of the 
centre of the city of Santander. 
Definition 5-2 (Observation Value) An observation value is the value of the result of an 
Observation [147]. 
Example: At 01:53:00, on 12th March 2016, at the city centre (Latitude/Longitude/Altitude: 
43.4519/-3.8322/7, the PM10 is 0.68 mg/m3. 
Definition 5-3 (Query) A query is an inquiry for estimation of a missing observation value of a 
sensor. 
Example: Based on the observation values of neighbour sensors, a missing observation value of 
the sensor of interest is estimated. In Table 5-2, the query on Humidity can be answered based on 
the observation values from CO, Ozone+NO2, Particles and Temperature. It should be noted that 
the second query in Table 5-2 contains a missing value for particles. 
Definition 5-4 (Record) For the O model, a record is a set of observation values of sensors 
(possibly co-located) measured at the same time or time period. For the ST model, a record 
consists of an observation value and its corresponding features. 
Example: A row in Table 5-2 and Table 5-3 is considered as a record. In Table 5-2, the training 
set, which consists of a number of records, is used to build a regression model for missing data 
estimation. Note that there are some missing data items in the training set, e.g., CO value for 
record 2, Particles value for record 3 and Humidity for record 4. 
Definition 5-5 (Missing Rate) Missing rate is the ratio of the number of missing data points and 
the number of all the data points in the training set. 
5.2.2 Observations Model 
Table 5-2: Example of Incomplete Dataset of the O Model 
  CO Ozone+NO2 Particles Temperature Humidity 
Q
ue
ry
 1 0.2 115 0.99 10.4 ? 
2 0.2 115 N/A 14.2 ? 
… … … … … … 
Tr
ai
ni
ng
 S
et
 1 
0.1 7 0.01 14.6 0.77 
2 N/A 114 0.99 13.7 0.64 
3 0.2 85 N/A 11.2 0.62 
4 0.1 115 0.99 17.6 N/A 
5 0.2 114 0.68 12.1 0.59 
… … … … … … 
N/A = Not Available.  
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The O Model [124, 125] has been used in almost all existing methods for missing data estimation 
from incomplete datasets. In the context of sensing, it is built based on the observation values of 
co-located sensors. The fundamental assumption for the O model is that all sensors are located in 
the same place or in close vicinity, and their observation data is measured at the same time or time 
period. The observation values are aligned in a matrix-like form as shown in Table 5-2, where 
each record contains the values from all co-located sensors observed at the same time. A 
regression model is first trained based on the training set, and then a query is submitted to the 
regression model to estimate the missing value. 
Since standard regression techniques cannot train with incomplete data, some pre-processing steps 
need to be performed to make the training set complete (i.e., contains no missing data). For 
example, query 1 in Table 5-2 contains values of CO, Ozone+NO2, Particles, and Temperature 
(i.e., the explanatory or independent variables) and it aims to estimate the value of Humidity (i.e., 
the dependent variable). To train a regression mode, records 2 and 3 have to be removed from the 
training set as the independent variables contain missing values for CO and Particles, respectively. 
Record 4 also needs to be removed because the dependent variable, Humidity, contains a missing 
value. In another example, in query 2, a missing data for Particles is present; therefore, all the 
values of Particles will have to be removed from the training set. Furthermore, records 2 and 4 
need to be removed due to missing data points, as explained for query 1; however, record 3 is kept 
since value of Particles is already removed. 
5.2.3 Spatio-Temporal Model 
Table 5-3: Example of Incomplete Dataset of the ST Model 
  Latitude Longitude Altitude Day Hour Minute Humidity 
Q
ue
ry
 1 N/A N/A 11 12 1 53 ? 
2 N/A N/A 15 12 1 53 ? 
… … … … … … … … 
Tr
ai
ni
ng
 S
et
 1 
43.4519 -3.8322 7 12 1 53 0.7 
2 N/A N/A 12 12 1 53 N/A 
3 43.4554 -3.83415 12 12 1 53 0.53 
4 N/A N/A 20 12 1 53 N/A 
5 43.4554 -3.83327 20 12 1 53 0.61 
… … … … … … … … 
It is clear that the pre-processing steps are likely to reduce the size of the training data 
significantly and result in insufficiently training data. In the worst case, the training dataset may 
be empty. Although the techniques such as LASSO, can be used to alleviate the problem to a 
certain extent, as proposed in [124], they still have difficulties in solving the problem, especially 
for datasets with very high missing rate, e.g., datasets collected from the mobile sensing scenarios. 
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Statistics on the real-world dataset used in our experiments show that the missing rate can reach 
62% (see Table 5-5). 
Another notable characteristic of the mobile sensing is that the data from all mobile sensors is 
usually reported at different times and different locations. In most of the situations, one might not 
be able to identify any co-located sensors for a particular sensor at a specific time or time period. 
This makes O model’s assumption that observation values from sensors can be collected at the 
same time and at the same location invalid. Apparently, the O model is not suitable for missing 
data estimation in mobile sensing.  
We propose a ST Model to solve the problems of the O model. The ST model exploits the spatial 
and temporal metadata associated with the observation values and aims to design an efficient and 
accurate method for data estimation in datasets with high missing rate. The underlying assumption 
in this model is that two observation values are similar to each other if they are measured and 
reported at same/similar time or time period, and in the same location or vicinity. Observation 
values are correlated with spatial and temporal metadata, e.g., outdoor temperature values 
fluctuate as time elapses, and air pressure varies with different altitude values. Nevertheless, the 
correlation and the impact that different metadata has on the observation is extremely difficult to 
measure and quantify. Moreover, the probability distribution of the missing data is completely 
unknown; therefore, it is not possible to build a formal mathematical model for the estimation 
task. We resort to regression techniques to solve the problem: within a constrained situation, e.g., 
a specific temporal range and a specific spatial range, the correlations among the different 
metadata or features and the sensor observation can be captured by the regression model. This is 
analogous to the problem of fitting a two dimensional curve with a number of data points in a 
short interval and estimating a new value based on the input. 
This leads to a new data representation as illustrated in Table 5-3, where each record consists of 
spatial features (e.g., latitude, longitude and altitude) and temporal features (e.g., day, hour, and 
minute), as well as the observation value. Note that each record in Table 5-2 can be transformed 
into multiple rows in Table 5-3. The decoupling of the mobile sensors and the new representation 
brings at least two notable advantages: 1) sufficient data for regression training can be obtained; 
and 2) training datasets can be built more efficiently without the need for searching co-located 
sensors. This particularly provides a reasonable basis for processing streaming data. It should be 
noted that in mobile sensing, if an observation value is missing, then its associated spatial data is 
also missing. Therefore, before a query for estimating a missing value can be answered, two steps 
need to be performed: location inference and dataset preparation. 
In location inference, the spatial data of the query must be inferred first based on the available 
information. Algorithm 5-1 shows the algorithm LocationInference. As the exact location 
Chapter 5. Missing Mobile Sensing Data Estimation
 
80 
information cannot be recovered, the algorithm searches the dataset (d) and tries to find the 
approximate location based on the sensor (SID) that has the missing value and the time (t) at 
which the observation happened. The function getLocation(SID, t-1, d) searches the dataset and 
returns the latest location of the sensor before time t and stores it in location_BeforeT. The 
function getLocation(SID, t+1, d) searches the dataset and returns the earliest location of sensor 
after the time and stores it in location_AfterT. The function getMedian() returns the median of the 
location_BeforeT and location_AfterT, in terms of longitude, latitude and altitude values. 
 
In dataset preparation, the objective is to select appropriate data for regression training. The 
values for the two parameters, time offset Δt, and radius r, can be defined to specify the scope of 
the search. The offset Δt specifies the length of the time window before and after time t. The 
radius r specifies the scope of the search, i.e., it indicates the largest distance between the location 
of the row and the inferred location in the query. Initially the trainingSet is set to be empty. Each 
row is compared with the query q, as shown in the Algorithm 5-2. If the absolute value of the time 
difference is less than Δt and the distance is less than the radius, then the row is inserted into the 
trainingSet. The distance function, distance (locationq, locationrow), is calculated based on the 
spherical law of Cosines. 
 
Once the training dataset is created, we can employ regression techniques to explore the 
unobvious correlations among the sensor observation values and their spatial and temporal 
metadata. 
Algorithm 5-1: LocationInference 
 
1. INPUT: Sensor ID (SID), time point t, and dataset d 
2. OUTPUT: inferred location data 
 
3. location_BeforeT = getLocation(SID, t-1, d) 
4. location_AfterT= getLocation(SID, t+1, d) 
5. inferred_Location = getMedian(location_BeforeT, location_AfterT) 
 
6. RETURN Inferred Location 
Algorithm 5-2: DatasetPreparation 
1. INPUT: query q, dataset d, time offset Δt, and radius r 
2. OUTPUT: dataset for training regression models to answer q 
3.  
4. trainingSet = {ϕ} 
5. FOR each record row (row) in the original dataset 
6.     if |tq-trow|< Δt and distance(locationq, locationrow)<r 
7.         trainingSet.add(row) 
8. END FOR 
9. RETURN trainingSet 
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5.2.4 Support Vector Regression 
SVR [148, 149] aims to minimise the generalisation error bound to achieve generalised 
performance. It has been widely used in many domains and applications [150, 151, 152, 153]. Its 
key features include the absence of local optimum, quality of generalisation, sparseness of the 
solution, ease of using kernels, etc. The reasons that it is chosen in our work include: 1) 
performance of SVR is robust with small number of samples. In mobile sensing, it is likely that 
the missing rate is high and the size of the data available for training in a constrained situation is 
likely to be small; 2) it is convenient to use kernel functions to model the relations between the 
sensor observation and spatial/temporal features which are likely to be non-linear; 3) SVR can 
deliver unique solutions, which are likely to produce smooth results for the missing values. 
We briefly describe the linear SVR here and adopt the notations and formulas from [148]. Linear 
SVR tries to find a linear function that is as flat as possible and best describes relations between 
predictor variables and observed values. Given a training set 
    1, , , , , , ,dlD y y y  1 lx x xK  (5.1)
where l is the size of the training set, x  is the predictor vector in a d-dimensional real space d , 
and y is the observed value in real space  ; linear SVR tries to fit the set of data with a linear 
function  
  , , .df b  x w x w  (5.2)
where ,   denotes the dot product in .d  w is the parameter vector of x, b is a scalar indicating 
the bias.  
Linear SVR applies L1-norm loss function to ensure that the loss is less than or equal to ,  and 
utilises L2-norm regularisation to guarantee the parameters are small at the same time. This can 
be seen as a convex optimisation problem.  
 
21minimise
2
subject to iy f  i
w
x
 (5.3)
for all the pairs of  , iy Dix . 
Analogous to the “soft margin” principle, some errors are allowed and the above equation 
becomes  
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where 0C   is a constant controlling the trade-off between flatness of the linear function (2) and 
the tolerance of the number of points whose deviation is larger than . ,i i    are slack variables 
for each pair  , iy Dix  to tolerant errors up to these slack variables. 
The linear - insensitive loss function is 
 
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i
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(5.5)
This optimisation problem could be solved by the Lagrange dual formulation.  
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(5.6)
where *,i i   are Lagrange multipliers. The parameter vector w can be described by 
*
1
( )
l
i i
i
a a

  iw x  (5.7)
To obtain optimal solutions, the necessary and sufficient conditions, Karush-Kuhn-Tucker (KKT) 
conditions should be satisfied.  
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(5.8)
There are efficient techniques for solving the linear SVR problem such as Sequential Minimal 
Optimisation (SMO) [154]. The support vector algorithm only depends on dot products between 
data items so it is convenient to use kernel functions. The SVR optimisation problem can be 
formulated as:  
     *
1
, .
l
i i i
i
f k x x b 

  x  (5.9)
In our method, the w vector consists of weights for both temporal and spatial features, 
1 1, , ; , , .t tm s snw w w w w K K  (5.10)
where wt represents the weights for temporal features (m is the dimension of the temporal 
features), and ws for weights of spatial features (n is the dimension of spatial features). 
5.3 Results and Evaluation 
Among reviewed literatures in Chapter 2.4, Kurasawa et al.’s work [124] is most similar to our 
focus; hence, the work is used as a comparison reference in this research. This section describes 
experiments performed on University of California, Irvine (UCI) datasets [155], which are 
popular datasets used in many researches [124, 125]. The section first presents the experiments on 
a dataset from a widely used UCI datasets collection48, and then explains the experiments on a 
dataset whose data are collected from SmartSantander Maps49. 
5.3.1 Experiments on UCI Datasets 
UCI provides a machine learning repository containing plenty of datasets, in which two datasets, 
Auto MPG and Communities and Crime Unnormalised (Comm), are chosen for the experiments. 
Both datasets are multivariate, created from real values, and contain a small portion of missing 
values originally. Auto MPG is a 398 by 8 dataset, while Comm is a 2215 by 147 dataset. Each 
                                                     
48 https://archive.ics.uci.edu/ml/datasets.html  
49 http://maps.smartsantander.eu/  
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original dataset is used to create 50 datasets with missing rate randomly varying from 0% to 10%. 
Missing data points are set randomly as well. 
5.3.1.1 Implementation 
Both LWR and SVR are implemented in Matlab R2016a. LWR will first select top-k (top-10 in 
the experiments) nearest records in the training set, then try to solve a LASSO problem. LASSO 
solves the optimisation problem of L2 loss and L1 regularisation. It tries to find a linear function 
in equation (5.2) by solving following problem 
2
1
1minimise ( , )
2
l
i
i
y b
l


      iw x w  (5.11)
where l is the size of training set, y represents observations, b is a constant bias, ,   denotes the 
dot product, w is a vector of parameters of x, x indicates predictor vectors,  is a nonnegative 
parameter influencing the number of nonzero components of w. SVR is implemented to solve the 
problem described in Subsection 5.2.4. 
5.3.1.2 Performance Evaluation 
Due to location privacy issues, public datasets normally do not provide spatial and temporal 
information of the collected data. Since the ST Model relies on spatial information for estimation, 
experiments on these datasets follow the process of the O Model, which mainly contains three 
steps as below: 1) deletion of columns and rows to build complete dataset, 2) train a regression 
model on the dataset, 3) estimation based on the regression model. Both LWR and SVR are 
applied on all the datasets. Average Mean Squared Error (MSE) is used to evaluate two regression 
techniques. MSE of a dataset is calculated by following equation. 
 2
1
1 ˆMSE
n
i i
i
y y
n 
   (5.12)
where n is the number of missing data points (in the queries) that has been estimated, ˆiy is the 
estimated value for the ith missing data point, and yi is the corresponding true value for the ith 
missing data point. In the evaluation, MSE is computed for each of measurement qualities 
separately. 
Table 5-4: Average MSE of LWR and SVR on Two Datasets: Auto MPG and Comm 
Dataset LWR SVR 
Auto MPG 19.890 8.149 
Comm 42.461 5.567
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For each original dataset (Auto MPG and Comm), the average MSE are computed from MSEs of 
50 generated datasets. The results are shown in Table 5-4, which shows that SVR outperforms 
LWR a lot in terms of average MSE. According to Figure 5-1, which presents MSEs of 
experiments on 50 datasets of Auto MPG, SVR has better performances than LWR in most cases. 
SVR outperform LWR on the experiments based on both UCI datasets. Therefore, SVR is focused 
in experiments on real-world SmartSantander data. 
 
Figure 5-1: MSE of Each Generated Dataset of Auto MPG 
5.3.2 Experiments on SmartSantander Datasets 
In order to assess the effectiveness of the ST model in estimating missing values, we also 
conducted extensive experiments based on a real-world, mobile sensing dataset collected from the 
SmartSantander50 smart city testbed. The results were evaluated and compared to those generated 
with the O model and the locally weighted regression as proposed in [124]. 
5.3.2.1 Information of SmartSantander Datasets 
This section first gives a brief introduction to the original SmartSantander dataset, and then 
explains how different datasets were generated for the experiments. 
5.3.2.1.1 Original Data 
The SmartSantander project provides a city-scale testbed for experimental research on smart cities. 
It offers various types of sensing data from both fixed and mobile sensors that support 
environmental monitoring of the Santander city, Spain. Our experiments only made use of the 
                                                     
50 http://www.smartsantander.eu/  
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data collected from mobile sensing devices installed on the public buses. It was collected from 
JSON files on the SmartSantander Map during two weeks from 12th March to 25th March 2016. 
The data consists of five different types of measurement qualities, i.e., CO, Humidity, 
Ozone+NO2, Particles (PM10), and Temperature. Each observation was associated with the 
SensorID, spatial and temporal information (i.e., where and when the observation was reported).  
Table 5-5: Statistics of Collected Sensor Measurement Data 
 Min Max Mean STD Unit 
Latitude 42.986 43.485 43.454 0.029 degree 
Longitude -4.132 -3.539 -3.832 0.047 degree 
Altitude 0 875 26.21 43.16 degree 
CO 0 91.6 0.56 3.45 mg/m3 
Humidity a 17 89 59 13 % 
Ozone+NO2 0 115 96.15 34.55 ug/m3 
Particles (PM10) 0 0.99 0.68 0.3 mg/m3 
Temperature -0.6 32.2 13.69 3.92  
Min = minimum value, Max = maximum value, STD = standard deviation.  
aThe values of humidity are presented as percentage, which are transformed to decimal for computing. 
The data was cleaned by removing all the records that have missing locations and observation 
values. Besides missing values, the mobile sensing data also contains outliers, which were 
removed by setting thresholds for different sensor types. After cleaning, a complete dataset with 
5,481 records were created. The statistics of the collected data was summarised in Table 5-5, 
which include minimum, maximum, mean, standard deviation, original missing rate and unit of 
measurement. 
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Figure 5-2: Distributions of Each Observation Collected from SmartSantander 
According to Figure 5-2, the distributions of Humidity and Temperature observation values are 
nearly normal distributions. However, the distributions of CO, Particles and Ozone+NO2 
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observations are extremely unbalanced. For CO, 98.41% of the values are less than 5 mg/m3; for 
Particles, 91.11% of the values are greater than 0.3 mg/m3 and 33.68% of the values are close to 
the maximum (0.99 mg/m3)); for Ozone+NO2, 84.4% of the values are greater than 60 ug/m3 and 
72.38% of the values are close to the maximum (115 ug/m3).  
5.3.2.1.2 Generated Datasets 
To prepare for our experiments, different datasets were generated according to the O Model and 
ST Model (the format of the two models are shown in Table 5-2 and Table 5-3, respectively). The 
missing data points were deliberately set for the same observations in the datasets for the two 
models so that results can be compared. The estimated values were compared to the true values 
from the original datasets to compute the estimation errors. 
The dataset for the O Model contains observations values organised in rows for all the five types 
of measurement qualities. After data cleaning, this dataset contains 5,481 rows and 5 columns. 
Each row represents five observation values measured by a sensor node (a sensor node can 
measure different qualities) installed on a bus at a specific time point; while each column 
represents the observations values of a specific measurement quality. To do the experiments, one 
measurement is selected to be estimated. 10% values (548) of this measurement are set as missing 
data points. For each other measurement, 10% missing data points are randomly set as well. 
The datasets for the ST model were prepared for each measurement qualities according to 
Algorithm 5-2. The datasets contain values for Sensor ID, Time, Latitude, Longitude, Altitude, 
Day, Hour, Minute, and Observation. If an observation value was set as missing, then its 
corresponding Latitude, Longitude and Altitude were also set as missing. Sensor ID and Time 
were used for location inference and time window selection, and were not included in the inputs 
of the regression. 
5.3.2.2 Implementation 
In total 1,644 queries were prepared and the values were estimated based on the trained regression 
models. Training of the SVR with the ST model and estimation of the missing values for the 
queries are presented in Algorithm 5-3. For each query, first we inferred its location data and then 
created a training dataset to train a SVR model. The training set was created by selecting those 
records that are measured within a spatial range (1 kilometre) and a temporal range (±6 hours). In 
line 6, if the training set does not contain sufficient records for training, the training set will be 
recreated by relaxing the search criteria, i.e., expanding the range of location and time window. In 
lines 7-9, if the training set is empty then the query cannot be answered and the count for the 
unanswered queries is increased by one. Also, we considered the results as unreliable and 
excluded them from the evaluation if the number of training records is lower than ten (the 
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approach is proposed in [124]; we adopted it for the sake of comparison), and skipped the 
training. In lines 10-11, all the missing values were then estimated based on the trained models 
and compared to the true values in the original dataset. Finally, in line 14, the estimation errors 
were computed. 
 
We compared the performance of SVR and the ST model with LWR as proposed in [124]. Both 
LWR and SVR are implemented in Matlab R2016a. The LWR method selects the most similar k 
(k=10 in the experiments) records with regard to the query, and tries to solve a LASSO problem 
(which solves the optimisation problem of L2 loss and L1 regularisation). It tries to find a linear 
function as Equation (2) by solving following problem 
2
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      iw x w  (5.13)
where l is the size of training set; y represents observations; b is a constant bias; ,   denotes the 
dot product; w is a vector of parameters of x; x indicates predictor vectors, and  is a nonnegative 
parameter influencing the number of nonzero components of w. 
For the O Model, the training set was created by removing all the records with missing values. If a 
query record did not contain any values from the co-located sensors, then it could not be 
answered. Similarly, the training was skipped if the training set was empty or the number of 
records in the training set was lower than ten. In the same way, the estimation errors and the 
number of unanswered queries were calculated. 
The experiments were performed with different missing rates, i.e., 10%, 20% and 30% to simulate 
the situations where the queries need to be answered in incomplete datasets with very high 
missing rates. We also tried different combinations of the models and regression techniques for 
training and estimation in order to gain a comprehensive view on the results. 
Algorithm 5-3: TrainAndEstimate 
1. INPUT: queries qs and dataset d 
2. OUTPUT: mean squared error MSE and number of unanswered queries unansweredQueries 
3.  
4. FOR each query q in qs 
5.     Calculate inferred location, inferredLoc, with Algorithm 5-1: LocationInference 
6.     Prepare training dataset, trainingSet, with Algorithm 5-2: DatasetPreparation 
7.     IF trainingSet == { ϕ } OR size(trainingSet )< 10 
8.         unansweredQueries ++ 
9.     ELSE 
10.             Train SVR model based on trainingSet 
11.             Estimate observation value for the query q 
12.     END IF 
13. END FOR 
14. Calculate MSE based on Equation (5.12) 
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One advantage of SVR is the use of kernel functions, which allows the original feature space to be 
transformed to a high-dimensional space. Linear, Gaussian (Equation (5.14)), and Polynomial 
(Equation (5.14)) kernel functions were applied with SVR in the experiments: 
   2, expGK   1 2 1 2x x x x  (5.14)
   , 1 ' pPK  1 2 1 2x x x x  (5.15)
In addition, we performed experiments with normalised input and compared the results with those 
generated with the raw input. The attributes were normalised by taking the ratio of the difference 
between the attribute value and its mean to the variance of the attribute. 
5.3.2.3 Performance Evaluation 
The experiment results were evaluated based on the MSE, which measures the deviation between 
the estimated values and the true values. It is calculated by using equation (5.12). In the 
evaluation, MSE is computed for each of measurement qualities separately. 
The results were also evaluated by using the execution time, and number of unanswered queries. 
Execution time measures the time taken for training the regression model and estimating the 
missing value. It allows us to assess the efficiency of the methods. This is important as in the 
context of smart city applications, the computation may need to be performed on capability-
constrained devices, such as gateways of wireless sensor networks, or at a data centre where large 
amount of real-time streaming data needs to be processed efficiently. The number of unanswered 
queries measures how many queries could not be answered due to insufficient training data. It can 
provide us a clear picture on the estimation capabilities of the ST and O models in scenarios with 
different missing rates. 
The evaluation results are presented in Table 5-6, Table 5-7, and Table 5-8, respectively. Note 
that in Table 5-7 and Table 5-8, the results for CO, Humidity and Particles were not included for 
the O Model and SVR with raw attribute values. This was attributed to the fact that, one of the 
regression inputs, the observation values for Ozone+NO3 were large numbers and had a highly 
unbalanced distribution and large variance. When estimating small values (e.g., observation 
values for CO and Humidity), it was not possible to satisfy the regularisation conditions in 
Equation (5.4); which made the training unable to converge. The problem was solved by 
normalising the attributes values, as shown in the columns using N-SVR (SVR with attribute 
normalisation) in Table 5-7 and Table 5-8. 
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5.3.2.3.1 Skipped Queries 
Table 5-6: Counts of Skipped Queries of Two Models: O Model and ST Model 
 O Model ST Model 
Missing Rate 0.1 0.2 0.3 0.1 0.2 0.3 
CO 0 7 11 0 0 0 
Humidity 1 1 13 0 0 0 
Ozone+NO2 0 1 15 0 0 0 
Particles 0 6 17 0 0 0 
Temperature 0 4 26 0 0 0 
Total 1 19 82 0 0 0 
The number of unanswered queries denotes how many missing data points could not be estimated. 
It allows us to assess the estimation capabilities of the ST and O models in different situations. 
Table 5-6 provides the statistics on the unanswered queries with different methods in the 
experiments. With increasing missing rates, there were more and more queries that could not be 
answered with O model. When the missing rate was set to 30%, there were 82 unanswered queries 
in total; while with the ST model all queried could still be answered. This is because the O model 
needs to take the observation values of co-located sensors as inputs for the regression analysis. 
When the missing rate increases, it becomes more and more difficult to find enough training data 
from the co-located sensors. In contrast, the ST model applies temporal and spatial metadata as 
the inputs to the regression analysis. With the location inference algorithm presented earlier, it 
was straightforward to derive the approximate spatial information for a missing observation value. 
The results showed that the ST model is tolerant to the datasets with very high missing rates, 
which makes it more applicable in the real-world scenarios. 
5.3.2.3.2 Mean Squared Error 
Table 5-7 provides an overview on the MSEs generated by different regression techniques 
(abbreviations of the different techniques are explained below Table 5-7) with the ST and O 
models, averaged over all missing data points. Each row indicates the MSEs of one measurement 
quality with a particular missing rate (10%, 20% and 30% respectively). Each column indicates 
the MSEs of a particular method applied to different measurement qualities with different missing 
rates. The least MSEs for the O model and ST model are highlighted in bold. As can be seen, the 
differences between the best results produced by the two models are hardly distinguishable. 
However, with 30% missing rate, there were a fairly large number of queries that could not be 
answered with the O model (refer to Table 5-6). The results of these queries with the O model 
were not included in calculating the averaged MSEs. While with the ST model, all queries can be 
answered with 30% missing rate. This is one of the key advantages of the ST model over the O 
model. 
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Table 5-7: Mean Squared Error of Different Approaches: O Model and ST Model with SVR and 
LWR Separately 
MSE O Model ST Model 
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0.1 11.633 13.050 11.625 11.547 11.494 12.200 13.742 11.575 11.574 11.546 11.554
0.2 14.549 15.256 14.588 14.552 14.544 17.526 32.989 14.579 14.622 14.549 14.549
0.3 10.292 11.966 10.273 10.245 10.207 16.537 23.625 10.202 10.163 10.201 10.145
H
um
id
ity
 0.1 3.779 0.381 0.012 0.013 0.011 0.014 0.059 0.014 0.013 0.011 0.011
0.2 27.712 1.065 0.014 0.014 0.012 0.014 0.127 0.015 0.012 0.011 0.011
0.3 53.806 2.150 0.014 0.018 0.014 0.015 0.044 0.013 0.012 0.011 0.011
O
zo
ne
+N
O
2 0.1 42812.881 2927.876 1586.157 1590.044 1373.383 1266.002 1605.700 4836.250 1557.300 1502.138 1438.321 1375.826
0.2 23307.181 3015.588 1611.359 1616.648 1341.390 1186.876 1565.246 2998.641 1363.159 1260.564 1254.490 1203.501
0.3 187851.213 23396.285 1528.421 1419.902 1293.976 1065.616 1542.833 3292.122 1183.028 1122.639 1094.442 1058.432
Pa
rt
ic
le
s 
0.1 70.594 0.505 0.081 0.082 0.083 0.118 0.252 0.102 0.094 0.078 0.080
0.2 58.805 1.623 0.089 0.090 0.092 0.171 1.287 0.132 0.101 0.091 0.090
0.3 77.494 2.015 0.090 0.094 0.088 0.179 0.447 0.113 0.102 0.084 0.082
T
em
pe
ra
tu
re
 0.1 522.189 415.439 11.182 11.150 10.860 10.063 12.588 66.460 11.002 12.036 8.781 8.579
0.2 14339.741 2480.423 11.833 11.315 10.873 9.729 15.588 150.461 16.287 12.715 10.619 9.799
0.3 110228.047 3222.675 15.069 11.951 15.365 11.229 17.172 173.406 12.737 12.425 10.363 9.785
LWR = Locally Weighted Regression, ‘N-’ = Normalisation before regression, SVR = Support Vector Regression with linear 
kernel, SVR-G = SVR with Gaussian kernel. 
The red and bold values are the minimum MSE at the row. 
aSVR on M Model does not have values on CO, Humidity, and Particles, due to training unable to converge. 
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Figure 5-3: Original and Estimated Values of Each Measurement on the Dataset with 0.1 Missing 
Rate 
Some of the other notable findings that can be observed from Table 5-7 are listed as follows: 
1. Overall, 9 out of 15 best values are the methods with the ST model. Others also show 
competitive results compared to the best values of the methods with O model. The LWR 
based methods (including both LWR and N-LWR) using the O model produced much larger 
errors than those with the ST model. The SVR based methods (including SVR, N-SVR, and 
SVR with different non-linear kernels) using the O model produced slightly larger errors than 
those using the ST model. This indicates that the temporal and spatial features can be 
effectively utilised to build a reliable estimation model for missing data. 
2. The performances of the LWR methods with both ST and O models were sensitive to the 
missing rates; the MSEs increased rapidly when training data became more and more sparse. 
This was because the LWR models could only find the local optimum and did not generalise 
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well to the test data. On the contrary, the performance of the SVR based methods remained 
stable with respect to varying missing rates. This shows that the SVR based methods were 
able to capture the relations between the predictor variables and the observed values even 
with less training data. 
3. Among the three kernel functions used (i.e., linear, Gaussian and Polynomial), the Gaussian 
kernel produced the least MSEs. The linear kernel produced reasonable results while the 
Polynomial kernel of order 2 produced very high MSEs. This reveals the necessity of 
choosing an appropriate kernel in the SVR based methods. 
4. In general, performances of the regression methods were better when the inputs were 
normalised. 
To gain a clear picture on the capabilities of different methods in predicting each individual 
missing value, we plotted the curves of the original values and estimated values for all missing 
data in the test dataset in Figure 5-3, with 10% missing rate. To avoid squeezing many curves in 
one diagram, only the values generated with normalised attributes were plotted. In all of the 
subfigures in Figure 5-3, the X-axis represents individual missing data points which were sorted 
according to their true values. Note that there are no relations (neither temporal nor spatial) 
between any two adjacent points and they were sorted merely for better visualisation. The Y-axis 
represents the volume of the measurement qualities. Each row consists of the subfigures for each 
of the five measurement qualities, plotted on the same scale. The first column of subfigures shows 
the comparisons between the O model and the ST model with N-LWR, the second with N-SVR 
and the third with N-SVR with Gaussian kernel. 
For all the measurement qualities, the performances of the O model and the ST model were 
comparable. This indicates that the ST model, built on the spatial and temporal metadata of the 
observations is effective in estimating missing data. In Subfigures 1.(a), 1.(d), 1.(g), 1.(j) and 
1.(m), with N-LWR, both models produced many spurs (i.e., local peaks) and the estimation 
showed large deviations from the true values. However, the volume of the peaks produced by the 
O model was much larger than the ones produced by the ST model as can be seen from the 
average MSEs in Table 5-7. In Subfigures 1.(b), 1.(e), 1.(h), 1.(k) and 1.(n), with linear SVR (N-
SVR), the curves produced by the O model were smoother and had fewer spurs than those 
produced by the ST model. In Subfigures 1.(c), 1.(f), 1.(i), 1.(l) and 1.(o), with N-SVR-G (SVR 
with Gaussian kernel and normalised attributes), the ST model performed better than the O model 
with smoother curves and fewer local peaks. This implies that the O model combined with linear 
regression worked well in providing stable and precise estimations while the ST model combined 
with non-linear regression had a reasonable performance. 
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In combination with Table 5-7, we can see that the ST model with the non-linear SVR produced 
the best results. For measurement qualities, CO, Humidity and Temperature, the estimated values 
using the ST model and N-SVR-G successfully captured the trends of the curves of the true values. 
For Ozone+NO2 and Particles, the estimations were less accurate, especially for low values. 
However, the method did attempt to produce many low values towards the true ones. Large 
deviations to the true values can be identified in three situations as shown in Subfigures 1.(c), 1.(i), 
and 1.(l), when values of CO were extremely large and values for Particles and Ozone+NO2 were 
extremely small. This can be attributed to the unbalanced distributions of these values as 
discussed in Section 5.3.2.1 (Figure 5-2). As the training dataset for a query was prepared based 
on temporal and spatial parameters, it might include records with significantly different values. 
5.3.2.3.3 Execution Time 
Table 5-8: Execution Time of Different Approaches: O Model and ST Model with SVR and LWR 
Separately 
Time (second) O Model ST Model 
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CO 
0.1 0.516 0.464 - 4.721 0.406 0.298 1.148 0.332 0.171 0.019 0.017 0.009 
0.2 0.223 0.265 - 1.712 0.187 0.140 1.050 0.327 0.157 0.017 0.011 0.009 
0.3 0.299 0.185 - 0.444 0.088 0.072 1.093 0.338 0.157 0.015 0.010 0.009 
Humidity 
0.1 0.427 1.568 - 0.809 0.599 0.804 0.206 0.585 0.414 0.010 0.009 0.009 
0.2 0.229 0.873 - 0.270 0.244 1.684 0.209 0.588 0.379 0.009 0.009 0.009 
0.3 0.178 0.623 - 0.122 0.113 0.091 0.229 0.567 0.303 0.009 0.009 0.009 
Ozone+NO2 
0.1 9.803 1.110 2.275 2.793 0.309 0.337 3.993 0.519 0.019 0.016 0.009 0.009 
0.2 5.207 0.650 4.982 1.273 0.143 0.152 3.350 0.484 0.017 0.014 0.011 0.009 
0.3 3.946 0.395 0.147 3.299 0.069 0.072 3.428 0.511 0.016 0.013 0.009 0.009 
Particles 
0.1 0.561 1.759 - 0.893 0.624 0.474 0.654 0.627 0.123 0.009 0.009 0.009 
0.2 0.694 0.949 - 0.285 0.252 0.200 0.682 0.589 0.129 0.009 0.009 0.009 
0.3 0.482 0.636 - 0.115 0.116 0.097 0.678 0.548 0.115 0.009 0.009 0.009 
Temperature 
0.1 4.176 1.461 8.670 0.836 0.575 0.437 1.845 0.521 0.022 0.010 0.009 0.009 
0.2 3.234 0.727 3.495 0.253 0.232 0.192 2.028 0.514 0.021 0.009 0.009 0.009 
0.3 2.364 0.521 1.478 0.118 0.112 1.693 2.129 0.532 0.021 0.009 0.009 0.009 
MR = Missing Rate, LWR = Locally Weighted Regression, ‘N-’ = Normalisation before regression, SVR = Support Vector 
Regression with linear kernel, SVR-G = SVR with Gaussian kernel. 
The red and bold values are the minimum execution time at the row. 
aSVR on M Model does not have values on CO, Humidity, and Particles, due to training unable to converge. 
Note: the values in the table are rounded to three decimals, so the last column shows the same numbers.  
Execution time was measured for the training and estimation. It provided an indication on the 
efficiency of the different methods. It is important given the fact that in smart city applications, 
extremely large amount of sensor streaming data needs to be processed and analysed in real-time. 
The measured execution time for all experiments is shown in Table 5-8. In general, regression 
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training and estimation using the ST model took much less time than the O model. The achieved 
least execution time for all methods is highlighted in bold. As can be seen, the N-SVR-G and the 
ST model had the best performances in all situations. Although the O model with N-SVR-G 
provided competitive performance to the ST model with N-SVR-G in terms of MSEs, its 
execution time was much longer. With the O model, execution time became less with increasing 
missing rate. This was because the size of the training data decreased to a large extent. However, 
with the ST model, as the size of the training data set did not decrease much with the increasing 
missing rate, execution time for different methods was similar. With LWR and N-LWR, 
execution time varied significantly for different sensor measurement qualities, due to various 
distributions of the original data. However, performance of the ST model combined with the N-
SVR-G in terms of execution time remained stable regardless of the missing rate and the 
unbalanced distributions of the original observation data. 
5.4 Summary and Discussion 
This chapter proposes an ST Model to solve the problem of estimation of missing measurements 
on mobile sensing scenario. The model shows a better performance with respect to MSE and 
execution time than the O Model. In addition, the ST Model provides a stable performance on 
different kinds of data (different measurements with different distributions of data). Moreover, the 
ST model has tolerance on datasets with varying missing rates. The experiments of the ST Model 
are tested on real-world mobile sensing data, turning out that the ST Model is feasible for mobile 
sensing scenario. Furthermore, the execution time of the ST Model is short for all the situations, 
showing a possibility of deployment on locally devices, which prefer small cost time and 
computing. 
To sum up, SVR with Gaussian kernel on the ST Model provides good performances on all the 
sensor measurements, no matter what distribution the values of measurements are. This approach 
is also the fastest approach, which offers feasibility on training and estimation of every single 
missing value. The number of skipped queries shows that the ST Model is tolerant to scenarios 
with varying missing rates. 
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Chapter 6 
6 Knowledge Discovery from IoT Data 
The previous chapters provide a data flow to offer a complete dataset of sensing data. These data 
indicate statuses of a city, and provide a hint on any changes happening in the physical 
environment. A smart city, which exploits data obtained from sensors installed at various 
locations around the city, typically aims to build ‘city intelligence’ so that citizens and authorities 
can get a better understanding of their city. To build intelligence and discover knowledge, sensing 
data themselves are not enough. As sensing data in a city largely depend on the environmental 
context, it is hard for humans to get insights directly with just numbers. Hence, external 
information (e.g., locations, time, events that may influence sensed data) needs to be taken into 
account to put the collected data into context.  
Instead of correlating all the sensing data with external information, anomalies are detected first to 
select a period of interesting sensing data, which can then be correlated with external information. 
For example, incidents or more generally anomalies represent some events or points of inflection 
in which the sensed data may show sharp and sudden changes. As is also noted in the literature: 
“the real life relevance of anomalies is a key feature of anomaly detection [22]”. Thus, it is 
necessary to correlate the sensed data from that obtained from other domains, such as social 
networks streams, which can offer near real-time crowd sensing opportunities.  
To this end, this chapter proposes a method that first detects anomalies from sensing observations, 
then obtains event information by extracting and classifying topics from social networks, and 
finally correlates anomalies and events to find relationship between events hosted in a city and 
changes in the patterns of sensing observations. Since the steps of the proposed approach are not 
linked to each other themselves, the chapter thus first explains the entire process of knowledge 
discovery, then introduces each step in the subsequent sections. A validation case of London 
Olympics is presented at last followed by a discussion. The discovered knowledge shows the 
relationship between London Olympics and the traffic through the main road from central London 
to the Olympics stadium as well as the estimation of the impact between them. 
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6.1 Process of Knowledge Discovery from IoT Data 
Figure 6-1 shows the flow of the proposed knowledge discovery approach, which consists of three 
parts: anomaly detection, event extraction and knowledge discovery. 
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Figure 6-1: Process of Knowledge Discovery 
Anomaly detection: As shown in the left column of Figure 6-1, the anomaly detection step takes 
in the pollutant data from the various monitoring sites of a city. Data from both fixed and mobile 
sites is collected, using the available APIs or by engineering data transfer using URLs (cURL 
scripts). Since the collected datasets can be in different data formats, e.g., CSV or JSON files, as 
well in different distributions and scale, the pre-processing includes cleaning and formatting to 
integrate them. As physical world datasets can be sparse [61], an estimation step is performed to 
arrive at a complete set of observations, before finally applying functional analysis to detect the 
anomalous observations. 
Event Extraction: As a precursor to analysing the anomalies, messages from social networks, 
i.e., the tweets, are retrieved using the time span of the detected anomaly and the broad location 
name (e.g., city or city region). Following pre-processing which includes tokenisation and stop-
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word removal, events are determined from the cleaned and formatted tweets by extracting and 
classifying topics by using the Twitter-LDA method. More precise event location is also 
determined by deriving the location terms contained in the tweets. 
Knowledge Discovery: the steps depicted in the right column of Figure 6-1 aim to analyse and 
explain the anomaly to derive knowledge about the relationship between the anomaly and events 
hosted in a city. This is achieved by determining the presence of significant correlations between 
the anomalous graphs and the representative event topics. The analysis also includes determining 
the scale of the impact of the event on the deviation of the pollutant levels from normal. The 
resultant knowledge consisting of the anomaly along with its spatio-temporal contextual 
information and scale estimation is formalised through semantic annotations in a topical ontology. 
Finally, the system creates visualisations showing the extent of the anomaly. 
6.2 Anomaly Detection on Sensing Data 
Anomalies generated by sensors are various. Ni et al [156] provide a taxonomy of sensor data 
faults. The data-centric faults types contain Outliers, Stuck-at faults, Spikes, and Excessive noise. 
These anomalies may be caused by system fault from sensors, or abnormal environment changing. 
As the research focus is knowledge discovery, anomalies that caused by environment changing 
are focused but anomalies that caused by system faults are ignored. Thus, it is assumed all the 
data are correctly generated, and collected, and then any detected anomalies would reflect a 
changing of the sensed environment. A definition of the anomaly is explained as follows. 
Definition 6-1 (Anomaly): Anomalies are patterns in data that do not conform to a well-defined 
notion of normal behaviour [157]. 
Examples: An extremely high temperature measurement value is an anomaly on a series of 
temperature values that are largely small. Conversely a very small value of temperature 
measurement is also an anomaly on a series of temperature values that are mostly large.  
In this section, unsupervised anomaly detection techniques are focused upon, because only little 
information can be used to label anomalies in smart city areas and not enough training sets can be 
obtained.  
6.2.1 Data Pre-Processing 
As the collected sensing data, especially that from Smart Cities, always contains missing data 
points and incorrect values arising from noise or errors, the data needs to be processed before 
being applied to any anomaly detection algorithm. Thus, the pre-processing stage consists of 3 
steps: Data Virtualisation, Data Storage and Retrieval, and Missing Data Estimation, which are 
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described in previous Chapters. The sensing data are collected and virtualised in a uniform model 
and stored in TSDB. Every data point is checked during the collection. Any value that is incorrect 
will be removed. This is done by setting simple rules, such as that values cannot be negative for 
pollution concentrations. The collected data are formatted into a system readable structure from 
the format of either JSON or CSV scripts depending upon the retrieved data format. The retrieval 
of data triggers Missing Data Estimation component. Missing Data Estimation is performed by 
training a support vector regression model over the existing dataset, and then estimating missing 
values by using the trained model, using an approach similar to the one specified in [158]. 
6.2.2 Functional Data Analysis 
The data pre-processing steps provide a cleaned and complete dataset, which can be used as input 
to the anomaly detection algorithms. Sensing data change continuously but are observed at 
discrete points. This feature allows the sensing data to be analysed by functional data analysis. 
Functional data analysis considers the entire function or curve of observed data, not the value at a 
particular data point [159]. For the discrete sensing data, functional data analysis will first 
construct curves from the discrete observations. This step uses basis functions with coefficients to 
form a function to represent the curve. Curves are then compared and analysed to get more 
information.  
With respect to anomaly detection, functional depth is introduced to measure how close a curve is 
to the centre of the rest of curves [160, 161]. Observations that differ much from the rest of data 
are treated as anomalies, i.e., the shallowest curves are anomalies. Instead of computing depths on 
continuous curves, computation of functional depth could be adapted on discrete observations 
directly.  
Fraiman and Muniz Depth (FMD) and H-Modal Depth (HMD) are two methods measuring depth 
of a curve [160, 161]. For FMD, the cumulative empirical distribution function (6.1) is used. 
       
1
1 n
i k i
k
F x t I x t x t
n 
   (6.1)
where  I   is an indicator function that equals to 1 if true and 0 otherwise, n is the number of data 
points at time point t, i indicates the considered curve,  ix t  is the data value of curve i at time 
point t, and k indicates each data point. The depth of one data point is calculated consequently as 
shown in (6.2).  
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The depth of a curve (6.3) is indicated by the integral of depths of data points. 
    bi i
a
FMD x D x t dt   (6.3)
where [a, b] is the interval of time points. For the discrete version, SFMD is obtained through 
Riemann sum as following equation (6.4). 
    i j i j
j
SFMD x D x t   (6.4)
where j is a time interval between two data points. 
HMD (6.5) is computed by the sum of kernel function. 
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where  K   is a kernel function, h is a bandwidth, ix is a curve, and  is a norm in the functional 
space. The kernel function could be the truncated Gaussian kernel function (6.6). The norm could 
be Euclidean distance. 
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For the points at the same position of curves, the method of FMD takes account of the numerical 
order of one point according to other points and compares it with numerical order of the median to 
see how far it is to the median, while the method of HMD considers the difference of one point to 
others and applies it on a Gaussian kernel function to give more weight on the ones relatively 
closer to others. Due to these features, the amount of the values will not influence much on the 
results of FMD. For example, if a value is the maximum value, there is no difference if it is 100 or 
1000. However, HMD includes the difference between points in the equation. This involves the 
impact of amount of values into the equation. Therefore, if the maximum value is 1000, HMD 
will generate much smaller score than the maximum value of 100. Hence, if the data themselves 
have a bound on their range, FMD is better; if the data do not have bound on the range or just 
have one side of bound on the range, it is better to use HMD. Thus, if the focus is more on the 
extreme values, for example NO2 concentration observations that indicate more severe pollution if 
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the values are higher, HMD should be selected. Moreover, HMD provides a controllable 
parameter h, which could be used to change the weight of extreme values so that the method 
could be adapted on different situations. 
6.3 City Event from Twitter 
The growing user base and immediacy of Twitter messages have resulted in its being recognised 
as a near real-time city event information source [26], [3]. The detected events can serve to 
corroborate or reinforce anomalies detected in datasets from the physical world domain [60]. This 
section utilises the methodology from our previous published work [162] on event extraction from 
Twitter and extends the Twitter-LDA algorithm outlined there to improve the topic selection and 
classification processes. 
6.3.1 Tokenisation 
The place name and temporal information (date parameters [d1, d2]) are used as inputs to retrieve 
the relevant tweets from the Twitter search API. With tweets reporting different types of public 
events, a generic event extraction method that can be applied across different cities cannot rely on 
keyword search or supervised approaches in the absence of a reliable corpus of event terms that 
can serve as a training set. An unsupervised approach is thus designed to infer topics talked about 
in tweets as well as their relevant keywords and distributions of topics over a day. As a 
consequence, the event categories can be classified through derived topic relevant keywords. 
Moreover, the number of people involved in the event can be estimated based on their probable 
influence on traffic movement.  
All the tweets posted on a day are considered as a document, which is subjected to tokenising 
(splitting each tweet into tokens), stop words removal (commonly appearing insignificant words 
in any language, using the Rainbow stoplist) and removal of noisy words (expressions such as 
‘yay’, ‘ha’, etc.). URL links and unreadable codes are also removed. 
6.3.2 Twitter-LDA Analysis 
Twitter-LDA model [163], which is a customisation of the probabilistic discrete data LDA model, 
is applied to the cleaned and formatted tweets document. In order to be applied to short text such 
as tweets, Twitter-LDA makes some modifications to the normal LDA model. It assumes that a 
tweet talks about only one topic and involves a small amount of background words that do not 
contribute to any topic. The generative process [163] is described as follows: 
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1. Randomly choose a Dirichlet distribution b over background words and a Bernoulli 
distribution Bt over decision on background words and topic words. 
2. Randomly choose a Dirichlet distribution T over topical words for each topic. 
3. For each date’s tweet collection 
a. Randomly choose a Dirichlet distribution tu over topic. 
b. For each word 
c. Randomly choose a multinomial distribution governed by Bt over decision on 
whether it is a background word 
d. Randomly choose a multinomial distribution governed by b over word, if the word is 
a background word; randomly choose a Multi distribution governed by T over word, 
if the word is a topical word. 
Gibbs Sampling is used to infer the distribution required by the Twitter-LDA model and is 
described in Algorithm 6-1. To begin with, topics are randomly assigned to each word. The words 
are also attached with a decision of whether it is a topical word or background word. Gibbs 
Sampling then iteratively samples topic and background/topic word decision over each word 
through posterior distribution calculated from the previous iterations. The distribution is updating 
accordingly. After a number of iterations, the distribution of topics over each day starts to 
converge. The calculated distribution forms the output. 
 
The output of the Twitter-LDA model includes the topics with their list of top related keywords 
and the number of tweets for each topic. Since Twitter-LDA is an unsupervised approach, the 
extracted topics are unlabelled. Thus, to link the topics to specific type of events, an event type 
model is provided. Event types in the model are specified in Definition 6-2. Each specified type 
defines a list of related keywords, which are used to match to the top keywords for each topic. A 
topic will be classified into an event type if it matches most of the keywords of the keyword 
Algorithm 6-1: Gibbs Sampling on Twitter-LDA 
1. INPUT: Preprocessed Tweets collection on several dates {d1, d2, d3…} 
2. OUTPUT: Distribution of Topics over dates, Distribution 
 
3. Initialise topics matrix T, background/topic decision matrix Bt 
4. FOR iteration i = 1, 2, 3… 
5.     FOR each date’s tweets collection dj = {tw1, tw2, tw3…} 
6.         FOR each tweet twk = {w1, w2, w3…} 
7.             T[j][k] = Sample_T(); // Sample a topic for the tweet 
8.             FOR each word wl 
9.                 Bt[j][k][l] = Sample_Bt(); // Sample a decision for the word 
10.             END FOR 
11.         END FOR 
12.     END FOR 
13. END FOR 
14. Distribution = compute_distribution(); // generate distribution of topics over each day 
 
15. RETURN Distribution  
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collection of the corresponding event type. If a topic cannot match any keywords in the model, it 
will be classified as a non-event. 
6.3.3 Event Categories and Labelling 
Table 6-1: Classification of Expected Real-World Events 
Category Traffic 
influence  
People 
involved 
Examples
Traffic High Many fast/slow traffic, roadwork, road incident, collision
Culture High Potentially 
many 
concert, celebration, performance, exhibit, fair, festival, 
market, parade, firework show 
Sports Dependent on 
scale 
Many Sports match, race, tournament 
Air 
quality 
- - description of air pollution incidents 
Weather - - any weather description; includes wind, precipitation, 
temperature, cloud, sun, etc. 
Disaster - Many event that causes a huge damage 
Non-
event 
- Few description of personal activity 
Categories of events are defined based on their direct influence on city dynamics, such as on 
traffic flows as well as the amount of people involved derived, as shown in Table 6-1. The 
developed classification is based on the event types discovered by Ritter et al. [50]. Twitter 
messages that pertain to real-world events and may affect city services are extracted. Ritter et al. 
define 38 event types, which are quite detailed. However, there are several problems when using 
them for representations of real-world events: 1) not all of them are real-world events (e.g., TV, 
legal, etc.), 2) some categories have intersections (e.g., sports and wrestling), 3) some of them 
may happen together and do not have a clear distinction on their respective impact on the real-
world (e.g., graduation and celebration). Therefore, for simplicity, categories in Table 6-1 are 
used and high-level categories are applied to cover subsumed categories. Since these events will 
result in a similar influence on the city, it is unnecessary to classify them into separate types. 
Definition 6-2 (Event Categories): the categories identified are in Table 6-1: [Traffic | Culture | 
Sports | Air Quality | Weather | Disaster | Non-event]. 
Topics with top related keywords are one of outputs of Twitter-LDA. Since Twitter-LDA is an 
unsupervised approach, output topics are not labelled with any meaningful name. In order to link 
unlabelled topics to real-world events, the topics are labelled based on the event type model 
specified in Table 6-1. The model is built on event types with highly related keywords for each 
type. A topic will be set as an event type which has the largest number of keywords in the topic. 
The topic with no matched keywords in the event type model will be set as a non-event. 
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6.3.4 Event Scale estimation and Location Tagging 
To estimate the scale of the detected events, the event tweet frequency is first calculated, as in 
(6.7), which gives the number of tweets talking about one type of event: 
Event tweet frequency
population involved in event event influence factor
population at the place

  (6.7)
The event scale estimation based on the population size can then be calculated, as in (6.8): 
population involved in event
population at the place event tweet frequency
event influence factor

  (6.8)
where Population at the Place represents the population of the city which is obtained from open 
datasets, Event Tweet Frequency is computed from (6.7), and Event Influence Factor is related to 
the attraction of the event and how likely it is that the event will be talked about in Twitter. It is 
set by experience in the experiments. For example, Event Influence Factor for the event of sports 
is set as 30, since sports always involve many people joining in the real world as well as 
discussing it online. The final step consists of determining the precise location of the events 
detected from the tweets. An aggregation and rank-based location entity detection approach is 
developed which finds the location entities in the relevant tweets using location named entity 
recognition model in OpenNLP51. The detected location entities are aggregated and ranked by 
their occurrences, with the top 2 taken to be representative of the event location. The associated 
geolocation coordinate information is determined by formulating a query to the Google Maps 
Geocoding API52 with the top 2 location entity names. 
6.4 Knowledge Discovery through Analysis on Anomalies and Events 
This section aims to validate detected anomalies through the combination of anomalies and real-
world events detected from the social networking platform so that to provide knowledge of 
relationships between sensing observations and event topics detected from the social networking 
platform, Twitter53. 
                                                     
51https://opennlp.apache.org  
52https://developers.google.com/maps/documentation/geocoding/intro  
53https://twitter.com  
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6.4.1 Impact Analysis 
By identifying the precise geographic constraints and the unique terms describing the events 
within the temporal span of the detected anomalies, the developed approach offers the ability to 
derive associations between the pollution anomalies and the events. The impact of the event 
extracted from social networks on the anomaly is derived through a correlation analysis approach. 
A widely used correlation method, Pearson correlation, is used for the analysis. Pearson 
correlation ranges from -1 to 1, indicating the linear relationship between the variables, with 1 
signifying a perfect linear relationship, -1 a negative linear relationship and 0 no relationship. 
 cov  X,Y X Y
X, Y
 (6.9)
Equation (6.9) shows the Pearson correlation between two variables X and Y; cov denotes 
covariance and  indicates the standard deviation of one variable. 
To calculate correlations, both anomalies and events need to be quantified as arrays of numbers. 
To this end, the anomaly graph representations consist of arrays of mean values of the sensing 
data across a number of different days, while events are represented by the ratio of tweets 
involved in the particular event topics to the total number of collected tweets on a day; calculated 
over the same days as the anomaly. Moreover, to examine the relationship between anomalies and 
events, their spatial and temporal information should be linked together beforehand by ensuring 
that the locations of sensing data and events are close to each other and the time of data points are 
matched. Since the impact of events can be felt in a broader geographic scope than the exact 
detected event location, e.g., through traffic flows, and there may be a number of pollutant 
monitoring sites that could be relevant, the pollutant data from these nearby sensing locations is 
also considered in the impact analysis. The relevant monitoring sites are selected based on a 
distance query (within a defined radius of the monitoring site where the anomaly is detected and 
also the event location) calculation by using the geospatial search algorithm in Chapter 4. The 
search algorithm implements a distance query by taking as inputs the geohash representations of 
the event location and returns the names of the monitoring sites within the required radius. 
As a complement of correlation, p-value is also calculated to determine whether it could reject the 
null hypothesis of no correlation between anomalies and events. A p-value of <0.05 denotes 
significant correlation, enabling the impact of events on sensing data to be reasonably claimed. 
6.4.2 Semantic Annotation 
These results of the impact analysis step are semantically annotated by using the topical ontology 
shown in Figure 6-2. The developed topical ontology captures the event-anomaly correlation 
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knowledge domain for a smart city and extends existing event ontologies [164], [165] with the 
anomaly correlation analysis output. 
 
Figure 6-2: Topical Ontology 
The main class concepts in the ontology include ‘Event’, which is specified in terms of its 
category (as described in Definition 6-2), topic keywords output from the Twitter-LDA model and 
an integer value capturing the approximate number of people involved in the event (as calculated 
in (8)). An event is also associated with its location information as described in the ‘Location’ 
class, which includes the geo-coordinates specified in terms of WGS84 Point locations and a 
global location identifier specified by linking to an instance in the GeoNames ontology, which 
could represent certain well-known landmarks or buildings, the city/town or country, as defined 
there. Linking to the GeoNames location specification allows semantic reasoning for region 
containment and other location-specific resolution such as proximity. Temporal information of the 
event is described through the ‘TemporalEntity’ class which includes options for specifying the 
temporal properties in terms of instantaneous values (hasDateTime property), an interval 
described through the owl-time ontology’s DateTimeInterval specification and duration 
(hasDuration property). The anomaly associated with the event is described in the 
City_FeatureofInterest class, which has the calculated correlation value, a literal name and URI. 
Depending upon the feature of interest, e.g., ‘AirPollution’ in our case, the class instance will 
include more property-value pairs, e.g., pollution value. Following the Linked Data principles, the 
class will be linked to and extend existing domain ontology classes, such as the AirPollution 
specification in the ThinkHome ontology [166]. 
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6.4.3 Visualisation 
The developed CPSS presents a visual representation of the discovered anomalies and correlated 
events. A Web-based map application presents an intuitive view of the relationship between the 
sensing data anomalies and the extracted events. The map view uses the Google Map API54 to 
build a webpage that pinpoints the locations of the anomalies and events. The information of the 
extracted events, i.e., event type, topic keywords and estimated involved population number, is 
stored in JSON format and shown in the information tab of the markers on the map. 
6.5 Validation Case: London Olympics 2012 
The proposed CPSS has been validated by applying the developed mechanisms (cyber processes) 
to the data from the physical and social worlds from the London 2012 Olympics period (27th July-
12th August 2012). The pollutant NO2 is selected as it is mainly generated by traffic in a city. 
 
Figure 6-3: Functional Depth (H-Modal Depth) Of the Curve of Each Day on NO2 Data from 
Different Places in London (Circles Indicate Anomalies) 
The pollution data was collected for a period of 100 days encompassing the Games duration, with 
2 anomalies detected during the period coinciding with the Olympics. The results are obtained 
from a dataset of NO2 measurements collected from 26 July 2012 to 3 Nov 2012 from 7 selected 
sensing sites in London. Figure 6-3 shows the results of anomaly detection by using functional 
data analysis based on H-Modal Depth. On 27 July, data from the Mile End Road sensing site is 
                                                     
54 https://developers.google.com/maps/  
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detected as an anomaly, while data from other sensing sites show normal behaviour. On 10 Aug, 
data from sensing sites of both Mile End Road and Old Street are detected as anomalies. 
In order to get complementary information from social streams, events were detected from tweets 
collected from the Twitter website, using the algorithm defined in section 4. The tweets are 
collected by searching with place keywords (i.e., London) and time constraints (since:26-07-2012 
until:13-08-2012 (excluded)). A total of 1625508 tweets were collected. On 27th July, 234912 
tweets were collected, while there were 164194 tweets for 12th August, with these 2 dates 
coinciding with the opening and closing ceremonies of the London Olympics Games, 
respectively. The numbers of tweets on other days vary from 20000 to 100000. According to 
preliminary experiments for event detection from tweets, 80 topics can cover the range of topics 
covered in tweets of a day. Given the significance of the days and the amount of tweets collected, 
the number of topics for the current set of experiments, this was increased to 100 for the 
experiments. 
Table 6-2: Top 5 Keywords of Each Top 10 Highly Frequent Topics 
Rank Topics Event Type Top-5 Keywords 
1 T49 Culture london back love day london! 
2 T52 Sport 2012 medal olympic olympics gold 
3 T63 Sport 2012 olympics london olympic games 
4 T77 Non-event lol lauren love im girl 
5 T69 Culture london, fashion august show tickets 
6 T12 Sport 2012 gold bolt olympics usain 
7 T36 Culture opening ceremony 2012 olympics olympic 
8 T78 Sport 2012 basketball team men's olympics 
9 T47 Culture 2012 closing olympics london ceremony 
10 T97 Non-event united #job #jobs london, kingdom 
Table 6-2 introduces the top 10 detected topics, their determined category, and their top 5 related 
keywords. Locations of events are not included because the term ‘Olympic Park’ is not recognised 
as the name of a location by the applied Natural Language Processing (NLP) tool. This makes the 
location labelling algorithm detect only London as the key location, with no further granularity. 
Topic T49 (“london back love day london!”) has the highest frequency, with the keywords 
showing that it represents ‘emotion’ rather than a real-world event. Moreover, it shows a minor 
correlation to the sensed data. However, due to some unlisted keywords, it is classified as a 
Culture event. T52 (“2012 medal olympic olympics gold”), T63 (“2012 olympics london olympic 
games”), T12 (“2012 gold bolt olympics usain”), and T78 (“2012 basketball team men's 
olympics”) indicate particular Olympics sport events. T77 (“lol lauren love im girl”) is a non-
event topic and has minor correlations to the sensing data. T69 (“london, fashion august show 
tickets”) is a culture event about a show and performance in London. T36 (“opening ceremony 
Chapter 6. Knowledge Discovery from IoT Data
 
111 
2012 olympics olympic”) and T47 (“2012 closing olympics london ceremony”) indicate the 
opening and closing ceremonies of the London Olympics Games. They are classified into culture 
events, since they are celebratory ceremonies. T97 (“united #job #jobs london, kingdom”) 
indicates a non-event topic for jobs, which appears daily. 
 
Figure 6-4: Distribution of Top 10 Highly Frequent Topics 
Figure 6-4 gives the distributions of the top 10 frequent topics. Two obvious spikes in the figure 
indicate topics talking about the opening ceremony (27 July of T36) and closing ceremony (12 
Aug of T47) of the London Olympics games. 
 
Figure 6-5: Visualisation of Anomaly-Real-World Event Correlations 
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Table 6-3: Pearson Correlation of Sensing Data from Different Sensing Sites and Frequency of Top 
10 Highly Frequent Topics in Twitter 
Pearson Correlation T49 T52 T63 T77 T69 T12 T36 T78 T47 T97 
Holloway Road -0.01 0.08 0.29 0.09 0.56 -0.22 0.00 -0.05 -0.28 0.57
Blackwall 0.13 -0.06 0.11 0.02 0.32 -0.10 0.30 -0.29 -0.35 0.39
Old Street -0.11 -0.35 0.20 -0.05 0.28 -0.38 0.23 -0.14 -0.12 0.26
Mile End -0.09 -0.43 -0.02 -0.14 0.15 -0.40 0.48 -0.26 -0.14 0.18
Gardner Close 0.01 -0.08 0.15 0.04 0.46 -0.21 -0.12 -0.02 -0.11 0.46
 
Table 6-4: P-Values of Pearson Correlation of Sensing Data from Different Sensing Sites and 
Frequency of Top 10 Highly Frequent Topics in Twitter 
P-values T49 T52 T63 T77 T69 T12 T36 T78 T47 T97 
Holloway Road 0.97 0.75 0.24 0.72 0.02 0.38 1.00 0.84 0.26 0.01
Blackwall 0.61 0.81 0.66 0.94 0.20 0.69 0.23 0.24 0.15 0.11
Old Street 0.66 0.15 0.43 0.84 0.26 0.12 0.36 0.58 0.64 0.30
Mile End 0.72 0.07 0.94 0.58 0.55 0.10 0.04 0.30 0.58 0.47
Gardner Close 0.97 0.75 0.55 0.87 0.05 0.40 0.64 0.94 0.66 0.05
Ones Less than 0.05 is Marked in Bold. 
Table 6-3 shows the values of Pearson correlation between the sensed NO2 data and the pattern of 
detected topics. A visualisation of the relevant part of the correlation is shown in Figure 6-5, with 
the relevant event topics correlated with the anomalies from the sensing sites of Mile End (shown 
as ME in Figure 6-5), Holloway Road (HR), Blackwall (Bl) and Gardner Close (GC). Related P-
values are displayed in Table 6-4. P-values that are less than 0.05 indicate a high significance 
level of the correlation. T69 (“london, fashion august show tickets”) and T97 (“united #job #jobs 
london, kingdom”) are not events in a particular place, but they occasionally have high 
correlations with data from the sensing sites in Holloway Road, Blackwall, Gardner Close, and 
Arsenal, showing a relationship with everyday events/topics. Data pattern from the Mile End 
Road site has a correlation value of 0.48 with a P-value of 0.04 with respect to T36 (“opening 
ceremony 2012 olympics olympic”), showing a strong relationship between them. In addition, the 
data from the sensing site on Mile End Road does not show a clear correlation with other topics, 
making the relationship with T36 (“opening ceremony 2012 olympics olympic”) clearer. 
Figure 6-6 visualises the obtained results on a map of London with the locations of different 
sensing sites marked on it. The event detected from Twitter is also marked on the map. The 
triangle warning icon indicates the place of detected anomaly. Central London is at the bottom left 
corner of the map. As can be seen from the map, the Mile End Road monitoring site is on a major 
trunk road (the A11) from central London to the Olympic Park site and the Old Street monitoring 
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site is situated on an inner circle radial road of London. Both sensing sites are roadside monitoring 
stations. Thus, the corresponding sensed data are highly influenced by the traffic through the 
roads. In addition, the selected measurement, NO2, is largely impacted by traffic. As shown in 
Figure 6-6, Mile End Road being on a major navigation route from central London to the Olympic 
Park site, records an impact of increased traffic on the opening day of the Olympics on the 
recorded pollution levels. In contrast, T36 (“opening ceremony 2012 olympics olympic”) has a 
correlation of 0.30 with data from the sensing site in Blackwall, which is on a road from the south 
of London to the Olympic Park. However, its P-value is larger than 0.05 showing the correlation 
is not significant. This information also indicates the possible preferred traffic route, with more 
people taking the central London to Olympic Park route. The results show that the NO2 pollution 
levels, mainly caused by traffic, are highly influenced by the opening ceremony hosted in the 
Olympic Park venue. 
 
Figure 6-6: Anomaly Impact Analysis - Locations of Different Sensing Sites and London 2012 
Olympics Opening Ceremony Site (Olympic Park). 
However, the closing ceremony of the London Olympics Games does not have such an evident 
relationship according to the calculated correlation results; since the closing ceremony was on the 
12th Aug (Figure 6-5), while the detected pollution data anomaly from the Mile End Road sensing 
site is on 10th Aug (Figure 6-3). Nevertheless, it is interesting to note that both anomalies 
happened on the Friday of the weekend hosting the events. 
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Figure 6-7: Ontology Instance Representing Smart City Knowledge 
Following the semantic model outlined in subsection 6.4.2, the knowledge discovered from the 
pollution anomaly-event correlation is semantically annotated as shown in Figure 6-7. The event 
class instance is labelled with the event topic keywords (after removing duplicates) to arrive at the 
instance RDF name, i.e., Opening_Ceremony_2012_Olympics, as shown in Figure 6-7. The topic 
keywords property range is taken as the top keywords listing and category is the derived event 
type. The estimate of people involved in the event is calculated by applying (8). The event 
temporal property is specified in the Event_Time class that captures the date of the detected 
anomaly, i.e., the day of the London Olympics opening ceremony, “2012-07-27”. The city 
feature_of_interest in this validation case is AirPollution, which is linked to the 
Opening_Ceremony_2012_Olympics instance with the ‘affects’ object property. The name 
datatype property specifies the pollutant which contributes to the detected anomaly and the URI 
links to the relevant instance of the ThinkHome weather ontology, which is based on the 
calculated European Air Quality Index value. In this case, the value of 91.9 corresponds to the 
LowAirPollution instance. It is worthwhile to note that the normal pollution pattern according to 
this index corresponds to the VeryLowAirPollution class, so the detected event shows a 
significant impact on the pollution levels. The determined correlation value is specified through 
the ‘correlationPValue’ property, which has a value of 0.04, denoting significant correlation. 
6.6 Discussion 
Existing work on knowledge discovery in smart city largely focuses on individual domains, e.g., 
extract patterns or anomalies from environmental sensor data. For this kind of low-level 
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knowledge to be meaningful and valuable, it has to be correlated to real-world events with high-
level semantics. The proposed research views the city as an integrated cyber-physical-social 
system, and aims to investigate the techniques for knowledge discovery to bridge the gap between 
low and high-level knowledge derived from different data sources. Our work has shown that 
knowledge, although discovered from different sources and at different granularity, can be 
correlated to each other. Being able to fill the gap between different types of knowledge is 
constructive in smart cities; it not only enables to gain beyond the superficial understanding of our 
city lives, but also provides the opportunities to devise better plans and to make better decisions. 
As demonstrated by the London Olympics case study, the findings enabled us to identify the 
causality of the anomalies and would provide citizens suggestions on better travelling plans.  
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Chapter 7 
7 Conclusion and Future Work 
7.1 Conclusions 
This thesis follows the direction of CPSS and offers a knowledge discovery framework for smart 
cities in a data-centric view by addressing issues raised by mobile sensing scenarios and 
combining information derived from the cyber world as well as social world. 
The work focuses on upcoming mobile sensing scenarios, and proposes a spatial indexing 
component to enable fast indexing and efficient query for FUTS data that are generated from both 
fixed and mobile sensing objects. The indexing component enables opportunistic sensing queries 
over historical O&M data. The evaluation results show that the proposed indexing component 
outperforms the widely used spatial indexing R-tree on index creation time as well as spatial and 
temporal range query with a long time range constraint. 
The work also considers missing data points in the dataset coming from mobile sensing scenarios, 
and introduces a ST model accompanied by regression analysis for estimating missing data points 
according to their spatial and temporal context. A location inference model is also involved for 
inference of missing location information. In terms of mean squared error and execution time, the 
method outperforms traditional methods that apply relationships between different kinds of data 
by assuming that all of them are generated in the same location with the same timestamp.  
The work finally provides a knowledge discovery approach to find out the relationship between 
sensing data and analysed information from the social world. The approach links the pattern of 
different scales/types of data, i.e., numeric sensing data and information derived from textual 
messages. 
7.1.1 Lessons Learnt 
A query framework that utilises cloud-based database is proposed in [129]. Undeniably, cloud-
based database provides a scalable solution for the large amount of generated sensing data. 
Nevertheless, the cloud-based database used in [129] unfortunately stopped its service. As a 
result, extra efforts were required and a new indexing and query framework for data search is 
proposed in Chapter 4. This might be an extreme issue; however, the issue may happen in any 
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cloud-based service. Therefore, when considering using cloud-based services, it is important to 
think about the solution once any of the services stop. 
The knowledge discovery approach requires data to be analysed and results to be provided as 
proper patterns from different data sources (numeric values or textual messages). Relationships 
between the patterns could be examined by matching given the same spatial and temporal context 
in the same resolution. The resolution of data depends on data providers or the approach of data 
collection. However, it is important for analysing data and deriving knowledge. For instance, in 
this research, the textual messages from Twitter are collected daily, thus the knowledge generated 
is also matched to particular days. It is impossible to derive any clear knowledge within an hour. 
This is limited by the resolution of the original data.  
In this research, we create a quantitative way of researching the impact of social events to the 
sensing data in a smart city. We believe it is vital for the management of the city as well as for the 
guidance of citizens. However, in this stage, there is not many open datasets available for such 
kind of research, i.e., publicly available sensing data attached with spatial information and 
timestamps are quite limited. Therefore, when publishing open data, research can greatly benefit 
if the data is associated with spatial and temporal information. 
In addition, currently, SmartSantander provides the largest and publicly accessible mobile sensing 
platform. Most of the experiments related to mobile sensing data are applied to data collected 
from this platform. However, due to language limitations, it is hard to apply the experiments for 
Twitter on Spanish and make a reliable evaluation. Therefore, our experiments were done 
separately and each component was evaluated individually on several datasets. 
7.2 Future Directions 
The development of enabling techniques for generation and collection of all kinds of data 
provides CPSS a solid basis, i.e., accessible data sources from the cyber, social, and physical 
worlds. These data sources generate so many types of data, which potentially can be merged to 
discover comprehensive knowledge of the environment. However, the heterogeneity of data 
makes different data fusion techniques applicable to different datasets and dependent on what 
kind of application that a system aims to support. Therefore, it is challenging to design a general 
platform to support all kinds of applications. This thesis provides a data processing flow for 
knowledge discovery in smart city to find relationships between information derived from 
different data sources, while there are several other directions that could be potentially researched 
in the future. Following directions are described to further complement the work in this research. 
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7.2.1 Privacy and Security of Accessing Data 
Obviously a smart city encourages as many as possible open datasets to enable a wide variety of 
smart city applications, however, privacy and security is always an important issue when 
collecting and accessing data from providers/users [13, 167, 168]. Crowdsensing by citizens can 
provide various and key data for smart city [168]. Privacy and security is inevitable on this 
scenario. As stated in [24], semantics is one possible solution for privacy and security issue. 
Proposed VOs schema enables semantics of VOs without considering privacy and security issues. 
Thus, one future direction is to extend the VO model such that it could be used to protect privacy 
of users and data providers, who might want to control the authorities of accessing their data.  
This extension could be done by adding a semantic storage of VOs between indexing component 
and TSDB. The semantic storage stores VOs based on extended VO model with privacy and 
security constraints. Given a query asking for O&M data, the query will first lookup indexing 
component to get IDs of VOs within the range. Then, it checks privacy and security constraints 
VOs in semantic storage to know whether they are available to provide detailed data. At last, it 
retrieves O&M data of available VOs in time series database.  
7.2.2 Multimedia Data Analysis of Social networks 
In this thesis, a textual data analysis component is provided to analyse textual data collected from 
Twitter. However, textual data is just one type of data that could be provided by social networks. 
Other kinds of data such as pictures, videos, etc., can also potentially offer important information 
concerning the physical world [8, 47]. Researches on CPSSs are still at an early stage. It has a 
promising potential by combining information from cross-domain, especially in the era with 
explosion of data. Since social network is one important aspect of CPSSs, not only textual 
messages, but multimedia data analysis for social networks should be paid attention to as well. 
Thus, how to analyse and merge multimedia data with information from the cyber world is a 
promising research direction. 
7.2.3 Big Data 
With the development of smart objects, a huge volume of data will be generated. This leads to a 
scenario of big data [169, 170]. This research does not offer solutions for analysis on the entire 
big data, instead it provides indexing and query component to select desired data to be analysed, 
and in addition, it applies anomaly detection to further narrow down the scope to analyse. The 
approach circumvents the issue of big data, nevertheless, in order to apply the proposed 
techniques for knowledge discovery in large-scale city applications, the techniques will be 
implemented on big data processing platforms in order to tackle the challenges brought by the 
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large amount of streaming data. Moreover, given the fact that cyber-physical-social systems are 
highly dynamic, it is aimed to evaluate the trustworthiness of derived knowledge and trust of 
entities in smart cities through continuous analytics. 
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