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Abstract: It is shown that any Hermitian operator can be expanded in terms of a set of operators formed from biorthogonal
basis, and the expansion coecients are given as products of weight functions and weak values, shedding a new light on
the physical interpretation of the weak value. The utility of our approach is showcased with examples of spin one-half and
spin one systems, where irreversible subset of stochastic matrices describing projective measurement on a mixed state is
identified.
1. Introduction
The concept of weak value, along with its experimental
validation by weak measurements, has been around for
almost quarter century 1–5). It is based on the idea of phys-
ical value subjected to two successive measurements 6),
which has been later extended to general multiple-time
measurements 7). The weak value formalism has a wide
range of applications in various fields of quantum infor-
mation theory. In particular, it can be used to transfer
quantum-communication protocols 8), describe entangled
systems 9), reconstruct quantum optical states by weak
measurements 10,11) and clone quantum systems 12). To
many physicists’ minds, however, the concept still entails
an aura of mystery, and confusion over its physical inter-
pretations 13–15) never seems to have been fully cleared.
In this article, we intend to reconcile this often mys-
tified concept of weak value with the conventional or-
thogonal vector space formulation of quantum mechan-
ics by introducing a complete set of weak values. We
point out the existence of a set of operators defined by
biorthogonal Hilbert vector bases, with which any Her-
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mitian operator can be expanded, upon which the weak
values emerge as the expansion coecients. One particu-
lar weak value can dominate over all others when certain
conditions are met, presenting the phenomenon of “mag-
nification of physical value” with weak measurement. We
illustrate our argument with the examples of spin one-half
and spin one systems.
Virtue of bringing in the whole set of weak values,
as opposed to one particular weak value, is demonstrated
by another example, again involving spin one-half and
spin one systems, in which a mixed quantum state under-
goes a projective measurement that brings the system into
another mixed state. This process is shown to be easily
described by an unistochastic matrix, a “quantum” sub-
set of stochastic matrices 16). We identify the condition in
which the unistochastic matrix is irreversible for the case
of a spin one-half and spin one systems. We obtain the
subset of all possible projective measurements, for which
the history is erased, namely, the reconstruction of the
original state is impossible after the measurement.
2. Weak Value Expansion
Consider a Hermitian operator A on Hilbert space of di-
mension n. We attempt to represent A with two dierent
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orthonormal bases f j ji; j = 1; : : : ; ng with h ij ji = i; j
and f j`i; ` = 1; : : : ; ng with hk j`i = k;`. We assume
that we have the property h` j ji , 0 for all `; j. Follow-
ing Aharonov, Albert and Vaidman 1), we define the weak
value (A) of A by
(A)`; j =
h` jA j ji
h` j ji : (1)
We also define, in the manner of Reznik and Aharonov 4),
the W operator by
W`; j =
j`ih jj
h jj`i ; (2)
which is a biorthogonal basis extension of the density ma-
trix operator. We also define the overlap matrices
`; j =
h` j ji2 : (3)
We have, with straightforward calculation, a unique ex-
pansion of the operator A in terms of n2 set of operators
W`; j ;
A =
X
`; j
(A)`; j W`; j `; j: (4)
Note the relation
W`; jW
y
j0;`0 =  j0; j
j`0ih` j
h` j jih j0 j`0i ; (5)
which leads to the orthogonality relation
hk jW`; jWyj0;`0 jki =  j0; j `;k `0;k
1
k; j
: (6)
From this, we easily have the formula to obtain the weak
value of A withW operators using the trace;
(A)`; j = tr[AW
y
j;`] = tr[W`; jA]: (7)
We conclude that the set of n2 weak values (A)`; j (`; j =
1; : : : ; n) characterizes the operator A completely.
We can also consider two mixed states
p =
X
j
j ji p j h jj; q =
X
`
j`iq j h` j; (8)
for which, the W operator is given by
Wq;p =
X
`; j
q`p j
j`ih jj
h jj`i : (9)
We obtain the mixed state weak value of a Hermitian op-
erator A from this W operator as
(A)q;p = tr[Wq;pA] =
X
`; j
q`p j(A)`; j: (10)
This relation shows how the relative phases of dierent
weak values are to be determined.
The weak value expansion is, technically, just a sim-
ple modification of standard expansion of a Hermitian op-
erator A with orthonormal states fj jig
A =
X
i; j
j iih i jAj jih jj; (11)
using two sets of orthogonal states fj ji; j`ig instead
of one set. As such, the validity of weak values as a
set of observable quantities which all together form a
full description of the operator A, eq. (4), is dissociated
from various “interpretations” of the weak value, that
has ranged from practical to metaphysical. An important
property of the weak value expansion is that all quanti-
ties appearing in (4) are “gauge invariant” in the sense
of invariance with respect to the change of phases of or-
thonormal vectors, j ji ! ei j j ji and j`i ! ei j j`i.
This contrasts with the traditional treatment of non di-
agonal matrix elements of Hermitian operator h j jAj ki
whose gauge dependence renders them unsuitable for di-
rect measurements, and the transition probabilities are re-
lated only with their absolute squares.
The special feature of the weak value expansion is
the fact that the weak value (A)`; j takes the eigenvalue of
j ji when A is diagonal in the basis fj jig, and the eigen-
value of j`i when A is diagonal in the basis fj`ig. When
fj jig and fj`ig are identified as the states of a system at
certain two times t1 and t2, and if A is some “moderate
mixture” of two operators which are respectively diago-
nal in fj jig and fj`ig, it may be possible to interpret the
weak value (A)`; j as the ”physical value” of the operator
A at any time in between t1 and t2. But of course, the
validity of such interpretation is quickly lost when such
condition is not met.
A useful expression
h k jAj ki =
X
`
(A)`;k `;k (12)
is obtained from (4) straightforwardly. Since `;k is the
probability of finding the state j`i in the state j ki, the
weak value (A)`;k is interpretable as `-th fractional com-
ponent of the expectation value h k jAj ki in terms of
post-selection states. Similarly, we also obtain
hm jAj mi =
X
j
(A)m; j m; j; (13)
with analogous interpretation as j-th factional compo-
nent of the expectation value h k jAj ki in terms of pre-
selection states.
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3. Examples with Spin Matrices
3.1 Spin One-half
Maximally exclusive choice for pre- and post-selection
states
An example of Pauli spin operators with a set f j 1i =
j " i, j 2i = j #i g and f j1i = j !i, j2i = j  i g, namely
j 1i =
0BBBBB@10
1CCCCCA ; j 2i = 0BBBBB@01
1CCCCCA ;
and
j1i = 1p
2
0BBBBB@11
1CCCCCA ; j2i = 1p
2
0BBBBB@ 1 1
1CCCCCA ; (14)
should be instructive. We have, for all `, j,
`; j =
1
2
: (15)
An explicit matrix representation ofW operators are
W1;1 =
0BBBBB@1 01 0
1CCCCCA ; W1;2 = 0BBBBB@0 10 1
1CCCCCA ;
W2;1 =
0BBBBB@ 1 0 1 0
1CCCCCA ; W2;2 = 0BBBBB@0  10 1
1CCCCCA : (16)
The weak values of x and z are given by
(x)1;1 = 1; (x)1;2 = 1;
(x)2;1 =  1; (x)2;2 =  1; (17)
and
(z)1;1 = 1; (z)1;2 =  1;
(z)2;1 = 1; (z)2;2 =  1; (18)
which is easily understood in terms of post-selection
(A)`; and pre-selection (A); j. If we consider the “inter-
mediate” spin operator
 = z cos  + x sin ; (19)
its weak values are given by
()1;1 = cos  + sin ; ()1;2 = cos    sin ;
()2;1 =   cos  + sin ; ()2;2 =   cos    sin ; (20)
which smoothly interpolates (z) and (x). Still, they can
attain the maximum value
p
2 going beyond the classi-
cally allowed value of 1. The weak values of y are
(y)1;1 = i; (y)1;2 =  i;
(y)2;1 =  i; (y)2;2 = i; (21)
whose imaginariness and counter intuitive sign assign-
ments are the signature of quantum incompatibility of the
measurement of y with both post- and pre-selection ba-
sis. The expansions ofmatrices in terms ofW operators
are given by
x =
1
2
 
W1;1 +W1;2  W2;1  W2;2 ;
y =
i
2
 
W1;1  W1;2  W2;1 +W2;2 ;
z =
1
2
 
W1;1  W1;2 +W2;1  W2;2 ; (22)
which are, in a sense, a trivial, but instructive relations.
Generic choice for pre- and post- selection states
Alternative choice for the post-selection states
j1i =
0BBBBB@cos 2sin 2
1CCCCCA ; j2i = 0BBBBB@  sin 2cos 2
1CCCCCA ; (23)
with the same pre-selection states as before
j 1i =
0BBBBB@10
1CCCCCA ; j 2i = 0BBBBB@01
1CCCCCA ; (24)
is also revealing. In this case, for the weight matrix, we
have
1;1 = 2;2 = cos2

2
; 1;2 = 2;1 = sin2

2
: (25)
TheW-matrix is given by
W1;1 =
0BBBBB@ 1 0tan 2 0
1CCCCCA ; W1;2 = 0BBBBB@0 cot 20 1
1CCCCCA ;
W2;1 =
0BBBBB@ 1 0  cot 2 0
1CCCCCA ; W2;2 = 0BBBBB@0   tan 20 1
1CCCCCA : (26)
Note that some of the elements diverge at  ! 0. They
are to be compensated by the weight function to give fi-
nite answer to all physical quantities. The weak values of
Pauli matrix z are given by
(z)1;1 = 1; (z)1;2 =  1;
(z)2;1 = 1; (z)2;2 =  1; (27)
which are easily understood because the pre-selection
states  j are the eigenstates of this operator. For x, we
have the weak values
(x)1;1 = tan 2 ; (x)1;2 = cot

2 ;
(x)2;1 =   cot 2 ; (x)2;2 =   tan 2 ; (28)
some of which diverge at  ! 0, indicating the existence
of the weak measurement amplification. The meaning of
this amplification is understood by calculating the weak
values of rotated spin operator
 = z cos  + x sin ; (29)
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which is given by
()1;1 = 1; ()1;2 = 1;
()2;1 =  1; ()2;2 =  1; (30)
which simply reflects the fact that the post-selection
states ` are the eigenstates of  operator. The relation
x =  z cot  +  cosec  (31)
tells the source of divergence of (x) with this choice of
post selection states at  ! 0. The weak values of y are
(y)1;1 = i tan 2 ; (y)1;2 =  i cot 2 ;
(y)2;1 =  i cot 2 ; (y)2;2 = i tan 2 : (32)
The expansions of  matrices in terms of W operators
now are given by
z = W1;1 cos2 2  W1;2 sin2 2
+W2;1 sin2 2  W2;2 cos2 2 ;
y = i tan 2W1;1 cos
2 
2   i cot 2W1;2 sin2 2
 i cot 2W2;1 sin2 2 + i tan 2W2;2 cos2 2 ;
x = tan 2W1;1 cos
2 
2 + cot

2W1;2 sin
2 
2
  cot 2W2;1 sin2 2   tan 2W2;2 cos2 2 ; (33)
which clearly show the nature of weak value expansion.
3.2 Spin one
We now take a look at the example of a three-state Hilbert
space. Consider the operators Lx, Ly, Lz defined by the
algebra
LiL j   L jLi = i"i; j;kLk: (34)
Let us take an explicit representation
Lx = 1p2
0BBBBBBBBBBB@
0 1 0
1 0 1
0 1 0
1CCCCCCCCCCCA ; Ly = ip2
0BBBBBBBBBBB@
0  1 0
1 0  1
0 1 0
1CCCCCCCCCCCA ;
Lz =
0BBBBBBBBBBB@
1 0 0
0 0 0
0 0  1
1CCCCCCCCCCCA : (35)
We take the pre-selection states as
j 1i =
0BBBBBBBBBBB@
1
0
0
1CCCCCCCCCCCA ; j 2i =
0BBBBBBBBBBB@
0
1
0
1CCCCCCCCCCCA ; j 3i =
0BBBBBBBBBBB@
0
0
1
1CCCCCCCCCCCA ; (36)
and the post-selection states as
j1i =
0BBBBBBBBBBBB@
cos2 2
sin p
2
sin2 2
1CCCCCCCCCCCCA ; j2i =
0BBBBBBBBBBBB@
  sin p
2
cos 
sin p
2
1CCCCCCCCCCCCA ; j3i =
0BBBBBBBBBBBB@
sin2 2
  sin p
2
cos2 2
1CCCCCCCCCCCCA ;
(37)
which are obtained from j ji by rotation around y-axis by
angle . Namely, they are the eigenstates of the operator
L defined
L = Lz cos  + Lx sin ; (38)
with eigenvalues +1, 0, and  1, respectively. In an anal-
ogous manner to the previous example of spin one-half,
we can consider the complete set of weak values of arbi-
trary operator on the Hilbert space using the pre-selection
states j ji and post-selection states j`i. We first calculate
the weight matrix, which is given by
1;1 = cos4

2
; 1;2 =
sin2 
2
; 1;3 = sin4

2
;
2;1 =
sin2 
2
; 2;2 = cos2 ; 2;3 =
sin2 
2
;
3;1 = sin4

2
; 3;2 =
sin2 
2
; 3;3 = cos4

2
: (39)
TheW-matrix is given by
W1;1 =
0BBBBBBBBBBB@
1 0 0p
2 tan 2 0 0
tan2 2 0 0
1CCCCCCCCCCCA ;W1;2 =
0BBBBBBBBBBBBB@
0 cot

2p
2
0
0 1 0
0 tan

2p
2
0
1CCCCCCCCCCCCCA ;
W1;3 =
0BBBBBBBBBBB@
0 0 cot2 2
0 0
p
2 cot 2
0 0 1
1CCCCCCCCCCCA ;
W2;1 =
0BBBBBBBBBBB@
1 0 0
 p2 cot  0 0
 1 0 0
1CCCCCCCCCCCA ;W2;2 =
0BBBBBBBBBBBB@
0   tan p
2
0
0 1 0
0 tan p
2
0
1CCCCCCCCCCCCA ;
W2;3 =
0BBBBBBBBBBB@
0 0  1
0 0
p
2 cot 
0 0 1
1CCCCCCCCCCCA ;
W3;1 =
0BBBBBBBBBBB@
1 0 0
 p2 cot 2 0 0
cot2 2 0 0
1CCCCCCCCCCCA ;W3;2 =
0BBBBBBBBBBBBB@
0   tan 2p
2
0
0 1 0
0   cot 2p
2
0
1CCCCCCCCCCCCCA ;
W3;3 =
0BBBBBBBBBBB@
0 0 tan2 2
0 0  p2 tan 2
0 0 1
1CCCCCCCCCCCA : (40)
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As in the case of spin one-half, some of the elements di-
verge at  ! 0. Novel feature here is the divergence at
 ! 2 for the elements of W2;2. They are to be compen-
sated by the weight function to give finite answer to all
physical quantities. The weak values of the operator Lz
are given by
(Lz)1;1 = 1; (Lz)1;2 = 0; (Lz)1;3 =  1;
(Lz)2;1 = 1; (Lz)2;2 = 0; (Lz)2;3 =  1;
(Lz)3;1 = 1; (Lz)3;2 = 0; (Lz)3;3 =  1; (41)
which are easily understood because the pre-selection
states  j are the eigenstates of this operator. For Lx we
have the weak values
(Lx)1;1 = tan 2 ; (Lx)1;2 =
1
sin  ; (Lx)1;3 = cot

2 ;
(Lx)2;1 =   cot ; (Lx)2;2 = 0; (Lx)2;3 = cot ;
(Lx)3;1 =   cot 2 ; (Lx)3;2 =   1sin  ; (Lx)3;3 =   tan 2 ;
(42)
some of which diverge at  ! 0. The weak values of
rotated spin operator L is naturally given by
(L)1;1 = 1; (L)1;2 = 1; (L)1;3 = 1;
(L)2;1 = 0; (L)2;2 = 0; (L)2;3 = 0;
(L)3;1 =  1; (L)3;2 =  1; (L)3;3 =  1: (43)
The divergence of Lx at  ! 0 is understood from the
relation
Lx =  Lz cot  + L cosec : (44)
The weak values of Ly are
(Ly)1;1 = i tan 2 ; (Ly)1;2 =  i cot ; (Ly)1;3 =  i cot 2 ;
(Ly)2;1 =  i cot ; (Ly)2;2 = i tan ; (Ly)2;3 =  i cot ;
(Ly)3;1 =  i cot 2 ; (Ly)3;2 =  i cot ; (Ly)3;3 = i tan 2 :
(45)
Thus, we find a very analogous structure of weak values
to the one in the case of spin one-half: the divergence of
“non-diagonal” weak values of angular momentum oper-
ators at  ! 0. The nontrivial divergence of (Ly)2;2 at
 ! 2 is a novel feature of spin one system. The fact
that the behaviors found in (L)`; j is generic for all Hermi-
tian operators in three-dimensional Hilbert space, can be
checked by calculating the weak values of all Gell-Mann
matrices, with which (plus unit matrix) arbitrary Hermi-
tian operators is uniquely decomposed.
4. Reconstruction of Quantum States before
the Measurement
Suppose Alice passes on a mixed state
 =
X
j
j ji( )j h jj (46)
to Bob, on which Bob performs a projective measurement
using the basis fj`i; ` = 1; 2; :::; ng and obtain the mixed
state
 =
X
`
j`i()` h` j: (47)
Let us ask how Bob can reconstruct the state  with the
knowledge that Alice had obtained her state from a pro-
jective measurement in the basis fj ji; j = 1; 2; :::; ng.
If Alice’s state is expressed in the basis fj`ig,
a generic representation with non-diagonal elements
should be obtained, namely
 =
X
`;m
j`i()`mhmj (48)
with ()
`m = h` j j mi. After the projective measurement,
only diagonal components of this expression remain, and
we should have ()
`
= 
()
``
.
If we consider the weak value of  between states
jmi and j ji, then obtain
hm j j ji
hmj ji = 
( )
j ; (49)
for any m, since  j ji = ( )j j ji, thus giving the formal
answer to our question in terms of the weak values. In
order to obtain the explicit expression of ( )j in terms of

()
m , we rewrite this equation, by inserting the complete
set
P
j j jih jj in front of  in the LHS, in the form
hmj ji( )j  
X
`,m
h` j ji()m` = hmj ji()m ; (50)
which can be reformulated as N2 linear equations indexed
by (m; j);
A(m; j)k;` Xk;` = B
(m; j); (51)
for N2 unknown variables
Xk;` = 
( )
k (k = `);
= 
()
k;` (k , `) (52)
with
A(m; j)k;` = k; j`; jhmj ji   m;k(1   `;m)h` j ji;
B(m; j) = hmj ji()m : (53)
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Clearly, this gives the solution to the problem of state re-
construction.
We can further multiply h jjki to the above equa-
tion from the right and sum up by j to obtainX
j
hmj jih jjki( )j   (1   mk)()mk = ()m mk;
(54)
which splits into X
j
mj
( )
j = 
()
m ; (55)X
j
hmj jih jjki( )j = ()mk ; (56)
which are the explicit forms of linear equations that en-
able us to obtain ( )j and then 
()
m` (m , `) from 
()
`
17).
An illustrative example is in order. Consider consec-
utive measurements of a spin one-half system by Alice
and Bob. We assume Alice’s basis is given by
j 1i =
0BBBBB@10
1CCCCCA ; j 2i = 0BBBBB@01
1CCCCCA ; (57)
and Bob’s one by
j1i =
0BBBBB@cos 2sin 2
1CCCCCA ; j2i = 0BBBBB@  sin 2cos 2
1CCCCCA ; (58)
with the parameter range 0    . Alice’s state
 = j 1i( )1 h 1j + j 2i( )2 h 2j
= j1i()1 h1j + j2i()2 h2j
+j1i()12 h2j + j2i()21 h1j (59)
is projected to
 = j1i1h1j + j2i2h2j (60)
by Bob’s measurement. Suppose that Bob wants to recon-
struct Alice’s state  from his state  with the knowledge
of the basis sets f1; 2g and f 1;  2g. Denoting a matrix
G` j = h` j ji we have
G =
0BBBBB@ cos 2 sin 2  sin 2 cos 2
1CCCCCA : (61)
The equation (50) takes the form0BBBBBBBBBBBBBBBBB@
G11 0  G21 0
0 G12  G22 0
G21 0 0  G11
0 G22 0  G12
1CCCCCCCCCCCCCCCCCA
0BBBBBBBBBBBBBBBBB@

( )
1

( )
2

()
12

()
21
1CCCCCCCCCCCCCCCCCA =
0BBBBBBBBBBBBBBBBB@
G11

1
G12

1
G21

2
G22

2
1CCCCCCCCCCCCCCCCCA ; (62)
whose solution is given by0BBBBBBBBBBBBBBBBB@

( )
1

( )
2

()
12

()
21
1CCCCCCCCCCCCCCCCCA =
0BBBBBBBBBBBBBBBBBBBBB@


1+

2
2 +


1 2
2 sec 


1+

2
2  


1 2
2 sec 
  

1 2
2 tan 
  

1 2
2 tan 
1CCCCCCCCCCCCCCCCCCCCCA
: (63)
This expression is singular at the value of the angle pa-
rameter  = 2 , signifying the irreversibility of the pro-
jective measurement. It means that the information on the
past history is completely erased with successive projec-
tive measurements with bases (57) and (58) with  = 2 .
We consider the generalization of this results to the sys-
tem with higher dimensional Hilbert space.
5. Degenerate Matrices of Birkho’s Poly-
tope
The reconstruction of Alice’s state by the results of Bob’s
measurement in the case of arbitrary spin can be per-
formed, in principle, in the same manner with eq. (55),
but in reality, the task is nontrivial. We need to character-
ize all permissible matrices with positive matrix elements
`; j, in order to solve the system of equations (55).
First of all we have a conditionX
`
`; j =
X
j
`; j = 1: (64)
The matrices, which are satisfied to such conditions, are
called bistochastic or doubly stochastic. The class of
NN bistochastic matrices is a (N 1)2 dimensional com-
pact convex polyhedron known as the Birkho’s polytope
BN 16,18). The distance between two matrices is defined by
D(A; B) =
p
Tr(A   B)(Ay   By): (65)
The boundary consists of corners, edges, faces, 3-faces
and so on. The extreme points or corners of the polytope
represent permutation matrices P(N).
At first let us summarize some well-known proper-
ties of two-dimensional and three-dimensional bistochas-
tic matrices.
In the case of N = 2, B2 is a line segment with the
endpoints corresponding to permutation matrices
P(2)0 =
0BBBBB@1 00 1
1CCCCCA ; P(2)1 =
0BBBBB@0 11 0
1CCCCCA : (66)
The distance between these endpoints is equal to
D(P(2)0 ; P
(2)
1 ) = 2. Any bisochastic matrix 
(2) inside that
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line can be formed by combination
(2) = p0P
(2)
0 + p1P
(2)
1 ; (67)
with conditions
p0 + p1 = 1; 0  p0  1; 0  p1  1: (68)
If we use a parametrization p0 = cos2 2 , p1 = sin
2 
2 ,
where 0    , then obtain
(2) =
0BBBBB@cos2 2 sin2 2sin2 2 cos2 2
1CCCCCA : (69)
In the case of N = 3 the Birkho’s polytope contains
6 corners of permutation matrices
P(3)0 =
0BBBBBBBBBBB@
1 0 0
0 1 0
0 0 1
1CCCCCCCCCCCA ; P(3)1 =
0BBBBBBBBBBB@
1 0 0
0 0 1
0 1 0
1CCCCCCCCCCCA ;
P(3)2 =
0BBBBBBBBBBB@
0 1 0
1 0 0
0 0 1
1CCCCCCCCCCCA ; P(3)3 =
0BBBBBBBBBBB@
0 1 0
0 0 1
1 0 0
1CCCCCCCCCCCA ;
P(3)4 =
0BBBBBBBBBBB@
0 0 1
1 0 0
0 1 0
1CCCCCCCCCCCA ; P(3)5 =
0BBBBBBBBBBB@
0 0 1
0 1 0
1 0 0
1CCCCCCCCCCCA :
(70)
It is easy to check that there are 6 longer edges with
lengths D(P(3)0 ; P
(3)
3 ) = D(P
(3)
0 ; P
(3)
4 ) = D(P
(3)
3 ; P
(3)
4 ) =
D(P(3)1 ; P
(3)
2 ) = D(P
(3)
1 ; P
(3)
5 ) = D(P
(3)
2 ; P
(3)
5 ) =
p
6, which
form two equilateral triangles placed in two orthogonal
2-planes. The other 9 edges are shorter and have a length
2. An arbitrary bistochastic matrix inside B3 can be rep-
resented by
(3) =
5X
i=0
piP
(3)
i ; (71)
with condition
5X
i=0
pi = 1 (0  pi  1): (72)
For any matrix (3) the representation (71) is not unique
as the dimension of the space of 3  3 bistochastic matri-
ces is 4 and we have 6 parameters connected with the con-
dition (72). Though the dierent points inside Birkho’s
polytope can correspond to the same bistochastic matrix,
the representation (71) is convenient and useful to char-
acterize a space of bistochastic matrices.
The second condition for reconstructing an initial in-
formation after quantum measurement is the existence of
unitary matrixG, which constrict our set, but does not de-
crease a dimension. Bistochastic matrices, which can be
represented by

`; j =
h` j ji2 are called unistochas-
tic. In general case for arbitrary N there is no certain way
to check whether the given bistochastic matrix is unis-
tochastic or not. However, for N = 2 the answer is obvi-
ous, since the all 22 bistochastic matrices (69) are unis-
tochastic and the corresponding G matrix can be chosen
as (61). For the case N = 3 it is always possible to check
whether the given bistochastic matrix is unistochastic or
not. Introducing new notations
L1 =
q
(3)11 
(3)
12 ; L2 =
q
(3)21 
(3)
22 ;
L3 =
q
(3)31 
(3)
32 ; (73)
we verify a condition of forming triangle with side
lengths L1; L2 and L3
jL2   L3j  L1  L2 + L3: (74)
If the inequalities (74) are satisfied, then the matrix (3)
is unistochastic. The unistochastic subset U3 of B3 was
studied in 19).
The third condition for obtaining coecients P j is
the existence of unique solution of the system of linear
equations (55), which means that the matrix  has to be
invertible. For the case N = 2 the matrix (69) is degen-
erate only if  = =2, which corresponds to the midpoint
of the segment of bistochastic matrices. This amounts
to the reconfirmation of the argument of irreversibility
in the previous section. When N = 3 we have a three-
dimensional surface of degenerate bistochastic matrices,
which is specified by the condition
det (3) = 0: (75)
Notice that the center of Birkho’s polytope (3)i j =
1
3
also belongs to the surface of degeneracy. To character-
ize this surface we depict its boundaries in corresponding
three-dimensional surfaces of Birkho’s polytope. Fig-
ure (1a) illustrates a surface of degenerate bistochastic
matrices, which have components p4 = 0 and p5 = 0
in the representation (71). Figure (1b) demonstrates an
intersection of the surfaces of degenerate and unistochas-
tic matrices. This intersection consists of two lines O1O01
and O2O02, where O1;O
0
1;O2;O
0
2 are the midpoints of the
edges P(3)0 P
(3)
2 ; P
(3)
1 P
(3)
3 ; P
(3)
2 P
(3)
3 ; P
(3)
0 P
(3)
1 correspondingly.
Thus, to obtain a set of permissible matrices (3), we
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Figure 1. The surface of degenerate matrices of the
3-plain P(3)0 P
(3)
1 P
(3)
2 P
(3)
3 of the Bikho’s
polytope (a) and it’s intersection with the
unistochastic surface (b). The intersection
consists of two lines O1O01 and O2O
0
2, con-
necting the centers of edges of irregular
tetrahedron.
have to subtract the lines O1O01 and O2O
0
2 from the sur-
face of unistochastic matrices. In figure (2a) the surface
of non-invertible matrices is shown within the 3-plain
P(3)0 P
(3)
1 P
(3)
3 P
(3)
4 . It touches a plain P
(3)
0 P
(3)
3 P
(3)
4 at the cen-
ter of the equilateral triangle. Note that the centers of seg-
ments P(3)0 P
(3)
1 , P
(3)
3 P
(3)
1 , P
(3)
4 P
(3)
1 also belong to this sur-
face. The set of unistochastic matrices with components
p2 = 0 and p5 = 0 represent a three-dimensional volume,
Figure 2. The surface of degenerate matrices of the
facet P(3)0 P
(3)
1 P
(3)
3 P
(3)
4 (a) and it’s intersec-
tion with the 3-surface of unistochastic
matrices (b). The center of equilateral
triangle P(3)1 P
(3)
3 P
(3)
4 belongs to the sur-
face degenerate matrices. The bound-
ary of unistocastic matrices on the plain
P(3)1 P
(3)
3 P
(3)
4 is a 3-hypocycloid.
which contains edges P(3)0 P
(3)
1 , P
(3)
3 P
(3)
1 , P
(3)
4 P
(3)
1 . On the
plain P(3)0 P
(3)
3 P
(3)
4 the boundary of unistochastic subset is
the famous hypocycloid 20). The intersection of the sets of
unistochastic and degenerate matrices is shown in Figure
(2b). Here also the set of permissible matrices (3) can be
obtained by subtracting the set of non-invertible matrices
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from the volume of unistochastic ones.
Thus we have shown, in this section, that various
distinct subsets of Burkho’s polytope can be identified
in geometrical manner.
6. Summary and Prospects
In this article we have shown that the weak values emerge
quite naturally from the gauge invariant expansion of
Hermitian operators using two sets of orthonormal bases.
The absence of the smooth single orthonormal basis in
the limit f`g ! f `g of the expansion seems to explain
the reason why the concept of the weak value has eluded
the discovery by all practitioners of quantum mechanics
until late 1980s.
It will be both very interesting mathematically and
useful experimentally to characterize the unistochastic
matrices of higher dimension and their irreversible sub-
sets within the Birkho’s polytope. It appears, however,
that we have no general recipe for this task at this point,
since characterizing the structure of the Birkho’s poly-
tope itself is already a hard task, partially completed only
up to N = 4 19).
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量子演算子の弱値展開とそのストカスティック行列への応用
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要約：任意のハミルトニアン演算子は二つの斜交する直交基底によって展開することができ、その
時の展開係数を弱値として解釈できることを示した。この解釈の有用性をスピン 1/2系、およびス
ピン 1系における射影測定を記述するストカスティック行列のうちの可逆な族の探求の例をもって
示した。
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