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We study the Bose and Fermi Hubbard model in the (formal) limit of large coordination numbers
Z ≫ 1. Via an expansion into powers of 1/Z, we establish a hierarchy of correlations which facilitates
an approximate analytical derivation of the time-evolution of the reduced density matrices for one
and two sites etc. With this method, we study the quantum dynamics (starting in the ground
state) after a quantum quench, i.e., after suddenly switching the tunneling rate J from zero to a
finite value, which is still in the Mott regime. We find that the reduced density matrices approach
a (quasi) equilibrium state after some time. For one lattice site, this state can be described by a
thermal state (within the accuracy of our approximation). However, the (quasi) equilibrium state
of the reduced density matrices for two sites including the correlations cannot be described by a
thermal state. Thus, real thermalization (if it occurs) should take much longer time. This behavior
has already been observed in other scenarios and is sometimes called “pre-thermalization.” Finally,
we compare our results to numerical simulations for finite lattices in one and two dimensions and
find qualitative agreement.
PACS numbers: 67.85.-d, 05.30.Rt, 05.30.Jp, 71.10.Fd
I. INTRODUCTION
Despite decades of research, our understanding of the
quantum dynamics of interacting many-particle systems
is still far from complete. One of the major unsolved
questions (or rather a set of questions) is the problem
of thermalization of isolated quantum systems [1–18]. In
one version, this question can be posed in the following
way: Given an interacting quantum many-body system
on an infinite lattice in a globally excited state, do all
observables involving a finite number of lattice sites set-
tle down to a value which is consistent with a thermal
state described by a suitable temperature? Note that we
do not consider thermalization induced by the coupling
to some large thermal reservoir, but the intrinsic mecha-
nism occurring in closed quantum systems during unitary
evolution.
The global nature of the excitation is necessary because
a local excitation (with a finite total energy) would typ-
ically disperse to infinity and leave the system locally at
its ground state after some time. One option to create
such a global excitation is a quantum quench: Starting
in the ground state of a given Hamiltonian, one suddenly
(or at least non-adiabatically) changes some of the pa-
rameters, e.g., the external magnetic field or a coupling
strength, and thus induces a global departure from the
ground state (of the modified Hamiltonian).
This behavior crucially depends on the structure of the
Hamiltonian. Integrable models, for example, possess an
infinite set of non-trivial conserved quantities. If these
conserved quantities are measurable with local observ-
ables, there is no real thermalization. Instead, one should
describe the state by a generalized Gibbs ensemble which
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contains a Lagrange multiplier for each conserved quan-
tity. This motivates the study of non-integrable mod-
els, such as the Bose-Hubbard model and Fermi-Hubbard
model in more than one dimension considered here. The
models are prototypical examples for simple and yet non-
trivial lattice Hamiltonians and can also be realized ex-
perimentally, for example, with ultra-cold atoms in opti-
cal lattices [19–24].
Even if the thermalization occurs, there is still the
question of the time scales involved, for example: How
fast does the system thermalize and do some observable
thermalize faster than others? Are there intermediate
stages and how fast do the quantum correlations spread?
The last question is related to the others since the unitary
evolution of a closed quantum system implies that an ini-
tially pure state will remain pure. Hence the description
of a local state by a thermal (i.e., mixed) density matrix
is only possible due to quantum correlations with some
remote part of the lattice which is averaged over.
Quantum quenches have been considered before, for
bosons and for fermions. For bosons, many studies have
been devoted to one spatial dimension by employing ex-
act diagonalization [25–28], time-dependent density ma-
trix renormalization group theory (t-DMRG) [25, 29–34],
and Jordan-Wigner fermionization [35]. For correspond-
ing experiments, see Refs. [36–40]. However, thermal-
ization in one spatial dimension is quite different from
the behavior in higher dimensions because quasi-particles
in one dimension cannot thermalize via elastic two-body
collisions due to energy-momentum conversation.
For bosons in higher dimensions, many of the meth-
ods which work well in one dimension cannot be applied.
Apart from some general statements concerning the re-
laxation of a quantum system towards equilibrium [29–
31], quantum quenches have been studied by using cer-
tain approximations, such as Bogoliubov-type approxi-
2mations or strong-coupling perturbation theory [41–44],
the Gutzwiller approximation [45], or related (semi) clas-
sical methods [46–48], as well as (truncated) exact diag-
onalization [25]. However, these approximations are only
reliable in certain regions of parameter space. For an
experimental realization of the quench from the Mott-
insulator to the superfluid regime, see Ref. [49].
For fermions in one spatial dimension, the integrability
of the Fermi-Hubbard model facilitates the derivation of
the exact evolution after a quench including effects such
as “pre-thermalization” [13, 50, 51]. Again, in higher
dimensions, appropriate approximations are necessary,
such as a time-dependent Monte-Carlo method [52],
time-dependent dynamical mean field theory [53–57], the
Gutzwiller ansatz for fermions [58–60], the flow equation
method [9, 10, 61, 62], or effective quasi-particle meth-
ods [63].
In the present work, we study the quantum evolution
after a quench in the Bose and Fermi Hubbard models.
We develop and employ an analytic approximation tech-
nique which is controlled by an expansion into powers
of the inverse coordination number 1/Z (see also [64]).
Note that the 1/Z-expansion employed here is somewhat
similar to time-dependent dynamical mean field theory
(t-DMFT), but the 1/
√
Z scaling of the hopping term
in the Hamiltonian (used in t-DMFT) is replaced by a
1/Z scaling in our approach – which allows us to derive
analytic expressions for the time-dependent correlation
functions after the quench.
II. BOSE-HUBBARD MODEL
The Bose-Hubbard model is one of the most simple and
yet non-trivial models in condensed matter theory [65–
67]. It describes identical bosons hopping on a lattice
with the tunneling rate J . In addition, two (or more)
bosons at the same lattice site repel each other with the
interaction energy U . The Hamiltonian reads
Hˆ = − J
Z
∑
µν
Tµν bˆ
†
µbˆν +
U
2
∑
µ
nˆµ(nˆµ − 1) . (1)
Here bˆ†µ and bˆν are the creation and annihilation opera-
tors at the lattice sites µ and ν, respectively, which obey
the usual commutation relations[
bˆν , bˆ
†
µ
]
= δµν ,
[
bˆ†ν , bˆ
†
µ
]
=
[
bˆν , bˆµ
]
= 0 . (2)
The lattice structure is encoded in the adjacency matrix
Tµν which equals unity if µ and ν are tunneling neighbors
(i.e., if a particle can hop from µ to ν) and zero other-
wise. The number of tunneling neighbors at a given site µ
yields the coordination number Z =
∑
ν Tµν (we assume
a translationally invariant lattice). Finally, nˆµ = bˆ
†
µbˆµ is
the number operator and we assume unit filling 〈nˆµ〉 = 1
in the following. Note that the total particle number
Nˆ =
∑
µ nˆµ is conserved [Hˆ, Nˆ ] = 0.
The Bose-Hubbard model is considered as one of
the prototypical examples for a quantum phase transi-
tion [68]. If the interaction term dominates U ≫ J , the
bosons are pinned to their lattice sites and we have the
Mott insulator state∣∣ΨJ=0Mott〉 =⊗
µ
|1〉µ =
∏
µ
bˆ†µ |0〉 ❀ Hˆ
∣∣ΨJ=0Mott〉 = 0 ,(3)
which is fully localized. If the hopping rate dominates
U ≪ J , on the other hand, the particles can propagate
freely across the lattice and become completely delocal-
ized
∣∣ΨU=0superfluid〉 = 1√
N !NN
(∑
µ
bˆ†µ
)N
|0〉
=
1√
N !
(
bˆ†
k=0
)N
|0〉 , (4)
which is the superfluid phase. Obviously, the Mott
state (3) does not have any correlations [69] between lat-
tice sites, for example 〈bˆ†µbˆν〉Mott = δµν , whereas the su-
perfluid state in (4) shows correlations across the whole
lattice 〈bˆ†µbˆν〉superfluid = 1. Furthermore, the Mott in-
sulator state is separated by a finite energy gap from
the lowest excited state, while the superfluid state pos-
sesses sound-like modes with arbitrarily low energies (for
an infinitely large lattice N → ∞). Finally, the Bose-
Hubbard model can be realized experimentally (to a very
good approximation) with ultra-cold atoms in optical lat-
tices [70–72] and it was even possible to observe the afore-
mentioned phase transition in these systems [73].
In spite of its simplicity, the Bose-Hubbard model (1)
cannot be solved analytically. Numerical simulations are
limited to reduced sub-spaces or small systems sizes, see
Section IX below. Analytical approaches are based on
suitable approximations. In order to control the error
of these approximations, they should be based on an ex-
pansion in term of some large or small control parameter.
For the Bose-Hubbard model (1), one could consider the
limit of large 〈nˆµ〉 ≫ 1 or small 〈nˆµ〉 ≪ 1 filling [41, 42],
for example, or the limit of weak coupling U ≪ J or
strong coupling U ≫ J [74–77]. However, none of these
limits is particularly well suited for studying the Mott–
superfluid phase transition. To this end, we consider the
limit Z ≫ 1 in the following and employ an expansion
into powers of 1/Z as small control parameter. Note
that an expansion in powers of 1/Z was also used to de-
rive bosonic dynamical mean-field equations (which were
then solved numerically) in [64, 78, 79].
III. HIERARCHY OF CORRELATIONS
Let us consider general Hamiltonians of the form
Hˆ =
1
Z
∑
µν
Hˆµν +
∑
µ
Hˆµ , (5)
3which includes the bosonic and fermionic Hubbard mod-
els (1) and (57) as special cases. The quantum evolution
of the density operator ρˆ describing the state of the full
lattice can be written as
i∂tρˆ =
[
Hˆ, ρˆ
]
=
1
Z
∑
µν
[
Hˆµν , ρˆ
]
+
∑
µ
[
Hˆµ, ρˆ
]
=
1
Z
∑
µν
L̂µν ρˆ+
∑
µ
L̂µρˆ , (6)
where we have introduced the Liouville super-operators
L̂µν and L̂µ as short-hand notation. As the next step, we
introduce the reduced density matrices for one or more
lattice sites via averaging (tracing) over all other sites
ρˆµ = Tr 6µ{ρˆ} , ρˆµν = Tr 6µ6ν{ρˆ} , (7)
and so on. Note that Tr{ρˆ} = 1 implies Trµ{ρˆµ} = 1
and Trµν{ρˆµν} = 1 etc. Next we define correlated parts
of the reduced density matrices via
ρˆµν = ρˆ
corr
µν + ρˆµρˆν (8)
ρˆµνλ = ρˆ
corr
µνλ + ρˆ
corr
µν ρˆλ + ρˆ
corr
µλ ρˆν + ρˆ
corr
νλ ρˆµ + ρˆµρˆν ρˆλ ,
and analogously for more lattice sites. As a consequence,
we obtain from Eq. (6) the evolution equation for the
one-point density matrix
i∂tρˆµ =
1
Z
∑
κ 6=µ
Trκ
{
L̂Sµκ(ρˆcorrµκ + ρˆµρˆκ)
}
+ L̂µρˆµ , (9)
where L̂Sµν = L̂µν + L̂νµ denotes the symmetrized
form. Obviously, solving this equation exactly requires
knowledge of the two-point correlation ρˆcorrµκ . The time-
evolution of this quantity can also be obtained from
Eq. (6) and reads
i∂tρˆ
corr
µν = L̂µρˆcorrµν +
1
Z
L̂µν(ρˆcorrµν + ρˆµρˆν)
− ρˆµ
Z
Trµ
{
L̂Sµν(ρˆcorrµν + ρˆµρˆν)
}
+
1
Z
∑
κ 6=µ,ν
Trκ
{
L̂Sµκ(ρˆcorrµνκ + ρˆcorrµν ρˆκ + ρˆcorrνκ ρˆµ)
}
+(µ↔ ν) . (10)
As one would expect, this equation contains the three-
point correlator ρˆcorrµνκ, and similarly the evolution equa-
tion for ρˆcorrµνκ contains the four-point correlator etc. In
general, one cannot exactly solve this infinite set of equa-
tions. However, the limit Z ≫ 1 facilitates an approxi-
mate solution that can be systematically improved.
Let us start from an initial state ρˆin =
⊗
µ ρˆ
in
µ that
does not have any correlations (i.e., ρˆcorrµν (0) = 0 and
ρˆcorrµνκ(0) = 0, etc.) such as the Mott state (3). In this
case, the right-hand side of Eq. (10) scales as 1/Z and
thus the time evolution creates only small correlations
ρˆcorrµν (t). If these correlations are small initially, ρˆ
corr
µν (0) =
O(1/Z), they remain small at least for a finite time. The
order of terms in the second line of Eq. (10) is determined
by the correlated parts of the density matrices. This is
because the summation over κ gives at most a factor of
Z which is compensated by the factor 1/Z in front of
the sum. In addition, we can neglect the term in Eq. (9)
which contains ρˆcorrµν because it is of the higher order than
the others. Thus, we arrive at an approximate equation
containing one-point density matrices only
i∂tρˆµ =
1
Z
∑
κ 6=µ
Trκ
{
L̂Sµκρˆµρˆκ
}
+ L̂µρˆµ + O(1/Z) .(11)
The approximate solution ρˆ0µ of this self-consistent equa-
tion is valid to lowest order in 1/Z, i.e., ρˆµ = ρˆ
0
µ+O(1/Z)
and reproduces the well-known Gutzwiller ansatz [66, 80,
81]. If we now insert this approximate solution ρˆ0µ into
Eq. (10), we get an approximate evolution equation for
the two-point correlator
i∂tρˆ
corr
µν = L̂µρˆcorrµν +
1
Z
L̂µν ρˆ0µρˆ0ν −
ρˆ0µ
Z
Trµ
{
L̂Sµν ρˆ0µρˆ0ν
}
+
1
Z
∑
κ 6=µ,ν
Trκ
{
L̂Sµκ(ρˆcorrµν ρˆ0κ + ρˆcorrνκ ρˆ0µ)
}
+(µ↔ ν) + O(1/Z2) . (12)
Since we assumed that the three-point correlations ρˆcorrµνκ
are suppressed by O(1/Z2), they do not spoil this line
of arguments. In complete analogy, it is possible to de-
rive the evolution equations for any ℓ-point function, see
Appendix A. Thus, we find that ℓ-point correlations are
suppressed as O(1/Zℓ−1), i.e.,
ρˆµ = O
(
Z0
)
, ρˆcorrµν = O (1/Z) ,
ρˆcorrµνκ = O
(
1/Z2
)
, ρˆcorrµνκλ = O
(
1/Z3
)
, (13)
and so on, see Appendix A. The hierarchy (13) is re-
lated to the quantum de Finetti theorem [82], the general-
ized cumulant expansion [83], and the Bogoliubov-Born-
Green-Kirkwood-Yvon (BBGKY) hierarchy [84], but we
are considering lattice sites instead of particles. As an
example for the four-point correlator, let us consider ob-
servables Aˆµ, Bˆν , Cˆκ, and Dˆλ at four different lattice
sites, which have vanishing on-site expectation values
〈Aˆµ〉 = 〈Bˆν〉 = 〈Cˆκ〉 = 〈Dˆλ〉 = 0. In this case, the
hierarchy (13) implies
〈AˆµBˆνCˆκDˆλ〉 = 〈AˆµBˆν〉〈CˆκDˆλ〉+ 〈AˆµCˆκ〉〈BˆνDˆλ〉
+〈AˆµDˆλ〉〈BˆνCˆκ〉+ O
(
1/Z3
)
, (14)
which resembles the Wick theorem in free quantum field
theory (even though the quantum system considered here
is strongly interacting).
IV. MOTT INSULATOR STATE
Now let us apply the hierarchy discussed above to the
Bose-Hubbard model (1). To this end, we start with the
4factorizing Mott state (3) at zero hopping rate J = 0 as
our initial state
ρˆin =
⊗
µ
ρˆinµ =
⊗
µ
|1〉µ〈1| . (15)
Then we slowly switch on the hopping rate J(t) until we
reach its final value. In view of the finite energy gap,
the adiabatic theorem implies that we stay very close to
the real ground state of the system if we do this slowly
enough. Of course, we cannot cross the phase transi-
tion in this way (i.e., adiabatically) since the energy gap
vanishes at the critical point, see Section V below.
Since we have 〈bˆµ〉 = 0 in the Mott state, Eq. (11)
simplifies to
i∂tρˆµ ≈ 1
Z
∑
κ 6=µ
Trκ
{
L̂Sµκρˆµρˆκ
}
+ L̂µρˆµ = 0
❀ ρˆ0µ = |1〉µ〈1| . (16)
Thus, to zeroth order in 1/Z (i.e., on the Gutzwiller
mean-field level), the Mott insulator state ρˆ0µ for finite
J has the same form as for J = 0. To obtain the first
order in 1/Z, we insert this result into (12). Again using
〈bˆµ〉 = 0, we find
i∂tρˆ
corr
µν =
(
L̂µ + L̂ν
)
ρˆcorrµν +
1
Z
L̂Sµν ρˆ0µρˆ0ν
+
1
Z
∑
κ 6=µ,ν
Trκ
{
L̂Sµκρˆcorrνκ ρˆ0µ + L̂Sνκρˆcorrµκ ρˆ0ν
}
+O(1/Z2) . (17)
Formally, this is an evolution equation for an infinite
dimensional matrix ρˆcorrµν . Fortunately, however, it suf-
fices to consider a few elements only. If we introduce
pˆµ = |1〉µ〈2| and hˆµ = |0〉µ〈1| as local particle and hole
operators (these excitations are sometimes [35, 39, 85]
called doublons and holons), all the interesting physics
can be captured by their correlation functions (for µ 6= ν)
f11µν = 〈hˆ†µhˆν〉 = Tr
{
ρˆ hˆ†µhˆν
}
= Trµν
{
ρˆcorrµν hˆ
†
µhˆν
}
,
f12µν = 〈hˆ†µpˆν〉 = Tr
{
ρˆ hˆ†µpˆν
}
= Trµν
{
ρˆcorrµν hˆ
†
µpˆν
}
,
f21µν = 〈pˆ†µhˆν〉 = Tr
{
ρˆ pˆ†µhˆν
}
= Trµν
{
ρˆcorrµν pˆ
†
µhˆν
}
,
f22µν = 〈pˆ†µpˆν〉 = Tr
{
ρˆ pˆ†µpˆν
}
= Trµν
{
ρˆcorrµν pˆ
†
µpˆν
}
. (18)
To first order in 1/Z, these correlation functions form a
closed set of equations [86]
i∂tf
12
µν = −
J
Z
∑
κ 6=µ,ν
(
Tµκ(f
12
κν +
√
2f22κν)
+
√
2Tνκ(f
11
µκ +
√
2f12µκ)
)
+Uf12µν −
J
√
2
Z
Tµν , (19)
and
i∂tf
21
µν = +
J
Z
∑
κ 6=µ,ν
(
Tνκ(f
21
κµ +
√
2f11κµ)
+
√
2Tµκ(f
22
κν +
√
2f12κν)
)
−Uf21µν +
J
√
2
Z
Tµν , (20)
as well as
i∂tf
11
µν = i∂tf
22
µν = −
√
2J
Z
∑
κ 6=µ,ν
(
Tµκf
21
κν − Tνκf12µκ
)
.
(21)
This truncation is due to the fact that the correlation
functions fmnµν involving higher occupation numbers m ≥
3 or n ≥ 3 do not have any source terms of order 1/Z
and hence do not contribute at that level. Exploiting
translational symmetry, we may simplify these equations
by a spatial Fourier transformation with
Tµν =
Z
N
∑
k
Tke
ik·(xµ−xν) , (22)
fabµν =
1
N
∑
k
fabk e
ik·(xµ−xν) , (23)
whereN denotes the number of lattice sites (which equals
the number of particles in our case). Formally, in order
to Fourier transform equations (19)-(21), one should add
the summands corresponding to κ = µ and κ = ν. Since
these terms are of order 1/Z2, they do not spoil our first-
order analysis. However, when going to second order
1/Z2, (see Section VIII below), they have to be taken
into account.
After the Fourier transformation (22) and (23),
Eqs. (19)-(21) become
(i∂t − U + 3JTk)f12k = −
√
2JTk(f
11
k + f
22
k + 1) ,(24)
(i∂t + U − 3JTk)f21k = +
√
2JTk(f
11
k + f
22
k + 1) ,(25)
i∂tf
11
k = i∂tf
22
k =
√
2JTk(f
12
k − f21k ) . (26)
The last equation implies an effective particle-hole sym-
metry f11k = f
22
k valid only in the first order of 1/Z.
With this symmetry, any stationary state (including the
ground state) with ∂tf
ab
k = 0 must obey the condition
f12k = f
21
k =
√
2JTk(2f
11
k + 1)
U − 3JTk . (27)
Equations (24)-(26) allow several stationary solutions. In
order to find the ground state one supplementary con-
dition has to be imposed. One way is to envisage an
adiabatic switching procedure starting from the exactly
known ground state at J = 0 and slowly increasing J un-
til its desired final value J is reached. The evolution pro-
cess has to be very slow in order to avoid the population
of excited states. The remaining unknown quantity f11k
5is then obtained by noticing that, for any time-dependent
J(t), the evolution equations (24)-(26) leave the following
bilinear quantity invariant:
∂t
[
f11k (f
11
k + 1)− f12k f21k
]
= 0 . (28)
Thus, starting in the Mott state (3) at zero hopping rate
J = 0 with vanishing correlations fabk (t = 0) = 0, we get
the additional condition
f11k (f
11
k + 1) = f
12
k f
21
k (29)
for all times t > 0. Ergo, Eqs. (27) and (29) yield
f11k =
U − 3JTk − ωk
2ωk
, f12k =
√
2JTk
ωk
, (30)
where
ωk =
√
U2 − 6JUTk + J2T 2k . (31)
corresponds to the non-trivial eigenfrequency of the ho-
mogeneous part of Eqs. (24)-(26). This expression (31)
has already been derived using different methods, such
as the time dependent Gutzwiller approach [87], the ran-
dom phase approximation [88], or the slave boson ap-
proach [89], where ωk = ω
d
k − ωhk is given by the differ-
ence between the doublon and holon frequencies. Note
that this expression (31) differs from the one obtained in
Ref. [35] for a one-dimensional lattice via a fermioniza-
tion approach.
Thus, the ground-state correlations read (for µ 6= ν)
〈hˆ†µhˆν〉ground = 〈pˆ†µpˆν〉ground (32)
=
1
N
∑
k
U − 3JTk − ωk
2ωk
eik·(xµ−xν) ,
〈hˆ†µpˆν〉ground = 〈pˆ†µhˆν〉ground (33)
=
1
N
∑
k
√
2JTk
ωk
eik·(xµ−xν) .
Consistent with the (discrete) translational invariance of
the lattice, these and other two-point correlation func-
tions depend on the distance xµ − xν . Again, similar
results, e.g., the correlator 〈bˆ†µbˆν〉ground can also be ob-
tained employing other methods, such as the the ran-
dom phase approximation [88]. However, the justifica-
tion of this approximation is another matter – especially
for time-dependent situations we are interested in, such
as a rapidly changing J(t) and the subsequent dephasing
of quasi-particles etc.
The above Eqs. (32) and (33) describe the correlations
and are valid for µ 6= ν only. The correct on-site density
matrix ρµ can be obtained from (9) which shows that
non-vanishing correlations lead to small deviations from
the lowest-order result ρ0µ. As one would expect, the
quantum ground-state fluctuations manifest themselves
in a small depletion of the unit-filling state ρˆ0µ = |1〉µ〈1|
given by a small but finite probability for a particle f2 =
Tr{ρˆµ|2〉µ〈2|} = 〈pˆ†µpˆµ〉 or a hole f0 = Tr{ρˆµ|0〉µ〈0|} =
〈hˆµhˆ†µ〉. To first order in 1/Z, we get from (9)
i∂tf0 = i∂tf2 =
∑
k
√
2JTk
N
(f12k − f21k )
=
i
N
∑
k
∂tf
11
k , (34)
where we used Eq. (26) in the last step. This equation
can be integrated easily and with the initial conditions
f0(t = 0) = f2(t = 0) = 0 we find the 1/Z-corrections to
the on-site density matrix
〈pˆ†µpˆµ〉 = 〈hˆµhˆ†µ〉 =
1
N
∑
k
U − 3JTk − ωk
2ωk
. (35)
Note that, even though the right-hand side of the above
equation looks like that of (32) for µ = ν, one should
be careful as they are derived from two different equa-
tions: (9) and (10).
In an analogous way, we may derive the expression for
the ground-state energy E0 to first order of 1/Z, which
can be obtained combining Eqs. (32), (33) and (35), and
gives
E0
N
=
∑
k
ωk − U
2N
+O
(
1
Z2
)
. (36)
This result can also be obtained via the slave boson
approach [89] supplemented with the restriction of the
Hilbert space to local occupation numbers below three.
In our method, this restriction does not have to be put in
by hand, but follows effectively from the 1/Z-expansion.
V. QUENCH DYNAMICS
After having studied the ground-state properties of the
Mott phase, let us consider a quantum quench. This re-
quires a time-dependent solution of the evolution equa-
tions (24)-(26) which crucially depends on the eigenfre-
quency (31). Thus, let us first discuss the general behav-
ior of (31). In view of the definition (22), Tk adopts its
maximum value Tk=0 = 1 at k = 0. Thus ωk=0 = ∆E
corresponds to the energy gap of the Mott state men-
tioned in Section IV. For J = 0, we have a flat disper-
sion relation ωk = U . If we increase J , the dispersion
relation ωk bends down and the minimum at k = 0
approaches the axis. Finally, at a critical value of the
hopping rate given by Jc/U = 3 −
√
8 ≈ 0.17 [68] the
minimum ωk=0 touches the axis and thus the energy gap
vanishes ∆E = 0. This marks the transition to the super-
fluid regime and we can neither analytically nor adiabati-
cally continue beyond this point. However, nothing stops
us from suddenly switching J to a final value Jout > Jc
beyond this point. Of course, this would not be adia-
batic anymore and we would no longer be close to the
ground state. For hopping rates J which are a bit larger
6than the critical value J > Jc, the eigenfrequencies ωk
become imaginary for small k indicating an exponential
growth of these modes, i.e., an instability. This is be-
cause the Mott state is no longer the ground state. If we
consider even larger J , we find that the original minimum
of the dispersion relation ω2k at k = 0 splits into degen-
erate minima at finite values of k when J = 3U , while
k = 0 becomes a local maximum. This local maximum
even emerges ω2k=0 > 0 on the positive side again for
J > U(3 +
√
8). Nevertheless, there are always unstable
modes for some values of k, see Fig. 1 and compare [90].
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FIG. 1. Dispersion relation ω2k/U
2 in one dimension for dif-
ferent values of J/U .
After these preliminaries, let us study a quantum
quench from J = 0 to a finite value Jout < Jc which
is still in the Mott regime. For simplicity, we consider
a sudden change of J(t) = JoutΘ(t), but the calculation
can easily be generalized to other scenarios. Solving the
evolution equations (24)-(26) for this case, we find [91]
〈hˆ†µhˆν〉quench = 〈pˆ†µpˆν〉quench (37)
=
1
N
∑
k
4J2T 2k
1− cos(ωkt)
ω2k
eik·(xµ−xν) ,
and
〈hˆ†µpˆν〉quench =
i
N
∑
k
√
2JTk
sin(ωkt)
ωk
eik·(xµ−xν)
+
1
N
∑
k
√
2JTk(U − 3JTk)
×1− cos(ωkt)
ω2k
eik·(xµ−xν) . (38)
The remaining correlation can simply be obtained via
〈pˆ†ν hˆµ〉 = 〈hˆ†µpˆν〉∗. The correlator in terms of the original
creation and annihilation operators bˆ†µ and bˆν is just a
linear combination of these correlation functions
〈bˆ†µbˆν〉quench =
4JU
N
∑
k
Tk
1− cos(ωkt)
ω2k
eik·(xµ−xν) .(39)
The quench J(t) can be realized experimentally by de-
creasing the intensity of the laser field generating the
optical lattice (which lowers the potential barrier for tun-
neling and thus increases J). Thus the above prediction
should be testable in experiments.
Note that the same expression would apply to a quench
from the Mott to the superfluid regime, cf. [91]. As ex-
plained above, in this case the frequencies ωk become
imaginary for some k and thus these modes grow expo-
nentially. As a result, the expectation value will quickly
be dominated by these fast growing modes and so most of
the details of the initial state will become unimportant.
Of course, this exponential growth cannot continue for-
ever – after some time, the 1/Z-expansion breaks down
since the quantum fluctuation are too strong and the
growth will saturate.
VI. EQUILIBRATION
However, in the following, we shall study a quench
within the Mott regime. In this case, all frequencies are
real ωk ∈ R and thus there is no exponential growth –
all modes oscillate. For an infinite (or at least extremely
large) lattice, the oscillations in (37-39) average out for
sufficiently large times t and thus these observables ap-
proach a quasi-equilibrium value
〈hˆ†µhˆν〉equil = 〈pˆ†µpˆν〉equil (40)
=
1
N
∑
k
4J2T 2k
ω2k
eik·(xµ−xν) ,
〈hˆ†µpˆν〉equil = 〈pˆ†µhˆν〉equil (41)
=
1
N
∑
k
√
2JTk
U − 3JTk
ω2k
eik·(xµ−xν) .
7The quasi-equilibrium values for the local (on-site) par-
ticle and hole probabilities can be derived in complete
analogy to the previous case
〈pˆ†µpˆµ〉equil = 〈hˆµhˆ†µ〉equil =
1
N
∑
k
4J2T 2k
ω2k
. (42)
Again, it turn out that the result coincides with Eq. (40)
after setting ν = µ. For the explicit example of a Bose-
Hubbard model on a three-dimensional cubic lattice after
a quench according to J/U = 0→ 0.14, the time depen-
dences from Eqs. (37) and (38) are plotted in Fig. 2.
Having found that the observables considered above
approach a quasi-equilibrium state, it is natural to ask
the question of thermalization. As explained in the In-
troduction, this is one of the major unsolved questions
(or rather a set of questions) in quantum many-body the-
ory [9, 13–16]. Even though we cannot settle this ques-
tion here, we can compare the quasi-equilibrium values
obtained above with a thermal state. To this end, we
derive the thermal density matrix ρˆβ corresponding to a
given temperature kBT = 1/β. Using the grand canoni-
cal ensemble, the thermal density operator reads
ρˆβ =
e−β(Hˆ−µNˆ)
Tr{e−β(Hˆ−µNˆ)} , (43)
where chemical potential µ will be chosen such that the
filling is equal to unity. For small values of J/U , we
can employ strong-coupling perturbation theory, i.e., an
expansion in powers of J/U . It is useful to introduce the
operator [30, 31]
Rˆ(β) = eβHˆ0e−β(Hˆ0+Hˆ1) , (44)
where Hˆ0 is the diagonal on-site part of the grand canon-
ical Hamiltonian Hˆ − µNˆ and Hˆ1 is the hopping term.
This operator satisfies the differential equation
∂βRˆ(β) = −Hˆ1(β)Rˆ(β) , (45)
where Hˆ1(β) = e
βHˆ0Hˆ1e
−βHˆ0 . In analogy to time-
dependent perturbation theory, the operator Rˆ can be
calculated perturbatively by integrating this equation
with respect to β. In first-order perturbation expansion
(in J/U), we have (see also Ref. [30])
ρˆβ =
e−βHˆ0
Z0
(
1 +
J
Z
∑
µν
Tµν bˆ
†
µ
eβU(nˆµ−nˆν) − 1
U(nˆµ − nˆν) bˆν
)
(46)
with Z0 = Tr{e−βHˆ0}. Obviously, the correction to first
order in J/U does not affect the one-point density matrix
ρˆµ but the two-point correlations. Thus, we find that the
quasi-equilibrium state of the one-point density matrix
ρˆµ can indeed be described by a thermal state provided
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FIG. 2. Time-dependence of the depletion 〈pˆ†µpˆµ〉 and the
nearest-neighbor correlations functions 〈hˆ†µpˆν〉 and 〈pˆ†µpˆν〉 in
three dimensions after the quench within the Mott phase
J/U = 0 → 0.14 in comparison to their ground-state val-
ues. After quasi-equilibration, 〈pˆ†µpˆν〉quench and 〈pˆ†µpˆν〉ground
as well as 〈pˆ†µpˆµ〉quench and 〈pˆ†µpˆµ〉ground differ roughly by a
factor of two.
that we choose the chemical potential as µ = U/2 which
gives
ρˆµ(β) ≈ e
−βU/2
2
|0〉µ〈0|+
(
1− e−βU/2
)
|1〉µ〈1|
+
e−βU/2
2
|2〉µ〈2| . (47)
8The particular value µ = U/2 of the chemical potential
ensures that (in first order thermal perturbation theory)
we have on average one particle per lattice site and the
particle-hole symmetry 〈pˆ†µpˆµ〉 = 〈hˆ†µhˆµ〉. To obtain the
correct probabilities, we have to select the temperature
according to
e−βU/2 = 2〈pˆ†µpˆµ〉equil =
8J2
N
∑
k
T 2k
ω2k
= O(1/Z) ,(48)
which can be deduced from Eqs. (42) and (47). Since
the depletion is small 〈pˆ†µpˆµ〉 = O(1/Z), we obtain a low
effective temperature which scales as T = O(U/ lnZ).
Accordingly, consistent with our 1/Z-expansion, we can
neglect higher Boltzmann factors such as e−βU .
VII. CORRELATIONS
Of course, the fact that the one-point density matrix
ρˆµ can be described (within our limits of accuracy) by a
thermal state does not imply that the same is true for
the correlations. To study this point, let us calculate the
thermal two-point correlator from (46). To first order in
J/U and 1/Z = O(e−βU/2), we find
〈hˆ†µpˆν〉β = 〈pˆ†µhˆν〉β =
√
2JTµν
ZU
+O(J2) + O(1/Z2) , (49)
while 〈hˆ†µhˆν〉β and 〈pˆ†µpˆν〉β vanish (to first order in
J/U). If we compare this to the quasi-equilibrium value
〈hˆ†µpˆν〉equil in (41), we find that they coincide to first or-
der in J/U
〈hˆ†µpˆν〉equil = 〈pˆ†µhˆν〉equil =
√
2JTµν
ZU
+O(J2) + O(1/Z2) . (50)
This is perhaps not too surprising since the same value
can be obtained from the ground-state fluctuations
〈hˆ†µpˆν〉ground = 〈pˆ†µhˆν〉ground in (33) after expanding them
to first order in J/U . Due to the low effective temper-
ature T = O(U/ lnZ), the lowest Boltzmann factor is
suppressed by e−βU/2 = O(1/Z). As a consequence,
because the correlations are small O(1/Z), their finite-
temperature corrections are even smaller O(1/Z2), and
thus can be neglected.
The same is true for the other correlations 〈hˆ†µhˆν〉 =
〈pˆ†µpˆν〉. All of them: the ground-state correla-
tors 〈hˆ†µhˆν〉ground = 〈pˆ†µpˆν〉ground in (32), the quasi-
equilibrium correlators 〈hˆ†µhˆν〉equil = 〈pˆ†µpˆν〉equil in (40),
as well as the thermal correlators 〈hˆ†µhˆν〉β and 〈pˆ†µpˆν〉β
vanish to first order in J/U . Therefore, to first order in
J/U and 1/Z, the thermal state can describe the observ-
ables under consideration. However, going to the next
order in J , this description breaks down. This failure
can even be shown without explicitly calculating Rˆ(β)
up to second order. If we compare the quasi-equilibrium
correlators (40)
〈hˆ†µhˆν〉equil = 〈pˆ†µpˆν〉equil =
4J2
U2Z2
∑
κ
TµκTκν
+O(J3) + O(1/Z2) , (51)
with the ground-state correlations in (32), expanded to
the same order in J
〈hˆ†µhˆν〉ground = 〈pˆ†µpˆν〉ground =
2J2
U2Z2
∑
κ
TµκTκν
+O(J3) + O(1/Z2) , (52)
we find a discrepancy by a factor of two [92]. I.e., af-
ter the quench, these correlations settle down to a value
which is twice as large as in the ground state (see Fig. 2).
This factor of two has already been found elsewhere
in the context of standard time-dependent and time-
independent perturbation theory, see also [10]. This is
incompatible with the small Boltzmann factors e−βU/2 =
O(1/Z) and would require a comparably large effective
temperature T = O(U) instead of T = O(U/ lnZ).
However, such a large effective temperature T = O(U)
is inconsistent with the small on-site depletion (48).
This distinction between local observables (which be-
come approximately thermal) and non-local correlations
(which are incompatible with this thermal state) has al-
ready been observed in other scenarios using different ap-
proaches. For the Bose-Hubbard model, quenches from
the superfluid phase to the Mott state at finite values of
J and U have been studied in Ref. [25], where a signifi-
cant dependence on the final values of J and U has been
observed: For large values of the final U , the (quasi) equi-
librated correlations deviate significantly from a ther-
mal state, whereas this deviation is not pronounced for
smaller values. In contrast, a quench between the two
exactly solvable cases J = 0 on the one hand and U = 0
on the other hand has been studied in Ref. [29]. This case
can be solved exactly and consistent with the existence
of the conservation laws (as mentioned in the Introduc-
tion), only partial thermalization is observed. Further
studies have been devoted to bosonic superlattices (see,
e.g., Ref. [30]) and fermionic systems (see the discussion
at the end of Section XII), for example. Unfortunately,
a general and unifying understanding of all these non-
equilibrium phenomena is still missing.
VIII. SECOND ORDER IN 1/Z
So far, we have only considered the first order in 1/Z.
Now let us discuss the effect of higher orders by means of
a few examples. Unfortunately, the complete derivation
is rather lengthy and cannot be given here, it will be
presented elsewhere [93].
Let us go back to the derivation from (10) to (12) and
include 1/Z2 corrections. To achieve this level of accu-
racy, we should not replace the exact one-point density
9matrix ρˆµ by it lowest-order approximation ρˆ
0
µ but in-
clude its first-order corrections in (35), i.e., the quantum
depletion f0 = Tr{ρˆµ|0〉µ〈0|} = 〈hˆµhˆ†µ〉 = O(1/Z) of the
unit filling (Mott) state in Eq. (35). This results in a
renormalization of the eigenfrequency
ωrenk =
√
U2 − 6JTk(1− 3f0) + J2T 2k(1− 3f0)2 ,(53)
Since the net effect can roughly be understood as a re-
duction of the effective hopping rate J ren = J(1 − 3f0),
it is easy to visualize that this implies also a decrease of
the effective propagation velocity.
There are also other 1/Z2 corrections in (12) such as
the three-point correlator ρˆcorrµνκ but they act as source
terms and do not affect the eigenfrequency (at second
order). However, there are other quantities where these
source terms are crucial. In particular, we consider two-
point correlation functions which vanish to first order in
1/Z, in contrast to contributions such as 〈bˆ†µbˆν〉 discussed
above. One important example is the particle-number
correlation, i.e., 〈nˆµnˆν〉 − 〈nˆµ〉〈nˆν〉. After a somewhat
lengthy calculation, we find for the ground-state correla-
tions
〈nˆµnˆν〉 − 〈nˆµ〉〈nˆν〉 =
2
N2
∑
p,q
ei(p+q)·(xµ−xν)
(
f11p f
11
q − f12p f21q
)
, (54)
where f12p , f
21
p and f
11
p are given through the relations
(30). Note that the above result is non-perturbative in
J/U , see, for example, the non-polynomial dependence
of ωk on J .
As a related example, the parity correlator reads
〈(−1)nˆµ(−1)nˆν 〉 − 〈(−1)nˆµ〉〈(−1)nˆµ〉 =
8
N2
∑
p,q
ei(p+q)·(xµ−xν)
(
f11p f
11
q + f
12
p f
21
q
)
. (55)
In analogy to the previous Section, we can also study the
correlations after a quantum quench with J(t) = JΘ(t).
Again, there are no contributions to the particle-number
and parity correlations in first order 1/Z – but, to second
order 1/Z, we find formally the same expressions as in
the static case (54) and (55) where f12p (t), f
21
p (t), and
f11p (t) are now given by equations (37) and (38). The
parity correlations after a quench have been experimen-
tally observed in a one-dimensional setup [39]. Although
the hierarchical expansion relies on a large coordination
number, we find qualitative agreement between the theo-
retical prediction (55) for Z = 2 and the results from [39].
For large times t and distances xµ−xν , we may estimate
the integrals over p and q in the expressions (54) and (55)
via the stationary-phase or saddle-point approximation.
The dominant contributions stem from the momenta sat-
isfying the saddle-point condition
∇k [k · (xµ − xν)± ωkt] = 0 . (56)
Thus their structure is determined by the group veloc-
ity vk = ∇kωk. If the equation xµ − xν = ±vkt has a
real solution k, i.e., if the distance xµ − xν can be cov-
ered in the time t with the group velocity vk, then we
get a stationary-phase solution – otherwise the integral
will be exponentially suppressed (i.e., the saddle point k
becomes complex). For a given direction in k-space, the
maximum group velocity determines the maximum prop-
agation speed of correlations, i.e., the effective light cone.
In a hypercubic lattice in D dimensions with small J , for
example, it is given by vmax ≈ 3J/D along the lattice
axes and by vmax ≈ 3J/
√
D along the diagonal (where
all the components of vmax are equal to each other). A
similar result has been obtained in Ref. [35] for the one-
dimensional Bose-Hubbard model. For an experimental
realization, see, e.g., Ref. [39].
IX. EXACT NUMERICAL RESULTS
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FIG. 3. (Color online) Time evolution of the probabilities to
have zero (red) and two (black) particles after quench from
J/U = 0 to J/U = 0.1 in a one-dimension lattice of 11 sites
with n = 1 atom per site. Straight horizontal lines show the
values averaged over an infinite evolution time. Top (a): first
order of 1/Z expansion, see Eqs. (37), (40). Bottom (b):
exact diagonalization. Dashed lines: Probabilities to have
nµ = 0 (red), 2 (black) atoms in a thermal state at J/U = 0.1
as a function of temperature T . Note the different scales for
the time t and temperature T dependences.
In order to test the quality of our 1/Z expansion, we
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FIG. 4. (Color online) Time evolution of the probabilities
to have zero (red) or two (black) particles after quench from
J/U = 0 to J/U = 0.1 in a two-dimension lattice of 3 × 3
sites with n = 1 atom per site. Straight horizontal lines show
the values averaged over an infinite evolution time. Top (a):
first order of 1/Z expansion, see Eqs. (37), (40). Bottom
(b): exact diagonalization. Dashed lines: Probabilities to
have nµ = 0 (red), 2 (black) atoms in a thermal state at
J/U = 0.1 as a function of temperature T . Note the different
scales for the time t and temperature T dependences.
compare the predictions of our first-order calculations
with exact numerical results for the probabilities p(nµ) =
〈n| ρˆµ |n〉 and correlation functions 〈bˆ†µbˆν〉 in one- and
two-dimensional finite lattices. They are obtained by full
diagonalization of the Bose-Hubbard Hamiltonian with
periodic boundary conditions without any truncation of
the Hilbert space. This allows us to calculate exactly the
complete time evolution of any quantity as well as their
mean values averaged over an infinite time. The initial
state can be arbitrary and in the calculations presented
below it was chosen in the form described by Eq. (15).
The full diagonalization provides also a possibility of ex-
act calculations of the thermal averages.
The time evolution of the probabilities p(nµ = 0) and
p(nµ = 2), which are by definition equivalent to the
quantities 〈hˆµhˆ†µ〉 and 〈pˆ†µpˆµ〉 considered in the previ-
ous sections, is shown in Figs. 3 and 4 for one- and
two-dimensional lattices, respectively. Due to finite-size
effects (see also Ref. [28]), these probabilities oscillate
around their averaged values shown by straight horizon-
tal lines. For the chosen value of J/U = 0.1, the be-
havior of p(0) is almost indistinguishable from that of
p(2), consistent with the 1/Z-expansion. The probabili-
ties for thermal equilibrium states corresponding to the
final value of J/U (depending on their temperature T )
are also plotted for comparison. We observe that the
time-averaged values of the probabilities correspond to
an effective temperature of about 0.14 U , which is con-
sistent with the results of Sec. VI. Furthermore, we find
that, in a one-dimensional lattice, our 1/Z-approach un-
derestimates the typical frequency scales and overesti-
mates the characteristic amplitudes of the probabilities
by roughly the same factor of ≈ 1.4. This might be an
indication of the effective renormalization of the hopping
rate J ren = J(1 − 3f0) by the quantum fluctuations dis-
cussed in the previous section (which are neglected to first
order in 1/Z). In two dimensions, this discrepancy is still
present – albeit noticeably smaller. In total, we see that
the quantum fluctuations in two dimensions are smaller
than in one dimension – and that our 1/Z-expansion be-
comes better (as one would expect).
The time dependence of the correlation functions
〈bˆ†µbˆν〉 presented in Figs. 5, 6 displays similar oscillating
character and the comparison of the 1/Z-expansion with
exact diagonalization reveals the same characteristic fea-
tures. In the one-dimensional lattice, their time-averaged
values can again be approximately described by an effec-
tive temperature of about 0.2 U , but this temperature
is already significantly larger than that for the probabil-
ities p(nµ). In contrast, in the two-dimensional case, the
time-averaged correlation functions cannot be described
at all by a thermal state, see Fig. 6 since are larger than
the thermal correlations at any temperature. This fail-
ure of an effective temperature in the two-dimensional
system is consistent with the result obtained within the
1/Z-expansion in Sec. VI. Note that the situation consid-
ered here is quite different from a quench across the crit-
ical point (i.e., Mott-superfluid or superfluid-Mott) for
which qualitatively different results have been obtained
in [25, 28], for example.
In general, we come to the conclusion that our 1/Z-
expansion agrees qualitatively surprisingly well with ex-
act diagonalization even in one and two dimensions, al-
though the values of 1/Z = 0.5 and 0.25 are not so small.
Furthermore, we observe that the quantitative agreement
between our 1/Z-expansion and the numerical results be-
comes better when going from one to two dimensions, as
one would expect.
X. FERMI-HUBBARD MODEL
Now, after having studied the bosonic case, let us in-
vestigate the Fermi-Hubbard model [94–96]. We shall
find many similarities to the Bose-Hubbard model – but
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FIG. 5. (Color online) Correlation function Fb(s) = 〈bˆ†µbˆν〉
for nearest neighbors s = 1 [the solid black (upper) curve] and
next-to-nearest neighbors s = 2 [the solid red (lower) curve]
after a quench from J/U = 0 to J/U = 0.1 in a one-dimension
lattice of 11 sites with n = 1 atom per site. Straight horizon-
tal lines show the values averaged over an infinite evolution
time. Top (a): first order of 1/Z expansion, see Eqs. (39),
(40), (41). Bottom (b) exact diagonalization. Dashed lines
in panel (b): Fb(1) [black (upper)] and Fb(2) [red (lower)]
in a thermal state at J/U = 0.1 as functions of temperature
T . Note the different scales for the time t and temperature T
dependences.
also crucial differences. The Hamiltonian reads
Hˆ = − J
Z
∑
µν,s
Tµν cˆ
†
µ,scˆν,s + U
∑
µ
nˆ↑µnˆ
↓
µ . (57)
The nomenclature is the same as in the bosonic case (1)
but with an additional spin label s which can assume two
values s =↑ or s =↓. In the following, we consider the
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FIG. 6. (Color online) Correlation function Fb(s) = 〈bˆ†µbˆν〉
for nearest neighbors s = 1 [the solid black (upper) curve]
and next-to-nearest (diagonal) neighbors s =
√
2 [the solid
red (lower) curve] after a quench from J/U = 0 to J/U = 0.1
in a two-dimension lattice of 3 × 3 sites with n = 1 atom
per site. Straight horizontal lines show the values averaged
over an infinite evolution time. Top (a): first order of 1/Z
expansion, see Eqs. (39), (40), (41). Bottom (b): exact diag-
onalization. Dashed lines in panel (b): Fb(1) [black (upper)]
and Fb(
√
2) [red (lower)] in a thermal state at J/U = 0.1 as
functions of temperature T . Note the different scales for the
time t and temperature T dependences.
case of half-filling 〈nˆ↑µ + nˆ↓µ〉 = 1 where half the particles
are in the s =↑ state and the other have s =↓. Note that
the total particle numbers Nˆ↑ =
∑
µ nˆ
↑
µ and Nˆ
↓ =
∑
µ nˆ
↓
µ
for each spin species are conserved separately [Hˆ, Nˆ↑] =
[Hˆ, Nˆ↓] = 0. The creation and annihilation operators
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satisfy the fermionic anti-commutation relations{
cˆν,a, cˆ
†
µ,b
}
= δµνδab , {cˆν,a, cˆµ,b} =
{
cˆ†ν,a, cˆ
†
µ,b
}
= 0 .(58)
The fermionic nature of the particles has important con-
sequences. For example, let us estimate the expectation
value of the hopping Hamiltonian HˆJ . Introducing the
“coarse-grained” operator
cˆΣµ,s =
1√
Z
∑
ν
Tµν cˆν,s , (59)
we may write the expectation value of the tunneling
energy HˆJ per lattice site for one spin species s as
−J〈cˆ†µ,scˆΣµ,s〉/
√
Z. This expectation value can be inter-
preted as a scalar product of the two vectors cˆµ,s |Ψ〉 and
cˆΣµ,s |Ψ〉 and hence it is bounded by∣∣〈Ψ| cˆ†µ,scˆΣµ,s |Ψ〉∣∣ ≤ ||cˆµ,s |Ψ〉 || · ||cˆΣµ,s |Ψ〉 || . (60)
Inserting ||cˆµ,s |Ψ〉 ||2 = 〈Ψ| cˆ†µ,scˆµ,s |Ψ〉 = 〈Ψ| nˆµ,s |Ψ〉,
we get the expectation value of the number operator nˆµ,s.
In contrast to the bosonic case, this operator is bounded
and thus we find ||cˆµ,s |Ψ〉 || ≤ 1. Furthermore, the op-
erator cˆΣµ,s in (59) obeys the same anti-commutation re-
lations (58) and thus we find ||cˆΣµ,s |Ψ〉 || ≤ 1 in complete
analogy. Consequently, the absolute value of the tunnel-
ing energy per lattice site is below 2J/
√
Z, i.e., decreases
for large Z.
The above result implies that the interaction term ∝ U
always dominates (except in the trivial case U = 0) in
the limit Z → ∞ under consideration. Hence, we are
in the strongly interacting Mott regime and do not find
anything analogous to the Mott–superfluid transition as
in the bosonic case. Note that often [97, 98] a different
Z-scaling is considered, where the hopping term scales
with J/
√
Z instead of J/Z as in (57). Using this J/
√
Z
scaling, one can study the transition from the Mott state
to a metallic state which is supposed to occur at a critical
value of J where – roughly speaking – the hopping term
starts to dominate over the interaction term. However,
this transition is not as well understood as the Mott–
superfluid transition in the bosonic case. With our J/Z-
scaling in (57), we study a different corner of the phase
space where we can address question such as tunneling
in tilted lattices and equilibration vs thermalization etc.
A. Symmetries and Degeneracy
In addition to the usual invariances already known
from the bosonic case, the Fermi-Hubbard model has
some more symmetries. For example, the particle-hole
symmetry cˆ†µ,s ↔ cˆµ,s and thus nˆµ,s = cˆ†µ,scˆµ,s ↔ ˆ¯nµ,s =
cˆµ,scˆ
†
µ,s = 1 − nˆµ,s is no longer an effective approximate
symmetry, but becomes exact (for the case of half-filling
considered here).
Furthermore, there is an effective SU(2)-symmetry
corresponding to the spin degrees of freedom. To specify
this, let us introduce the effective spin operators
Sˆzµ =
1
2
∑
ab
cˆ†µ,a σ
z
ab cˆµ,b =
1
2
(
nˆ↑µ − nˆ↓µ
)
, (61)
and analogously Sˆxµ =
∑
ab cˆ
†
µ,aσ
x
abcˆµ,b/2 as well as Sˆ
y
µ =∑
ab cˆ
†
µ,aσ
y
abcˆµ,b/2 where σ
x,y,z
ab are the usual Pauli spin
matrices. These operators satisfy the usual spin, i.e.,
SU(2), commutation relations and the Fermi-Hubbard
Hamiltonian (57) is invariant under global SU(2) rota-
tions generated by the total spin operators Sˆtot =
∑
µ Sˆµ.
In the case of zero hopping J = 0, this global SU(2)
invariance even becomes a local symmetry, i.e., we may
perform a spin rotation at each site without changing
the energy. As a result, the ground state (at half filling)
is highly degenerate for J = 0 in contrast to the Bose-
Hubbard model (at integer filling). This degeneracy can
be lifted by an additional staggered magnetic field (see
XIA) and is related to the spin modes which become
arbitrarily soft for small J . In this limit J ≪ U , their
dynamics can be described by an effective Hamiltonian,
which is basically the Heisenberg model
Hˆ =
2J2
Z2U
∑
µν
Tµν Sˆµ · Sˆν , (62)
with an effective anti-ferromagnetic coupling constant of
order 1/Z2. This effective Hamiltonian describes the
Fermi-Hubbard Hamiltonian (57) for half-filling in the
low-energy sub-space where we have one particle per site,
but with a variable spin Sˆµ.
In order to avoid complications such as frustration for
the anti-ferromagnetic Heisenberg model (62), we assume
a bipartite lattice – i.e., we can divide the total lattice
into two sub-lattices A and B such that, for each site in
µ ∈ A, all the neighboring sites ν belong to B and vice
versa. In this case, the ground state of the Heisenberg
model (62) approaches the Ne´el state for large Z
ρˆNeel =
⊗
µ∈A
⊗
ν∈B
nˆ↓µ ˆ¯n
↑
µ nˆ
↑
ν
ˆ¯n↓ν , (63)
which is just the state with exactly one particle per site,
but in alternating spin states, i.e., s =↓ for µ ∈ A and
s =↑ for ν ∈ B. Note that nˆ↓µ is the projector on the
|1〉↓µ state nˆ↓µ =
∣∣1↓〉
µ
〈
1↓
∣∣ while ˆ¯n↑µ projects on the |0〉↑µ
state etc. As usual, this state (63) breaks the origi-
nal symmetry group of the Hamiltonian (57) containing
particle-hole symmetry, SU(2) invariance, and transla-
tional symmetry, down to a sub-group, which includes
invariance under a combined spin-flip and particle-hole
exchange etc.
Let us stress that the Ne´el state (63) is only the
lowest-order approximation of the real ground state of
the Heisenberg model (62), there are quantum spin fluc-
tuations of order O(1/Z). These quantum spin fluctua-
tions do not vanish in the limit J → 0 since J only ap-
pears in the overall pre-factor in front of the Heisenberg
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Hamiltonian (62) while the internal structure remains the
same. Only after adding a suitable staggered magnetic
field (see XIA), the Ne´el state (63) is the exact unique
ground state (for J → 0). Either way, in analogy to the
bosonic case, we can now use this fully factorizing state
(63) as the starting point for our 1/Z-expansion.
XI. MOTT-NE´EL STATE
Starting with the Ne´el state (63) as the zeroth order in
1/Z, let us now derive the first-order corrections. To this
end, let us consider the Heisenberg equations of motion
i∂tcˆµs = − J
Z
∑
κ 6=µ
Tµκcˆκs + Ucˆµsnˆµs¯ (64)
i∂tcˆ
†
µs = +
J
Z
∑
κ 6=µ
Tµκcˆ
†
κs − Ucˆ†µsnˆµs¯ (65)
i∂tnˆµs =
J
Z
∑
κ 6=µ
Tµκ
(
cˆ†κscˆµs − cˆ†µscˆκs
)
= −i∂t ˆ¯nµs , (66)
where s¯ denotes the spin label opposite to s, i.e., ei-
ther (s, s¯) = (↑, ↓) or (s, s¯) = (↓, ↑). If we now in-
sert these evolution equations into the correlation func-
tions 〈cˆ†µacˆνbnˆµa¯nˆνb¯〉, 〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉, 〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉,
and 〈cˆ†µacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉, we find that they form a closed set
of equations to first order in 1/Z, where we can neglect
three-point correlations
i∂t〈cˆ†µacˆνbnˆµa¯nˆνb¯〉 = +
J
Z
Tµν〈cˆ†νacˆνbnˆµa¯nˆνb¯〉0
+
J
Z
〈nˆµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)nˆνb¯〉
− J
Z
〈nˆνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκbnˆµa¯(nˆκb¯ + ˆ¯nκb¯)〉
− J
Z
Tµν〈cˆ†µacˆµbnˆµa¯nˆνb¯〉0 + O(1/Z2) , (67)
where the expectation values 〈nˆµa¯〉0 and 〈nˆνb¯〉0 as well
as those in the last line are taken in the zeroth-order
Ne´el state (63). In complete analogy, we obtain for the
remaining three correlators
i∂t〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉 = +
J
Z
Tµν〈cˆ†νacˆνbnˆµa¯ ˆ¯nνb¯〉0
+
J
Z
〈nˆµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)ˆ¯nνb¯〉
− J
Z
〈ˆ¯nνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκbnˆµa¯(nˆκb¯ + ˆ¯nκb¯)〉
− J
Z
Tµν〈cˆ†µacˆµbnˆµa¯ ˆ¯nνb¯〉0
−U〈cˆ†µacˆνbnˆµa¯ ˆ¯nνb¯〉+ O(1/Z2) , (68)
as well as
i∂t〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉 = +
J
Z
Tµν〈cˆ†νacˆνb ˆ¯nµa¯nˆνb¯〉0
+
J
Z
〈ˆ¯nµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)nˆνb¯〉
− J
Z
〈nˆνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκb ˆ¯nµa¯(nˆκb¯ + ˆ¯nκb¯)〉
− J
Z
Tµν〈cˆ†µacˆµb ˆ¯nµa¯nˆνb¯〉0
+U〈cˆ†µacˆνb ˆ¯nµa¯nˆνb¯〉+ O(1/Z2) , (69)
and finally
i∂t〈cˆ†µacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉 = +
J
Z
Tµν〈cˆ†νacˆνb ˆ¯nµa¯ ˆ¯nνb¯〉0
+
J
Z
〈ˆ¯nµa¯〉0
∑
κ 6=µ,ν
Tµκ〈cˆ†κacˆνb(nˆκa¯ + ˆ¯nκa¯)ˆ¯nνb¯〉
− J
Z
〈ˆ¯nνb¯〉0
∑
κ 6=µ,ν
Tνκ〈cˆ†µacˆκb ˆ¯nµa¯(nˆκb¯ + ˆ¯nκb¯)〉
− J
Z
Tµν〈cˆ†µacˆµb ˆ¯nµa¯ ˆ¯nνb¯〉0 + O(1/Z2) . (70)
We observe that the spin structure is conserved in these
equations, i.e., the four correlators containing cˆ†µ↑cˆν↑ de-
couple from those with cˆ†µ↑cˆν↓ etc. Thus we can treat
the four sectors separately. Let us focus on the cor-
relators containing cˆ†µ↓cˆν↓ and introduce the following
short-hand notation: If µ ∈ A and ν ∈ B, we de-
note the correlations by 〈cˆ†µ↓cˆν↓nˆµ↑nˆν↑〉 = f1A1Bµν , and
〈cˆ†µ↓cˆν↓ ˆ¯nµ↑nˆν↑〉 = f0A1Bµν , etc. Inserting the zeroth-order
Ne´el state (63), we find four trivial equations which fully
decouple
i∂tf
1A0B
µν = −Uf1A0Bµν ,
i∂tf
0B1A
µν = +Uf
0B1A
µν ,
i∂tf
0B0B
µν = 0 ,
i∂tf
1A1A
µν = 0 . (71)
Thus, if these correlations vanish initially, they remain
zero (to first order in 1/Z). Setting these correlations
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(71) to zero, we get four pairs of coupled equations
i∂tf
0A0B
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
1B0B
κν ,
i∂tf
1B0B
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
0A0B
κν − Uf1B0Bµν , (72)
i∂tf
0B0A
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
0B1B
µκ
i∂tf
0B1B
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
0B0A
µκ + Uf
0B1B
µν , (73)
i∂tf
1B1A
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
0A1A
κν
i∂tf
0A1A
µν = +
J
Z
∑
κ 6=µ,ν
Tµκf
1B1A
κν + Uf
0A1A
µν , (74)
i∂tf
1A1B
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
1A0A
µκ
i∂tf
1A0A
µν = −
J
Z
∑
κ 6=µ,ν
Tκνf
1A1B
µκ − Uf1A0Aµν . (75)
Again, since these equations do not have any non-
vanishing source terms (to first order in 1/Z), they can be
set to zero if we start in an initially uncorrelated state.
Note that they would acquire non-zero source terms if
we go away from half-filling. The positive and negative
eigenfrequencies of these modes behave as
ω±k =
U ±
√
U2 + 4J2T 2k
2
. (76)
Thus we have soft modes which scale as ω−k ∼ J2/U
for small J and hard modes ω+k ≈ U . These modes
are important for making contact to the t-J model [99]
which describes the low-energy excitations of the Fermi-
Hubbard Hamiltonian (57) for small J away from half-
filling. However, at half-filling, we can set them to zero.
After doing this, we are left with four coupled equations,
which do have non-vanishing source terms
i∂tf
0A0A
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
1B0A
κν − Tκνf0A1Bµκ
}
, (77)
i∂tf
0A1B
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
1B1B
κν − Tκνf0A0Aµκ
}
+Uf0A1Bµν −
J
Z
Tµν , (78)
i∂tf
1B0A
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
0A0A
κν − Tκνf1B1Bµκ
}
−Uf1B0Aµν +
J
Z
Tµν , (79)
i∂tf
1B1B
µν =
J
Z
∑
κ 6=µ,ν
{
Tµκf
0A1B
κν − Tκνf1B0Aµκ
}
. (80)
Due to the source terms JTµν/Z, these modes will de-
velop correlations if we slowly (or suddenly) switch on the
hopping rate J , even if there are no correlations initially.
The eigenfrequencies of these (charge) modes behave as
ωk =
√
U2 + 4J2T 2k . (81)
A similar dispersion relation can be derived from a mean-
field approach [96]. In contrast to the bosonic case, the
origin of the Brillouin zone at k = 0 does not have min-
imum but actually maximum excitation energy ωk. The
minimum is not a point but a hyper-surface where Tk = 0
(or, more generally, T 2k assumes its minimum). After
Fourier transformation of (77)-(80) we find that the equa-
tions of motion conserve a bilinear quantity, that is
∂t
[(
f1B1Bk − 1
)
f1B1Bk + f
0A1B
k f
1B0A
k
]
= 0 . (82)
This relation holds, as in the bosonic case, also for time-
dependent J(t).
A. Ground-state correlations
In complete analogy to the bosonic case, we now imag-
ine switching J adiabatically from zero (where all the
charge fluctuations vanish) to a finite value. In order to
operate this adiabatic switching, we must start in princi-
ple at J = 0 from a non degenerate ground state. This is
accomplished by adding a term into the fermion Hamil-
tonian:
Hˆ → Hˆ −
∑
µ
(Aµ↓nˆ
↓
µ +Aµ↑nˆ
↑
µ) . (83)
If we choose the magnetic field as Aµ↓(xµ ∈ A) = a,
Aµ↓(xµ ∈ B) = Aµ↑(xµ ∈ A) = 0, and Aµ↑(xµ ∈ B) = a,
the Ne´el state is the unique ground state for J = 0 at
half filling. Repeating the steps in Eqs. (77-80) and (72-
75) by including this term, the eigenfrequencies (76) and
(81) read now
ω±
k
=
U + a±
√
4J2T 2k + (U − a)2
2
, (84)
and
ωk =
√
4J2T 2k + (U − a)2 . (85)
After adiabatic switching, we find in the limit a = 0 the
following non-zero ground-state correlations
f1B1Bµν,ground = −f0A0Aµν,ground (86)
=
1
2N
∑
k
(
1− U
ωk
)
ei(xµ−xν)·k ,
f1B0Aµν,ground = f
0A1B
µν,ground =
1
N
∑
k
JTk
ωk
ei(xµ−xν)·k ,(87)
which reproduce the expressions obtained in Ref. [100].
Somewhat similar to the Bose-Hubbard model, the sym-
metric combination (86) scales with J2 for small J while
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the other (87) starts linearly in J . Other correlators such
as 〈cˆ†µ↓cˆν↓〉 can be obtained from these expressions. For
example, if µ and ν are in A, we find, using nˆµ↑+ˆ¯nµ↑ = 1
and nˆν↑ + ˆ¯nν↑ = 1
〈cˆ†µ↓cˆν↓〉 = f1A1Aµν + f0A1Aµν + f1A0Aµν + f0A0Aµν
= f0A0Aµν . (88)
B. Quantum depletion
To zeroth order, i.e., in the Ne´el state (63), we have
〈nˆµ↑nˆµ↓〉 = 0. Thus this quantity 〈nˆµ↑nˆµ↓〉 measures
the deviation from this zeroth-order Ne´el state (63) due
to quantum charge fluctuations. In order to calculate
〈nˆµ↑nˆµ↓〉, we also need some of the other sectors dis-
cussed after (70). Obviously, the correlators containing
cˆ†µ↑cˆν↑ behave in the same way as those with cˆ
†
µ↓cˆν↓ after
interchanging the sub-lattices A and B. Thus a com-
pletely analogous system of differential equations exists
for the correlations of the form 〈cˆ†µ↑cˆµ↑nˆµ↓nˆν↓〉 = g1A1Bµν
etc. If we insert (66) in order to calculate i∂t〈nˆµ↑nˆµ↓〉,
we find that these two sectors are enough for deriving
〈nˆµ↑nˆµ↓〉. Assuming µ ∈ B for simplicity, we find
i∂t〈nˆµsnˆµs¯〉 = −J
Z
∑
κ 6=µ
Tκµ
{
g1B1Aµκ + g
1B0A
µκ + f
1B1A
µκ
+f1B0Aµκ − g1A1Bκµ − g0A1Bκµ − f1A1Bκµ − f0A1Bκµ
}
.(89)
Setting the correlations with vanishing source terms to
zero, we get
i∂t〈nˆµsnˆµs¯〉 = − J
Z
∑
κ 6=µ
Tκµ
{
f1B0Aµκ − f0A1Bκµ
}
= − 1
N
∑
k
JTk
{
f1B0Ak − f0A1Bk
}
=
i
N
∑
k
∂tf
1B1B
k . (90)
Thus, in the ground state, the quantum depletion reads
〈nˆµsnˆµs¯〉 = 〈ˆ¯nµs ˆ¯nµs¯〉 = 1
2N
∑
k
(
1− U
ωk
)
. (91)
As one would expect, this quantity scales with J2 for
small J . The results (86), (87), and (91) can also be
obtained via other approaches, such as the spin density
wave ansatz [101] (which is related to dynamical mean
field theory according to Ref. [102]).
C. Spin modes
So far, we have considered expectations values such as
〈cˆ†µacˆνbnˆµa¯nˆνb¯〉, where – apart from the number operators
nˆµa¯ and nˆνb¯ – one particle is annihilated at site ν and one
is created at site µ. These operator combinations corre-
spond to a change of the occupation numbers and are
thus called charge modes. However, as already indicated
in Section X, there are also other modes which leave the
total occupation number of all lattice sites unchanged.
Examples are 〈cˆ†µscˆµs¯cˆ†νs¯cˆνs〉 or 〈nˆµanˆνb〉 or combinations
thereof. Many of these combinations can be expressed in
terms of the effective spin operators in (61) via 〈SˆiµSˆjν〉.
As one would expect from our study of the Bose-Hubbard
model, the evolution of these spin modes vanishes to first
order in 1/Z
∂t〈SˆiµSˆjν〉 = O(1/Z2) , (92)
consistent with the Heisenberg Hamiltonian (62). In
analogy to the 〈nˆµnˆν〉-correlator in the bosonic case, one
has to go to second order O(1/Z2) in order to calculate
these quantities. Fortunately, the charge modes discussed
above do not couple to these spin modes to first order in
1/Z and hence we can omit them to this level of accuracy.
XII. QUENCH DYNAMICS
Now we consider a quantum quench, i.e., a sudden
switch from J = 0 to some finite value of J . To this
end, we start with the Mott-Ne´el state (63), which is an
exact eigenstate of the Hamiltonian for J = 0, and solve
the first-order (in 1/Z) equations for the correlations.
This provides a good approximation at least for short
and intermediate times, before 1/Z2-corrections (such as
the soft spin modes) start to play a role. Following this
strategy, we find the following non-vanishing correlations
f1B1Bµν,quench = −f0A0Aµν,quench (93)
=
1
N
∑
k
2J2T 2k
1− cos(ωkt)
ω2k
ei(xµ−xν)·k ,
and
f1B0Aµν,quench =
(
f0A1Bµν,quench
)∗
(94)
=
1
N
∑
k
JTkU
1− cos(ωkt)
ω2k
ei(xµ−xν)·k
− i
N
∑
k
JTk
sin(ωkt)
ωk
ei(xµ−xν)·k .
Again, these correlations equilibrate to a quasi-stationary
value, which is, however, not thermal. For some of these
correlations, this quasi-stationary value lies even below
the ground-state correlation, see Fig. 7. The probability
to have two or zero particles at a site reads
〈nˆµsnˆµs¯〉quench = 〈ˆ¯nµs ˆ¯nµs¯〉quench (95)
=
1
N
∑
k
2J2T 2k
1− cos(ωkt)
ω2k
.
This quantity also equilibrates to a quasi-stationary value
of order 1/Z. In analogy to the bosonic case, this quasi-
stationary value could be explained by a small effective
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temperature – but this small effective temperature then
does not work for the other observables, e.g., the corre-
lations.
The time-evolution of the quantum depletion in Fig. 7
can be compared with the results of Ref. [50] where the
(integrable) Fermi-Hubbard model in one dimension with
long-range hopping (i.e., Tµν contributes not just for
nearest neighbors) is considered and we observe quali-
tative agreement (see, e.g., Fig. 1d in Ref. [50]). Unfor-
tunately, a quantitative comparison of our results for the
higher-dimensional Fermi-Hubbard model is impeded by
the lack of data for the regime under consideration in our
present work. For instance, the Fermi-Hubbard model in
one and two dimensions is studied in Ref. [52], but there
a quench from U > 0 to U = 0 is considered. As an-
other example, the quench from U = 0 to U > 0 (but
still in the metallic phase, i.e., for weak U) is investi-
gated in Ref. [61], where three temporal regimes are iden-
tified: short times (build-up and oscillation of correla-
tions), intermediate times (quasi-equilibration), and late
times (thermalization). The first two temporal regimes
can be recovered in complete analogy within our first-
order 1/Z-approach, but the late-time behavior (ther-
malization) requires higher orders in 1/Z.
XIII. CONCLUSIONS
In summary, we studied the quantum dynamics of the
Bose and Fermi Hubbard model after a quench within
the Mott phase. To this end, we employed a formal ex-
pansion into powers of 1/Z based on the hierarchy of
correlations. In comparison to other approaches (as men-
tioned in the Introduction, for example), this method fa-
cilitates an iterative approximate analytical solution for
the time dependence of the reduced density matrices and
their ground state values. It is particularly suited for the
strongly interacting regime in higher dimensions and can
be applied to a general lattice structure Tµν of arbitrary
size. Since our method is based on an expansion into
powers of the (small) control parameter 1/Z, it provides
a unique classification which effect occurs at which order
in 1/Z. This fact is also related to the somewhat dis-
advantageous features of our approach, for example the
fact that the correct treatment of the soft spin modes
and the late-time dynamics requires higher orders in 1/Z.
Furthermore, we cannot describe the transition between
the Mott insulator and the metallic state in the Fermi-
Hubbard model within our first-order approach.
As one application, we derive the spread of correla-
tions and obtain an effective light-cone structure (via
the saddle-point approximation). Furthermore, we found
that the considered observables settle down to a quasi-
equilibrium state after some time – but this state is not
thermal. More precisely, the on-site density matrix set-
tles down to a state which could be described by a ther-
mal ensemble but the two-point correlations do not fit
this thermal state.
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〈nˆµ↑nˆµ↓〉ground
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tU
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−0.1
0
0.1
0.2
tU
Ref1B0A
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µν,quench
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FIG. 7. Time-dependence of the quantum depletion, the
nearest-neighbor correlation function f1B0Aµν , and the next-
to-nearest-neighbor correlation function f1B1Bµν in three di-
mensions after a quench within the Mott phase according to
J/U = 0→ 0.5 in comparison to their ground-state values.
Thus, real thermalization – if it occurs at all – requires
much longer times scales. This seems to be a generic
feature and has been discussed for bosonic [25, 29–31]
and fermionic systems [10, 53, 54, 61–63, 103, 104] and is
sometimes called “pre-thermalization” [3, 4]. This phe-
nomenon can be visualized via the following intuitive pic-
ture: The excited state generated by the quench can be
viewed as a highly coherent superposition of correlated
quasi-particles. During the subsequent quantum evolu-
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tion, these quasi-particles disperse and randomize their
relative phases – which results in a quasi-stationary state.
However, the quasi-particles still retain their initial spec-
trum (in energy and quasi-momentum), which could be
approximately described by a generalized Gibbs ensem-
ble (i.e., a momentum-dependent temperature). In this
picture, thermalization requires the exchange of energy
and momentum between these quasi-particles due to mul-
tiple collisions, which changes the one-particle spectrum
and takes much longer. Ergo, one would expect a sep-
aration of time scales – i.e., first (quasi) equilibration
and only much later thermalization – for many systems
in condensed matter, where the above quasi-particle pic-
ture applies.
Within our 1/Z approach, the interaction between
the quasi-particles (responsible for the exchange of en-
ergy and momentum by multiple collisions) correspond
to higher orders in 1/Z. Since they become relevant at
time scales much longer than the initial dephasing time
considered here, one would expect that it is possible to
derive some sort of Boltzmann equation for these long
time scales.
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Appendix A: Derivation of the hierarchy
In this Appendix, we derive the hierarchical set of
equations for the correlation functions. The quantum
evolution of the on-site density matrix can be derived by
tracing von Neumann’s equation (6) over all lattice sites
but µ and exploiting the invariance of the trace under
cyclic permutations
i∂tρˆµ =
1
Z
Tr 6µ
 ∑
α,β 6=µ
Lαβ ρˆ+
∑
α6=µ
LSαµρˆ

+Tr6µ
∑
α6=µ
Lαρˆ+ Lµρˆ

=
1
Z
∑
α6=µ
LSµα Trα{ρˆµκ}+ Lµρˆµ . (A1)
Using the definition of the two-point correlations given in
(8), we arrive at (9). Similarly, the differential equation
for the two-particle density matrix can be deduced by
tracing over all lattice sites but µ and ν,
i∂tρˆµν = i
(
∂tρˆ
corr
µν + ρˆµ∂tρˆν + ρˆν∂tρˆµ
)
=
1
Z
∑
α6=µν
(
Trα
{LSµκρˆµνα}+ Trα {LSκν ρˆµνα})
+
1
Z
LSµν ρˆµν + Lµρˆµν + Lν ρˆµν . (A2)
With the definitions (8) and the time-evolution for the
single-site density matrix (A1), we find for the two-point
correlation functions (10). The equations (9) and (10)
preserve the hierarchy in time if initially ρˆµ = O(Z0)
and ρˆcorrµν = O(1/Z) holds. In order to derive the full
hierarchy, we define the generating functional
F(αˆ) = F({αˆµ}) = ln
[
Tr
{
ρˆ
⊗
µ
(1µ + αˆµ)
}]
,(A3)
where ρˆ is the density matrix of the full lattice and
αˆµ =
∑
m,n
αm,nµ |m〉µ〈n| (A4)
are arbitrary operators acting on the Hilbert spaces as-
sociated to the lattice sites µ with the local basis {|n〉µ}.
The role of this functional is to generate all correlated
density matrices via the derivatives with respect to these
operators αˆµ which are defined via
∂F({α})
∂αˆµ
=
∑
m,n
|n〉µ〈m| ∂F({α})
∂αm,nµ
=
∑
m,n
|n〉µ〈m| ∂F({α})
∂ µ〈m|αˆµ |n〉µ
. (A5)
If we consider an ensemble S = {µ1, . . . , µℓ} of ℓ different
lattice sites µ1 6= · · · 6= µℓ, we obtain the correlation
operators via
ρˆcorrS =
∂
∂αˆµ1
∂
∂αˆµ2
. . .
∂
∂αˆµℓ
F(αˆ)
∣∣∣∣
αˆ=0
. (A6)
These operators are related to the corresponding reduced
density matrix operator ρS through the relation
ρˆS = ρˆµ1...µℓ =
∑
∪iPi=S
∏
i
ρˆcorrPi (A7)
where the sum runs over all possible segmentations of
the subset S into partitions Pi starting from the whole
subset P = S and ranging to single lattice sites Pi = {µ}
where ρˆcorrPi={µ} = ρˆµ is understood. For two and three
lattice sites, the above equation reproduces Eq. (8).
Our derivation is based on the following scaling hier-
archy of correlations:
ρˆcS = O
(
Z1−|S|
)
(A8)
where |S| is the number ℓ of lattice sites in the set S.
From the Liouville equation (6), the temporal evolution
of F is given by
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i∂tF(αˆ) =
∑
µ
Trµ
{
αˆµ L̂µ ∂F
∂αˆµ
}
+
1
Z
∑
µ,ν
Trµν
{
(αˆµ + αˆν + αˆµαˆν) L̂µν
(
∂2F
∂αˆµ∂αˆν
+
∂F
∂αˆµ
∂F
∂αˆν
)}
. (A9)
By taking successive derivatives and using the generalized Leibniz rule
∂
∂αˆµ1
∂
∂αˆµ2
. . .
∂
∂αˆµℓ
[F(αˆ)]2 =
P∪P¯=S∑
P⊆S
 ∏
µi∈P
∂
∂αˆµi
F(αˆ)
 ∏
µj∈P¯
∂
∂αˆµj
F(αˆ)
 , (A10)
as well as the the property
∂2F(αˆ)
∂αˆ2µ
=
∂
∂αˆµ
∂
∂αˆµ
F(αˆ) = −∂F(αˆ)
∂αˆµ
∂F(αˆ)
∂αˆµ
= −
(
∂F(αˆ)
∂αˆµ
)2
, (A11)
we establish the following set of equations for the correlated density matrices:
i∂tρˆ
corr
S =
1
Z
∑
µ,ν∈S
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
{
L̂µν ρˆcorr{µ}∪P ρˆcorr{ν}∪P¯ − Trν
[
L̂Sµν(ρˆcorr{µ,ν}∪P¯ +
Q∪Q¯=P¯∑
Q⊆P¯
ρˆcorr{µ}∪Q ρˆ
corr
{ν}∪Q¯)
]
ρˆcorr{ν}∪P
}
+
∑
µ∈S
L̂µρˆcorrS +
1
Z
∑
µ,ν∈S
L̂µν ρˆcorrS +
1
Z
∑
κ/∈S
∑
µ∈S
Trκ
[
L̂SµκρˆcorrS∪κ +
P∪P¯=S\{µ}∑
P⊆S\{µ}
L̂Sµκρˆcorr{µ}∪P ρˆcorr{κ}∪P¯
]
. (A12)
For ℓ = 1 and ℓ = 2 we recover the equations (9) and (10). A careful inspection of this set of equations shows that the
hierarchy in (A8) is preserved in time: Imposing the scaling ρˆcorrS = O(Z1−|S|) on the r.h.s. of the above equation, we
find that the time derivative on the l.h.s. does also satisfy the hierarchy (A8). Therefore, inserting (A8) into (A12)
and taking the limit Z →∞, we obtain the leading-order contributions
i∂tρˆ
corr
S =
1
Z
∑
µ,ν∈S
P∪P¯=S\{µ,ν}∑
P⊆S\{µ,ν}
{
L̂µν ρˆcorr{µ}∪P ρˆcorr{ν}∪P¯ − Trν
[
L̂Sµν
Q∪Q¯=P¯∑
Q⊆P¯
ρˆcorr{µ}∪Q ρˆ
corr
{ν}∪Q¯
]
ρˆcorr{ν}∪P
}
+
∑
µ∈S
L̂µρˆcorrS +
1
Z
∑
κ/∈S
∑
µ∈S
Trκ
[
P∪P¯=S\{µ}∑
P⊆S\{µ}
L̂Sµκρˆcorr{µ}∪P ρˆcorr{κ}∪P¯
]
+ O(Z−|S|) . (A13)
For ℓ = 1 and ℓ = 2, we recover equations (11) and (12).
In contrast to the exact expression (A12), the approx-
imated leading-order equations (A13) form a closed set.
The exact time evolution (A12) of the |S|-point correlator
∂tρˆ
corr
S also depends on the higher-order correlation term
ρˆcorrS∪κ involving |S|+1 points. The approximated expres-
sion (A13), on the other hand, only contains correlators
of the same or lower rank. This facilitates the iterative
solution of the problem sketched in Section III. First one
solves the zeroth-order equation (11) for ρˆ0µ. Inserting
this result ρˆ0µ into the first-order (in 1/Z) equation (12)
for ρˆcorrµν , we obtain a first-order result for ρˆ
corr
µν . This
first-order result for ρˆcorrµν can then be inserted into the
equation for ρˆcorrµνλ which is of second order 1/Z
2. Fur-
thermore, we may use the first-order result for ρˆcorrµν in
order to obtain a better approximation for the one-point
density matrix ρˆ1µ which is valid to first order in 1/Z and
contains the quantum depletion etc. Repeating this it-
eration, we may successively “climb up” to higher and
higher orders in 1/Z.
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