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Abstract
We show how to reconstruct a perfect 1-error correcting binary code of length n from the
code words of weight (n+ 1)=2. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
We may de4ne perfect 1-error correcting binary codes in the following way:
Consider a direct product Zn2 =Z2×Z2× · · ·×Z2 of the rings Z2 = {0; 1}. The ele-
ments of this direct product will be called words of length n. The weight of a word
c, w(c), will be the number of non-zero components of c. The distance between two
words c and c′, d(c; c′), will be the weight of the word c − c′.
A perfect 1-error correcting binary code of length n is a subset C of Zn2 satisfying
the following condition:
To any v∈Zn2 there is an unique c∈C with d(c; v)6 1:
(Trivial counting arguments gives that the only possible value for the length of a perfect
1-error correcting binary code is n=2m − 1.)
There are many di;erent constructions of perfect 1-error correcting binary code and
it seems to be hard to enumerate and classify them all, see [6].
For a perfect 1-error correcting binary code C, let C(k) denote the set of words of
C of weight k.
Avgustinovich [1] has showed that if C((n + 1)=2)=C′((n + 1)=2) for two binary
perfect 1-error correcting codes C and C′ of length n then C =C′. His proof does not
show how to reconstruct a perfect 1-error correcting binary code of length n from the
words of the weight (n+ 1)=2. The purpose of this note is to solve that problem.
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2. Preparations
Below, a perfect code always will be a perfect 1-error correcting binary code in Zn2 .
We consider a group algebra R[x1; x2; : : : ; xn]. The elements of this group algebra are
polynomials
r(x1; x2; : : : ; xn)=
∑
v∈Zn2
rv x
v1
1 x
v2
2 : : : x
vn
n ; v=(v1; v2; : : : ; vn); (1)
where the elements rv, for v∈Zn2 , belongs to the set of real numbers R.
The multiplication of polynomials in this group algebra is given by the multiplication
of monomials and extended to multiplication of polynomials in the usual way.
If (w1; w2; : : : ; wn) is the sum of (u1; u2; : : : ; un) and (v1; v2; : : : ; vn) in Zn2 then
xv11 x
v2
2 : : : x
vn
n · xu11 xu22 : : : xunn = xw11 xw22 : : : xwnn :
When only addition is concerned we may also consider R[x1; x2; : : : ; xn] as a vec-
tor space over the real numbers. This vector space is generated by the monomials
xv11 x
v2
2 : : : x
vn
n , (v1; v2; : : : ; vn)∈Zn2 . The dimension of this vector space thus equals 2n.
Let yt(x1; x2; : : : ; xn), for t ∈Zn2 , denote the polynomial
yt(x1; x2; : : : ; xn)=
1
2n
n∏
i=1
(1− xi)ti(1 + xi)1−ti ; t=(t1; t2; : : : ; tn):
Lemma 1. The polynomials yt(x1; x2; : : : ; xn), for t ∈Zn2 , constitute a base of the vector
space R[x1; x2; : : : ; xn].
Proof. There are 2n polynomials yt(x1; : : : ; xn). It thus suHces to show that any poly-
nomial r(x1; x2; : : : ; xn) of R[x1; x2; : : : ; xn] has an unique expansion
r(x1; x2; : : : ; xn)=
∑
t∈Zn2
At yt(x1; : : : ; xn); (2)
where At ∈R for t ∈Zn2 .
If we in the above equality substitute
xi =
{
1 if di =0;
−1 if di =1; d=(d1; d2; : : : ; dn)∈Z
n
2 ; (3)
then we get from the Eq. (1) that
Ad=
∑
v∈Zn2
rv(−1)v · d; (4)
where
(v1; v2; : : : ; vn)(d1; d2; : : : ; dn)= v1d1 + v2d2 + · · · + vndn:
Thus there is only one possibility for the coeHcient Ad and the lemma is proved.
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In [2] we proved that
yt(x1; : : : ; xn)yt′(x1; : : : ; xn)=
{
yt(x1; : : : ; xn) if t= t′;
0 if t = t′:
Hence, the coeHcients At , t ∈Zn2 , in expansion (2) will be called the fourier coe0cients
of the polynomial r(x1; : : : ; xn).
To a subset C of Zn2 we associate the polynomial
C(x1; x2; : : : ; xn)=
∑
c∈C
xc11 x
c2
2 : : : x
cn
n ; c=(c1; c2; : : : ; cn):
We will say that the fourier coeHcients of the polynomial C(x1; x2; : : : ; xn) are the
fourier coe0cients of the set C.
Let ei denote the word with support i. (The support of a word is the set of non-zero
coordinates of the word.) For any subset C of Zn2 , we denote by C
(i) the set
C(i) = {c + ei | c∈C}:
We say that the set C(i) is obtained from the set C by switching the ith coordinate.
Lemma 2. If the set C has the fourier coe0cients At , t ∈Zn2 , and C(i) the fourier coe0-
cients A(i)t , t ∈Zn2 , then, for i=1; 2; : : : ; n,
A(i)t =
{
At if ti=0;
−At if ti =0: t=(t1; t2; : : : ; tn)∈Z
n
2 :
Proof. Switching the ith coordinate in Zn2 corresponds in the group algebra R[x1; x2; : : : ;
xn] to multiplication with the monomial xi. As xixi=1, we get that
xi(1− xi) =−(1− xi) and xi(1 + xi) = (1 + xi)
and the lemma follows.
Let D denote the set of words of Zn2 of weight (n+ 1)=2.
The following result was proved by Roos [4] with slightly di;erent methods.
Theorem 1. If C is a perfect 1-error correcting binary code of length n then there
are integers A0 and Ad, d∈D, such that
C(x1; : : : ; xn)=
A0
2n
n∏
i=1
(1 + xi) +
∑
d∈D
Ad
2n
n∏
i=1
(1 + xi)1−di (1− xi)di :
(This result was generalized in [2] to perfect codes over an arbitrary alphabet.)
Proof. Assume that C has the fourier coeHcients A0t , t ∈Zn2 . Denote by A(i)t , t ∈Zn2
and i=1; 2; : : : ; n, the fourier coeHcient of the switched code C(i).
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We note that if Bt , t ∈Zn2 , are the fourier coeHcients of the set Zn2 , then B0 = 2n and
Bt =0 for t ∈Zn2\{0}.
As the union of the code C with the codes C(i), i=1; 2; : : : ; n, equals Zn2 and as
these n+ 1 codes are disjoint, we thus get that, for any t ∈Zn2\{0},
n∑
i=0
A(i)t =0:
The theorem now follows from Lemma 2.
If we let xi =1 for i=1; 2; : : : ; n in (2) and (3) we will get that
|C| =
∑
c∈C
1 = C(1; 1; : : : ; 1) = A0:
Let 〈d〉⊥ denote the set of words that are orthogonal to the word d=(d1; d2; : : : ; dn)
in Zn2 , i.e.
〈d〉⊥={(v1; v2; : : : ; vn) |d1v1 + d2v2 + · · ·+ dnvn ≡ 0 (mod 2)}:
We get from Eq. (4) that
Ad=2 | 〈d〉⊥ ∩C| − |C|: (5)
Hergert [3] observed that if d=0 is orthogonal to all words of C, then w(d)=
(n+ 1)=2.
Hence, if 〈C〉 denotes the linear span of the words of C, then we may conclude
from (5) that
d∈〈C〉⊥ if and only if Ad= |C|: (6)
Let S1(v) denote the set of words at distance at most one from the word v. This
subset of Zn2 is a 1-sphere around the word v.
Weighted perfect codes will be essential in the proof of our result. A weighted
perfect code f may be considered as a function from Zn2 to the set of real numbers R
with the property∑
v∈S1(a)
f(v) = 1
for all words a∈Zn2 .
The function f that describes an ordinary perfect code C will be the function
f(v)=
{
1 if v∈C;
0 if v =∈C:
To the weighted perfect code f we associate the polynomial
f(x1; x2; : : : ; xn)=
∑
v∈Zn2
f(v)xv11 x
v2
2 : : : x
vn
n v=(v1; v2; : : : ; vn):
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With the same arguments as in the proof of Theorem 1 we get
Proposition 1. A function f from Zn2 to R is a weighted perfect code if and only if
f(x1; : : : ; xn)=
A0
2n
n∏
i=1
(1 + xi) +
∑
d∈D
Ad
2n
n∏
i=1
(1 + xi)1−di (1− xi)di
for some unique real numbers Ad, d∈D, and with A0 = 2n=|S1(0)|.
A word p is a period of a weighted perfect code f if
f(v+ p)=f(v)
for all words v of Zn2 . The set of periods of a weighted perfect code f is the kernel
of f, ker(f). Trivially, the kernel of a weighted perfect code is a subspace of Zn2 .
Let p be any 4xed word and let f be a weighted perfect code. Let g be the weighted
perfect code de4ned by g(v+p)=f(v) for all v∈Zn2 . We denote this code g by f+p.
The following lemma is an immediate consequence of Lemma 2.
Lemma 3. Let f be a weighted perfect code with fourier coe0cients Ad, d∈D. Let
p be a word of Zn2 and let g be the code f+p. If g has the fourier coe0cients Bd,
d∈D, then
Bd=
{
Ad if p⊥d;
−Ad if p ⊥d: (9)
Let D(f) denote the set
D(f) = {d∈D |Ad =0};
where the numbers Ad, d∈D, are the fourier coeHcients of the code f.
Proposition 2. For any weighted perfect code f
ker(f)= 〈D(f)〉⊥:
Proof. From (9), if p∈ ker(f) and d∈D with d⊥p, then the fourier coeHcient Ad of
f equals zero. Hence,
ker(f)⊆〈D(f)〉⊥:
If p∈ 〈D(f)〉⊥ then, for every d∈D(f), p⊥d and hence, from Lemma 3, the fourier
coeHcients of f and f+p equals. This implies, by Proposition 1, that f=f+p,
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i.e. p∈ ker(f). Consequently,
〈D(f)〉⊥⊆ ker(f)
and the proposition is proved.
As for any d∈D, w(d) is an even number, we thus get the following generalization
of a result of Shapiro and Slotnik [5]:
Corollary. The kernel of a weighted perfect code f always contains the all one word
(1; 1; : : : ; 1).
3. Main results
The theorem of Avgustinovich [1] is easily generalized to weighted perfect codes.
The same proof will give the following theorem.
Theorem 2. Any weighted perfect code f is uniquely determined by its restriction to
the words of weight (n+ 1)=2.
Proof. As the all-one word (1; 1; : : : ; 1) is a period of f, see the corollary of Proposi-
tion 2, we get that the values f(v), where w(v)= (n−1)=2, are completely determined
by the restriction of f to words of weight (n+ 1)=2.
Assume that f and g are weighted perfect codes with
f(v)= g(v) if w(v)= (n+ 1)=2:
We de4ne a function h from Zn2 to the real numbers by
h(v)=
{
f(v) if w(v)6 (n− 1)=2;
g(v) if w(v)¿ (n+ 1)=2:
As no 1-sphere S1(v) can contain both words of weight (n− 1)=2− 1 and words of
weight (n+ 1)=2 + 1, we get that h is a weighted perfect code.
From the corollary of Proposition 2, applied to the code h, we immediately get that
f(v)= g(v) for all v∈Zn2 .
We now prove the main result. Let  1;  2; : : : ;  t denote the elements of D.
We de4ne a t× t matrix E=(eij) in the following way:
eij=
{
1 if  i ⊥  j;
−1 if  i ⊥  j:
Let  i =(d′1; d
′
2; : : : ; d
′
n) and  j =(d1; d2; : : : ; dn). We note that eij is the coeHcient of
the monomial xd
′
1
1 x
d′2
2 : : : x
d′n
n in the polynomial
∏n
i=1 (1 + xi)
1−di(1− xi)di .
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From Proposition 1 we get that the following system of linear equations must hold
for any weighted perfect code f:
1
|S1(0)|


1
1
...
1

+E


A 1
A 2
...
A t

 12n =


f( 1)
f( 2)
...
f( t)

 : (10)
By Proposition 1, any solution A 1 ; A 2 ; : : : ; A t to this system of t equations will
give a weighted perfect code. By the Theorem 2, this code is uniquely determined
by the values f( 1); : : : ; f( t). The fourier coeHcients are, by Proposition 1, uniquely
determined by the code f. Hence there can, to any right-hand member of (10), be at
most one solution of the system of equations (10). We may conclude that the matrix
E must be non-singular.
For any code f with a known set of values f(v), w(v)= (n + 1)=2, we may thus
from the system of linear equations (10) uniquely calculate the fourier coeHcients of
f, either by Gauss elimination’s, taking the inverse of the matrix E or very explicitly
by Cramers rule. When we have got these fourier coeHcients we get the code from
the formula in Proposition 1.
Let us also 4nally remark that fourier coeHcients and weighted perfect codes also
have been considered by Anastasia Vasileva [7], but for another purpose and in another
setting.
Remark. It might be possible to prove directly that the matrix E above is non singular.
However, we found it not quite out of interest to follow the rout via the generalization
of the Shapiro-Slotnik theorem.
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