Abstract. Quadtrees constitute a classical data structure for storing and accessing collections of points in multidimensional space. It is proved that, in any dimension, the cost of a random search in a randomly grown quadtree has logarithmic mean and variance and is asymptotically distributed as a normal variable. The limit distribution property extends to quadtrees of all dimensions a result only known so far to hold for binary search trees.
Introduction
This work concerns itself with an analysis in distribution of the cost of retrieving data from a randomly grown quadtree structure based on a combination of complex asymptotic and analytic probabilistic methods.
Quadtrees are a well-known data structure for multidimensional retrieval problems discovered by Finkel and Bentley [9] . They are discussed in classical treatises on algorithms [18] , [31] and examined in great detail in Samet's reference books [29] , [20] . Their analysis has made tangible progress over recent years [7] , [10] , [12] , [20] , [23] , [27] .
Given a list of points {J/J = (Pt, P 2 , • •• , P n ) in two-dimensional space, the standard quadtree process associates to it a tree defined by the rules:
-If & = 0, the tree is the empty tree. Otherwise, n~1, and the first point This definition is readily generalized to an arbitrary dimension d, the corresponding trees then having the branching factor 2
d •
The searching algorithm for a point Po in a quadtree constructed from a collection of data & starts with a comparison with the root; based on the outcome, it then recursively descends into one of the four subtrees. For any given & and Po, this defines an access path whose length is characteristic of the search cost.
Throughout this paper, we let d~1 be the dimension of the data space, and we liberally assume that data are from the d-dimensional hypercube
The probabilistic model considered takes all such data uniformly and independently from !l. Having built a quadtree from n -1 points under this model we consider the cost of searching an nth item in it, the search cost being measured as always by the number of internal nodes traversed. This search cost D n (also called insertion depth) is then a random variable defined on the space .Pl,n -1 X .Pl,~.Pl,n. The outcome of the search is unsuccessful with probability 1 so that we are analysing with D n a random unsuccessful search. Our main result is that D n converges in distribution to a Gaussian law when the size n of the structure becomes large. Figure 1 Jln '" -log n and Un~2" log n. d d
Similar results hold for the cost en of a random successful search where a random search is performed for one of the n records already present in the tree, the underlying probability space then being .Pl,n x [1 .
. n].
The type of analysis involved is perceptible when looking at the equation satisfied by a modified form <I>(u, z) of the bivariate probability generating function
The triple integral is a reflection of the combinatorices of the growth process of three-dimensional quadtrees. Our results (1), (2) characterize the profile of a search in a quadtree of any dimension. The results already known are discussed in Mahmoud's book [27] that we adopt as our basic reference for analysis of search trees.
When d = 1, the quadtree reduces to the binary search tree [22] . In that case the distribution of D n involves in a simple way the Stirling "cycle" numbers [:J defined by
P. Flajolet and T. Lafforgue a fact known since the 1960s [15] , [16] , [26] and rediscovered by several authors. The distribution is Gaussian in the limit, in both the unsuccessful case [5] and the successful case [24] . This property is itself closely related to Goncarov's result of 1943 establishing the asymptotic normality of the Stirling cycle numbers.
When d = 2, the mean Jln and the variance 0'; have explicit forms [7] , [10] that involve the harmonic numbers,
We push the analysis further and derive a closed form for the generating functions of D n and en using the hypergeometric equation known to play a crucial role in similar analyses [10] , [20] . In this way the distribution of search costs becomes expressible as a complicated convolution of Stirling numbers and asymptotic normality results. When d~3, the asymptotic form of the mean, see (2) , was determined by Devroye and Laforest using probabilistic arguments [7] and independently by Flajolet et al. [10] using singularity analysis of solutions to linear ordinary differential equations. We establish here the asymptotic form (2) for the variance (0';) which was previously unknown and which furnishes a quantitative refinement of the convergence-in-probability result of Devroye and Laforest. Furthermore -and this constitutes the main result of the paper-we obtain the asymptotic normality of the distribution of search cost (1) in all dimensions. Observe that already no closed forms are currently available (even for the mean) from the integral equation (3) for d = 3.
Basic Equations
The random tree problem described in the Introduction is readily recast as a purely analytic problem, as shown by Lemma 1 below. This section is devoted to the reduction, and the reader unfamiliar with (or uninterested by) search trees can take it as a starting point. In effect this lemma rephrases our problem as an instance of a general question which is of independent interest: "Estimate the coefficients of a bivariate series that satisfies a linear ordinary differential equation with polynomial coefficients."
Two integral operators play an essential role here: 
where the bivariate generating function n of the polynomials qJn(u) is characterized by the integral equation
Proof. The central quantities here are the level polynomials qJn(u) that record the distribution of levels of external (empty) nodes in trees, and to which the distributions of en, D n are then attached.
Consider arbitrary "regular" r-ary trees where each internal node has outdegree exactly r (for quadtrees, r = 2 d ). The internal level polynomial is similarly t/J(u; T) = Li Ud(i) where the sum extends now to the internal nodes i of T, depth being still measured in the number of internal nodes on the branch of i. Since an internal node at depth k connects to r nodes, either internal with depth k + 1 or external with depth k, a balance
Note that t/J(u; T)/I TI describes the probability distribution of the cost of searching a random internal node conditioned upon the fact that the shape of the tree is T. Next turn to the quadtree growth process. A tree of size n gives rise to a designated root subtree (for instance the NW subtree when d = 2) having size k with probability
where the summation is over all sequences (l1' 1 2 , ... , Id),
These splitting probabilities are consequences of the quadtree growth process which they fully characterize. See Lemma 8 of [10] for a simple computation via Eulerian integrals. Now define lfJn (u) to be the expectation of the polynomial lfJ(u; T) when T is a randomly grown tree of size n according to the quadtree process. (We also call lfJn(u) a level polynomial.) Then, from (8) and (10), we get the recurrence
k=O Taking generating functions, this is equivalent to (7) .
The cost generating function Yn(u) of a random successful search en derives from lfJiu) by translating relation (9) into expectations, which gives the first part of (6) . For an unsuccessful search, by a classical argument [22, p. 427 ], D n measures the difference between the shapes of the tree at stages nand n -1, so that the second part of (6) relative to t5 n (u) follows. D
We note that [uk] lfJn (u) is the expected number of external nodes at depth k in a randomly grown quadtree of n nodes. Except in the case of d = 1, it is not true that all external nodes get accessed with equal likelihood for randomly grown quadtrees.
The Binary Search Tree (d =1)
When d = 1, the integral equation satisfied by <Il(u, z) is homogeneous of order 1, and thus solvable by quadratures:
<Il(u, z) = 2 and CfJn(u) = .
(
Thus, comparing with (4), we see that [U~q>II(U) = 2{:JInI , which involves the Stirling numbers. Proceeding in this vein, mean, variance, and distribution of D n are found directly from Lemma 1 and (11).
Theorem 1 (Hibbard, Lynch). The cost D n of a random unsuccessful search in a binary search tree of size n -1 has mean and variance given by
and probability distribution
Analogous results hold for Cn. They are originally due to Hibbard for the mean and Lynch for the whole distribution. See [22] and [27] .
In the case of dimension d = 2, the analytic model of quadtrees can be solved explicitly in terms of hypergeometric functions. The corresponding easy background in analysis may be found in [1] , [19] , and [33] .
Theorem 2. The cost C n of a random successful search in a standard quadtree of size n -1 has a generating function Yn(u) given by
Equivalently, the 4istribution of C n is expressible as a convolution of Stirling cycle numbers,
where the sum LJf" is to be taken over all triples (k 1 , k 2 , k 3 ) such that (Jf") and
This also entails an explicit expression for the probability distribution of D n since, from Lemma 1,
Proof. From Lemma 1, the generating function of the level polynomials
It is thus the solution of the linear differential equation of order 2,
This equation has singularities at the three points z = 0, 1, 00 so that it is natural to compare it with the hypergeometric type. In order to determine the local behavior at some point Zo of possible solutions to a linear equation like (12) 
Search Costs in Quadtrees and Singularity Perturbation Asymptotics
The two equations (13) and (14) are matched by the substitution
Thus the generating function of the level polynomials (J)(u, z) admits the explicit
A convolution formula for l,On(u) then derives and the relations of Lemma 1 provide for bn(u).
D
As an immediate corollary, we obtain the known values of the mean [7] , [10] and of the variance [7] of a random search. 1 2
4n 9n 2 
Proof. Compute iJ(J)/iJu and iJ 2 (J)/iJu
2 , evaluate at u = 1, and expand.
D
In preparation for our subsequent discussion, we note that the generating function (J) admits the expansion at z = 1:
Such a form is available since the connection formulae for hypergeometrics are fully explicit due to the existence of integral representations. In what follows we see that expressions qualitatively similar to (17) , although much less explicit, hold in higher dimensions.
Asymptotic normality for en and D n would result from these developments using the main theorem of Flajolet and Soria [14] . A derivation is, however, not given here as it is subsumed by the more general treatment valid for all dimensions that we now expose. The architecture of the proof of the main theorem asserting asymptotic normality of the distribution of search costs in all dimensions is transparent; implementation of it requires quite some care, though. We offer here a brief outline. The starting point is the integral equation (14) furnished by Lemma 1, which we recall: (18) That equation is itself equivalent to a linear differential equation (see (12) for dimension d = 2) with coefficients that are polynomial in the main variable z and the parameter u. The order of the equation is equal to the dimension of the data space, d. The standard theory is more conveniently developed from differential systems rather than equations, and the associated system is also of dimension d. (Systems are notationally simpler because of the more transparent form afforded by matrix exponentials as well as the simpler expression of the variation-ofconstant formulae [19] .)
The main idea consists in relating perturbations of the differential system corresponding to (18) which is singular at z = 1 when u is near 1 to the asymptotic properties of the coefficients of (J)(u, z).
The most common case for linear differential equations and systems is the one called regular singularity or singularity of the first kind. In such a case, a basis of solutions can be found that, in essence, are locally of the form In a parametrized case like (18), we thus expect solutions to involve linear combinations of terms of the form
as z -+ 1. In the case of (18), it is found that the possible exponents are algebraic functions that are roots of the indicial equation Forms belonging to the general type (19) were already encountered when d = 1, see (11) , and when d = 2, see (17) . Asymptotic normality of coefficients is known to hold for a closely related class of bivariate functions exhibiting a similar singular behavior [13] .
As z -+ 1, the dominant term in the expansion of <l> (u, z) is the one corresponding to the root 2U 
at least for u near 1. According to the usual principles of singularity analysis [11] , the dominant singular behavior of <I> provides the dominant asymptotic term in its coefficients lm e n ---=e
for some suitably chosen an, b n .
Since lfJn(u) has positive coefficients, the continuity theorem for characteristic functions (or equivalently Fourier transforms of measures) of analytic probability theory applies. This leads to the end result, namely the convergence in distribution to a normal distribution for the coefficients of qJn(u) which in turn carries to the distribution of D n as expressed by (1) .
The technical difficulty of the actual proof, compared with this rough outline, is due to the strict necessity of deriving singular expansions that are uniform with respect to u. This requires a detailed investigation of the way such expansions are "perturbed" when u lies near 1, hence the term singularity perturbation in our title.
The necessary background on singularities of linear differential systems may be found in [6] , [19] , and [32] .
The Higher-Dimensional Quadtree (d~3)
The main result to be established in this section is that the distribution of a random unsuccessful search in ad-dimensional quadtree is asymptotically normally 162 P. F1ajolet and T. Lafforgue distributed, the proof following the outline of the previous section. We then prove an exponential tail result for the distribution. From there, the asymptotic forms of the mean and variance of the distributions follow. The same properties also hold for a random successful search, by a direct adaptation of the arguments. 
The proof of Theorem 4 starts with general analytic conditions for normality (Lemma 2) followed by a detailed analysis of the differential equation expressing the physics of quadtrees (Lemma 3). The analytic lemma, Lemma 2, is closely related to bivariate schemas considered by Flajolet and Soria [13] , [14] , and recently extended by Gao and Richmond [17] . Lemma 
Let F(u, z) = Ln,k In,kukzn be a bivariate function with positive coefficients. Assume that:
Cl. Lt J,.,,, fie -00 (25) Proof. (Sketch; see [13] , [14] , and [17] for details.) Integration along a Hankel contour according to the principles of singularity analysis [11] yields the approximation valid in a neighborhood of (1, 1),
where 0., (1) indicates uniformity with respect to u in a neighborhood of 1, as n~00.
In other words, we have transferred tennwise a uniform expansion of F(u, z) onto its coefficient. This is permissible because of the constructive character of error terms afforded by the singularity analysis method [11] . With the stated values of an and b n , a direct computation from (26) shows that, for all fixed
the proof requiring the continuity of c(u) at 1, the condition c(l) :I 0 and the uniformity of the error term 0 .. (1) in the expansion of fn(u).
Thus, the characteristic function of the distribution {!n,k} ( 
Lemma 3. In any dimension d~1, the generating function <I>(u, z) of the level polynomials of quadtrees (defined by (7)) and the generating function of quadtree search costs
both satisfy the conditions of Lemma 2 ensuring asymptotic normality.
Proof. 1. Positivity. From the combinatorics of the problem, we find
Given the positivity of coefficients, the function <1l is thus a priori analytic in Izl < 1, lul < 1.
The differential system. The integral equation (7) satisfied by <1l gives rise to a differential equation of order d,
By standard reduction techniques, that equation transforms into a differential system. In effect, the vector (<1l(u, z), I<1l(u, z) , ... , Jd-2I<1l(u, z» is a solution to
Analyticity.
Under the form (29), it is recognized that the system has two regular singularities at the fixed points z = 0 and z = 1; here "fixed" means "nonmovable." (A more general discussion of fixed versus movable singularities is given in the last section of the paper.) The general setting of the problem as we saw in step 1 guarantees that <1l is analytic at z = 0, so that this point needs no further attention. The fundamental theorem of regular perturbation guarantees that the solution <I> remains analytic in both the parameter u and the main variable z as long as the dependency on parameters is analytic and singularities corresponding to the main variable are avoided.! The dependency on u is entire, so that <1l(u, z) is indeed an analytic function of the two complex variables (u, z) for (u, z) E C x C\[l, + 00[. 
Approximate Euler system at

(u, z) is analytic on C x (C\{O}).
A first-order approximation of (30) is is analytic at u = 1. It results from a general observation of Sibuya that the diagonalization of an analytic matrix is itself an analytic process. Thus, see Section 25 of Wasow's book [32] , an analytic matrix Q(u), invertible over B(l, 1), exists such that
5. Approximate singularity analysis at z = 1. We return to the full differential system (29) 
where
For the simplified form of the system (35) in which F(z, u) is set to 0 (this is now, by construction, a diagonal Euler system), a vector of solutions is given by 
P. Flajolet and T. Lafforgue
The dominant singular behavior is thus (1 -z)-) .(U) since A(U) (=Ao(U» is the determination with the largest real part when u is near 1.
At this stage, our problem is reduced to showing that the presence of the correction term F(u, z) in (35) does not radically affect the solutions so that the Jtj are approximated by the Vj, themselves satisfying (36).
6. Singularity analysis at z = 1, odd dimension. We proceed to prove that the exact solutions (36) of the approximate (diagonal) Euler system do represent asymptotically the exact solutions of the full system. In the univariate case this is a well-known fact in the theory of regular singularities, though complications arise in certain confluence situations-when two Aj are congruent modulo I-which may induce logarithmic terms [6] , [19] , [32] .
For lower dimensions (d = 1,2), a direct computation from (11) and (17) confirms that l' J~Vj and permits us to establish the statement of the lemma directly.
For an arbitrary odd-valued d, the eigenvalues Aiu) are distinct and no two of them are congruent modulo 1, since their imaginary parts are all distinct for u E B(l, 1). From the general theorem of regular singularity, a fundamental solution to the main system (29) of the form
with P analytic in z, when z E B(l, 1), for each fixed choice of U E B(l, 1), exists. The global dependency of P with respect to u, especially analyticity, is however to be ascertained.
The general theorem of regular singularity relies on recurrence relations that the differential equation induces for the coefficients of the P matrix, and analyticity then readily follows from direct majorizations. In effect, the proof of Theorem 4.1, p. 119, of [6] adapts to our parametrized proplem and P(u, z) turns out to be analytic in both variables u and z, for (u, z) in a neighborhood of (1, 1) . To see it, set 00 B(l, 1) x B(l, 1) .
Equation ( u E B(l, 1) . However, some of them become congruent modulo 1, when u = 1. This is always the case for the pair {-2, +2}, and it may happen for other roots, in the hexagonal configuration corresponding to d = 6 for instance.
At U = 1, at most two distinct eigenvalues may be congruent modulo 1
(examine the imaginary parts). Thus, from the general theory of linear differential systems, ·
where the biz) and biz) are analytic at 1 (some pos~ibly equal to 0). In particular, the special solution (28) is of this form with all the biz) = 0 and with the biz) = 0 for j =F O.
In contrast, for u close enough to 1 but U =F 1, a simple computation shows that the Aiu) are all distinct modulo 1, so that
where (for each u separately) the bJu, z) are analytic in z. We let V denote a sufficiently small neighborhood of 1 in which the AJU) remain distinct modulo 1, except possibly at u = 1 itself.
Comparison of (38) and (39) precludes a matching of the two expansions at u = 1, and biu, z) cannot depend analytically on u at u = 1 whenever logarithmic terms occur. A solution is obtained by using an idea due to Frobenius, and changing the base functions in which solutions are to be expressed. Instead of the base functions underlying (38) that are of the form (41) An adaptation of the treatment of [6, pp. 120-121 ] to the parametrized case shows that we may take the cJ{u, z) and dJ{u, z) to be analytic in W x B(l, 1). Details are relegated to an appendix.
The expansion (41) of <Il now has the uniform behavior encompassing both cases, u #= 1 and u = 1, sought. It satisfies the conditions of Lemma 2. In particular, the c(u) of that lemma is continuous since the terms involving the e's only contribute negligibly, as Note. Some of the intricacies of the proof arose from the confluence of eigenvalues modulo 1 in the case when d is even. Confluences of order higher than 2 could also be coped with using the base functions
The next theorem provides uniform exponential tails for the probability of large deviations of D n which improves on the convergence-in-probability result of [7] . (Sketch, see [14] and [17] for details.) The proof is a simple adaptation of the argument giving the characteristic function, with u now taken in a real neighborhood of 1.
From the conditions of the Lemma 2, and by the same singularity analysis argument as (26) and (27) , a fixed real neighborhood of 1 exists such that, for () in that neighborhood,
I
.
Im e --= e .
In other words, the Laplace transform of On = (D n -an)/b n converges to the Laplace transform of a normal variable. The uniformity conditions of Lemma 2 further ensure that (1) stays uniformly bounded for () in some interval [ -8 1 , 8 2 ] containing O. It is well known (see [4] , and [14] for the uniform version) that existence of Laplace transforms in an interval surrounding 0 implies exponential tails. The statement of Theorem 5 simply expresses this fact. 0
The next theorem gives the asymptotic form of the mean and variance of a search. It is obtained here as a by-product of the limit distribution property and its centering constants (Theorem 4) complemented by effective tail estimates (Theorem 5). An analytic derivation along the lines of [10] should also be feasible. 
D
From this last theorem, the centering constants a", b" of the limit distribution (Theorem 4) may be replaced by the mean and standard deviation Jln' Un' as was expressed in (1). Figure 1 actually depicts. Table 1 displays a sample of the probability distribution of D" determined exactly using computer algebra, in the case of dimension d = 2 and n = 100. The low figures confirm that probabilities of large deviations soon become exceedingly small.
Conclusion
The method of singularity perturbation developed here is of a generality that transcends the particular situation of quadtrees. Retaining the essentials of the argument, we obtain in effect a result valid for large classes of differential equations. The conditions of Theorem 7 may seem outrageous. However, the spirit of the theorem is simple. If a bivariate generating function satisfies a linear differential equation with analytic coefficients, then a normal approximation derives from the existence of a fixed regular singularity (condition Cl) provided there is no confluence of dominant singular solutions (condition C2) and the generating function exhibits the dominant growth regime (conditions C3). These conditions can be relaxed in various ways and, already, a particular case of confluence of roots modulo 1 had to be coped with in the case of even dimensions. The e functions have a fundamental role in such developments.
Some supplementary conditions are certainly necessary in order to ensure asymptotic normality. For instance, the generating function z (1 -z) (1 -uz) corresponds to a uniform distribution while there is confluence of singulari.ties at z = 1 and z = l/u as u -+ 1, so that condition Cl is already violated.
Suitably general analytic schemas like c(u) (1 - z/p(u) ) (1.(u) are otherwise known to lead to normal laws, see [14] and [17] generalizing an early work of Bender [2] . Such limit laws are thus likely to occur also in many cases where a movable singularity is encountered. This happens for node types and levels in varieties of increasing trees, in the context of a nonlinear differential equation [3] . Mahmoud and Pittel also derived normality results for the size of search trees with higher branching factors by considering a nonlinear equation of a different type, see [28] and Chapter 3 of [27] .
In a related area, Drmota has introduced in [8] an interesting class of bivariate algebraic functions related to tree enumerations and independent sets that conduce to asymptotic normality. Jacquet and Regnier have obtained asymptotic normality for the size of digital "tries" from a nonlinear difference equation [21] , [27] treated via Mellin transforms.
As a final word, we should thus expect many ordinary differential equations and functional equations arising from bivariate generating functions of combinatorics or the analysis of algorithms to lead to normal laws. General theorems in this area are certainly much desired.
