We propose a Large Deviation approximation for the loss distribution of a credit portfolio and compare it as well as higher order Saddle-point and Edgeworth expansions with the standard recursion method for the pricing of CDO tranches.
Introduction
The most common approach to value synthetic CDO tranches is still via Base Correlation or Local Correlation models. Both approaches are described in [17] and [27] , [2] . Those static models are simple extensions of the Gaussian copula, (cf Li [20] , Roncalli [21] ). As the value of a CDO tranche is the sum of call-spreads on the Loss distribution of the underlying pool, one only need to compute this loss distribution for arbitrary future times. In this framework, the loss distribution is computed via a numerical integration (cf. [23] ): L = L (Z) φ (Z) dZ where Z is Gaussian. Conditionally on Z, the common market factor of the model, L = L (Z) is the loss distribution of a portfolio of independent names : we will focus here on the computation of this quantity using various expansion methods. We will look in particular at the higher order expansions results for the Saddle-point method and the Normal proxy, also called Jarrow-Rudd method.
The rst section introduces the notations used later. Next, The second part exploits various extensions of the Saddle-point approximation, up to the 8th order.
In the third part we expand the distribution around the Normal case : this method is similar to JarrowRudd approach, based on Edgeworth expansions of the loss distribution, but initially applied to option pricing (cf. [16] ).
In the fourth part, we propose a large deviation approximation based on the results of Akahira, K. Takahashi (cf. [9] ).
All this numerical methods are compared with the benchmark recursion. They could be as well compared with the standard FFT method. In order to avoid numerical error, one can combine them with a Esscher transform, as described in the last Appendix. This technic prevents aliasing in the loss distribution computation.
In the last part, we apply those expansion formulas on a credit portfolio and compare the robustness of the methods, depending on the correlation level and seniority of the Tranches.
Notations
Let n be the number of credit entities in the basket.
We dene :
• τ i : the default time of entity i.
• X i (t) = 1 (τ i ≤t) : the default time indicator for time horizon t.
• p i (t) = 1 − exp − t 0 λ i (s) ds is the default probability up to time t for name i with an intensity model:
p i (t) = E (X i (t))
• q i (t) = 1 − p i (t) is the survival probability for name i.
• We dene the counting process at time t by:
X i (t) with X i (t) = 1 {τ i ≤t} .
• N (x) is the CDF of the N (0, 1) Gaussian variable:
φ (x) dx and φ (x) = exp −
• p z i (t) is the conditional probability on the common factor Z = z (cf [23] for more details on this convention). For example, p z i (t) can be one of the following expressions: If we use the framework of one factor [Gaussian] copula or Base correlation, with correlation z, we have:
If we use the framework of the Local correlation (cf [27] )or Random Loading Factor (cf [2] ) with a correlation z −→ ρ (z) , with values in [0, 1], where z is N (0, 1) , we have:
We dene H as the CDF of the variate used to correlated the default times, i.e.:
H (x) = P (U i < x) with U i = ρ (Z)Z + 1 − ρ (Z)ε i with ε i and Z are i.i.d. N (0, 1) . Z is the state variable. In the Gaussian framework we simply have
• X z i (t) = 1
with ε i ∼ N (0, 1) i.i.d. Note that all the X Z i (t) are independent, conditionally on Z = z, i.e. a particular value of the state variable.
• In that case X z (t) = n i=1 X z i (t) is the sum of independent binomial variables, with E (X z i (t)) = p z i (t) . X z (t) is the number of defaults in the basket conditional on Z = z up to time t.
• Let a i be real numbers. L z i (t) = 3 Saddle-point approximations for CDO and N th -to-defaults
Conditionally on the state variable Z = z the number of defaults in the basket at time t is X z (t) = n i=1 X z i (t) where the X z i (t) are independent (cf. notations at the beginning) ; the Loss in the basket is L z (t) = n i=1 a i X z i (t) . For each approximation, we need to compute the following quantities:
• for the distribution of X z i (t) , i.e. the distribution of the number of defaults, we need to get Q (X z (t) = m 0 ) for each m 0 ∈ {0, 1, ..., n} ;
• to compute the price of a m th 0 -to-default swap, we need to compute the tail of the distribution Q (X z (t) ≥ m 0 ) , for m 0 ∈ {0, 1, ..., n} ;
Expressions for K (1) 
and the 6 th order:
with:
K (2)θ2 
The Normal-Proxy approximation of David Shelton
The approach from David Shelton [26] is an even more direct and ecient approximation than the Saddlepoint. All it needs, conditional on the variable Z, is : the value of the expectation of X z (t) and its variance (cf. the notations at the beginning of this paper). We have µ x = Σp z i (t) and σ 2 x = Σp z i (t) (1 − p z i (t))and we assume that the distribution of X z (t) is Normal N (µ x , σ x ) . This approximation is particulary good for large portfolio as it is somewhat a limit of the theorem of large numbers. The most useful property of this approximation is that given a value of z the density computed with the normal-proxy is generally very dierent from the theoretical one, but when we integrate numerically on z then it becomes very close to the real distribution (cf. numerical results).
The conditional density of X z (t) is simply given by
and a call on Loss by
Note that the density , tail and call should not be renormalized with N
to make sure that the density sum to one. 5 Expanding the Normal Proxy : the Jarrow-Rudd approach As we will see in the numerical illustrations, the Normal-Proxy is very ecient in most cases, but not for very thin or senior tranches. Our aim here is to rene it by capturing higher order moments of the distribution. The idea is to start from a given distribution (i.e. we start from the Normal distribution) and approximate the real distribution of the loss using higher moments : the skew and the kurtosis. This is called a generalized Edgeworth series expansion of the density (cf. [5] , [19] , [16] ). From the expansion of the density as in [16] , we have directly the expansion of the call on loss.
Computation of the density using Jarrow-Rudd expansion
As in [16] we dene x −→ a (x) as the approximate density (the Normal one, cf. (9)) and x −→ f (x) as the real density of L z (t) that we want to expand.
Following Jarrow-Rudd expansion (4) in [16] , we have:
with K i (f ) = K (i) θ is the cumulant of order i for the density f, taken at valueθ = 0. a (i) (x) is the derivative of order i. In the paper of Jarrow-Rudd, The value ofθ is zero (there is no Saddle-point approximation here) . The formula above is proven in [16] . The idea is to write the Taylor series of the rst cumulant of f i.e. K 0 (f ) (θ) around θ = 0 and to do the same with K 0 (a) (θ) . Taking the dierence of those series up to a order N one have
Then taking the exponential of this equation, one nd a relation between the characteristic functions of f and a :
Again, we do a Taylor expansion of the exponential to nally have exp
This step is actually very similar to the computation of expansions in the Saddle-point framework.
Using the inverse Fourier transform of this series one nally nd a relationship between the density of f and the density of a Let dene by µ l and σ 2 l respectively the mean and the variance of the loss L z (t) . Then concerning a (x) ,we need to have K 1 (a) = K 1 (f ) = µ l . We use a (x) given by the normal proxy. We know that it is already a good approximation of the real density :
In particular, we have
The formula for K i (f ) when f is the density of the loss process L z (t) are given in Appendix A. So we have at order 4:
Note that because the rst two moments of f and a are chosen to be equal, there is not weight on a (1) (x) and a (2) (x) . This formula, because it shows the expansion of the density, is much more instructive and explicit than the Saddle-point approximation. One can see how the real density diers from the normal density by looking at the weights on higher order terms, i.e. skew and kurtosis. Indeed, the term in front of a (2) (x) is a function of the dierence in variances. If L was normal, with a dierent volatility than that of a then we
The term in front of a (3) (x) captures the skewness of f and the last one the kurtosis.
The expansion (10) can be decomposed into a polynomial P (x) multiplied with φ (x) :
6 a (3) (x) so:
Order 4 expansion:
We have
24 a (4) (x) so:
with K i either the cumulants of X z (t) or L z (t) computed in Appendix C (note that in appendix C, we compute the cumulants associated with an Esscher transform : here the cumulants K i are computed witĥ θ = 0). Mean µ and volatility σ are those of
5.2 Computation of the call on Loss using Jarrow-Rudd expansion Now that we have an explicit expansion of the density we can easily compute E (L z (t) − K) + from expression (10) :
and η i the coecient of degree i of the polynomial P in (11) . Using Appendix C formulas of the moments of a Normal variable stuck atK we nd:
Order 3 expansion:
We have P (x) = 1 −
Order 4 expansion:
We have P (x) = 1 +
Higher order Large Deviation approximations
The recursion algorithm in Akahira & Takahashi [9] enables to relate explicitly density Q (X z (t) = m 0 ) and
This can be applied to can be applied to X z (t) or L z (t) . The only thing we need is the value of the cumulants. Let suppose you know Q (X z (t) = m 0 ) . We want to compute Q (X z (t) = m 0 + k) . Akahira, K. Takahashi propose Daniel's formula for the initial value at k = 0 :
Then the result of Akahira & Takahashi is the tail approximation,θ being the Saddle-point at m 0 :
• and for m 0 < E (X z (t)) :
We extend the result of Akahira et al. to take into account higher order powers in k.
•
The proof is given in appendix G.
Computation of the tail
• In that case, we get the tail as
, so Saddle-pointθ should be carefully computed at m 0 − 1 instead of m 0 .
• if m 0 ≥ E (X z (t)) :
We can see in the idea of the proof that as opposed to the Saddle-point approximation for the tail Q (X z (t) ≥ m 0 ) , the Large deviation approximation basically uses the Saddle-point information at all points Q (X z (t) = m 0 + k) and not only at m 0 . The approximation for the tail Q (X z (t) ≥ m 0 ) is consequently more accurate than for the Saddle-point, which in fact diverge if we use higher orders. When m 0 < E (X z (t)) we get the upper tail via the lower tail :
The computation of the call on loss E (L z (t) − l 0 ) + is straightforward. We have to consider 2 cases:
In that case, we compute the Saddle-pointθ at µ l = E (L z (t)) and we cut the integral in 2 parts :
Numerical results
We consider an homogeneous portfolio of 100 names. If the default intensity is suciently large, to highlight the dierences in the distribution we obtain ( intensity is 1000 bps) : The densities are very close to each other. The distribution is plotted for the number of defaults in [13, 22] . Now we compare the performance of each numerical method : the Saddle-point approximation (at order 2 and 4), the Large deviation approximation, the Normal proxy, the Edgeworth expansion (at order 3 and 4) with the recursion method, considered here as the benchmark numerical method. The portfolio considered is homogeneous:
• Number of names = 100;
• Recovery = 0%;
• Individual spread = 50bps, without term structure;
• Risk free rate = 0%;
• Maturity of the Tranche swaps is 5Y, quarterly payments;
• Computed expected loss = 2,49%
• Model: Gaussian copula with various at correlations called rho.
We consider 7 levels of correlation {2%, 10%, 20%, 30%; 50%; 60%; 70%} that largely includes the current levels of base correlations for the liquid credit indices (iTraxx, CDX etc.). The tranches considered span the entire capital structure from very thin equity to senior tranches.
We nd the following tranche spreads: . The code for the colors is the following:
• green color: tranche spread relative error is smaller than 1%
• blue color: tranche spread relative error is between 1% and 4%
• red color: tranche spread relative error is greater than 20%
We compute the Saddle-point at order 2 and 4, Edgeworth at order 3 and 4 and the Large deviation expansions. We can see that equity tranches, i.e. in the money tranches relative to the current expected loss (2.49%) are very well approximated with the normal proxy and whatever the correlation level. The Saddlepoint method is very robust, even for those equity tranches. But the large deviation approximation performs better for very senior tranches. On the other hand, it tends to give very bad results for equity tranches.
The most robust methods seems to be the Jarrow-Rudd approximation at order 4, except for very low correlations.
Those results could be anticipated, given that the Saddle-point is a good approximation in the tail of the loss distribution, as well as the large deviation approximations. The observed robustness is more surprising for the equity tranches.
Other quantities are plotted in the last appendix: spread sensitivity (PV01), expected loss (tranche protection) and their relative errors with respect to the recursion.
Conclusion
In this paper, we compute higher order expansions for the Saddle-point and the Jarrow-Rudd methods applied to the loss distribution of a credit portfolio. We give the formula for the call on loss, which is necessary to feed the CDO tranches formula. We also propose an alternative numerical method based on large deviation approximations. In the light of the numerical results, we can say that the Saddle-point approximation and the Edgeworth approximation at order 4 are both robust, i.e. give good results whatever the seniority of the tranche. On the other hand the normal proxy should not be used to price senior tranches and the large deviations approximations should be used on the contrary only for the pricing of such tranches. Those results can be naturally applied to other "deterministic products" such as zero CDOs or CDO squares. The benet of the Jarrow-Rudd approximation being its simplicity of implementation, its non dependance of the loss granularity and sign (short CDS could be considered here too and stochastic recoveries as well) and its non-dependency on a Saddle-point root to be found, makes it the fastest and most natural candidate to use for pricing, at least, vanilla index tranches. 
as we have:
then we have the inversion formula:
Note that this is of the order (n + 1) 2 in term of algorithmic complexity compared with (n + 1) ln (n + 1)
if we use FFT. The only issue with FFT is that n must be a power of 2 so we have to round it to the next power of 2.
B Useful integrals
We use the same notations as in [3] for
Note that by integration by parts we have:
We have by recursion for
2 dx : 
More precisely: Let dene:
Unlike c 2n+1 (m) the values of d 2n+1 (m) are not trivial. We easily compute the rst 8 terms: C Computation of the cumulants derivatives
In the Large deviation approximation case, the sum in k given by and are numerically intensive so we need to be able to compute 
by derivation again of the products
we get 
Note that
Note that for the loss process L z (t) the formula are very similar:
C.3 Relation between Cumulants and Moments
For a givenθ let dene the Esscher transform, i.e. the change of measure
as in 33 andÊ the associated expectation, i.e.
. Then we can see that for L z (t) (and X z (t)) we have:
So the relationship between the transformed cumulants K (i) θ and transformed momentsÊ L i is independent ofθ : i.e. it is an invariant under the Esscher transform.
C.4 Moments of a Normal variable struck at K
dx with X a normal variable, centered with unit variance, φ given by (1) :
C.5 Cumulants of a Normal variable
Let X ∼ N µ, σ 2 then we have an explicit formula for K (θ) . It is actually a polynomial of degree 2. So we already know that cumulants of higher orders ( larger than 3) are null :
D Residue Theorem applied to the Saddle-point
We recall here the Residue theorem. Given an analytic function f (z) , there is locally around z 0 ∈ C a unique Laurent series given by f (z) = Σ n∈Z a n (z − z 0 ) n . If we integrate on a closed contour enclosing z 0 , with interior Ω, then
The Cauchy integral theorem requires that the rst and last terms vanish, so we have:
If the contour γ encloses multiple poles, then the theorem gives the general result:
can be extended by continuity at x for some k ∈ N. The residue at x for f is noted Res(f, x) and is the coecient a −1 associated to the Laurent series of f around x.
Q (a) otherwise we can do a limited development of f around a. 
E Loss Recursion
We recall the general recursion described in [1] , to compute both the number of defaults and the loss distribution recursively. The recursion technic described here is very powerful, as it gives the whole loss and number of defaults distribution. It is also very accurate and much faster than FFT. The formula described here are a bit dierent from those in Jacob's Risk paper.
Note also that the performance of the method in practice is very strongly dependant on the level of the implementation.
E.1 Computation of the Number of defaults distribution
Suppose that we have a basket of n names and their default correlation in zero. Let X T = n i=1 1 {τ i <T } for a xed T. The survival probability of the k th to default , with k ∈ {1, ..., n} , is:
We want to compute the number of defaults distribution for the portfolio, i.e. we want to compute accurately the probability Q (X T = k) for each k ∈ {0, ..., n} . The only quantities we know are the q i = Q (τ i > T ), i.e. the survival probability for each issuer i. Note that if q i = q for all i, then it is trivial, we have a multinomial distribution (mixture of independent iid binomial distributions) :
The idea in the general case where the q i are not the same, is to compute the Q (k, l) recursively, where Q (k, l) is the probability that the portfolio made of issuers {1, ..., k} has exactly l defaults (0 ≤ l ≤ k).
Example :
• k = 0 names in portfolio: Q (k = 0, l = 0) = 1;
• k = 1 names in portfolio:
• k = 2 names in portfolio:
Q (k = 2, l = 0) = q 1 q 2 no default from issuer 1 and 2; Q (k = 2, l = 1) = (1 − q 1 ) q 2 + (1 − q 2 ) q 1 one default from issuer 1 OR one default from issuer 2; Q (k = 2, l = 2) = (1 − q 1 ) (1 − q 2 ) one default from issuer 1 AND one default from issuer 2;
• ...and so on. Now let make it more general : let suppose we already know Q (k, l) for l = 0, ..., k.
In order to compute Q (k + 1, l) , from Q (k, l − 1) there are 2 possible outcomes: either one name in the sub basket {1, ..., k} defaults : so we have l defaults with probability Q (k, l) ; or no name in the sub basket {1, ..., k} defaults : so the defaults come from the new name added to the basket {k + 1} and its probability of defaulting is (1 − q k+1 ) .
Finally:
and recursively for l ∈ {1, ..., k} and 1 < k < n.:
E.2 Computation of the Loss distribution
Let suppose that each "ordered" name can lose w i for i ∈ {1, ..., n} then the relation above is modied. w i must be an integer, i.e. a granularity adjustment should be done. It is also necessary to order the names in the following order : w i ≤ w i+1 . We also suppose w 1 > 0 otherwise this name can be removed from the basket (this can occur if the granularity is not small enough). The loss accumulated a at time T for the entire portfolio is:
We have a jump between l = 1 and l = w 1 as the loss is either 0 or w 1 :
Given that Q (k, l) = 0 if l < 0 and that the loss coming from name (k + 1) is w k+1 , we have by recursion for the (k + 1) −names portfolio, for l ∈ {0, ..., loss k } and 1 ≤ k < n :
and for l ∈ {loss k + 1, ..., loss k+1 − 1} and 1 ≤ k < n : Letθ be the Saddle-point. We develop K z t (θ) up to the order 8 around the Saddle-pointθ. Using Appendix-B results we have:
So using the fact the e u = 1 + u +
In the expectation the odd terms vanish so we only consider coecients of ∆ 2 , ∆ 4 , ∆ 6 and ∆ 8 :
Note that terms in K (1) K (7) do not appear as K (1) is not in the sum from the beginning.
Integrating over [c − i∞; c + i∞] and using the denition of
in Appendix-B gives: As for the quadratic approximation, we have to take into account the fact thatθ may be positive or negative. When it is positive, then:
Let supposeθ > 0 then expanding K z t (θ)−θm 0 aroundθ to order 6 as is and using e u = 1+u+ u 2 2 +o u 2 we nd:
Now we expand ∆ k = θ −θ k and factorize in θ :
with α k and
θ are functions ofθ only (not θ):
Then dividing by θ and Integrating on ] − i∞, +i∞[ gives
where J k (., .) and d k (.) are given in Appendix-B. A simplication and factorization nally gives forθ > 0 :
The general formula forθ ∈ R is:
Note that a 4 th order expansion is given by the following result:
with: The call on loss for θ > 0 is given by :
and more generally: 
We compute the sum S 6th :
more precisely:
A development at order 4 leads to:
G Large Deviation Approximations
We extend the proof in [9] by computing higher order terms in the Taylor expansions.
The idea is to nd, for a given m 0 and a given positive k , a relation between q k = Q (X z (t) = m 0 + k) and q 0 = Q (X z (t) = m 0 ) . For that we are going to exploit the properties of the Saddle-point at m 0 + k. More precisely let deneθ andθ k the solutions of :
For sake of clarity let dene :
Basically, we are going to express ∆ k as a function of the cumulants of X z (t) at point m 0 . In [9] we already assume that we have an approximation of q k given by Daniel's formula. Consequently:
Now we have to express everything in term of k andθ. The Taylor expansions in ∆ k are stopped after k = 3 as we will see, even order k = 2 is accurate enough.
Computation of ∆ k : Using 23 we get
and with a Taylor expansion of K (1) θ k aroundθ up to order 3,we get
and ∆ k can be expressed recursively as a function of k, k 2 ...by re-injection
in ∆ 2 k and ∆ 3 k the previous equation:
we now have a relationship between the Saddle-pointθ k ,θ and the cumulants (K j ) j=2, 4 . Note that we could easily go further in the development but as we can see numerically order 3 is sucient.
Computation of
Computation of K θ k − K θ : We compute K θ k − K θ using a Taylor expansion at order 3 in
We have again by developing aroundθ :
Computation of ln 1 +
3 is already the residue of an expansion so is very small. We can write
Computation of ln
up to j = 2 only Using the approximation (27) we have
Replacing ∆ k in the formulas (28) (29) (30) we (32) nally have if we retain only terms in
so the relation between the density Q (X z (t) = m 0 + k) and Q (X z (t) = m 0 ) is nally:
G.1 Higher order expansions:
Order 2: The previous result consist in expanding the polynomial in k 2 but to use
. We can rene the result with higher order terms in
by replacing ∆ k with (27) in (28) (29) (30) . We nally nd:
Order 3: If we go up to order k 3 , we have to rewrite (27) :
and also (32) :
and (30) :
We then nd by expanding in k :
H Additional numerical results
The spreads dierences reported in the part Numerical results are based on a portfolio of 100 names with identical recovery (= 0) and identical spread (= 50bps). The tranches maturity is 5Y and with assume zero discounting rate. The tranches expected loss computed for those tranches is given by the following 
and
The tilted measure applied to X is the measure of a random variable X θ . More precisely, for any measurable function h we have: 
The new distribution is not centered at the initial E [X] but at m 0 .Note that K (−∞) = 0 + and that K (+∞) =Ñ whereÑ is the number of p i strictly positive p i .Said dierently,Ñ is the maximum number of defaults that can occur in the portfolio, and K θ is always smaller or equal to that number. This remark is important as in the computation of tail probabilities for CDO portfolio, because it can happen that the conditioning on a state variable Z some p z i may be null. As a conclusion, we have seen through 3 examples that the Esscher Transform does "not modify the nature of the random variable, but just modify its mean" (cf. [13] ).
I.2 Application to the pricing of a N th to default swap, using FFT method In a credit derivatives basket, the number of names n is typical around 125 or more for CDOs and much smaller for m th 0 -to-defaults. The expected number of defaults implied for the credit curves is usually below 5. So computing the fair spread of a m th 0 -to-default tranche for m 0 greater than 5 will usually turn into numerical imprecision as we reach the machine precision of 10 −16 . This is a problem that often happens when one wants to compute the tail probabilities. So shifting the counting process mean to a higher mean will remove this problem.
Let suppose that we want to value a m th 0 -to-default swap and m 0 is greater that the expected number of defaults.
In order to compute the fair spread of a m th 0 to default swap, we need to compute its xed leg and its protection leg. We assume that both of those legs expected values are only function of the discount factors and the survival probabilities of the m th 0 -to-default event. Said dierently, we only need to compute Q (X (t) < m 0 ) = κ 0 (t) + ... + κ m 0 −1 (t) = 1 − Q (X (t) ≥ m 0 ) and κ k (t) = Q (X (t) = k) so we actually only need to compute the tail Q (X (t) ≥ m 0 ) .
Using the third example in the rst part X is a multinomial distribution, we rst have to ndθ such that In other words, we shift the mean of the distribution of X (t) to be exactly at m 0 . We nd easilyθ using a Newton Raphson algorithm. Using the FFT method, we compute η θ k (t) = Q Xθ (t) = k for this transformed X θ (t) . Finally we back out κ k (t) using κ k (t) = κ θ k (t) .eθ k−K(θ) .
As the names are independent conditional on the latent variable Z = z we have the survival probability of the n th tho default basket given by :
where Q X Z (t) ≥ m 0 is computed using independent X Z i .
