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Abstract
In this paper, we present an adaptive variational procedure for unstructured meshes to capture fluid-fluid interfaces
in two-phase flows. The two phases are modeled by the phase-field finite element formulation, which involves
the conservative Allen-Cahn equation coupled with the incompressible Navier-Stokes equations. The positivity
preserving variational formulation is designed to maintain the bounded and stable solution of the Allen-Cahn
equation. For the adaptivity procedure, we consider the residual-based error estimates for the underlying differ-
ential equations of the two-phase system. In particular, the adaptive refinement/coarsening is carried out by the
newest vertex bisection algorithm by evaluating the residual error indicators based on the error estimates of the
Allen-Cahn equation. The coarsening algorithm avoids the storage of the tree data structures for the hierarchical
mesh, thus providing the ease of numerical implementation. Furthermore, the proposed nonlinear adaptive parti-
tioned procedure aims at reducing the amount of coarsening while maintaining the convergence properties of the
underlying nonlinear coupled differential equations. We investigate the adaptive phase-field finite element scheme
through the spinodal decomposition in a complex curved geometry and the volume-conserved interface motion
driven by the mean curvature flow for two circles in a square domain. We then assess the accuracy and efficiency
of the proposed procedure by modeling the free-surface motion in a sloshing tank. In contrast to the non-adaptive
Eulerian grid counterpart, we demonstrate that the mesh adaptivity remarkably reduces the degrees of freedom
and the computational cost by nearly half for similar accuracy. The mass loss in the Allen-Cahn equation via
adaptivity process is also reduced by nearly three times compared to the non-adaptive mesh. Finally, we apply the
adaptive numerical framework to solve the application of a dam-breaking problem with topological changes.
Keywords. Adaptivity, Error estimates, Conservative, Positivity Preserving, Allen-Cahn Phase-field, Two-phase
flows
1. Introduction
Multiphase flow is a highly complex multi-scale nonlinear phenomenon, which is encountered in various appli-
cations ranging from small-scale droplet interactions [1], microstructural phase evolution in materials [2], flows
in oil and natural gas pipelines [3] to large scale free-surface ocean waves and wave breaking [4]. Such kinds
of fluid flows can be quite complex to understand and analyze via physical experiments and theoretical ways.
The kinematic and dynamic effects of these flows can directly impact the design conditions of industrial systems,
which makes their study essential from both experimental and computational standpoint. Of particular interest to
the present study is the two-phase modeling of air-water interface with its application to free-surface motion.
While the physical experiments to understand these phenomena can be expensive to set-up and investigate, nu-
merical simulations offer an economical choice. Some of the challenges for the two-phase modeling of air-water
interface are the complexity in the representation of the interface, the mass conservation, and the treatment of the
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discontinuities in the physical quantities such as density, viscosity, pressure and velocity across the interface. Nu-
merical treatment of the modeling of two-phase flows can be broadly categorized into interface tracking [5, 6] and
interface capturing techniques [7, 8, 9]. The interface tracking methods such as the arbitrary Eulerian Lagrangian
(ALE) are accurate for flexible moving boundaries with small deformations, but they pose some difficulties to
use when the topology of the interface changes (such as breaking and merging) dramatically. Furthermore, there
is a need for significant remeshing when there is a large deformation of fluid-fluid interface. While interface
capturing methods can handle breaking and merging of the interface in a simple manner compared to interface
tracking, the absence of prior knowledge of the location of the convecting fluid interface forces the user to re-
fine the computational grid throughout the domain. This in turn increases the number of unknowns, increasing
the computational cost for a desired spatial accuracy of the underlying fluid-fluid interface problem. Refining
the computational mesh adaptively with the evolving interface during the run-time is a promising way to reduce
the degrees of freedom and to increase accuracy and efficiency of interface capturing methods. In this work, we
consider the interface-driven adaptivity to minimize errors during the stabilized finite element computations of
two-phase flows using the Navier-Stokes and Allen-Cahn phase field equations.
Some of the refinement strategies are mesh movement or repositioning (r-methods), mesh enrichment (h/p-
methods) and adaptive remeshing (m-methods) [10]. Among these methods, h-refinement is particularly attractive
and deals with the addition of extra degrees of freedom near a region of interest in the computational domain and
p-refinement elevates the order of approximation by using higher order polynomials. The h-refinement is pre-
ferred for the current study since it maintains conservation of the physical quantity and can be easily vectorized
and parallelized. It can be carried out by either subdivision of the elements into equal parts or by recursive subdi-
vision of the largest edge side of the element. To optimize the degrees of freedom and underlying mesh, the error
indicators based on a posteriori residual estimates are constructed. The indicators can be based on gradients of the
concerned quantities or the residuals of the equation being solved. Some of the commonly used error estimators
are residual-based, hierarchical-basis error estimates [11] and Zienkiewicz-Zhu [12] error estimators. A review of
the mathematical theory behind the error estimates derived for a variety of equations can be found in [13, 14, 15].
Basic strategies and algorithms for adaptive methods from a computational perspective are discussed in [16].
Of particular interest to the present study is the h-refinement adaptivity scheme for the phase-field Allen-Cahn
equation to capture the fluid-fluid interface in complex two-phase flows. Some of the works dealing with the
error estimates for the non-conservative Allen-Cahn equation are [17, 18, 19, 20, 21, 22]. The mesh refinement
of the conservative Allen-Cahn equation coupled with Navier-Stokes equations has been the topic of some of the
recent works [23, 24]. One of the recent works in [23] utilized the open-source library [25] for the adaptive mesh
refinement, which utilizes a tree data structure to store the refinement hierarchy while a mesh distribution strategy
was used in [24]. A tree-type data structure for the hierarchical mesh can cover a good amount of the compu-
tational storage space. The algorithm of [26] avoids such data structures thereby easing the implementation of
the algorithm. Moreover, most of the past literature has dealt with adaptivity algorithms using structured meshes,
restricting the use of unstructured grids for practical geometries. While maintaining the ease of implementation,
the current work is an attempt to address these issues and propose a stable and efficient adaptive finite element
algorithm for unstructured grids with minimal data structures.
The present study builds upon our previous work of [27], where a conservative and energy stable variational
scheme for the Navier-Stokes and Allen-Cahn system is presented. The recently proposed positivity preserving
variational (PPV) technique [28] is employed to maintain the stable and bounded solution of the coupled nonlin-
ear differential system without any operator splitting of Allen-Cahn phase field equation. In the present work, we
successfully integrate the incompressible Navier-Stokes and the Allen-Cahn equations and implement the mesh
adaptivity process based on the residual error estimates of the Allen-Cahn equation to capture the interface be-
tween the two phases. To conserve the mass for evolving interface via the Allen-Cahn equation, we consider the
variational formulation by means of time and space dependent Lagrange multiplier. An adaptive algorithm based
on the newest vertex bisection method [29] is employed for unstructured triangular meshes. This algorithm avoids
the data structure to store the information about the refinement and coarsening nodes. The present procedure re-
ferred to as nonlinear adaptive variational partitioned (NAVP) solves the underlying coupled differential equations
in a partitioned manner while maintaining positivity in the solution. The convergence criterion is aimed to reduce
the amount of coarsening while maintaining the convergence properties of the coupled discretized equations for
the incompressible two-phase flow dynamics.
2
This article makes a significant contribution to the development of a stable, robust and general nonlinear adaptive
variational procedure for solving the coupled Navier-Stokes and Allen-Cahn equations to model two-phase flows
via phase-field modeling. For arbitrary unstructured meshes, the novel features of the proposed adaptive procedure
are: positivity preservation, energy stability, and mass conservation. We perform the implicit temporal discretiza-
tions of the system which helps to decouple the Navier-Stokes and the Allen-Cahn equations. In addition to using
larger time steps, the implicit formulation allows to deal with the fluid-fluid interface problem in a straightforward
manner via partitioned iterative solution strategy. The proposed NAVP procedure aims at reducing the error in-
troduced by the mesh adaptivity followed by the reduction of the nonlinear errors while solving the fully-coupled
Navier-Stokes and the Allen-Cahn equations. The present adaptivity procedure has two salient features: (i) it
delays the coarsening step to the end of the nonlinear iterations, thereby reducing the nonlinear errors, and (ii) the
absence of the tree data structure for the refinement/coarsening procedure reduces the memory requirements and
provides the ease of implementation. We first investigate the generality and the energy stability of the proposed
scheme on an unstructured grid over a domain of complex geometry via spinodal decomposition while the mass
conservation property is studied by a simple test of volume conserved motion driven by the mean curvature flow.
To verify the stability and robustness of our approach, a well-known benchmark of free-surface motion in a slosh-
ing tank is considered to perform a series of detailed numerical tests. The effectiveness of the adaptive algorithm
is assessed and several recommendations are made based on the numerical experiments performed. Finally, we
demonstrate the applicability of the adaptive variational scheme for topological changes through a well-known
dam break problem.
The organization of the paper is as follows. Section 2 briefly describes the governing equations and their fully-
discrete variational formulations. The details of the proposed adaptive variational procedure are discussed in
Section 3. While the numerical tests are performed to assess the effectiveness and robustness of the proposed
adaptive scheme in Section 4, the scheme is applied to a widely used dam break problem in Section 5. Finally, the
key findings from the study are summarized in Section 6. Appendix A briefly describes an analytical proof of the
error estimates for the Allen-Cahn phase-field equation.
2. Variational formulation
We first review the governing equations for the phase-field formulation of two-phase flows at the continuum
level and their respective variational formulations associated with the coupled Navier-Stokes and Allen-Cahn
differential equations.
2.1. The incompressible Navier-Stokes equations for two-phase flows
The unsteady Navier-Stokes equations for a viscous two-phase incompressible flow on a physical domain Ω(t) are
ρ(φ)
∂u
∂t
+ ρ(φ)u · ∇u = ∇ · σ + SF(φ) + b(φ), on Ω(t), (1)
∇ · u = 0, on Ω(t), (2)
where u = u(x, t) denotes the fluid velocity defined for each spatial point x ∈ Ω(t), ρ(φ) is the fluid density,
b(φ) is the body force applied on the fluid, SF(φ) is the singular force acting at the interface which ensures
the pressure jump across the interface [30] and σ is the Cauchy stress tensor for a Newtonian fluid, given as
σ = −pI + µ(φ)(∇u + (∇u)T ), where p denotes the fluid pressure and µ(φ) is the dynamic viscosity of the
fluid. The physical parameters of the fluid such as ρ and µ depend on the order parameter φ as
ρ(φ) =
1 + φ
2
ρ1 +
1− φ
2
ρ2, µ(φ) =
1 + φ
2
µ1 +
1− φ
2
µ2, (3)
where (·)i denotes the value of its argument on the phase i of the fluid. The order parameter φ is solved by the
Allen-Cahn equation. The body force b is taken as the gravity force as b(φ) = ρ(φ)g, where g is the acceleration
due to gravity.
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Consistent with the formulation of [27], we employ the generalized-α time integration scheme [31] for the time
stepping. Consider Sh as the space of trial solution which satisfy the Dirichlet boundary condition and Vh as
the space of test functions which vanish on the Dirichlet boundary. The stabilized variational form of the flow
equations can be written as: find [un+αh , p
n+1
h ] ∈ Sh such that ∀[ψh, qh] ∈ Vh,∫
Ω
ρ(φ)(∂tu
n+αm
h + u
n+α
h · ∇un+αh ) ·ψhdΩ +
∫
Ω
σn+αh : ∇ψhdΩ−
∫
Ω
SFn+αh (φ) ·ψhdΩ +
∫
Ω
qh(∇ · un+αh )dΩ
+
nel∑
e=1
∫
Ωe
τm
ρ(φ)
(ρ(φ)un+αh · ∇ψh +∇qh) ·Rm(u, p)dΩe +
nel∑
e=1
∫
Ωe
∇ ·ψhτcρ(φ)Rc(u)dΩe
=
∫
Ω
b(tn+α) ·ψhdΩ +
∫
Γh
h ·ψhdΓ, (4)
where the terms in the first line correspond to the Galerkin terms of the momentum and the continuity equations.
The second line represents the Petrov-Galerkin stabilization terms for the momentum and continuity equations.
Equal-order polynomial bases are used for the velocity and pressure fields given by the momentum and conti-
nuity equations, respectively. Here, h is the corresponding Neumann boundary condition for the Navier-Stokes
equations. The element-wise residual of the momentum and the continuity equations denoted by Rm and Rc
respectively are given by
Rm(u, p) = ρ(φ)∂tun+αmh + ρ(φ)un+αh · ∇un+αh −∇ · σn+αh − SFn+αh (φ)− b(tn+α), (5)
Rc(u) = ∇ · un+αh . (6)
The stabilization parameters τm and τc are the least-squares metrics added to the element-level integrals in the
stabilized formulation [32, 33] and are defined as
τm =
[(
2
∆t
)2
+ uh ·Guh + CI
(
µ(φ)
ρ(φ)
)2
G : G
]−1/2
, τc =
1
tr(G)τm
, (7)
where CI is a constant derived from the element-wise inverse estimate [34],G is the element contravariant metric
tensor and tr(G) in Eq. (7) denotes the trace of the contravariant metric tensor. The stabilization in the variational
form provides stability to the velocity field in convection dominated regimes of the fluid domain and circumvents
the Babusˇka-Brezzi condition which needs to be satisfied by any standard mixed Galerkin method [35]. The
element metric tensor G deals with different element topology for different mesh discretization and has been
greatly studied in the literature [35, 36, 37, 38, 39].
2.2. The positivity preserving Allen-Cahn formulation
In this section, we present the variational formulation of Allen-Cahn phase-field equation, which is a time-
dependent phenomenological reaction-diffusion equation based on the stochastic Ginzburg-Landau free-energy
model [40]. Owing to a positive excess of surface free energy associated with the phase boundaries, net diffusion
is adjusted in such a way that the total area of the phase boundaries is reduced and the interfacial velocity is
proportional to the thermodynamic driving force, whereby the proportionality constant is mobility. In this phe-
nomenological theory, the thermodynamic driving force is the product of the local mean curvature of the phase
boundary and the excess surface free energy per unit area of the phase boundary. In addition to good variational
properties, an implicit link with the mean curvature flow makes the Allen-Cahn phase-field model very attractive
for moving interface and free boundary problems arising from various fluid dynamic applications.
2.2.1. Strong form
In the present study, we consider the convective form of the conservative Allen-Cahn equation with a Lagrange
multiplier to conserve mass:
∂tφ+ u · ∇φ− γ
(
ε2∇2φ+ F ′(φ)− β(t)
√
F (φ)
)
= 0, on Ω(t),
∂φ
∂n
∣∣∣∣
Γ
= n · ∇φ = 0, on Γ,
φ|t=0 = φ0, on Ω(t),
 (8)
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where u is the convection velocity, γ is a relaxation factor with units of [T−1] selected as 1 in the present study,
ε is a parameter related to the interfacial thickness and n is the outward normal to the boundary Γ. F ′(φ) is the
derivative of the double well potential function which is taken as F (φ) = 14 (φ
2 − 1)2. β(t) is the time dependent
part of the Lagrange multiplier which can be derived using the incompressible flow condition of divergence-free
velocity and the given boundary conditions as
β(t) =
∫
Ω
F ′(φ)dΩ∫
Ω
√
F (φ)dΩ
. (9)
Consider K(φ) = 0.5(φ3/3− φ) and the Lagrange multiplier is written in such a way that∫
Ω
K(φ)dΩ = constant. (10)
We approximate F ′(φ) and
√
F (φ) with the help of mid-point approximation to have an energy-stable scheme
[41, 27] as:
F ′(φ) =
F (φn+1)− F (φn)
φn+1 − φn , K
′(φ) =
√
F (φ) =
K(φn+1)−K(φn)
φn+1 − φn . (11)
2.2.2. Semi-discrete variational form
As shown in [27], the semi-discrete Allen-Cahn equation can be recast in the form of a convection-diffusion-
reaction (CDR) equation as follows:
G(∂tφ
n+αm , φn+α) = ∂tφ
n+αm + u · ∇φn+α − k∇2φn+α + sφn+α − f = 0, (12)
where
Convection velocity = u, (13)
Diffusion coefficient = k = ε2, (14)
Reaction coefficient = s =
1
4
[
(φn+α)2
α3
−
(
3
α3
− 4
α2
)
φn+αφn +
(
3
α3
− 8
α2
+
6
α
)
(φn)2 − 2
α
]
− β(t)
2
[
φn+α
3α2
+
1
3
(
− 2
α2
+
3
α
)
φn
]
, (15)
Source term = f = −1
4
[(
− 1
α3
+
4
α2
− 6
α
+ 4
)
(φn)3 +
(
2
α
− 4
)
φn
]
+
β(t)
2
[
1
3
(
1
α2
− 3
α
+ 3
)
(φn)2 − 1
]
. (16)
We next present the finite element formulation of the Allen-Cahn phase field equation. In particular, the positivity
preserving stabilized variational form can be stated as: find φh(x, tn+α) ∈ Sh such that ∀wh ∈ Vh,∫
Ω
(
wh∂tφh + wh(u · ∇φh) +∇wh · (k∇φh) + whsφh − whf
)
dΩ
+
nel∑
e=1
∫
Ωe
((
u · ∇wh
)
τ
(
∂tφh + u · ∇φh −∇ · (k∇φh) + sφh − f
))
dΩe
+
nel∑
e=1
∫
Ωe
χ
|R(φh)|
|∇φh| k
add
s ∇wh ·
(
u⊗ u
|u|2
)
· ∇φhdΩe +
nel∑
e=1
∫
Ωe
χ
|R(φh)|
|∇φh| k
add
c ∇wh ·
(
I− u⊗ u|u|2
)
· ∇φhdΩe
= 0, (17)
While in Eq. (17), the first line represents the Galerkin terms, the second line consists of linear stabilization terms
in the form of SUPG stabilization with the stabilization parameter τ which is given by [32]
τ =
[(
2
∆t
)2
+ u ·Gu+ 9k2G : G+ s2
]−1/2
, (18)
5
whereG is the element contravariant metric tensor. R(φh) is the residual of the Allen-Cahn equation given as
R(φh) = ∂tφh + u · ∇φh −∇ · (k∇φh) + sφh − f. (19)
2.2.3. Positivity condition
We next describe the positivity condition in the context of Galerkin finite element formulation for the convection-
dominated problems. Here, the terms in the third line of Eq. (17) reflect the nonlinear positivity preserving stabi-
lization. These stabilization terms are derived for the multi-dimensional convection-diffusion-reaction equation in
[28] by establishing the positivity condition of the element level matrix of the variationally discretized equation.
The positivity preserving condition for the Eq. (8) can be defined as follows. Consider a simplified form of Eq. (8)
with only convection effects:
∂tφ+ u · ∇φ = 0. (20)
The finite element Galerkin approximation for an explicit scheme of a one-dimensional element between i−1 and
i can be written as
φn+1i − φni
∆t
= −
∫
Ω
wh(u
∂φh
∂x
)dΩ = −
∫
Ω
NTu
∂N
∂x
dΩ
[
φni−1
φni
]
= − u
2h
[−1 1
−1 1
] [
φni−1
φni
]
, (21)
where N is the row-vector of Lagrangian linear shape functions for one-dimensional elements satisfying the
partition of unity property. Therefore, after assembly of the elements for a uniform grid, the finite element based
stencil can be expressed as follows
φn+1i − φni
∆t
= − u
2h
(
φni+1 − φni−1
)
, (22)
which is the same as the central difference scheme. Any scheme which can be written in the following form
φn+1i − φni
∆t
= C+(φni+1 − φni )− C−(φni − φni−1), (23)
satisfies the positivity preserving property if the coefficients C+ and C− satisfy [42]
C+ ≥ 0, C− ≥ 0, C+ + C− ≤ 1. (24)
We observe that the Galerkin approximation (Eq. (22)) does not satisfy this condition. The scheme has to be mod-
ified by adding the stabilization terms to satisfy the positivity property, as suggested by [42] for finite-difference
approximations . These bounds for the PPV formulation for the above problem have been shown for some partic-
ular cases in Appendix B. The definition for the positivity preservation can be generalized to the implicit matrix
form of the scheme by transforming the left-hand-side matrix A = {aij} to an M-matrix which ensures the
positivity and convergence with the following properties [43]
aii > 0,∀i, (25)
aij ≤ 0,∀j 6= i, (26)∑
j
aij = 0,∀i. (27)
This transformation to an M-matrix is carried out by the addition of the discrete upwind matrix. Satisfaction of the
above properties renders the variational scheme positivity preserving and monotone [44]. The nonlinear property
of the variational scheme is a result of the factor χ|R(φh)|/|∇φh| which acts as a limiter to the upwinding near
the regions of high solution gradients. Several test cases have been performed to assess the effectiveness of the
PPV technique in [28]. The details of the derivation of the added diffusions kadds , k
add
c and χ can be found in [28],
which are given by
χ =
2
|s|h+ 2|u| , (28)
kadds = max
{ ||u| − τ |u|s|h
2
− (k + τ |u|2) + sh
2
6
, 0
}
, (29)
kaddc = max
{ |u|h
2
− k + sh
2
6
, 0
}
, (30)
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where |u| is the magnitude of the convection velocity and h is the characteristic element length defined in [28].
Our PPV-based finite element method for the phase-field Allen-Cahn equation solves the nonlinear CDR equation
without operator splitting, while satisfying the positivity condition and removing the operator splitting error. In
contrast, the method in [45] utilizes an operator splitting approach and divides the Allen-Cahn equation into
the heat diffusion equation and a simpler nonlinear differential equation. It was shown in [27] that the above
variational scheme for the Allen-Cahn equation with u = 0 is unconditionally energy stable with a modified
discrete free energy functional given by
E(φ) =
∫
Ω
(
1
2
(ε2 + χ
|R(φh)|
|∇φh| k
add
c )|∇φ|2 + F (φ)
)
dΩ, (31)
i.e., the free energy is decreasing with time in the discrete sense for the above functional in the PPV-based scheme
for the Allen-Cahn equation. We next present the nonlinear adaptive partitioned procedure based on the afore-
mentioned PPV technique for the Allen-Cahn equation.
3. Adaptive variational Allen-Cahn formulation
In this section, we present our nonlinear adaptive partitioned procedure for implicitly discretized Navier-Stokes
and Allen-Cahn equations. The goal of the proposed procedure is the reduction of the nonlinear errors while
solving the Navier-Stokes and the Allen-Cahn equations along with the reduction of the error indicator due to
adaptivity. Since the underlying equations involved in the phase-field formulation are inherently nonlinear, the
nonlinear convergence plays a crucial role in the mass conservation and accuracy of the solution. The errors
introduced due to the mesh refinement/coarsening also profoundly impact the solution accuracy. Therefore, the
primary goal of the proposed algorithm is to reduce the errors introduced due to mesh adaptivity within a tolerance
limit followed by the reduction in the nonlinear errors of the underlying equations. This will be elaborated in the
subsequent subsections. We first define some of the errors used to quantify the solution obtained by solving the
Navier-Stokes, the Allen-Cahn equations and the errors characterizing the adaptive algorithm.
The increments in the velocity, pressure and the order parameter at each time step are evaluated by Newton-
Raphson type nonlinear iterations. The linearized system for the incompressible Navier-Stokes equations is given
by  KΩ GΩ
−GTΩ CΩ
∆u
n+αf
∆pn+1
 =
R˜m(u, p)R˜c(u)
 (32)
where KΩ is the stiffness matrix of the momentum equation consisting of inertia, convection, diffusion and
stabilization terms, GΩ is the discrete gradient operator, GTΩ is the divergence operator and CΩ is the pressure-
pressure stabilization term. Here, ∆u and ∆p are the increments in velocity and pressure, respectively and
R˜m(u, p) and R˜c(u) represent the weighted residuals of the stabilized momentum and continuity equations
respectively. Let the vector containing the increments of velocity and pressure be denoted by ∆X and the vector
of the respective updated quantities at tn+1(k) be represented as X
n+1
(k) , k being the nonlinear iteration index. We
define the error in solving the Navier-Stokes equations as
eNS =
||∆X||
||Xn+1(k) ||
. (33)
Similarly, the Allen-Cahn equation can be linearized as follows:[
KAC
] {
∆φn+α
}
=
{
R˜(φ)
}
(34)
where KAC consists of the inertia, convection, diffusion, reaction and stabilization terms and R˜(φ) represents
the weighted residual for the stabilized conservative Allen-Cahn equation. Similar to the error evaluation for the
Navier-Stokes equations, the numerical error in solving the Allen-Cahn equation can be written as
eAC =
||∆φn+α||
||φn+1(k) ||
. (35)
These error expressions are utilized for the convergence criteria of the nonlinear iterations.
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3.1. Residual error estimates for the conservative Allen-Cahn equation
The Galerkin variational formulation of the Navier-Stokes and the Allen-Cahn equations is simply the differential
operator multiplied by the weighting function and integrated by parts as appropriate, which tends to minimize the
residual of the equations in a chosen set of weighting functions. When the solution of the underlying differential
equation is smooth, as measured relative to the differential equation on the given mesh, the variational error tends
to be small at convergence. If the solution exhibits oscillations near sharp gradients due to dominant convection
and reaction effects on an under-resolved mesh, the residual of the equation has a significantly large value. This
residual needs to be minimized to obtain an accurate and close-to-converged solution, defined by the user-defined
tolerance limit. Therefore, the mesh has to be refined in those areas to capture the sharp gradients in the solution.
This suggests using the residual of the differential equation as an indicator of the error for the adaptive mesh
algorithm.
For the quantification of the error on which our adaptive algorithm will be based, the residual error estimates
are derived for the Galerkin discretization of the Allen-Cahn equation. Consider the domain Ω which consists of
elements Ωe, chosen such that Ω = ∪nele=1Ωe and ∅ = ∩nele=1Ωe where nel is the number of elements. Let Γ be
the Lipschitz continuous boundary of the domain Ω, ΓD and ΓN be the Dirichlet and Neumann boundaries of Ω
respectively such that Γ = ΓD ∪ΓN . Furthermore, let E denote the set of edges for all the elements in the domain,
EΓ, EΓD and EΓN be the set of edges on the boundary Γ, ΓD and ΓN respectively. Consider EΩe to be the set of
edges of an element Ωe and EΩ be the set of all the interior edges of Ω. The Galerkin terms of Eq. (17) can be
written after integration by parts as∫
Ω
wh∂tφhdΩ +
∫
Ω
wh(u · ∇φh)dΩ +
∫
Ω
∇wh · (k∇φh)dΩ +
∫
Ω
whsφhdΩ−
∫
Ω
whfdΩ
=
nel∑
e=1
∫
Ωe
whRΩe(φh)dΩe +
∑
E∈E
∫
E
whRE(φh)dE (36)
whereRΩe andRE are the element and edge based residuals given as,
RΩe = ∂tφh + u · ∇φh − k∇2φh + sφh − f, (37)
RE =

−JE(nE · k∇φh), if E ∈ EΩ
−nE · k∇φh, if E ∈ EΓN
0, if E ∈ EΓD
(38)
where JE(·) is the jump of the argument across the element edge E and nE is the normal to the edge E.
After some algebraic manipulations and using inequalities (see Appendix A for detailed steps), we establish the
expression of the error estimate as
||φ− φh|| ≤ c∗
{ nel∑
e=1
h2Ωe ||RΩe ||2Ωe +
∑
E∈E
hE ||RE ||2E
}1/2
||w||H1(Ω), (39)
where hΩe is the diameter of the element Ωe, hE is the length of the edge E and c
∗ is some arbitrary constant.
||φ− φh|| ≤ c∗
{ nel∑
e=1
h2Ωe ||RΩe ||2Ωe +
nel∑
e=1
∑
E∈EΩe∩E
hE ||RE ||2E
}1/2
||w||H1(Ω). (40)
Let ηΩe denote the error indicator of the triangular element Ωe on the mesh. The error estimate can be recast as
||φ− φh|| ≤ η =
( nel∑
e=1
η2Ωe
)1/2
, (41)
η2Ωe = h
2
Ωe ||RΩe ||2Ωe +
∑
E∈EΩe∩E
hE ||RE ||2E , (42)
where η is the error estimate and ηΩe is the error indicator for the element Ωe.
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Figure 1: A schematic of the newest vertex bisection algorithm for refinement: (a) marked element for refinement, (b) bisection of the largest
edge, (c) bisection of the other marked edges, (d) inclusion of more elements to remove hanging nodes.
3.2. The adaptive algorithm
Given the error indicators for each element ηΩe calculated from the error estimates of the Allen-Cahn equation, we
employ the newest vertex bisection algorithm [29] for the mesh adaptivity. The algorithm first marks the elements
and the edges based on the error indicators and then proceeds to refine or coarsen the elements. The marking of
the elements for refinement is carried out by the Do¨rfler criterion [46], which finds the minimum set of elements
ΩM such that
θ
∑
Ωe∈Ω
η2Ωe ≤
∑
Ωe∈ΩM
η2Ωe , (43)
for a user-defined θ ∈ (0, 1). This criterion therefore selects the elements for refinement which have a large
contribution to the error estimate. A schematic for the refinement algorithm is shown in Fig. 1. Suppose the
element ABC is selected for refinement. The edges of the element (AB, BC and CA) are then marked for the
refinement process. The bisection algorithm starts with the largest edge among the marked edges (BC) by addition
of a new node (D), followed by the bisection of the other edges (AB and AC). At this point, a new array is created
which indicates the nodes which are added by the bisection (can be coarsened) or which belong to the initial grid
(cannot be coarsened). This simplifies the implementation of the algorithm since we do not need a tree structure
containing the information about the parent and children elements apart from the mentioned array. Once the
marked edges are refined, there would be some hanging nodes (D, E and F in Fig. 1(c)). Some extra elements are
then created to avoid these hanging nodes (Fig. 1(d)). This completes the refinement algorithm for a particular
element. A similar bisection process is carried out for all the marked elements. Once all the marked elements are
refined, the algorithm proceeds to solve the underlying equation on the updated refined mesh. The interpolation
of the variables while refining is carried out by setting the value of the newest added node equal to the half of the
sum of the values at the nodes of the two extremes of the corresponding edge, for example, in Fig. 1(b), the value
of a variable at D will be half the sum of its values at B and C.
Based on the residual error indicators, the elements with small errors can be coarsened using the node-based
coarsening algorithm in a similar way with the help of the created array containing the information about the
added nodes by bisection. Certain nodes are marked which are considered to be “good” for coarsening to ensure
that the conformity of the mesh is not compromised. Nodes are then removed based on the Do¨rfler criterion with
θc as the user-defined coarsening parameter. Further details about the coarsening algorithm can be found in [26].
3.3. The nonlinear adaptive variational partitioned (NAVP) procedure
We now present the algorithm for the partitioned iterative coupling of the incompressible Navier-Stokes and the
Allen-Cahn equations. Within a predictor-corrector process, implicit time discretizations are adopted for efficiency
and robustness of the partitioned coupling for general multiphase problems with complex geometries. Nonlinear
iterations are employed to minimize the partitioning errors between the two full-discrete forms of the coupled
differential equations.
The proposed algorithm for the coupled Navier-Stokes and Allen-Cahn solver is summarized in Algorithm 1.
Consider the velocity un, pressure pn and the order parameter φn given at the discretized points at time tn on a
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Algorithm 1 Nonlinear adaptive variational partitioned (NAVP) procedure for implicit Navier-Stokes and Allen-
Cahn solvers
1: Given u0, p0, φ0 on T 0
2: Loop over time steps, n = 0, 1, · · ·
3: Start from known variables un, pn, φn on T n
4: Predict the solution on T n+1(0) = T n:
5: un+1(0) = u
n
6: pn+1(0) = p
n
7: φn+1(0) = φ
n
8: Loop over the nonlinear iterations, k = 0, 1, · · · , nIterMax until convergence
9: Solve Navier-Stokes equations for updated values of un+1(k) and p
n+1
(k) on T n+1(k) and evaluate eNS
10: Solve Allen-Cahn equation for updated values of φn+1(k) on T n+1(k) and evaluate eAC
11: Evaluate the error estimator η
12: if (eNS ≤ tolNS) and (eAC ≤ tolAC) and (η ≤ tolR) then
13: refine = 0; coarsen = 1; break = 1
14: elseif (eNS > tolNS) and (eAC > tolAC) and (η ≤ tolR) then
15: refine = 0; coarsen = 0
16: elseif (η > tolR) then
17: refine = 1; coarsen = 0
18: elseif (k = nIterMax) then
19: refine = 0; coarsen = 1; break = 1
20: endif
21: if (nel > nElemMax) and ( k = 1 or k = nIterMax ) then
22: refine = 0; coarsen = 1
23: elseif (nel > nElemMax) and (k 6= 1) and (break 6= 1) then
24: refine = 0; coarsen = 0
25: endif
26: if (coarsen = 1) then
27: coarsen the mesh
28: endif
29: if (refine = 1) then
30: refine the mesh
31: endif
32: Satisfy boundary conditions on the new mesh T n+1(k+1)
33: if (break = 1) then
34: break the nonlinear interation loop
35: endif
36: Copy the solution of current time step to previous time step on T n+1(k+1)
10
grid T n (line 3). The variables are predicted for the next time step before the start of the nonlinear iterations to
un+1(0) , p
n+1
(0) and φ
n+1
(0) (lines 4-7). In the first step of a nonlinear iteration k, the Navier-Stokes equations are solved
using Eq. (32) and the velocity and pressure values at n + 1 are updated. The error corresponding to the Navier-
Stokes equations eNS is also evaluated at this step. The updated velocity is then transferred to the Allen-Cahn
solver which solves Eq. (34) and updates the order parameter φn+1(k) . The error eAC is also evaluated for the error
in solving the Allen-Cahn equation. Then, the error estimator η is computed using Eqs. (41) and (42). At this
step, the convergence criterion is checked based on which it is decided if the mesh is to be coarsened/refined (lines
12-20). The tolerances for the convergence criteria are set by the user, whereby tolNS , tolAC and tolR denote the
tolerances for the Navier-Stokes, the Allen-Cahn equations and the error estimator, respectively.
The convergence criteria are constructed such that the mesh will be coarsened only at the last nonlinear itera-
tion and it will be refined until the criteria for tolR is satisfied. In the algorithm, while nIterMax denotes the
maximum number of nonlinear iterations specified by the user, nElemMax represents the number of maximum
elements that can exist in the domain. We coarsen the grid if the number of elements nel exceeds this limit
(lines 21-25). This ensures that there is no refining/coarsening in the intermediate nonlinear iterations to capture
the nonlinearities of the underlying equations. Based on the outcome of convergence criteria, the mesh is re-
fined/coarsened (lines 26-31) after which the boundary conditions on the new mesh T n+1(k+1) are satisfied. After the
end of the nonlinear iterations, the solver updates the variables and proceeds to the next time step. While satisfying
the convergence criteria, the primary objective is to reduce the residual errors due to the adaptive algorithm or the
error indicator η, for which the mesh will be refined. Once the refinement criterion is satisfied, the solver will
tend to reduce the individual errors corresponding to the Navier-Stokes and the Allen-Cahn equations by iterating
through the nonlinear iterations while maintaining the same mesh resolution. This captures the nonlinearities and
maintains the convergence properties of the underlying equations. Based on the proposed algorithmic procedure,
we next present the numerical tests of increasing complexity to assess the effectiveness of the partitioned adaptive
scheme.
4. Convergence and performance study
4.1. Spinodal decomposition in a complex curved geometry
In this subsection, we demonstrate our adaptive phase-field finite element formulation for the spinodal decom-
position in a complicated curved domain. The motivation of this test is to demonstrate the generality and the
energy stability of our method based on unstructured grid and the body-fitted formulation for complex geometric
boundaries for two-phase transport found in numerous micro-fluidics and oil/gas applications.
We take the complex geometry as a spiral curve made from semicircles of increasing radius, which is given as:
c(r, θ) = (rcos(θ), rsin(θ)), (44)
where θ ∈ [0, 5pi] and r is the radius of the semicircle which varies as 0.5 + (n− 1)0.5 with n = 1, 2, 3, 4, 5 cor-
responding to the intervals [0, pi],[pi, 2pi],[2pi, 3pi],[3pi, 4pi] and [4pi, 5pi] respectively with center of the semicircle
alternatively varying between (0, 0) and (0.5, 0) with the intervals. The width of the curve is 0.5. The computa-
tional domain with an unstructured triangular mesh discretization is shown in Fig. 2. The initial condition of the
order parameter is considered as
φ(x, y, 0) = 0.1rand, (45)
where rand are the random values from the uniform distribution in the interval [−1, 1]. The interface thickness
parameter is ε = 0.01. With ∆t = 0.01, the simulation is run for 10000 time steps. The user-defined convergence
tolerances are selected as tolNS = tolAC = 5× 10−4 and tolR = 10−2. The refining and coarsening parameters
are θ = 0.5 and θc = 0.05, respectively. The random initial condition falls under the chemical spinodal region
of the double well potential curve which has a higher free-energy compared to the equilibrium phases. This leads
to a phase separation due to the spinodal decomposition which tends to minimize the free energy functional. We
track the variation in the discrete free energy given by Eq. (31) through the spinodal decomposition process in Fig.
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Figure 2: Spinodal decomposition in a spiral domain: (a) schematic diagram showing the computational domain and (b) initial triangular mesh
at t = 0. In (a), the coordinates of O, A and B are (0, 0), (0.5, 0) and (1, 0) respectively and r denotes the radius of the spiral curve varying
with angle θ as given in Eq. (44).
3. The energy functional at time tn is given by
E(φn) =
∫
Ω
(
1
2
(ε2 + χ
|R(φh)|
|∇φh| k
add
c )|∇φn|2 + F (φn)
)
dΩ. (46)
The trend clearly depicts the decreasing energy with a large gradient flow at the initial phase separation region
while the rate of decrease becomes slower as the coarsening of the phases begin. The adaptive mesh at t = 100 of
the computational domain with the contours of the order parameter are depicted in Fig. 4.
4.2. Volume conserved motion by curvature
We next illustrate the effectiveness of the standalone Allen-Cahn solver for the conservation of volume (or mass)
of the order parameter φ . The computational domain consists of a square domain [0, 1] × [0, 1] and the periodic
boundary conditions are imposed on all the boundaries. Based on the work of [47], the initial condition for this
problem is considered as:
φ(x, y, 0) = 1 + tanh
(
R1 −
√
(x− 0.25)2 + (y − 0.25)2√
2ε
)
+ tanh
(
R2 −
√
(x− 0.57)2 + (y − 0.57)2√
2ε
)
(47)
where R1 = 0.1 and R2 = 0.15 are the radii of the two circles centered at (0.25, 0.25) and (0.57, 0.57), respec-
tively. The interface thickness parameter is chosen as ε = 0.005 with the error tolerances as tolNS = tolAC =
5× 10−4 and tolR = 3× 10−4. The refining and coarsening parameters are θ = 0.5 and θc = 0.05, respectively.
The mesh is refined iteratively along the initial profile of the order parameter based on the gradients of the initial
condition before the start of the time loop. The time step size in the present simulation is 0.4 with the final time
t = 400. The problem set-up with the evolution of the adaptive mesh of the two circles is shown in Fig. 5. The
variation of the radii is compared with the literature in Fig. 6(a). The results are in very close agreement with the
reference. The variation of the total mass of the order parameter as a function of time is also shown in Fig. 6(b).
The mass of the order parameter at a particular time step tn is defined as:
m =
∫
Ω
φndΩ. (48)
12
t
0 2 4 6 8 10
E
(φ
n
)/
E
(φ
0
)
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 3: Decay of the total discrete energy with time for the spinodal decomposition in a spiral domain. The contours of the order parameter
are shown at different time instances t ∈ [2, 5, 8]. The total energy decreases with time making the scheme energy stable.
(a) (b)
Figure 4: Solution of the spinodal decomposition in a spiral domain at t = 100: (a) the adapted mesh and (b) the contours of the order
parameter φ.
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Figure 5: Volume conservation during the interface evolution according to mean curvature flow: (a) schematic diagram showing the computa-
tional domain, (b) the contour plot of φ at t = 0, the adaptive mesh at (c) t = 0, and (d) t = 400. In (a), Ω1 and Ω2 are the two phases with
periodic boundary conditions imposed on all the sides.
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Figure 6: Assessment of volume conservation during mean curvature flow: (a) validation of the evolution of the radii of the two circles with
the literature [47], and (b) the variation of the total mass of the order parameter φ as a function of time.
Quantitatively, the fraction of the change in mass over the total time and the initial mass is evaluated as 3.2066×
10−5 (≈ 0.003%).
4.3. Liquid sloshing in a tank
In this subsection, we study the results of the numerical tests conducted for a liquid sloshing tank problem. A
rectangular domain Ω ∈ [0, 1]× [0, 1.5] is discretized with three-node triangles of varying sizes for the simulation.
It consists of two phases of a fluid with different densities and viscosities, viz. ρ1 = 1000, ρ2 = 1, µ1 = 1,
µ2 = 0.01 with the acceleration due to gravity as g = (0,−1, 0). Surface tension effects are neglected. The initial
condition for the order parameter φ is defined as:
φ(x, y, 0) = −tanh
(
y − (1.01 + 0.1sin((x− 0.5)pi))√
2ε
)
(49)
Slip boundary condition is satisfied along all the boundaries. The schematic of the problem is given in Fig. 7(a)
with the contour plot of φ of the initial condition in Fig. 7(b). Each test case is set up on an initial grid of element
size ∆x. The mesh is refined iteratively along the initial profile of the order parameter based on the gradients of
the initial condition before the start of the time loop. A typical initial refined mesh with ∆x = 0.04 is shown
in Fig. 7(c). For the detailed analysis of the problem, we perform a series of experiments to assess some of the
measured quantities such as mass conservation, the number of degrees of freedom, the computational cost (elapsed
time), the error in solving the Allen-Cahn equation (eAC) and the residual error for the adaptive procedure (η).
The mass of the order parameter is computed using Eq. (48). The number of degrees of freedom at a time tn is
the total number of element nodes of the mesh in the last nonlinear iteration of the time step. The cumulative
elapsed time is the cumulative time taken by the solver to complete a time step on 1 CPU. The simulation is run
for 5 cycles of the oscillation of the interface inside the tank with a time period of Toscill = 3.6s. All the tests
are simulated using 4 core Intel Xeon 3.50GHz × 1 CPU with 16GB memory. Furthermore, no bounds on the
maximum number of elements are considered for the sloshing tank problem, i.e., lines 21-25 of the Algorithm 1
are neglected. The refinement and coarsening parameters are selected as θ = 0.5 and θc = 0.05, respectively for
all the cases.
4.3.1. Mesh convergence
Since the error estimates for the adaptive procedure are evaluated only for the Allen-Cahn equation, we need to
have a sufficiently refined background mesh to capture the flow physics of the Navier-Stokes equations such as
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Figure 7: Sloshing in a rectangular tank: (a) schematic diagram showing the computational domain, (b) contour plot of the order parameter φ
at t = 0, and (c) initial refined mesh employed for the simulation. In (a), Ω1 and Ω2 are the two fluid phases with densities ρ1 = 1000 and
ρ2 = 1, viscosities µ1 = 1, µ2 = 0.01 and acceleration due to gravity g = (0,−1, 0) and slip boundary condition is satisfied along all the
boundaries of the domain.
the high gradients in the velocity contours near the interface region. Therefore, a systematic mesh convergence
study for the background mesh is performed for ε = 0.01 by considering the initial background mesh of different
sizes ∆x ∈ [0.02, 0.16]. The interface elevation at the left boundary throughout the simulation is recorded in Fig.
8. The error is quantified as:
ebg =
||Φ− Φref ||2
||Φref ||2 (50)
where Φ is the temporal solution of the interface elevation at the left boundary for different background meshes
and Φref is the finest mesh solution of the interface elevation (∆x = 0.02). It is observed that the percentage
error in ebg for ∆x = 0.16, 0.08 and 0.04 is 0.32%, 0.12% and 0.023% respectively. A similar error variation is
obtained for ε = 0.005 by considering ∆x ∈ [0.01, 0.08] with error percentage as 0.14%, 0.17% and 0.007% for
∆x = 0.08, 0.04 and 0.02 respectively with ∆x = 0.01 as the reference mesh. We choose ∆x = 0.04 as the
background mesh for further studies. The evolution of the adaptive grid with the contours of the order parameter
φ at four time units corresponding to the extreme amplitudes of the sloshing is shown in Fig. 9.
4.3.2. Temporal convergence
We evaluate the convergence properties of the adaptive procedure with respective to the time step ∆t. The time
step size is decreased by a factor of 2 from ∆t = 0.16 to ∆t = 0.005. The evolution of the interface at the left
boundary is shown in Fig. 10. There seems to be no difference in the solution for ∆t ≤ 0.02. Moreover, the error
in the temporal convergence is evaluated as
e∆t =
||Φ− Φref ||2
||Φref ||2 , (51)
where Φ and Φref are the temporal evolution of the interface at the left boundary for corresponding time step
and the reference solution (the finest time step) respectively. Figure 11 shows the temporal convergence for the
different time steps employed in the present study for the adaptive procedure. From the convergence plot, it is
evident that the line plotted has a slope of two which confirms the second-order temporal accuracy of the NAVP
scheme.
16
t/Toscill
0 1 2 3 4 5
In
te
rf
a
ce
el
ev
a
ti
o
n
a
t
th
e
le
ft
b
o
u
n
d
a
ry
0.9
0.95
1
1.05
1.1
1.15
∆x = 0.16
∆x = 0.08
∆x = 0.04
∆x = 0.02
2.45 2.5 2.55
1.105
1.11
1.115
Figure 8: Background mesh convergence for the sloshing tank problem: evolution of the interface at the left boundary with ε = 0.01 and
different background mesh sizes.
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Figure 9: Contours of the order parameter φ (top) and the adaptive mesh (bottom) for the sloshing tank problem with background mesh
∆x = 0.04 and ε = 0.01 at t/Toscill: (a) 0.55, (b) 1.94, (c) 3.6 and (d) 5.
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Figure 10: Temporal convergence for the sloshing tank problem: evolution of the interface at the left boundary with ε = 0.01 and different
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Figure 11: Temporal convergence for the sloshing tank problem: plot for the error e∆t with the time step size. The line represents the
second-order convergence.
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Table 1: The role of positivity condition on the bound of the evolving interface solution over the whole domain
Method min(φ) max(φ)
Adaptive (no PPV) -1.00044 1.00027
NAVP -1.0 1.0
4.3.3. Mass conservation and divergence-free condition
In this subsection, we examine the effectiveness of the NAVP on the total mass conservation of φ, the variation of
residual error η and the computational cost (i.e., degrees of freedom and elapsed time). Fig. 12 shows the variation
of the measured quantities as a function of time on an adaptive grid employing the NAVP procedure (∆x = 0.04)
and a non-adaptive grid with ∆x = 0.01. Based on the previous analysis, the interfacial thickness parameter ε
is selected as 0.01. The tolerances are set to tolNS = tolAC = 5 × 10−4 and tolR = 10−3. As shown in Fig.
12(a), the error in the mass conservation is reduced approximately 3 times for the adaptive grid in contrast to the
non-adaptive Eulerian fixed grid. The error in the total mass conservation is evaluated as
emass =
mt=0 −m
mt=0
, (52)
where m is defined by Eq. (48) and mt=0 is the mass at t = 0. This is the consequence of increased density of
elements near the interfacial region which helps to capture the interface more accurately. The increase in the den-
sity of elements near the interfacial region leads to reduced residual error η compared to the non-adaptive method
(Fig. 12(b)). The computational cost has been quantified as the variation of the number of degrees of freedom with
non-dimensional time and the cumulative elapsed time of the simulation in Fig. 12(c-d). The adaptive procedure
reduces the number of degrees of freedom, which leads to a lesser elapsed time for the simulation.
It is known that the divergence-free condition is not exactly satisfied pointwise in the stabilized finite element
methods based on the continuous Petrov-Galerkin approximation [48]. In the present fully-discrete variational
formulation, the incompressibility constraint (the continuity equation) is approximately satisfied within the con-
vergence tolerance. We quantify the error in the weighted residual of the continuity equation as
ediv =
∫
Ω
qh(∇ · un+αh )dΩ, (53)
where the integral provides the weighted residual at each nodal point. The contour of this quantity has been
shown in Fig. 13(b) where we observe that the extreme values of the weighted residual is within the convergence
tolerance limit of 5 × 10−4. We also evaluate the L2 norm of the vector containing the weighted residuals of the
nodal points using equal-order linear elements. Fig. 13(a) shows the error in the divergence of the velocity field
as a function of time for several sloshing oscillations. We observe that the residual of the continuity equation is
within the nonlinear tolerance of tolNS = tolAC = 5 × 10−4 and tolR = 10−3. Using higher order elements or
finer grid, the error in the divergence of the velocity field can be further improved [49].
4.3.4. Advantage of the PPV technique
To observe the effect of the addition of the positivity preserving nonlinear terms in Eq. (17), we compare the
extreme values of the order parameter φ at t/Toscill = 5 for the adaptive method with and without the PPV terms.
The setup is the same as that of Section 4.3.3. The bounds of the solution of φ are summarized in Table 1. It can
be observed that the solution remains bounded when the nonlinear positivity preserving terms are incorporated in
the formulation. However, the difference is very minor in the sloshing tank problem, it may be higher for different
problems due to the restriction criterion for the number of elements in the algorithm. These nonlinear PPV terms
provide a necessary stabilization in highly convection and reaction dominated flows.
4.3.5. Relationship between tolR and ε
In this subsection, we briefly discuss the relationship between the tolerance set for the residual error η (tolR) and
the interfacial thickness parameter ε. We measure the total mass loss, the average number of degrees of freedom
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Figure 12: Variation of the measured quantities with time in the sloshing tank problem: (a) the error in mass conservation evaluated using
Eq. (52), (b) the residual error η, (c) the number of degrees of freedom or unknowns, and (d) the cumulative elapsed time.
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Figure 13: Quantification of the satisfaction of the incompressibility constraint: (a) the variation of the L2 norm of the weighted residual of
the continuity equation with time, and (b) the contour of the weighted residual of the continuity equation at t/Toscill = 4.17.
and the average error in solving the Allen-Cahn equation (eAC). The total mass loss is evaluated using Eq. (52)
with m taking the mass at final time t/Toscill = 5. The variation of these measured quantities with tolR is
plotted in Fig. 14. Some of the observations are as follows. First, the total mass loss is higher for low ε when
large tolR is chosen as the convergence criteria for η, while it reduces as the tolerance is tightened. Second, the
average number of unknowns to be solved decreases with ε as tolR becomes smaller. Third, the average error in
solving the Allen-Cahn equation is much higher for lower ε at high tolR. These observations seem to suggest that
selecting a smaller ε value for large tolR does not improve the solution. This is evident from the time history of
the surface elevation at the left boundary for varying ε and tolR in Fig. 15. Figure 15(a) shows the variation of the
free-surface elevation for tolR = 1× 10−3, while Figs. 15(b) and (c) depict the close-up view of the same plot for
tolR = 5× 10−3 and tolR = 5× 10−4 respectively. It can be seen that for higher tolR, all values of ε have a kink
in the plot. This kink is due to excessive coarsening near the interface area because of high tolR. Consequently,
the error eAC is higher because the given tolR is not enough to capture the crucial interfacial physics. As the
tolerance tolR is tightened, lower ε values tend to approach the converged solution. Therefore, the selection of ε
is directly dependent on the convergence criteria for tolR. In order to exploit the benefits of lower computational
cost, less error and good mass conservation properties, the tolerance tolR has to be reduced for small ε values. In
the next subsection, we present the results corresponding to ε = 0.005 and 0.0025 with tolR = 5× 10−4.
4.3.6. Role of the interfacial thickness parameter ε
The effect of reducing the interfacial thickness parameter ε is studied by performing some numerical experiments
with tolNS = tolAC = tolR = 5 × 10−4. The variation of mass, degrees of freedom and the residual error with
t/Toscill is plotted in Fig. 16. It is observed that reduction in the ε leads to lesser degrees of freedom for the same
tolR. Therefore, the benefit of the adaptivity is noticeable while using the lower interface thickness parameter
since the degrees of freedom would increase with lesser ε for a fixed Eulerian grid. Moreover, the residual error η
also gets reduced with a decrease in ε. The contours of the order parameter and the respective mesh for ε = 0.005
and 0.0025 at t/Toscill = 5 are shown in Fig. 17. This completes the assessment of the proposed NAVP procedure.
In the next section, we demonstrate the NAVP procedure for a classical dam break problem.
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Figure 14: Variation of the measured quantities with tolR in the sloshing tank problem: (a) the total mass loss, (b) the average number of
degrees of freedom and (c) the average error in solving the Allen-Cahn equation (eAC ).
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Figure 15: Variation of the interface at the left boundary in the sloshing tank problem: (a) tolR = 1 × 10−3, (b) tolR = 5 × 10−3 and (c)
tolR = 5× 10−4.
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Figure 16: Variation of the measured quantities with time in the sloshing tank problem for varying interface thickness parameter ε: (a) mass
evaluated using Eq. (48), (b) degrees of freedom or unknowns, and (c) residual error indicator η.
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Figure 17: Contours of the order parameter φ (a and c) and the adaptive mesh (b and d) for the sloshing tank problem at t/Toscill = 5 for:
ε = 0.005 (a and b), and ε = 0.0025 (c and d).
23
Ω1 Ω2
X
Y
0.438
0.584
b
a
(a) (b)
(c)
Figure 18: Two-dimensional dam break problem: (a) schematic diagram showing the computational domain, (b) the contour plot of the order
parameter φ at t = 0, and (c) the initial refined mesh at t = 0. In (a), Ω1 and Ω2 are the two phases with ρ1 = 1000, ρ2 = 1, µ1 = 10−3
and µ2 = 10−5, acceleration due to gravity is taken as g = (0,−9.81, 0) and slip boundary condition is imposed on all the boundaries.
5. Application to dam break problem
We consider a two-dimensional dam break problem to demonstrate the applicability and robustness of the proposed
NAVP procedure. In this widely studied problem of dam break flow, there is a sudden collapse of a rectangular
column of fluid onto a horizontal surface. This problem involves a large unsteady deformation of air-water inter-
face and characterizes the dynamics associated with gravity and viscosity effects. A rectangular computational
domain [0, 0.584] × [0, 0.438] shown in Fig. 18(a) is considered for the present study. A water column of size
0.146× 0.292 units is placed at the left boundary of the domain at time t = 0. The initial condition is given by:
φ(x, y, 0) =

−tanh( y−b√
2ε
)
, for x ≤ (a− r), y ≥ (b− r)
−tanh(x−a√
2ε
)
, for x > (a− r), y < (b− r)
tanh
( r−√(x−(a−r))2+(y−(b−r))2√
2ε
)
, for x ≥ (a− r), y ≥ (b− r)
1, elsewhere
(54)
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Figure 19: Two-dimensional dam break problem: temporal evolution of non-dimensional water column (a) width and (b) height. The results
from the present method are in good agreement with the literature.
where a = 0.146, b = 0.292 and r = 0.04 are the width, height and the radius of the curve of the water column
respectively, φ = 1 and φ = −1 correspond to the order parameter on Ω1 and Ω2 respectively. A non-uniform
triangular unstructured mesh with background mesh size ∆x = 0.01 is employed for the demonstration purpose.
The interfacial thickness parameter ε is selected as 0.005. The tolerances are set as tolNS = tolAC = 1 × 10−4
and tolR = 5 × 10−4. A restriction of the maximum number of elements is kept in the convergence criteria
as 25000. The interface location at the left and bottom boundaries are tracked with time for the validation with
experiments [50, 51] and the interface-tracking simulation of [52]. In Fig. 19, the temporal variation of the
interface location based on the non-dimensional water column width/height is compared with the results from the
literature. Good agreement is found for our NAVP procedure based on the Navier-Stokes and the Allen-Cahn
equations. The evolution of the height of the water column is captured quite well. However, the expansion of
the water column (in width) in the experiment is slower than what is predicted from the simulation. In [53], such
delay has been attributed to the time required to remove the partition which holds the water column to its initial
profile in the experiment. The contours of the order parameter φ and the evolving mesh are depicted in Fig. 20
at t
√
(2g/a) ∈ [2.32, 11.60]. In terms of the computational cost, the average number of degrees of freedom for
the adaptive simulation was 15000 which yielded an average η of 3.36× 10−3 compared to the non-adaptive grid
with degrees of freedom 21355 with an average η of 7.57 × 10−3. This shows the decrease in the residual error
indicators in the adaptive grid with lesser degrees of freedom, thus reducing the computational cost.
The unique feature of the presented algorithm is its generality in the sense that it can be extended to three dimen-
sions, whereby the variational formulation poses no restriction with respect to the extension. This was demon-
strated by three dimensional simulations in [27]. However, some effort has to be put in to extend the adaptive
algorithm of refining through bisection and coarsening to three-dimensions. The advantage of the adaptive algo-
rithm is its unique feature of avoiding complicated data structures. The refinement algorithm is extended to three
dimensions and some suggestions regarding the extension of the coarsening algorithm to three dimensions are
provided in [54].
6. Conclusions
In the present work, a stable, robust and general adaptive variational partitioned procedure has been proposed to
solve the coupled Navier-Stokes and Allen-Cahn equations for two-phase fluid flows. The Allen-Cahn equation
is solved by the positivity preserving variational technique to ensure boundedness in the nonlinear convective-
diffusion-reaction system. The newest vertex bisection algorithm is employed as the adaptive algorithm based
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Figure 20: Contours of the order parameter φ (left) and the adaptive mesh (right) for the dam break problem at t
√
(2g/a): (a) 2.32, (b) 4.64,
(c) 9.96 and (d) 11.60. 26
on the residual error estimates of the Allen-Cahn equation. The procedure aims at coarsening of grid at the last
nonlinear iteration while maintaining the convergence properties of the nonlinear Navier-Stokes and Allen-Cahn
equations. While satisfying the positivity preservation and the energy stability, we have shown a remarkable
reduction in the computational cost with respect its non-adaptive counterpart on general unstructured adaptive
meshes. The simplicity of the refinement/coarsening avoids complicated tree-type data structures, thus providing
the ease of implementation. Several test problems of increasing complexity are considered to demonstrate the var-
ious aspects of the proposed adaptive variational scheme. We have first assessed the effectiveness of our adaptive
algorithm for the spinodal decomposition in a complex geometry and the volume conservation property for the
two circles in a square domain. The generality of the present scheme for curved domains with complex geome-
try was successfully demonstrated. The adaptive algorithm was found to be energy stable with a decreasing free
energy functional via the spinodal decomposition while the algorithm was found to be globally mass-conserving
on the evolution of the radii of two circles in a square domain. To further characterize the performance and the
efficiency of the adaptive scheme, free-surface sloshing of water in a tank was considered for the systematic nu-
merical experiments. Some of the salient findings from the sloshing tank problem are: (i) the adaptive procedure
improved the mass conservation by three times compared to the non-adaptive grid, and reduced the computational
time by 40 percent, (ii) the boundedness property of the scheme was also noticed in the extremum values of the
order parameter, (iii) the proposed scheme evolved the fluid-fluid interface with less residual error (η) compared
to the uniform non-adaptive grid, and (iv) the study of the dependency of the interface thickness parameter ε on
the error indicator tolerance concluded that sharper interfaces tend to require more stringent tolerance criterion to
yield accurate results. Finally, the adaptive procedure was applied to the dam break problem to demonstrate its
capability to handle practical problems with topological changes.
Acknowledgements
The first author would like to thank for the financial support from National Research Foundation through Keppel-
NUS Corporate Laboratory. The conclusions put forward reflect the views of the authors alone, and not necessarily
those of the institutions.
Appendix A. Residual error estimates for the Allen-Cahn equation
Let the time interval [0, T ] be subdivided into intervals of length ∆t = tn+1 − tn,n = 0, 1, 2, .... For each time
tn, an affine equivalent, admissible and shape-regular partition T of the domain Ω which consists of elements Ωe,
is chosen such that Ω = ∪nele=1Ωe and ∅ = ∩nele=1Ωe where nel is the number of elements. Let the finite element
space of trial solution in the partition be denoted by Sh ∈ Vh and the space of test functions be represented by
Vh ∈ Vh, where Vh ∈ V is the finite element space on the partition T .
The variational form of the semi-discrete Allen-Cahn equation under the generalized-α framework is given as
(Eq. (17)): find φh ∈ Sh such that for all wh ∈ Vh,∫
Ω
(
wh∂tφh + wh(u · ∇φh) +∇wh · (k∇φh) + whsφh − whf
)
dΩ
+
nel∑
e=1
∫
Ωe
((
u · ∇wh
)
τ
(
∂tφh + u · ∇φh −∇ · (k∇φh) + sφh − f
))
dΩe = 0, (A.1)
For simplicity, we only consider the Galerkin discretization of the Allen-Cahn equation. We have followed a
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similar procedure as carried out in [15]. Equation (A.1) can be written as:∫
Ω
wh∂tφhdΩ +
∫
Ω
wh(u · ∇φh)dΩ +
∫
Ω
∇wh · (k∇φh)dΩ +
∫
Ω
whsφhdΩ−
∫
Ω
whfdΩ, (A.2)
=
∫
Ω
wh∂tφhdΩ +
∫
Ω
wh(u · ∇φh)dΩ−
∫
Ω
wh(k∇2φh)dΩ +
nel∑
e=1
∫
∂Ωe
whk(n∂Ωe · ∇φh)dΩe
+
∫
Ω
whsφhdΩ−
∫
Ω
whfdΩ, (A.3)
=
∫
Ω
wh(∂tφh + u · ∇φh − k∇2φh + sφh − f)dΩ +
nel∑
e=1
∫
∂Ωe
whk(n∂Ωe · ∇φh)dΩe (A.4)
=
nel∑
e=1
∫
Ωe
whRΩe(φh)dΩe +
∑
E∈E
∫
E
whRE(φh)dE (A.5)
whereRΩe andRE are the element and edge based residuals and n∂Ωe is the unit normal to the element boundary.
Using the property of Galerkin orthogonality in Eq. (A.5),∫
Ω
wh∂tφhdΩ +
∫
Ω
wh(u · ∇φh)dΩ +
∫
Ω
∇wh · (k∇φh)dΩ +
∫
Ω
whsφhdΩ−
∫
Ω
whfdΩ
=
nel∑
e=1
∫
Ωe
(wh − wT )RΩe(φh)dΩe +
∑
E∈E
∫
E
(wh − wT )RE(φh)dE. (A.6)
Let the first line of the above equation be denoted as LHS. Choosing wT = IT wh where IT is the quasi-
interpolation operator and using the Cauchy-Schwarz inequality for integrals,
LHS ≤
nel∑
e=1
||RΩe ||Ωe ||wh − IT wh||Ωe +
∑
E∈E
||RE ||E ||wh − IT wh||E (A.7)
The properties of the interpolation operator IT further reduces the inequality to
LHS ≤
nel∑
e=1
||RΩe ||Ωec1hΩe ||wh||H1(ω˜Ωe ) +
∑
E∈E
||RE ||Ec2h1/2E ||wh||H1(ω˜E) (A.8)
where hΩe is the diameter of the element Ωe, hE is the length of the edge, c1 and c2 are constants which depend
upon the shape of the partition T , and ω˜Ωe and ω˜E are defined as:
ω˜Ωe =
⋃
NΩe
⋂
N
Ω
′
e
6=∅
Ω
′
e, ω˜E =
⋃
NE
⋂
N
Ω
′
e
6=∅
Ω
′
e (A.9)
whereNΩe are the vertices of Ωe andNE are the vertices of an edgeE. Again with the help of the Cauchy-Schwarz
inequality for the sums,
LHS ≤ max{c1, c2}
{ nel∑
e=1
h2Ωe ||RΩe ||2Ωe +
∑
E∈E
hE ||RE ||2E
}1/2{ nel∑
e=1
||wh||2H1(ω˜Ωe ) +
∑
E∈E
||wh||2H1(ω˜E)
}1/2
(A.10)
Moreover, using the shape regularity assumption for the partition T ,{ nel∑
e=1
||wh||2H1(ω˜Ωe ) +
∑
E∈E
||wh||2H1(ω˜E)
}1/2
≤ c||wh||H1(Ω) (A.11)
Therefore for some constant c∗,
LHS ≤ c∗
{ nel∑
e=1
h2Ωe ||RΩe ||2Ωe +
∑
E∈E
hE ||RE ||2E
}1/2
||w||H1(Ω). (A.12)
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Finally, we use the residual-error equivalence that the norm of the error in V is bounded from above and below
by the norm of the residual in the dual space V′ which is established using the Friedrichs and Cauchy-Schwarz
inequalities, which gives
||φ− φh|| ≤ c∗
{ nel∑
e=1
h2Ωe ||RΩe ||2Ωe +
∑
E∈E
hE ||RE ||2E
}1/2
||w||H1(Ω). (A.13)
Appendix B. The positivity condition for convective transport equation
We present a brief description of the positivity condition for the stabilized finite element method. Consider a
simplified form of Eq. (8) with only convection effects:
∂tφ+ u · ∇φ = 0. (B.1)
The positivity preserving variational formulation of the above problem will lead to the following finite element
based stencil form:
φn+1i = φ
n
i + C
+(φni+1 − φni )− C−(φni − φni−1), (B.2)
where
C+ = −u∆t
2h
+
u2τ∆t
h2
+
χ∆t
h2
|R(φ)|
|∇φ| max
{
uh
2
− τu2, 0
}
, (B.3)
C− =
u∆t
2h
+
u2τ∆t
h2
+
χ∆t
h2
|R(φ)|
|∇φ| max
{
uh
2
− τu2, 0
}
, (B.4)
where h is the element length in one-dimension, ∆t is the time step, τ is the linear stabilization parameter given
by Eq. (18) and χ = 1/u. All the parameters are defined by taking the diffusion and reaction coefficients to be null
in the transient convection-diffusion-reaction equation. For the scheme to be positivity preserving, the coefficients
C+ and C− need to satisfy
C+ ≥ 0, C− ≥ 0, C+ + C− ≤ 1. (B.5)
Next, we consider two scenarios as follows:
Case 1: Element nodes far from the discontinuity or less convection-dominated regime, i.e., either R(φ) → 0 or
uh/2− τu2 < 0. For these conditions, the coefficients will be
C+ = −u∆t
2h
+
u2τ∆t
h2
, (B.6)
C− =
u∆t
2h
+
u2τ∆t
h2
, (B.7)
C+ + C− =
2u2τ∆t
h2
=
(
u∆t
h
)(
2uτ
h
)
, (B.8)
Now we satisfy the positivity condition for this case.
uh
2
− τu2 < 0 =⇒ u∆t
2h
− τu
2∆t
h2
< 0 =⇒ −u∆t
2h
+
τu2∆t
h2
> 0 =⇒ C+ > 0 (B.9)
Since u, ∆t, h and τ are all positive, C− > 0. Furthermore, the stabilization parameter τ can be expressed for the
one-dimensional problem as
τ =
[(
2
∆t
)2
+
(
2u
h
)2]−1/2
=⇒ 2uτ
h
=
[(
h
u∆t
)2
+ 1
]−1/2
. (B.10)
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The explicit scheme employed here satisfies the Courant-Friedrichs-Lewy condition for stability, i.e., Co =
u∆t/h ≤ 1. Therefore,
2uτ
h
=
[(
1
Co
)2
+ 1
]−1/2
< 1. (B.11)
which implies that C+ +C− ≤ 1 and the scheme satisfies the positivity condition. The definition of the stabiliza-
tion parameter τ puts a bound to the term 2uτ/h while satisfying the positivity condition.
Case 2: Element nodes near the discontinuity with optimal discrete upwind operation, i.e., uh/2 − τu2 > 0 and
χ|R(φ)|/|∇φ| ≈ 1. The coefficients can be written as
C+ = −u∆t
2h
+
u2τ∆t
h2
+
u∆t
2h
− u
2τ∆t
h2
= 0, (B.12)
C− =
u∆t
2h
+
u2τ∆t
h2
+
u∆t
2h
− u
2τ∆t
h2
=
u∆t
h
> 0, (B.13)
C+ + C− =
u∆t
h
≤ 1. (B.14)
We have employed the Courant-Friedrichs-Lewy condition and the fact that Co > 0 for satisfying the inequalities
above. The above two cases show the behaviour of the presented variational scheme to maintain the positivity
property. The nonlinear residual term acts as a limiter function to regulate the stabilization terms.
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