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GENERIC NEWTON POLYGON FOR EXPONENTIAL SUMS IN n
VARIABLES WITH PARALLELOTOPE BASE
RUFEI REN
Abstract. Let p be a prime number. Every n-variable polynomial f(x) over a finite field of
characteristic p defines an Artin–Schreier–Witt tower of varieties whose Galois group is isomorphic
to Zp. Our goal of this paper is to study the Newton polygon of the L-function associated to a
finite character of Zp and a generic polynomial whose convex hull is an n-dimensional paralleltope
∆. We denote this polygon by GNP(∆). We prove a lower bound of GNP(∆), which is called
the improved Hodge polygon IHP(∆). We show that IHP(∆) lies above the usual Hodge polygon
HP(∆) at certain infinitely many points, and when p is larger than a fixed number determined by
∆, it coincides with GNP(∆) at these points. As a corollary, we roughly determine the distribution
of the slopes of GNP(∆).
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1. Introduction
We shall state our main results and their motivation after recalling the notion of L-
functions for Witt coverings. Let p be a prime number, and
f(x) :=
∑
P∈Zn
≥0
aPx
P
be an n-variable polynomial in Fp[x1, . . . , xn]. We denote by Fp(f) the splitting field of f(x)
and set m(f) := [Fp(f) : Fp]. Then we put aˆP ∈ Zpm(f) to be the Teichmuller lift of aP ,
where Zpm(f) is the unramified extension of Zp of degree m(f), and call
fˆ(x) :=
∑
P∈Zn≥0
aˆPx
P
the Teichmu¨ller lift of f(x).
Viewing Zn as the lattice points in Rn with origin denoted by O, we call the convex
hull of O ∪ {P | aP 6= 0} the polytope of f and denote it by ∆f .
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The Artin–Schreier–Witt tower associated to f is the sequence of varieties Vi over Fpm(f)
defined by the following equations:
Vi : y
F
i − yi =
∑
P∈∆f
(aPx
P , 0, 0, . . . ),
where yi = (y
(1)
i , y
(2)
i , . . . , y
(i)
i ) are Witt vectors of length i, and •
F means raising each Witt
coordinate to the pth power. The Artin–Schreier–Witt tower · · · → Vi → · · · → V0 := A
n
is a tower of Galois covers of An with total Galois group Zp, and consequently the study
of zeta function of the tower can be reduced to the study of the L-functions associated to
(finite) characters of the Galois group Zp. For more details we refer the readers to [DWX,
§1].
Let (Gm)
n be the n-dimensional torus over Fpm(f) . The main subject of our study is
the L-function associated to a finite character χ : Zp → C
×
p of conductor p
mχ which is given
by
L∗f (χ, s) :=
∏
x∈|(Gm)n|
1
1− χ
´
TrQ
pm(f) deg(x)
/Qp(fˆ(xˆ))
¯
sdeg(x)
,
where |(Gm)
n| is the set of closed points of (Gm)
n, xˆ is the Teichmuller lift of a geometric
point at x, and deg(x) stands for the degree of x over Fpm(f) .
It is proved in [LWei, Theorem 1.3] that when f is a non-degenerate polynomial with
convex hull ∆f , the fucntion
L∗f (χ, s)
(−1)n−1 :=
n!pn(mχ−1)Vol(∆f )∑
i=0
vis
i ∈ Zp[ζpmχ ][s]
is a polynomial of degree n! pn(mχ−1)Vol(∆f ), where ζpmχ is a primitive p
mχ-th root of unity.
In this paper, we confine ourselves to studying these f whose polytopes are of the
simpler shape. Let ∆ be an n-dimensional paralleltope generated by linearly independent
vectors
−−−→
OV1,
−−−→
OV2, . . . ,
−−−→
OVn, where V1,V2, . . . ,Vn are integral points.
Hypothesis 1.1. We assume that p is a prime such that p ∤ Vol(∆) and p > (n + 4)D,
where D is a positive integer depending only on ∆ (See Definition 2.2).
In particular, when ∆ is an n-dimensional cube with side length d, the integer D = d.
Notation 1.2. Let k∆ denote a scaling of ∆. We write
∆+k := k∆ ∩ Z
n
for the set consisting of the lattice points in k∆ and put
x
+
k := #∆
+
k .
Let ∆◦ denote the paralleltope ∆ with all faces not containing O removed. We put
∆−k := k∆
◦ ∩ Zn and x−k := #∆
−
k .
For simplicity, we write ∆± for ∆±1 when no confusion can rise.
Notation 1.3. One may naturally identify it as an open subscheme of F
∆+
p by recording
the coefficients aP of f .
Definition 1.4. If f satisfies the non-degenerate condition in [LWei], we call the lower
convex hull of the set of points
´
i, pmχ−1(p−1)valpm(f)(vi)
¯
the normalized Newton polygon
of L∗f (χ, s)
(−1)n−1 which is denoted by NP(f, χ)L. Here, valpm(f)(−) is the p-adic valuation
normalized so that valpm(f)(p
m(f)) = 1.
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The following Theorem 1.5 and Theorem 1.7 are the main results of this paper.
Theorem 1.5. Assume Hypothesis 1.1. Let F(∆) denote the set of all non-degenerate
polynomials f(x) =
∑
P∈∆+
aPx
P ∈ Fp[x] with ∆f = ∆. Then there is a Zariski open subset
OZar ⊂ F(∆) such that for any f ∈ OZar and any finite character χ : Zp → C
×
p of conduc-
tor pmχ , if we put {α1, . . . , αpn(mχ−1)n!Vol(∆)} to be the set of p
m(f)-adic Newton slopes of
L∗f (χ, s)
(−1)n−1 , then for any 0 ≤ i1 ≤ n− 1 and 0 ≤ i2 ≤ p
mχ−1 − 1 we have
(1) #
{
αj
ˇˇˇ
αj ∈ (i1+
i2
pmχ−1
, i1+
i2+1
pmχ−1
)
}
=
i1∑
t=0
(−1)t
`
n
t
˘´
x
−
(i1−t)p
mχ−1+i2+1
−x+
(i1−t)p
mχ−1+i2
¯
,
(2) #
{
αj
ˇˇˇ
αj = i1 +
i2
pmχ−1
}
=
i1∑
t=0
(−1)t
`
n
t
˘´
x
+
(i1−t)p
mχ−1+i2
− x−
(i1−t)p
mχ−1+i2
¯
.
To study L-function it is more convenient to work with the so-called characteristic
power series
C∗f (χ, s) :=
´ ∞∏
j=0
L∗f (χ, p
m(f)js)p
n+j−1
n−1 q
¯(−1)n−1
, (1.1)
whose normalized p-adic Newton polygon we denote by NP(f, χ)C .
Definition 1.6. The generic Newton polygon of ∆ is defined by
GNP(∆) := inf
χ:Zp/pmχZp→C
×
p
∆f=∆
´
NP(f, χ)C
¯
,
where χ : Zp → C
×
p runs over all finite characters, and f runs over all non-degenerate
polynomials in Fp[x] such that ∆f = ∆.
Theorem 1.7. The generic Newton polygon GNP(∆) passes through points (x±k (∆), h(∆
±
k ))
for any k ≥ 0, where x±k and h(∆
±
k ) are defined in Notation 2.1 and Definition 3.11 respec-
tively.
In [DWX], Davis, Wan, and Xiao studied the p-adic Newton slopes of L∗f (χ, s) and
C∗f (χ, s) when f is a one-variable polynomial whose degree d is coprime to p. They concluded
that, for each character χ : Zp → C
×
p of a relatively large conductor, NP(f, χ)L depends only
on f and its conductor. Their proof strongly inspired the proof of spectral halo conjecture
by Liu, Wan, and Xiao in [LWX]; we refer to [RWXY, §1.5] for the discussion on the analogy
of the two proofs.
Motivated by the attempt of extending spectral halo type results beyond the case of
modular forms, it is natural to ask whether one can generalize the main results of [DWX]
to more general cases:
(1) changing the tower to Zpℓ for ℓ ≥ 2, and
(2) making the base to higher dimensional.
The first case is examined in a joint work with Wan, Xiao, and Yu see [RWXY]. The
goal of this current paper is to investigate the second case.
From the Iwasawa theory point of view, it is important to have access to the Newton
polygon NP(f, χ)C associated to this Artin-Schreier-Witt tower. When p is “ordinary”,
namely p ≡ 1 (mod D), this polygon was explicitly computed by Adolphson–Sperber [AS],
Berndt–Evans [BE], and Wan [Wan] in many special cases, and by Liu-Wan [LWan] in the
general case (and in the T -adic setup).
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Going beyond the ordinary case, there has been many researches on understanding the
generic Newton polygon of Lf (χ, s) when f is a polynomial of a single variable. Here is an
incomplete list.
• In [DWX], Davis, Wan, and Xiao prove that the Newton slopes of Lf (χ, s) form a
finite union of arithmetic progressions, when f is a one-variable polynomial and χ
is a finite character of a relatively large conductor.
• When p is large enough, Zhu [Zhu1] and Scholten–Zhu [SZ] showed that for a non-
degenerate one-variable polynomial f and a finite character χ0 of conductor p, the
Newton polygon NP(f, χ0)L coincides GNP(∆).
• Later, Blache, Ferard, and Zhu in [BFZ] proved a lower bound for the Newton
polygon of f(x) ∈ Fq[x,
1
x ] of degree (d1, d2), which is called a Hodge-Stickelberger
polygon. They also showed that when p approaches to infinity, the Newton polygon
NP(χ, f)L coincides with the Hodge-Stickelberger polygon.
• In [BF], Blache and Ferard worked on the generic Newton polygon associated to
characters of large conductors.
• In [OY], Ouyang and Yang studied the one-variable polynomial f(x) = xd+ a1x. A
similar result can be found in [OZ], where Ouyang and Zhang studied the family of
polynomials of the form f(x) = xd + ad−1x
d−1.
• In [KW], Koster and Wan studied a more general Zp-tower, and they proved the
genus stability of all such Zp-tower.
However, for technical reasons, it is difficult to prove that the slopes of the L-function form
a union of arithmetic progression when f is a multi-variable polynomial. Zhu in [Zhu2]
shows that GNP(∆) and IHP(∆) coincide for characters of Zp of conductor p when ∆ is
a rectangular and p is large enough. A similar result is obtained by the author in [Ren2]
when the polytope of f is an isosceles right triangle.
In this paper, we focus on the generic Newton polygon of an n-dimensional parallelotope
∆. Our main contribution in this paper is to prove the distribution of slopes of the generic
Newton polygon GNP(∆), when p is not necessary to be ordinary with respect to ∆. We
refer reader to Theorem 1.5 for the statement.
Now we list the key steps of the proof of our main theorems.
Step 1: Instead of working with the L-function itself, it is more convenient (from the
point of view of Dwork trace formula) to work with the characteristic power series C∗f (χ, s),
which recovers the L-function by
L∗f (χ, s)
(−1)n−1 =
n∏
j=0
C∗f (χ, p
m(f)js)(−1)
jpnjq. (1.2)
The power series C∗f (χ, s) is genuinely the characteristic power series of a nuclear oper-
ator (or equivalently an infinite matrix N with respect to some canonical basis). Moreover,
we can do this for the universal character (as opposed to just finite characters) of the Galois
group of the tower Zp.
Step 2: We construct the improved Hodge polygon IHP(∆) for ∆ in Definition 3.1,
and prove that it is a lower bound of NP(f, χ)C for any finite character χ. The polygon
IHP(∆) lies above the usual Hodge polygon at x = x±k for any k ≥ 1. In fact, we show in
Proposition 3.3 the condition that IHP(∆) lies strictly above the usual Hodge polygon at
x = x±k .
The key point of this step lies in: the usual way of obtaining Hodge polygon is to
conjugate N by an appropriate diagonal matrix, and observe that each row is entirely
divisible by a certain power of p. In this paper, we dig into the definition of characteristic
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power series as the sum over permutations, which allows us to slightly but crucially improve
the usual Hodge polygon.
Step 3: We show in Proposition 4.3 that for any polynomial f ∈ F(∆), if there is a
finite character χ0 of conductor p such that NP(f, χ0)C coincides with IHP(∆) at
x = x±k for 1 ≤ k ≤ n+ 2,
then for every finite character χ, NP(f, χ)C and IHP(∆) coincide at
x = x±k for all k ≥ 0.
This proposition reduces the problem to show that all the polynomials f ∈ F(∆) such
that NP(f, χ0)C and IHP(∆) coincide at x = x
±
k for 1 ≤ k ≤ n + 2 form a Zariski open
subset of F(∆).
For this, one may consider the characteristic power series for a “universal” polynomialrf , namely all coefficients of rf are viewed as determinants. We need to show that when we
write ru
x
±
k
= ru
x
±
k ,h(∆
±
k )
T h(∆
±
k ) +O(T h(∆
±
k )+1), the coefficients
ru
x
±
k ,h(∆
±
k )
6≡ 0 (mod p) for any 1 ≤ k ≤ n+ 2. (1.3)
Step 4: We show (1.3) in §5. The technical core of this paper lies in proving (1.3).
Roughly speaking, the key is to show that for each 0 ≤ k ≤ n+2, a certain monomial of ru
x
±
k
is nonzero. Tracing back to the definition of ru
x
±
k
, we see the contribution to such leading
monomial must come from a unique special permutation that appears in the definition
of the characteristic power series. Computing explicitly the contribution of this special
permutation to the leading term, which itself was subdivided into simpler cases, allows us
to prove (1.3).
Acknowledgments. The author would like to thank his advisor Liang Xiao for the extra-
ordinary support in this paper and also thank Douglas Haessig, Hui June Zhu, and Daqing
Wan for helpful discussion.
2. Dwork’s trace formula
In this section, we will introduce Dwork trace formula to express C∗f (χ, s)as the charac-
teristic power series of some infinite matrix and deduce a natural lower bound of NP(T, f)C
called the improved Hodge polygon.
Recall from introduction that ∆ is an n-dimensional paralleltope generated by linearly
independent vectors
−−−→
OV1,
−−−→
OV2, . . . ,
−−−→
OVn.
Notation 2.1. We denote the cone of ∆ by
Cone(∆) :=
{
Q ∈ Rn | kQ ∈ ∆ for some k > 0
}
,
and put
M(∆) := Cone(∆) ∩ Zn
to be the set of lattice points in Cone(∆).
Definition 2.2. Let D be the smallest positive integer such that
M(∆) ⊂
{
z1V1 + z2V2 + · · · + znVn
ˇˇˇ
zi ∈
1
D
Z≥0
}
. (2.1)
In particular, when ∆ is an n-cube with side length d, the number D = d.
Notation 2.3. Let
Λ∆ :=
n⊕
i=1
Z≥0 ·Vi ⊂M(∆).
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From now on, let p be a prime satisfying Hypothesis 1.1, and let F(∆) denote the set
of all non-degenerate polynomials f(x) =
∑
P∈∆+
aPx
P ∈ Fp[x] with ∆f = ∆. We denote by
Fp(f) the splitting field of f which is the finite field generated by the coefficients of f .
We will fix such a polynomial f ∈ F(∆) in §2 and §3. We put Fq = Fp(f) and
m = [Fq : Fp]. Let aˆP ∈ Zq be the Teichmu¨ller lift of aP . We call fˆ(x) :=
∑
P∈∆+
aˆPx
P the
Teichmu¨ller lift of f(x).
2.1. T -adic exponential sums.
Notation 2.4. We recall that the Artin–Hasse exponential series is defined by
E(π) :=
∞∑
i=0
ciπ
i = exp p
∞∑
i=0
πp
i
pi
q ∈ 1 + π + π2Zp[[π]]. (2.2)
Setting E(π) = 1 + T gives an isomorphism ZpJπK ∼= ZpJT K.
Definition 2.5. For a ring R and a power series g ∈ RJT K, we define its T -adic valuation,
denoted by valT (g), as the largest k such that g ∈ T
kRJT K.
Definition 2.6. For each k ≥ 1, the T -adic exponential sum of f over F×
qk
is
S∗f (k, T ) :=
∑
x∈(F×
qk
)n
(1 + T )
TrQ
qk
/Qp(fˆ(xˆ)) ∈ Zp[[T ]].
Definition 2.7. The T -adic characteristic power series of f is defined by
C∗f (T, s) := exp
´ ∞∑
k=1
−(qk − 1)−nS∗f (k, T )
sk
k
¯
(2.3)
=
∞∑
k=0
uk(T )s
k ∈ ZpJT, sK.
It is not difficult to check that any finite character χ : Zp → C
×
p satisfies
C∗f (χ, s) = C
∗
f (T, s)|T=χ(1)−1, (2.4)
where C∗f (χ, s) is defined in §1. We refer the readers to [DWX, §2] for the proof.
Notation 2.8. We put
Ef (x) :=
∏
P∈∆+
E(aˆPπx
P ) ∈ ZqJT KJxK (2.5)
and ∏
P∈∆+\{O}
E(aˆPπx
P ) =
∑
Q∈Zn≥0
eQ(T )x
Q ∈ ZqJT KJxK. (2.6)
We shall later in §4 and §5 need a version of Ef (x) for a universal polynomial rf(x).
Namely, we consider the universal polynomialrf(x) = ∑
P∈∆+
raPxP ∈ Fp[a˜P ;P ∈ ∆+][x],
where raP are treated as variables. Then we put∏
P∈∆+\{O}
E(raPπxP ) = ∑
Q∈Zn≥0
reQ(T )xQ ∈ Zp[raP ;P ∈ ∆+\{O}]JT KJxK. (2.7)
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2.2. Dwork’s trace formula.
Definition 2.9. We fix a D-th root T 1/D of T. Define
B =
{ ∑
Q∈M(∆)
bQx
Q
ˇˇˇ
bQ ∈ ZqJT
1/DK, valT (bQ)→ +∞,when Q→∞
}
.
Let ψp denote the operator on B such that
ψp
´ ∑
Q∈M(∆)
bQx
Q
¯
:=
∑
Q∈M(∆)
bpQx
Q.
Definition 2.10. Define
ψ := σFrob ◦ ψp ◦ Ef (x) : B −→ B, (2.8)
and its k-th iterate
ψk = ψkp ◦
k−1∏
i=0
E
σiFrob
f (x
pi
1 , x
pi
2 , . . . , x
pi
n ),
where σFrob represents the arithmetic Frobenius acting on the coefficients, and Ef (x)(g) :=
Ef (x) · g for any g ∈ B.
Lemma 2.11. Let N be the matrix of ψ acting on B with respect to the basis xQ, then the
entries
NQ′,Q = E(aˆOπ)epQ′−Q(T ),
where epQ′−Q(T ) is defined in (2.6).
Proof. One checks easily that
ψp ◦ Ef (x)px
Qq =ψp
´
E(aˆOπ)
∑
Q′′∈M(∆)
eQ′′(T )x
Q′′+Q
¯
=E(aˆOπ)
∑
Q′′∈M(∆)
Q+Q′′=pQ′
eQ′′(T )x
Q′
=
∑
Q′∈M(∆)
E(aˆOπ)epQ′−Q(T )x
Q′ ,
which completes the proof. 
Recall that m = [Fq : Fp] and C
∗
f (T, s) =
∞∑
k=0
uk(T )s
k ∈ ZpJT, sK.
Theorem 2.12 (Analytic trace formula). The theorem above has an equivalent multiplica-
tive form:
C∗f (T, s) =det pI − sψ
m | B/Zq[[π]]q. (2.9)
Proof. It follows from Dwork trace formula. For proof, see [LWei, Theorem 4.8]. 
Definition 2.13. The normalized Newton polygon of C∗f (T, s), denoted by NP(f, T )C , is
the lower convex hull of the set of points
{´
i, valT (ui(T ))m
¯}
.
Now we recall the weight function and the usual Hodge polygon.
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Definition 2.14. For each lattice point Q in Zn, assume that the line OQ intersects some
surface of ∆ at a point Q′. Then we call
w(Q) :=
−−→
OQ
−−→
OQ′
the weight of Q.
Definition 2.15. Let Wℓ denote the set consisting of ℓ elements of M(∆) with minimal
weights. The usual Hodge polygon, denoted by HP(∆), is the low convex hull of{´
ℓ,
∑
Q∈Wℓ
(p − 1)w(Q)
¯}
.
Proposition 2.16. The Newton polygon NP(f, T )C does not lie below HP(∆).
Proof. See [LWei, Theorem 1.3]. 
Definition 2.17. We call p ordinary with respect to ∆ if p ≡ 1 (mod D).
3. The improved Hodge polygon
As we have explained in §2 that for f ∈ F(∆), the Newton polygon NP(f, T )C lies
above the Hodge polygon introduced in Notation 2.15. However, unless p is ordinary with
respect to ∆, this Hodge polygon is not expected to be sharp. In this section, we introduce
an improved Hodge polygon which is again a lower bound of NP(f, T )C , and we prove that
for a generic f , our improved Hodge polygon coincides with NP(f, T )C at infinitely many
points.
Definition 3.1. The improved Hodge polygon of ∆, denoted by IHP(∆), is the lower convex
hull of the set of points {´
ℓ,
∑
Q∈Wℓ
(⌊w(pQ)⌋ − ⌊w(Q)⌋)
¯}
, (3.1)
where Wℓ consists of ℓ elements of M(∆) with minimal weight as in Definition 2.15.
We will later give a simplified expression of this polygon at some particular points.
Remark 3.2. Each pointQ ∈M(∆) can be written as a rational linear combination
n∑
i=1
ziVi
of the basis vectors. It is straightforward to see that
w(Q) = max
1≤i≤n
{zi}. (3.2)
In particular, since each zi ∈
1
DZ, we have w(Q) ∈
1
DZ for every Q ∈M(∆).
Moreover, the weight function is subadditive, namely, for any two points Q1, Q2 ∈
M(∆), we have
w(Q1) + w(Q2) ≥ w(Q1 +Q2). (3.3)
Proposition 3.3.
(1) The improved Hodge polygon IHP(∆) lies not below HP(∆) at x = x±k for every
k ≥ 1.
(2) If there are a point P0 =
n∑
i=1
riVi ∈ ∆− and j1, j2 ∈ {1, 2, . . . , n} such that
(a) rj1 < rj2, and
(b) prj1 − ⌊prj1⌋ > prj2 − ⌊prj2⌋,
then IHP(∆) lies strictly above HP(∆) at x = x±k for every k ≥ 2.
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(3) If there is a point P0 =
n∑
i=1
riVi ∈ ∆
− such that
{
j
ˇˇˇ
rj = max
1≤i≤n
(ri)
}
∩
{
j
ˇˇˇ
prj − ⌊prj⌋ = max
1≤i≤n
(pri − ⌊pri⌋)
}
= ∅,
then IHP(∆) lies strictly above HP(∆) at x = x±k for every k ≥ 1.
Notation 3.4. For each point Q in M(∆) we write Q% for its residue in ∆− modulo Λ∆,
and put
η : ∆− → ∆−
Q 7→ (pQ)%.
It is easy to show that η is a permutation of ∆−.
Proof of Proposition 3.3. (1) Since any point Q ∈ ∆+k \∆
−
k has integer weight, we get
⌊w(pQ)⌋ − ⌊w(Q)⌋ = w(pQ)− w(Q).
Therefore, we only need to prove this proposition for x = x−k .
Since ∆−k can be decomposed into a disjoint union of shifts of ∆
− by points in Λ∆, we
reduce the question to show that for any Q1 =
n∑
i=1
miVi ∈ Λ∆,
∑
Q−Q1∈∆−
´
⌊w(pQ)⌋ − ⌊w(Q)⌋ − w(pQ) + w(Q)
¯
≥ 0. (3.4)
Let Q−Q1 =
n∑
i=1
riVi ∈ ∆
−. We set
mmax = max
1≤j≤n
(mj) and S = {1 ≤ i ≤ n | mi = mmax}.
Take j ∈ S such that rj = max
i∈S
(ri). Then we have
⌊w(Q)⌋+ w(pQ) = mj + prj + pmj = w
´
pQ+Q1
¯
. (3.5)
Since η is a permutation of ∆−, we know that
∑
Q−Q1∈∆−
w(Q) =
∑
Q−Q1∈∆−
w(Q1 + η(Q−Q1)). (3.6)
Since pQ ≡ η(Q−Q1) (mod Λ∆), we know
w
´
pQ− η(Q−Q1)
¯
= (prj + pmj)− (prj − ⌊prj⌋)
= pmj + ⌊prj⌋ = ⌊w(pQ)⌋.
(3.7)
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Combining (3.6), (3.7), (3.5), and (3.3), we get∑
Q−Q1∈∆−
´
⌊w(pQ)⌋ − ⌊w(Q)⌋ − w(pQ) +w(Q)
¯
(3.6)
=
∑
Q−Q1∈∆−
´
⌊w(pQ)⌋ − ⌊w(Q)⌋ − w(pQ) +w
´
Q1 + η(Q−Q1)
¯¯
(3.7)
=
∑
Q−Q1∈∆−
´
w
´
pQ− η(Q−Q1)
¯
− ⌊w(Q)⌋ − w(pQ) + w
´
Q1 + η(Q−Q1)
¯¯
(3.5)
=
∑
Q−Q1∈∆−
´
w
´
pQ− η(Q−Q1)
¯
+ w
´
Q1 + η(Q−Q1)
¯
− w
´
pQ+Q1
¯¯
(3.3)
≥ 0.
(2) We put Q1 = Vj1 +Vj2 and Q = Q1 + P0. From the assumptions (a) and (b), we
have
w
´
pQ− η(Q−Q1)
¯
+w
´
Q1 + η(Q−Q1)
¯
−w
´
pQ+Q1
¯
=p+ ⌊prj2⌋+ (1 + prj1 − ⌊prj1⌋)− (p + pr2 + 1)
=prj1 − ⌊prj1⌋ − (prj2 − ⌊prj2⌋) > 0,
which completes the proof.
(3) By the similarity of the proofs of (2) and (3), we leave its proof to the readers. 
Example 3.5. Let p = 29, V1 = (3, 0) and V2 = (0, 2). Then we have
W6 = ∆
−
1 = {(0, 0), (0, 1), (1, 0), (1, 1), (0, 2), (1, 2)},
and the chart of weight of points in ∆−:
P0 (0, 0) (0, 1) (1, 0) (1, 1) (0, 2) (1, 2)
w(P0) 0
1
3
1
2
1
2
2
3
2
3
w(pP0) 0
29
3
29
2
29
2
58
3
58
3
.
Computing the left hand side of (3.4) for Q1 = (0, 0), we have∑
P0∈∆−
´
⌊w(pP0)⌋ − ⌊w(P0)⌋ − w(pP0) + w(P0)
¯
=
1
3
> 0.
We next give an estimate of the T -adic valuation of each entry of the matrix N , for
this, we need to control the T -adic valuation of each eQ(T ).
Lemma 3.6.
(1) Recall that
∏
P∈∆+\{O}
E(aˆPπx
P ) expands as
∑
Q∈M(∆)
eQ(T )x
Q. Then we have
eO(T ) = 1 and valT (eQ(T )) ≥ ⌈w(Q)⌉ for all Q ∈M(∆).
(2) Recall that
∏
P∈∆+\{O}
E(raPπxP ) expands as ∑
Q∈M(∆)
reQ(T )xQ. Then we have
reO(T ) = 1 and valT (reQ(T )) ≥ ⌈w(Q)⌉ for all Q ∈M(∆).
Proof. (1) We will only prove (1) and the proof of (2) is similar.
It follows from Definition 2.6 that eO(T ) = 1.
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For each P ∈ ∆+\{O} = ∆ ∩ Zn\{O}, we expand E(aˆPπx
P ) to a power series in
variables x1, x2, . . . , xn, and get∏
P∈∆+\{O}
E(aˆPπx
P ) =
∑
~j∈Z
∆+\{O}
≥0
´ ∏
P∈∆+\{O}
cjP (aˆPπx
P )jP
¯
,
where {aˆP } is the set of coefficients of fˆ(x) and ci ∈ Zp is the π
i coefficient of E(π).
Expanding this product and the sum, we deduce
eQ(T ) =
∑
{
~j∈Z
∆+\{O}
≥0
ˇˇˇˇ ∑
P∈∆+\{O}
jPP=Q
}
´ ∏
P∈∆+\{O}
´
cjP (aˆPπ)
jP
¯¯
=
∑
{
~j∈Z
∆+\{O}
≥0
ˇˇˇˇ ∑
P∈∆+\{O}
jPP=Q
}
´ ∏
P∈∆+\{O}
´
cjP (aˆP )
jP
¯
π
∑
P∈∆+\{O}
jP¯
.
Since each point in ∆+\{O} has weight less or equal to 1, for each ~j such that∑
P∈∆+\{O}
jPP = Q, we have
valT
´ ∏
P∈∆+\{O}
cjP (aˆP )
jP π
∑
P∈∆+\{O}
jP¯
=
∑
P∈∆+\{O}
jP ≥
∑
P∈∆+\{O}
jPw(P ) ≥ w(Q)
(note that valT (π) = 1). Therefore, we immediately obtain valT (eQ(T )) ≥ w(Q). Since
valT (eQ(T )) is an integer, we have
valT (eQ(T )) ≥ ⌈w(Q)⌉. 
Corollary 3.7. If both Q and Q′ belong to M(∆), then
valT (NQ′,Q) = valT (epQ′−Q) ≥ ⌊w(pQ
′)⌋ − ⌊w(Q)⌋, (3.8)
where NQ′,Q is the entry of matrix N as in Lemma 2.11.
Proof. Since valT (E(aˆO)) = 0, we have
valT (NQ′,Q) = valT (E(aˆO) · epQ′−Q) = valT (epQ′−Q).
We assume that pQ′ − Q ∈ M(∆), for otherwise val(epQ′−Q) = ∞, which leads to (3.8)
directly.
By Lemma 3.6, we have
val(epQ′−Q) ≥ ⌈w(pQ
′)− w(Q)⌉
=
⌈
w(pQ′)− w(Q)−
´
⌊w(pQ′)⌋ − ⌊w(Q)⌋
¯⌉
+ ⌊w(pQ′)⌋ − ⌊w(Q)⌋
≥⌊w(pQ′)⌋ − ⌊w(Q)⌋. 
Notation 3.8.
(1) Let S1 and S2 be two sets of the same cardinality ℓ. We denote by Iso(S1,S2) the
set of bijections from S1 to S2. If the elements in these two sets are labeled as
S1 := {Q1, Q2, . . . , Qℓ} and S2 := {Q
′
1, Q
′
2, . . . , Q
′
ℓ},
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then for any τ ∈ Iso(S1,S2) such that τ(Qi) = Q
′
ji
we put
sgn(τ) = sgn(j1, j2, . . . , jℓ).
(2) Let G be a function on S1 × S2. We put
det
´
G(Q,Q′)
¯
Q,Q′∈S1×S2
:= ±
∑
τ∈Iso(S1,S2)
sgn(τ)
∏
Q∈S1
G(Q, τ(Q)).
It is easy to see that det
´
G(Q,Q′)
¯
Q,Q′∈S1×S2
is independent of the order of elements in
S1 and S2 up to a sign.
Notation 3.9.
(1) For the rest of this section, we shall consider multisets, i.e. sets of possibly repeating
elements. They are marked with a superscript star to be distinguished from usual
sets.
(2) The disjoint union of two multisets S⋆ and S′⋆ is denoted by S⋆ ⊎ S′⋆ as a multiset.
(3) For a set S, we write S⋆m (resp. S⋆∞) for the union of m (resp. countably infinite)
copies of S as a multiset.
Notation 3.10. For any multisets S⋆1 and S
⋆
2 of the same cardinality, we denote by Iso(S
⋆
1,S
⋆
2)
the set of bijections (as multisets) from S⋆1 to S
⋆
2. When S
⋆
1 = S
⋆
2 = S
⋆, we put Iso(S⋆) :=
Iso(S⋆,S⋆).
Definition 3.11. Let S⋆ be a subset of M(∆)⋆∞. We define
h(S⋆) :=
∑
Q∈S⋆
⌊w(pQ)⌋ − ⌊w(Q)⌋. (3.9)
The expression on the right hand side will be related to the estimate in Corollary 3.7, and
to the expression (3.1).
If S⋆ belongs to M(∆), we suppress the star from the notation.
Notation 3.12. We denote Mℓ(k) to be the set consisting of all sub-multisets of M(∆)
⋆k
of cardinality kℓ. For simplicity, we put Mℓ := Mℓ(1).
Remark 3.13. It is clear that IHP(∆) is the lower convex hull of the set of points{ˆ
ℓ, min
S∈Mℓ
h(S)
˙}
.
Now we gather more informations of IHP(∆). Recall that D is the smallest positive
integer that satisfies (2.1).
Lemma 3.14. Let S1, . . . ,Sm ∈ Mℓ so that their disjoint union S
⋆ =
m−1⊎
j=0
Sj ∈ Mℓ(m).
Then the following two statements are equivalent.
(1) The minimum of h(S′⋆) over all S′⋆ ∈ Mℓ(m) is achieved by S
⋆,
(2) For each i,
∑
Q∈Si
w(Q) achieves the minimum of
∑
Q∈S′
w(Q) over all S′ ∈ Mℓ.
Proof. It is obvious that h is additive. Hence, without loss of generality, we assume m = 1
in the proof.
First, we claim that for Q and Q′ two points in M(∆), if w(Q) > w(Q′), then
⌊w(pQ)⌋ − ⌊w(Q)⌋ − (⌊w(pQ′)⌋ − ⌊w(Q′)⌋) > 0. (3.10)
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Indeed, by Definition 2.2, if w(Q) > w(Q′), then
w(Q) ≥ w(Q′) +
1
D
.
Since we assume p > D(n+ 4) in Hypothesis 1.1, we have
⌊w(pQ)⌋ − ⌊w(Q)⌋ − (⌊w(pQ′)⌋ − ⌊w(Q′)⌋)
>w(pQ) −w(pQ′)− w(Q) + w(Q′)− 2
≥
p− 1
D
− 2
>0.
Therefore, if S′ ∈ Mℓ such that h(S
′) is minimal over all S ∈ Mℓ, then
∑
Q∈S′
w(Q) takes the
minimum of
∑
Q∈S
w(Q) for all S ∈ Mℓ.
Let S′ and S′′ be any two sets in Mℓ such that
∑
Q∈S′
w(Q) and
∑
Q∈S′′
w(Q) reach the
minimum of
∑
Q∈S
w(Q) over all S ∈ Mℓ. It is easy to check that the two multisets {w(Q) | Q ∈
S′} and {w(Q) | Q ∈ S′′} are same, which implies
h(S′) = h(S′′).
This completes the proof. 
Proposition 3.15. For any ℓ ≥ 1, let Wℓ denote the set of ℓ elements in M(∆) with
minimal weight.
(1) We have
min
S⋆∈Mℓ(m)
h(S⋆) = mh(Wℓ). (3.11)
(2) Order the elements inM(∆) by their weights (in the non-decreasing order): P1, P2, . . . .
Suppose that n1, n2, . . . are the exactly the indices such that w(Pni+1) > w(Pni).
Then the IHP(∆) is given by the polygon with vertices (ni, h(Wni)).
Proof. (1) From the proof of Lemma 3.14, we now that the minimum on the left is achieved
when S⋆ =
m−1⊎
j=0
Sj with Sj =Wℓ. Since h is additive, we have
h(
m−1⊎
j=0
Sj) =
m−1∑
j=0
h(Sj) = mh(Wℓ).
(2) Since the weight of Pi is non-decreasing with respect to i, by Lemma 3.14, the
improved Hodge polygon IHP(∆) passes point (ℓ,
ℓ∑
i=1
(⌊w(pPi)⌋ − ⌊w(Pi)⌋)) for every ℓ ≥ 1.
Since w(Pni+1) > w(Pni), by (3.10), we have
⌊w(pPni+1)⌋ − ⌊w(Pni+1)⌋ − (⌊w(pPni)⌋ − ⌊w(Pni)⌋) > 0.
Therefore, (ni, λni) is a vertex of IHP(∆) for every i ≥ 1. 
Corollary 3.16.
(1) The height of the improved Hodge polygon at x = x±k satisfies
min
S∈M
x
±
k
h(S) = h(∆±k ).
(2) Every Newton slope of IHP(∆) before point x = x−k is strictly less than k(p − 1).
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(3) Every slope after the point x = x+k is strictly greater than k(p − 1).
(4) Every Newton slope of IHP(∆) between points x = x−k and x = x
+
k is equal to
k(p− 1).
(5) For every k ≥ 1, the points (x±k , h(∆
±
k )) are vertices of IHP(∆).
Proof. They are straightforward corollaries of Proposition 3.15. 
Notation 3.17. For any subset I ⊆ {1, 2, . . . , n} we put
∆−(I) =
{
P0 =
n∑
i=1
riVi ∈ ∆
−
ˇˇˇˇ
ˇ ri = 0 if i ∈ I,ri ∈ (0, 1) otherwise
}
⊆ ∆−.
Lemma 3.18. We have
(1) x−k = k
nVol(∆), and
(2) x+k =
∑
I⊆{1,2,...,n}
#∆−(I)k#I(k + 1)n−#I .
Proof. (1) Every point in Q ∈ M(∆) belongs to ∆−k if and only if Q = P0 + Q1 for some
P0 ∈ ∆
− and Q1 =
n∑
i=1
miVi ∈ Λ∆ such that 0 ≤ mi ≤ k − 1 for every 1 ≤ i ≤ n. Hence,
we get
x
−
k = #∆
−kn = knVol(∆).
(2) Let I ⊂ {1, 2, . . . , n}, P0 ∈ ∆
−(I), and Q ∈ M(∆) such that Q ≡ P0 (mod Λ∆).
Write Q = P0 + Q1 for some Q1 =
n∑
i=1
miVi ∈ Λ∆. Then Q belongs to ∆
+
k if and only
if 0 ≤ mi ≤ k for each i ∈ I and 0 ≤ mi ≤ k − 1 for each i /∈ I. Therefore, there are
k#I(k + 1)n−#I points in ∆+k with the residue P0 module Λ∆. It completes the proof. 
Lemma 3.19. The function h(∆±k ) is a polynomial in k of degree n+1, i.e. for any k ≥ 1,
h(∆±k ) =
n+1∑
i=0
A±i k
i,
where A±i are integers which depend only on ∆.
Proof. By Lemma 3.18, the function
h(∆+k ) =h(∆
−
k ) + (p− 1)k(x
+
k − x
−
k )
=h(∆−k ) + (p− 1)k
∑
I⊆{1,2,...,n}
´
#∆−(I)k#I(k + 1)n−#I −#∆−(I)kn
¯
.
Hence, it is enough to prove the statement for h(∆−k ).
For any nonempty subset I ⊆ {1, 2, . . . , n} and k ≥ 1, we put
U(k; I) =
{
n∑
i=1
miVi ∈ Λ∆
ˇˇˇˇ
ˇ mi = k if i ∈ I,mi < k otherwise
}
.
It is easy to check that every point Q ∈M(∆) belongs to ∆−k \∆
− if and only if there exist
P0 ∈ ∆
−, ℓ ≤ k − 1, and a nonempty subset I ⊆ {1, 2, . . . , n} such that Q ∈ P0 + U(ℓ; I).
Therefore, we have the following decomposition:
∆−k = ∆
− ⊔
∐
P0∈∆−
∐
I⊆{1,2,...,n}
I 6=∅
k−1∐
ℓ=1
P0 + U(ℓ; I).
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Since h is additive, we obtain
h(∆−k ) = h(∆
−) +
∑
P0∈∆−
∑
I⊆{1,2,...,n}
I 6=∅
k−1∑
ℓ=1
h(P0 + U(ℓ; I)).
It is enough to show that for a fixed P0 and a nonempty subset I ⊆ I(P0), the sum
k−1∑
ℓ=1
h(P0 + U(ℓ; I)) is a polynomial in k of degree less or equal n+ 1.
Now we prove that every P1 = P0+
n∑
i=1
m1,iVi ∈ P0+U(k1; I) and P2 = P0+
n∑
i=1
m2,iVi ∈
P0 + U(k2; I) satisfy
h(P1) = h(P2) + (k1 − k2)(p − 1), (3.12)
where h(P ) := ⌊w(pP )⌋ − ⌊w(P )⌋.
Let P0 =
n∑
i=1
riVi and rs = max
i∈I
{ri} for some s ∈ I. By (3.2), we have
⌊
w(p(P0 +
n∑
i=1
mj,iVi))
⌋
−
⌊
w(P0 +
n∑
i=1
mj,iVi)
⌋
= ⌊prs⌋+ pkj − kj
for j = 1, 2, which implies (3.12).
We choose a representative P ′ ∈ U(1; I), and put
h(P0; I) := h(P0 + P
′).
By (3.12), h(P0; I) is well defined and for any point P ∈ P0 + U(ℓ, I),
h(P ) = h(P0; I) + (ℓ− 1)(p − 1).
Therefore, we have
h(P0 + U(ℓ, I)) =#U(ℓ, I)
´
h(P0; I) + (ℓ− 1)(p − 1)
¯
=ℓn−#I
´
h(P0; I) + (ℓ− 1)(p − 1)
¯
.
(3.13)
For any ℓ ≥ 1 and k ≥ 0 we put Gk,ℓ :=
ℓ∑
i=1
ik, which is well-known to be a polynomial
in ℓ of degree k + 1. Therefore, the function
k−1∑
ℓ=1
ℓn−#I
´
h(P0; I) + (ℓ− 1)(p − 1)
¯
=Gn−#I,k−1(h(P0; I)− p+ 1) + (p− 1)Gn+1−#I,k−1
is a polynomial in k of degree in n+ 1, so is h(∆−k ) when combined with (3.13). 
Notation 3.20. We denote by „
P0 P1 · · · Pℓ−1
Q0 Q1 · · · Qℓ−1

M
the ℓ × ℓ-submatrix formed by elements of a matrix M whose row indices belong to
{P0, P1, . . . , Pℓ−1} and whose column indices belong to {Q0, Q1, . . . , Qℓ−1}.
Recall that we defined the improved Hodge polygon IHP(∆) in Definition 3.1.
Proposition 3.21. For any f ∈ F(∆), the normalized Newton polygon NP(f, T )C lies
above IHP(∆).
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Proof. We first recall the definition of uℓ in (2.3), and write N for the standard matrix
of ψp ◦ Ef corresponding to the basis {x
Q}Q∈M(∆) of the Banach space B. By [RWXY,
Corollary 3.9], we know that the standard matrix of ψn corresponding to the same basis is
equal to σm−1Frob (N) ◦ σ
m−2
Frob (N) ◦ · · · ◦ N. By [RWXY, Proposition 4.6], for every ℓ ∈ N we
have
uℓ(T ) =
∑
{Q0,0,Q0,1,...,Q0,ℓ−1}∈Mℓ
{Q1,0,Q1,1,...,Q1,ℓ−1}∈Mℓ
...
{Qm−1,0,Qm−1,1,...,Qm−1,ℓ−1}∈Mℓ
det
ˆm−1∏
j=0
„
Qj+1,0 Qj+1,1 · · · Qj+1,ℓ−1
Qj,0 Qj,1 · · · Qj,ℓ−1

σjFrob(N)
˙
,
(3.14)
where Qm,i := Q0,i for each 0 ≤ i ≤ ℓ− 1.
We set Sj = {Qj,0, Qj,1, . . . , Qj,ℓ−1}, where Sm = S0, then
valT
˜
det
´m−1∏
j=0
„
Qj+1,0 Qj+1,1 · · · Qj+1,ℓ−1
Qj,0 Qj,1 · · · Qj,ℓ−1

σjFrob(N)
¯¸
=valT
´m−1∏
j=0
det
´
σjFrob(epQ′−Q)
¯
Q,Q′∈Sj+1×Sj
¯
≥
m−1∑
j=0
min
τj∈Iso(Sj+1,Sj)
{ ∑
Q∈Sj+1
valT (σ
j
Frob(epτj(Q)−Q))
}
≥
m−1∑
j=0
min
τj∈Iso(Sj+1,Sj)
{ ∑
Q∈Sj+1
⌊w(pτj(Q))⌋ − ⌊w(Q)⌋
}
=
∑
Q∈
m−1⊎
j=0
Sj
(⌊w(pQ)⌋ − ⌊w(Q)⌋)
=h(
m−1⊎
j=0
Sj).
(3.15)
Therefore, we deduce
valT (uℓ(T ))
m
≥
min
S0,...,Sm−1∈Mℓ
h(
m−1⊎
j=0
Sj)
m
= min
S∈Mℓ
h(S) = h(Wℓ). (3.16)
So NP(T, f)C is above IHP(∆). 
Corollary 3.22. Let χ : Zp → C
×
p be a finite character of conductor p
mχ. The improved
Hodge polygon is a lower bound of the normalized Newton polygon NP(f, χ)C .
Proof. Specializing will only increase the valuations. Therefore, for any finite character χ,
the Newton polygon NP(f, χ)C lies above NP(f, T )C . Hence, NP(f, χ)C lies above IHP(∆),
when combined with Proposition 3.21. 
Corollary 3.23. We have
u
x
±
k
≡
m−1∏
j=0
σjFrob
´
det(epQ′−Q)Q,Q′∈∆±k
¯
(mod Tmh(∆
±
k )+1).
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Proof. By Proposition 3.15, when ℓ = x±k , the equalities hold in (3.15) if and only if
Sj = ∆
±
k for every 0 ≤ j ≤ m− 1. 
4. The generic Newton polygon
In this section, we will prove Theorem 1.7, which is given by a sequence of sufficient
statements.
Recall that reQ(T ) is defined in (2.7), and satisfies valT (reQ(T )) ≥ ⌊w(pQ)⌋−⌊w(Q)⌋ for
all Q ∈M(∆) (see Lemma 3.6 (2)).
Notation 4.1. We put
det(I − repQ′−Qs)Q,Q′∈M(∆) = ∞∑
i=0
rui(T )si ∈ Zp[raP ;P ∈ ∆+\{O}][[s]]. (4.1)
Similar to (3.16), we have
valT (ru
x
±
k
(T )) ≥ h(∆±k ), (4.2)
which allows us to put
ru
x
±
k
(T ) :=
∞∑
i=h(∆±k )
ru
x
±
k ,i
T i for ru
x
±
k ,i
∈ Zp[raP ;P ∈ ∆+\{O}]. (4.3)
Proposition 4.2. For any 1 ≤ k ≤ n+ 2, we have
ru
x
±
k ,h(∆
±
k )
6≡ 0 (mod p). (4.4)
We will give its proof in §5.
Proposition 4.3. Proposition 4.2 =⇒ Theorem 1.7 and Theorem 1.5.
We give its proof after several lemmas.
Lemma 4.4. Assume Proposition 4.2. Then there exists a Zariski open subset OZar ⊆ F(∆)
such that for every f ∈ OZar and every finite character χ0 of conductor p, NP(f, χ0)C passes
though (x±k , h(∆
±
k )) for any 1 ≤ k ≤ n+ 2.
Proof. Since ru
x
±
k ,h(∆
±
k )
6≡ 0 (mod p) holds for every 1 ≤ k ≤ n+ 2, the subset
OZar(∆) :=
{
f(x) =
∑
P∈∆+
aPx
P ∈ F(∆) : ru
x
±
k ,h(∆
±
k )
ˇˇˇ
raP=aˆP 6≡ 0 (mod p) for any 1 ≤ k ≤ n+ 2
}
(4.5)
is a nonempty open subset of F(∆).
Similar to Corollary 3.23, the determinant
det(repQ′−Q)Q,Q′∈∆±k ≡ rux±k ,h(∆±k )T h(∆±k ) mod (p, T h(∆±k )+1). (4.6)
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Hence, for any f(x) =
∑
P∈∆+
aPx
P ∈ OZar(∆) with m = [Fp(f) : Fp], the congruence
u
x
±
k
≡
m−1∏
j=0
σjFrob
´
det(epQ′−Q)Q,Q′∈∆±k
¯
=
m−1∏
j=0
σjFrob
´
det(repQ′−Q)Q,Q′∈∆±k ˇˇˇraP=aˆP
¯
≡
m−1∏
j=0
σjFrobpru
xk,h(∆
±
k )
ˇˇˇ
raP=aˆP qTmh(∆
±
k )
6≡0 (mod p, Tmh(∆
±
k )+1)
(4.7)
holds for every 1 ≤ k ≤ n+ 2.
By (2.4) and Corollary 3.22, we get
C∗f (χ0, s) = C
∗
f (T, s)
ˇˇˇ
T=χ0(1)−1
and u
x
±
k
=
∞∑
ℓ=T
mh(∆±
k
)
u
x
±
k ,ℓ
T ℓ.
Combining these two equalities with (4.7), we have for any 1 ≤ k ≤ n + 2 the p-adic
valuation of the coefficient of sx
±
k in C∗f (χ0, s) satisfies
valp(u
x
±
k
ˇˇˇ
T=χ0(1)−1
) = mvalp(ξp − 1)h(∆
±) =
mh(∆±k )
p− 1
.
It implies that NP(f, χ0)C lies below (x
±
k , h(∆
±
k )) for any 1 ≤ k ≤ n+2. Since (x
±
k , h(∆
±
k ))
are vertices of IHP(∆) which, by Corollary 3.22, is a lower bound for NP(f, χ0)C , we
conclude that NP(f, χ0)C must pass though the points (x
±
k , h(∆
±
k )) for any 1 ≤ k ≤ n +
2. 
Lemma 4.5. For any f ∈ F(∆) and any finite character χ0 of conductor p, if NP(f, χ0)C
passes though (x±k , h(∆
±
k )) for any 1 ≤ k ≤ n+2, then it passes (x
±
k , h(∆
±
k )) for all k ≥ 1.
Proof. Since for any 1 ≤ k ≤ n + 2, the Newton polygon NP(f, χ0)C passes though
(x±k , h(∆
±
k )) which are vertices of its lower bound IHP(∆), we have
(a) the points (x−k , h(∆
−
k )) and (x
+
k , h(∆
+
k )) are vertices of NP(f, χ0)C , and the segment
connecting them coincides NP(f, χ0)C .
(b) There are x−k slopes of NP(f, χ0)C strictly less than k(p − 1).
(c) There are x+k slopes of NP(f, χ0)C less than or equal to k(p − 1).
Let L⋆ = {α1, α2, . . . , αn!Vol(∆)} denote the Newton slopes of NP(f, χ0)L in a non-
descending order. By Weil conjecture, α ∈ [0, n(p − 1)] for any α ∈ L⋆. We denote by ti
the index such that
ti = #{α ∈ L
⋆ | α < i(p − 1)} for 0 ≤ i ≤ n.
Set
Xi :=
ti∑
j=1
αj and C
∗
f (χ0, s) :=
∞∑
i=0
uχ0,is
i ∈ ZpJsK.
Consider the relation between the characteristic function and L-function associated to
χ0 and f , we have
C∗f (χ0, s) =
´ ∞∏
j=0
L∗f (χ0, q
js)p
n+j−1
n−1 q
¯(−1)n−1
. (4.8)
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A simple computation shows that there are
ℓ−1∑
j=ℓ−n
ˆ
n+ j − 1
n− 1
˙
(tℓ−j+1 − tℓ−j)
slopes of NP(f, χ0)C belonging to [(ℓ− 1)(p − 1), ℓ(p − 1)), where t<0 = 0 andˆ
n1
n2
˙
:=
n1(n1 − 1) · · · (n1 − n2 + 1)
n2!
.
Therefore, the slopes of NP(f, χ0)C strictly less than k(p− 1) is equal to
k∑
ℓ=1
ℓ−1∑
j=ℓ−n
ˆ
n+ j − 1
n− 1
˙
(tℓ−j+1 − tℓ−j),
and NP(f, χ0)C passes through points´ k∑
ℓ=1
ℓ−1∑
j=ℓ−n
ˆ
n+ j − 1
n− 1
˙
(tℓ−j+1−tℓ−j),
k∑
ℓ=1
ℓ−1∑
j=ℓ−n
ˆ
n+ j − 1
n− 1
˙
(Xℓ−j+1−Xℓ−j+j(p−1)(tℓ−j+1−tℓ−j)
¯
for all k ≥ 1.
Combining it with (b), we obtain
k∑
ℓ=1
ℓ−1∑
j=ℓ−n
ˆ
n+ j − 1
n− 1
˙
(tℓ−j+1 − tℓ−j) = x
−
k = k
nVol(∆), (4.9)
for every 1 ≤ k ≤ n+ 2.
The left hand side of (4.9) is equal to
n∑
i=1
´
(ti+1 − ti)
k∑
ℓ=1
ˆ
n+ ℓ− i− 1
n− 1
˙¯
which is a polynomial of degree n.
Since the both sides of (4.9) are polynomials in k of degree n and they have the same
values for any 1 ≤ k ≤ n + 2, they must be identical as polynomials. Namely, the equality
(4.9) holds for all k ≥ 1.
Combining (4.9) with (a), we get
k∑
ℓ=1
ℓ−1∑
j=ℓ−n
ˆ
n+ j − 1
n− 1
˙
(Xℓ−j+1 −Xℓ−j + j(p − 1)(tℓ−j+1 − tℓ−j)) = h(∆
−
k ) (4.10)
for every 1 ≤ k ≤ n+ 2.
It is easy to check that the left hand side of (4.10) is a polynomial in k of degree n+1.
By Lemma 3.19, the right hand side of (4.10) is also a polynomial in k of degree n + 1.
Running the similar argument as above, we conclude that the equality (4.10) holds for every
k ≥ 1. Therefore, the Newton polygon NP(f, χ0)C passes through (x
−
k , h(∆
−
k )) for every
k ≥ 1.
A similar argument shows that NP(f, χ0)C passes through (x
+
k , h(∆
+
k )) for every k ≥ 1.
We leave the details to the readers. 
Lemma 4.6. For any f ∈ F(∆) with m = [Fp(f) : Fp], if there exists a finite character χ0
of conductor p such that NP(f, χ0)C passes though (x
±
k , h(∆
±
k )) for all k ≥ 1, then for any
finite character χ of conductor pmχ, NP(f, χ)C passes though (x
±
k , h(∆
±
k )) for every k ≥ 0.
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Proof. Recall that C∗f (T, s) =
∞∑
i=0
uis
i. It is easy to see that
u
x
−
0
= 1 and u
x
+
0
= −NormFp(f)/Fp(E(aˆOπ)) ≡ −1 (mod T ),
which implies that NP(f, χ)C passes thought point (x
±
0 , h(∆
±
0 )).
Then we show that
u
x
±
k
6≡ 0 (mod p, Tmh(∆
±
k )+1) (4.11)
for any k ≥ 1.
Suppose it is false. Without loss of generality, we may assume that there exists k0 ≥ 1
such that
u
x
−
k0
≡ 0 (mod p, T
mh(∆−k0
)+1
),
which implies that the p-adic valuation of the coefficient of s
x
−
k0 in C∗f (χ0, s) satisfies
valp(u
x
−
k0
ˇˇˇ
T=χ0(1)−1
) >
mh(∆−k0)
p− 1
.
It shows that the Newton polygon NP(f, χ0)C can never pass this point (x
−
k0
, h(∆−k0)), a
vertex of its lower bound IHP(∆), a contradiction to the assumption in this lemma.
Therefore, (4.11) holds and we have
valp(u
x
±
k
ˇˇˇ
T=χ(1)−1
) =
mh(∆±k )
(p− 1)pmχ−1
,
which implies that NP(f, χ)C passes through (x
±
k , h(∆
±
k )) for every k ≥ 1 when combined
with Corollary 3.22. 
Proof of Theorem 1.7. We know already from Corollary 3.22 that IHP(∆) is a lower
bound for GNP(∆). Now we show that it is sharp at points (x±k , h(∆
±
k )) for every k ≥ 0.
If we choose a polynomial f ∈ OZar, by Lemmas 4.4 and 4.5, for any finite character χ0
of conductor pmχ0 , NP(f, χ0)C passes though (x
±
k , h(∆
±
k )) for every k ≥ 0. 
Proof of Theorem 1.5. Let χ be a finite character and f ∈ OZar where OZar is defined
as in Lemma 4.4. By Lemmas 4.4, 4.5, and 4.6, NP(f, χ)C passes through (x
±
k , h(∆
±
k )) for
every k ≥ 0. Since these points are vertices of IHP(∆) which is a lower bound of NP(f, χ)C ,
they are also vertices of NP(f, χ)C .
Therefore, by (1.2), for any 0 ≤ i1 ≤ n− 1 and 0 ≤ i2 ≤ p
mχ−1 − 1 there are
i1∑
t=0
(−1)i
ˆ
n
i
˙
x
+
(i1−t)p
mχ−1+i2
presp.
i1∑
t=0
(−1)i
ˆ
n
i
˙
x
−
(i1−t)p
mχ−1+i2
q
slopes of NP(f, χ)L less than or equal to (resp. strictly less than) i1(p−1)p
mχ−1+(p−1)i2.
Since the slopes of NP(f, χ)L divided by (p − 1)p
mχ are the pm(f)-adic Newton slopes of
L∗f (χ, s), we finish the proof. 
5. Nonvanishing of leading terms in universal coefficients.
To show (4.4) for 1 ≤ k ≤ n+2, it is enough to show the coefficient of one special term
in ru
x
±
k
is not zero. Computing explicitly the contribution of this permutations of ∆±k to
this special term, which itself was subdivided into simpler cases, allows us to prove (4.4).
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5.1. Proof of Proposition 4.2 with assuming Propositions 5.13 and 5.14. Recall
that in Notation 3.4, we define the function η which maps Q ∈ ∆− to the residue of pQ
module Λ∆ in ∆
−.
Notation 5.1.
(1) For every non-empty subset S ⊆ {1, 2, . . . , n}, we put VS =
∑
i∈S
Vi, and denote by
Ver(∆) := {VS | S ⊆ {1, 2, . . . , n} and S 6= ∅}
the set consisting of all vertices of ∆ except the origin O.
(2) For any g(raP ) ∈ Zp[[raP , P ∈ ∆+\{O}]], we put
gres = g
ˇˇˇ
raP=0 if P 6∈Ver(∆)raVS=ra#S ∈ Zp[[ra1,ra2, . . . ,ran]].
(3) For any P0 ∈ ∆
−, we put
∆±k (P0) = {Q ∈ ∆
±
k | Q ≡ P0 (mod Λ∆)}.
Lemma 5.2. For any 1 ≤ k ≤ n+ 2, we have
det(rerespQ−Q′)Q,Q′∈∆±k 6≡ 0 mod (p, T h(∆±k )+1). (5.1)
Lemma 5.3. Lemma 5.2 ⇒ Proposition 4.2.
Proof. It follows from (5.1) that
det(repQ′−Q)Q,Q′∈∆±k 6≡ 0 mod (p, T h(∆±k )+1)
for every 1 ≤ k ≤ n+ 2. Therefore, by (4.6), we haveru
x
±
k ,h(∆
±
k )
6≡ 0 (mod p)
for every 1 ≤ k ≤ n+ 2. 
Lemma 5.4. For any τ ∈ Iso(∆±k ), if there exist P0 ∈ ∆
− and Q0 ∈ ∆
±
k (P0) such that
τ(Q0) /∈ ∆
±
k (η(P0)), then ∏
Q∈∆±k (P0)
rerespQ−τ(Q) = 0. (5.2)
Proof. Recall that for any Q ∈M(∆), we have
reQ(T ) = ∑{
~j∈Z
∆+\{O}
≥0
ˇˇˇˇ ∑
P∈∆+\{O}
jPP=Q
}
´ ∏
P∈∆+\{O}
cjP (raPπ)jP¯. (5.3)
If τ(Q0) /∈ ∆
±
k (η(P0)), then pQ0 − τ(Q0) 6≡ O mod Λ∆. Therefore, any linear decom-
position
pQ0 − τ(Q0) =
∑
P∈∆+\{O}
jPP
contains P /∈ Ver(∆) such that jP 6= 0, which impliesrerespQ0−τ(Q0) = 0
and consequently to compute det(rerespQ−Q′)Q,Q′∈∆±k , it suffices to take sum over these permu-
tations τ such that τ(Q) ≡ pQ (mod Λ∆) for all Q ∈ ∆
±
k . 
GENERIC NEWTON POLYGON FOR EXPONENTIAL SUMS IN n VARIABLES WITH PARALLELOTOPE BASE22
Notation 5.5. For a point Q =
n∑
i=1
ziVi, we set
I(Q) := {i | zi = 0}.
For any I ⊆ {1, 2, . . . , n}, generalizing Notation 3.17 and Notation 5.1 (3), we put
• ∆±k (I) :=
{
Q =
n∑
i=1
ziVi ∈ ∆
±
k
ˇˇˇˇ
ˇ zi = 0 if i ∈ Izi > 0 otherwise
}
, and
• ∆+k (I, P0) := ∆
+
k (I) ∩∆
+
k (P0) and ∆
−
k (I, P0) := ∆
−
k (I) ∩∆
−
k (P0).
Lemma 5.6.
(1) For each P0 ∈ ∆
−, if I 6⊆ I(P0), then ∆
±
k (I, P0) = ∅.
(2) The set ∆±k is a disjoint union of ∆
±
k (P0, I) for all P0 ∈ ∆
− and I ⊆ I(P0).
Proof. Both (1) and (2) are straightforward. 
Lemma 5.7. For any τ ∈ Iso(∆±k ), if there exists a subset I ⊆ {1, 2, . . . , n} such that
τ(∆±k (I)) 6= ∆
±
k (I), then ∏
Q∈∆±k (P0)
repQ−τ(Q) = 0. (5.4)
Proof. We put I0 ⊆ {1, 2, . . . , n} to be one of the smallest subset such that
τ(∆±k (I0)) 6= ∆
±
k (I0).
Namely, every set I with fewer elements than I0 satisfies
τ(∆±k (I)) = ∆
±
k (I).
It is easy to see that there exists Q0 ∈ ∆
±
k (I0) such that pQ0−τ(Q0) /∈ Cone(∆), which
implies repQ0−τ(Q0) = 0, and consequently (5.4). 
Proposition 5.8. The determinant
det(rerespQ−Q′)Q,Q′∈∆±k = ∏
P0∈∆−
∏
I⊆I(P0)
det(reresP0−η(P0)+pQ−Q′)Q,Q′∈∆±k (I,P0). (5.5)
Proof. By Lemma 5.4 and Lemma 5.7, for every τ ∈ Iso(∆±k ) if∏
Q∈∆±(P0)
rerespQ−τ(Q) 6= 0,
then τ must map ∆±k (I, P0) onto ∆
±
k (I, η(P0)) for every P0 ∈ ∆
− and I ∈ I(P0). On the
other hand, we know easily that
∆±k (I, η(P0)) = ∆
±
k (I, P0)− P0 + η(P0). (5.6)
Therefore, we have
det(rerespQ−Q′)Q,Q′∈∆±k = ∏
P0∈∆−
∏
I⊆I(P0)
det(rerespQ−Q′)Q′∈∆±k (I,P0),Q′∈∆±k (I,η(P0))
=
∏
P0∈∆−
∏
I⊆I(P0)
det(reresP0−η(P0)+pQ−Q′)Q,Q′∈∆±k (I,P0). 
Definition 5.9.
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(1) The partial degree of a monomial
n∏
i=1
ratii , denoted by Deg( n∏
i=1
ratii ), is defined to be
the vector (tn, tn−1, . . . , t1) ∈ Z
n
≥0, where Z
n
≥0 equips with a reverse lexicographic
order. Namely, for two vectors ~v = (v1, v2, . . . , vn) and ~u = (u1, u2, . . . , un) in R
n,
we call ~v strictly bigger than ~u, denoted by ~v ≻ ~u, if there is 1 ≤ k ≤ n such that
• vi = ui for every 1 ≤ i ≤ k − 1, and
• vk > uk.
In particular, the partial degree of every nonzero constant is just (0, 0, . . . , 0).
(2) The partial degree of a polynomial g ∈ Zp[[T ]][ra1,ra2, . . . ,ran], denoted by Deg(g), is
the maximal partial degree of nonzero monomials in g.
(3) For any point Q =
ℓ∑
j=1
zjVSj such that 0 = z0 < z1 < · · · < zℓ, the degree of Q,
denoted by Deg(Q), is the n-dimensional vector (v1, v2, . . . , vn) such that
v
n+1−
ℓ∑
j=i
#Sj
= zi − zi−1 for any 1 ≤ i ≤ ℓ,
and all other components are zeros.
(4) The leading term of g, denoted by LD(g), is the sum of monomials in g of the
maximal partial degree.
Property 5.10.
(1) Every nonzero g ∈ Zp[[T ]][ra1,ra2, . . . ,ran] satisfies
Deg(g − LD(g)) ≺ Deg(g).
(2) For any g1, g2 ∈ Zp[[T ]][ra1,ra2, . . . ,ran], we have
(I) Deg(g1 − g2)  max(Deg(g1),Deg(g2)).
(II) Deg(g1g2) = Deg(g1) + Deg(g2).
(III) LD(g1g2) = LD(g1)LD(g2).
(IV) LD(g1) = LD(g2) if and only if Deg(g1) ≻ Deg(g1 − g2).
Lemma 5.11. Let
ℓ∐
i=1
Si ⊆ {1, 2, . . . , n
′} and Q1 =
ℓ∑
i=1
miVSi ∈ Λ∆ such that 0 = m0 <
m1 < · · · < mℓ. Then
(1) the leading term
LD(reresQ1) = ℓ∏
i=1
cmi−mi−1(ra n∑
j=i
#Sj
π)mi−mi−1 . (5.7)
(2) Deg(reresQ1) = Deg(Q1).
Proof. (1) By (5.3) and Notation 5.1 (3), the polynomial reQ1 can be written explicitly asreresQ1 = ∑{
~j
ˇˇˇˇ ∑
S⊆{1,2,...,n}
S 6=∅
jSVS=Q1
}
´ ∏
S⊆{1,2,...,n}
S 6=∅
cjS (ra#Sπ)jS¯.
The monomial
n∏
i=1
cmi−mi−1(ra n∑
j=i
#Sj
π)mi−mi−1
is the unique term in reresQ1 of the maximal degree, which completes the proof.
(2) It follows directly from (1). 
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Notation 5.12.
(1) Let P0 ∈ ∆
− and I ⊆ I(P0). By relabeling indices, we may assume that I =
{n′+1, n′+2, . . . , n}. Let S1, S2, . . . , Sℓ be an ordered disjoint subsets of {1, 2, . . . , n
′}
such that
ℓ∐
i=1
Si ⊆ {1, 2, . . . , n
′}. We put
∆±k (I, P0;S1, . . . , Sℓ) :=
{ ℓ∑
j=1
zjVSj ∈ ∆
±
k (I, P0)
ˇˇˇ
0 < z1 < · · · < zℓ
}
.
(2) For any 1 ≤ ℓ ≤ n′, we put
Sℓ(∆
±
k (I, P0)) := {∆
±
k (I, P0;S1, . . . , Sℓ)},
where S1, . . . , Sℓ runs over all ordered disjoint subsets of {1, 2, . . . , n
′}.
(3) Let
S (∆±k (I, P0)) =
n′∐
ℓ=0
Sℓ(∆
±
k (I, P0)).
Apparently, we have
∆±k (I, P0) =
∐
S∈S (∆±k (I,P0))
S.
We next show that Lemma 5.2 follows from Proposition 5.13 and Proposition 5.14 whose
proofs are given later in §5.2 and §5.3 respectively.
Proposition 5.13. For every subset I ⊆ I(P0), we have
LD
´
det(reresP0−η(P0)+pQ−Q′)Q,Q′∈∆±k (I,P0)¯ = ∏
S∈S (∆±k (I,P0))
det
´
LD(reresP0−η(P0)+pQ−Q′)¯Q,Q′∈S.
(5.8)
Proposition 5.14. For every P0 ∈ ∆
− and S ∈ S (∆±k (I, P0)) we have
det
´
LD(reresP0−η(P0)+pQ−Q′)¯Q,Q′∈S = bP0,S × gP0,S(ra)π
∑
Q∈S
(⌊pw(Q)⌋−⌊w(Q−P0+η(P0))⌋)
, (5.9)
where bP0,S is a p-adic unit in Zp and gP0,S(ra) is a monomial in Zp[ra1,ra2, . . . ,ran].
Proof of Lemma 5.2(Assuming Proposition 5.13 and Proposition 5.14). By Property 5.10,
Proposition 5.8, Proposition 5.13 and Proposition 5.14, we obtain
LD
´
det(rerespQ−Q′)Q,Q′∈∆±k ¯
=
∏
P0∈∆−
∏
I⊆I(P0)
LD
´
det(reresP0−η(P0)+pQ−Q′)Q,Q′∈∆±k (I,P0)¯ (Prop 5.8)
=
∏
P0∈∆−
∏
I⊆I(P0)
∏
S∈S (∆±k (I,P0))
det
´
LD(reresP0−η(P0)+pQ−Q′)¯Q,Q′∈S (Prop 5.13)
=
∏
P0∈∆−
∏
I⊆I(P0)
∏
S∈S (∆±k (I,P0))
bP0,S × gP0,S(ra)π ∑Q∈S(⌊pw(Q)⌋−⌊w(Q−P0+η(P0))⌋) (Prop 5.14)
=πh(∆
±
k )
∏
P0∈∆−
∏
I⊆I(P0)
∏
S∈S (∆±k (I,P0))
bP0,S × gP0,S(ra).
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The last equality comes from
h(∆±k ) =
∐
P0∈∆−
∐
I⊆I(P0)
∐
S∈S (∆±k (I,P0))
S
=
∐
P0∈∆−
∐
I⊆I(P0)
∐
S∈S (∆±k (I,P0))
{Q− P0 + η(P0) | Q ∈ S}. 
Now we prove Proposition 5.13 and Proposition 5.14.
5.2. Proof of Proposition 5.13 assuming Proposition 5.14. The essence of the proof
is the only terms that contribute to the left hand side of (5.8) come from the determinant
of the leading terms on its right hand side.
Lemma 5.15. Let
ℓ′∐
j=1
S′j ⊆
ℓ∐
i=1
Si ⊆ {1, 2, . . . , n
′}.
Assume
Q =
ℓ∑
i=1
ziVSi and Q
′ =
ℓ′∑
j=1
z′jVS′j
are two points in Λ∆ such that
(1) 0 < z1 < z2 < · · · < zℓ and 0 < z
′
1 < z
′
2 < · · · < z
′
ℓ′.
(2) zi − zi−1 > z
′
ℓ′ − z
′
1 for every 1 ≤ i ≤ ℓ.
Then
Deg(Q−Q′)  Deg(Q)−Deg(Q′), (5.10)
where the equality holds if and only if for any 1 ≤ i ≤ ℓ, there is 1 ≤ ji ≤ ℓ
′ such that
(I) Si ⊆ S
′
ji
, and
(II) ji1 ≤ ji2 for any 1 ≤ i1 < i2 ≤ ℓ.
Proof. When ℓ = 1, we assume that ℓ′ > 1, for otherwise it is easy to show that
Deg(Q−Q′) = Deg(Q)−Deg(Q′).
Now by condition (2) and Definition 5.9 (3), we obtain
Deg(Q−Q′) = (
n−
ℓ∑
j=1
#Sjhkkikkj
0, . . . , 0 , (z1 − z
′
ℓ′),
ℓ∑
j=1
#Sj−1hkikj
· · · ) (5.11)
and
Deg(Q)−Deg(Q′) = (
n−
ℓ∑
j=1
#Sjhkkikkj
0, . . . , 0 , (z1 − z
′
1),
ℓ∑
j=1
#Sj−1hkikj
· · · ), (5.12)
which directly imply Deg(Q−Q′) ≺ Deg(Q)−Deg(Q′).
Assume (5.10) and its equality condition hold for ℓ > 1; we will prove them for ℓ+ 1.
We set j′ = max{j | S1 ∩ S
′
j 6= ∅}. By condition (2) and Definition 5.9 (3) again, we
have
Deg(Q−Q′) = (
n−ℓ−1hkkikkj
0, . . . , 0, (z1 − z
′
j′), . . . ) (5.13)
and
Deg(Q)−Deg(Q′) = (
n−ℓ−1hkkikkj
0, . . . , 0, (z1 − z
′
1), . . . ). (5.14)
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If j′ > 1, then
Deg(Q−Q′) ≺ Deg(Q)−Deg(Q′).
Then we show that in this case S′j’s can not satisfy both (I) and (II). Otherwise, from (I),
we have S1 ⊆ Sj′. Since j
′ > 1, there exists 1 < i ≤ ℓ such that Si ⊆ S
′
1. Therefore, we
obtain j1 = j
′ > 1 = ji, which contradicts to (II).
If j′ = 1, we have S1 ⊆ S
′
1, hence
ℓ′∐
j=2
S′j ⊆
ℓ∐
i=2
Si ⊆ {1, 2, . . . , n
′}.
We put
Q0 =
ℓ+1∑
i=2
(zi − z1)VSi and Q
′
0 =
ℓ′∑
j=2
(z′j − z
′
1)VS′j .
It is easy to check that Q0 and Q
′
0 also satisfy the conditions (1) and (2). By condition (2)
and Lemma 5.11, we get
Deg(Q)−Deg(Q′)−Deg(Q−Q′) = Deg(Q0)−Deg(Q
′
0)−Deg(Q0 −Q
′
0).
Therefore, we are left to show that this result holds for Q0 and Q
′
0, which follows directly
from the induction. 
Lemma 5.16. Let
ℓ∐
i=1
Si ⊆ {1, 2, . . . , n
′} and Q =
ℓ∑
i=1
ziVSi ∈ Cone(∆) such that 0 < z1 <
· · · < zℓ. Then
(p − 1)Q− η(Q%) =
ℓ∑
i=1
tiVSi ,
and ti − ti−1 > n+ 2 for every 1 ≤ i ≤ ℓ, where t0 = 0.
Proof. It follows from fact that
(p − 1)Q− η(Q%) =
ℓ∑
i=1
tiVSi ,
where ti = ⌊pzi⌋ − zi. For any 1 ≤ i ≤ ℓ,
ti+1 − ti ≥ (p− 1)(zi+1 − zi)− 1 ≥
p− 1
D
− 1 > n+ 2 ≥ 0, (5.15)
where the last but one inequality follows from the assumption p > D(n+ 4). 
Lemma 5.17. Let 1 ≤ k ≤ n + 2,
ℓ∐
i=1
Si ⊆ {1, 2, . . . , n
′}, and
ℓ′∐
j=1
S′j ⊆ {1, 2, . . . , n
′}. For
Q ∈ ∆±k (I, P0;S1, . . . , Sℓ) and Q
′ ∈ ∆±k (I, P0;S
′
1, S
′
2, . . . , S
′
ℓ′), we have
Deg(pQ− η(P0) + P0 −Q
′)  Deg(pQ− η(P0) + P0)−Deg(Q
′). (5.16)
Moreover, the equality holds if and only if Si’s and S
′
j’s satisfies that
• for any 1 ≤ i ≤ ℓ′ there exists 1 ≤ ji ≤ ℓ such that Si ⊆ S
′
ji
, and
• for any 1 ≤ i1 ≤ ℓ
′ and 1 ≤ i2 ≤ ℓ
′ if i1 < i2, then ji1 ≤ ji2 .
Proof. Let
Q =
ℓ∑
i=1
ziVSi , pQ− η(P0) + P0 =
ℓ∑
i=1
tiVSi and Q
′ =
ℓ′∑
j=1
z′jVS′j
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such that 0 < z1 < · · · < zℓ and 0 < z
′
1 < · · · < z
′
ℓ′ .
By Lemma 5.16, we have
ti − ti−1 > n+ 2 ≥ z
′
ℓ′ − z
′
1, (5.17)
for any 1 ≤ i ≤ ℓ. Then it follows directly from Lemma 5.15. 
Notation 5.18. We put
K = min{i | Si(∆
±
k (I, P0)) 6= ∅}.
Corollary 5.19. Let S ∈ Sℓ(∆
±
k (I, P0)). If Q ∈ S and Q
′ ∈ ∆k(I, P0) satisfying
Deg(pQ− η(P0) + P0 −Q
′) = Deg(pQ− η(P0) + P0)−Deg(Q
′), (5.18)
then
Q′ ∈
ℓ∐
j=K
∐
S′∈Sj(∆
±
k (I,P0))
S′. (5.19)
Moreover, if
Q′ ∈
∐
S′∈Sℓ(∆
±
k (I,P0))
S′,
then Q′ ∈ S.
Proof. It follows directly from Lemma 5.17. 
Proposition 5.20. For a permutation τ ∈ Iso(∆±k (I, P0)), the equality
Deg(pQ− η(P0) + P0 − τ(Q)) = Deg(pQ− η(P0) + P0)−Deg(τ(Q)) (5.20)
holds for every Q ∈ ∆±k (I, P0) if and only if
τ(S) = S
for every S ∈ S (∆±k (I, P0)).
Proof. “⇐=”
It follows from Lemma 5.17.
“=⇒”
Assume τ is a permutation of S (∆±k (I, P0)) such that every Q ∈ ∆
±
k (I, P0) satisfies
(5.20). Combining two statements in Corollary 5.19 gives that τ(SK) = SK .
Assume that any K ≤ ℓ′ < ℓ and any Sℓ′ ∈ Sℓ′(∆
±
k (I, P0)) satisfies τ(Sℓ′) = Sℓ′ . Let
Sℓ be any subset of ∆
±
k (I, P0) in Sℓ(∆
±
k (I, P0)). Combining the induction assumption with
Corollary 5.19, we know
τ(Sℓ) ⊆
∐
S′∈Sℓ(∆
±
k (I,P0))
S′,
and hence τ(Sℓ) = Sℓ. 
Notation 5.21. Let
Isosp(∆±k (I, P0)) := {τ ∈ Iso(∆
±
k (I, P0)) | τ(S) = S for any S ∈ S (∆
±
k (I, P0))}.
Lemma 5.22. Let τ be a permutation of ∆±k (I, P0)). We have
Deg(
∏
Q∈∆±k (I,P0)
rerespQ−η(P0)+P0−τ(Q)) = max
τ ′∈Iso(∆±k (I,P0))
´
Deg(
∏
Q∈∆±k (I,P0)
rerespQ−η(P0)+P0−τ ′(Q))¯
if and only if
τ ∈ Isosp(∆±k (I, P0)).
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Proof. By Property 5.10 (2) II, Lemma 5.11 (2), and Lemma 5.17, we know that
Deg(
∏
Q∈∆±k (I,P0)
rerespQ−η(P0)+P0−τ(Q))
=
∑
Q∈∆±k (I,P0)
Deg(rerespQ−η(P0)+P0−τ(Q)) (Property 5.10 (2) II)
=
∑
Q∈∆±k (I,P0)
Deg
´
pQ− η(P0) + P0 − τ(Q)
¯
(Lemma 5.11 (2))

∑
Q∈∆±k (I,P0)
´
Deg
´
pQ− η(P0) + P0
¯
−Deg
´
τ(Q)
¯¯
(Lemma 5.17)
=
∑
Q∈∆±k (I,P0)
´
Deg
´
pQ− η(P0) + P0
¯
−Deg(Q)
¯
.
By Proposition 5.20, the equality holds in the above inequality if and only if
τ ∈ Isosp(∆±k (I, P0)). 
Lemma 5.23. Let J be an index set and {gj | j ∈ J} be a set of polynomials in Zp[[T ]][[ra1,ra2, . . . ,ran]].
Put J0 be the subset of J such that for any j ∈ J , we have
Deg(gj) = max
i∈J
´
Deg(gi)
¯
if and only if j ∈ J0.
Then we have either
(1)
∑
j∈J0
LD(gj) = LD(
∑
j∈J
gj) or
(2)
∑
j∈J0
LD(gj) = 0.
Proof. It is straightforward, we leave the proof to the readers. 
We prove Proposition 5.13 by assuming Proposition 5.14.
Proof of Proposition 5.13. By Property 5.10 (2) III and the definition of Isosp(∆±k (I, P0)),
we have ∑
τ∈Isosp(∆±k (I,P0))
LD
´
sgn(τ)
∏
P∈∆±k (I,P0)
reresP0−η(P0)+pQ−τ(Q)¯
=
∏
S∈S (∆±k (I,P0))
det
´
LD(reresP0−η(P0)+pQ−Q′)¯Q,Q′∈S. (5.21)
Assuming Proposition 5.14, we know that∏
S∈S (∆±k (I,P0))
det
´
LD(reresP0−η(P0)+pQ−Q′)¯Q,Q′∈S 6= 0. (5.22)
Combining (5.22) with Lemma 5.23 and Lemma 5.22, we obtain (5.8). 
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5.3. Proof of Proposition 5.14.
Notation 5.24. We put
Yk(S1, . . . , Sℓ) :=
{ ℓ∑
i=1
miVSi
ˇˇˇ
mi ∈ Z and 0 ≤ m1 ≤ m2 ≤ · · · ≤ mℓ ≤ k
}
.
As in Notation 5.12, we assume that I = {n′ + 1, n′ + 2, . . . , n}.
Lemma 5.25. For each nonempty set ∆±k (I, P0;S1, . . . , Sℓ), there exist
Qmin =
ℓ∑
i=1
zmin,iVSi ∈ ∆
±
k (I, P0;S1, . . . , Sℓ),
where 0 < zmin,i − zmin,i−1 ≤ 1 for all 1 ≤ i ≤ ℓ, and integers K
± such that
∆±k (I, P0;S1, . . . , Sℓ) = Qmin + YK±(S1, . . . , Sℓ). (5.23)
Proof. Let Qmin denote the point in ∆
±
k (I, P0;S1, . . . , Sℓ) with the minimal degree. Now
we show that 0 < zmin,i − zmin,i−1 ≤ 1 for all 1 ≤ i ≤ ℓ. Suppose that it is false, then there
exists an integer j such that zmin,j−zmin,j−1 > 1. It is easy to check that
ℓ∑
i=1
zmin,iVSi−VSj
is a point in ∆±k (I, P0;S1, . . . , Sℓ) with smaller degree than Qmin, a contradiction.
The rest part of this lemma is obvious. We show it by an example. 
Example 5.26. When ∆ is a cube generated by (3, 0, 0), (0, 3, 0), (0, 0, 3), p = 29, and
P0 = (1, 0, 0).
(1) For ∆±3 ({2}, P0; {1}, {3}), it is easy to show that
• ∆−3 ({2}, P0; {1}, {3}) = {(1, 0, 3), (1, 0, 6), (4, 0, 6)} and
• ∆+3 ({2}, P0; {1}, {3}) = {(1, 0, 3), (1, 0, 6), (4, 0, 6), (1, 0, 9), (4, 0, 9), (7, 0, 9)},
hence Qmin = (1, 0, 3).
It is easy to check that
Qmin + Y1({1}, {3}) = ∆
−
3 ({2}, P0; {1}, {3})
and
Qmin + Y2({1}, {3}) = ∆
+
3 ({2}, P0; {1}, {3}).
(2) For ∆±3 ({2}, P0; {3}, {1}), we get
∆±3 ({2}, P0; {3}, {1}) = {(4, 0, 3), (7, 0, 3), (7, 0, 6)},
hence Qmin = (4, 0, 3).
It is easy to check that
Qmin + Y1({3}, {1}) = ∆
±
3 ({2}, P0; {3}, {1}).
Recall that in Notation 2.4, we denote by ci ∈ Zp the coefficients of π
i in E(π) .
Definition 5.27. Let Q1 =
ℓ∑
i=1
miVSi ∈ Λ∆ such that 0 ≤ m1 ≤ · · · ≤ mℓ. We put
γ(Q1) = π
mℓ
ℓ∏
i=1
´ra ℓ∑
j=i
#Sj(Q1)
¯mi−mi−1
. (5.24)
Remark 5.28. Although the method of writing Q1 as a sum like that is not unique, but
γ(Q1) is well-defined.
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Lemma 5.29. Let k ∈ Z>0 and Q =
ℓ∑
i=1
ziVSi . Assume
zi − zi−1 > k for every 1 ≤ i ≤ ℓ.
For any Q1 =
ℓ∑
i=1
miVSi ∈ Yk(S1, . . . , Sℓ) and Q2 =
ℓ∑
i=1
m′iVSi ∈ Yk(S1, . . . , Sℓ), the leading
term
LD(reresQ+pQ1−Q2) = γ(Q)γ(pQ1)γ(Q2)
ℓ∏
i=1
czi+pmi−m′i .
Proof. By Lemma 5.11, we have
LD(reresQ+pQ1−Q2) = γ(Q+ pQ1 −Q2) ℓ∏
i=1
czi+pmi−m′i .
By Definition 5.27, we know that
γ(Q+ pQ1 −Q2) =
γ(Q)γ(pQ1)
γ(Q2)
,
which completes the proof. 
Notation 5.30.
(1) For any vector ~w = (w1, w2, . . . , wℓ) ∈ Z
ℓ such that w0 < w1 < · · · < wℓ, we denote
ξ(~w) :=
ℓ−1∏
i=1
cwi+1−wi .
(2) Let
Vℓ,k := {(z1, z2, . . . , zℓ) ∈ Z
ℓ | 0 ≤ z1 ≤ · · · ≤ zℓ ≤ k}.
Rearranging the vectors in Vℓ,k with increasing partial order as defined in Def-
inition 5.9 (1), we obtain a sequence of vectors as ~v1, ~v2, . . . , ~vpℓ+kk q
. For any ~w =
(w1, w2, . . . , wℓ) ∈ Z
ℓ such that k < wi − wi−1 for any 1 ≤ i ≤ ℓ, we set
M(~w, k) :=
´
ξ(~w + p~vi − ~vj)
¯
1≤i,j≤pℓ+kk q
.
Proposition 5.31. Let k ∈ Z>0 and Q =
ℓ∑
i=1
ziVSi such that 0 = z0 < z1 < · · · < zℓ. If
zi − zi−1 > k for every 1 ≤ i ≤ ℓ,
then
det
´
LD(reresQ+pQ1−Q2)¯Q1,Q2∈Yk(S1,...,Sℓ) = det
´
M
´
(z1, . . . , zℓ), k
¯¯
×
∏
Q1∈Yk(S1,...,Sℓ)
γpQ+(p−1)Q1q.
(5.25)
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Proof. By Lemma 5.29, we simplify det
´
LD(reresQ+pQ1−Q2)¯Q1,Q2∈Yk(S1,...,Sℓ) as follows:
det
´
LD(reresQ+pQ1−Q2)¯Q1,Q2∈Yk(S1,...,Sℓ)
=det
˜
diag
´
γ(Q1)
−1
¯
Q1∈Yk(S1,...,Sℓ)
´
LD(reresQ+pQ1−Q2)¯Q1,Q2∈Yk(S1,...,Sℓ)diag
´
γ(Q2)
¯
Q2∈Yk(S1,...,Sℓ)
¸
=det
´
LD
´reresQ+pQ1−Q2¯γ(Q2)γ−1(Q1)¯Q1,Q2∈Yk(S1,...,Sℓ)
=det
˜
diag
´
γ(Q+ pQ1 −Q1)
¯
Q1∈Yk(S1,...,Sℓ)
M
´
(z1, . . . , zℓ), k
¯¸
(Lemma 5.29)
=det
´
M
´
(z1, . . . , zℓ), k
¯¯
×
∏
Q1∈Yk(S1,...,Sℓ)
´
γ(Q+ pQ1 −Q1)
¯
,
where diag
´
γ(Q1)
¯
Q1∈Yk(S1,...,Sℓ)
is a diagonal matrix whose rows and columns are indexed
by the points in Yk(S1, . . . , Sℓ). 
Lemma 5.32. Let ~w = (w1, w2, . . . , wℓ) be an ℓ-dimensional vector. If
k ≤ wi − wi−1 ≤ p− k (5.26)
for every 1 ≤ i ≤ ℓ, then
det
´
M(~w, k)
¯
6≡ 0 (mod p).
Proof. We prove it by induction. When ℓ = 1, we have ~w = (w1). For any k ≥ 1 we write
the determinant explicitly as
det
´
M(~w, k)
¯
= det
¨˚
˚˚˚˚
˝
cw1 cw1+p · · · cw1+kp
cw1−1 cw1+p−1 · · · cw1+kp−1
cw1−2 cw1+p−2 · · · cw1+kp−2
...
...
. . .
...
cw1−k cw1+p−k · · · cw1+kp−k
‹˛‹‹‹‹‚. (5.27)
By [RWXY][Lemma 5.2] and (5.26), the congruence relation
(w1 − j)cw1+ip−j − cw1+ip−j−1 ≡ cw1+(i−1)p−j (mod p) (5.28)
holds for every 0 ≤ i ≤ k and 0 ≤ j ≤ k − 1, where cs = 0 for all s < 0.
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Therefore, by (5.28), the equality (5.27) can be simplified as
det
´
M(~w, k)
¯
=det
¨˚
˚˚˚˚
˝
cw1 cw1+p · · · cw1+kp
cw1−1 − w1cw1 cw1+p−1 − w1cw1+p · · · cw1+kp−1 − w1cw1+kp
cw1−2 − (w1 − 1)cw1−1 cw1+p−2 − (w1 − 1)cw1+p−1 · · · cw1+kp−2 − (w1 − 1)cw1+kp−1
...
...
. . .
...
cw1−k−(w1−k+1)cw1−k+1 cw1+p−k−(w1−k+1)cw1+p−k+1 · · · cw1+kp−k−(w1−k+1)cw1+kp−k+1
‹˛‹‹‹‹‚
≡ det
¨˚
˚˚˚˚
˝
cw1 cw1+p · · · −cw1+kp
0 −cw1 · · · −cw1+(k−1)p
0 −cw1−1 · · · −cw1+(k−1)p−1
...
...
. . .
...
0 −cw1−k+1 · · · −cw1+(k−1)p−k+1
‹˛‹‹‹‹‚
≡(−1)kcw1 det
´
M(~w, k − 1)
¯
(mod p).
(5.29)
Since
k − 1 ≤ wi+1 − wi ≤ p− k + 1
for every 0 ≤ i ≤ k − 1, by simply taking induction on k, we know that
det
´
M(~w, k)
¯
≡ (−1)
k(k+1)
2 ck−1w1 (mod p). (5.30)
Condition (5.26) shows
cw1 =
1
w1!
6≡ 0 (mod p). (5.31)
Combining (5.31) and (5.30), we complete the proof of the case when ℓ = 1.
For ℓ = 2, by definition, we have
M(~w, k) =
¨˚
˚˚˚˚
˝
cw1M00 cw1+pM01 · · · cw1+kpM0k
cw1−1M10 cw1−1+pM11 · · · cw1−1+kpM1k
cw1−2M20 cw1−2+pM21 · · · cw1−2+kpM2k
...
...
. . .
...
cw1−kMk0 cw1−k+pMk1 · · · cw1−k+kpMkk
‹˛‹‹‹‹‚,
where for any 0 ≤ i ≤ k and 0 ≤ j ≤ k,
Mij =
¨˚
˚˚˚˚
˝
cw2−w1 cw2−w1+p · · · cw2−w1+jp
cw2−w1−1 cw2−w1+p−1 · · · cw2−w1+jp−1
cw2−w1−2 cw2−w1+p−2 · · · cw2−w1+jp−2
...
...
. . .
...
cw2−w1−i cw2−w1+p−i · · · cw2−w1+jp−i
‹˛‹‹‹‹‚.
Let Ai = [I(n−i)×(n−i), 0(n−i)×1] for 1 ≤ i ≤ k. It is easy to see that Mi,j = AiMi−1,j
for any 0 ≤ j ≤ k and 1 ≤ i ≤ k. Therefore, imitating the row operations used in (5.29),
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we modify M(~w, k) by “block row operations” as follows:
¨˚
˚˝˚ I0−w1A1 I1
. . .
Ik
‹˛‹‹‚
¨˚
˚˚˚˚
˝
I0
I1
−(w1−1)A2 I2
. . .
Ik
‹˛‹‹‹‹‚
¨˚
˚˚˚˚
˝
I0
I1
. . .
Ik−1
−(w1−k+1)Ak Ik
‹˛‹‹‹‹‚M(~w, k)
=
¨˚
˚˚˚˚
˝
cw1M00 cw1+pM01 · · · cw1+kpM0k
(cw1−1 −w1cw1)M10 (cw1−1+p − w1cw1+p)M11) · · · (cw1−1+kp − w1cw1+kp)M1k
(cw1−2−(w1−1)cw1−1)M20 (cw1+p−2−(w1−1)cw1+p−1)M21 · · · (cw1+k−2−(w1−1)cw1+k−1)M2k
...
...
. . .
...
(cw1−k−(w1−k+1)cw1−k+1)Mk0 (cw1−k+p−(w1−k+1)cw1−k+1+p)Mk1 · · · (cw1−k+pk−(w1−k+1)cw1−k+1+kp)Mkk
‹˛‹‹‹‹‚
≡
¨˚
˚˚˚˚
˝
cw1M00 cw1+pM01 · · · −cw1+kpM0k
0 −cw1M11 · · · −cw1+(k−1)pM1k
0 −cw1−1M21 · · · −cw1+(k−1)p−1M2k
...
...
. . .
...
0 −cw1−k+1Mk1 · · · −cw1+(k−1)p−k+1Mkk
‹˛‹‹‹‹‚ (mod p).
(5.32)
It is not hard to show that
M(~w, k − 1) =
¨˚
˚˝˚ cw1M11 · · · cw1+(k−1)pM1kcw1−1M21 · · · cw1+(k−1)p−1M2k
...
. . .
...
cw1−k+1Mk1 · · · cw1+(k−1)(p−1)Mkk
‹˛‹‹‚. (5.33)
Combining it with (5.32) gives
det
´
M(~w, k)
¯
≡ det
˜
cw1M(~w
′, k) *
0 −M(~w, k − 1)
¸
(mod p),
where ~w′ = (w1) and ∗ represents for a
`
k+ℓ−1
k
˘
×
`
k+ℓ−1
k−1
˘
matrix.
Since ~w′ is a one-dimensional vector, as the argument above, the determinant
det
´
M(~w′, k)
¯
6≡ 0 (mod p).
Combining it with (5.31) shows that
det
´
M(~w, k)
¯
6≡ 0 (mod p) if and only if det
´
M(~w, k − 1)
¯
6≡ 0 (mod p).
Since
M(~w, 0) = cw2−w1 =
1
(w2 − w1)!
6≡ 0 (mod p),
we show that
det
´
M(~w, k)
¯
6≡ 0 (mod p).
Assume this statement holds for all t ≤ ℓ− 1; we will prove it for ℓ.
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We first put
M(~w, k) =
¨˚
˚˚˚˚
˝
cw1M00 cw1+pM01 · · · cw1+kpM0k
cw1−1M10 cw1−1+pM11 · · · cw1−1+kpM1k
cw1−2M20 cw1−2+pM21 · · · cw1−2+kpM2k
...
...
. . .
...
cw1−kMk0 cw1−k+pMk1 · · · cw1−k+kpMkk
‹˛‹‹‹‹‚,
where Mij is a
`
k−1+ℓ−i
k−1
˘
×
`
k−1+ℓ−j
k−1
˘
matrix; and
M00 =M(~w
′, k) (5.34)
for ~w′ = (w2 − w1, w3 − w1, . . . , wℓ −w1).
Similar to the case ℓ = 2 there exists a set of matrices {Ai}1≤i≤k, such that for every
1 ≤ i ≤ k and 0 ≤ j ≤ k, Ai is a
`
k−1+ℓ−i
k−1
˘
×
`
k−1+ℓ−i+1
k−1
˘
reduced echelon matrix and
Mi,j = AiMi−1,j .
Similar to (5.32) and (5.33), we have¨˚
˚˝˚ I0−w1A1 I1
. . .
Ik
‹˛‹‹‚
¨˚
˚˚˚˚
˝
I0
I1
−(w1−1)A2 I2
. . .
Ik
‹˛‹‹‹‹‚
¨˚
˚˚˚˚
˝
I0
I1
. . .
Ik−1
−(w1−k+1)Ak Ik
‹˛‹‹‹‹‚M(~w′, k)
≡
¨˚
˚˚˚˚
˝
cw1M00 cw1+pM01 · · · cw1+kpM0k
0 −cw1M11 · · · −cw1+(k−1)pM1k
0 −cw1−1M21 · · · −cw1+(k−1)p−1M2k
...
...
. . .
...
0 −cw1−k+1Mk1 · · · −cw1+(k−1)(p−1)Mkk
‹˛‹‹‹‹‚
=
˜
cw1M(~w
′, k) *
0 −M(~w, k − 1)
¸
(mod p),
(5.35)
where ∗ represents for a
`
k+ℓ−1
k
˘
×
`
k+ℓ−1
k−1
˘
matrix, and
M(~w, k − 1) =
¨˚
˚˝˚ cw1M11 · · · cw1+(k−1)pM1kcw1−1M21 · · · cw1+(k−1)p−1M2k
...
. . .
...
cw1−k+1Mk1 · · · cw1+(k−1)(p−1)Mkk
‹˛‹‹‚.
By induction and (5.31), the determinant
det
´
cw1M(~w
′, k)
¯
6≡ 0 (mod p),
which implies
det
´
M(~w, k)
¯
6≡ 0 (mod p) if and only if det
´
M(~w, k − 1)
¯
6≡ 0 (mod p).
Since
M(~w, 0) =
ℓ∏
i=0
cwi+1−wi =
ℓ∏
i=0
1
(wi+1 −wi)!
6≡ 0 (mod p),
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we show that
det
´
M(~w, k)
¯
6≡ 0 (mod p). 
Proof of Proposition 5.14. Let S = ∆±k (P0, I;S1, S2, . . . , Sℓ). By Lemma 5.25, there exists
Qmin =
ℓ∑
i=1
zmin,iVSi ∈ ∆
±
k (I, P0;S1, . . . , Sℓ),
where 0 < zmin,i − zmin,i−1 ≤ 1 for all 1 ≤ i ≤ ℓ, and integers K
± such that
∆±k (I, P0;S1, . . . , Sℓ) = Qmin + YK±(S1, . . . , Sℓ). (5.36)
It is easy to see that we can put
Q := (p− 1)Qmin − η(P0) + P0 =
ℓ∑
i=1
ziVSi ∈ Λ∆.
Since P0 and η(P0) are both in ∆
− and zi ∈ Z for every 1 ≤ i ≤ ℓ, we know thatˇˇˇ
zi − zi−1 − (p− 1)(zmin,i − zmin,i−1)
ˇˇˇ
≤ 1.
Therefore, by Hypothesis 1.1, we get
n+ 2 < zi − zi−1 < p− (n + 2) (5.37)
for every 1 ≤ i ≤ ℓ.
Since K± < n + 2, we know that Q and YK±(S1, S2, . . . , Sℓ) satisfy the condition in
Proposition 5.31, hence
det
´
LD(reresP0−η(P0)+pP−Q)¯P,Q∈S
=det
´
LD(reresQ+pQ1−Q2)¯Q1,Q2∈YK± (S1,...,Sℓ)
=det
´
M
´
(z1, . . . , zℓ),K
±
¯¯
×
∏
Q1∈YK±(S1,...,Sℓ)
(γ(Q+ pQ1 −Q1))
=det
´
M
´
(z1, . . . , zℓ),K
±
¯¯
× gP0,S(ra)π
∑
Q1∈YK±
(S1,...,Sℓ)
w(Q+pQ1−Q1)
=det
´
M
´
(z1, . . . , zℓ),K
±
¯¯
× gP0,S(ra)π
∑
Q′∈S
w(P0−η(P0)+pQ′−Q′)
=det
´
M
´
(z1, . . . , zℓ),K
±
¯¯
× gP0,S(ra)π
∑
Q′∈S
ˆ
⌊pw(Q′)⌋−⌊w(η(P0)−P0+Q′)⌋
˙
.
(5.38)
By (5.37), the vector (z1, z2, . . . , zℓ) satisfies the conditions in Lemma 5.32. Therefore,
we obtain
det
´
M
´
(z1, . . . , zℓ),K
±
¯¯
6≡ 0 (mod p),
which completes the proof. 
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