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Big data datamining door de politie: ijkpunten voor een toekomstige opsporingsmethode  
 
mr. dr. S. Brinkhoff1 
 
1. Inleiding 
Anno 2016 is veel (gevoelige) informatie van en over burgers digitaal beschikbaar. Deze 
informatie is bijvoorbeeld opgeslagen in de talrijke digitale databases van zowel private 
ondernemingen als overheidsinstanties. Het internet biedt eveneens een steeds groter 
wordende hoeveelheid (vrij toegankelijke) persoonsgegevens. Dit fenomeen van steeds groter 
en complexer wordende hoeveelheden digitale gegevens(bestanden) die bovendien 
voortdurend en exponentieel in omvang groeien, wordt ook wel aangeduid met de term Big 
Data. 2 Digitale gegevens(bestanden) en Big data kunnen een waardevolle informatiebron zijn 
voor de politie en het openbaar ministerie (OM) in het kader van het opsporen van strafbare 
feiten. Simpelweg omdat hierin in potentie veel strafrechtelijk relevante informatie kan 
worden gevonden. 
In deze bijdrage richt ik mij op een relatief nieuwe opsporingsmethode, geautomatiseerde 
data-analyse oftewel datamining, die ingezet wordt om informatie uit gegevensbestanden en 
Big Data te ontsluiten. De inzet van deze methode lijkt noodzakelijk nu het verre van 
gemakkelijk kan zijn in de grote hoeveelheid digitaal beschikbare gegevens de strafrechtelijk 
relevante informatie zichtbaar te krijgen. Datamining is een methode waarbij digitale 
gegevens(bestanden) aan elkaar worden gekoppeld en (geautomatiseerd), al dan niet met 
gebruikmaking van een zogenaamd profiel, wordt bekeken of er verbanden bestaan tussen 
deze gegevens.3 De enigszins van dit proces losstaande, maar wel cruciale, vervolgvraag is of 
aan de resultaten van deze geautomatiseerde data-analyse strafvorderlijke conclusies en 
consequenties kunnen worden verbonden. Datamining wordt al door de politie toegepast. Een 
voorbeeld hiervan is de inzet van het Automatic Number Plate Recognition-systeem (ANPR-
systeem). Big Data datamining lijkt bij de opsporingsinstanties in zekere zin nog in de 
kinderschoenen te staan. Wel maakt de politie al gebruik van het systeem iColumbo om 
geautomatiseerd en aan de hand van bepaalde trefwoorden geautomatiseerd Big Data van het 
internet te analyseren met het oog op de opsporing van strafbare feiten. De uitkomst van (Big 
Data) datamining kan een wezenlijke rol (gaan) spelen in de opsporing, vervolging en 
berechting van strafbare feiten. Deze uitkomst kan worden gebruikt ter rechtvaardiging van de 
                                                          
1 mr. dr. S. Brinkhoff is als universitair docent straf(proces)recht verbonden aan de vaksectie straf(proces)recht 
en criminologie van de Radboud Universiteit Nijmegen.  
2 R. Sietsma, J. Verbeek & J. van den Herik, Datamining en opsporing. Toepassing van datamining ten behoeve 
van de opsporingstaak: strafprocesrecht versus recht op privacy, Den Haag: Sdu Uitgevers 2002.  
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T.H.A. Wisman, L. Meij en C.M.M. Zwinkels, Big Data, big consequenses. Een verkenning naar privacy en big 
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inzet van dwangmiddelen en opsporingsmethoden en kan dienen tot strafrechtelijk bewijs.4 In 
de toekomst wordt (Big Data) datamining mogelijk zelfs ingezet om het begaan van strafbare 
feiten te voorspellen en op basis daarvan strafvorderlijk te acteren.5  
Hoewel (Big Data) datamining mogelijk een waardevol en effectief opsporingsmiddel kan 
zijn, kleven hieraan ongemakkelijke aspecten die tot op heden binnen het strafvorderlijk kader 
ten onrechte nauwelijks worden bediscussieerd. Een belangrijk punt is dat in het proces van 
(Big Data) datamining veel gegevens van onschuldige burgers worden betrokken en zo 
doende in meer of mindere mate de in art. 8 EVRM beschermde privacy van die burgers 
wordt aangetast. Ook dient zich in deze context de vraag aan op basis van welke criteria of 
met gebruikmaking van welk profiel een geautomatiseerde data-analyse kan worden 
uitgevoerd? Voorts is de vraag wat de waarde is van de uitkomst van het proces van 
datamining in relatie tot bijvoorbeeld het strafvorderlijke verdenkingsbegrip? Ten slotte is nog 
onduidelijk tot welke gegevens(bestanden) politiële (Big Data) datamining zich mag 
uitstrekken, wie hiertoe dient te beslissen en hoe dus vorm moet worden gegeven aan de 
controle op de uitvoering van dit opsporingsmiddel? Veel van deze aspecten hangen samen 
met de (noodzaak van) begrenzing van deze opsporingsmethode.  
In dit artikel laat ik zien dat de politie (Big Data) datamining reeds als opsporingsmethode 
toepast en spreek ik de verwachting uit dat dit opsporingsmiddel in de toekomst vaker wordt 
aangewend. Ik besteed kort aandacht aan (Big Data) datamining door inlichtingendiensten. 
Dit doe ik om aan te tonen wat de aard en omvang van geautomatiseerde data-analyse kan 
zijn. Daarnaast gebruik ik dit voorbeeld om te laten zien dat de discussie over (Big Data) 
datamining in die context nadrukkelijker wordt gevoerd dan binnen het strafvorderlijke kader. 
Voorts bespreek ik ongemakkelijke aspecten die samenhangen met dit opsporingsmiddel en 
formuleer ik ijkpunten om tot een zuivere toepassing van politiële (Big Data) datamining te 
komen.   
 
2. Politiële (Big Data) datamining anno 2016  
Geautomatiseerde data-analyse oftewel datamining wordt door de politie al enige tijd als 
opsporingsmiddel aangewend. Los van enkele concrete voorbeelden die ik nog bespreek, 
volgt uit de praktijk dat geautomatiseerde data-analyse op meerdere terreinen reeds wordt 
toegepast door de politie.6  De omstandigheden om tot datamining en zelfs Big Data 
datamining over te gaan, worden vanuit het perspectief van politie en OM ook steeds 
gunstiger nu zij op basis van convenanten en samenwerkingsverbanden met andere 
overheidsorganen, zoals het UWV en de Belastingdienst, vaker de beschikking krijgen over 
                                                          
4 De uitkomsten van een grootschalig DNA-onderzoek, dat kan worden betiteld als datamining, kan bijvoorbeeld 
een wezenlijke rol spelen in de bewijsvoering. Zie op dit punt P.H.P.H.M.C. van Kempen & M.G.J.M. van der 
Staak, Een meewerkverplichting bij grootschalig DNA-onderzoek in strafzaken?, Deventer: Kluwer 2013. 
5 Zie voor dit laatste P.A.M.G. de Kock, Anticipating criminal behavior. Using the narrative in crime-related data 
(diss. Tilburg University), Nijmegen: Wolf Legal Publishers 2014. Hierin wordt een scenariomodel beschreven 
waarmee opsporingsinstanties, op basis van crimineel gedrag uit het verleden, adequaat kunnen anticiperen op 
crimineel gedrag in de toekomst.  
6 Zie Y. Buruma, ‘ Opvragen, bewerken en kennisnemen van gegevens voor de opsporing’, DD 2010-57 en J. 
Kurpershoek, ‘Zeecontainers vol data doorzoeken’, Blauw maart 2014, p. 22 – 25 over de samenwerking tussen 
de Rotterdamse recherche en het Kennis- en Expertisecentrum voor Intelligente Data-analyse (Kecida) van het 
Nederlands Forensisch Instituut (NFI).   
gegevensbestanden met informatie van burgers.7 De op het internet vrij toegankelijke 
gegevens dragen natuurlijk ook bij aan dit gunstigere klimaat. Zo tekent zich steeds meer een 
situatie af, waarin de politie de toegang heeft tot echte Big Data. Big Data die vervolgens aan 
geautomatiseerde data-analyse kan worden onderworpen of kan worden gekoppeld aan 
politiële gegevensbestanden. De art. 9, 10 en 11 Wet politiegegevens (Wpg) bieden immers 
de mogelijkheid om gegevensbestanden hieraan te onderwerpen.8 De in de Wpg te 
incorporeren en eerdaags in werking tredende Europese Gegevensverordening lijkt hierin 
weinig verandering te brengen.9 De wettelijke grondslag voor politiële (Big Data) datamining 
wordt, naast de zojuist genoemde bepalingen, veelal gevonden in het algemeen taakstellende 
art. 3 Politiewet. Uit jurisprudentie op dit punt kan worden afgeleid dat het huidige art. 3 
Politiewet voldoende wettelijke grondslag kan bieden voor niet specifiek in de wet geregelde 
wijze van opsporing, zoals (Big Data) datamining, zolang daardoor slechts een beperkte 
inbreuk op grondrechten (waaronder ten minste het recht op privacy) van burgers wordt 
gemaakt. Wordt een meer dan beperkte inbreuk gemaakt, dan dient hiervoor een specifieke of 
adequate wettelijke grondslag te bestaan. 10  
De zojuist geschetste situatie, vertaalt zich naar een concreet voorbeeld van de toepassing van 
Big Data datamining. De politie maakt anno 2016 immers gebruik van het systeem iColumbo 
om geautomatiseerd en aan de hand van bepaalde trefwoorden of profielen geautomatiseerd 
Big Data van het internet te bekijken en geautomatiseerd te analyseren met het oog op de 
opsporing van strafbare feiten.11 In dit geheel kijkt het systeem iColumbo niet alleen naar 
actuele gegevens, maar ook naar informatie uit het verleden.12 De uitkomst van deze data-
analyse wordt door iColumbo geordend en op relevantie weergegeven. Het achterliggende 
idee van de inzet van dit systeem is dat hierdoor het handmatige speuren op het internet 
overbodig wordt. Over de wettelijke grondslag van de inzet van het systeem iColumbo bestaat 
nog onduidelijkheid. Bij gebrek aan een expliciete wettelijke voorziening lijkt art. 3 
Politiewet hiertoe te dienen.13 Een aantal aspecten valt op in de toepassing van iColumbo door 
de politie. Allereerst kan worden geconcludeerd dat bij afwezigheid van een expliciete 
wettelijke regeling dit opsporingsmiddel ook kan worden ingezet als geen verdenking van een 
strafbaar feit bestaat. Eveneens kan worden beredeneerd dat door de afwezigheid van een 
wettelijke regeling geen begrenzing wordt aangebracht in het soort gegevens dat mag worden 
                                                          
7 Zie in dit verband bijvoorbeeld de brief van de toenmalige Minister van Justitie van 13 december 2007 en de 
daarbij gevoegde bijlage ‘Programma versterking aanpak georganiseerde misdaad’,  Kamerstukken II 2007-2008, 
29 911, nr. 10. 
8 Zie Y. Buruma, ‘De informatiemaatschappij en het strafrecht’, DD 2007-43. 
9 Zie voor de concepttekst van deze Verordening (COM 2012/001) de website www.eerstekamer.nl en C. 
Cuijpers, P. van Eecke, E. Kindt en H. de Vries, ‘Een eerste verkenning van het Voorstel Verordening 
bescherming persoonsgegevens’, Computerrecht 2012-75.  
10 HR 19 december 1995, NJ 1996, 249 m.nt. Schalken. Zie ook HR 14 januari 1997, NJ 1997, 371 m.nt. 
Schalken, Hof ‘s-Hertogenbosch 8 december 2006, ECLI:NL:GHSHE:2006:AZ4219. Zie ook Rb. Breda 5 
september 2006, ECLI:NL:RBBRE:2006:AY7442, HR 1 juli 2014, NJ 2015, 114 (Stille sms) en 115 (IMSI-
catcher) m.nt. Van Kempen. 
11 Zie de notitie Vrijheid en Veiligheid in de digitale samenleving, Kamerstukken II 2013-2014, 26 643, nr. 298 
en T. Timan en E.J. Koops, ‘Sociale media en surveillance: over verschuivende rollen en vervagende grenzen’, 
Strafblad 2014, p. 284-290. 
12 Zie een artikel van M. Roessingh in Trouw d.d. 2 november 2013 getiteld ‘iColumbo kan meer dan hij mag’. 
13 E.J. Koops e.a., Juridische scan open brononderzoek. Een analyse op hoofdlijnen van de juridische aspecten 
van de iRN/iColumbo-infrastructuur en HDIeF-tools, Tilburg: TILT 2012.  
bekeken. Evenmin blijkt van begrenzing in de trefwoorden of de profielen die door de politie 
mogen worden toegepast. iColumbo kan zo gemakkelijk worden ingezet op gevoelige 
gegevens over etniciteit, politieke kleur of seksuele geaardheid. In combinatie hiermee valt als 
laatste op dat geen sprake is van geformaliseerde controle van of toezicht op de inzet van dit 
systeem door bijvoorbeeld een officier van justitie of rechter-commissaris (r-c).14 De 
genoemde aspecten maken het potentiële bereik van iColumbo in velerlei opzichten groot. Dit 
is opmerkelijk als wordt bedacht dat door de inzet van dit systeem en bij afwezigheid van 
wettelijke kaders vrij gemakkelijk de met art. 8 EVRM beschermde privacy van (onschuldige) 
burgers kan worden geschonden.        
Los van het zojuist genoemde voorbeeld van Big Data datamining wordt datamining door de 
politie al langer als opsporingsmethode ingezet. Het eerste concrete voorbeeld hiervan is het 
gebruik van het ANPR-systeem. Dit systeem slaat automatisch kentekengegevens op van 
voorbijrijdende auto’s. Die gegeven worden vervolgens door de politie gekoppeld aan of 
vergeleken met een vergelijkingsbestand. Een dergelijk bestand kan gevuld zijn met politiële 
gegevens over bijvoorbeeld autodiefstallen of de handel in verdovende middelen. Een ‘hit’ 
tussen het kenteken en informatie uit het vergelijkingsbestand kan aanleiding geven tot het 
starten van een opsporingsonderzoek en het toepassen van dwangmiddelen, maar kan ook 
richtinggevend zijn voor een al lopend strafrechtelijk onderzoek en het kan zelfs in de 
bewijsvoering worden betrokken. De praktijk laat zien dat de politie ook in het geval van een 
‘no hit’ kentekens bewaart om ze op een later moment te vergelijken met andere politiële 
gegevens.15 De wettelijke grondslag voor het gebruik van het ANPR-systeem wordt gevonden 
in art. 3 Politiewet. Er is echter wetgeving op komst, het voorgestelde art. 126jj Sv, die 
specifiek is toegespitst op het gebruik van dit systeem ten behoeve van de opsporing van 
strafbare feiten.16 Wat opvalt ten aanzien van deze vorm van datamining is dat hier wel een 
wettelijke regeling ophanden is en dat daarin, anders dan bij iColumbo, het verdenkingsbegrip 
wel als begrenzing voor de toepassing van de data-analyse is opgenomen. De vastgelegde 
kentekengegevens mogen immers op grond van art. 126jj lid 3 onder a Sv eerst bij het bestaan 
van een verdenking van een voorlopige hechtenis-feit worden gekoppeld aan een 
vergelijkingsbestand.  
Een tweede concrete voorbeeld van politiële datamining gaat schuil in de werkzaamheden van 
de Financial Intelligence Unit Nederland (FIU-Nederland).17 Bedrijven en financiële 
instellingen zijn op grond van de Wet ter voorkoming van witwassen en financieren van 
terrorisme (Wwft) verplicht ongebruikelijke financiële transacties te melden aan het meldpunt 
ongebruikelijke transacties van FIU-Nederland. De ongebruikelijke transacties kunnen, na 
veredeling van de informatie, verdacht worden verklaard. Zoals blijkt uit het jaaroverzicht van 
de FIU werden in 2014 meer dan 277.000 ongebruikelijke transacties gemeld, waarvan er 
                                                          
14 Zie ook E.J. Koops e.a., Juridische scan open brononderzoek. Een analyse op hoofdlijnen van de juridische 
aspecten van de iRN/iColumbo-infrastructuur en HDIeF-tools, Tilburg: TILT 2012. 
15 Zie HR 11 november 2014, NJ 2015, 296 m.nt. Borgers. 
16 Kamerstukken II 2012-2013, 33 542, nr. 2 en 3 (MvT). 
17 Zie in dit verband D.R. Doorenbos, Witwassen en voordeelsontneming, Deventer: W.E.J. Tjeenk Willink 1997, 
W. Faber & A.A.A. van Nunen, Uit onverdachte bron. Evaluatie van de keten ongebruikelijke transacties, Den 
Haag: Boom Juridische uitgevers 2004 en C.Ch. Mout, ‘Gebruikelijk of ongebruikelijk: een bloemlezing van 
vragen rond de wet MOT’, Advocatenblad 1994, p. 968-970. 
uiteindelijk ruim 29.000 (ruim 10%) verdacht zijn verklaard.18 Veredeling kan door middel 
van datamining geschieden, zo volgt uit het tweede lid van art. 14 Wwft. De verdacht 
verklaarde transacties worden na veredeling doorgeleid naar de politie en kunnen aanleiding 
geven een opsporingsonderzoek te starten, dwangmiddelen toe te passen en dit type 
informatie kan ook in de bewijsvoering worden betrokken. Wat opvalt is dat voor deze vorm 
van datamining weliswaar een expliciete wettelijke grondslag bestaat, maar dat hierin geen 
begrenzing wordt aangebracht. De eis van het bestaan van een verdenking of een 
geformaliseerde controlerende rol van bijvoorbeeld een officier van justitie is hierin immers 
niet terug te zien. Dit is opmerkelijk nu deze vorm van datamining aantoonbaar tot gevolg 
heeft dat op grote schaal de in art. 8 EVRM beschermde privacy van niet-verdachte burgers 
wordt geschonden. De jaarcijfers van FIU-Nederland laten glashelder zien dat 90% van de 
ongebruikelijke transacties niet als verdacht worden aangemerkt, terwijl die gegevens door 
deze overheidsorganisatie wel in het proces van datamining worden betrokken. Zonder 
wezenlijke aanleiding worden dus de (financiële) gegevens van veel onschuldige burgers door 
de overheid bekeken en geanalyseerd. 
Een laatste concreet voorbeeld van politiële datamining gaat schuil in het verkennende 
onderzoek van art. 126gg Sv. Vermeld dient te worden dat dit type onderzoek om meerdere 
redenen nauwelijks wordt gebruikt.19 Eveneens is relevant dat enkel de officier van justitie tot 
een verkennend onderzoek kan bevelen na het doorlopen van een zeer uitgebreide interne 
procedure binnen het OM.20 Het verkennend onderzoek kan bovendien eerst worden ingezet 
bij, kort gezegd, het bestaan van aanwijzingen dat misdrijven worden beraamd of gepleegd. 
Deze onderzoeken worden uitgevoerd door omvangrijke gegevensverzamelingen te 
analyseren. Deze data-analyse kan een koppeling inhouden van verschillende politiële 
gegevensbestanden of een koppeling van gegevens uit open bronnen (hierbij kan worden 
gedacht aan op het internet aanwezige gegevens) met gegevensbestanden van de politie. In 
verkennende onderzoeken naar terroristische misdrijven kunnen op grond van art. 126hh Sv 
zelfs gegevensbestanden van publieke en private organisaties worden verkregen, teneinde de 
daarin opgenomen gegevens te bewerken. Hiervoor dient een machtiging door de r-c te 
worden verleend. Daarnaast kunnen in dit specifieke type verkennend onderzoek op basis van 
art. 126ii Sv identificerende gegevens (zoals een bankrekeningnummer) worden gevorderd. 
Het doel van een verkennend onderzoek is de voorbereiding van opsporingsonderzoeken. 
Indien het verkennend onderzoek hiertoe aanleiding geeft, bijvoorbeeld omdat aldus een 
concrete verdenking tegen een verdachte of criminele groepering is ontstaan, kunnen de 
resultaten hiervan in een proces-verbaal worden opgetekend en als startinformatie voor een 
opsporingsonderzoek worden gebruikt.  
Concluderend valt ten aanzien van de bestaande vormen van politiële (Big data) datamining 
op dat hiervoor in beperkte zin wettelijke kaders bestaan en evenmin sprake is van 
geformaliseerde controle of toezicht. Het bereik van deze vormen van data-analyse is hierdoor 
groot, de toepassing lijkt onbegrensd en de schending van de privacy van (onschuldige) 
burgers is door dit geheel bijna een gegeven. De cijfers van FIU-Nederland laten dat 
bijvoorbeeld glashelder zien. Met name het verkennend onderzoek van art. 126gg Sv is een 
                                                          
18 Zie www.fiu-nederland.nl.  
19 Zie op dit punt uitgebreid S. Brinkhoff, Startinformatie in het strafproces, Kluwer: Deventer 2014.  
20 Handboek voor de opsporingspraktijk, Stcrt. 2007, 239, p. 11.  
uitzondering hierop. In afwijking van de andere voorbeelden van politiële (Big Data) 
datamining is in de toepassing van dat opsporingsmiddel op een aantal manieren begrenzing 
aangebracht.  
 
 
3. Big data datamining door inlichtingendiensten 
Inlichtingendiensten maken al op grotere schaal dan de politie gebruik van Big Data data-
analyse. De aard en omvang van deze onderzoeksmethode heeft de afgelopen jaren geregeld 
tot publieke en politieke commotie geleid. Recentelijk kwam bijvoorbeeld aan het licht dat de 
Britse geheime dienst GCHQ gebruikmaakt van de ‘datastofzuiger’ Karma Police. Door 
middel van deze ‘datastofzuiger’ beoogde GCHQ een profiel samen te stellen van alle 
internetters wereldwijd door hun surfgedrag bij te houden met het oog op data-analyse. 
Bovendien is in dit kader naar boven gekomen dat GCHQ elke dag miljarden gegevens over 
burgers opslaat.21 De Snowden-affaire kan op deze plek evenmin onbenoemd blijven. Deze 
affaire ziet erop dat Snowden onthulde dat de Amerikaanse NSA geautomatiseerd en op zeer 
grote schaal informatie binnenhaalde, ook wel aangeduid als mass surveillance, van 
(buitenlandse) aanbieders van telecommunicatie met het oog op het mogelijk maken van data-
analyse. De NSA had onbeperkt toegang tot onder meer internet- en mobiel telefoonverkeer 
van Europese burgers.22 In de nasleep van deze affaire is in 2014 het handelen van de 
Nederlandse inlichtingendiensten AIVD en MIVD en de voor hen verantwoordelijke 
ministers ter discussie komen te staan.23  
De Snowden affaire heeft katalyserend gewerkt voor de discussie over mass surveillance met 
het oog op Big Data datamining. De spanning met het door art. 8 EVRM beschermde recht op 
privacy en het gevaar van misbruik staan hierin centraal. Eveneens is in deze discussie 
geopperd begrenzing aan te brengen in deze vorm van data-analyse door het formuleren van 
de eis dat hiertoe eerst mag worden overgegaan bij het bestaan een verdenking.24 In de 
periferie van deze discussie is ook de effectiviteit van het binnenhalen en analyseren van Big 
Data door inlichtingendiensten ter sprake gekomen. Zo bericht de New York Times op basis 
van onderzoek van de Amerikaanse regering dat het door de NSA binnenhalen van Big Data 
en het hierop toepassen van geautomatiseerde data-analyse nauwelijks resultaten heeft 
opgeleverd in de aanpak van terrorisme: voorheen onbekende gegevens of verdachten zijn 
hierdoor niet in beeld gekomen.25  
In Nederland heeft de discussie over mass surveillance met het oog op Big Data datamining 
een extra impuls gekregen door het wetgevingstraject dat is ingezet om de uit 2002 daterende 
                                                          
21 Zie het artikel van de hand van R. Gallagher op de website The Intercept van 25 september 2015 getiteld 
‘profiled: from radio to porn, British spies track web users’ online identities’. 
22 Zie over deze affaire rondom meerdere artikelen in The New York Times op de website www.nytimes.com. 
23 Zie Kamerstukken II 2013-2014, 30 977, nr. 80. 
24 Zie hiervoor bijvoorbeeld het door rapporteur Omtzigt aan de Raad van Europa uitgebrachte rapport over mass 
surveillance op de website www.coe.int. Zie in dit verband ook de reactie op dit rapport van de Minister 
Binnenlandse Zaken, Kamerstukken II 2014-2015, 30 977, nr. 110. 
25 Zie het artikel in de New York Times van 23 januari 2014 getiteld ‘Watchdog report says NSA Program is 
illegal and should end’. 
Wet op de Inlichtingen- en Veilgheidsdiensten (Wiv) te wijzigen.26 Zo wordt in het concept-
wetsvoorstel voorgesteld om de tapbevoegdheid van het huidige art. 25 Wiv uit te breiden, in 
die zin dat het mogelijk moet worden om elke vorm van telecommunicatie ongericht te 
tappen. De deur voor mass surveillance wordt hiermee (verder) opengezet. De art. 33, 34 en 
35 van het concept-wetsvoorstel maken het immers gefaseerd mogelijk ieder soort 
telecommunicatie: 1) ongericht te verwerven (binnen te halen), 2) voor te bewerken 
(bijvoorbeeld door de kenmerken, de aard of de identiteit van de gebruiker van de 
telecommunicatie vast te stellen) en 3) verder te verwerken (bijvoorbeeld door deze te 
onderwerpen aan geautomatiseerde data-analyse). Deze bevoegdheden zijn onderworpen aan 
voorafgaande ministeriele goedkeuring. De rol van de Commissie van Toezicht voor de 
Inlichtingen- en Veiligheidsdiensten (CTIVD) is in het concept-wetsvoorstel vooralsnog 
beperkt. De CTIVD krijgt op grond van het voorgestelde art. 102, na een voorafgegane 
rechtmatigheidstoets, het recht om de minister te dwingen zijn goedkeuring voor het 
ongerichte tappen van telecommunicatie te heroverwegen.27  
Het concept-wetsvoorstel geeft ook waardevolle informatie voor politiële (Big Data) 
datamining. Zo wordt in het derde en vierde lid van art. 18 een duidelijke begrenzing 
aangebracht in het soort gegevens dat door de inlichtingendiensten mag worden verwerkt. 
Uitgangspunt is dat persoonsgegevens die betrekking hebben op iemands godsdienst, ras, 
gezondheid en seksuele geaardheid niet worden verwerkt, tenzij dit onvermijdelijk is. Een 
begrenzing die geenszins wordt aangebracht in de bestaande vormen van politiële (Big Data) 
datamining. Ook geeft het voorgestelde art. 47 van het concept-wetsvoorstel inzicht in 
bevoegdheid tot geautomatiseerde data-analyse oftewel Big Data datamining door de 
inlichtingendiensten. Gesteld wordt dat deze onderzoeksmethode onder meer kan worden 
toegepast op gegevens uit eigen gegevensbestanden, open bronnen en gegevens uit door 
derden verstrekte gegevensbestanden. In het tweede lid wordt ingegaan op de omvang van de 
bevoegdheid tot datamining. De genoemde gegevensbestanden mogen onderling met elkaar 
worden vergeleken, worden doorzocht aan de hand van profielen en worden vergeleken met 
het oog op het opsporen van bepaalde patronen. Interessant is het derde lid van het laatst 
genoemde artikel wat betreft de data-analyse door middel van het doorzoeken van profielen. 
In dit artikellid is verwoord dat het de diensten niet is toegestaan te handelen puur en alleen 
op basis van de uitkomsten van deze vorm van datamining. Aangegeven wordt dat er naar 
aanleiding hiervan altijd nog een menselijke afweging moet worden gemaakt of tot handelen 
door de diensten over kan worden overgegaan.   
Het voorbeeld van de mass surveillance met het oog op Big Data datamining door 
inlichtingendiensten toont aan dat deze onderzoeksmethode al op grote schaal wordt 
toegepast. Tegelijkertijd laat het zien dat de aard en omvang ervan tot maatschappelijke en 
politieke commotie kan leiden. Een laatste belangrijke constatering is dat, zo wordt duidelijk 
zichtbaar in het concept-wetsvoorstel van de nieuwe Wiv, de Nederlandse wetgever in deze 
                                                          
26 De oorsprong hiervan schuilt in de uitkomsten van het rapport van de Commissie Dessens over de huidige 
Wiv. Zie Bijlage bij Kamerstukken II 2013-2014, 33820, nr. 1 (Evaluatie Wiv. Naar een nieuwe Balans tussen 
bevoegdheden en waarborgen). 
27 Zie hiervoor de reactie van de CTIVD op het concept-wetsvoorstel d.d. 26 augustus 2015 en als bijlage hierbij 
het rapport van J.P. Loof e.a getiteld ‘Het mensenrechtenkader voor het Nederlandse stelsel van toezicht op de 
inlichtingen- en veiligheidsdiensten’ op www.ctivd.nl.  
context meer in detail de mogelijkheden van en voorwaarden voor datamining uitwerkt en 
hierin in zekere zin ook begrenzing aanbrengt. Deze constateringen in combinatie met de 
conclusies in relatie tot de reeds bestaande vormen van politiële (Big Data) datamining geven 
aanleiding om nader in te gaan op de ijkpunten voor (toekomstige vormen van) politiële (Big 
Data) datamining.      
 
 
4. IJkpunten voor Big data datamining als (toekomstige) opsporingsmethode  
Eerder heb ik geschetst dat de politie datamining anno 2016 al inzet als opsporingsmethode. 
Big Data datamining wordt ook al toegepast, maar die opsporingsmethode lijkt nog in de 
kinderschoenen te staan. Deze constatering in combinatie met de gepercipieerde effectiviteit 
van geautomatiseerde data-analyse, het feit dat politie en OM door samenwerkingsverbanden 
meer en meer de beschikking kunnen krijgen over allerlei gegevensbestanden en de verdere 
digitalisering van de samenleving, brengt mij tot de conclusie dat (Big Data) datamining in de 
toekomst op grotere schaal door de politie wordt ingezet en dat de uitkomst hiervan dus ook 
een belangrijkere rol gaat spelen in het strafproces. Koppelen we dit aan de bevinding dat ten 
aanzien van de bestaande vormen van politiële (Big Data) datamining nauwelijks sprake lijkt 
te zijn van (wettelijke) begrenzing, dan dient zich een vrij onheilspellend (toekomst)beeld aan  
van een strafvorderlijke overheid die vrij eenvoudig en op uiteenlopende wijze data-analyse 
kan toepassen op echte Big Data. De conclusie dringt zich dan ook op dat de tijd meer dan 
rijp is voor een strafvorderlijke discussie over deze (toekomstige) opsporingsmethode. Het 
gegeven dat door het proces van (Big Data) datamining het recht op privacy van onschuldige 
burgers kan worden geschonden, speelt hierbij op de achtergrond evident een belangrijke rol. 
Ik geef een aanzet voor de discussie door in te gaan op een tweetal aspecten. Ten eerste de 
noodzakelijke begrenzing van politiële (Big Data) datamining, waaronder ik ook de 
regulering van en controle op deze methode schaar. Ten tweede de vraag hoe de uitkomst van 
(Big Data) datamining strafvorderlijk moet worden gewaardeerd. Deze aspecten vertaal ik 
naar ijkpunten voor zowel de huidige als toekomstige vormen van politiële (Big Data) 
datamining. 
 De vraag naar de begrenzing ziet op een aantal aspecten van politiële (Big Data) datamining. 
Het creëren van een expliciete wettelijke regeling na ommekomst van een democratisch 
wetgevingsproces staat hierin voorop en vormt een belangrijk eerste ijkpunt. Niet kan worden 
volstaan met het baseren van deze methode op art. 3 Politiewet, omdat van een dergelijk 
wetgevingsproces dan geen sprake is. Het wetgevingsproces is nodig om te discussiëren over 
de aard en omvang van huidige en toekomstige toepassingen van politiële (Big Data) 
datamining en om aandacht te schenken aan de regulering van en controle op deze methode. 
Het feit dat (Big Data) datamining de privacy van grote groepen burgers kan schenden en zich 
bovendien kan uitstrekken tot gevoelige gegevens maakt het wetgevingsproces, mede in het 
licht van art. 8 EVRM, des te urgenter. Richtsnoer voor de wettelijke regeling is dat het 
verdenkingsbegrip als begrenzing moet worden ingebracht, dat de officier van justitie hierin 
een plek krijgt toebedeeld en dat ook de rechter-commissaris een wettelijk vastgelegde 
controlerende rol moet krijgen. 
Wat betreft de begrenzing door het verdenkingsbegrip in een wettelijke regeling op te nemen 
het volgende. Dit begrip werkt begrenzend nu het het moment van het inzetten van dit middel 
definieert; eerst als uit feiten en omstandigheden een redelijk vermoeden van schuld 
voortvloeit kan tot geautomatiseerde data-analyse over worden gegaan. Dit is een tweede 
ijkpunt. Een argument voor specifiek deze begrenzing kan worden ontleend aan het voorbeeld 
van de mass surveillance met het oog op Big Data datamining door de inlichtingendiensten. 
Hierdoor is zichtbaar geworden dat het zonder het bestaan van een verdenking binnenhalen 
van grote hoeveelheden persoonsgegevens met het oog op geautomatiseerde data-analyse tot 
aanzienlijke maatschappelijke weerstand heeft geleid. Dit vanwege het onwenselijk feit dat 
zonder concrete aanleiding veel privacygevoelige gegevens van onschuldige burgers in de 
handen komen van de inlichtingendiensten en dus de overheid. Die maatschappelijke 
weerstand moet in mijn optiek serieus worden genomen en dient zijn weerslag te vinden in de 
toepassing van politiële (Big Data) datamining. De begrenzing door middel van het 
verdenkingsbegrip past bovendien ook beter in het strafvorderlijk systeem, waarin 
opsporingsmethoden eerst kunnen worden ingezet als er een redelijk vermoeden van schuld 
bestaat.  
De wettelijke regeling dient deze opsporingsmethode ook op een andere manier te begrenzen. 
Politiële (Big data) datamining dient zich niet ongereguleerd te kunnen uitstrekken tot 
zoekslagen naar of koppelingen met gevoelige gegevens over etniciteit, geaardheid, politieke 
voorkeur en/of geloofsovertuiging. Hiermee moet, onder meer met het oog op het 
privacybeschermende art. 8 EVRM, terughoudend worden omgegaan. Een manier om deze 
terughoudendheid te institutionaliseren kan zijn door de officier van justitie en in sommige 
gevallen de r-c een rol te laten spelen voorafgaand aan de meest ingrijpende vormen van (Big 
Data) datamining. Dit vormt een derde ijkpunt. In het concept-wetsvoorstel van de Wiv is 
deze notie van terughoudend omgaan met gevoelige gegevens in het derde en vierde lid van 
art. 18 verwoord. De rol van de r-c is met name van belang als met de geautomatiseerde data-
analyse wordt beoogd dat deze zich in een concrete situatie, bijvoorbeeld door een 
voorgestelde zoekslag of profilering, uitstrekt tot gevoelige gegevens. In het proces van 
wetgeving kan aansluiting worden gezocht bij de bestaande regeling van het verkennend 
onderzoek van art. 126gg Sv, eventueel in combinatie met de systematiek van art. 126nd e.v. 
Sv in die zin dat bij ingrijpende vormen van politiële Big Data datamining, waarbij dit 
opsporingsmiddel zich richt op een zoekslag of profilering naar etniciteit, geaardheid, 
politieke voorkeur en/of geloofsovertuiging, het vereiste van een machtiging van de rechter-
commissaris kan worden gesteld. In het wetgevingsproces kan aansluiting worden gezocht bij 
het conceptwetsvoorstel voor de nieuwe Wiv, nu hierin nauwkeurig is beschreven wat Big 
Data datamining kan inhouden, hoe deze onderzoeksmethode kan worden ingekleed en tot 
welke gegevens het zich mag uitstrekken.  
Ten slotte het waarderen van de uitkomst van (Big data) datamining in het kader van de 
opsporing, vervolging en berechting van strafbare feiten. De vraag die in dit verband speelt is 
of deze uitkomst in een concrete zaak rechtvaardiging biedt voor de inzet van een 
dwangmiddel of opsporingsbevoegdheid of dat het zelfs mee kan worden genomen in de 
bewijsconstructie? Evident is dat deze vraag bij ieder type informatie speelt, maar bij de 
uitkomst van (Big Data) datamining spelen specifieke risico’s. Allereerst bestaat de 
mogelijkheid dat de (gegevens)bestanden die aan deze geautomatiseerde data-analyse worden 
onderworpen onwaar zijn of verouderde gegevens bevatten. Strafvorderlijk handelen op basis 
hiervan kan dan tot gevolg hebben dat een onschuldige burger wordt aangehouden, dat zijn 
woning ten onrechte wordt doorzocht en als uiterst gevolg kan de onware uitkomst van 
geautomatiseerde data-analyse zelfs hebben dat een onschuldige wordt veroordeeld.  Voorts 
speelt bij de uitkomst van Big Data datamining nadrukkelijk de vraag welke waarde aan een 
geconstateerde correlatie moet worden gegeven? In een concrete zaak kan bijvoorbeeld de 
vraag spelen of digitaal beschikbare informatie van frequent bezoek aan een moskee of 
synagoge in combinatie met zoekslagen op internet naar het conflict in het Midden-Oosten 
een doorzoeking rechtvaardigt?  Of dat het daarvoor ook nodig is dat de persoon in kwestie 
een niet-Nederlandse nationaliteit, een strafblad en een vliegticket naar Turkije heeft? 
Kortom, welke correlatie moet er zijn voordat tot strafvorderlijk ingrijpen wordt overgegaan? 
Het strafvorderlijk handelen op basis van een correlatie die (achteraf) geen strafbaar gedrag 
blijkt te behelzen, kan de reeds geschetste onwenselijke gevolgen hebben.  
Deze onwenselijke gevolgen kunnen zoveel mogelijk worden beperkt door als uitgangspunt te 
formuleren dat altijd een kritische blik van strafvorderlijke actoren zoals de politie, de officier 
van justitie en de rechter is vereist voordat gebruik wordt gemaakt van de uitkomst van 
datamining. Zo doende vormt dit het een vierde ijkpunt voor deze opsporingsmethode. In deze 
beoordeling kan mee worden genomen dat de uitkomst van (Big Data) datamining moet zijn 
gebaseerd op actuele gegevens waaruit het concrete vermoeden van strafbaar gedrag 
voortvloeit. Hierin is relevant op basis van welke gegevens(bestanden) deze uitkomst tot stand 
is gekomen. De kritische blik kan zich niet beperken tot de uitkomst van de geautomatiseerde 
data-analyse, maar ziet ook op de totstandkoming van deze uitkomst; de achtliggende 
gegevens. Bovendien verdient het de voorkeur als de uitkomst van het proces van(Big Data)  
datamining zoveel mogelijk wordt gestaafd met de resultaten van andere opsporingsmethoden 
of bij de politie beschikbare informatie. Hiervoor kan aansluiting worden gezocht bij 
aanbevelingen die ik in een andere context heb gedaan.28 In verband met dit ijkpunt kom ik 
terug op een eerder besproken element uit het conceptwetsvoorstel van de Wiv; het 
voorgesteld derde lid van art. 47 van de nieuwe Wiv. Daarin is te lezen dat in sommige 
gevallen een inlichtingendienst niet over mag gaan tot handelen puur en alleen op basis van de 
uitkomst van Big Data datamining; een menselijke beoordeling is noodzakelijk. Dit gegeven 
moet ook van toepassing worden op het strafvorderlijke handelen naar aanleiding van de 
uitkomst van politiële (Big Data) datamining. Wetgeving kan in deze verplichting voorzien, 
maar deze rechtsregel kan ook in de jurisprudentie worden vastgelegd.  
 
5. Slot 
In dit artikel heb ik laten zien dat politiële datamining anno 2016 al wordt ingezet als 
opsporingsmethode en dat echte Big Data datamining in opkomst is. Deze ontwikkeling roept 
op tot nadere discussie over de aard, omvang, regulering en begrenzing van deze 
opsporingsmethode. Tot op heden is hier binnen het strafvorderlijk kader nauwelijks sprake 
van. Ik pleit ervoor dat deze discussie wel ontstaat en dat lering wordt getrokken uit een 
soortgelijke discussie die zich al heeft voltrokken in verband met de bevoegdheden van de 
inlichtingendiensten. In mijn optiek is ook in het strafvorderlijk kader de tijd rijp voor een 
                                                          
28 Zie S. Brinkhoff, Startinformatie in het strafproces, Kluwer: Deventer 2014, p. 344-346. 
democratisch wetgevingsproces waarin op eerdergenoemde punten wordt ingegaan. IJkpunten 
hierbij zijn dat deze opsporingsmethode eerst kan worden ingezet als er een verdenking 
bestaat, dat niet puur en alleen op basis van de uitkomst van geautomatiseerde data-analyse 
strafvorderlijk kan worden gehandeld en dat de officier van justitie en zeker de rechter-
commissaris een rol dienen te spelen bij vormen van geautomatiseerde data-analyse die diep 
kunnen ingrijpen in de privacy van (onschuldige) burgers.        
 
 
 
 
