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Construyendo Martingalas
Ano´nimo.
.
0
INTRODUCCIO´N
En estadı´stica y teorı´a de la probabilidad un proceso estoca´stico o proceso aleatorio, es
un concepto matema´tico relacionado con sucesiones de variables aleatorias que cambian
obedeciendo al azar en funcio´n de otra variable, por ejemplo el tiempo. Dentro de los procesos
estoca´sticos se encuentran las martingalas, las cuales tienen mu´ltiples aplicaciones en finanzas,
ciencias econo´micas, ingenierı´a, entre otras. Por su parte en un mercado financiero una accio´n
es un tı´tulo emitidos por una empresa o compan˜ı´a, que le da al poseedor el derecho de ser
propietario de una parte de la empresa; las ganancias se obtienen cuando el valor de las acciones
aumentan y/o por el reparto de dividendos. Una accio´n corresponde a una operacio´n financiera
con riesgo pues su ganancia o valor futuro no se puede determinar con antelacio´n; el valor
futuro de una accio´n depende de muchos factores y variables que no necesariamente permancen
constante a trave´s del tiempo.
El objetivo de este trabajo es la presentacio´n y descripcio´n teo´rica de las martingalas y
sus propiedades; de igual manera se construyen los principales modelos matema´ticos que
describen la evolucio´n en el precio de una accio´n y de una opcio´n sobre acciones, tanto para
el caso discreto como para el caso continuo. Por u´ltimo se establece la relacio´n entre la teorı´a
martingala y los modelos matema´ticos que describen el precio de una accio´n, es decir se termina
demostrando que dichos modelos bajo ciertas condiciones constituyen una martingala y de ahı´ la
relacio´n entre martingalas y los modelos matema´ticos que describen el precio de una accio´n
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acciones. En la primera parte (CAPI´TULO PRIMERO) se presenta los principales conceptos
de finanzas: Operaciones con riesgos; Operaciones sin riesgos, Mercado de Opciones, Contrato
de Futuros y Contrato Forward.
En el SEGUNDO CAPI´TULO se relaciona lo concerniente a la teorı´a de la medida y
probabilidad; concepto de σ−a´lgebra, funciones medibles, funciones simples y convergencia
en funciones medibles, hacie´ndo especialmente e´nfasis en los tipos de convergencia para luego
extenderlo a la convergencia en de una v.a. En cuanto a lo relacionado con los concepto de
probabilidad se presentan los elementos de funcio´n de distribucion con algunos ejemplos y los
teoremas de la ley de los grandes nu´meros y del lı´mite central. Se hace especial e´nfasis en los
conceptos de valor esperado o esperanza de una v.a y sus propiedades, debido a su importancia
para construir los conceptos de martingalas.
En el TERCER CAPI´TULO se hace una descripcio´n y/o desarrollo de la teorı´a de las
martingalas, sus caracterı´sticas y propiedades; teniendo en cuenta los conceptos de esperanza
y valor esperado. Los elementos desarrollados en este capı´tulo son utilizados en los capı´tulos
posteriores para mostrar la relacio´n de la teorı´a de los procesos estoca´sticos y las martingalas
con los modelos de precios de acciones.
El CUARTO CAPI´TULO relaciona de forma precisa y magistral los contenidos descriptos en
los capı´tulos anteriores, constituye la solucio´n final al problema de esta tesis. Se desarrolla y
se construyen los principales modelos de precios de acciones y de opciones sobre acciones;
en la primera parte se describe el modelo binomial, el cual es apto para modelar el precio
de una accio´n y de una opcio´n sobre acciones en tiempo discreto, se muestra que este
modelo tiene como funcio´n de densidad la funcio´n binomial. El modelo de Black-Sholes,
con el cual se describe el precio de una accio´n y de una opcio´n sobre acciones en tiempo
continuo, so´lo permite el trabajo con opciones de tipo europeo, su desarrollo requiere el trabajo
con EDE y la integral de Ito. En este capı´tulo tambie´n se demuestra que los modelos que
describen la evolucio´n en el precio de una accio´n constituyen una martingala, supermartingala o
submartingala; en general se presentan las condiciones bajo las cuales la teorı´a de las martingala
son propicias para describir precios, especialmente el precio de una accio´n en el mercado
bursa´til.
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CAPI´TULO
1
PRELIMINARES
En este capı´tulo se presentan los conceptos relacionados con mercados financieros, haciendo
un esbozo en las operaciones financieras y enfatizando especialmente en aquellas operaciones
con riesgo; se detallan elementos de e´stas operaciones y se describen los principales conceptos
de mercado de opciones, forward y futuros. La teorı´a que aquı´ se desarrolla es importante para
entender y construir los modelos matema´ticos que describen la evolucio´n en el precio de algunos
activos financieros, especialmente de las acciones y de las opciones sobre acciones, de la misma
manera para mostrar en los capı´tulos siguientes que las martingalas es una herramienta que
desempen˜a un papel importante en el modelado de los mercados financieros y en la valuacio´n
de contratos financieros, especialmente el relacionado con el precio de acciones y opciones
sobre acciones.
1.1 Mercado financiero
Un mercado financiero se puede considerar como el lugar, el sistema o mecanismo mediante el
cual se compran y se venden activos financieros. Los mercados financieros pueden funcionar a
trave´s del contacto fı´sico (corredores de bolsa), a trave´s de fax, tele´fono o medios electro´nico
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(computador). La existencia de los mercados financieros permite la bu´squeda ra´pida de activos
financieros, la formacio´n de precios “justos” el cual se determina de la iteracio´n de oferta y
demanda.
Algunas caracterı´sticas de un mercado financiero son:
1. Profundidad: referida a la existencia de curva de oferta y demanda por encima y por
debajo del precio de equilibrio que exista en un momento determinado.
2. Libertad: hace referencia a la no existencia de barreras en la entrada o salida del mercado
financiero.
3. Amplitud: nu´mero de tı´tulos financieros que se negocian. Mientras ma´s tı´tulos se
negocien ma´s amplio sera´ el mercado financiero.
4. Transparencia: e´sta posibilita la obtencio´n de informacio´n fa´cil y oportuna. Un mercado
financiero sera´ ma´s transparente mientras ma´s fa´cil sea obtener la informacio´n.
Los mercados financieros se componen fundamentalmente de mercados de acciones, mercados
de productos derivados (futuros, forward y opciones) y los mercados de deuda; este u´ltimo
incluye los mercados interbancarios, los mercados monetarios y los mercados de divisas. Los
mercados de derivados, provienen de valores de renta fija, valores de renta variable, materia
prima, entre otros y pueden catalogarse como financieros o no financieros; adema´s en e´l se
negocian dos tipos de valores, a saber: contratos a futuros y contrato de opciones (opcio´n de
venta y opcio´n de compra).
La bolsa de valores es un mercado (transacciones financieras) donde se realizan compra y
venta de acciones; la bolsa de valores permite la negociacio´n de bonos, acciones, obligaciones
y dema´s tı´tulos valores inscritos; es un mercado donde existen oferentes, demandantes e
intermediarios.
1.2 Operaciones financieras
Al invertir una persona natural o jurı´dica tiene la posibilidad de hacerlo mediante una operacio´n
con riesgo o mediante una operacio´n sin riesgo.
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1.2.1 Operaciones sin riesgo
Una operacio´n sin riesgo puede ser un depo´sito en una cuenta de ahorro, un pre´stamo, un
depo´sito a te´rmino, entre otras. Son llamadas operacio´n sin riesgo, pues las partes (prestamista
y prestatario) acuerdan con antelacio´n cierta cantidad de intere´s. Las operaciones sin riesgos
corresponden a procesos determinı´sticos. Una operacio´n sin riesgo se puede llevar a cabo a
intere´s simple o a intere´s compuesto.
Definicio´n 1.2.1. Intere´s simple. En una operacio´n financiera a intere´s simple, el intere´s no
es acumulado al capital; esto es el intere´s simple es aquel que se genera sobre un capital que
permanece constante en el tiempo. Sea S un capital invertido a una tasa de intere´s r, el intere´s
generado por S esta´ dado por rS y el monto generado por S en cada perı´odo de tiempo (t),
desde t = 0, es:
S, S + rS, S + 2rS, S + 3rS, . . . , S + trS. (1.1)
De 1.1 se sigue
S, S (1 + r) , S (1 + 2r) , S (1 + 3r) , . . . S (1 + tr) . (1.2)
Donde S(1 + tr) es el te´rmino St de la progresio´n aritme´tica de primer te´rmino S en t = 0 y
diferencia r.
Ası´ si St es el monto generado por un capital S, a una tasa de intere´s r, en una operacio´n a
intere´s simple, se cumple que:
St = S (1 + tr) . (1.3)
Definicio´n 1.2.2. Intere´s Compuesto. En una operacio´n financiera a intere´s compuesto, los
intere´s generan intere´s, esto es, el intere´s se va acumulando periodo tras periodo. Los intereses
que se generan en el primer perı´odo de capitalizacio´n se convierten en capital para generar ma´s
intereses. En una operacio´n sin riesgo a intere´s compuesto el monto generado por un capital S
a una tasa de intere´s, r en cada periodo de tiempo t, esta´ dado por:
S, S + rS, (S + rS) (S + rS) , (S + rS) (S + rS) (S + rS) , . . . (1.4)
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De 1.4 se sigue:
S+, S (1 + r) , S(1 + r)2, S(1 + r)3, . . . , S(1 + r)t. (1.5)
Donde S(1 + r)t es el te´rmino St de la progresio´n geome´trica de primer te´rmino S en t = 0 y
razo´n r.
Ası´ si St es el monto generado por un capital S, a una tasa de intere´s r, en una operacio´n a
intere´s compuesto, se cumple que:
St =S(1+r)
t. (1.6)
Definicio´n 1.2.3. Intere´s compuesto continuo
El intere´s compuesto continu´o es aquel que es aplicado en cada instante de tiempo.
Sea r la tasa de intere´s correspondiente a una unidad de tiempo determinada, n ∈ N y r
n
tasa de
intere´s proporcional a r, entonces el monto producido por r
n
en la unidad de tiempo de r por un
capital S esta´ dado por:
S
(
1 +
r
n
)t∗n
(1.7)
si n es muy gran o n→∞, tendrı´amos
limn→∞
(
S
(
1 +
r
n
)t∗n )
= S
(
lim
n→∞
(
1 +
r
n
)t∗n )
= Set∗r. (1.8)
Ası´,
St = Se
r∗t, t ≥ 0. (1.9)
1.2.2 Operaciones con riesgo
Una operacio´n con riesgo es aquella donde el valor futuro de los productos no es posible
determinarse con antelacio´n, pues dicho valor depende de muchos factores y variables de
los que se desconoce cua´l sera´ su comportamiento futuro; algunas operaciones con riesgos
corresponden a procesos aleatorios y/o estoca´sticos.
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Las siguientes son operaciones con riesgo:
Acciones: tı´tulos emitidos por una empresa o compan˜ı´a, que le da al poseedor el derecho de
ser propietario de una parte de la empresa. Las ganancias se obtienen cuando el valor de las
acciones aumenta y/o por el reparto de dividendos.
Bonos: instrumentos que acredita que el emisor (empresa, gobierno) adeuda al poseedor o
tenedor cierta cantidad de dinero.
Commodities: productos materiales como madera, plata, platino, oro, bronce, petro´leo, gas,
aluminio, entre otros.
I´ndice: portafolio de acciones; los ı´ndices miden el comportamiento de un conjunto de acciones
como suma ponderada.
Divisas: el inversionista decide en el tipo de moneda que desea invertir debido a la estabilidad
del paı´s respectivo.
Los instrumentos nombrados antes se denominan activos ba´sicos o subyacentes; en tanto que los
instrumentos financieros que dependen o se derivan de uno o ma´s activos ba´sicos o subyacentes
se denominan derivados.
1.3 Mercado de opciones
En un mercado financiero se pueden distinguir dos grupos: uno en el cual se comercializan
activos primarios o ba´sicos, entre ellos bonos, acciones, divisas, activos no financieros o
commodities (metales precioso, gas, granos, maderas); en el segundo grupo se comercializan
contratos financieros, los cuales prometen algu´n pago o entrega en un futuro, e´ste depende del
comportamiento de algu´n activo primario; al contrato se le conoce como derivado financiero y
al activo primario como activo subyacente.
Definicio´n 1.3.1. Opcio´n. Es un contrato, tı´tulo financiero o instrumento financiero que otorga
a su tenedor el derecho, pero no la obligacio´n de comprar o vender cierto activo subyacente a un
precio prefijado en una fecha futura. En las opciones existen principalmente dos participantes:
el tenedor (holder), que ha tomado la posicio´n larga, es decir ha comprado la opcio´n y el emisor
(writer) que ha tomado la posicio´n corta, es decir ha vendido o emitido la opcio´n.
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Definicio´n 1.3.2. Opcio´n de Compra. Es aquella que otorga a su tenedor el derecho de comprar
el activo subyacente al precio strike en el tiempo T .
Definicio´n 1.3.3. Opcio´n put. Es aquella que otorga a su tenedor el derecho de comprar el
activo subyacente al precio strike en el tiempo T .
Definicio´n 1.3.4. Opcio´n europea. Es aquella opcio´n que puede ser ejercida so´lo en el
momento T .
Definicio´n 1.3.5. Opcio´n americana. Es aquella que se puede ejercer en cualquier tiempo
t ≤ T . Las opciones americanas (de compra y venta), tienen mayor valor cuando mayor es el
tiempo que falta para el vencimiento.
Definicio´n 1.3.6. Opcio´n exo´tica. Es aquella que se puede ejercer en cualquier tiempo t ≤ T .
Las opciones americanas (de compra y venta), tienen mayor valor cuando mayor es el tiempo
que falta para el vencimiento.
Ejemplo 1.3.1. Supo´ngase que una empresa importadora quiere asegurarse contra las alzas en
el precio del do´lar; por ello decide comprar una opcio´n de compra europea, que le da el derecho
a comprar 50 000 do´lares dentro de dos meses a un precio de ejercicio de $1 800 por do´lar. Si en
la fecha de ejercicio el precio del do´lar en el mercado fuese mayor a $1 800 la empresa ejerce
la opcio´n, por el contrario si el precio del do´lar fuese menor a $1 800 la empresa no ejerce la
opcio´n; en este caso la opcio´n vence sin ser ejercida.
Ejemplo 1.3.2. Supongamos que ST representa el valor del activo en el momento T y K el
precio strike, en una opcio´n europea de compra, si ST > K el tenedor ejerce su derecho,
obteniendo una ganancia igual a ST − K, ganancia debida a que adquirio´ un activo a menor
precio o por la entrega de efectivo por parte del emisor; esta entrega de efectivo se debe a que
el tenedor adquiere un activo a un precio K, el cual es menor respecto al precio del mercado
actual por lo cual vende el activo al precio actual ST . Si se cumple que ST ≤ K, entonces el
tenedor no ejerce su derecho. En resumen la opcio´n de compra proporciona un pago definido
por:
Ccall = (ST −K)+ =
ST −K, siST > K0 siST ≤ K. (1.10)
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Si Y representa la ganancia del call, entonces
Y = (S(T )−K )+ = max {(S (T )−K) , 0} . (1.11)
En cuanto a la funcio´n de pago de un put, e´sta es similar al call. En el instante T el titular
vendera´ una accio´n por ejemplo, al precio de ejercicio K y la podra´ comprar inmediatamente al
precio de mercado S(T ), obteniendo una ganancia de K − S(T ); si K < S(T ) la opcio´n no se
ejerce. Si Y representa la ganancia de put, entonces
Y = (K − S(T ) )+ = max {(K − S(T )) , 0} . (1.12)
Observacio´n 1.3.1.
Una opcio´n de compra se puede entender como un seguro o una apuesta a que el precio ST
supere al valor K, ganando la diferencia. En un mercado de opciones, de acuerdo al tipo de
opcio´n, existen cuatro posiciones posibles: Posicio´n larga (long) de una opcio´n call; posicio´n
del comprador o poseedor de un call. Posicio´n corta (short) de una opcio´n call; posicio´n del
vendedor de un call. Posicio´n larga (long) de una opcio´n put; posicio´n del comprador o poseedor
de una opcio´n put. Posicio´n corta (short) de una opcio´n put; posicio´n del vendedor de una opcio´n
put.
Definicio´n 1.3.7. Payoff. Se refiere al valor de la opcio´n al momento de expiracio´n..
Definicio´n 1.3.8. Valor intrı´nseco. Payoff que se recibira´ si el subyacente tuviera el valor
actual en el momento del ejercicio. Es una funcio´n de t, 0 ≤ t ≤ T .
En t = 0 el valor del contrato es la prima. En t > 0 el valor de la opcio´n es igual al valor
intrı´nseco ma´s el valor temporal.
Dependiente de su valor intrı´nseco, la opcio´n se dice que esta´:
In the Money, opcio´n con valor intrı´nseco positivo.
At the Money, el precio de la accio´n es pro´ximo al strike K Out the Money, en el caso de un
call si el precio de la accio´n es menor que el precio strike. En el caso de un put si el precio de la
accio´n es mayor que el precio strike.
Ejemplo 1.3.3. Dada una opcio´n call con strike de $100; S (0) = $120 y prima de $30;
entonces,
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En t = 0: valor intrı´nseco=max (120− 100, 0) = 20 y prima= 30 = 20 + 10, por lo tanto el
valor temporal es $10.
En t = T valor intrı´nseco es igual al valor de la opcio´n y por lo tanto time value = 0.
Definicio´n 1.3.9. Prima. Es el precio de la opcio´n.
Definicio´n 1.3.10. Activo Subyacente: es el objeto de la opcio´n, puede ser un activo financiero
o real.
Definicio´n 1.3.11. Fecha de Ejercicio: es la fecha en la cual puede ejercerse el derecho de
compra o venta de la opcio´n.
Definicio´n 1.3.12. Precio de Ejercicio o Strike: Es el precio al cual puede realizarse la compra
o venta de la opcio´n.
Definicio´n 1.3.13. Volatilidad. El precio de las opciones sobre acciones depende de los
movimientos futuros de las acciones, por lo tanto este precio es una medida incierta, con altos
ma´rgenes de incertidumbre; a mayor volatilidad (incertidumbre) la posibilidad que los precios
de las acciones suban o bajen es mayor.
Definicio´n 1.3.14. Opciones Vanillas, las opciones Vanillas son aquellas en el que el Payoff
depende del valor del subyacente so´lo en el tiempo T . Las funciones de Payoff para estas
opciones son:
max {S (T )−K, 0}: Posicio´n long de una opcio´n call.
max {S (T )−K, 0} = min {K − S (T ) , 0}: Posicio´n short de una opcio´n call
max {K − S (T ) , 0}: Posicio´n long de una opcio´n put.
max {K − S (T ) , 0} = min {S (T )−K, 0}: Posicio´n short de una opcio´n put.
Observacio´n 1.3.2. Las opciones de compra o venta de algu´n activo, abarcan: acciones, bonos,
metales, materia prima, bienes inmuebles.
Definicio´n 1.3.15. Las opciones sobre transacciones, dan el derecho de realizar alguna
transaccio´n dentro de un periodo determinado, el caso ma´s comu´n son las opciones s obre
un swap.
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Definicio´n 1.3.16. Las opciones sobre divisas, utilizadas para minimizar el riesgo sobre el tipo
de cambio.
Definicio´n 1.3.17. Opciones lı´quidas en meta´licos, son los contratos de opciones que esta´n
relacionados con ı´ndice bursa´tiles. Aquı´ no se adquiere el derecho a comprar o vender nada,
se adquiere el derecho de recibir una cantidad determinada de dinero si se dan una serie de
factores.
1.4 Contratos forward
Conocidos tambie´n como contrato a plazo; es un acuerdo para comprar o vender un activo en
una fecha futura especı´fica T , por un precio especı´fico, K, denominado delivery price; en un
contrato Forward, el problema de valuacio´n esta´ en encontrar el valor K que deberı´a ser escrito
en el contrato.
Ejemplo 1.4.1. Una empresa se compromete a comprar y cantidad de do´lares a x pesos cada
do´lar dentro de cuatro meses.
Definicio´n 1.4.1. Precio forward. El precio forward es el precio de mercado que deberı´a ser
convenido hoy para entregar el activo a un tiempo de madurez especificado. Ası´ si f (t) es el
precio de forward, entonces f (0) = K o precio delivery.
Definicio´n 1.4.2. Valor del forward. Si f (t) es el valor del forward en t, entonces f (0) = 0,
lo que implica que un forward no tiene valor inicial.
1.5 Contratos futuros
Un Futuro es un contrato similar al Forward, con la diferencia que el Futuro se negocia en
un mercado organizado, tanto el taman˜o del contrato como la fecha de vencimiento esta´n
estandarizado por la prima; la transaccio´n se da directamente entre las parte involucradas, las
caracterı´sticas son determinadas por los participantes. En un mercado de Futuro y Forwards
se distinguen hasta tres tipos de participantes: quienes toman una posicio´n corta hedgers,
especuladores y arbitrageurs los cuales buscan cubrirse ante cambios desfavorables en los
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precios; y quienes toman una posicio´n larga (especuladores), son quienes proporcionan liquidez
y esta´n constituidos por inversionistas que quieren lograr una ganancia anticipa´ndose a los
cambios de precios.
Definicio´n 1.5.1. Hedgers. Actu´a protegie´ndose del riesgo. Usan forward, futuros, inclusive
opciones para cubrirse o reducir el riesgo que enfrentan debido al movimiento futuro en un
mercado variable.
Definicio´n 1.5.2. Especuladores. Apuestan al comportamiento de una variable, buscan tomar
una posicio´n en el mercado, apostando a que va a subir o bajar.
Definicio´n 1.5.3. Arbitrageurs. Quienes buscan obtener ganancias libre de riesgo, entrando en
ma´s de un mercado.
Definicio´n 1.5.4. Principio de no arbitraje. Un portafolio o cartera replica a otro si ambos
tienen el mismo valor en un tiempo futuro T . El principio de No Arbitraje establece que si un
portafolio replica a otro, entonces tienen el mismo valor para todo t < T .
Mientras el contrato de futuro puede revenderse hasta el momento del vencimiento, el contrato
forward no; de igual manera el contrato de futuros esta´ disponible so´lo para cuatro fechas
de vencimiento especı´ficas, los forward por su parte son negociaciones privadas de cualquier
tipo de contrato que las partes acuerdan a partir de cualquier dı´a de iniciacio´n. Las principales
diferencias entre contratos forward y futuros con las opciones esta´ en que en los primeros las
partes que firman el contrato no esta´n obligadas a pagar ningu´n valor o prima, en cambio en las
opciones sı´; los contratos forward y futuros obligan al tenedor a adquirir o ejercer el derecho,
en cambio en las opciones el tenedor no esta´ obligado a ejercer dicho derecho.
1.6 Precios forward y futuros
Para calcular el precio forward y/o futuro de un subyacente, se tiene en cuenta las siguientes
consideraciones
1. Hipo´tesis de mercado:
No arbitraje. No hay costos de transaccio´n. Las tasas de intere´s libre de riesgo para prestar y
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recibir pre´stamos son las mismas.
2. Sea:
S (t): Precio del subyacente en el tiempo t.
F (t): Valor del forward o futuro.
r: Tasa de intere´s libre de riesgo.
T : Tiempo de madurez.
f(t): Precio del forward o precio delivery establecido en t para cierta madurez T.
f (0) = K: Precio delivery del contrato en t = 0.
3. Conside´rese los portafolios en t: Portafolio A un contrato forward con madurez
T + f(t)e−r(T−t)
en banco. Portafolio B un subyacente.
4. En T : Recibo el subyacente, retiro f (t) e−r(T−t)er(T−t) = f(t) y luego pago f(t), entonces
Portafolio A un subyacente. Portafolio B un subyacente. El precio forward y el precio futuro
coinciden.
1.7 Factores para el precio de un contrato financiero
Entre los factores que afectan el precio de un contrato financiero como una opcio´n tenemos: el
precio de la prima de una opcio´n se basa en: cotizacio´n del activo subyacente; precio de ejercicio
(strike); volatilidad del precio del activo subyacente; tasa de intere´s y pago de dividendos;
tiempo de vida remanente hasta la fecha de vencimiento. El valor de un call crece al aumentar
el precio del activo subyacente; mientras que el valor de un put crece al disminuir el precio del
activo subyacente. El valor de un call crece si el precio de ejercicio decrece y el valor de un put
es mayor si el precio de ejercicio aumenta. La opcio´n vale mas cuando mas lejos esta´ la fecha
de ejercicio.
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Tabla. 1.1: Factores que afectan el precio de una opcio´n americana.
Factores Call Put
Volatilidad + +
Precio del Activo + −
Precio del Ejercicio − +
Fecha del Ejercicio + +
Tasa de Intere´s + −
Dividendos Efectivos − +
Tabla. 1.2: Factores que afectan el precio de una opcio´n europea.
Factores Call Put
Volatilidad + +
Precio del Activo + −
Precio del Ejercicio − +
Fecha del Ejercicio incierta incierta
Tasa de Intere´s + −
Dividendos Efectivos − +
Efectos de incrementar una variable dejando las dema´s fijas; − implica: el incremento en la
variable provoca una caı´da en la opcio´n.
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CAPI´TULO
2
MEDIDA Y PROBABILIDAD
El objetivo de este capı´tulo es describir los conceptos ba´sicos de teorı´a de la medida y de la
probabilidad, estableciendo relaciones entre estas. Se inicia con un desarrollo teo´rico sobre la
teorı´a de la medida, abordando conceptos como a´lgebra de conjuntos, conceptos de medida,
funciones simples y medibles, integracio´n de funciones medibles y tipos de convergencia
de funciones medibles. En la segunda parte se desarrollan los conceptos de probabilidad:
espacios de probabilidad, variable aleatoria, funcio´n de distribucio´n de una variable aleatoria,
convergencia de una variable aleatoria, valor esperado y varianza, convergencia de una variable
aleatoria, ley de los grandes nu´meros y teorema del lı´mite central. El tratamiento que se le hace a
cada uno de estos temas muestra claramente la relacio´n entre teorı´a de la medida y probabilidad.
2.1 Teorı´a de la medida
El concepto de medida agrupa te´rminos como la masa, la longitud, el a´rea, volumen,
probabilidad, entre otros. Para definir los conceptos de medida se va a considerar un conjunto Ω,
del cual se quiere medir los subconjuntos. Para ello se definira´ inicialmente algunos elementos
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de la teorı´a de conjunto, lo cual es la estructura para desarrollar la teorı´a de la medida y todas
sus principales implicaciones.
2.1.1 A´lgebra de conjuntos
Definicio´n 2.1.1.1. Al conjunto Ω, de todos los resultados posibles de un experimento particular
se denomina espacio muestral o total. Ası´ si el experimento consiste en lanzar un dado, el
espacio muestral contiene los seis resultados posibles que saldra´ en la cara del dado, es decir
Ω= {1, 2, 3, 4, 5, 6}. Se considera en lo particular Ω 6= ∅.
Definicio´n 2.1.1.2. Un evento es cualquier subconjunto de Ω, incluyendo el mismo Ω.
Proposicio´n 2.1.1.1. Si A, B son eventos o subconjuntos de Ω, se verifican las siguientes
operaciones y/o relaciones:
1. A ⊂ B ⇐⇒ x ∈ A =⇒ x ∈ B.
2. A = B ⇐⇒ A ⊂ B ∧ B ⊂ A.
3. A ∪B = {x ∈ Ω: x ∈ A ∨ x ∈ B}.
4. A ∩B = {x ∈ Ω: x ∈ A ∧ x ∈ B}.
5. AC = {x ∈ Ω: x /∈ A}.
6. A\B = {x ∈ Ω: x ∈ A ∧ x /∈ B}.
7. A4B = {x ∈ Ω: x /∈ (A ∩B)}.
Definicio´n 2.1.1.3. Sea F coleccio´n de subconjuntos de Ω, F = ℘(Ω), se llama σ-a´lgebra, si
cumple las siguientes condiciones:
1. ∅ ∈ F.
2. Ω ∈ F.
3. Si A ∈ F, entonces AC = Ω\A ∈ F.
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4. Si A1, A2, . . . , An, · · · ∈ F, entonces
⋃∞
n=1 An ∈ F.
Si la propiedad cuatro se cumple so´lo para uniones finitas F se denomina a´lgebra de conjunto
o a´lgebra de Boole. Por su parte toda σ-a´lgebra es un a´lgebra.
Si G1 y G2 son σ-a´lgebra sobre Ω, tal que G1 ⊂ G2, entonces G1 es una sub- σ-a´lgebra.
Ejemplo 2.1.1.1. {∅ , Ω} es la menor σ-a´lgebra de Ω.
Ejemplo 2.1.1.2. ℘(Ω) es la mayor σ-a´lgebra que se puede definir en Ω conformada por todos
los subconjuntos de Ω.
Proposicio´n 2.1.1.2. Adema´s de las propiedades citadas en la definicio´n 2.1.1.3 del concepto o
definicio´n de σ-a´lgebra se deducen las siguientes propiedades:
1. (Ai)
∞
i=1 ∈ F, entonces (
⋂
Ai) ∈ F.
2. La interseccio´n de σ-a´lgebra forma otra σ-a´lgebra. Esta propiedad no se verifica
necesariamente en la unio´n.
3. Si A, B ∈ F, entonces: A ∩B ∈ F; A ∪B ∈ F; A\B ∈ F;
A4B = ((A\B) ∪ (B\A)) ∈ F.
Demostracio´n. En efecto tenemos que (
⋂
Ai)
C ∈ F, pero (⋂Ai)C = ⋃ACi ∈ F, pues cada
(Ai)
∞
i=1 ∈ F y por lo tanto su complemento tambie´n.
Para las otras propiedades se cumplen las condiciones de σ-a´lgebra. unionsqu
Teorema 2.1.1.1. Sea I un conjunto de ı´ndices y si para cada i ∈ I , Υi es una
σ-a´lgebra en Ω, entonces
⋂
i∈I Υi es una σ-a´lgebra en Ω.
Demostracio´n. En efecto:
1. como Ω ∈ Υi, para cada i ∈ I , Ω ∈
⋂
i∈I Υi.
2. Si A ∈ ⋂i∈I Υi, A ∈ Υi para cada i ∈ I , entonces AC ∈ Υi por ser Υi una σ-a´lgebra en
Ω y por lo tanto AC ∈ ⋂i∈I Υi.
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3. Por u´ltimo sean A1, A2, . . . . An ∈
⋂
i∈I Υi , entonces A1, A2, . . . . An ∈ Υi para cada
i ∈ I por ser Υi una σ-a´lgebra en Ω; por lo tanto
⋃∞
n=1An ∈ Υi para cada i ∈ I , de donde
se deduce que
⋃∞
n=1An ∈
⋂
i∈I Υi. De 1, 2 y 3 se tiene que
⋂
i∈I Υi es una σ-a´lgebra unionsqu
Definicio´n 2.1.1.4. σ-a´lgebra generada. Dado Υ una familia de subconjuntos de Ω se define
la σ-a´lgebra generada por Υ, σ(Υ) como la interseccio´n de todas las σ-a´lgebras que contienen
a Υ; cualquier otra σ-a´lgebra que contenga a Υ tambie´n contiene a σ(Υ).
Ejemplo 2.1.1.3. Si Υ= {B} con B ⊂ Ω, entonces σ (Υ) = {∅, B, BC, Ω }.
Definicio´n 2.1.1.5. σ-a´lgebra de Borel. Un caso especial de espacios medibles (concepto que
se define mas adelante) es cuando se tiene el espacio topolo´gico (Ω, τ), donde τ esta´ dada
por la clase de abiertos generando la llamada σ−a´lgebra de Borel de Ω, σ (τ) = B(Ω), sus
elementos se denominan borelianos. De este modo los abiertos y cerrados son borelianos, en un
espacio de Hausdorff tambie´n son borelianos los compactos. Si Ω=R, tenemos, σ (τ) = B(R)
la σ−a´lgebra de Borel sobre R; ası´ algunos conjuntos notables de B(R) son:
1. (a, b) ∈ B(R), con a, b ∈ R por ser un abierto.
2. (a, b] ∈ B(R), pues (a, b] = ⋂∞n=1 (a, b+ 1n).
3. [a, b) ∈ B(R), pues [a, b) = ⋂∞n=1 (a− 1n , b).
4. [a, b] ∈ B(R), pues [a, b] = ⋂∞n=1 (a− 1n , b+ 1n).
2.1.2 Medida
Definicio´n 2.1.2.1. Se denomina espacio medible al par (Ω,F), donde Ω es un conjunto y F es
una σ-a´lgebra de Ω y conjuntos medibles a los elementos de F.
Definicio´n 2.1.2.2. Dado un espacio medible (Ω, F), se denomina medida a una funcio´n no
negativa µ : F −→ [0, ∞], la cual satisface:
1. µ (∅) = 0.
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2. Es numerablemente aditiva, es decir para toda coleccio´n finita E1, E2, . . . ..En en F,
tales que Ei ∩ Ej = ∅, i 6= j y
⋃n
i=1 Ei ∈ F, se cumple:
µ
( ∞⋃
n=1
En
)
=
∞∑
n=1
µ (En).
Si la condicio´n 2 se cumple so´lamente para colecciones finitas de conjuntos disjuntos se dice
que la medida es aditiva.
Definicio´n 2.1.2.3. Una medida µ es σ−finita si existe una coleccio´n de conjuntos disjuntos y
medibles En ∈ F, tal que
⋃
En = Ω; y µ(En) <∞.
Definicio´n 2.1.2.4. La terna (Ω, F, µ), se denomina espacio de medida, µ es una medida sobre
F.
Definicio´n 2.1.2.5. Un espacio de medida (Ω, F, µ), se denomina completo, si para cada
B ⊂ A, A ∈ F y µ (A) = 0, se tiene que tambie´n B ∈ F. Es decir, que un espacio es
completo si son medibles los subconjuntos de los conjuntos medibles nulos.
Ejemplo 2.1.2.1. Sea (Ω, ℘(Ω), µ), dado un x en Ω y µ (E) = 1 si x ∈ E o µ (E) = 0,
si x /∈ E. Denominada la medida Delta de Dirac, la cual se puede denotar por δX .
Ejemplo 2.1.2.2. Sea (Ω, ℘(Ω), µ); µ (∅) = 0 y µ (A) = n, con A finito y con n ∈ N. Se
denomina medida de contar.
2.1.3 Funciones medibles.
Una funcio´n entre espacios medibles F : (Ω, F)→ (Ω1, F1), es medible si para cada A ∈ F1
se cumple que F−1(A) ∈ F.
Definicio´n 2.1.3.1. Sobre las funciones medibles se cumple que:
1. La composicio´n de aplicaciones medibles es medible.
2. Si (Ω, F) y (Ω1, F1) son espacios medibles y C ⊂ F1 es tal que σ (C) = F1, entonces
f : Ω → Ω1 es medible si, y so´lo si para cada B ∈ , f−1(B) ∈ F.
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3. Las aplicaciones continuas entre espacios topolo´gicos son medibles para las σ− a´lgebra
de Borel.
4. Una funcio´n f : (Ω, F) → (R, B(R) ) es medible si y so´lo si para cada c ∈ R, el
conjunto {x ∈ Ω: f(x) > c} ∈ F.
5. Si f y g son funciones medibles max(f, g) es una funcio´n medible.
6. Si f es una funcio´n medible entonces −f es medible.
7. Si f es medible, f+ = max(f, 0) y f− = max(−f, 0) son medibles,
f = f+ − f− y |f | = f+ + f− son medibles.
8. Una funcio´n f : (Ω, F) → (R, B(R) ) es medible si y so´lo si para cada c ∈ R, el
conjunto {x ∈ Ω: f(x) < c} ∈ F.
Definicio´n 2.1.3.2. Sea A ∈ F fijo se denomina indicador de A a la funcio´n medible
IA : Ω→ R, IA (ω) =
{
1 si ω ∈ A.
0, siω /∈ A.
Esta funcio´n es medible, pues si a ∈ R, entonces:
I−1A ((a, ∞)) = {ω : IA (ω) > a } =

Ω, si a < 0.
F, si 0 ≤ a ≤ 1.
∅, si a > 1.
2.1.4 Funciones simples
Definicio´n 2.1.4.1. Una funcio´n medible f : (Ω, F) → (R, B(R) ) se denomina funcio´n
simple, si y so´lo si toma un nu´mero finito de valores diferentes; para A1, A2, . . . .An ∈ F,
con Ai y Aj disjuntos, i 6= j y
⋃n
i=1 Ai =Ω. Una funcio´n simple se deja expresar como una
combinacio´n lineal finita de funciones caracterı´sticas de conjuntos: f (ω) =
∑n
i=1 aiIAi(ω).
Donde ai ∈ R, IAi representa la funcio´n indicatriz presentada en la definicio´n 2.1.3.1 y los
Ai := {ω : f (ω) = ai} forman una particio´n de Ω.
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Proposicio´n 2.1.4.1. Sea f y g funciones simples, entonces tambie´n lo es f + g, fg, cf , f
g
siempre y cuando estas operaciones este´n bien definidas.
Teorema 2.1.4.1. Una funcio´n f es medible si y so´lo si existe una sucesio´n Sn de funciones
simples que cumplen las siguientes condiciones:
0 ≤ Sn (ω) ↑ f (ω) , f (ω) ≥ 0; 0 ≥ Sn (ω) ↓ f (ω) , f (ω) ≤ 0.
De igual forma la convergencia es mono´tona en cada punto donde f sea acotada.
Ver demostracio´n en [10].
Teorema 2.1.4.2. Sea f : Ω → R una funcio´n medible, entonces existe una sucesio´n fn ∈ S
de funciones simples con |fn| ≤ n tal que fn → f , |fn| ≤ |f |.
Ver demostracio´n en [10].
Definicio´n 2.1.4.2. Integracio´n de una funcio´n simple. Si f es una funcio´n simple representada
como en la definicio´n 2.1.4.1, la integral de f respecto de la medida µ en el espacio de medida
(Ω,F, µ) se define como sigue ∫
Ω
fdµ =
n∑
i=1
aiµ(Ai).
Definicio´n 2.1.4.3. Dado A ∈ F se denomina integral de f respecto a µ en A y se representa
por
∫
A
d µ, a la expresio´n
∫
A
d µ =
∫
Ω
fIAd µ, con f ≥ 0.
Ejemplo 2.1.4.1. Dado
IQ (x) =
{
1 si x ∈ Q
0 si x∈ QC.
Entonces
∫
RIQ (x) dµ = 1µ (Q) + 0µ (Q
C) = 0.
Pues µ (Q) = 0 por ser un conjunto numerable.
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Proposicio´n 2.1.4.2. Sea f y g funciones simples no negativas y c ∈ [0, ∞), entonces:
1.
∫
cfdµ = c
∫
fdµ.
2.
∫
(f + g) dµ =
∫
fdµ+
∫
gdµ.
3. Si f ≤ g entonces ∫ fdµ ≤ ∫ gdµ.
4. Sea A, B ∈ F con A ∩B = ∅ entonces∫
A∪Bd µ =
∫
A
fd µ+
∫
B
gd µ.
5.
∫
IAdµ = µ (A) ∀A ∈ F.
6. Si f ≥ 0 es medible y A ∈ F entonces ∫
A
fd µ =
∫
IAfd µ.
Ver demostracio´n en [10].
Definicio´n 2.1.4.4. Si f es medible no negativa, la integral de f respecto de µ en Ω se define:∫
Ω
fd µ = sup
{∫
Ω
sdµ
}
,
donde s es una funcion simple y 0 ≤ s ≤ f .
Definicio´n 2.1.4.5. Sea f : Ω→ R , f = f+ − f−, entonces se tiene que∫
Ω
fd µ =
∫
Ω
f+d µ− ∫
Ω
f−d µ;
con
∫
f+ <∞ y ∫ f− <∞ bajo estas condiciones f es integrable.
Definicio´n 2.1.4.6. Segu´n la proposicio´n 2.1.3.1 tenemos que |f | = f+ + f− por lo tanto∫ |f | dµ = ∫ f+d µ+ ∫ f−d µ;
de aquı´ se tiene que f es medible si y so´lo si
∫ |f | d µ <∞. De igual forma ∣∣∫ d µ∣∣ ≤ ∫ |f | d µ.
Teorema 2.1.4.3. (De la convergencia mono´tona). Sea Sn una sucesio´n creciente de funciones
medibles no negativas, entonces S (x) = limSn(x), de modo que es medible, integrable y∫
sndµ ↑
∫
sdµ. Sean s, f, fn funciones medibles, de modo que existe
∫
fdµ, entonces:
1. Si s ≤ fn, fn ↑ f y −∞ <
∫
fdµ, entonces
∫
fndµ ↑
∫
fdµ.
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2. lim
∫
fndµ =
∫
limfndµ.
3. Si fn ≤ s, fn ↓ f y
∫
fdµ <∞.
Teorema 2.1.4.4. De la convergencia dominada. Sean s, f, fn : Ω → R medibles, tal que
|fn| ≤ s, s es integrable y fn → f , entonces f es integrable y∫
fndµ→
∫
fdµ.
Teorema 2.1.4.5. (De Fatou). Sean S, fn funciones medibles de modo que existe
∫
sdµ,
entonces:
1. Si s ≤ fn y −∞ <
∫
sdµ entonces lim inf
∫
fndµ ≥
∫
(limı´nf fn )dµ.
2. Si s ≥ fn y
∫
sdµ, entonces lim sup
∫
fndµ ≤
∫
(lim inffn)dµ.
Ver demostracio´n de los teoremas 2.1.4.3, 2.1.4.4 y 2.1.4.5 en [5] y [10].
2.2 Conceptos de probabilidad
Definicio´n 2.2.1. Sea (Ω,F) fijo, entonces P es una probabilidad sobre F si
P : F → [0, 1] ⊂ R,
y:
1. 0 ≤ P (A) ≤ 1
2. P (Ω) = 1.
3. Si (An)n∈N ∈ F, Ai ∩ Aj 6= ∅ si i 6= j; P (
⋃∞
n=1An) =
∑∞
n=1 P (An). Es decir que P es
una medida en (Ω,F) o numerablemente aditiva.
Por su parte, si P es una medida de probabilidad cumple las siguientes propiedades:
1. P (Ω\A) = P (AC) = 1− P(A).
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2. P (∅) = 1− P (Ω) = 0.
3. Si A ∩B = ∅, entonces P (A ∪B) = P (A) + P (B).
4. Principio de inclusio´n-exclusio´n:
P (A ∪B ∪ C) = P (A) + P (B) + P (C)− P (A ∩B)− P (A ∩ C)
−P (B ∩ C) + P (A ∩B ∩ C).
Este principio se puede generalizar como sigue: sea A1, A2, . . . , An ∈ F, entonces
P (
⋃n
i=1Ai) =
∑n
i=1 P (Ai)−
∑
P (Ai ∩ Ai+1) + · · ·+
(−1n+1)P (A1∩A2∩ · · ·∩An).
5. P (A\B) = P (A)\P(A ∩ B).
6. Si A ⊂ B, P (A) ≤ P (B).
Proposicio´n 2.2.1. Si (An)n∈N ∈ F, es decir un conjunto numerable de sucesos, entonces
P (
⋃
An) ≤
∑∞
n=1 P (An).
Teorema 2.2.1. De continuidad. Si (An)n∈N ∈ F, tal que An−1 ⊂ An, es decir una sucesio´n
mono´tona creciente, An ↑ A, P (An) ↑ P (A) una sucesio´n creciente convergente entonces
limn→∞ P (An) = P (
⋃∞
n=1An) .
An ↓ A, entonces P (An) ↓ P (A); si ACn ↑ AC, P (ACn) ↑ P (AC). Igualmente si An ↓ A entonces
P (An) ↓ P (A).
Teorema 2.2.2. Sea An ⊂ An−1, una sucesio´n decreciente, entonces
l´ımn→∞ P (An) = P (
⋂∞
n=1 An) .
Ver demostracio´n de la proposicio´n 2.2.1 y de los teoremas 2.2.1 y 2.2.2 en [10].
Definicio´n 2.2.2. Espacio de probabilidad. A la terna (Ω,F, P ) se le denomina espacio de
probabilidad, donde Ω es un conjunto no vacio, F es una σ−a´lgebra y P es una medida de
probabilidad. Un espacio de probabilidad es una descripcio´n que suministra informacio´n sobre
el conjunto de los posibles resultados del experimento, de los sucesos o conjuntos medibles;
permite cuantificar la posibilidad de ocurrencia de determinado suceso.
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2.2.1 Variable aleatoria
Definicio´n 2.2.1.1. Sea (Ω,F, P ), se dice que:
X : (Ω,F)→ (R,B).
: ω 7−→ X (ω) = x
Es una variable aleatoria, si
X−1 (B) = {ω ∈ Ω: X(ω)B ⊆ B} ∈ F,
es decir la imagen inversa de cualquier intervalo de R es un subconjunto de Ω.
Ejemplo 2.2.1.1. La funcio´n indicadora es una v.a, esto es, dado A ∈ Ω IA : Ω → R, tal que
IA (ω) =
{
1, si ω ∈ A
0, si ω /∈ A ∀ω ∈ Ω. En esta funcio´n se verifican las siguientes propiedades:
1. IA∩B = min {IA, IB} = IA ∗ IB.
2. IA∪B = max {IA, IB} .
3. IAc = 1− IA.
4. Si A ∩B = ∅, entoncesIA∪B = IA + IB.
5. IAc ∗ IBc = IAC∩BC = 1− IA∪B.
Definicio´n 2.2.1.2. Vector aleatorio. Se denomina vector aleatorio a toda aplicacio´n medible
X : (Ω,F)→ (Rk,B(k)).
Teorema 2.2.1.1. X = (X1, X2, . . . , Xk) es un vector aleatorio si y so´lo si cada una de sus
componentes es una v.a
Proposicio´n 2.2.1.1. Sea X, Y v.a y α , β ∈ R, entonces αX + βY es una v.a; XY es una v.a.
Proposicio´n 2.2.1.2. Sea Y : Ω→ R una funcio´n, definimos
{B ⊂ R: Y−1(B) ⊂ F}, entonces este conjunto es una σ-a´lgebra en R. El hecho que X sea una
v.a implica que la σ-a´lgebra {B ⊂ R: X−1(B) ⊂ F}, contiene a los borelianos; en efecto basta
verificar que contiene a los intervalos. Se sigue que X es una v.a si {X ≤ b} ∈ F, ∀b ∈ R o X
es una v.a si si {X < b} ∈ F, ∀b ∈ R.
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Proposicio´n 2.2.1.3. Una v.a es una transformacio´n de una distribucio´n uniforme; es decir dado
X v.a definida en (Ω,F, P ), entonces existe H : (0, 1)→ R de modo que X =d H(U), donde
U [0, 1] es la distribucio´n uniforme (la cual se cita ma´s adelante) y H es Borel medible. De la
proposicio´n 2.2.1.3 se deduce:
1. Una v.a queda especificada a trave´s de su funcio´n de distribucio´n, es decir una
funcio´n F :R→ [0, 1] que cumpla las propiedades dada en la definicio´n 2.2.1.3.
2. Para analizar X so´lo se necesita su funcio´n de distribucio´n.
3. Toda v.a es una transformacio´n de una uniforme.
2.2.2 Convergencia de una v.a.
Se considera (Ω,F, P ) y se particulariza los modos de convergencia de funciones medibles
en dicho espacio. Dado (Xn)
∞
n=1 := X1, X2, . . . .Xn, cada X es una v.a con su respectiva
distribucio´n de probabilidad; se puede dar que la sucesio´n converja a una v.a, con su respectiva
distribucio´n de probabilidad. Una v.a puede converger de la siguiente forma:
Definicio´n 2.2.2.1. Convergencia casi segura (c.s). Una sucesio´n de v.a converge con
probabilidad 1, o de forma c.s, cuando se cumple
P
(
l´ım
n→∞
Xn = X
)
= 1.
Definicio´n 2.2.2.2. Una sucesio´n de v.aXn convergen en probabilidad aX y se escribeXn
P→X
si y so´lo si ∀ε > 0
limn→∞P b|Xn −X| > εc = 0.
Teorema 2.2.2.1. Xn
P→X si y so´lo si para cada subsucesio´nXnk existe una subsucesio´nXnk(m)
que verifica Xnk(m)
c.s−→X .
Ver demostracio´n en [5] y [17].
Definicio´n 2.2.2.3. Convergencia en media cuadra´tica. Una sucesio´n de v.a Xn convergen en
media cuadra´tica a X y se escribe Xn
M→X si y so´lo si se cumple que
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limn→∞E
⌊
(Xn −X)2
⌋
= 0 .
Si Xn
M→X , la convergencia en media cuadra´tica implica:
1. Entonces E(Xn) = E(X). Donde E(Xn) y E(X) es el valor esperado de Xn y X
respectivamente, concepto que se abordara´ ma´s adelante.
2. Si l´ımn→∞E(Xn) = θ y V ar(Xn) = 0, entonces Xn
M→X .
Definicio´n 2.2.2.4. Sea la sucesio´n de funciones de distribucio´n (este concepto se abordara´s
mas adelante), F (X1), F (X2) . . . , F (Xn) y F (Y ) otra distribucio´n de funcio´n que no tiene
que coincidir con las F (Xi), i = 1, 2, . . . , n; se dice que F (Xn) converge en distribucio´n
a F (Y ) y si es escribe F (Xn)
d→F (X) o FXn(x) d→FY (y) si existe un FY , tal que para todo
punto de continuidad y de FY se cumple que: limn→∞ FXn
d→FY .
Ejemplo 2.2.2.1. Sea ε el experimento de tirar una moneda varias veces, definido en un
espacio de probabilidad (Ω, F, P ). Un resultado de dicho experimento puede ser ω =
{s, c, s, s, c, s, c, . . . }. Sea X la v.a: probabilidad de sacar cara en el primer tiro, es decir
X = 0, 5. Para cada ω ∈ Ω, se define:
X1 (ω) =
Xi
1
; X2 (ω) =
Xi
2
; X3 (ω) =
Xi
3
. . . Xn (ω) =
Xi
n
.
DondeXi representa el nu´mero de caras en cada tirada. Se puede observar queXi ∼ B(i; ; 1/2).
Como Xn = Xi/n, entonces E(Xn) = 1/2 y por el teorema 2.2.6.1 para todo
 > 0, 1 ≥ P (|Xn (ω)− 1/2| < ) ≥ 1− 1/(4n2)
y tomando lı´mite para n→∞ se tiene que Xn P→ 1/2.
Proposicio´n 2.2.2.1. Relacio´n entre los tipos de convergencias. De los tipos de convergencia
de una va se dan las siguientes relaciones:
Si Xn→ X entonces Xn cs−→X .
Si Xn
cs−→X , entonces Xn P→X . El recı´proco no es cierto.
Ver demostracio´n y contraejemplos de implicaciones que no son va´lidas en [17].
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Ejemplo 2.2.2.2. Teorema central de lı´mite. Uno de los resultados ma´s importante de la
convergencia en distribucio´n lo constituye el teorema central del lı´mite, el cual en palabras
simples sen˜ala que toda sucesio´n Xn de v.a tiende a aparecerse a una distribucio´n normal a
medida que n → ∞. La presentacio´n formal de este conjunto de resultados, definiciones y
teoremas se dara´ ma´s adelante.
Ejemplo 2.2.2.3. Ley de los grandes nu´meros. Es otro de los resultados ma´s importantes de
convergencia en probabilidad; este describe que la media de una sucesio´n de v.a converge al
promedio de las esperanzas de las v.a
2.2.3 Funcio´n de distribucio´n
Definicio´n 2.2.3.1. Sea X una v.a definida en (Ω,F, P ), se dice que µX es una distribucio´n de
probabilidad si
µX (B) = P (X ∈ B) = P ({ω : X (ω) ∈ B}) = P (X−1 (B))
donde X−1 (B) ∈ F.
Definicio´n 2.2.3.2. Sean X, Y dos v.a definidas en (Ω,F, P ), se dice que son iguales en
distribucio´n si µX= µY , X =Y .
Definicio´n 2.2.3.3. Sea X una v.a, la funcio´n de distribucio´n F : R → [0, 1] ⊂ R, definida
como sigue
FX (t) = µX ((−∞, t]) = PX (X ≤ t) ,
para todo t ∈ R, es decir que la funcio´n de distribucio´n asigna nu´mero real t a la probabilidad
acumulada hasta este valor t. La v.a X constituye una generalizacio´n de la funcio´n inversa de
F , X = F−1.
En una funcio´n F de distribucio´n de la v.a X se cumplen las siguientes propiedades:
1. F es continua por la derecha en cada punto de R.
2. F es mono´tona no decreciente.
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3. Para todo a, b ∈ R, a ≤ b, PX (a < X < b) = F (b)−F(a).
4. F (−∞) = 0, es decir limn→∞F (t)t = 0 y F (∞) = 1.
Definicio´n 2.2.3.4. Una funcio´n de distribucio´n se dice discreta cuando dada la medida de pro-
babilidad P existe un conjunto A llamado soporte de P ,
A = {ai : i ≥ 1}, con P ({ai}) > 0 y P (A) = 1. Por su parte su funcio´n de distribucio´n viene
dada por Fx (x) =
∑
ai≤x P ({ai}). La funcio´n puntual asociada a la medida de probabilidad,
para cada x ∈ R se define como
f (x) =
{
P ({ai}) , si x = ai
0, en otra parte.
Una funcio´n describe una distribucio´n de probabilidad discreta si satisface las siguientes
condiciones: f(x) ≥ 0 y∑x f (x) = 1.
Definicio´n 2.2.3.5. Son funciones de distribucio´n discreta las siguientes.
1. Distribucio´n binomial
B (x;n; p) =
(
n
x
)
px(1− p)n−x para x = 0, 1, 2, . . . , n.
2. Distribucio´n de poisson
p (x;λ) =
λxe−λ
x!
Definicio´n 2.2.3.6. una funcio´n de distribucio´n es continua si la medida de probabilidad
definida sobre los Borelianos de R es tal que P ({x}) = 0, es decir en el caso continuo las
probabilidades esta´n asociadas con intervalos y la probabilidad de cualquier constante es 0. La
funcio´n de probabilidad es continua. Se llama funcio´n de densidad de una variable X si y so´lo
si
P (a ≤ X ≤ b) =
∫ b
a
f (x) dx.
Una funcio´n describe una distribucio´n de probabilidad discreta si satisface las siguientes
condiciones:
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1. f (x) ≥ 0 para −∞ < x <∞.
2.
∫∞
−∞ f (x) dx.
Ejemplo 2.2.3.1. Son funciones de distribucio´n continua las siguientes:
1. Uniforme fX (x) =
{
1
b−a , si x ∈ [a, b]
0 en otra parte
, FX (x) =

0, si x < a
x, si x ∈ [a, b]
1, si x > b.
2. Exponencial fX =
{
λe−λx, si x > 0
0, si x ≤ 0, , FX (x) =
{
1− e−λx si x > 0
0, si x ≤ 0.
3. Normal. FX (x) = 1σ√2pi
∫ x
−∞ e
−(x−µ
2σ
)
2
dx.
Definicio´n 2.2.3.7. Sea X v.a, la funcio´n de masa queda definida como sigue p : R → [0, 1],
tal que
p (x) = PX (x) = P [ω ∈ Ω: X (ω) = x].
Definicio´n 2.2.3.8. Sea X una v.a continu´a, se denomina funcio´n de densidad f de X a cualquier
funcio´n f : R→ R, tal que:
1. f (x) ≥ 0, ∀x ∈ R.
2. f es Riemann integrable.
3.
∫
Rfdx = 1. F (t) =
∫ t
−∞ f (x) dx.
Teorema 2.2.3.1. Sea X v.a continua, con funcio´n de densidad f y funcio´n de distribucio´n F ,
entonces se cumple:
1. F es continua.
2. Si f es continua en x entonces, F es derivable en x, tal que F ′ (x) = f(x).
3. Para todo [a, b] P (X ∈ (a, b)) = ∫ b
a
f (t) dt = F (b)− F (a).
Ver demostracio´n en [10].
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2.2.4 Esperanza o valor esperado de una v.a
Definicio´n 2.2.4.1. Sea (Ω,F, P ) un espacio de probabilidad y X una v.a real X ≥ 0, es decir
P-integrable. Se define la esperanza o valor esperado de X como,
E(X) =
∫
Ω
XdP.
E (X) =
n∑
i=1
XiP.
De igual forma se puede definir la esperanza de X como:
µ := E [g(X)] =
{∑
g (xi) f (xi) X v.a.d∫∞
−∞ g (xi) f(xi)dx X v.a.c.
Teorema 2.2.4.1. De
µ := E [g(X)] =
{∑
g (xi) f (xi) X v.a.d∫∞
−∞ g (xi) f(xi)dx X v.a.c.
se tiene que
E [g(X)] =
∫
Rg (t) dµX(t).
Ver demostracio´n en [10].
Si g (X) = X, entonces E (X) =
∑
xif(xi) o
E (X) =
∫∞
−∞ xif(xi)dx
Si X = X+ − X−, entonces E (X) = E(X+) − E(X−), siempre y cuando ninguna de estas
no sea∞.
Ejemplo 2.2.4.1. Conside´rese (Ω,F, P ) y X una v.a
1. Dada A ∈ F y sea X = IA, entonces la esperanza de X se define como sigue
E (X) =
∫
A
IAdP = P (A).
2. Sea Ω= {ω1, ω2, . . . .ωn}, F = ℘(Ω) y P ({ωj}) = pj , donde
∑
pj = 1, pj ≥ 0.
Entonces la esperanza de X se define como EX =
∫
Ω
XdP =
∑
j X(ωj)pj .
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3. Sea X =
∑n
j=1 γjIAj, γj ∈ R, Aj ∈ F , entonces EX =
∑n
j=1 γjP(Aj).
Proposicio´n 2.2.4.1. Sean X, Y v.a y a, b ∈ R, se cumple:
1. E (a) = a.
2. E (aX + b) = aE (X) + b.
3. E (X + Y ) = E (X) + E(Y ).
4. De 2 y 3 se sigue que E (aX + bY ) = aE (X) + bE(Y ).
5. Si X ≤ Y entonces E(X) ≤ E(Y ).
6. |E(X)| ≤ E |X|.
7. E (|X + Y |) ≤ E |X|+ E |Y |.
8. Si X, Y son v.a.i, entonces E [XY ] = E [X]E [Y ].
Proposicio´n 2.2.4.2. Dado P (X = x, Y = y) = P (X = x)P (Y = y), se tiene
E [XY ] =
∑
xyP (X = x, Y = y) =
∑
xyP (X = x)P (Y = y)
=
∑
xP (X = x) yP (Y = y)
=
∑
xP (X = x)
∑
yP (Y = y)
= E [X]E [Y ] .
Teorema 2.2.4.2. Convergencia mono´tona. Si Xn es una v.a no decreciente, de modo que
l´ımn→∞Xn = X entonces E [Xn]→ E [X] .
Teorema 2.2.4.3. Si Xn es una v.a no decreciente, de modo que Y ≥ Xn con Y integrable,
entonces: limn→∞E [Xn]→ E [X].∑
E [Xn] = E
[∑
Xn
]
.
Teorema 2.2.4.4. De Fatu. Sea Xn v.a tal que Y ≥ Xn con Y integrable, entonces:
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1. E(limXn) ≥ limE [Xn] .
2. E(limn→∞ infXn) ≤ limE [Xn] .
Teorema 2.2.4.5. Convergencia dominada de Lebesgue. Sea Xn v.a, [Xn] ≤ Y con Y
integrable, si l´ımn→∞Xn = X , entonces X es integrable y
limn→∞E [Xn] = E [X] ,
es decir,
E [l´ımn→∞ [Xn −X]] = 0.
Ver demostracio´n de los teoremas 2.2.4.2 a 2.2.4.5 en [5] y [10].
Definicio´n 2.2.4.2. Distribucio´n conjunta de probabilidad. Sean Xni=1 una v.a definida en
(Ω,F, P ), la distribucio´n de probabilidad conjunta, se define:
µ(X1, X2,....Xn)
(B) = P ((X1, X2, . . . Xn) ∈ B),
es decir se expresa como la probabilidad definida en Borel de Rn.
Sea f : Rn → R, una funcio´n medible, entonces
E (f (X1, X2, . . . .Xn)) =
∫
Rn
f (u1, u2, . . . .un) dµ(X1, X2, ...Xn)(u1, u2, . . . un).
Si f (u1, u2, . . . .un) ≥ 0, o f (X1, X2, . . . Xn) ∈ L1, entonces
E (f (X1, X2, . . . .Xn)) <∞.
Definicio´n 2.2.4.3. Concepto de independencia:
1. Sea A, B dos sucesos, se dice que A, B son independientes si
P (A ∩B) = P (A)P (B). Si A = (Ai) una familia de sucesos, se dice que son
independientes si P (Ani) =
∏
i P (Ani).
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2. Sean (Xi)
2
i=1 v.a en (Ω,F, P ); C, D borel de Rn, se dice que son independientes si
P (X1 ∈ C, X2 ∈ D) = P (X1 ∈ C)P (X2 ∈ D).
Igualmente si (Xi)
n
i=1 una familia de v.a, se dice que son independientes si
P (X1 ∈ A1, X2 ∈ A2, . . . Xn ∈ An) =
∏
i
P (Xi ∈ Ai)
3. Sean F, H σ-a´lgebras, se dicen que son independientes si para todo A ∈ F y para todo
B ∈ H , se tiene que A, B son independientes. Homo´logamente se dice que Fi es una
familia de σ-a´lgebras independientes si ∀Ai ∈ Fi, se tiene queAi, Aj son independientes,
es decir P (∩Ani) =
∏
i P (Ani).
Proposicio´n 2.2.4.3. Sea a, b ∈ R, y X, Y v.a.i, entonces:
1. V ar (aX + b) = a2V arX.
2. σ2 (aX + b) = a2σ2(X).
3. V ar (aX + bY ) = a2V ar (X) + b2V ar (Y ) .
2.2.5 Esperanza condicional
Definicio´n 2.2.5.1. La probabilidad condicional de un evento A ∈ F, y la condicio´n que B ∈ F
, cuando la probabilidad P (B) > 0, se define como sigue:
P (A | B) = P (A ∩B)
P (B)
.
Definicio´n 2.2.5.2. Fo´rmula de la multiplicacio´n. De la expresio´n anterior se llega a la fo´rmula
de la multiplicacio´n para n eventos A1, A2, . . . .An:
P
(
n⋂
i=1
Ai
)
= P (A1)P (A2 | A1)P (A3 | A1 ∩ A2) . . . .P (An | A1 ∩ · · · ∩ An−1) .
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Definicio´n 2.2.5.3. Probabilidad total. Dada una descomposicio´n contable de Ω:D= {D1, D2, D3, . . ..},
es decir Di ∈ F, P (Di) > 0, Di ∩Dj = ∅ con i 6= j,
⋃n
i Di = Ω, para cada A ∈ F se tiene la
probabilidad total:
P (A) =
∑
i≥1
P (A | Di)P (Di).
P (Di | A) = P (A | Di)P (Di)
P (A)
=
P (A | Di)P (Di)∑
i≥1 P (A | Di)P (Di)
, i = 1, 2, 3, . . .
Si se tiene la v.a discreta X , con X = x1, x2, . . . ., xn entonces
P (A) = P (X = xj) =
P (A | X = xj)P (X = xj)
P (X | xi)P (X = xj) .
Proposicio´n 2.2.5.1. Dado (Ω,F, P ), B ∈ F si P (B) > 0, entonces
P (· | B) : Esperanza o valor esperado→ [0, 1], definida como sigue
P (A | B) = P (A∩B)
P (B)
=
∫
R
IB
P (B)
dP,
es una medida de probabilidad con densidad f (ω) = IB(ω)
P (B)
con respecto a P (·), de esta manera
(Ω,F, P (· | B)) es un nuevo espacio de probabilidad. Ver demostracio´n en [5] y [10].
Definicio´n 2.2.5.4. La esperanza condicionada se define como sigue:
E (X | B) = E(XIB)
P (B)
=
1
P (B)
∫
B
XdP.
=
∫
Ω
X (ω) dP (ω | B) =
∫
Ω
IB (ω)
P (B)
X (ω) dP (ω) =
E(XIB)
P (B)
.
Tambie´n se cumple que:
E (IA | B) = E(IAIB)
P (B)
= P (A | B) ,
y
E (IC) = P (C).
Ejemplo 2.2.5.1. Si (Ω,F, P ) =
([−1
2
, 1
2
]
, B
([−1
2
, 1
2
])
, λ
)
donde λ es la medida de
Lebesgue, B =
[−1
2
, 1
2
]
; dado X (ω) = ω2 se puede probar que
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P (B | σ(X)) = 1
2
IB (ω) +
1
2
IB (−ω);
y
E (Y | σ(X)) = 1
2
Y (ω) + 1
2
Y (−ω) E (Y | X = x) .
E (X | B) = E(XIB)
P (B)
=
∫
[− 12 , 12 ]
ω2dω =
1
12
.
Teorema 2.2.5.1. Esperanza condicional dada una σ−a´lgebra. Sea (Ω,F, P ), H, M sub-σ-
a´lgebras de F y X, X1, X2, X3, . . . . v.a integrables, la esperanza condicionada cumple con
las siguientes propiedades:
1. E (aX1 + bX2 | H) = aE (X1 | H) + bE (X2 | H) con a, b ∈ R.
2. E (aX1 + b | H) = aE (X1 | H) + b.
3. E (E (X | H)) = E(X).
4. Si X es H-medible entonces E (X | H) = E(X).
5. Si X ≥ 0, entonces Y = E (X | H) ≥ 0. [E (X | H)] ≤ E ([X] | H).
6. Si 0 ≤Xn ↑ X , entonces E (Xn | H) ↑ E (X | H). Convergencia mono´tona.
7. Si [Xn(ω)] ≤ W (ω) ∀n ∈ N, E(W ) <∞ y Xn → X , entonces
E (Xn | H)→ E (X | H) y E ([Xn −X] | H)→ 0. Convergencia dominada.
8. Si Xn ≥ 0, entonces E (lim infXn | H) ≤ lim infE (Xn | H). Fatu.
9. Si f : R → R, es una funcio´n convexa, tal que E ([f(X)]) < ∞, entonces
E (f(X) | H) ≥ f (E(X) | H).
10. Si M es una sub-σ-a´lgebra de H, entonces
E (E (X | H) |M)) = E (X |M) .
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11. Si X es independiente de H, entonces E (X | H) = E (X) .
12. Si X es medible en H y E ([XX1]) <∞, entonces
E (XX1 | H) = XE (X1 | H).
Ver demostracio´n en [10].
Definicio´n 2.2.5.5. Dada A ∈ F y la sub-σ-a´lgebra H, P (A | H) := E (IA | H).
Ası´ P (A | H) es una v.a medible y para H ∈ H, se tiene
P (A ∩ F) =
∫
G
IAdP =
∫
G
P (A | H) dP.
Donde G esta´ en la σ−a´lgebra generada por H.
La probabilidad condicional del evento A dada la σ− a´lgebra FB se define como
P (A | FB) = P (A | B) IB + P (A | BC) IBC ,
y la esperanza
E (A | FB) = E (X | B) IB + E (X | BC) IBC .
Teorema 2.2.5.2. Dado (Ω,F, P ), H una sub − σ−a´lgebra de F; entonces existe una funcio´n
P (B | H) : (Ω,H)→ (R, B), tal que
P (A ∩B) = ∫
A
P (B | H) dP para cada A ∈ H.
Definicio´n 2.2.5.6. Sea Y, Y 1, Y2 . . . . v.a definidas en (Ω,F, P ), de modo que sus esperanzas
existen; sea X : (Ω,F)→ (Ω´, F´) una v.a yH una sub−σ−a´lgebra de F, entonces se cumplen
las siguientes propiedades:
Si X es una constante, entonces E (Y | X = x) = E (Y ) .
Si H = {∅, Ω}, entonces E (Y | H) = E(Y ).
Si Y es H medible, entonces E (Y | H) = Y .
SiX es una aplicacio´n biyectiva en (Ω,F) entonces E (Y | X = ω) = Y (ω) en distribucio´n c.s.
Si Y = a una constante, entonces E (Y | H) = a en probabilidad y E (Y | X = x) = a, en
distribucio´n y se cumple c.s.
Sea aEY1 + bEY2 bien definidas, integrables y con a, b ∈ R, entonces E((aY 1 + bY2) | H) =
aE (Y1 | H) + bE (Y2 | H), en probabilidad c.s y
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E((aY 1 + bY2) | X = x) = aE (Y1 | X = x) + bE (Y2 | X = x).
Teorema 2.2.5.3. Si Yn ≥ 0 y Yn ↑ Y c.s entonces
1. E (
∑∞
n=1 Yn | H) =
∑∞
n=1E (Yn | H), y
E (
∑∞
n=1 Yn | X = x) =
∑∞
n=1E (Yn | X = x).
2. (Yn | H) ↑ E (Y | H) en probabilidad c.s y (Yn | X = x) ↑ E (Y | X = x) en
distribucio´n c.s.
Proposicio´n 2.2.5.2. 1. Si Y es independiente, entonces E (Y | H) = E(Y ), en probabili-
dad c.s.
2. Si σ(X) es independiente, entonces E (Y | X = x) = E(Y ) en distribucio´n c.s.
3. Sea H1 ⊂ H2 ⊂M , entonces
E (E (Y | H2) | H1) = E (E (Y | H1) | H2) = E (Y | H1) ,
en probabilidad c.s.
4. Si f : (Ω,F)→ (Ω´, F´), entonces
E (E (Y | X) | f ◦X) = E (E (Y | f ◦X) | X) = E (Y | f ◦X) .
5. Si Z es medible en H y Y Z son integrables, entonces
E (Y Z | H) = ZE (Y | H) .
6. Si Z es medible σ(X), con Y y Y Z integrables, entonces
E (Y Z | x) = ZE (Y | X = x) .
7.
E (E (Y | H)Y | H) = E (Y | H)E (Y | H)E (E (Y | X = x)Y | X = x)
= E (Y | X = x)E (Y | X = x) .
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Teorema 2.2.5.4. (Desigualdad de Jensen). Sea φ:R → R una funcio´n convexa, X una v.a, X
integrable, entonces
φ(E (X | F)) ≤ E(φ (X) | F) .
φ(E (X)) ≤ E(φ (X))
Ver demostracio´n de los teoremas 2.2.5.3 y 2.2.5.4 en [5] y [10].
2.2.6 Ley de los grandes nu´meros
Si se considera un experimento aleatorio y un suceso A, al realizar n veces el experimento la
frecuencia relativa tiende a estabilizarse al crecer n y parecerse a la probabilidad teo´rica del
suceso A. La ley de los grandes nu´meros tambie´n da cuenta que en una serie de repeticiones
la probabilidad de un suceso posible puede ocurrir al menos una vez. Esta idea intuitiva acerca
de la ley sobre los grandes nu´meros se formaliza a trave´s de los teoremas y definiciones que se
presentan a continuacio´n.
Definicio´n 2.2.6.1. Ley de´bil los grandes nu´meros. Sea X1, X2, X3, . . . sucesio´n de v.a
definidas en (Ω,F, P ). Entonces el teorema o ley de´bil de los grandes nu´meros establece que(
|(X1+···+Xn)−E(X1+···+Xn)|
n
)
→ 0,
cuando n→∞.
Teorema 2.2.6.1. (Desigualdad de Tchebychev). SeaXn una sucesio´n de v.a.i conE(Xn) <∞
y sea  > 0 de modo que V (Xn) ≤ , para todo n, entonces
P
(
|(X1+···+Xn)−E(X1+···+Xn)|
n
≥ 
)
≤ V (X1+···+Xn)
n2
.
Haciendo Sn = X1 + · · ·+Xn, entonces
P
(
|(Sn)−E(Sn)|
n
≥ 
)
≤ V (Sn)
n22
.
De otro modo si X es una v.a de valor finito µ = E(X), entonces
P (|X − µ| ≥ ) ≤ V (X)
2
.
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Ası´, sea X una v.a con µ = E(X) y V (X) = σ2, entonces si  = σk, la desigualdad de
Tchebychev establece que
P (|X − µ| ≥ σk) ≤ σ
2
σ2k2
=
1
k2
.
Teorema 2.2.6.2. (de Markov) Si Xn∈N es una sucesio´n v.a con
limn→∞V
(
Xn
)
= 0,
donde
Xn =
Sn
n
,
entonces
Sn−E(Sn)
n
P→0 cuando n→∞.
Teorema 2.2.6.3. Si Xn∈N es una sucesio´n v.a.i.i.d de media finita µ, entonces Snn
P→µ cuando
n→∞.
Teorema 2.2.6.4. (Ley de´bil de los grandes nu´meros). Sea Sn = X1 +X2 + · · ·+Xn una suma
de v.a y sea  > 0 entonces
P
(
|(Sn)−E(Sn)|
n
≥ 
)
P→0 cuando n→∞,
o lo que es equivalente
P
(
|(Sn)−E(Sn)|
n
< 
)
P→ 1 cuando n→∞.
Definicio´n 2.2.6.2. Ley Fuerte de los grandes nu´meros.
Dado (Ω,F, P ) y Sn = X1+X2+· · ·+Xn una sucesio´n v.a la ley fuerte de los grandes nu´meros
establece que el promedio de las v.a converge casi siempre a la media poblacional, es decir
Sn
n
→ E(Sn).
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Definicio´n 2.2.6.3. Sea Xni i = 1, 2, . . . ., una sucesio´n de v.a tal que
E (Xn) = µn <∞, para todo n ∈ N
Se dice que Xni obedece a la ley de los grandes nu´meros si y so´lo si
(Xn − E(Xn)) c.s−→ 0.
Teorema 2.2.6.5. (Ley Fuerte de los grandes nu´meros). Sea X1, X2, . . . una sucesio´n de
v.a.i.i.d, E(Xn) = µ Sea Sn = X1 +X2 + · · ·+Xn entonces
P
(
limn→∞ Snn = µ
)
= 1,
es decir que
X1+X2+···+Xn
n
c.s−→E(Xn) cuando n→∞.
Teorema 2.2.6.6. (de Kolgomorov). Condicio´n suficiente para que se cumpla la ley de los
grandes nu´meros: dado X1, X2, . . . una sucesio´n de v.a.i, con E (Xn) = µn, V (Xn) = σ2n. Si∑∞
n=1
σ2n
n2
<∞, entonces Xi obedece a la ley fuerte de los grandes nu´meros.
Teorema 2.2.6.7. (de Khintchine). Sea X1, X2, . . . una sucesio´n de v.a.i.i.d, de modo que
E(Xn) = µ < ∞ para todo n ∈ N, entonces Xi, i = 1, 2, . . . .., n obedece a la ley fuerte de
los grandes nu´meros.
Ver demostracio´n de los teoremas 2.2.6.1a, 2.2.6.6 en [5], [10], [13] y [14].
2.2.7 Teorema central del lı´mite
El resultado y/o aplicacio´n de la convergencia en ley o en distribucio´n lo constituye el teorema
central del lı´mite. La versio´n ma´s simple de estos resultados consiste en la aproximacio´n de
la binomial a una distribucio´n normal N(x; ; µ; ; σ) con µ = np y σ =
√
np(1− p). En
condiciones generales el teorema del lı´mite central establece que la suma de n v.a.i tienden a la
distribucio´n normal a medida que n→∞.
Teorema 2.2.7.1. (de Moinvre). Si Xn∈N son v.a.i.i.d con distribucio´n de Bernoulli
P (Xi = 1) = p, P (Xi = 0) = 1− p para todo i entonces
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Sn−np√
np(1−p)
d→N(0, 1), cuando n→∞.
El teorema tambie´n se cumple para una distribucio´n binomial.
Teorema 2.2.7.2. (de Levi). Si Xn∈N son v.a.i.i.d con media µ y varianza σ2 finitas, entonces.
Sn − nµ
σ
√
n
d→N(0, 1).
Teorema 2.2.7.3. (de Lianpounov). Si Xn∈N son v.a.i y existe un δ > 0 tal que
1
V (Sδ+2n )
∑kn
k=1E(|Xk − E(Xk)|δ+2)−→n→∞0,
entonces
Sn−E(Sn)
V (Sδ+2n )
d→N(0, 1) cuando n→∞.
Ver demostracio´n de los teoremas 2.2.7.1 a 2.2.7.3 en [5] y [10].
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CAPI´TULO
3
TEORI´A DE LAS
MARTINGALAS
Muchos procesos y modelos matema´ticos consideran cantidades que cambian aleatoriamente
con el paso del tiempo, dichos modelos se denominan procesos estoca´sticos; es decir dada la
coleccio´n Xt de v.a, definidas en (Ω,F, P ) se denomina proceso estoca´stico, al comportamiento
de una v.a a trave´s del tiempo. Los principales procesos estoca´sticos son: Cadenas de Markov,
Procesos de Poisson, Movimiento Browniano y Martingalas.
El objetivo de este capı´tulo es describir las Martingalas y sus principales propiedades. Para
lograr este fin sera´ de especial importancia lo estudiado en el capı´tulo anterior, conceptos de
teorı´a de la medida y probabilidad y todo lo relacionado con esperanza condicional o valor
esperado de una v.a.
3.1 Referentes histo´ricos.
El te´rmino martingala proviene del france´s “MARTINGALE”, y e´ste de la ciudad de Martingue;
originariamente en Francia (siglo XVIII) se referı´a a un tipo de estrategia de juego, en la
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cual el apostador ganaba si al lanzar una moneda esta caı´a cara y perdı´a en caso contrario.
Comu´nmente se conoce con este nombre a una estrategia de juegos de azar que consiste en
multiplicar sucesivamente lo apostado en caso de pe´rdida, de modo que con el primer triunfo se
recupera todas las pe´rdidas anteriores; es decir que la teorı´a de las martingalas, como la mayorı´a
de los conceptos de probabilidad tiene su origen en los juegos de azar.
La introduccio´n de los conceptos de martingalas a la teorı´a de probabilidad fue hecha por Paul
Pierre Levy, por su parte Joseph Leo Doob desarrollo´ parte de la construccio´n teo´rica inicial,
quien las aplico´ a temas como ana´lisis funcional, geometrı´a diferencial estoca´stica, teorı´a de la
decisio´n, entre otros.
3.2 Teorı´a de la martingala
Definicio´n 3.2.1. Procesos estoca´sticos. Un proceso estoca´stico es una sucesio´n de v.a Xt,
t ∈ T definidas todas en (Ω, F, P ) y con valores en el mismo espacio de medida; con T ∈ N,
T ∈ R +o es un intervalo. La funcio´n Xt(ω) se denomina trayectoria del proceso.
Ejemplo 3.2.1. Si Xt es una coleccio´n de v.a, los siguientes casos representan procesos
estoca´sticos:
1. La utilidad Xt en do´lares obtenidas por un jugador en t lanzamientos de un dado
2. El tiempo de funcionamiento Xt, de un aparato electro´nico de marca t.
3. El precio St, de una accio´n en la bolsa de valores.
4. La cantidad Xt de agua observada en un lago despue´s de un tiempo t.
Definicio´n 3.2.2. Filtracio´n. Dado el espacio medible (Ω, F, P ), se llama filtracio´n a la
sucesio´n creciente de sub − σ− a´lgebras Ft de F, F1 ⊂ F2⊂ F3 ⊂ · · · ⊂ Ft. Donde
F∞ = σ(
⋃
t Ft).
Definicio´n 3.2.3. Espacio filtrado. Si (Ft) es una filtracio´n y (Ω, F, P ) es un espacio de
probabilidad a (Ω, F, (Ft), P ) se le denomina espacio filtrado.
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Definicio´n 3.2.4. Proceso previsible. Un proceso estoca´stico Xt es previsible con respecto a
una filtracio´n (Ft) si Xt es Ft−1 −medible para todo t.
Definicio´n 3.2.5. Filtracio´n natural. Sea X = Xt un proceso aleatorio y
FXt = σ(Xs : s ∈ [0, t]).
Filtracion generada por X, se le denomina filtracio´n natural.
Definicio´n 3.2.6. Un proceso estoca´stico se dice adaptado a la filtracio´n (Ft) si para cada t, Xt
es Ft −medible.
Definicio´n 3.2.7. Martingala. Una martingala se puede interpretar como un modelo de juegos
donde las v.a (X t) con t ∈ N, representa la fortuna del jugador despue´s de la t-e´nesima ronda
del juego y Ft representa la historia del juego en las primeras t rondas. La ganancia esperada
por el jugador despue´s la (t+ 1)−e´sima ronda de juego es
E (Xt+1 −Xt | X1 +X2, . . . Xt) = Xt −Xt = 0, esto es
E (Xt+1 | X1 +X2, . . . Xt) = Xt. (3.1)
E (Xt+1 | X1 +X2, . . . Xt) ≤ Xt. (3.2)
E (Xt+1 | X1 +X2, . . . Xt) ≥ Xt. (3.3)
Si el juego sucede como en (3.1) se dira´ que es justo; si sucede como en (3.2) el juego es
desfavorable al jugador si sucede como en (3.3) el juego favorece al jugador.
Definicio´n 3.2.8. Martingala. Sea X = X t un proceso estoca´stico definido en (Ω, F, (Ft), P ).
Se dice que Xt es una martingala si cumple las siguientes condiciones:
1. Xt es adaptado a la filtracio´n, es decir Xt es Ft −medible.
2. E(X t) <∞, es decir Xt es integrable para todo t.
3. E (Xt | Fs) = Xs c.s para todo t > s.
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Por el concepto de esperanza condicional visto en la definicio´n 2.2.5.4 la condicio´n 3 es
equivalente a ∫
B
E (Xt | Fs) dP =
∫
B
XsdP (respectivamente ≤, ≥),
para todo B ∈ Fs.
A la martingala Xt adaptada a la filtracio´n Ft se suele denotar por {Xt, Ft}.
Definicio´n 3.2.9. Supermartingala. Xt se denomina Supermartingala si se cumple la condicio´n
3.2en la definicio´n 3.2.7, es decir si en vez de la condicio´n-propiedad 3.1, tenemos que
E (Xt | Fs) ≤ Xs c.s para todo t > s.
Definicio´n 3.2.10. Submartingala. Xt se denomina Submartingala si cumple la condicio´n 3.3
dada en la definicio´n 3.2.7, es decir si E (Xt | Fs) ≥ Xs c.s para todo t.
Definicio´n 3.2.11. Se dice que Xt es una martingala, submartingala o supermartingala si
{Xt, σ (X1, X2, . . . Xt)} lo es.
Proposicio´n 3.2.1. (Propiedades de las martingalas).
1. Sea {Xn, Fn} una martingala, supermartingala o submartingala, entonces
E (Xn+k | Fn) = Xn.
Para cada k, n ∈ N.
Demostracio´n. En efecto por la definicio´n de esperanza y propiedades de la misma
(proposicio´n 2.2.4.1, teorema 2.2.5.1), sin pe´rdida de generalidad para k = 2, tenemos
E (Xn+2 | Fn) = E (E (Xn+2 | Fn+1) | Fn) = E (Xn+1 | Fn) = Xn k, n = 1, 2 . . .
2. Sean {Xn, Fn} y {Yn, Fn} martingalas (respectivamente supermartingala, submartin-
gala) y a, b ∈ R+, entonces {aXn + bYn} es una martingala (respectivamente una super-
martingala, submartingala).
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Demostracio´n. En efecto aplicando propiedades de la esperanza (definicio´n 2.2.5.6 y
teorema 2.2.5.1):
E (aXn+1 + bYn | Fn) = E (aXn+1 | Fn) + E (bYn+1 | Fn)
= aE (Xn+1 | Fn) + bE (Yn+1 | Fn)
= aXn + bYn,
respectivamente (≤, ≥).
3. Sea {Xn, Fn} una martingala, entonces {Xn, σ(X1, X2, . . . , Xn)} es tambie´n una
martingala.
Demostracio´n. Como σ(X1, X2, . . . , Xn) ⊂ Fn, entonces por la proposicio´n 2.2.5.2
parte 3
E (E (Xn+1 | Fn) | σ(X1, X2, . . . , Xn)) = E (Xn | σ(X1, X2, . . . , Xn)) = Xn,
(respectivamente ≤, ≥).
4. El hecho que {Xn, Fn} sea una martingala, supermartingala, submartingala significa que∫
B
E (Xn+1 | Fn) dP =
∫
B
Xn+1dP =
∫
B
XndP (≤, ≥),
para todo B ∈ F y n ∈ N. Si B = Ω entonces se tiene que en una martingala E(Xn)
permanece constante, en la supermartingala decrece y en la submartingala crece.
5. Sea {Xn, Fn} es una martingala, entonces
E (Xn+1 | X1 = x1, X2 = x2, . . . , Xn = xn) .
Demostracio´n. En efecto si B ∈ σ(X1, X2, . . . , Xn), entonces
B = {ω : (X1, X2, . . . , Xn) (ω) ∈ B} .
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Sea X = (X1, X2, . . . Xn) por la proposicio´n 2.2.5.2 se tiene∫
B
Xn+1dP =
∫
B
E (Xn+1 | σ(X1, X2, . . . , Xn)) dP
=
∫
B
E (Xn+1 | X1 = x1, X2 = x2, . . . , Xn = xn) dPX
=
∫
B
Xn+1dP =
∫
B
XndP =
∫
B
xndPx( ≤, ≥).
6. Sean {Xn, Fn} y {Yn, Fn} submartingalas, supermartingalas entonces {min(Xn, Yn), Fn}
es una supermartingala y el {max(Xn, Yn),Fn} es una submartingala.
Demostracio´n. En efecto, al ser E (Xn+1 | Fn) ≤ Xn y E (Yn+1 | Fn) ≤ Yn para todo n;
min(Xn+1, Yn+1)
{
≤ Xn+1
≤ Yn+1.
Aplicando las propiedades de la esperanza condicional se tiene
E(min(Xn+1,mYn+1)
∣∣ Fn) ≤ {E(Xn+1 | Fn) ≤ Xn
E(Yn+1 | Fn) ≤ Yn
para todo n.
Ası´ E
(
min(Xn+1, Yn+1)
∣∣ Fn)) ≤ min(Xn, Yn). La demostracio´n para el max
(submartingala) es similar (homo´loga) que la dada para el min (supermartingala).
7. Si V es un vector aleatorio definido como 2.2.1.2, entonces de la igualdadE (E(X | Y )) =
E(X), se sigue que E (E (X | Y, V ) | V ) = E (X | V ) .
8. Sea {Xn, Fn} una submartingala y f :R → R una funcio´n creciente y convexa, f(Xn)
integrable para todo n, entonces {f(Xn), Fn} es una submartingala.
Demostracio´n. En efecto, por teorema 2.2.5.5 (Desigualdad de Jensen) se tiene:
E (f(Xn+1) | Fn) ≥ f (E(Xn+1 | Fn)) c.s; ahora por ser {Xn, Fn} una submartingala
E (Xn+1 | Fn) ≥ Xn y f (E(Xn+1 | Fn)) ≥ f(Xn),
por ser f creciente; por tanto
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E (f(Xn+1) | Fn) ≥ f(Xn)
c.s.
9. Sea {Xn, Fn} una martingala y f :R → R una funcio´n convexa, f(Xn) integrable para
todo n, entonces {f(Xn), Fn} es una submartingala. La demostracio´n es similar que la
de la propiedad anterior.
10. Sea {Xn, Fn} una submartingala, {−Xn, Fn} es una supermartingala. Con esta
propiedad se deja ver que cada resultado para submartingala tiene su equivalencia o
resultado paralelo para supermartingala.
11. Si X = Xn , n ∈ N es una martingala en Fn, entonces X = X2n n ∈ N (con las v.a
dos veces integrables), X = X+n n ∈ N, X = X−n n ∈ N y X = |Xn| n ∈ N son
submartingalas.
A continuacio´n se presentan ejemplos buscan ilustrar y dar ma´s claridad a las definiciones y/o
propiedades presentadas hasta aquı´ acerca de martingalas.
Ejemplo 3.2.2. Sea Y, Y 1, Y2, Y3 . . . . una sucesio´n de v.a.i, con E(Y n) = 1 ∀n. Dado
Xn =
∏n
i=1 Yi, entonces {Xn, σ ( Y 1, Y2, . . . , Y n)}, es una martingala.
En efecto
E (Xn+1 | σ (Y, Y 1, Y2, . . . , Y n)) = E (XnYn+1 | σ (Y, Y 1, Y2, . . . , Y n))
= XnE (Yn+1 | σ (Y, Y 1, Y2, . . . , Y n))
= XnE (Yn+1) = XnE (Yn) = Xn.
Ejemplo 3.2.3. Sea Y, Y 1, Y2, Y3 una sucesio´n de v.a.i con E(Y n) = 0, ∀n. Dado Xn =∑n
i=1 Yi , entonces {Xn, σ ( Y 1, Y2, . . . , Y n)} es una martingala.
En efecto
E (Xn+1 | σ (Y, Y 1, Y2, . . . , Y n)) = E (Xn+Y n+1 | σ (Y, Y 1, Y2, . . . , Y n))
= Xn + E (Yn+1 | σ (Y, Y 1, Y2, . . . , Y n))
= Xn + E (Yn+1) = Xn + E (Yn) = Xn.
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Ejemplo 3.2.4. Si X es una v.a integrable y Xn = X para cada n, entonces Xn es una
martingala.
En efecto por propiedad 3
E (E (Xn+1 | Fn) | σ(X1, X2, . . . , Xn)) = E (Xn | σ(X1, X2, . . . , Xn)) = Xn.
Ejemplo 3.2.5. Sea Y una v.a integrable y Fn una sucesio´n creciente de sub − σ−a´lgebras, si
Xn = E (Y | Fn), entonces {Xn, Fn} es una martingala. Como
(Xn+1 | Fn) = E (E (Y | Fn+1) | Fn) = E (Y | Fn) = Xn
Ejemplo 3.2.6. Sea X 1, X2, . . . , Xn una martingala, entonces X21 , X22 , . . . , X2n es una
submartingala. (Desigualdad de Cauchy-Schwartz)
Ejemplo 3.2.7. Sean X, Y 1, Y2 . . . v.a arbitrarias, tales que E (|X|) <∞ y sea
M n = E (X | Y1, Y2, . . . , Yn), entonces M n con n ≥ 1 es una martingala respecto a Yn.
En efecto
E (Xn+1 | Y1, Y2, . . . , Yn) = E (E (X | Y1, Y2, . . . , Yn+1) | Y1, Y2, . . . , Yn)
= E (X | Y1, Y2, . . . , Yn)
= M n.
Definicio´n 3.2.12. Cruces. Sea xn una sucesio´n de nu´meros reales y a < b; se dice que xn cruza
el intervalo entre a y b si existen m < n tales que
xm < a < b < xn. El nu´mero de veces que esto sucede es el nu´mero de cruces, que se designa
como β(a, b).
Los dos teoremas que se dan a continuacio´n muestran que para todo intervalo [a, b], con a < b,
el nu´mero de veces que la sucesio´n X0, X1, . . . , Xn atraviesa el intervalo de abajo hacia arriba
esta´ controlado por el valor esperado de la ultima variable Xn
Teorema 3.2.1. (del cruce de Doob) Si {Xk, Fk} una submartingala con
k = 1, 2, . . . , n, si a y b son nu´meros reales, tales que b > a, entonces
E(β(a, b)) ≤ E((Xn − a)
+)
b− a .
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Este resultado se aplica a la marcha aleatoria (caso discreto) y al movimiento Browniano (caso
continuo).
Teorema 3.2.2. (Convergencia submartingala de Doob) Sea {Xn, Fn} una submartingala y
supE(X+n ) <∞, entonces existe una v.a integrable X∞ de modo que limn→∞Xn = X∞ c.s,
con X∞, F∞ − medible y F∞ = σ(
⋃
n Fn). En efecto, como X
+
n ≤ |Xn|, de la proposicio´n
2.1.3.1 se tiene que
|Xn| = X−n +X+n = X+n +X+n −Xn = 2X+n −Xn.
Demostracio´n. Por monotonı´a de esperanza para submartingalas
E (|Xn|) = 2E (X+n )− E(Xn) ≤ 2E (X+n )− E(X1).
Ahora supongamos que P (limnsupXn > limninfXn) > 0; entonces de aquı´ se tiene
(limnsupXn > limninfXn) =
⋃
a < b
racional
(limnsupXn > b > a > limninfXn).
Entonces existe a y b, de modo que P (limnsupXn > b > a > limninfXn) > 0
Sea βn(a, b) el nu´mero de cruces de (a, b) realizados por la submartingala Xn y
limβ∞ (a, b) := limn→∞βn(a, b)
E(βn(a, b)) =
E(Xn−a)+
b−a ≤
E(X+n )+|a|
b−a ,
y por este teorema
E(β∞(a, b)) := limn→∞E(βn(a, b)) ≤
supnE (X
+
n ) + |a|
b− a <∞.
No obstante esto contradice que
P (limnsupXn > b > a > limninfXn) > 0,
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de donde se sigue con probabilidad positiva que
β∞ =∞.
Ası´
P (limnsupXn = limninfXn) = 1 y
limn→∞Xn = X∞ c.s. Por el Lema de Fatou se tiene que
E (|X∞|) = E(limninf |Xn| ≤ limninfE(|Xn|) ≤ supnE(|Xn|) <∞,
y por tanto E (|X∞|) <∞.
Si se considera la σ−a´lgebra F∞ = σ(
⋃∞
n=1 Fn), por ser cada Xn es F∞ −medible, entonces
X∞ es F∞ −medible.
Proposicio´n 3.2.2. Como resultado del teorema 3.2.2 se verifica:
Sea {Xn, Fn} una submartingala no positiva, entonces limn→∞Xn = X∞ c.s, donde X∞ es
una v.a integrable.
Sea {Xn, Fn} una supermartingala no negativa, entonces limn→∞Xn = X∞ c.s, donde X∞
es una v.a integrable.
Teorema 3.2.3. (Desigualdad para submartingalas). Sea X1, X2, . . . , Xn una submartingala
respecto a una filtracio´n Fi, i = 1, 2, . . . ., n, entonces para  > 0
P (maxi≤nXi ≥ ) ≤ 1

E(|Xn|).
El teorema admite la siguiente interpretacio´n: el taman˜o del conjunto al que pertenece el
maxi≤n Xi de una submartingala esta´ controlado o acotado por la esperanza de la parte positiva
del u´ltimo te´rmino que interviene en el ma´ximo. Ver demostracio´n del teorema 3.2.3 y de la
proposicio´n 3.2.2 en [10].
Proposicio´n 3.2.3. Cada supermartingala no negativa converge c.s hacia una v.a integrableX∞,
F∞ −medible, tal que {Xn, Fn}, con n ∈ N ∪ {∞} es una supermartingala.
Demostracio´n. Por ser {Xn, Fn} una supermartingala, E(Xn) ≤ E(X1), por el teorema
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de la convergencia (Teorema 3.2.2) se tiene la convergencia. Ahora se debe mostrar que
E (X∞ | Fn) ≤ Xn, es decir mostrar que es una supermartingala. Sea n ∈ N cualquie-
ra y fijo, para n < m Xm ≥ 0 c.s, por la propiedad para supermartingalas, para A ∈ Fn∫
A
XmdP ≤
∫
A
XndP , por el teorema de Fatou
∫
A
E (X∞ | Fn) dP =
∫
A
X∞dP
=
∫
A
limm→∞infXmdP ≤ limm→∞inf
∫
A
XmdP
≤
∫
A
XndP.
Por las propiedades de la esperanza condicional se tiene que
E (X∞ | Fn) ≤ Xn.
Definicio´n 3.2.13. Se dice que una sucesio´nXn, es adaptada si para todo n,Xn es Fn−medible;
y es previsible si para todo n, Xn es Fn−1 −medible.
Teorema 3.2.4. (Descomposicio´n cano´nica de submartingalas). Toda submartingala {Xn, Fn}
puede descomponerse de manera u´nica como:
Xn = Mn+An,
donde {Mn, Fn} es una martingala yAn es un proceso creciente y previsible, es decirAn∈ Fn,
el proceso An se le denomina compensador previsible de Xn.
Con este teorema se muestra que toda sucesio´n Xn de v.a, adaptada e integrable se le puede
asociar un proceso previsible X˜ u´nico, nulo en cero, tal que Xn − X˜ sea una martingala, o sea
Xn =
(
Xn − X˜n
)
+ X˜n,
es denominada la descomposicio´n cano´nica de X .
Ver demostracio´n en [14].
51
3.3 Martingalas inversas
3.3 Martingalas inversas
Dado (Ω, F, P ) , se considerara´ sobre e´l una sucesio´n de sub − σ−a´lgebras F ⊃ H1 ⊃
H2 · · · ⊃ Hn ⊃ Hn+1 ⊃ . . . , se tiene una filtracio´n inversa (Hn) donde n ∈ N o n ∈ B(R)
Definicio´n 3.3.1. Martingala inversa. Sea (Ω, F, P ), Xn una sucesio´n de v.a y (Hn)
una filtracio´n inversa, se dice que {Xn, Hn} es una martingala inversa (respectivamente
supermartingala inversa, submartingala inversa) si
1. Xn es Hn−medible para todo n.
2. Xn es integrable, para todo n.
3. E (Xn | Hn+1) = Xn+1 para cada n.
Definicio´n 3.3.2. Submartingala inversa. Se dice que {Xn, Hn} es una submartingala inversa
si se cumplen las condiciones:
1. Xn es Hn −medible para cada n.
2. Xn es integrable, para cada n.
3. E (Xn | Hn+1) ≥ Xn+1 para cada n.
Definicio´n 3.3.3. Supermartingala inversa. Se dice que {Xn, Hn} es una supermartingala
inversa si se cumplen las condiciones:
1. Xn es Hn −medible para cada n.
2. Xn es integrable, para cada n.
3. E (Xn | Hn+1) ≤ Xn+1 para cada n.
Definicio´n 3.3.4. Filtracio´n inversa natural. Sea Xn una sucesio´n de v.a se denomina filtracio´n
inversa natural (Hn)a Hn = σ(Xn, Xn+1, Xn+2 . . . ) filtracio´n generada por Xn.
Las propiedades y/o resultados obtenidos para martingalas, submartingalas, supermartingalas
tienen una versio´n equivalente para las martingalas, submartingalas inversas.
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3.4 Martingala e integrabilidad uniforme
En este aparte se muestra que una martingala es uniformemente integrable si so´lo si se puede
expresar como
(Y | Fn) = Xn,
para una v.a Y fija.
Por su parte la integrabilidad uniforme se relaciona con el hecho de adjuntar un u´ltimo elemento
X∞ a una martingala de forma que se cumpla: (X∞ | Fn) = Xn, para todo n, esto es se conserva
la propiedad martingala.
Proposicio´n 3.4.1. Sea Y una v.a integrable sobre (Ω, F, P ), sea Hi una familia de sub −
σ−a´lgebra de F, entonces las v.a Xi = E (Y | Hi) son uniformemente integrable, es decir∫
|Xi|≥c |Xi| dP −→ 0 cuando c −→∞ uniformemente en n
Teorema 3.4.1. Sea Fn una filtracio´n de F y sea F∞ = (
⋃∞
n=1 Fn) si Y es una v.a integrable
y Xn = E (Y | Fn), entonces {Xn,Fn} es una martingala uniformemente integrable que
converge c.s en media hacia (Y | F∞).
Teorema 3.4.2. Sea {Xn,Fn} una submartingala uniformemente integrable. Entonces:
1. Existe una v.a integrable X∞ tal que Xn
c.s−→X∞ cuando n −→∞.
2. Xn
media−→∞.
3. {Xn, Fn, X∞, F∞} es una submartingala; esto es X∞ es el u´ltimo elemento de la
submartingala.
Teorema 3.4.3. El siguiente teorema es consecuencia de los anteriores. Si {Xn,Fn} es una
martingala uniformemente integrable si y so´lo si existe una v.a integrable tal que Xn =
E (Y | Fn); Xn media c.s−→ E (Y | F∞), cuando n −→∞.
Teorema 3.4.4. Si {Xn,Fn} es una submartingala no negativa con u´ltimo elemento, entonces
Xn con n ∈ N es uniformemente integrable.
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Proposicio´n 3.4.2. SiXn con n ∈ N son v.a integrables y existe p > 1 tal que supnE(|Xn|p) <
∞ entonces Xn es uniformemente integrable.
Teorema 3.4.5. Sea {Xn,Fn} una martingala o una submartingala no negativa con
supnE (|Xn|p) = M <∞ entonces Xn con n ∈ N es uniformemente integrable.
Ver demostracio´n de las proposiciones 3.4.1, 3.4.2 y de los teoremas 3.4.1 a 3.4.4 en [10] y [14].
3.5 Tiempo de paro
Los tiempos de parada o tiempos de Markov es uno de los conceptos fundamentales en la teorı´a
de la probabilidad; la teorı´a de tiempo de paro es esencial en la teorı´a de la decisio´n secuencial
y en la teorı´a de control estoca´stico.
Definicio´n 3.5.1. Un tiempo aleatorio denotado por T , esto es una funcio´n medible de valores
enteros se denomina tiempo discreto de parada, si los eventos T = n pertenecen a Fn.
Definicio´n 3.5.2. Sea (Ω, F, P ) y sea Fn una filtracio´n, una variable T = T (ω) con valores
{1, 2, 3, . . . }, se llama tiempo de parada con respecto a Fn (v.a independiente del futuro), si
para cualquier n ≥ 1 {ω : T (ω) ≤ n} ∈ Fn, esta expresio´n es equivalente a decir que para
cualquier n ≥ 1
{ω : T (ω) = n} ∈ Fn,
pues
{ω : T (ω) = n} = {ω : T (ω) ≤ n} − {ω : T (ω) ≤ n− 1}, las cuales pertenecen a Fn.
Observacio´n 3.5.1. Es de notar que
{T =∞} = {T <∞}C ∈ F = F∞,
y tambie´n
{T ≤ n} ∈ Fn ⇐⇒ {T > n} ∈ Fn.
Cualquier constante no negativa es un tiempo de paro.
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Observacio´n 3.5.2. El concepto de tiempo de parada o de paro se puede verse como una v.a
de valores enteros no negativos (caso discreto) o de valores no negativos (en el caso continuo),
de modo que los eventos que ocurren pertenecientes a ese tiempo, pueden ser contados en el
pasado, es decir pertenecen a la σ−a´lgebra que da informacio´n acerca del pasado.
Ejemplo 3.5.1. Sea Tn el tiempo que utiliza un empleado atendiendo a la persona n−e´sima en
un almace´n. El tiempo de paro T indica el tiempo durante el cual se observa la atencio´n, desde
que el primera persona empieza a ser atendido, es decir T indica el tiempo en que se detiene la
observacio´n.
Ejemplo 3.5.2. Tiempo que demora un proceso estoca´stico en llegar a un conjunto: sea
Xn , n=1, 2, ... una sucesio´n de v.a a valor real; Fn = σ {Xm : m ≤ n}, es decir filtracio´n
engendra por la sucesio´n de v.a; a ∈ R.
Ejemplo 3.5.3. T = min {n : Xn > 0}, es decir la primera vez que ocurre un hecho es un
tiempo de paro.
Ejemplo 3.5.4. Sea X1, . . . X8 una martingala finita y sea
T = max {n ≤ 8 : Xn < 0}, es decir la u´ltima vez que ocurre un hecho no es un tiempo de
parada. En efecto para determinar si es cierto o no que la u´ltima vez que la v.a X fue negativa,
en un tiempo cualquiera, 6 por ejemplo se necesita saber que´ paso´ en los tiempos futuros n > 6,
por ello {T = 6} /∈ F6, luego T , en estas condiciones no es un tiempo de paro.
Proposicio´n 3.5.1. T es un tiempo de paro con respecto a Fn, n ≥ 0 si y so´lo si {T < n} ∈ Fn
para todo n <∞.
Proposicio´n 3.5.2. Si S y T son dos tiempos de paros, entonces:
1. S + T , es un tiempo de paro.
2. Sup(S, T ) y inf(S, T ) son tiempos de paros.
Proposicio´n 3.5.3. Si Tn n ≥ 0 es una sucesio´n de tiempos de paro con respecto a Fn, entonces
sup(Tn), es un tiempo de paro. Si Fn n ≥ 0 es continu´a a la derecha, entonces inf(Tn),
limsup(Tn), lim inf (Tn) son tiempos de paro con respecto a Fn n ≥ 0.
Ver demostracio´n de las proposiciones 3.5.1 a 3.5.3 en [14].
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1. Toda constante es un tiempo de paro.
2. Una v.a con valores en T ∪{∞} es un tiempo de paro si y so´lo si {T (ω) ≤ n} ∈ Fn, para
todo n.
3. FT es una σ−a´lgebra.
4. Si S y T son dos tiempos de paro, con S ≤ T , entonces FS ⊂ FT .
5. De la propiedad anterior se sigue: sea A ∈ FT , entonces
A
⋂ {S ≤ n} = (A⋂ {T ≤ n})⋂ {S ≤ n} ∈ Fn, ası´ A ∈ FS .
6. Si S y T son dos tiempos de paro, entonces S
⋂
T y S
⋃
T son tiempo de paro.
7. Sea X = Xn un proceso Fn adaptado y T un proceso de paro con respecto a dicha
filtracio´n, el proceso estoca´stico parado en T : XT = XTn se define mediante la expresio´n:
XTn (ω) = Xn∧T (ω)(ω).
Proposicio´n 3.6.1. Si {Xn, Fn} es una martingala (submartingala, supermartingala) y T un
tiempo de paro, el proceso parado con respecto a T , {Xn∧T , Fn} es tambie´n una martingala
(submartingala, supermartingala).
Demostracio´n. En efecto, para todo n ∈ N , se tiene que
Xn∧T =
∑n
m=1 XmI{T=m} +XnI{T>n},
y por tanto las variables Xn∧T son Fn −medibles e integrables. De igual modo
X(n+1)∧T −Xn∧T = I{T>n}(Xn+1−Xn).
Tomando esperanza se tiene
E
(
X(n+1)∧T −Xn∧T
∣∣ Fn) = I{T>n}E (Xn+1 −Xn | Fn) = 0.
Ası´ {Xn∧T , Fn} es una martingala.
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Proposicio´n 3.6.2. Sean T1 y T2 dos tiempos de paro, entonces:
1. Los eventos {T1 < T2}, {T1 ≤ T2}, {T1 = T2} ∈ FT1 ∩ FT2 .
2. Si D es un conjunto numerable en [0, ∞) , una funcio´n T : Ω −→ D es tiempo de paro
si y so´lo si para todo d ∈ D, {T = d} ∈ Fd.
Definicio´n 3.6.1. Sea T un tiempo de paro, la σ−a´lgebra FT , se puede definir como sigue
A ∈ FT si y so´lo si A
⋃ {T ≤ t} ∈ Ft para todo A ∈ F. FT es la σ−a´lgebra de los eventos
anteriores y hasta T pero no despue´s de T .
Proposicio´n 3.6.3. Sea T un tiempo de paro finito con respecto a {Xn,Fn}, se define la funcio´n
XT : Ω −→ R de tal forma que a cada ω se le asocia
XT (ω) =
∞∑
n=1
Xn (ω) I{T=n}(ω).
Indica el valor que toma Xn en el punto ω, si T ha tomado en el punto ω el valor n.
Ver demostracio´n de las proposiciones 3.6.2 y 3.6.3 en [10] y [14].
Teorema 3.6.1. Sea {Xn,Fn} una martingala y S, T dos tiempos de paros acotados tales
que S ≤ T entonces XS y XT son integrables y XS = E (XT | FT ) respectivamente
XS ≤ E (XT | FT ).
Demostracio´n. En efecto, como T es acotado se puede escoger un entero k ≥ T , de modo que
|XS| ≤ |XS|+ · · ·+ |Xk|,
con XS integrable. De modo similar se obtiene que XT es integrable. Sea B ∈ FS , para
cualquier j ≤ k se tiene B ∩ {S = j} ∈ Fj de donde∫
A∩{S=j} (Xk −Xj) dP = 0,
y ∫
A∩{S=j} (Xk −Xj) dP ≥ 0,
en el caso de una submartingala.
Sumando sobre j se obtiene
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E (Xk −XS | FS) = 0 E (Xk −XS | FS) ≥ 0,
siendo una submartingala.
Para obtener
E (XT | FS) = XS(XS ≤ E (XT | FS)),
basta aplicar
E (Xk −XS | FS) = 0 al proceso parado en T ya que XTn es una martingala (respectivamente
submartingala), si Xn es una martingala respectivamente submartingala. Ası´,
0 = E
(
XTk −XTS
∣∣ FS) = E (XT∧k −XT∧S | FS) = E (XT −XS | FS) .
Observacio´n 3.6.1. Si Xn con n ≥ 0 una martingala y T un tiempo de paro acotado por k,
entonces, EX0 ≤ EXT ≤ EXk.
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CAPI´TULO
4
MODELOS DE PRECIOS DE
ACCIONES. APLICACIO´N DE
LAS MARTINGALAS
En el Capı´tulo I se describio´ los conceptos de Operaciones financieras, Futuros, Forward y
Opciones. En este capı´tulo se desarrollan modelos matema´ticos que permiten describir el valor
o precio de estos contratos financieros, especialmente el valor de opciones sobre acciones, los
modelos que describen la evolucio´n en el precio de una accio´n y se establece la relacio´n de estos
modelos con la teorı´a de las martingalas.
El objetivo de este capı´tulo es entonces describir los modelos de precios de acciones y sus
detalles matema´ticos; enumerar y mostar las propiedades que hacen que dichos modelos puede
utilizar para analizar la evolucio´n del precio de una accio´n y de una opcio´n sobre acciones, y
finalmente mostar que las martingalas son apropiadas para describir los precios en el mercado
bursa´til. Para lograr este fin se aborda el modelo Binomial (para el caso discreto) y algunos
apartes del modelo de Black-Scholes (para el caso continuo).
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Se desarrollan a continuacio´n los dos modelos que son propicios para describir el comporta-
miento en el precio de una accio´n y de una opcio´n sobre acciones. Para el caso discreto se
aborda el modelo binomial, el cual tambe´n es propicio para valuar una opcio´n sobre acciones
sea e´sta americana o europea, call o put. En el caso continuo se aborda el modelo de Black
Scholes, teniendo como referente so´lo el valor de la opcio´n (call o put) cuando e´sta es de tipo
europeo.
4.1 Modelo binomial
La importancia del modelo binomial radica principalmente en que en e´l se evidencian
claramente los conceptos de arbitraje, valuacio´n y su relacio´n con la probabilidad neutra
al riesgo; es un modelo discreto, que con un nu´mero suficiente de pasos da una buena
aproximacio´n a los modelos de tiempo continuo; en este modelo se puede desarrollar la teorı´a
y conceptos de esperanza condicional y martingalas.
Para determinar las caracterı´sticas del modelo binomial y co´mo este es apropiado para describir
el precio de una accio´n ordinaria y valuar una opcio´n sobre acciones, se va a considerar algunos
conceptos previos y ejemplos nume´ricos sencillos.
4.1.1 Distribucio´n binomial
Sea X una v.a, se dice que X tiene una distribucio´n binomial si y so´lo si su distribucio´n de
probabilidad esta´ dada por:
B (x;n, p) =
(
n
x
)
px(1− p)n−x. (4.1)
Donde n ∈ N; x = 0, 1, 2, . . . , n; 0 < p < 1.
En una distribucio´n binomial se cumple:
E (X) = np; ; V ar (X) = np (1− p) . (4.2)
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4.1.2 Arbitraje en un modelo binomial
El concepto de arbitraje es uno de los elementos ma´s importante en la valuacio´n de activos
financieros como las acciones; a continuacio´n se detalla el concepto de arbitraje en un modelo
binomial, se inicia definiendo arbitraje en un modelo binomial de un periodo para ma´s adelante
extenderlo a modelos binomial de n perı´odos.
Definicio´n 4.1.2.1. Oportunidad de arbitraje. Una oportunidad de arbitraje es la posibilidad de
recibir ganancias sin usar el capital propio; en una oportunidad de arbitraje no hay la posibilidad
o riesgo de obtener pe´rdidas.
Definicio´n 4.1.2.2. Sea S(t) el capital de un inversionista que invierte en la bolsa de valores, con
0 < t ≤ T ; se dice que existe una oportunidad de arbitraje para el inversionista, si empezando
con el capital S (0) = 0, el capital S(T ) cumple:
S (T ) ≥ 0 y P ({S(T ) > 0}) > 0. (4.3)
Es decir que el inversor no tiene nunca deudas y siempre tiene posibilidad de ganar.
Como en el mundo real, cuando se invierte en acciones, siempre hay posibilidad de ganar
o perder, para describir el precio de acciones por medio del modelo binomial se impondra´n
algunas restricciones, de forma tal que no exista oportunidad de arbitraje, es decir imponer el
principio expresado en la definicio´n 1.5.4.
4.1.3 Mercado de acciones en un modelo binomial de un perı´odo
Partiendo del supuesto que en t = 0 para un inversionista existen como oportunidades de
inversio´n compra o venta de acciones a un precio actual
S1 (0) = S0 > 0 y precio futuro como se muestra en (4.4) y (4.5):
S (T ) =
{
C(1 + r)t +HS0U con probabilidad p
C(1 + r)t +HS0D con probabilidad q.
(4.4)
S (T ) =
{
CerT +HS0U con probabilidad p
CerT +HS0D con probabilidad q.
(4.5)
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Donde: q = 1 − p y 0 < p < 1. C representa el capital invertido en t = 0 y H el nu´mero de
acciones negociadas en t = 0;
ma´s adelante se detallan las variables U y D.
De acuerdo a (4.4) en t = 0 un inversionista podra´ invertir su dinero comprando o pidiendo
acciones; pidiendo dinero prestado o invirtie´ndolo. En caso de necesitar ma´s acciones de las
que le permite el capital inicial C podra´ prestar dinero; en caso de que invierta menos dinero
del capital inicial C, invertira´ el resto en alguna operacio´n sin riesgo, en depo´sito a te´rmino fijo,
por ejemplo, si
U > D ≥ erT ,
entonces se tomarı´a como estrategia tomar el pre´stamo, se compran acciones, al final de
perı´odo de maduracio´n (T ) se paga el pre´stamo y se recogen los beneficios de las acciones;
ası´ −C = HS0 > 0, obteniendo para los casos de intere´s discreto y continu´o:
S (T ) =
{−gS0C(1 + r)t +HS0U con probabilidad p
−gS0C(1 + r)t +HS0D con probabilidad q. (4.6)
S (T ) =
{−gS0CerT +HS0U con probabilidad p
−gS0CerT +HS0D con probabilidad q. (4.7)
En ambos casos se cumple que S (T ) ≥ 0, y por consiguiente se puede ganar beneficio
de arbitraje. Para evitar oportunidad de arbitraje se impone la restriccio´n (restriccio´n de no
arbitraje)
D < erT < U , o D < 1 + r < U,
para los casos de intere´s continuo y discreto respectivamente.
En el modelo binomial que se esta´ definiendo el nu´mero de movimiento del precio de las accio-
nes se distribuye segu´n una binomial de para´metros 1 y p, es decir B(1, p), modelo binomial a
un paso o de un perı´odo.
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4.1.4 Modelo binomial de un perı´odo
Con el modelo binomial se va a describir el comportamiento del precio de las acciones a trave´s
del tiempo; supongamos que S0 es el precio de una accio´n en el momento t = 0, es claro que
transcurrido un periodo, el precio de la accio´n (S1) puede ser mayor que S0 o menor que S0,
como se detalla en la figura 4.1; adema´s el precio de la opcio´n call tambie´n puede ser mayor
que c o menor que c, como se detalla en la figura 4.2.
Figura 4.1: Movimiento en el precio de una accio´n a un paso.
Figura 4.2: Evolucio´n del valor de la opcio´n call.
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Ejemplo 4.1.1. Sea el a´rbol binomial que modela el precio de un activo (una accio´n) en un
paso:
S0 = 2000; S1(x1) =
3
2
S0 = 3000; S1 (x2) =
3
4
S0 = 1500.
Es decir que dentro de un perı´odo la accio´n puede tomar un valor de 3000 o 1500. El siguiente
es el a´rbol binomial para el precio del activo en un paso ( ver figura 4.3)
Figura 4.3: Precio de una accio´n a un paso.
Ahora se va a considerar una combinacio´n consistente en la adquisicio´n de un nu´mero de ac-
ciones ordinarias al mismo tiempo que se emite una opcio´n de compra sobre ellas, de modo
que la cartera proporcione el mismo flujo de caja tanto si las acciones ordinarias suben como
si bajan; teniendo ası´ una cartera libre de riesgo. Sea H el nu´mero de acciones ordinarias que
se adquiere, el valor de una accio´n ordinaria dentro de un perı´odo es de 3000 y el valor de la
opcio´n es de 1000, el valor del portafolio o flujo de caja viene dado por la expresio´n:
3000H − 1000.
En el caso de que el valor de la accio´n ordinaria sea de 1500 y el de la opcio´n 0 (pues la opcio´n
no se ejerce), el valor del portafolio o flujo de caja viene dado por la expresio´n:
1500H − 0.
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Ahora igualando los dos flujos de caja, y como la el portafolio es libre de riesgo, se obtiene
que H = 2
3
, es decir que el portafolio formado por 2
3
de una accio´n ordinaria y la venta de
una opcio´n de compra sobre ella no tiene ningu´n riesgo (siempre tendra´ el mismo valor) y el
rendimiento que se obtendra´ de ella a lo largo del tiempo sera´ un rendimiento sin riesgo (r), el
cual se define de la siguiente manera:
Flujo de caja
sobre inversion
= 1 + r. (4.8)
Si se adquiere a c precio una opcio´n de compra europea sobre dicha accio´n ordinaria, al cabo
de un perı´odo y con precio de ejercicio de 2000, e´sta puede valer 1000 si el precio de la accio´n
ordinaria se situ´a en 3000 o bien 0 si la cotizacio´n es 1500, ver figura 4.4.
Figura 4.4: Valor de una opcio´n call a un paso.
Observacio´n 4.1.1. Aquı´ r tambie´n representa la tasa de intere´s dada en el mercado de dinero,
es decir el porcentaje de dinero que se debe pagar por cada unidad monetaria tomada en
pre´stamo y 1 + r el valor de cada unidad monetaria invertida en el siguiente perı´odo.
Con el valor de la accio´n de 3000 y considerando un tipo de intere´s libre de riesgo del 5 % la
expresio´n 4.8, estarı´a dada de la siguiente manera:
2
3
∗ 3000− 1000
2
3
∗ 2000− c = 1 + 0, 05⇒ c = 380, 95.
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Generalizando, sea S0 el precio del subyacente (la accio´n) en el momento t = 0, U y D los
factores de ascenso y descenso respectivamente, es decir que en el ejemplo 4.1.1. U = 3
2
y
D = 3
4
; el precio de la opcio´n de compra c; cu y cd precios de la opcio´n de compra en caso que
la accio´n ordinaria haya ascendido o bajado respectivamente.
El portafolio o flujo de caja esperado estara´ dado por:
HS0U − cu (4.9)
HS0D − cd. (4.10)
De (4.9) y (4.10) se obtiene que:
H =
cu − cd
S0(U −D) . (4.11)
Es decir que H es la razo´n de cambio entre el precio de las opciones y el cambio entre el precio
de las acciones.
El valor presente del portafolio (f ) estarı´a dado por la siguiente expresio´n:
(HStU − c) (1 + r)−t = f (4.12)
(HStU − c) (e)−rt = f. (4.13)
Donde St representa el valor de la accio´n para un periodo de tiempo determinado t.
Ahora obteniendo una expresio´n para el valor de la opcio´n de compra c, operando a trave´s de la
relacio´n de rentabilidad libre de riesgo:
1 + r =
HS0U − cu
HS0 − c . (4.14)
De (4.11) y de (4.14) se obtiene:
cu − cd
(U −D) (1 + r − U) + cu = c (1 + r) . (4.15)
Sea p = 1+r−D
U−D .
1− p = U − (1 + r)
U −D .
Estas expresiones representan la probabilidad implı´cita de ascenso (p) y descenso (1 − p), es
decir la volatilidad del mercado. Ası´, si se reemplaza se tendrı´a que
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p =
(1 + 0, 05)− 0, 75
1, 5− 0, 75 = 0,4
y 1− p = 0, 6 probabilidad que descienda.
La expresio´n (4.15) podra´ reescribirse como
cu − (cu − cd) (1− p) = c (1 + r) , (4.16)
cup+ cd (1− p) = c (1 + r) . (4.17)
Finalmente de (4.17) se obtiene que:
c =
cup+ cd (1− p)
(1 + r)
, (4.18)
y
c =
cup+ cd (1− p)
er
. (4.19)
Reemplazando por los valores respectivos tendrı´amos:
c =
1000 ∗ 0,4
(1 + 0,05)
⇒ c = 380,95
unidades monetarias.
Observacio´n 4.1.2. De (4.18) se puede concluir que el valor actual de una opcio´n de compra
consiste en calcular la media ponderada de los flujos de caja de la opcio´n de compra tanto si el
precio de la accio´n ordinaria asciende como si desciende, ası´ como utilizando las ponderaciones
de las probabilidades implı´citas tanto si el precio de la accio´n asciende como si desciende. De
(4.18) y segu´n la definicio´n 1.2.7 se tiene que
c =
1
1 + r
E (Payoff de la opcion) (4.20)
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4.1.5 Modelo binomial de una opcio´n sobre acciones de dos perı´odos
Para construir el modelo binomial de dos perı´odos se sigue usando el mismo ejemplo, U como
factor de crecimiento y D como factor de descenso. El valor de la accio´n ordinaria ha podido
llegar a un valor ma´ximo de 4500, un valor mı´nimo de 1125 y un valor intermedio de 2250. Por
su parte el valor de la opcio´n de compra serı´a 2500, 250 y 0. Ver figura 4.5.
Figura 4.5: Precio de una accio´n al cabo de dos perı´odos.
Para calcular el valor de la opcio´n nos movemos de derecha a izquierda, es decir buscando el
valor actual de la opcio´n, utilizando la fo´rmula (4.18) llegamos a:
cu =
cu2p+ cud(1− p)
1 + r
(4.21)
cd =
cudp+ cd2(1− p)
1 + r
. (4.22)
Ası´:
cu =
2500 ∗ 0,4 + 250 ∗ 0,6
1 + 0,05
⇒ cu = 1095,24 unidades monetarias.
cd =
250 ∗ 0,4 + 0
1 + 0,05
⇒ cd = 95,24 unidades monetarias.
c =
1095,24 ∗ 0,4 + 95,24 ∗ 0,6
(1 + 0,5)
⇒ c = 471,66
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unidades monetarias. Finalmente de la fo´rmula 4.18, 4.21 y 4.22 se tiene que el valor actual de
la opcio´n viene dado por las expresiones:
c =
cu2p
2 + 2cud (1− p) p+ cd2(1− p)2
(1 + r)2
(4.23)
c =
cu2p
2 + 2cud (1− p) p+ cd2(1− p)2
er
(4.24)
Para los casos de intere´s discreto y continuo respectivamente.
Ahora calculamos c directamente utilizando la fo´rmula 4.23, obteniendo los mismo resultados
obtenidos por medio de 4.18, 4.21 y 4.22.
c =
2500(0,4)2 + 2 ∗ 250 ∗ (0,6) 0,4 + 0
(1 + 0,05)2
⇒ c = 471,66
unidades monetarias.
La figura 4.6 relaciona los valores de la opcio´n de compra. De igual manera los ratios de
cobertura (H) tambie´n se deben calcular para cada nudo:
Figura 4.6: Valor de la opcio´n call al cabo de dos periodos.
para cu,
H =
cu2 − cud
S0(U −D) (4.25)
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para cd
H =
cud − cd2
S0(U −D) . (4.26)
A continuacio´n se procede a analizar el precio (S) de la accio´n ordinaria. Segu´n la figura 4.5
en un modelo binomial de dos perı´odos se tienen tres posibilidades de precios: S0U2, precio
alcista; S0UD, precio medio y S0D2, precio descendente; es decir:
S2 =

S0U
2 con probabilidad p2
S0UD con probabilidad p(1− p)
S0D
2 con probabilidad (1− p)2.
(4.27)
Observacio´n 4.1.3. Un modelo binomial de dos perı´odos corresponde a una binomial de
para´metros 2 y p.
Ejemplo 4.1.2. Ahora vamos a construir un portafolio financiero formado por tres activos, uno
sin riesgo (bono), otro con riesgo (una accio´n) y el tercero una opcio´n (ver definicio´n 1.2.1):
El bono que evoluciona en forma determinı´stica, segu´n el modelo
Bt = Bt−1(1 + r)
t o Bt = (Bt−1)e
t.
La accio´n que evoluciona en forma aleatoriamente, segu´n el modelo
St =
{
USt−1con probabilidad p
DSt−1con probabilidad q.
Ası´ el portafolio (autofinanciante) estarı´a conformado por (νt, Ht), en cada paso se tendrı´a νt
unidades de bonos (B) y Ht unidades de acciones (S).
Sea Xt el valor del portafolio, entonces
Xt = νtB +HtS.
Para el siguiente periodo Xt+1 el valor del portafolio serı´a
Xt+1 = νtBt+1 +HtSt+1.
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En el portafolio que se esta´ construyendo so´lo se permite vender S y comprar B, y viceversa,
de modo que:
Xt+1 = νt+1Bt+1 +Ht+1St+1.
Restando obtenemos la condicio´n que debe cumplir un portafolio autofinanciante:
(νt+1 − νt)Bt+1 + (H t+1−Ht)St+1 = 0.
El portafolio tambie´n debe cumplir
XT = νTB +HTS = (ST − C)+.
La expresio´n anterior implica que el portafolio sea una re´plica de la opcio´n. Ası´ el valor (V) de
la opcio´n estara´ en funcio´n del valor inicial del portafolio:
V (x, T ) = νB0 +H0S0,
con B0 = 1 la expresio´n anterior quedarı´a
V (H, T ) = ν +HS0.
Ahora vamos a determinar V en funcio´n de U,D y r para T = 1. En t = 0 se compra ν bonos
y H acciones, invirtiendo ν +Hx y el capital estarı´a dado por:(1 + r) ν +HS0 (1 + U) = cu(1 + r) ν +HS0 (1 +D) = cd. (4.28)
Despejando se obtiene:
H =
cu−cd
S0(U −D) (4.29)
(1 + r) ν =
cu (1 +D)− cd(1 + U)
D − U . (4.30)
Por su parte el valor de la opcio´n serı´a:
V (H, 1) = ν +HS0 =
1
1 + r
[cup+ cd(1− p)] = 1
1 + r
E ∗ (f (S1)) . (4.31)
Donde p esta´ dado como r−D
U−D y f (S1) cantidad pagada dependiendo de S1.
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Ejemplo 4.1.3. Vamos a considerar una opcio´n de venta, al igual que en el ejemplo 4.1.1 se va
a suponer que el precio de la accio´n ordinaria en t = 0 es 2000, esto es S0 = 2000; en la figura
4.7 y 4.8 se muestran los posibles movimientos de la accio´n ordinaria y el valor de la opcio´n de
venta al vencimiento para el precio de ejercicio de 2000.
Figura 4.7: Precio de una accio´n a un paso.
Figura 4.8: Valor de la opcio´n put.
Para determinar el valor de la opcio´n de venta procedemos igual que para la opcio´n de compra
(call option). Si el valor de una accio´n acciende dentro de un perı´odo el flujo de caja estara´ dado
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por:
HS0U − Vu. (4.32)
Mientras que si el valor de la accio´n desciende el flujo de caja estarı´a dado por:
HS0D − Vd. (4.33)
De 4.32 y 4.33 se obtiene que el ratio de cobertura esta´ dado por:
H =
Vu − Vd
U −D . (4.34)
Procediendo de manera similar que para la opcio´n de compra, obtenemos que la expresio´n para
la opcio´n de venta (V ) viene dada por la fo´rmula:
V =
Vup+ Vd(1− p)
1 + r
. (4.35)
Observacio´n 4.1.4. Fa´cilmente se puede ver que las fo´rmulas 4.33, 4.34 y 4.35 son congruentes
con 4.9, 4.10 y 4.16 respectivamente. De igual manera probar que la relacio´n call-put viene dada
por la expresio´n:
V = −S0
(
1− 1
1 + r
)
+ c. (4.36)
V =
0 + 500 ∗ 0, 6
1 + 0, 05
⇒ V = 285, 71.
Utilizando 4.36
V = −2000
(
1− 1
1 + 0, 05
)
+ 380,95⇒ V = 285, 71.
Para determinar el valor de la opcio´n put, al igual que la opcio´n call, los ca´lculos comienzan por
la derecha, los primeros obtenidos a trave´s de la expresio´n max {S0 − St, 0}, luego comienzan
los movimientos hacia a izquierda determinando los valores de las opciones de venta Vu y Vd,
para luego determinar el valor de venta de la opcio´n europea (V = 285,71):
Vu2 = max {2000− 4500, 0} = 0.
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Vud = max {2000− 2250, 0} = 0.
Vd2 = max {2000− 1125, 0} = 875.
Vd =
0 + 875 ∗ 0, 6
1 + ,05
⇒ Vd = 500.
Vu = 0.
V =
0 + 500 ∗ 0, 6
1 + ,05
⇒ V = 285, 71.
En la figura 4.9 se muestra el valor de la opcio´n de venta de tipo europeo con dos perı´odos.
Figura 4.9: Valor de la opcio´n put de dos periodos.
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4.1.6 Modelo binomial de perı´odos mu´ltiples
Sea el a´rbol binomial de tres perı´odos representado en la figura 4.10 y 4.11, vamos a obtener
una fo´rmula para el precio de la accio´n ordinaria y para la opcio´n call y la opcio´n put.
Figura 4.10: A´rbol binomial de tres periodos.
Como se puede observar en la figura 4.10, el a´rbol binomial de tres periodos tiene cuatro salidas:
S0 U
3; S0 DU2 = S0 U2D; S0 D2U = S0 UD2; S0 D3, es decir que la accio´n ordinaria puede
tomar cuatro precios diferentes:
S3 =

S0U
3 con probabilidad p3
S0U
2D con probabilidad p2(1− p)
S0D
2U con probabilidad p(1− p)2
S0 D
3 con probabilidad (1− p)3.
(4.37)
Proposicio´n 4.1.1. Sea St el precio de la accio´n ordinaria en un perı´odo de tiempo
determinado,X el nu´mero de pasos hacia arriba en la evolucio´n del precio de la accio´n ordinaria
y t el nu´mero de perı´odos, entonces
St = S0U
XDt−X (4.38)
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Donde la v.a X se distribuye segu´n una binomial X ∼ B(t; p); p representa la probabilidad
con la que aparece U y t el nu´mero de pasos o perı´odos.
Demostracio´n. Para t = 1: S1 = S0U o S1 = S0D. Si la accio´n sube entonces x = 1,ası´
S1 = S0U
1D1−1 = S0U.
Si la accio´n baja entonces x = 0, ası´
S1 = S0U
0D1−0 = S0D.
Para t = 2: S2 = S0U2; S2 = S0D2 o´ S2 = S0UD. Si la accio´n ha subido en los dos perı´odos
entonces x = 2, ası´:
S2 = S0U
2D2−2 = S0U2.
Si el precio de la accio´n subio´ en uno de los dos periodos entonces x = 1, ası´:
S2 = S0U
1D2−1 = S0UD.
Si el precio de la accio´n no ha subido en ninguno de los dos perı´odos entonces x = 0, ası´:
S2 = S0U
0D2−0 = S0D2.
Finalmente para un nu´mero de perı´odos t y nu´mero de incrementos en el precio de la accio´n x
tendrı´amos:
St = S0U
xDt−x = S0D2.
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En la figura 4.11 se muestra los pasos para obtener el precio de la opcio´n call y ana´logamente
para la opcio´n put.
Figura 4.11: A´rbol binomial de tres periodos para la opcio´n call.
Ahora vamos a determinar la fo´rmula para la opcio´n de compra. De la figura 4.7 y utilizando
el mismo razonamiento usado para obtener las fo´rmulas 4.21 y 4.22 podemos obtener las
siguientes expresiones:
cu2 =
cu3 p+ cdu2 (1− p)
1 + r
cu2 =
cu3 p+ cdu2 (1− p)
er
cud =
cu2d p+ cud2(1− p)
1 + r
cud =
cu2d p+ cud2(1− p)
er
cd2 =
cud2 p+ cd3(1− p)
1 + r
cd2 =
cud2 p+ cd3(1− p)
er
Por su parte de la fo´rmula 4.10, tenemos:
cu3 = max
{
S0U
3 −K, 0} .
cu2d = max
{
S0U
2D −K, 0} .
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cud2 = max
{
S0UD
2 −K, 0} .
cd3 = max
{
S0D
3 −K, 0} .
Sin pe´rdida de generalidades, aquı´ K = S0.
Proposicio´n 4.1.2. El precio de una opcio´n de compra en un modelo binomial de tres periodos
viene dado por:
c =
cu3p
3 + 3cu2dp
2(1− p) + 3cud2p(1− p)2 + cd3(1− p)3
(1 + r)3
(4.39)
c =
cu3p
3 + 3cu2dp
2(1− p) + 3cud2p(1− p)2 + cd3(1− p)3
e3r
(4.40)
Demostracio´n. Para ello, vasta seguir la fo´rmula (4.23) y hacer las sustituciones respectivas.
Proposicio´n 4.1.3. El precio de una opcio´n de compra puede obtenerse por medio del tria´ngulo
de pascal y la combinatoria; esto es, el valor actual de una opcio´n de compra es el valor actual
de los flujos de cajas esperado a lo largo de un a´rbol binomial y para un nu´mero de perı´odos t
viene dado por:
c =
1
(1 + r)n
n∑
x=0
[(
n
x
)
px(1− p)n−xmax{(S0UxDn−x −K) , 0}] . (4.41)
c =
1
(e)rn
n∑
x=0
[(
n
x
)
px(1− p)n−xmax{(S0UxDn−x −K) , 0}] . (4.42)
Donde K representa el valor del precio de ejercicio. La expresio´n (4.41) y (4.42)por su parte
tiene los siguientes supuestos:
1. Los factores U y D son constante en todos los perı´odos o pasos; ası´ mismo las varianza
de los rendimientos.
2. La distribucio´n de los precios de las acciones es una binomial multiplicativa.
3. Los tipos de intere´s sin riesgos son constantes.
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4. No existe coste de transaccio´n, se puede establecer una cobertura sin riesgo para cada
perı´odo entre la opcio´n y el subyacente (la accio´n ordinaria).
Demostracio´n. Se obtiene por los conceptos de combinatoria; de la fo´rmula (1.11); del
concepto de distribucio´n binomial dado en la seccio´n 4.1.1 y generalizando las fo´rmulas (4.23),
(4.24), (4.39) y (4.40).
Proposicio´n 4.1.4. Conside´rese un modelo binomial de valoracio´n de un subyacente de n-
perı´dos con 0 < D < 1 + r < U y con medida de probabilidad de riesgo neutral p. Sea c = Vt
una v.a medible, si Vt es el Payoff del derivado en el tiempo n, entonces el valor de este en el
tiempo actual es:
V0 =
1
(1 + r)t
E (Vt) . (4.43)
En general para cada tiempo k, 0 ≤ k ≤ n, el precio del derivado en el tiempo k esta´ dado por
la fo´rmula de valuacio´n del riesgo neutral:
Vt =
1
(1 + r)t−k
E (Vt | F (k)) . (4.44)
Demostracio´n. Se puede hacer el mismo razonamiento usado para la demostracio´n de la
proposicio´n 4.1.3. Por el concepto de valor esperado o esperanza dado en la definicio´n 2.2.4.1,
de la proposicio´n 2.2.4.1, el teorema 2.2.4.2, el concepto de esperanza condicional dado en la
seccio´n 2.2.5.
Proposicio´n 4.1.5. A partir de la proposicio´n (4.1.1) y generalizando la ecuacio´n (4.38) para
un modelo binomial de n periodos o periodos mu´ltiples el valor de cotizacio´n de una accio´n St
esta´ dado por la expresio´n,
St = S0U
XnDt−Xn . (4.45)
La demostracio´n se sigue de la proposicio´n 4.1.1, pues realmente es otra manera de ver la
fo´rmula (4.38).
Si en el modelo binomial de uno o dos pasos existiera ma´s de dos perı´odos o perı´odos mu´ltiples,
obtendrı´amos un a´rbol con muchas ramificaciones.
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El modelo binomial de periodos mu´ltiples representa una generalizacio´n del modelo binomial
de un periodo y tambie´n constituye una aproximacio´n de modelos ma´s complejos, como el
modelo de Black-Scholes que se abordara´ ma´s adelante; dicha aproximacio´n se tiene de la
definicio´n 2.2.2.4, el teorema central del lı´mite, la ley de los grandes nu´meros y el teorema de
MOINVRE descrito en el Capı´tulo III.
4.1.7 Aplicacio´n de las martingalas en el estudio del modelo binomial de
precio de acciones
Ya se ha estudiado el modelo binomial como alternativa para describir la evolucio´n del precio
de una accio´n en tiempo discreto. A continuacio´n se mostrara´ la relacio´n que e´ste modelo tiene
con la teorı´a de las martingala, es decir se va a establecer que dicho modelo ya sea a un paso,
dos pasos o perı´odos mu´ltiples es una martingala.
Proposicio´n 4.1.6. La neutralidad al riesgo en una accio´n ordinaria se puede apreciar aplicando
el concepto de valor esperado. Sea St el precio de una accio´n en el momento t, el valor esperado
de la accio´n aplicando la definicio´n 2.2.4.1 viene dado por:
E(St) = SUp+ SD (1− p) . (4.46)
Donde p es la probabilidad de que la accio´n suba; S es el precio de la accio´n en el tiempo o
perı´odo t− 1.
Demostracio´n. En efecto, sea St el precio de una accio´n, aplicando el concepto de valor
esperado, obtenemos este resultado. Por su parte haciendo p = 1+r−D
U−D para el caso de intere´s
discreto y p = e
rt−D
U−D para el caso de intere´s continuo y sustituyendo en 4.45 obtenemos:
E(St) = S(1 + r)
t (4.47)
E(St) = Se
rt, (4.48)
para los casos de intere´s discreto y continuo respectivamente, quedando la esperanza en funcio´n
de la tasa de intere´s libre de riesgo.
Esto es, el valor esperado de la accio´n es el valor futuro de la misma llevado con la tasa libre
de riesgo, lo que implica que para el inversionista no hay compensacio´n extra por arriesgarse a
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invertir en acciones cubrie´ndose con opciones por lo que so´lo recibe la tasa de intere´s libre de
riesgo, de ahı´ el te´rmino riesgo neutral o neutralidad al riesgo.
A continuacio´n se analiza el valor esperado del precio de una accio´n en el modelo binomial; en
efecto, para un modelo de un periodo los valores que puede tomar la accio´n son S1 = S0Ucon
probabilidad po S1 = S0Dcon probabilidad 1− p. Luego el valor esperado de S1 denotado por
E(S1)por el concepto de valor esperado dado en 2.2.4.1 viene dado por:
E(S1) = S0Up+ S0D (1− p) = S0 (Up+D (1− p)) . (4.49)
En el caso de dos periodos se tendrı´a:
E(S2) = S1 (Up+D (1− p))
= S0 (Up+D (1− p)) (Up+D (1− p)) = S0 (Up+D (1− p))2
Proposicio´n 4.1.7. El valor esperado de una accio´n para un modelo binomial de periodos
mu´ltiples viene dado por la siguiente expresio´n:
E(St) = S0 (Up+D (1− p))t = St−1 (Up+D (1− p))1. (4.50)
Demostracio´n.
Para t = 1
E(S1) = S0Up+ S0D (1− p)
= S0(Up+D(1− p)).
Para t = 2
E(S2) = S1(Up+D(1− p))
= S0(Up+D(1− p))(Up+D (1− p))
= S0(Up+D(1− p))2.
Generalizando para un tiempo t, tendrı´amos:
E(St) = S0(Up+D(1− p))t
= St−1(Up+D(1− p))1.
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Observacio´n 4.1.5. Es de anotar que la fo´rmula (4.51) es congruente con las fo´rmulas (4.46)
y (4.47), so´lo que en (4.51)el valor esperado esta´ expresado en te´rminos o en funcio´n de las
probabilidades implı´citas.
Proposicio´n 4.1.8. Sea St el precio de una accio´n el modelo matema´tico que define la tendencia
de e´sta es una martingala.
Demostracio´n. En efecto, para ello vamos a verificar el concepto de martingala y las
propiedades de las martingalas visto en (3.2.8). Sea x elemento alcista en el precio de la accio´n
e y elemento bajista en el precio de la misma, de modo que S1 (x) = S0U y S1 (y) = S0D.
Ası´ para un modelo binomial pa de uno, dos y tres periodos tendrı´amos los siguiente conjuntos
Ω = {x, y} .
Ω = {xx, yy, xy, yx} .
Ω = {xxx, yyy, xxy, yyx, yxx, xyy, xyx, yxy} .
y
F0 = {∅, Ω} .
F1 = {∅, Ω, {xxx, xxy, xyx, xyy} , {yxx, yxy, yyx, yyy}} .
F2 = {∅, Ω, {xxx, xxy} , {xyx, xyy} , {yxx, yxy} , {yyx, yyy} , uniones de estos} .
F3 = P (Ω) .
Son σ−a´lgebras para cada t = 0, 1, 2, 3. Como se puede apreciar dichas σ−a´lgebras satisfacen
F0 ⊆ F1 ⊆ F2 ⊆ F3.
Consideremos el precio de la accio´n St con t ≥ 0 y Si+1 (x) = US0 Si+1 (y) = DS0; con
i = 0, 1, . . . , t. Vamos a determinar
E
(
(St+1
∣∣ Ft)).
Para t = 0 tenemos:
E ((S1 | F0)) = E(S1).
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Y de 4.49 tenemos que:
E(S1) = pSi (x) + (1− p)Si (y)
= S0Up+ S0D (1− p) = S0 (Up+D (1− p))
Para t = 1 E (S2 | F1) debe satisfacer: E (S2 | F0)(ω)dP (ω)
∫
Ω
E (S2 | F1)(ω) dP (ω) = E (S2 | F1)(ω)dP
= S2 (xx)P (xx) + S2 (xy)P (xy)
+ S2 (yx)P (yx) + S2 (yy)P (yy)
= S0U
2p2 + S0UDp (1− p)
+ S0DU (1− p) p+ S0D2 (1− p)2
= S0(U
2p2 + UDp (1− p)
+ DU (1− p) p+D2(1− p)2)
= S0(Up+D(1− p))2
= S1 (Up+D (1− p)) .
Ası´
E (S2 | F1) = S1 (Up+D (1− p)) . (4.51)
De forma ana´loga se puede ver que:
E (St+1 | Ft) = St (Up+D (1− p)) . (4.52)
Se concluye que el modelo binomial que describe el comportamiento del precio de una accio´n
es una martingala, pues:
1. St+1 es Ft − medible , donde Ft es la σ−a´lgebra (ver definicio´n 2.1.1.3) que contiene
toda la informacio´n correspondiente a los valores o precios histo´ricos de la accio´n, es
decir que (S0, S1, . . . , St−1) ⊂ Ft, esto es, cada valor o precio que toma dicha accio´n
esta´ contenido en Ft.
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2. De (4.49), (4.50) y (4.51) se tiene que E(St+1) <∞, es decir que es integrable.
3. Por su parte St+1 sera´ una martingala si (Up+D (1− p)) = 1; una submartingala si
(Up+D (1− p)) ≥ 1 o una supermartingala si (Up+D (1− p)) ≤ 1.
Con S0 = K (precio de ejercicio) y la opcio´n sobre accio´n es un call, entonces: La opcio´n
no se ejerce si St+1 es una supermartingala. La opcio´n se ejerce si St+1 es una submartingala.
Serı´a indiferente para el comprador si St+1 es una martingala. Si se tratase de una opcio´n put,
entonces: La opcio´n se ejerce si St+1 es una supermartingala. La opcio´n put no se ejerce si St+1
es una submartingala. Serı´a indiferente para el vendedor en caso que St+1 sea una martingala.
4.2 El modelo Black-Scholes
El modelo de Black y Scholes es otro me´todo utilizado en la valoracio´n de opciones sobre
acciones y fue desarrollado antes que el modelo binomial por Fisher Black y Myron Scholes.
Los perı´odos de tiempo considerados son instanta´neos y por ello es apropiado para describir
precios de opciones sobre acciones para el caso continuo; es so´lo utilizado para acciones de
tipo europeo. So´lo se abordara´n algunos resultados del modelo, pues la descripcio´n rigurosa del
mismo pasa los objetivo de este trabajo.
Para describir el modelo B&S abordaremos las siguientes tema´ticas: distribucio´n normal,
distribucio´n lognormal, proceso o movimiento de Wiener, lema de Ito.
4.2.1 Distribucio´n normal
Sea X una v.a, se dice que X tiene distribucio´n normal si y so´lo si su funcio´n de densidad o de
probabilidad esta´ dada por:
f (x) =
1
σ
√
2pi
e−
(x−µ)
2σ2
2
para−∞ < x <∞, (4.53)
donde:
• µ: Media; es decir que si X es una v.a con distribucio´n normal, entonces E (X) = µ.
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• σ: Desviacio´n tı´pica o esta´ndar.
• σ2: Varianza.
• La distribucio´n normal presenta las siguientes caracterı´sticas:
• Dominio: R, (−∞, ∞).
• Ma´ximo: (µ, 1
σ
√
2pi
).
• Puntos de inflexio´n: en x = µ− σ y en x = µ+ σ.
• Ası´ntota: el eje x = 0 es una ası´ntota horizontal; no tiene ası´ntota vertical.
• Sime´trica respecto al eje x = µ.
• Monotonı´a: creciente en (−∞, µ), decreciente en (µ, ∞).
• El para´metro µ es cualquier nu´mero real.
• El para´metro σ es cualquier nu´mero real positivo.
• Es siempre positiva.
• Punto de corte: (0, 1
σ
√
2pi
e−
(µ)
2σ2
2
).
• Queda definida con su medida y desviacio´n esta´ndar y se representa N(µ, σ).
• Los valores cercanos a la media son ma´s probables.
• Es sime´trica.
Proposicio´n 4.2.1. Sea (X1, X2, . . . , Xn) ∼ N(µ, σ2) v.a con distribucio´n normal, entonces
X = (
∑n
i=1Xi) ∼ N(µ, σ2) es una variable con distribucio´n normal.
El papel de la distribucio´n normal como distribucio´n marginal de la binomial, permite
interpretar el modelo de Black-Scholes, como un modelo marginal de modelos binomiales cada
vez ma´s complejos o de mu´ltiples periodos; de igual manera como lo propuso Luis Bachelier, los
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cambios de precios se pueden representar usando la distribucio´n normal, no obstante a causa de
la naturaleza multiplicativa del intere´s compuesto y dado que la valuacio´n de activos financieros
como el precio de las acciones tienen comportamientos multiplicativos; entonces sus cambios
perio´dicos no siguen una normal sino una lognormal, de otra parte cuando en el caso especı´fico
de una accio´n, e´sta no podra´ tener precios inferiores a cero.
4.2.2 Distribucio´n lognormal
La distribucio´n lognormal es una variable que se obtiene de una transformacio´n de la
distribucio´n normal, en la que no es la variable la que tiene una distribucio´n normal sino el
logaritmo de la misma; es decir que una variable tiene una distribucio´n lognormal cuando
su logaritmo tiene una distribucio´n normal. Si X es una variable con distribucio´n normal,
entonces exp(X) o eX tiene distribucio´n lognormal; una variable puede ser modelada como
lognormal si puede ser considerada como el resultado multiplicativo de muchos factores
pequen˜os independientes, como por ejemplo el retorno a largo plazo de una inversio´n que es
el resultado del producto de muchos retornos diarios; es decir que una condicio´n para validar
una variable distribuida lognormalmente es que e´sta sea el resultado de un nu´mero elevado de
causas independientes con efectos positivos y que se componen de manera multiplicativa y cada
una de estas causas tiene un efecto despreciable frente al global (Cabreras 1998). Mientras una
variable normal puede tomar valores negativos y positivos, una variable lognormal so´lo puede
tomar valores positivos; la distribucio´n normal es sime´trica respecto a la media, en cambio la
distribucio´n lognormal no y por tanto mediana y moda son diferentes.
La funcio´n de densidad de una funcio´n lognormal viene dada por:
f (x) =
1
xσ
√
2pi
e−
(lnx−µ)
2σ2
2
para x > 0. (4.54)
La media o valor esperado y varianza de una variable lognormal X viene dado por:
E (X) = eµ+
σ2
2 (4.55)
V ar (X) = (eσ − 1)e2µ+σ2 . (4.56)
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Ejemplo 4.2.2.1. Asumamos que en un modelo binomial multiplicativo el factor de descenso es
el recı´proco del factor de accenso, ası´ tendrı´amos rendimientos sime´tricos en los activos, pero
para que esto suceda se debe medir dichos rendimientos a trave´s del logaritmo de la razo´n entre
el precio en un momento determinado St y el momento inmediatamente anterior (St−1); si se
tienen precios de acciones en instantes consecutivos de 80, 100 y 80 unidades monetarias sus
rendimientos sera´ del 25 % (20
80
) y del -20 % (−20/100), es decir el valor absoluto de ambas
cantidades no es sime´trico, a pesar que el valor de ascenso y descenso es el mismo en unidades
monetarias, pero aplicando logaritmo a ambas cantidades se obtiene: ln
(
100
80
)
= 22,31 % y
ln
(
80
100
)
= −22,31 %, lo que los hace sime´tricos. Ası´ los precios que se distribuyen segu´n
una normal logarı´tmica (lognormal) tendra´n unos rendimientos distribuidos normalmente, los
cuales se pueden calcular mediante la siguiente expresio´n:
ln
(
St
St−1
)
. (4.57)
La hipo´tesis lognormal para el precio de una accio´n, implica entonces que ln(St) es normal y
se cumple que la media y la desviacio´n esta´ndar de ln(St) son:
ln(St) ∼ N
[
ln(S0) +
(
µ− σ2
2
)
t, σ
√
t
]
. (4.58)
De (4,53)se demuestra que la rentabilidad tiene media y desviacio´n esta´ndar:
ln
(
St
St−1
)
∼ N
[(
µ−σ
2
2
)
t, σ
√
t
]
. (4.59)
Ma´s adelante se le dara´ sustento a los resultados presentados en (4,57) y (4,58).
4.2.3 El proceso de Wiener
Una variable Z sigue un proceso de Wiener cuando sus cambios 4Z, en un pequen˜o intervalo
de tiempo4t, cumplen las siguientes propiedades:
La distribucio´n de probabilidad de los valores futuros dependen so´lo del valor actual, es decir
que el proceso de Wiener es un proceso de Markov y se distribuye N(0, 1).
Tiene incrementos independientes.
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Las variaciones 4Z en un intervalo de tiempo 4t, se distribuyen normalmente, cuya varianza
aumenta linealmente en el intervalo de tiempo, cumplie´ndose que:
4Z = ε
√
4t. (4.60)
Donde ε es una v.a con distribucio´n normal, media 0 y varianza 1.
Debido a la imposibilidad que el precio de una accio´n sea inferior a cero, entonces es pertinente
modelar el logaritmo del precio como un proceso de Wiener, en vez del precio como tal, de
ahı´ la importancia del proceso de Wiener para modelar variables que cambian constantemente
a trave´s del tiempo como son los precios de las acciones.
Para apreciar con detalle lo que implica las propiedades de un proceso de Wiener respecto a los
cambios en el valor esperado de Z, observemos los siguientes ejemplos:
Ejemplo 4.2.3.1. Sea T = (t1, t2) un intervalo finito de tiempo y n una subdivisio´n de T de
longitud 4t, de modo que n = T/4t; la variacio´n de Z a lo largo de ese intervalo de tiempo
viene dada por
Z (t2)− Z (t1) =
n∑
i=1
εi
√
4t.
σ2 (Z (t2)) = n4t = t2 − t1.
σ (Z (t2)) =
√
t2 − t1. Por la proposicio´n (4,2,1) .
Ejemplo 4.2.3.2. Sea St las fluctuaciones en el precio de una accio´n desde el tiempo 0 hasta
t, el cambio St2 − St1 en el intervalo (t1, t2 ) puede verse como la suma de un gran nu´mero de
desplazamientos pequen˜os y por el Teorema (2.2.7)podemos afirmar que la diferencia St2 −St1
esta´ distribuida normalmente.
Ejemplo 4.2.3.3. Supongamos que la variable Z sigue un proceso de Wiener y que toma un
valor de 18, ello implica que dentro de un an˜o estara´ normalmente distribuida con media de 18
y con desviacio´n tı´pica de 1; transcurrido seis an˜os su valor medio esperado seguira´ siendo 18,
pero su desviacio´n tı´pica sera´
√
6.
Observacio´n 4.2.3.1. El proceso de Wiener es no estacionario, pues a largo plazo su varianza
tendera´ a infinito.
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Observacio´n 4.2.3.2. Si4t→ 0 el incremento dZ en el proceso de Wiener viene dado por:
dZ = εt
√
dt, (4.61)
es decir:
lim
4t→0
(
4Z = εt
√
4t
)
=
(
dZ = εt
√
dt
)
.
De igual manera se cumple:
E (dZ) = 0.
σ2 (dZ) = 1 ∗ dt = dt.
Pues εt tiene media 0 y desviacio´n tı´pica 1.
En el caso de la derivada con respecto al tiempo en el proceso de Wiener, podemos ver que e´sta
no es convencional: 4Z4t = εt
1√4t , pues tiende a infinito conforme4t→ 0.
4.2.4 Movimiento Browniano
El movimiento Browniano constituye una generalizacio´n del proceso de Wiener, en especial
constituye una generalizacio´n de la ecuacio´n dZ = εt
√
dt, dicho proceso para una variable X
viene dado por:
dx = αdt+ βdZ. (4.62)
Una v.a. Z(t) sigue un movimiento Browniano si: Z (0) = 0. Z(t) es una funcio´n continua.
Tiene incrementos independientes normalmente distribuidos; esto es si
t0< t1 < . . . tn y Y1 = Z (t1)− Z(t0), Y2 = Z (t2)− Z(t1),. . .Yn = Z (tn)− Z(tn−1),
entonces Y1, Y2,. . . , Yn . E(Y j) = 0 para todo j y V ar(Y j) = tj − tj−1
Teorema 4.2.4.1. El movimiento Browniano es una martingala.
Demostracio´n. En efecto, sea 0 ≤ s ≤ t,
(E (Z (t) | F (s)) = (E (Z (t)− Z (s) + Z (s) | F (s))
= E (Z (t)− Z (s) + Z (s)) = 0 + Z (s) = Z(s).
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Observacio´n 4.2.4.1. El modelo descrito en la fo´rmula (4.61) incluye un te´rmino que es una
funcio´n determinı´stica del tiempo transcurrido y una varianza por unidad de tiempo que no es
necesariamente 1 ; α y β son constantes. El componente αdt implica que X tiene una tasa por
tendencia esperada α por unidad de tiempo, que representa la parte determinı´stica, mientras que
βdZ representa la parte aleatoria, la constante β es la desviacio´n tı´pica. La ecuacio´n (4.61) sin
el segundo sumando quedarı´a:
dx = αdt→= dx
dt
→ xt = x0 + αt. (4.63)
Ejemplo 4.2.4.1. En la ecuacio´n (4.62) si x0 = 12; α = 10, el valor esperado de x4 serı´a
x4 = 12 + 10 ∗ 4 = 52.
En la fo´rmula (4.56)βdZ representa la variabilidad del camino seguido por los valores de X , la
cantidad de ruido o variabilidades es β veces un proceso de Wiener; es tambie´n llamado ruido
blanco.
Para un intervalo de tiempo pequen˜o (4t), la variacio´n de de X (4X), estara´ dada por:
4X = 4t+ βε
√
4t. (4.64)
Por tanto se cumple que4X ∼ N(a4t, β24t), con desviacio´n tı´pica β√4t. Para un intervalo
de longitud T normalmente distribuido su media sera´ αT ; desviacio´n tı´pica β
√
T y varianza
β2T .
4.2.5 Precios bursa´tiles en B&S. Aplicacio´n de las martingalas
Ahora vamos a ver como un proceso de Wiener generalizado o Movimiento Browniano es
adecuado para describir el precio de una accio´n que no paga dividendos; es decir que se
va a suponer que el precio de la accio´n tiene una tendencia y una varianza constante, pero
aquı´ sustituiremos la tendencia constante por la tasa de rendimiento esperada, esto es, la
tendencia esperada en valor absoluto divida por el precio de la accio´n; ası´ si St es el precio
de una accio´n en el momento t y µ la tasa de rendimiento esperada del activo, la tendencia
esperada de St es µSt. De otra parte para un corto intervalo de tiempo (4t), el incremento
esperado viene dado por:
µSt4t. (4.65)
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Sin considerar la volatilidad en el precio de la accio´n, el incremento en el precio (St4t) serı´a
como se expresa en la fo´rmula (4.64)y por tanto cuando4t→ 0, tendrı´amos:
dS = µStdt. (4.66)
La solucio´n de la ecuacio´n diferencial anterior corresponde a la expresio´n:
St = S0e
µ. (4.67)
Dado que en la pra´ctica la volatilidad no es nula, pero sı´ podemos suponer que es constante, en
la fo´rmula (4.65) considerando este componente quedarı´a:
dS = µStdt+ σStdZ = St (µdt+ σdZ) . (4.68)
La fo´rmula anterior es la expresio´n usada para modelizar el comportamiento esperado en el
precio de una accio´n, donde:
µ: rendimiento instanta´neo esperado de la accio´n.
σ: desviacio´n esta´ndar instanta´nea del rendimiento de la accio´n.
S: precio de la accio´n.
dt: cambio de la variable tiempo.
dZ = ε
√
dt.
ε: v.a, se distribuye segu´n N(0 , 1).
dZ : sigue un proceso de Wiener generalizado o Movimiento Browniano.
Ejemplo 4.2.5.1. Un tı´tulo (una accio´n) tiene una volatilidad del 25 % anual y una rentabilidad
esperada del 10 %, se supone que dicho tı´tulo no paga dividendo; entonces el comportamiento
futuro de su precio viene dado por:
dS
St
= 0, 1dt+ 0, 25dZ.
Si4S es el aumento del precio en el intervalo4t, tenemos:
4S
St
= 0, 104t+, 025ε
√
4t.
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Si el intervalo de tiempo fuese de un dı´a (0, 02777 an˜os) y el precio de la accio´n en el momento
t fuera 1000 unidades monetarias, se tendrı´a:
4S
1000
= 0, 10 (0, 00277) +, 025ε
√
0, 00277→4S = 0, 277 + 13, 176ε.
Lo que significa que el aumento en el precio en un dı´a es una v.a distribuida segu´n una normal
de media 0, 277 y 13, 176 de desviacio´n tı´pica.
4.2.5.1 Lema de Ito
Vamos a verificar que la fo´rmula (4.67), correspondiente al modelo log-normal de B&S y que
es apto para modelar el precio de una accio´n en tiempo continuo corresponde a una martingala;
como se puede observar, e´sta corresponde a una EDE, por tanto hallar el valor esperado no
es inmediato, necesitamos una expresio´n explı´cita para St, pues e´sta EDE indica la regla de
evolucio´n para St a lo largo del tiempo, pero no la funcio´n de distribucio´n para St en cada
instante de tiempo; necesitamos pues resolver dicha EDE; como no es el objetivo de este trabajo
mostrar los detalles de esta solucio´n, simplemente se enunciaran algunos teoremas como el lema
de Ito y resultados que llevan a la solucio´n de la misma.
Para ello se hace uso de herramientas del ca´lculo estoca´stico como es el lema y teorema de Ito
y la integral de Ito.
Definicio´n 4.2.5.1.1. Lema de Ito. Sea Xt una v.a que satisface
dX = µ (X, t) dt+ σ (X, t) dZ,
y f(X, t) con derivadas parciales continuas, entonces la variable Yt = f(X, t) sigue un proceso
aleatorio que viene dado por:
dY =
(
∂f
∂t
+ µ (X, t)
∂f
∂X
+
1
2
(σ(X, t))2
∂2f
∂X2
)
dt+ σ (X, t)
∂f
∂X
dZ.
Teorema 4.2.5.1.1. Teorema de Ito. Sea f una funcio´n real con segunda derivada continua y
sea
Xt = X0 +
∫ t
0
hsds+
∫ t
0
gsdBs,
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donde X0 es F0−medible, h es una proceso medible y adaptado con trayectoria integrable, g es
un proceso medible, que cumple
∫ t
0
(gs)
2ds <∞, entonces:
f(X t) = f (X0) +
∫ t
0
f 1 (Xs) dXs +
1
2
∫ t
0
f 2 (Xs) dXsdXs
= f (X0) +
∫ t
0
f 1 (Xs) (hsds+ gsdBs) +
1
2
∫ t
0
f 2 (Xs) (gs)
2.
La demostracio´n de e´ste teorema no es un objetivo prioritario del presente trabajo.
Definicio´n 4.2.5.1.2. Lema de Ito versio´n para el Movimiento Browniano. Dada una EDE como
la definida en (4.67), y f(t, x) una funcio´n continua con derivada parcial de primer orden
respecto a t y de segundo orden continua respecto a x, continua, para s < t se cumple:
f (t, Z (t))− f (s, Z (s)) =
∫ t
s
(
∂f (u, Z (u))
∂t
+
1
2
∂2f (u, Z (u))
∂x2
)
du
+
∫ t
s
(
∂f (u, Z (u))
∂x
)
dZ (u) . (4.69)
Proposicio´n 4.2.2. La ecuacio´n (4.67) correspondiente a un Movimiento Browniano generali-
zado es apta para describir el precio de una accio´n en tiempo continuo.
Demostracio´n. En efecto vamos aplicar el lema y el teorema de Ito para resolver la EDE (4.67);
empezamos escribiendo (4.67)en forma de integral, con S (0) = S0 :
S (t) = S0 +
∫ t
0
µS (x) dx+
∫ t
0
σS (x) dZ (x) . (4.70)
En (4.69) la primera integral es de Riemann ordinaria y la segunda integral es de Ito (estoca´stica)
y por lo tanto conserva el lı´mite de las sumas:∫ t
0
S (x) dZ (x) =
∑
i
S(ti−1) [Z (ti)− Z(ti−1)]
a lo largo de todas las particiones 0 < t0 < t1 < . . . < tn del intervalo [0, t] con ma´ximo
(ti − ti−1)→ 0 cuando n→∞
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Supongamos que S (t) = f(t, dZ(t)), entonces de (4.68) y (4.69) se tiene los coeficientes:
µf (t, x) =
∂f (t, x)
∂t
+
1
2
∂2f (t, x)
x2
. (4.71)
σf (t, x) =
∂f(t, x)
∂x
. (4.72)
Derivando (4.70) con respecto a x obtenemos:
σ
∂f(t, x)
∂x
=
∂2f (t, x)
x2
. (4.73)
De (4.71) y (4.72) por sustitucio´n se puede obtener:
σ2f (t, x) =
∂2f (t, x)
x2
. (4.74)
De (4.70) y (4.73), simplificando tenemos:
∂f (t, x)
∂t
=
(
µ− 1
2
σ2
)
f (t, x) . (4.75)
Ahora utilizando el me´todo de separacio´n de variables para ecuaciones en derivadas parciales y
teniendo en cuenta la fo´rmula (4.71) y (4.74), vamos a terminar la demostracio´n.
Sea f (t, x) = g (t)h(x) y hagmos en (4,71) y (4.74) h (x) = f(t, x) y g (t) = f(t, x)
respectivamente, procedomos a encontrar g (t) y h (x). Entonces (4.71) quedarı´a de la siguiente
manera:
∂h(x)
h(x)
= σ∂x.
Integrando en ambos lados de lados ∫
∂h (x)
h (x)
=
∫
σ∂x.
De donde se obtiene que
h (x) = h (0) eσx .
En el caso de (4.74)
∂g(t)
g(t)
=
(
µ− 1
2
σ2
)
∂t.
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Integrando en ambos lados: ∫
∂g(t)
g(t)
=
∫ (
µ− 1
2
σ2
)
∂t.
De donde se obtiene
g (t) = g (0) e(µ−
1
2
σ2)t .
Entonces por la definicio´n de f (t, x), tenemos
f (t, x) = g (t)h (x) = g (0)h (0) e(µ−
1
2
σ2)t+σx, (4.76)
y de acuerdo a las caracterı´sticas del Movimiento Browniano tenemos que, se sigue que:
S (0) = f (0, Z (0)) = f (0, 0) = g (0)h(0).
Ası´
f (t, x) = S (0) e(µ−
1
2
σ2)t+σx, (4.77)
y
S (t) = f (t, dZ (t)) = S(0)e(µ−
1
2
σ2)t+σdZ(t). (4.78)
Observacio´n 4.2.5.1. La ecuacio´n (4.77) es la solucio´n de la EDE (4.67) , es decir la expresio´n
explı´cita para St o S(t), esto es su funcio´n de distribucio´n, que corresponde a una funcio´n
log-normal y describe el precio de una accio´n en cada instante tiempo t.
Proposicio´n 4.2.3. El logarı´tmo natural de los precios de una accio´n en el modelo B&S se
distribuyen normalmente.
Demostracio´n. En efecto, mostraremos que se cumple (4.57) , para ello tomamos lnen (4.77) ,
es decir
ln(S (t)) = ln(S(0)e(µ−
1
2
σ2)t+σdZ(t)),
y por las propiedades de los logaritmos tenemos que
ln (S (t)) =
[
ln(S (0)) +
(
µ− 1
2
σ2
)
t+ σdZ(t)
]
. (4.79)
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Proposicio´n 4.2.4. La rentabilidad de los precios de una accio´n en el modelo B&S se
distribuyen lognormal.
Demostracio´n. En efecto, dijimos que (4.56) representaba la rentabilidad de una accio´n, por
otro lado tanto (4.77) tambie´n se puede ver como
S(t)
S(0)
= e(µ−
1
2
σ2)t+σdZ(t),
y tomando logarı´tmo y aplicando las propiedades de los logarı´tmos tenemos:
ln (S (t)) − ln (S (0)) =
[(
µ− 1
2
σ2
)
t+ σdZ (t)
]
. (4.80)
Proposicio´n 4.2.5. La funcio´n de distribucio´n que describe el precio de una accio´n en cada
instante de tiempo tiene media y desviacio´n esta´ndar respectivamente:
ln (S (t)) ∼ N
[
ln (S (0)) +
(
µ− 1
2
σ2
)
t, σ
√
t
]
(4.81)
ln (S (t)) − ln (S (0)) ∼ N
[(
µ− 1
2
σ2
)
t, σ
√
t
]
. (4.82)
Es decir que el logaritmo de los precios sigue una distribucio´n normal o lo que es equivalente,
los precios corresponden a una distribucio´n lognormal de media:
ln (S (0)) +
(
µ− 1
2
σ2
)
t,
y desviacio´n esta´ndar:
σ
√
t.
De igual menera los rendimientos esta´n distribuidos lognormalmente, con media:(
µ− 1
2
σ2
)
t,
y desviacio´n esta´ndar:
σ
√
t.
Lo cual es coherente con lo planteado en el ejemplo (4.2.2.1).
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4.2.5.2 Valor esperado del precio de una accio´n en el modelo B&S.
Se procede a continuacio´n a calcular E(St) en (4.77).
Como St = S0e(µ−
1
2
σ2)t+σZesta´ normalmente distribuido, esto es
St ∼ N(
(
µ− σ2
2
)
t; σZ),
y aplicando el concepto de valor esperado y las propiedades de esperanza (definicio´n 2.2.4.1 y
2.2.5.6 y la proposicio´n 2.2.4.1) y teniendo en cuenta las fo´rmulas (4.53) y (4.54) entonces se
tiene que:
E(St) = S0e
(µ− 12σ2)t
∫ ∞
−∞
eσx
1√
2pit
e−
x2
2t dx
= S0e
(µ− 12σ2)t
∫ ∞
−∞
e−
x2
2t
+
(2tσx)
2t dx
= S0e
(µ− 12σ2)t
∫ ∞
−∞
e−
(x−σt)2
2t e
(σt)2
2t dx
= S0e
(µ)t. (4.83)
Proposicio´n 4.2.6. El valor esperado en el precio de una accion en el modelo B&S,
esta´ representado por la expresio´n (4.82).
Proposicio´n 4.2.7. El precio de una accio´n en el modelo B&S representa una martingala.
Demostracio´n. Este resultado es inmediato si se tiene en cuenta el Teorema 4.2.4.1; en efecto
la ecuacio´n (4.77) corresponde a una martingala, pues de acuerdo a la definicio´n 2.1.4.6
claramente St es medible. E(St) <∞. Finalmente de la expresio´n (4.82) tenemos que
E (St+1 | (S0, S1, . . . , St)) = S0e(µt) .
Por lo tanto St es una martingala si (µt) = 0.
Una submartingala si (µt) > 0.
Una supermartingala si (µt) < 0.
Por su parte si la opcio´n sobre acciones es un call el comprador la puede ejercer en caso de que
(µt) > 0, es decir en caso de que el valor esperado en el precio de la accio´n sea una submartinga.
No la podra´ ejercer si (µt) < 0 y sera´ indiferente si (µt) = 0.
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De igual manera en caso de que sea una opcio´n put el tenedor de la misma so´lo podra´ ejercercela
si (µt) < 0 es decir, cuando el valor esperado en el precio de la accio´n corresponda a una
supermartingala sera´ indiferente si (µt) = 0.
4.2.5.3 Valuacio´n de una opcio´n sobre acciones en B&S.
En la expresio´n (1.11) y (1.12) se describio´ la fo´rmula que describe la funcio´n de pago de una
opcio´n call y una opcio´n put respectivamente; en (4.41) y (4.42) se presento´ dicha funcio´n de
pago adaptada a un modelo binomial de mu´ltiples periodos. En el modelo B&S el objetivo se
centra en encontrar una funcio´n C(.) que tenga en cuenta el precio sin arbitraje de la accio´n,
teniendo en cuenta que el precio de e´sta se comporta segu´n la fo´rmula (4.77). Aplicando la
definicio´n (4.2.5.1) en la fo´rmula (4.67) y suponiendo que C(.) es una funcio´n con derivadas
parciales, se tiene que:
dC =
(
Ct + µSCs +
1
2
σ2S2Css
)
dt+ σSCsdZ. (4.84)
B&S construyen un portafolio que contiene H unidades de acciones y β unidades de opciones
call; luego si P es la funcio´n del portafolio y S el precio de la accio´n, tendrı´amos:
P = βC +HS. (4.85)
Derivando la funcio´n (4.84) obtenemos:
dP = βdC +HdS. (4.86)
Reemplazando la fo´rmula (4.67) y (4.83) en (4.84) tenemos:
dP =
(
HµS + β
(
Ct + µSCs +
1
2
σ2S2Css
))
dt+ (4σS + βσSCs) dZ. (4.87)
Haciendo H = −βCs B&S eliminan el te´rmino aleatorio y por lo tanto (4.86) quedarı´a:
dP = β
(
Ct +
1
2
σ2S2Css
)
dt. (4.88)
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Observacio´n 4.2.5.3.1. B&S usan el siguiente argumento: en unavaloracio´n de tiesgo neutral el
portafolio debe tener los mismos rendimientos que el de libre de riesgo (el bono), es el portafolio
P debe tener la siguiente ecuacio´n:
dP = rPdt. (4.89)
Ası´ igualando (4.87) y (4.88) se obtiene:
rP = β
(
Ct +
1
2
σ2S2Css
)
. (4.90)
Reemplazando (4.84) en (4.89):
r (βC +HS ) = β
(
Ct +
1
2
σ2S2Css
)
. (4.91)
Como se elimino´ el te´rmino aleatorio:
r (−βSCt + βC ) = β
(
Ct +
1
2
σ2S2Css
)
. (4.92)
Por su parte (4.91) se puede ver como:
1
2
σ2S2Css + rSCt + Ct − rCt = 0. (4.93)
La expresio´n (4.92) es la EDP de B&S, su solucio´n que pasa los objetivos del presente trabajo,
esta´ sujeta a condiciones de frontera.
Teniendo en cuenta que el valor de la opcio´n de compara viene dado por la expresio´n
C = max(S (t)−K),
y la solucio´n de la ecuacio´n (4.92), llegamos a que la expresio´n que determina el valor de la
opcio´n call es:
C (S, t) = S (t)N (d1)−Ke−rnN (d2) . (4.94)
Donde N(.) es la funcio´n de distribucio´n normal acumulada esta´ndar:
d1 =
ln
(
S0
K
)
+ (r + 1
2
σ2)t
σ
√
t
d2 =
ln
(
S0
K
)
+ (r − 1
2
σ2)t
σ
√
t
.
De manera ana´loga la opcio´n de venta viene dada por:
V (S (t) , t) = Ke−rnN (−d2)− S(t)N (−d1) . (4.95)
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Los principales aportes de este estudio radica en que se formaliza en un solo contexto los mo-
delos matema´ticos que describen la evolucio´n de los precios de una accio´n tanto para el caso
discreto como para el caso continuo, haciendo e´nfasis al rigor y dema´s detalles matema´ticos. De
la misma manera se muestra matema´ticamente co´mo los mencionados modelos que describen
el precio de una accio´n corresponden a una martingala, es decir se relaciona de manera amplia
la teorı´a de las martingalas con los precios.
Lo anterior implica que con e´ste trabajo quedo´ evidenciado y demostrado que las martingas
constituyen una herramienta importante para modelar la tendencia en el precio de las acciones
y en genreral que los precios bajo ciertas condiciones se pueden modelar usando la teorı´a de
las martingalas, pues e´stos tienen memoria y su precio actual depende del precio del pasado. La
funcio´n binomial (para el caso discreto), la normal y/o lognormal (para el caso continuo) cons-
tituyen funciones de distribucio´n aptas para modelar el precio de una accio´n y de una opcio´n
sobre acciones. La importancia del modelo binomial radica en que en e´l se puede de manera
sencilla trabajar todas las propiedades de las martingalas; evidenciar conceptos importantes de
la teorı´a financiera como es el de arbitraje, mercados eficientes; constituye una basa para el mo-
delo continuo, pues con una cantidad suficientes de periodos y aplicando el teorema del lı´mite
central se pueden obtener aproximaciones para el caso continuo; por otro lado a diferencia el
modelo B&S en el modelo binomial se puede trabajar tanto la opcio´n tipo americano como la
opcio´n tipo europea.
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A la hora de abordar el estudio del modelo B&S es importante tener en cuenta los resultados
del Moviemiento Browniano, pues en esencia este modelo utiliza los elementos del Movimiento
Browniano para estudiar la tendencia que sigue el precio de una accio´n y el valor de una opcio´n.
De este estudio se deja abierta la posibilidad de otros estudios como por ejemplo: relaciones
matema´ticas entre el modelo Binomial y el modelo B&S; extensio´n de los resultados obtenidos
a las Cadenas de Markov o aplicaciones de las Cadenas de Markov en el estudio de activos
financieros; y en general otras aplicaciones de los procesos Estoca´sticos en la modelacio´n fi-
nanciera y econo´mica.
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