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SECOND ORDER AVERAGE ESTIMATES ON LOCAL DATA OF CUSP FORMS1
FARRELL BRUMLEY2
Abstract
We specify sufficient conditions for the square modulus of the local parameters of
a family of GLn cusp forms to be bounded on average. These conditions are global
in nature and are satisfied for n ≤ 4. As an application, we show that Rankin-Selberg
L-functions on GLn1 ×GLn2 , for ni ≤ 4, satisfy the standard convexity bound.
1 Introduction
Let F be a number field and A its ring of adeles. Let π = ⊗vπv be a cuspidal automor-
phic representation of GLn(A). At each finite place v = p of F there is associated with πp a
semisimple conjugacy class Aπ(p) in GLn(C), the matrix of local (Langlands) parameters
Aπ(p) = diag(απ(p, 1), . . . , απ(p, n)). The Ramanujan conjecture states that |απ(p, i)| ≤ 1
for all 1 ≤ i ≤ n, with strict equality when π
p
is unramified.
One may use the information supplied by the Ramanujan Conjecture to derive impor-
tant analytic results for L-functions. In doing so one trades strong pointwise information
for results that often have more to do with the average behavior of the local parameters,
with απ(p, i) ranging over primes p and possibly over π is some family. One such con-
sequence of the Ramanujan Conjecture is that any (appropriately normalized) L-function
associated to π satisfies the optimal estimate Oǫ(C(π)ǫ) on Re(s) > 1. The quantity C(π)
is the analytic conductor of π (see Section 3 for the definition). When this property holds,
we say that the L-function satisfies the standard convexity bound.
One technique used to demonstrate optimal bounds on sums of positive coefficients
was introduced by Iwaniec [6] for cusp forms π on GL2. Iwaniec uses a linearization pro-
cess to show that if the coefficients λ(n, π) of L(s, π) don’t begin to show O(1) behavior by
the time Nn is of size Oǫ(C(π)ǫ) then this late excess will so propogate through the remain-
ing coefficients via their multiplicative relations as to contradict the polynomial control
granted by the Rankin-Selberg theory. Molteni [16], working out the difficult combina-
torics involved in implementing Iwaniec’s idea in full generality, was then able to show
that for π any cusp form on GLn the principal L-function L(s, π) satisfies the standard
convexity bound.
To apply the same reasoning to the Rankin-Selberg L-function L(s, π × π) requires
a more delicate analysis. It may come as a surprise to some that despite the recent break-
throughs in certain cases of subconvexity, it is still not known in complete generality and
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under no assumptions that L(s, π×π) satisfies the standard convexity bound. Molteni [16]
went some way toward this goal by showing that for π any cusp form on GLn as long as
|απ(p, i)| ≪ Np
1/4 (1)
for all but finitely many primes p and 1 ≤ i ≤ n then L(s, π × π) satisfies the standard
convexity bound (see his Hypothesis (R′)). At present, however, bounds of this quality are
known only for cusp forms on GL2(A) where we have |απ(p, i)| ≪ Np1/9 [11].
In this paper we remove hypothesis (1) in certain cases, proving that L(s, π1 × π2)
satisfies the standard convexity bound for pairs (π1, π2) on GLn1 × GLn2 for ni ≤ 4. This
improvement upon the range given by Molteni’s work is due to a greater emphasis on global
infomation and benefits from some recent advances in functoriality. Throughout the paper
we take pains to describe what happens on higher rank in an effort to compare the strengths
of our method with those of other approaches.
1.1 Main Theorem
We consider a Dirichlet series which acts as a majorizer of L(s, π × π). For π any
cuspidal representation of GLn(A), define
L(s, π, |max|2) :=
∑
n
λ(n, π, |max|2)Nn−s :=
∏
p
∑
r≥0
max
i
|απ(p, i)|
2r Np−rs.
We shall specify sufficient conditions under which this L(s, π, |max|2) is Oǫ(C(π)ǫ) on
Re(s) > 1. We call this estimate the convexity bound at s = 1, detailing the specific
point in this case since L(s, π, |max|2), lacking a functional equation, does not allow for
an interpolation to points to the left of 1.
This function L(s, π, |max|2) has the advantage over L(s, π× π˜) of being completely
multiplicative in its coefficients. As we shall see in Proposition 10, Dirichlet series whose
coefficients are positive and completely multiplicative can be subjected to Iwaniec’s boot-
strapping method with no additional assumption on the size of their coefficients.
The disadvantage of working with L(s, π, |max|2) is that it is not an L-function com-
ing from an automorphic form, making its analytic properties hard to unearth. To remedy
this problem, we majorize λ(p, π, |max|2) for p at which π
p
is unramified by a sum of the
absolute values of certain more naturally arising coefficients (see Proposition 5). In doing
so, we make use of the fact that for unramified p the unitarity of π
p
restricts the number of
roots that can possibly violate the Ramanujan conjecture. The matrix of Satake parameters
Aπ(p) in this case is forced to lie in the same semi-simple conjugacy class as Aπ(p)−1,
meaning that only ⌊n/2⌋ of the n roots can have size greater than 1. The function ⌊ · ⌋ is
the “floor” function outputting the largest integer less than or equal to the imput value.
The following is our main theorem. For the definition of a strong isobaric lift consult
Section 2.
THEOREM 1. Let π a cuspidal representation of GLn(A). For an integer j ≥ 2
denote by ∧j the exterior j-power representation of GLn(C). Assume that for every 2 ≤
2
j ≤ ⌊n/2⌋ there exists a strong ∧j-isobaric lift. Then L(s, π, |max|2) satifies the convexity
bound at s = 1.
1.2 Applications
When n = 2 or 3, the conditions of Theorem 1 are empty, so the conclusion automat-
ically holds. When n = 4 or 5 the sole condition in is that there exists a strong isobaric
∧2 lift. For n = 4, this condition was proven by Kim [9, Proposition 5.3.1], and so we can
state unconditionally the following practical result. For cusp forms on GL3 and GL4, this
result is new.
COROLLARY 2. Let πi be cuspidal representations of GLni(A) where ni ≤ 4 for
i = 1, 2. Then L(s, π1 × π2), as well as L(s, πi,∧2) and L(s, πi, sym2) for i = 1, 2, satisfy
the standard convexity bound.
The proof of Corollary 2, essentially an application of the Cauchy-Schwartz inequal-
ity, is provided in sub-section 3.2.
We now given several examples where Theorem 1 can be used to replace the Ramanu-
jan Conjecture or the hypothetical bounds (1). The first is a large sieve inequality for long
sums of Fourier coefficients of cusp forms on GLn. For cusp forms π on GL2/Q and
their images sym2π under the Gelbart-Jacquet lift this large sieve inequality is a theorem,
by Duke and Kowalski [2] in the level aspect when π is holomorphic, by Luo [13] in the
eigenvalue aspect when π is a Maass form.
For a parameter Q ≥ 1 let Sn(≤ Q) be the set of all cusp forms on GLn/Q with an-
alytic conductor bounded by Q. Under a remaining assumption giving polynomial growth
on Sn(≤ Q), the results of [2] and [13] can be extended to n ≤ 4 using Theorem 1.
COROLLARY 3. Let n = 3 or 4. Assume that there exists a number d > 0 such
that |Sn(≤ Q)| = O(Qd). Let α = 1 − (n2 + 1)−1 and for π1, π2 ∈ Sn(≤ Q) define
B = B(n) > 0 to be the exponent appearing in the convexity bound of L(s, π1 × π2) at
s = α, so that L(α, π1 × π2)≪ǫ QB+ǫ. Then for any ǫ > 0 the inequality∑
π∈S(≤Q)
∣∣∣∣∑
n≤N
anλ(n, π)
∣∣∣∣2 ≪ǫ (NQ)ǫ(N +QB+dNα)∑
n≤N
|an|
2
holds for all complex numbers (an)1≤n≤N .
The proof of Corollary 3 is by a well-known duality argument. We shall only sketch
the details which pertain to the role of Theorem 1. The two terms on the right-hand side
of the large sieve inequality come from a majorization of an integral involving the Rankin-
Selberg L-function at the point s = 1 and along the line s = α+ǫ for small ǫ > 0. At s = 1
one uses Theorem 1 to show that the residue of L(s, π× π˜) is≪ǫ Qǫ. On the line s = α+ ǫ
Theorem 1 is used to establish the convergence and negligibility of the correction factor
that relates the bilinear Rankin-Selberg L-function to the true convolution. This correction
3
factor, labeled H(s, π1×π2) in [2], is the product
∏
pHp(s, π1×π2) of polynomials in p−s
whose coefficients are symmetric polynomials in the local roots of π1 and π2 and whose
linear term is zero. The product converges on Re(s) > α and satisfiesH(s, π1×π2)≪ǫ Qǫ
in this region by the Luo-Rudnick-Sarnak bounds (see display (6)) and Theorem 1.
As a final application we state a zero-density theorem for principalL-functions of cusp
forms on GLn for n = 3 or 4. Kowalski and Michel [10] have proven a quite powerful zero-
density statement near the line 1 for L-functions of general GLn cusp forms over Q. They
assume the bounds (1) on the local parameters, in this case to prove a mean-value theorem
with pseudo-characters a` la Selberg. As in Corollary 3 we may remove this assumption for
n = 3 and 4 using our Theorem 1. See the introduction to [10] for applications of this type
of zero-density statement to moments of L(1, π) for certain families of π.
Let M(α, T ) = {z ∈ C| Re(z) ≥ α and |Im(z)| ≤ T} for α ∈ R, T ≥ 0. For any
cuspidal automorphic representation π of GLn/Q, we let
N(π;α, T ) = |{ρ ∈M(α, T )|L(π, ρ) = 0}|
(zeros counted with multiplicity).
COROLLARY 4. Let n = 3 or 4. Let Sn(≤ Q), Q ≥ 1, be as above. Assume that there
exists a number d > 0 such that |Sn(≤ Q)| = O(Qd). Let α > 1− (n2 + 1)−1 and T ≥ 2.
Then there exist constants c, B > 0, depending only on n and d, such that∑
π∈Sn(≤Q)
N(π;α, T )≪ TBQc(1−α)
for all Q ≥ 1. The implied constant depends only on the choice of c.
1.3 Strength of method
We have tried in this paper to give the reader an idea of the strengths of our method
relative to other approaches. It is for this reason that, despite the extremity of its hypotheses,
Theorem 1 was stated for general n.
One weakness of the method we outline is that there is much information loss in
passing from the conclusion of Theorem 1 to Corollary 2. This lost information is hard
to quantify, and it is not at all clear that additional applications could be gleaned from the
stronger result. To see the information loss, imagine trying to reverse the logic to deduce
the convexity bound at s = 1 of L(s, π, |max|2) from that of L(s, π, sym2) and L(s, π,∧2)
alone. Note that convexity for these latter two implies the same for their productL(s, π×π),
and indeed for any Rankin-Selberg pair L(s, π1 × π2) by the Cauchy-Schwartz inequality.
But as n gets large (n greater that 5 will work), our Proposition 5 shows that many more
representations are needed to control the modulus-squared of the roots.
Theorem 1 thus seems best suited for n ≤ 5 where the degree of the representations
whose automorphy we assume is no larger than those to whose L-functions we apply the
result. But even for n ≤ 5, where the standard and the exterior square representation suffice
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to control the square-modulus of the roots, there is information loss simply by the reduction
to a completely multiplicative Dirichlet series. When applying Theorem 1 to L(s, π × π˜)
for example, we are using the quantity (λ(p, π× π˜)+ |λ(p, π,∧2)|)r to control λ(pr, π× π˜)
for every r ≥ 0. When r = 1 the presence of the exterior square is clearly unnecessary. By
treating all coefficients with essentially the same majorization, we neutralize the otherwise
helpful effect of interior cancellation among the roots that might lead to some coefficients
being small or zero.
Let us say more about other methods for proving the standard convexity bound for
Rankin-Selberg L-functions. The most direct way to force the convexity bound forL(s, π×
π) is by assuming the existence of both an exterior and symmetric square lift. For it is clear
from the identity L(s, π × π) = L(s, π, sym2)L(s, π,∧2) that the convexity bound for
L(s, π × π) follows from that of both L(s, π, sym2) and L(s, π,∧2); by the results in [16]
again, this would follow from the (isobaric) automorphy of both sym2π and ∧2π. Hence
L(s, π × π), where π is a cusp form on GL2(A), satisfies the standard convexity bound for
yet another reason: the Gelbart-Jacquet lift [3].
In Section 2 we are able to shed some light on the relation between the hypothetical
bounds (1) on the local roots and the direct assumption of functoriality of both ∧2 and
sym2. In Corollary 6 we show that for n ≤ 5 the assumption of both functorial lifts is
stronger than the condition (1). For n > 5 no such implication can be made by our method.
In fact, working locally one unramified prime at a time, and using only unitarity as input,
we show that many more functorial lifts are needed to break the 1/4 exponent that Molteni
requires. Of course we lose lots of global information in setting up this implication, but
it is interesting nonetheless to consider whether, for higher rank general linear groups, the
existence of both functorial lifts, already such an extreme hypothesis, might actually be
weaker than the bounds in (1).
Acknowledgements. This paper represents a chapter in my doctoral dissertation. I
would like to thank my thesis advisor Peter Sarnak for suggesting this problem to me and
Ramin Takloo-Bighash, Philippe Michel, and Akshay Venkatesh for their encouragement.
2 Consequences of unitarity
In the following proposition, we have chosen the exterior power lifts for simplicity.
The proof uses only properties on the size of the eigenvalues αi. Alternative sets of repre-
sentations of GLn(C) may be chosen, though one would then have to take into considera-
tion the arguments of the αi.
PROPOSITION 5. Let n ≥ 1 and m = ⌊n/2⌋. There exists a constant cn > 0 depend-
ing only on n such that for any matrix A = diag(α1, . . . , αn) ∈ GLn(C) with A−1 and A
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lying in the same semi-simple conjugacy class
max
i
|αi|
2 ≤ cn
(
1 +
m∑
j=2
|Trace(∧jA)|2/j
)
. (2)
Proof: The assumption on A means that there is some permutation σ of the indices
such that αiασ(i) = 1 for all i. The elements may be ordered by their size, say
|α1| ≥ · · · ≥ |αm| ≥ 1 ≥ · · · ≥ |αn|. (3)
We note that
Trace(∧jA) =
∑
1≤i1<···<ij≤n
αi1 · · ·αij . (4)
For the moment let R1, . . . , Rm+1 be any array of positive real numbers satisfying
R1 = 1 and 0 < Ri < 1 for 2 ≤ i ≤ m+ 1. It is clear that either
(i) there exists some j ∈ {1, . . .m} such that |αi| ≥ Ri|α1| for all 1 ≤ i ≤ j and
|αj+1| ≤ Rj+1|α1|; or else
(ii) |αm+1| ≥ Rm+1|α1|.
In case (ii), we have |α1|2 ≤ R−2m+1|αm|2 ≤ R−2m+1 by (3).
Now let j be as in case (i). The leading term in (4) is α1 · · ·αj which has size
|α1 · · ·αj | ≥
(
j∏
i=1
Ri
)
|α1|
j.
From (3) all other terms are bounded in absolute value by
|α1 · · ·αj−1αj+1| ≤ Rj+1|α1|
j.
Thus we have
Trace(∧jA) = α1 · · ·αj +O((rj − 1)Rj+1|α1|
j), (5)
where the implied constant is bounded by 1 and rj be the number of terms present in
Trace(∧jA), that is rj = #{(i1, · · · , ij) | 1 ≤ i1 < · · · < ij ≤ n}. The numbers Ri should
now be chosen to make the main term in (5) dominate the error term. For 1 ≤ j ≤ m+ 1,
set
Rj =
(
j−1∏
i=1
Ri
)
r−1j−1.
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Here we have put r0 = 1. Thus R1 = 1, R2 = r−11 , R3 = r−11 r−12 , and so on. By (5) this
implies
|α1|
j ≤
(
j∏
i=1
Ri
)−1(
1−
rj − 1
rj
)−1
|Trace(∧jA)| = R−1j+1|Trace(∧
jA)|.
Since R1 > R2 > . . . > Rm+1, we may encompass all cases by taking cn = R−2m+1.
This completes the proof.
Let πv be any irreducible admissible representation of GLn(Fv). Let φv : W ′Fv →
GLn(C) the parametrization of πv given by the local Langlands correspondence ([4], [5],
[12]), where W ′Fv is the Weil-Deligne group. The composition φv ·ρ is then the parametriza-
tion of an irreducible admissible representation ρ(πv) of GLN(Fv). We may form the tensor
product ρ(π) = ⊗vρ(πv) over all places v of F . The result is an irreducible admissible rep-
resentation of GLN (A). An automorphic representation Π of GLN (A) is called isobaric if
Π = Ind σ1⊗· · ·⊗σk, for cuspidal representations σi of GLni(A), where n1+· · ·+nk = N .
Langlands functoriality predicts that ρ(π) is automorphic.
We shall call an automorphic (respectively, isobaric) representation Πρ = ⊗vΠρv of
GLN (A) a weak ρ-automorphic (respectively, -isobaric) lift of a cuspidal representation
π = ⊗vπv of GLn(A) if there exists a finite set Sπ of places, including the finite places v
at which πv is ramified, such that Πρv ≃ ρ(πv) for all v /∈ Sπ. The lift is said to be strong if
Sπ can be taken independent of π.
Using our Proposition 5 and additional assumptions on the existence of certain weak
isobaric lifts, the Luo-Rudnick-Sarnak [14] bounds
|απ(p, i)| ≤ Np
1/2−(n2+1)−1 , (6)
valid for all primes p and 1 ≤ i ≤ n, can be dramatically improved.
COROLLARY 6. Let π be a cuspidal automorphic representation of GLn(A). Put
m = ⌊n/2⌋. Assume that there exists a weak sym2-isobaric lift and ∧j-isobaric lifts of π
for all 2 ≤ j ≤ m. There exists a δn > 0 such that
Np−1/4+δn ≪ |απ(p, i)| ≪ Np
1/4−δn
for 1 ≤ i ≤ n and almost all primes p.
Proof: Using the trivial inequality |Trace(A)|2 ≤ |Trace(sym2A)|+ |Trace(∧2A)|,
Proposition 5 gives
max
i
|απ(p, i)|
2 ≪ |Trace(sym2Aπ(p))|+
m∑
j=2
|Trace(∧jAπ(p))| (7)
for all p such that π
p
is unramified. Let ρ : GLn(C)→ GLd(C) be a polynomial represen-
tation and Π = Π(ρ) a weak ρ-isobaric lift of π. Let Π = Ind σ1 ⊗ · · · ⊗ σk with σi a cusp
form on GLdi(A) and d1 + · · ·+ dk = d. We have
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|Traceρ(Aπ(p))| =
∣∣∣∣ k∑
i=1
Trace(Aσi(p))
∣∣∣∣ ≤ k∑
i=1
diNp
1/2−(d2i+1)
−1
≤ dNp1/2−(d
2+1)−1 ,
for all p /∈ Sπ by the Luo-Rudnick-Sarnak bounds (6). With d = max{deg(sym2), deg(∧m)}
we apply this upper bound to each summand on the right hand side of (7) to get
max
i
|απ(p, i)|
2 ≪ Np1/2−(d
2+1)−1 .
Corollary 6 then follows from the unitarity of π
p
.
3 Global estimates
We construct a Dirichlet series which will be the focus of our attention for the rest of
this paper. Let π be a cuspidal representation of GLn(A). Define
L(s, π, |max|2) :=
∑
n
λ(n, π, |max|2)Nn−s :=
∏
p
∑
r≥0
max
i
|απ(p, i)|
2r Np−rs.
Let T be a finite set of primes such that p /∈ T implies π
p
is unramified. Denote by t the
(square-free) ideal which is the product of all primes in T . Write
LT (s, π, |max|
2) =
∏
p∤t
∑
r≥0
max
i
|απ(p, i)|
2Np−rs =
∑
(n,t)=1
λ(n, π, |max|2)Nn−s, (8)
and
LT (s, π, |max|2) =
∏
p|t
∑
r≥0
max
i
|απ(p, i)|
2Np−rs. (9)
The following proposition is a consequence of Proposition 5 and the Luo-Rudnick-Sarnak
bounds (6). The full strength of the bounds (6) is actually not used until the calculations
involving ramified primes in Proposition 9.
PROPOSITION 7. Let π be a cuspidal representation of GLn(A). Then
LT (s, π, |max|
2)≪
♭∑
(n,t)=1
Nn−σ
♭∑
(n,t)=1
λ(n, π × π˜)Nn−σ
m∏
j=2
♭∑
(n,t)=1
|λ(n, π,∧j)|Nn−σ
uniformly on Re(s) = σ ≥ σ0 > 1. The ♭ sign in the above sums indicates a restriction to
square-free integral ideals.
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Proof: From the p-th factor of LT (s, π, |max|2) we may extract a linear term to ob-
tain
∑
r≥0
λ(pr, π, |max|2)Np−rs = (1 + λ(p, π, |max|2)Np−s)
∑
r≥0
λ(p2r, π, |max|2)Np−2rs.
The bounds λ(p, π, |max|2) ≤ Np, guaranteed to hold by (6), are strong enough to show
convergence of the above geometric series to the right of 1. (We shall need the full strength
of the bounds (6) to treat LT (s, π, |max|2) in Proposition 9.) Thus
LT (s, π, |max|
2)≪
∏
p∤t
(1 + λ(p, π, |max|2)Np−σ)
uniformly on Re(s) = σ ≥ σ0 > 1. By Proposition 5,
λ(p, π, |max|2)≪ 1 + λ(p, π × π˜) +
m∑
j=2
|λ(p, π,∧j)| for p ∤ t.
Applying this majorization gives
1 + λ(p, π, |max|2)Np−σ ≪ 1 + Np−σ + λ(p, π × π˜)Np−σ +
m∑
j=2
|λ(p, π,∧j)|Np−σ
≤ (1 + Np−σ)(1 + λ(p, π × π˜)Np−σ)
∏
2≤j≤m
(1 + |λ(p, π,∧j)|Np−σ).
Taking the product over all p ∤ t we obtain the proposition.
COROLLARY 8. Let π be a cuspidal representation of GLn(A). If L(s, π,∧2) con-
verges absolutely to the right of 1 for all 2 ≤ j ≤ ⌊n/2⌋, then L(s, π, |max|2) converges to
the right of 1.
When n = 2 or 3, the conditions of Corollary 8 are empty, so the conclusion automati-
cally holds. When n = 4 or 5 the sole condition is that L(s, π,∧2) be absolutely convergent
to the right of 1. For n = 4, this property is proven by Kim in [9, Proposition 6.2]. Thus
L(s, π, |max|2) converges to the right of 1 for any π on GLn for n ≤ 4.
When applied to Dirichlet series which arise naturally in the theory of automorphic
forms, Corollary 8 gives no new information. For to deduce the absolute convergence
to the right of 1 of L(s, π,∧2) from that of L(s, π, |max|2) is just to repeat one of the
hypotheses from which we derived the latter fact. The same can be said for L(s, π, sym2).
At this point, the loss of information in passing from L(s, π, |max|2) to either L(s, π,∧2)
or L(s, π, sym2) is just too great. The true strength of Proposition 7 will presently be seen
to lie in questions regarding uniformity in the analytic conductor of π.
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3.1 Gaining uniformity
Denote the local parameters of π at the infinite place v by µπ(v, i), 1 ≤ i ≤ n. Let
q(π) be the conductor of π and define the analytic conductor to be C(π) = q(π)λ∞(π)
where
λ∞(π) =
∏
v=∞
n∏
i=1
(1 + |µπ(v, i)|).
For a pair of cusp forms π1, π2 on GLn1(A) and GLn2(A) we define the analytic conductor
using the parameters at infinity present in the gamma factors of the completed L-function.
That is, for an infiinite place v,
Lv(s, π1,v × π2,v) =
n1∏
i=1
n2∏
j=1
ΓFv(s+ µπ1×π2(v, i, j))
for complex numbers µπ1×π2(v, i, j). Above we have used the standard notation ΓR(s) =
π−s/2Γ(s/2) and ΓC(s) = 2(2π)−sΓ(s). When the infinite place v is unramified for either π
and π′ we have {µπ×π′(v, i, j)} = {µπ(v, i) + µπ′(v, j)}. We define the analytic conductor
of L(s, π1 × π2) to be C(π1 × π2) = q(π1 × π2)λ∞(π1 × π2) where q(π1 × π2) is the
conductor appearing in the functional equation for L(s, π1 × π2) and
λ∞(π1 × π2) =
∏
v=∞
n1∏
i=1
n2∏
j=1
(1 + |µπ1×π2(v, i, j)|).
The definitions of C(π) and C(π1 × π2) were first made by Iwaniec and Sarnak in [7]. By
the work of Bushnell and Henniart [1], q(π1 × π2) ≤ q(π1)n2q(π2)n1 . It can also be shown
that λ∞(π1 × π2)≪n1,n2 λ∞(π1)n2λ∞(π2)n1 . Thus
C(π1 × π2)≪n1,n2 C(π)
n2C(π2)
n1 . (10)
Definition. Let f(s, π) be a Dirichlet series associated with π which converges ab-
solutely to the right of 1. We say that f(s, π) satisfies the convexity bound at s = 1 if
f(s, π) = Oǫ(C(π)
ǫ) for every ǫ > 0 and all Re(s) > 1. When f(s, π) has a functional
equation and nice analytic properties which allow for an interpolation to the left of 1, we
drop the reference to any particular point and say simply that f(s, π) satisfies the standard
convexity bound.
Our goal is to show that L(s, π, |max|2) satisfies the convexity bound at s = 1. Uni-
form estimates in the conductor for a Dirichlet series are generally derived from a func-
tional equation in which the conductor appears. Unfortunately L(s, π, |max|2) satisfies
no such functional equation. Proposition 7 will allow us to obtain uniform estimates for
L(s, π, |max|2) from those for L(s, π × π˜) and L(s,∧jπ × ∧˜jπ) where 2 ≤ j ≤ ⌊n/2⌋.
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PROPOSITION 9. Let π be a cuspidal representation of GLn(A). If ∧jπ is strongly
automorphic isobaric for 2 ≤ j ≤ ⌊n/2⌋, then L(s, π, |max|2) = O(C(π)A) on Re(s) > 1
for some A > 0.
Proof: For j ∈ {2, . . . , ⌊n/2⌋}, let ∧jπ = σj,1⊞ · · ·⊞ σj,ℓj be the decomposition of
∧jπ into an isobaric sum of cusp forms σj,i on GLnj,i . Then
L(s,∧jπ × ∧˜jπ) =
∏
1≤i1,i2≤ℓj
L(s, σj,i1 × σ˜j,i2). (11)
The convergence of L(s, σj,i1× σ˜j,i2) to the right of 1 along with its functional equation [8]
imply, through the Phragmen-Lindelof convexity principle, that
L(s, σj,i1 × σ˜j,i2) = O(C(σj,i1 × σ˜j,i2)
Bj,i1,i2 )
on Re(s) > 1 for some Bj,i1,i2 > 0. By (10) and (11) we therefore have
L(s,∧jπ × ∧˜jπ) =
∑
n
λ(n,∧jπ × ∧˜jπ) = O(C(π)Bj) (12)
on Re(s) > 1 where
Bj =
∑
1≤i1,i2≤ℓj
(nj,i1 + nj,i2)Bj,i1,i2 .
Similarly let B1 > 0 be such that L(s, π × π˜) = O(C(π)B1) on Re(s) > 1.
Denote by Π(j) the strong exterior j power lift of π. Denote by Sj the set of finite
primes outside of which Π(j)
p
≃ ∧jπ
p
. Let T be the union of all the Sj and the set of primes
at which π is ramified. As before, denote by t the product of all primes in T . We note that
Nt ≪ C(π).
To bound LT (s, π, |max|2) (defined in (8)) polynomially in C(π) to the right of 1 we
first note that for square-free ideals n, |λ(n, π,∧j)| ≤ 1 + |λ(n, π,∧j)|2 = 1 + λ(n,∧jπ ×
∧˜jπ). Secondly, Rudnick and Sarnak [17, Appendix] have shown that the coefficients of
L(s,Π × Π˜), where Π is any isobaric form on GLn, are non-negative. We may therefore
remove the restriction of being square-free and relatively prime to t. Thus
♭∑
(n,t)=1
|λ(n, π,∧j)|Nn−σ ≤
∑
n
(1 + λ(n, π,∧j × ∧˜jπ))Nn−σ.
An appeal to Proposition 7 and (12) gives LT (s, π, |max|2) = (C(π)B) where B =
∑
j Bj
and j runs through 1, . . . , ⌊n/2⌋.
We now treat LT (s, π, |max|2) (defined in (9)). Let δ = δ(n) = (n2+1)−1. Using the
local bounds (6) we have
Lp(1, π, |max|2) :=
∑
r≥0
max
i
|απ(p, i)|
2rNp−r ≤
∑
r≥0
Np−2rδ = 1 + cNp−2δ,
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for some constant c > 0 depending only on δ. Thus Lp(1, π, |max|2) ≤ 1+Np−δ for primes
p such that Np ≥ cδ−1 . We have
LT (1, π, |max|2)≪
δ
∏
p|t
Np≥cδ
−1
(1 + Np−δ) ≤
∑
Nn≤Nt
Nn−δ ≪ Nt1−δ ≪
δ
C(π)1−δ.
With A = B + 1− δ, we have proved the proposition.
Once we have polynomial control on L(s, π, |max|2) to the right of 1 we can use a
bootstrapping technique of Iwaniec [6] to whittle down the exponent to be as small as we
like. We now see the fruit of not having applied this technique straightaway to L(s, π×π),
say, as in Molteni [16]: the complete multiplicativity of the coefficients λ(n, π, |max|2)
allows us to do without any further restriction on the size of the local roots. That is, no
improvement on the Luo-Rudnick-Sarnak bounds (6), already used in the proofs of Propo-
sition 7 and Proposition 9, will be necessary. In fact, the following proposition could
be applied to any Dirichlet series with completely multiplicative non-negative coefficients
with polynomial control in the conductor to the right of 1.
We note that Propositions 9 and 10 combine to give Theorem 1.
PROPOSITION 10. Let π be a cuspidal representation of GLn(A). Assume that the
function L(s, π, |max|2) converges on Re(s) > 1. If there exists a constant A > 0 such
that L(s, π, |max|2) = O(C(π)A) on Re(s) > 1 then L(s, π, |max|2) satisfies the convexity
bound at s = 1.
Proof: For convenience, put λ(n) = λ(n, π, |max|2) and C = C(π). Set S(X) =∑
Nn≤X λ(n). Then the polynomial control and the positivity of the coefficients imply that
for every σ > 1
S(X) ≤ Xσ
∑
Nn≤X
λ(n)Nn−σ ≤ Xσ
∑
n
λ(n)Nn−σ ≪ CAXσ. (13)
By the complete multiplicativity of the λ(n) we have
S(X)2 =
∑
Nm,Nn≤X
λ(m)λ(n) =
∑
Nm,Nn≤X
λ(mn) =
∑
Nr≤X2
λ(r)τ(r),
where τ(r) is the number of divisors of r. Applying the bound τ(r) ≪ǫ (Nr)ǫ and (13)
we get S(X)2 ≪ǫ CAX2+ǫ. Upon taking the square root we have S(X) ≪ǫ CA/2X1+ǫ.
Iterating this step M times, we obtain S(X) ≪ǫ,M CA/2
M
X1+ǫ. For any ǫ > 0, we may
take M > (logA− log ǫ)/ log 2 to obtain
S(X)≪
A,ǫ
CǫX1+ǫ. (14)
Let Nn ∼ M denote the diadic interval M ≤ Nn < 2M . Using (14) along with the
positivity of the coefficients we conclude that, for any ǫ > 0 and σ ≥ 1+2ǫ, L(σ, π, |max|k)
is
12
∑
M=2k
k≥0
∑
Nn∼M
λ(n)Nn−σ ≤
∑
M=2k
k≥0
M−σS(2M)≪
A,ǫ
Cǫ
∑
k≥0
2−kǫ ≪
A,ǫ
Cǫ.
This finishes the proof.
Theorem 1 has now been proven. Note that even for large n the hypothesis that all∧jπ,
2 ≤ j ≤ ⌊n/2⌋, be automorphic is not necessarily stronger than the condition απ(p, i) ≪
Np1/4 on the local roots. Corollary 6 states that only when these exterior power lifts are
combined with the symmetric square lift do the hypothetical bounds (1) follow. And yet
the strength of the conclusion of Theorem 1 is much stronger than the convexity bound for
only L(s, π × π).
3.2 Proof of Corollary 2
When Theorem 1 is combined with the (strong) automorphy of ∧2π for π on GL4, a
fact proved in [9, Theorem 5.3.1], we obtain the following corollary.
COROLLARY 2. Let πi be cuspidal representations of GLni(A) where ni ≤ 4 for
i = 1, 2. Then L(s, π1 × π2), as well as L(s, πi,∧2) and L(s, πi, sym2) for i = 1, 2, satisfy
the standard convexity bound.
Proof: For any integer r ≥ 0 and prime ideal p we have
λ(pr, π × π˜) ≤ N (r, n) max
i
|απ(p, i)|
2r,
where N (r, n) is the number of monomials in n variables of degree r. The same bound
holds for λ(pr, π,∧2) and λ(pr, π, sym2). We can compute that N (r, n) ≪ rA(n) for some
A(n) > 0. Theorem 1 therefore gives the convexity bound for each of L(s, πi × π˜i),
L(s, πi,∧2), and L(s, πi, sym2).
We deduce the convexity bound forL(s, π1×π2) from that of L(s, πi×π˜i) for i = 1, 2.
To do so, we avail ourselves of the notation and terminology of Macdonald’s treatise [15].
For integers n ≥ 1 and r ≥ 0, let Pn(r) be the set of partitions of r of length no greater
than n. Let sλ denote the Schur function associated to a partition λ. Assume n1 ≥ n2.
If n2 < n1 then define αn2(p, i) = 0 for all n2 < i ≤ n1. Put n = n1 and set απi(p) =
(απi(p, 1), . . . , απi(p, n)). For primes p unramified for both π1 and π2 and integers r ≥ 0
the coefficients λ(pr, π1 × π2) are defined by∏
1≤i1,i2≤n
(1− απ1(p, i1)απ2(p, i2)Np
−s)−1 =
∑
r≥0
λ(pr, π1 × π2)Np
−rs.
It is then a standard identity in the theory of symmetric functions that
λ(pr, π1 × π2) =
∑
λ∈Pn(r)
sλ(απ1(p))sλ(απ2(p)).
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Applying the Cauchy-Schwartz inequality to this, we obtain |λ(pr, π1 × π2)| ≤ λ(pr, π1 ×
π˜1)
1/2λ(pr, π2 × π˜2)1/2. A similiar inequality can be proven for ramified primes. When
extended to all n this gives
∣∣∣∣∣∑
n
λ(n, π1 × π2)
n
s
∣∣∣∣∣ ≤∑
n
λ(n, π1 × π˜1)1/2
n
σ/2
λ(n, π2 × π˜2)1/2
n
σ/2
≤ L(s, π1× π˜1)L(s, π2× π˜2),
the last inequality again by Cauchy-Schwartz. The corollary immediately follows.
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