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Abstract
Detection and localisation of anatomical structures is extremely helpful for
many image analysis algorithms. This thesis is concerned with the automatic
identification of landmark points, anatomical regions and vessel centre lines
in three-dimensional medical datasets. We examine how machine learning
and atlas-based ideas may be combined to produce efficient, context-aware
algorithms.
For the problem of anatomical landmark detection, we develop an analog
to the idea of autocontext, termed atlas location autocontext, whereby spatial
context is iteratively learnt by the machine learning algorithm as part of a
feedback loop. We then extend our anatomical landmark detection algo-
rithm from Computed Tomography to Magnetic Resonance images, using
image features based on histograms of oriented gradients. A cross-modality
landmark detector is demonstrated using unsigned gradient orientations.
The problem of brain parcellation is approached by independently train-
ing a random forest and a multi-atlas segmentation algorithm, then combin-
ing them by a simple Bayesian product operation. It is shown that, given clas-
sifiers providing complementary information, the hybrid classifier provides
a superior result. The Bayesian product method of combination outperforms
simple averaging where the classifiers are sufficiently independent.
Finally, we present a system for identifying and tracking major arteries
in Magnetic Resonance Angiography datasets, using automatically detected
vascular landmarks to seed the tracking. Knowledge of individual vessel
characteristics is employed to guide the tracking algorithm by two means.
Firstly, the data is pre-processed using a top-hat transform of size correspond-
ing to the vessel diameter. Secondly, a vascular atlas is generated to inform
the cost function employed in the minimum path algorithm. Fully automatic
tracking of the major arteries of the body is satisfactorily demonstrated.
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Chapter 1. Introduction
Abstract
In the introduction, we motivate the importance of detecting anatomical
structures in medical scans, by the fact that this is an enabling technology
for many common image analysis tasks. The phenomena that can make this
a difficult task are outlined. We give a brief overview of the state of the art,
setting the stage for more in-depth literature reviews in each technical chapter.
Some commercial context is given to explain the investigative thrust of this
thesis. We outline the main research questions that we will be attempting
to answer, and give some overview of the structure of the chapters in this
thesis and how they link together. Finally, a brief note on general scientific
methodology is provided.
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1.1 Why is detection of anatomical structures
important?
In recent times, global healthcare spending has come under increasing pressure
[2]. The cost of medicine is rising due to an ageing population [3], many techno-
logical advances — in drugs, surgical treatments and machinery —, international
ambition to provide equitable healthcare regardless of wealth [2], and the emer-
gence of a costly litigation culture [4]. Concurrently, the era of information
technology has arrived. Imaging and non-imaging data is becoming plentiful and
easily accessible, through mediums such as picture archiving and communication
systems (PACS) and electronic health records. This brings practical and ethical
challenges in ensuring data is fully examined and exploited on both an individual
and a population-wide basis.
This is a world of many possibilities and high expectations but limited re-
sources. The standout exception is computing hardware, which has become
ever cheaper and ever more powerful, as famously predicted by Moore’s Law.
There is scope for medical image analysis algorithms to play a valuable role
by aiding, automating and fail-proofing existing clinical tasks. Table 1.1 gives
some examples of image analysis functions which can aid the routine work of
radiographers, radiologists and surgeons.
All of these tasks could be facilitated, directly or indirectly, by detection of
the anatomical structures in a scan. Points and regions of interest can be directly
navigated to, labelled, segmented, enhanced and presented using relevant view-
ing modes. Segmentation allows measurement of distances, volumes and other
quantities. Image registration using detected anatomical correspondences gives
linking and fusion of different datasets. Identification of common anatomical
sites for pathology assists detection of suspected lesions. Finally, metadata such
as scan acquisition region and patient gender can be inferred from the anatomy
that is present, or perhaps not present.
1.2 What makes identification of anatomy difficult?
Identification of anatomy is difficult due to intra- and inter-patient variation.
Intra-patient variation occurs due to differences in patient pose, differences in
phase of the respiratory and cardiac cycles, and differences in digestive system
content. Long-term intra-patient variation occurs due to ageing, pathological
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Image Analysis Task Examples
Navigation of images One-click navigation to a particular
viewing plane or point location
Visualisation of images Colour and illumination
Curved multi-planar views (vessels)
Open-rib view
Linking and/or fusion of images Pre-contrast and post-contrast scans
CT to MRI
Imaging over time (follow-up)
Segmentation and labelling of
particular tissues or organs
Heart chamber segmentation
Vessel tree segmentation
Quantitative measurements Arterial stenosis measurement
Hippocampus volume
Locating regions of interest Radiotherapy
Scan planning
Detection of pathology Lung nodule detection
Mammography classification
Inference of patient and scan
characteristics
Prediction of missing or erroneous
DICOM tags
Non-invasive alternatives to current
invasive techniques
Virtual colonoscopy
Decision making support Imaging biomarkers as diagnostic
tools or surrogate endpoints in
clinical trials
Big data analysis
Table 1.1: Examples of image analysis tasks
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 1.1: Illustration of inter-subject anatomical variation. Above: Equivalent axial
slices from four MRI brain datasets. Below: MIP images from four MRA abdominal
datasets. MRA Images © Clinical Imaging University of Dundee [TMVS Dataset IDs:
3571, 3590, 3591, 3592, 3740, 3754, 3759, 3771]
processes, and medical or cosmetic treatment. Inter-patient variation occurs
because different people have vastly different sized and shaped anatomy, and
even extra or missing structures. Figure 1.1 illustrates how anatomy varies from
patient to patient. Scans may also contain imaging artefacts such as ringing,
noise, bias field effects and motion blur. Later in the thesis, in Figure 2.5, there
are plots of the types and frequency of variation which were observed in the 372
Computed Tomography (CT) datasets used for anatomical landmark detection.
The appearance of anatomical structures also changes dramatically depending
on the imaging modality that is employed. There are many scanning technologies
at the disposal of medical practitioners, the most common being X-ray, CT,
Magnetic Resonance Imaging (MRI) and Ultrasound imaging. Even for the same
technology, there will be differences between different scanners and makes of
scanner, different protocols (for instance there are a vast number of possible MRI
sequences), and differences in the usage and type of contrast agent. Generally,
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scan resolution and extent is also restricted in order to limit the scanning time
and, in the case of X-ray and CT, the radiation dose to the patient.
CT is possibly the most straightforward modality to deal with. Image grey
level intensities are calibrated according to the Hounsfield Units (HU) scale [5].
There are specific values for different tissues which are approximately: Water 0
HU, Air -1000 HU, Bone 1000+ HU, Fat -50 HU and Muscle 40 HU.
Other modalities have uncalibrated grey level intensities. Even where images
have similar appearance to the human eye, the data range and distribution is
often quite different, both scan to scan and even within a scan e.g. bias field
effects or contrast perfusion variation.
1.3 What is the state of the art?
Generic image processing techniques such as thresholding, filtering, histogram
analysis, morphology and region growing have long been used for segmentation
or enhancement of different tissues.
However, intelligent identification of particular named anatomical structures
really became possible with atlas registration — be it with a single atlas, multiple
atlases or a probabilistic atlas. The term atlas refers to a reference image which a
human observer has labelled with the anatomical regions of interest. The variation
between scans makes perfect one-to-one correspondence difficult. Nonetheless,
image registration works well in body parts such as the head where the range of
natural variation is somewhat constrained. Correspondences are found either by
direct matching of grey level intensities or matching of image features derived
from the intensities. Simple affine registration seeks a basic global mapping
between images. In deformable registration, images are warped on a local basis to
give a flexible mapping with many degrees of freedom. Deformable registration
is a powerful technique; the main drawback is that state-of-the art algorithms
such as ANTS-Syn [6] have run times of the order of many minutes or even hours
[7, 1]. See [7] for an evaluation of popular deformable registration algorithms.
Atlas techniques are also a possible approach for landmark detection [8, 9].
Alternatively, there are template matching methods [10] where the volume is
searched to find the best matches for a set of template patches. Similarity
metrics are used to identify matches, as in whole-volume registration. Statistical
shape modelling techniques [11, 12, 13] where an appearance model is combined
with a statistical shape model is another well-known approach, with a common
application being the matching of surface landmarks in segmentation tasks.
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As increasing amounts of data and computing power become available, ma-
chine learning techniques have come to the fore in the world of computer vision.
These techniques aim to discover a useful model directly from the data, rather
than said model being explicitly provided. Given a large amount of training
data, machine learning algorithms can be accurate, robust and fast. Accuracy
comes from the ability to model complex, non-parametric data distributions.
Robustness comes from the ability to learn salient, generalisable data character-
istics. Speed comes from the fact that the majority of the work is done off-line
during the learning phase. The parameters of a machine learning algorithm are
learnt automatically during the training stage; the skill comes in choosing the
hyperparameters of the algorithm and designing data augmentation schemes when
ground-truth is scarce. Examples of machine learning algorithms are support
vector machines, random forests and neural networks. In particular, random
forests have been demonstrated as a solution for many anatomical detection
problems [14, 15, 16, 17, 18, 19, 20].
In this thesis, we join other researchers [21, 22, 23] in exploring the intersection
between the fields of image registration and machine learning. The goal is
to leverage the advantages of each of these approaches, which are driven by
contextual and feature information respectively.
1.4 Medical image analysis in a commercial
environment
Toshiba Medical Visualization Systems (TMVS) is a subsidiary of Toshiba Medical
Corporation Systems (TMSC). TMSC is one of the big four in the market for
medical scanning and visualization systems, along with Siemens, GE and Philips
[24]. As a commercial company, it is important that technology is competitive
and clinically viable.
• Run times must be practical for doctors to tolerate as part of a normal
clinical work flow.
• Accuracy should be sufficient for diagnosis and/or for surgical precision.
• Systems must be robust. There is limited use for algorithms which work
only on healthy subjects, or are prone to failure.
• There are hard limits on the availability of memory and computing power.
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Tuning of systems for optimum performance is a major component of the image
analysis work that is done at TMVS, to find the best trade-off between the factors
outlined above. Any algorithmic complication must be justified in terms of
the performance benefit that it confers. Thus, in many places in this thesis a
comparison is presented between the simpler and the more complicated method,
or an analysis is presented of the trade-off between accuracy and run time
performance.
In order to ensure robustness, all of the code is comprehensively unit-tested,
and good software engineering practice is important. In accordance with this
philosophy, we try to extend existing mature and well-tested algorithms where
possible. In particular, we take a random classification forest algorithm for
landmark detection in CT [25], a multi-atlas segmentation algorithm for the brain
[26] and a two-point vessel tracking algorithm based on finding the minimum
cost path, similar to that of Kanitsar et al. [27].
1.5 Research questions
This thesis addresses the problem of finding commercially viable solutions to the
following questions:
• How may spatial relationships between landmarks be exploited in a machine
learning algorithm for anatomical landmark detection?
• How may an existing random classification forest for anatomical landmark
detection in CT data be adapted for use with other imaging modalities?
• How may existing multi-atlas segmentation and random forest classifiers
be combined for the problem of brain region segmentation?
• How may we develop a fully automated system for tracking and labelling
the major arteries of the body in Magnetic Resonance Angiography (MRA)
datasets?
1.6 Thesis overview
A diagrammatic overview of the content of this thesis is given in Figure 1.2.
We start in chapter 2 with the problem of anatomical landmark detection.
Figuring out how to reliably detect a variety of landmarks on different tissues
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2 Atlas Autocontext
Invention of an atlas coordinate feature
Improvements to CT landmark detection.
3 Multi-Modality Features
Adaptation of gradient orientation histogram
features for 3D MR medical datasets.
Extension of decision forest classification to
modalities other than CT. Further improvements
to landmark detection in CT and MR.
4 Segmentation by Probabilistic Fusion
Combination of independently trained
registration and decision forest classifiers.
Improved hybrid algorithm for segmenta-
tion of brain structures
5 Automated Arterial Tracking
Use of contextual information to guide
vessel tracking
Creation of fully automated vessel
tracking for the standard arterial system
Key
Scientific Advance
Technological Advance
Figure 1.2: Overview of thesis content by chapter, split into the scientific advances that
we worked on (red) and the practical technological advances that these enabled (green).
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and body systems is relevant since many algorithms can be initialised or aug-
mented with the use of landmarks. We examine how to incorporate learnt spatial
information, developing an analog to the idea of autocontext [28], termed atlas
location autocontext, whereby spatial context is iteratively learnt by the machine
learning algorithm as part of a feedback loop.
Chapter 3 looks at how to extend our landmark detection capability from
CT to MRI. We are interested in how to design image features for uncalibrated
medical data, or even for unseen modalities. With this in mind, an investigation
of gradient orientation features — as used in the HOG and SIFT descriptors
— is presented. We examine the dimensions of the cuboids over which the
histogram is computed, the random sampling strategy for the cuboid offsets,
the number of histogram bins, the plane in which the Two-dimensional (2D)
gradient orientations are measured, noise thresholding and weighting schemes.
We then evaluate the effectiveness of gradient orientation features compared
to the simple intensity features that have been used previously by scientists
at TMVS. Cross-modality landmark detection is demonstrated using unsigned
gradient orientations for MRI-T1, MRI-T2 and CT data.
In chapter 4 the random forest classifier is adapted for the purpose of brain
gyrus segmentation. We compare this classifier to a multi-atlas segmentation
method, and examine simple methods of combining the two classifiers. The
results are benchmarked against other algorithms using data and participant
results from the MICCAI 2012 Grand Challenge on multi-atlas labelling of the
brain [1]. We show that the hybrid algorithm gives good results in terms of speed
and accuracy.
Finally, in chapter 5 we present one application of anatomical landmarks:
vessel centre line tracking. A set of vascular landmarks is defined which allows
us to track the arterial tree, and we optimise the landmark classifier for vascular
landmarks. An existing vessel tracking algorithm is then used to track between
landmarks. We develop mechanisms for augmenting the tracking algorithm with
contextual information in the form of vessel-specific filters and atlases.
1.7 Scientific methodology
In chapters 2 and 3, where we look at optimisation of the random forest classifi-
cation algorithm, the forest is trained three times for each experiment using three
different random seeds and all three results are plotted. This is to give an idea of
the degree of performance variation inherent in the method, such that consistent
10
Chapter 1. Introduction
improvement (or indeed regression) can be distinguished from random noise.
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Chapter 2
Anatomical landmark detection by
learnt atlas location autocontext
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Abstract
This chapter introduces the problem of anatomical landmark detection. The
problem domain is CT data, and scans are considered from any scanner and
scanning protocol, acquired for any part of the body. Image intensity values
in CT scans are calibrated and therefore local neighbourhood intensities are
descriptive and discriminatory features for a given location. A pre-existing
random forest approach is described which learns to detect landmarks on the
basis of intensity features. This algorithm has the flaw that landmarks may
be detected in spatially inconsistent places; sometimes landmarks are detected
even though they are outside the region of acquisition. In an extreme case,
an abdominal landmark may be detected in a head scan. Hence, we build on
this algorithm by introducing a mechanism, atlas location autocontext, to
exploit knowledge of spatial context. Atlas location autocontext is a feedback
mechanism, where the results of an initial classifier are mapped to a landmark
atlas, and the resulting estimated x, y and z atlas space coordinates for each
sample location are used as features in addition to the local intensity features
to train a second spatially-aware classifier. This process iterates, such that
classifiers with increasing spatial awareness are trained, and in this way the
results are refined to correct those landmarks which are initially detected in
spatially inconsistent positions. In practice, we find that two feedback loops
give maximum benefit. A simple affine transformation gave best performance
for the atlas mapping that we fed back, confounding our hypothesis that
a non-rigid spline mapping would be the more biologically accurate and
therefore more effective mapping. We explain this by the fact that in regions
where landmarks are detected poorly, the affine transformation in fact has
error cancellation properties where errors are distributed evenly. Even if not,
the global transformation will be subject to only mild distortion as a result
of a wrongly detected landmark, in contrast to the spline which is flexible
enough to map wrongly detected positions exactly. We finish by describing
the residual sources of error, some of which (poor landmark definitions and
too low operating resolution) will be addressed in chapters 3 and 5.
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2.1 Synopsis
In this chapter we
• (2.3.2) Describe a pre-existing random classification forest approach to
landmark detection.
• (2.3.3) Introduce atlas location autocontext, a lightweight spatial context mech-
anism suitable for use with machine learning algorithms as applied to
landmark detection problems. This consists of feeding the estimated atlas
coordinate of each voxel as a feature to a subsequent detector, and iterating
to give a sequence of detectors yielding progressively more accurate results.
• (2.3.3.3) Evaluate the accuracy of different rigid and non-rigid atlas mapping
functions, showing that the thin plate spline is most accurate.
• (2.4) Show that atlas location autocontext gives improvement for the first
two iterations feedback, and that thereafter the results are stable.
• (2.4) Show that an affine transform gives greater improvement in accu-
racy of landmark detection, in terms of mean error and Area Under the
Curve (AUC), than a thin plate spline when employed for atlas location
autocontext.
• (2.4.3) Analyse the effect of atlas location autocontext on individual land-
marks.
• (2.5.2) Explain the good performance of the affine mapping in terms of its
error-cancellation property.
• (2.5.3) Investigate the reasons for the remaining landmark errors, namely:
similar looking repeating structures (ribs and vertebrae), anomalous datasets
for which we have few examples, poorly defined landmarks, and landmarks
on fine structures which are visible only at a higher resolution than that
at which we run the detection algorithm (in particular, small-vessel land-
marks).
• (2.6) For future investigation, suggest improvements to the atlas mapping,
define some derivative features which leverage the atlas location concept,
and introduce the idea of using a prior via the atlas location autocontext
mechanism.
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2.2 Introduction
2.2.1 Problem description
Figure 2.1: Schematic of the skeletal
landmarks (soft tissue landmarks
are omitted for clarity). Landmarks
are indicated with purple dots. It
can be seen that the landmark set
has coverage over the whole body,
excluding the upper limbs.
This chapter is concerned with the detection
and localisation of anatomical landmarks in
medical CT scans. We consider named anatom-
ical landmarks, as opposed to identifying
anonymous distinctive points. Hence, a land-
mark is a point location which can be described
in terms of the anatomical landscape. A few ex-
amples are “superior aspect of right eye globe”,
“posterior tip of spinous process of C7”, “head
of pancreas” and “bifurcation of trachea”. See
appendix A for a complete landmark list. The
distribution of the skeletal landmarks is shown
in Figure 2.1.
We define a set of landmarks covering
all body systems and regions, however the
method must work for CT scans of any part of
the body. Therefore, our algorithm must both
detect (is it there?) and localise (where is it?)
each landmark.
Landmark detection is an important en-
abling technology, since landmarks can be
used to initialise or augment many algorithms,
for instance deformable volume registration
[29, 30, 31, 32, 33, 34, 35], organ segmentation [36, 37, 38, 39, 18] and vessel
tracking (see chapter 5).
2.2.2 Prior art
Early techniques to identify anatomical landmarks were based on a prior belief
as to their appearance. In 1997, Rohr extended a number of 2D operators to three
dimensions for the detection of point landmarks [40]. Soon after, Wörz and Rohr
[41, 42] developed geometric models for representing tip-like, saddle-like and
sphere-like structures based on the ellipsoid equation. Extra parameters were
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incorporated to model image blurring (a Gaussian smoothing operation with
width parameter σ) and spatial transformations (translation, rotation, tapering,
bending). These schemes were demonstrated on medical Three-dimensional (3D)
CT and MRI volumes. A less abstract approach was taken by Betke et al. [10] who
presented template-based discovery of landmarks in chest CT scans. Template
images — one per landmark — were manually cropped from a training dataset
and then matched to the test dataset by finding the patch best correlated with
each template.
Spatially-driven landmark matching can be attempted using global registration
to an atlas. In the same way that there is a close relationship between segmentation
and registration [43], so is there a close relationship between landmark detection
and registration. Perfect registration would implicitly yield perfect landmark
detection, and vice versa. Atlas-based approaches have exploited this. For
instance, Ehrhardt et al. [8] used Demons-based non-rigid atlas registration [44]
to identify bony hip landmarks. Iglesias and Karssemeijer [45] used a multi-atlas
algorithm to detect landmarks in mammograms. Liu and Zhou [9] performed a
search over 10,000 volumes to find the closest match to the novel volume, and
then directly transferred the landmark annotations across, followed by refinement
using local landmark detectors. In active shape models, an appearance model
is combined with a statistical shape model, and the space of possible landmark
configurations is searched to find the most likely [11, 12, 13, 46].
However, state-of-the-art atlas registration is a slow process, and is vulnerable
to inter-subject variability. More recently, machine learning techniques have
gained in popularity for segmentation and landmark detection problems, for
a number of reasons. Firstly, arbitrary locations of any appearance may be
selected as landmarks (as opposed to constraining to e.g. edge locations or tip-
like locations) since salient features are discovered automatically from the training
data. Secondly, given enough training examples, it is possible to achieve high
accuracy. Finally, the majority of the work is done off-line during the learning
phase, resulting in fast detection at the application stage.
A popular machine learning option is random decision forests, pioneered by
Breiman [47]. They were used by four out of five entrants in a 2015 MICCAI
challenge for landmark detection in cephalometric X-ray images [48]. Random
forests are an expansion of classification and regression trees into ensembles of
many decision trees, for which the results are aggregated. In random forests the
idea of bootstrap aggregating [49], or bagging, is employed so that each tree sees
only a portion of the training data. Further, the random subspace method [50] may
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be employed to apportion a randomly selected subset of the images feature vector
for each tree. A further technique is the random split method [51], where at each
node of the tree, a split is selected at random from the K best splits according to
the information gain. All of these techniques aim at randomising the training of
the trees such that they are randomly different to one another. This decorrelation
decreases the variance of the forest classifier, compared to the variance of a single
decision tree [49], giving good generalisation to unseen data. In a classification
forest, each tree yields an estimated class probability distribution for a given
novel sample. In a regression forest, each tree yields estimated distributions for
the continuous output variables (i.e. in landmark detection, the variables are
typically the displacements of the test voxel from each landmark).
By default, landmarks are detected independently. This can lead to some
anatomically implausible landmark configurations. For instance, it is irregular
to detect an abdominal landmark superior to a thoracic landmark, or to detect
the L2 vertebra superior to the L1 vertebra. The subject of exploiting contextual
information to improve landmark detection accuracy has been tackled by a
number of authors.
In the entangled forests of Montillo et al. [15], as each tree is grown, information
is gathered about the path of traversal and estimated class probability distribution
for each voxel and its neighbours, and this provides feature values to deeper
nodes in the tree. At classification time, voxels are classified simultaneously
and each voxel (may) influence the path of its neighbours. This technique
was demonstrated in the segmentation of anatomical organs in CT images. In
structured random forests, Kontschieder et al. [52] measure information gain jointly
over the sample voxel and its neighbours, so that similar label patches are
clustered within the leaves. Leaves store probability distributions for the whole
patch, thus generating overlapping patch label predictions during classification.
An alternative approach is to infer context from the results of an initial
classifier. This is the idea behind autocontext. A second classifier is trained on
the voxelwise class probabilities returned by the first classifier, with or without
knowledge of the image data. The process is iterated so that a sequence of
classifiers is trained, leading to progressive refinement of the results. This
technique was first demonstrated in satellite images by Poole [53], and later
for segmentation of structures in brain MRI by Morra et al. [28] and by Tu
and Bai [54]. In landmark detection, class-related contextual information is
sparsely distributed due to the point location nature of the landmarks, which are
surrounded by background class samples. This makes autocontext less effective.
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Graph matching techniques have been demonstrated as a post-processing
step to select the combination of landmark candidate locations according to
geometric constraints. Landmarks are designated as nodes, and edges designate
connections between spatially correlated landmarks. Donner et al. [16] formu-
lated such a Markov Random Field (MRF) graphical model which modelled
relative pairwise landmark displacements as Gaussian distributions. Landmark
candidates were first identified using random forests. The best combination of
candidates was then identified by solving the MRF, taking into account the forest
classification probabilities (as unary potentials), and displacements between pairs
of candidates (as pairwise potentials). Guo et al. [17] went further, modelling
both landmark-landmark distances and intensity profiles along the straight-line
landmark connections, by measuring the cross-correlation in the so-called line
patches, for the detection of landmarks in hand X-ray images.
Aided by the use of a regression forest for locating landmarks, Gao and Shen
[18, 55] took an approach which combines the ideas of geometry and feedback of
results, for the problem of landmark detection in prostate and head & neck CT
images. Landmarks were explicitly separated into reliable and dependent groups.
A two-layer implementation was then trained in which the first layer yielded
estimated displacements from each voxel to each of the reliable landmarks, and
the second layer used these as features in addition to standard image features
to detect all landmarks. Each layer was multi-resolution, containing regression
forests from coarse to fine resolution (the search space also being progressively
decreased).
2.2.3 Motivation behind our approach
Our work builds on that of Dabbah et al. [25] of TMVS, in which the random
classification forest of Criminisi et al. [14] for finding abdominal organ bounding
boxes was adapted for the problem of finding landmarks in miscellaneous CT
scans. We have a mature implementation for the algorithm (see section 2.3.2 for
details).
We propose a multi-layer decision forest similar to that of Gao and Shen
[18, 55] but we unify the spatial information yielded from all detected landmarks
into a set of three atlas location features comprising the x, y and z estimated atlas
space coordinates. This is a higher-level spatial feature which can be derived from
the results of any initial detection algorithm. After distilling the probabilistic
output of the forest into a set of confidently detected landmark positions, we
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register the set of landmarks to a whole-body landmark atlas and feed back the
estimated atlas space mapping to a subsequent random forest detector. We term
this technique atlas location autocontext because of its similarity in principle to
autocontext; the difference is that in our approach we feed back a learnt spatial
mapping rather than a learnt set of voxelwise class probability distributions. Atlas
space is robust to inter-patient differences in scale, orientation and the acquisition
area of the scan, since these differences can be easily accounted for in the mapping
to atlas space by simple scaling, rotation and translation operations. Further,
contextual information is unified across the volume rather than considered to
be independent for each voxel. Using this representation, we may easily discard
landmark results in which we have low confidence by excluding them from the
mapping.
Atlas location autocontext uses significantly less memory than autocontext,
where the full set of class probabilities must be retained and fed back for every
voxel in the volume. Rather, contextual information is condensed into a sparsely
parameterised mapping function, making this an efficient feedback mechanism.
A random classification forest is used, however our contribution is relevant to
other machine learning methods.
2.3 Method
An overview of the landmark detection method is given in Figures 2.2 and 2.3,
which show the training and detection phases respectively.
We start by outlining some characteristics of the data cohort that we are
working with. We describe the (pre-existing) random classification forest that
is used as the base detector. We then describe the proposed atlas location
autocontext mechanism, and finally present the results of an investigation into
the accuracy of different mappings to atlas space, from which we select the best
for use in our landmark detection experiments.
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2.3.3 Landmark Atlas Registration
2.3.2 Decision Forest Classification
GT x 272
Datasets x 272
Detected Landmarks
x 272
dsag(v)
I(v + d)
vGT(c)
vGT(c)
v∗(c)
Ta(v)
Ground truth landmarks
vGT(ci), for c1 . . . cM
Volumes V with intensity I
Each voxel v ∈ V
For all landmark classes c1 . . . cM, the locations are estimated:
v∗(c) = arg maxv PF(c|dsag(v), I(v + d), Ta(v))
x N iterations
Figure 2.2: Overview diagram of the training phase of the anatomical landmark detection
algorithm. In this chapter we focus on the computation and use of the learnt atlas location Ta(v)
as an autocontext machine learning feature (step marked in pink), in addition to the intensity
I(v + d) and sagittal displacement dsag(v) features. Section 2.3 has full details.
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2.3.3 Landmark Atlas Registration
2.3.2 Decision Forest Classification
Novel Dataset
Detected
Landmarks
dsag(v)
I(v + d)
Ta(v)
v∗(c)
Volume V with intensity I
Each voxel v ∈ V
For all landmark classes c1 . . . cM, the locations are estimated:
v∗(c) = arg maxv PF(c|dsag(v), I(v + d), Ta(v))
x N iterations
Figure 2.3: Overview diagram of the detection phase of the anatomical landmark detection
algorithm. Section 2.3 has full details.
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2.3.1 Data and ground truth collection
2.3.1.1 Datasets
A cohort of 452 CT datasets were used. These came from multiple scanner
vendors, inclusive of both contrast and non-contrast acquisitions, and covering
a range of anatomical regions and acquisition volumes including brain, head &
neck, thorax, cardiac, abdomen, full-body and lower limbs.
We tried to make the mix of datasets representative. To this end, half of the
head cases were removed since the head region was over represented. A few
highly anomalous datasets were excluded as in the original work [25]. Aside from
these omissions, all datasets to which we have access have been used without
prejudice. The remaining 372 datasets were split into 100 test datasets and 272
training datasets. The test-train split was done by random selection, stratified
with respect to body region.
Figures 2.4 and 2.5 illustrate the distribution of different attributes of the
data population. There are histograms of gender, body part, scan manufacturer,
presence of contrast, and presence of variation, be it medical, anatomical or
pathological. The test-train split was done by random selection, stratified with
respect to body region, and this is evident from the body region graph, which
has a similar shape for the two populations. The large number of instances of
medical and pathological anomalies is unsurprising given the clinical indications
for performing a CT scan.
Figure 2.6 shows a scatter graph showing the different dataset voxel resolu-
tions. These plots indicate that the test and training cohorts are similar. Most
datasets have lower resolution in the Z-direction. In a few cases this is lower than
the 4mm voxel−1 scale that we employ during landmark detection; this rather
coarse scale was found to give best accuracy in cross-validation experiments (see
section 2.3.2.7 for a description of parameter values).
We can see that altogether we have a diverse dataset population. The intention
is to design an algorithm which is robust to the scanner protocol and patient
characteristics, such that it could be routinely run on all performed scans.
2.3.1.2 Ground truth collection
Ground truth data was manually collected by anatomically trained colleagues
at TMVS. For the work in this chapter, a set of 127 landmark positions was
defined as given in appendix A. Landmarks were chosen on the basis of clarity of
22
Chapter 2. Anatomical landmark detection by learnt atlas location autocontext
location, clinical utility, and in the interests of giving good anatomical coverage.
Gender-specific and anatomically atypical landmarks were avoided. A schematic
of the skeletal landmarks is shown in Figure 2.1. Soft tissue landmarks are
omitted from this diagram for clarity.
During collection of ground truth, the placement of ground truth was some-
times a matter of debate:
• Soft tissue landmarks: Soft tissue landmarks are not always visible in CT
scans e.g. the pancreas extremities may be hard to see.
• Vascular landmarks: Vascular landmarks are difficult to see in non-contrast
scans.
• Ribs and vertebrae landmarks: Where only a central portion of the thorax
is visible, for cases of repeating structures such as ribs or vertebrae, the
marker cannot count from either the top or the bottom instance and hence
can only be sure to an accuracy of one or two which is which (by looking at
the relative positions of soft tissue organs and other bony structures).
• Landmarks obscured by surgical or pathological variation: The landmark
may be obscured by e.g. tumours, vessel stents, joint replacements.
In these cases, the marker made their best guess at the landmark positions
but marked them as uncertain. We then excluded uncertain landmarks from the
numerical results, on the basis that since a human observer cannot be sure of the
landmark position (or even whether it is present in the scan) we do not place any
expectations on the automated algorithm. Uncertain landmarks are in evidence
in the pictorial results that we show later (in particular, see the vertebra in 2.20
and the pancreas head in 2.21).
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Figure 2.4: Plots showing data distributions of gender, body region, scan manufacturer
and presence of contrast. The vertical axis shows the frequency of datasets. Gender
was unknown for scans in which the gender had been anonymised and gender-specific
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category is counted per dataset e.g. a bilateral hip replacement counts as 1 instance.
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Figure 2.6: These (jittered) plots show the distribution of resolution values in the training
and test data cohorts. Jitter has been added to the points because there are cases where
many datasets have the same resolution. The mm voxel−1 in the X and Y directions are
the same, but the slice thickness (i.e. resolution in the Z-direction) varies. A dashed line
indicates isotropy. The exact figures of datasets with resolution greater than or less than
4mm voxel−1 in the Z-direction are given in writing above and below the dotted line at
4mm voxel−1.
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2.3.2 Random classification forest
We use the voxel-level random classification forest described by Dabbah et al. [25].
Briefly, a forest is trained on simple features comprising the Hounsfield Unit
values of voxels in the local neighbourhood of each sample voxel. Randomness
is achieved by the use of bagging as proposed by Breimen [49], and random
subspaces as proposed by Ho [50]. By this we mean that each tree is trained
on different, randomly selected, subsets of training data samples and features
respectively. The subsets are chosen randomly and uniformly with replacement,
such that each tree may be allocated multiple instances of the same data sample or
feature. Landmark detection is then treated as a multinomial classification prob-
lem, between the background class c0 and M landmark classes c1 . . . cM. During
landmark detection, we examine the voxelwise class probability distributions.
For each class ci, i 6= 0, the highest-probability voxel in the volume is chosen to
be the ith landmark location. The threshold between positive and negative results
(i.e. present or not present) is chosen with respect to this classification probability.
The point atlas regression step of [25] is removed and replaced with the atlas
location autocontext mechanism of this chapter. Details of the forest classifier are
given below. Details of the atlas location autocontext step follow in section 2.3.3.
2.3.2.1 Data pre-processing
Each dataset is pre-processed as follows.
• The slices are concatenated into a volume
• The volume is resampled using linear interpolation to give a volume with
slices spaced the same distance apart as the slice pixel resolution, giving
isotropic voxels.
• Finally (for efficiency) we run the detection at a low resolution, DRes = 4mm
voxel−1. Hence, Gaussian smoothing is applied to avoid aliasing effects and
the volume is re-sampled to DRes.
2.3.2.2 Data samples
There are D training datasets. A random subset of DT training datasets is chosen,
uniformly and with replacement, for each tree.
The chance of a dataset being chosen k times may be expressed using the
binomial distribution, given the number of trials n = DT and the chance of a
dataset being picked p = 1D :
27
Chapter 2. Anatomical landmark detection by learnt atlas location autocontext
B(K = k|n, p) = n!
k!(n− k)! p
k(1− p)n−k (2.1)
B(K = k|DT, 1D ) =
DT!
k!(DT − k)!
1
D
k
(1− 1
D
)DT−k (2.2)
The probability that a dataset is not selected for a subset DT i.e. k = 0, reduces to
a simple probability expression.
B(K = 0|DT, 1D ) =
(
1− 1
D
)DT
(2.3)
The proportion of datasets selected will then be the complementary probability.
% D datasets in DT = 1−
(
1− 1
D
)DT
(2.4)
In the case that DT ≈ D and where D is large, the Poisson distribution may be
used to approximate the binomial distribution. It is easily shown that approxi-
mately 37% (1e ) of the datasets would not be present in the bootstrap sample.
For each landmark, voxels within a spherical region centred at its position li
are considered to belong to the landmark class ci. Samples are given a weighting
w, as a Gaussian function of their distance from the landmark position, with a
maximum weight of 1.0 at the landmark position. The Gaussian has standard
deviation σSampling, and voxels within a radius of 2σSampling are classified as
belonging to ci. All landmark samples in the DT datasets are used for training.
Remaining data samples are classified as belonging to the background class
c0. A subset of background samples is chosen, uniformly and with replacement,
at a ratio BRatio to the total number of landmark samples. Background samples
are assigned a weight w = 1.0.
The sample weights are used when computing probability distributions for
the purpose of information gain during tree training and for leaf probability
distributions, see below.
2.3.2.3 Features
Features are simply the HU intensities of voxels I(v+ d) at offsets d from the voxel
of interest v. These are sampled from a cuboid neighbourhood with maximum
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offset of +/- {dmax, dmax, dmax} mm.
Given the volume resolution DRes and the maximum feature offset dmax =
52mm, it is straightforward to compute the total number of possible features F.
F =
(
2× dmax
DRes
− 1
)3
=
(
2× 52
4
− 1
)3
= 15625
(2.5)
Each tree is provided with a feature subset of size FT which is randomly selected,
uniformly and with replacement.
Additionally, a sagittal displacement feature dsag(v) is used, which measures
the displacement of a voxel from the mid-volume sagittal plane. The sagittal
displacement feature is employed on the basis that most medical datasets are
symmetrically aligned about the true mid-sagittal plane of the patient. This
feature enables differentiation of, for instance, landmarks on the left (L) and right
(R) limbs.
Missing values occur when the feature location is outside of the scan volume.
We describe later how to deal with missing values.
2.3.2.4 Forest training
The classification forest consists of a set of T binary decision trees.
Feature selection and information gain
Each binary decision tree is grown by recursively splitting the training data in
two, terminating each branch when one of the termination criteria is met (see
next section). Starting from the root node, the data S is split into the left and right
child node subsets SL and SR, according to whether the values for the chosen
feature f ∈ FT fall above or below the threshold value τf . f and τf are chosen
by running through all combinations of features and thresholds to find the pair
which maximises information gain IG.
IG = H(S)− ∑
i∈{L,R}
|Si|
|S| H(S
i) (2.6)
29
Chapter 2. Anatomical landmark detection by learnt atlas location autocontext
H is the Shannon entropy [56], as defined in equation 2.7, over all classes c =
0 . . . M.
H(S) = − ∑
c∈C
p(c)log(p(c)) (2.7)
p(c) refers to the empirical distribution according to the N weighted samples in
the node e.g.
p(c) = ∑
N
i=1 wi × 1c(i)
∑Ni=1 wi
(2.8)
where 1c(i) = {1, 0} is an indicator function denoting whether sample i belongs
to class c or not.
In fact, following the lead of Quinlan [57], the information gain is computed
only over those samples with known values, and the result is scaled by the
proportion of values that are known (i.e. not missing). The assumption is that
information gain is zero for the samples with missing values.
IG =
NKnown
N
H(SKnown)− ∑
i∈{L,R}
|SiKnown|
|SKnown|H(S
i
Known)
+ NMissing
N
× 0 (2.9)
Samples with missing values are sent down both branches of the tree with a
half-weighting. This effectively integrates out the nodes for which feature values
are not known.
Branch termination criteria
Branches terminate when:
• The remaining samples belong to the same class.
• The total sample weight is less than wNode_min.
• No feature yields information gain.
In theory, we could set a minimum information gain IGmin, below which the split
is considered trivial. In practice we set IGmin to zero but if the smaller of the
child nodes contains a sample weight less than wNode_Split_min, then the split must
be trivial and so the branch is terminated.
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Leaf probability distributions
End nodes are termed leaf nodes. Leaf nodes store estimated class probability
distributions which reflect the proportions of training data samples at the node.
The total weight of the samples belonging to class c from all N samples which
reached a leaf, are defined as follows:
wLea f (c) =
N
∑
i=1
wi × 1c(i) (2.10)
The likelihood LT(c| ft) is the probability that a voxel v belongs to class c given
the feature vector ft formed from dsag(v) plus the FT features randomly selected
from the intensity feature pool I(v+ d). It consists of the weight wLea f _v(c) of the
samples belonging to c in the leaf that v reached, divided by the weight wTree(c)
of the samples for that class at the root node.
L(c| ft) =
wLea f _v(c)
wTree(c)
(2.11)
We subsequently compute posterior probabilities by applying our chosen priors.
Equal prior probabilities are assigned to the landmark classes, and a larger prior is
used for background (larger by a factor of Bpi_Ratio). In our scheme, the null class
always denotes the background class. Classes 1 to M denote the M landmark
classes.
pi(c) :=

Bpi_Ratio
Bpi_Ratio+M
if c = 0
1
Bpi_Ratio+M
otherwise
(2.12)
For a novel voxel v, whose feature values are computed from the image data I,
the tree posterior probability PT(c|ft) of class c is shown in equation 2.13, as a
function of the likelihood and the class prior pi(c).
PT(c| ft) = pi(c)LT(c| ft)
∑Mi=1 pi(ci)LT(ci| ft)
(2.13)
The forest probability PF(c| f ) where f denotes the vector of all features available
to the forest (i.e. the union of all ft, t = 1 . . . T), is computed by taking the mean
of the distributions in the leaves of all T trees.
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PF(c| f ) = ∑
T
t=1 Pt(c| ft)
T
(2.14)
2.3.2.5 Landmark localisation
The location of each landmark v∗(c) is determined by finding the voxel with the
highest probability of belonging to the landmark class, according to the forest
posterior probability distribution PF.
v∗(c) = arg max
v∈V
PF(c|v, I) (2.15)
To speed up the algorithm, an initial search is made by testing voxels over
a coarse grid of dskip voxel spacing. A local search is then performed on the
untested voxels local to the voxel with maximum probability. Finally, Brent
interpolation is employed to give a sub-voxel result.
2.3.2.6 Forest shortcut
The forest shortcut is a mechanism for reducing the detection run time. The
principle is that many voxels can be confidently classified as background after
evaluating far fewer than T trees. For every tree after some minimum number
Tmin have been evaluated, we run a statistical test on the accumulated results.
If all landmarks are found to have an estimated probability PF(c| f ) less than
some threshold PShortcut within a certain confidence, then we abort evaluation
and report the current class probabilities.
The statistical test is conducted as follows. We assume that the individual trees
give independent probability predictions, with approximately equal accuracy.
For any given voxel, the individual tree predictions PT(c| ft) for each class c are
assumed to follow a normal distribution centred at some intrinsic prediction
probability PT_Intrinsic(c). The more trees that have been evaluated, the more
confident we can be that the mean PT(c| ft) (= PF(c| f )) approximates PT_Intrinsic(c).
We compute the standard error of PT(c| ft), and if PShortcut lies at least three
standard errors above, then we assume that PT_Intrinsic(c) lies below PShortcut.
So, if for all landmark classes c1 . . . cM,
µ(PT(ci| ft)) + 3σ(PT(ci| ft))√TEvaluated
< PShortcut (2.16)
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where µ and σ are the mean and standard deviation of PT(ci| ft) over all trees
t = 1 . . . TEvaluated, then the voxel is assumed to be background, and we do not
evaluate any further trees for the voxel in question.
The assumption of a normal distribution is an approximation. For comparison,
we direct the reader to a similar method proposed by Schwing et al. [58] which
sets out a theoretical justification for the beta distribution.
2.3.2.7 Parameter values
Dabbah et al. [25] chose parameter values (see Table 2.1) empirically from cross-
validation experiments. The classifier is relatively insensitive to changes in the
current parameter settings. Further small gains in accuracy (but large decreases
in speed) might be achieved by increasing the number of datasets per tree, or the
number of trees. For other parameters, the optimum values are already selected
in terms of accuracy.
In this chapter, we do not attempt to re-explore the parameter space, but
focus on the addition of atlas location autocontext and its effect on a pre-existing
classifier. Later, different parameter settings are explored for specific applications.
In particular, see section 3.4 for an illustration of parameter tuning in the case of
gradient orientation features.
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Parameter Definition Value
DRes Resolution at which detector is run 4mm voxel−1
T Number of trees in forest 80
D Number of training datasets 272
DT Number of training datasets sampled per
tree (bagging)
40
dmax Maximum feature offset 52mm
F Total number of possible features 15,625
FT Number of features selected per tree 2500 + 1
(dsag(v))
σSampling Standard deviation of Gaussian weighting
function for landmark samples
3.0mm
BRatio Ratio of background to foreground training
samples
5.0
Bpi_Ratio Ratio of background class to landmark class
prior probability
400
wNode_min Minimum total weight of samples in a node
for branch splitting, otherwise branch is
terminated.
5.0
wNode_Split_min Minimum total weight of samples in small-
est child node, otherwise branch is termi-
nated.
2.0
dskip (Detection phase) Grid search interval 2 voxels
Tmin (Detection phase) Minimum number of
trees to evaluate before forest shortcut may
be deployed.
5 trees
PShortcut (Detection phase) Minimum probability for
forest shortcut.
0.15
Table 2.1: Empirically chosen parameter values for the random classification forest for
anatomical landmark detection in whole-body CT.
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2.3.3 Atlas location autocontext
In this section we describe the atlas location autocontext mechanism that we
are proposing, and we present experiments performed with the training data to
choose the best atlas mapping method.
2.3.3.1 Feedback of atlas location features
The landmark random forest detector is run exactly as described in section 2.3.2.
We term this the zeroth detector PF(c| f )0. A mapping is then computed between
the detected landmark locations and a landmark atlas (i.e. from volume space
to atlas space). We constructed the atlas by affinely registering all the training
ground truth points to the ground truth of an arbitrarily chosen reference whole-
body dataset (using least squares fitting) and then taking the mean position of
each landmark.
There are a number of options for mapping from volume space to atlas space.
The mapping takes the form Ta(v) : R3vol 7→ R3atlas. In section 2.3.3.2 we describe
mapping variants which range from a global transform with constraints on scale
and skew to a fully flexible non-rigid spline mapping. Section 2.3.3.3 contains an
evaluation of the accuracy of these mappings.
After finding the mapping Ta(v)0, we then train a new detector PF(c| f )1, in
exactly the same way as PF(c| f )0 except that we give the x, y and z components
of the estimated atlas coordinate Ta(v)0 as scalar features to each tree of the
forest in addition to the original features. The feature vector f now contains
a mix of features: the sagittal displacement feature dsag(v), the intensity fea-
tures I(v + d) and the atlas coordinates Ta(v). We continue to iterate, training
detectors PF(c| f )1, PF(c| f )2, PF(c| f )3 . . . PF(c| f )n on the atlas coordinate features
Ta(v)0, Ta(v)1, Ta(v)2 . . . Ta(v)n−1, in an ongoing feedback loop.
In the rare case where no landmarks are detected, the atlas feature values are
treated as missing and dealt with in the same way as missing image intensity
values. For these datasets, the feedback loop is redundant and we would not
expect the results to change with iterations beyond the zeroth.
2.3.3.2 Description of different mappings to atlas space
A summary of the mappings that we consider is given in Table 2.2. These map
from the set of N landmarks l1 . . . lN with detection probability PF(c| f ) ≥ τP to
their corresponding point atlas locations a0, a1 . . . aN . The threshold τP is applied
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Mapping Global vs. Local Degrees of freedom
Similarity Global 7
Affine Global 12
Gaussian spline (Affine) Local ( 3× N ) + 1
Gaussian spline (Similarity) Local ( 3× N ) + 1
Thin plate spline (Affine) Local 3× N
Thin plate spline (Similarity) Local 3× N
Table 2.2: Summary of six different spatial mapping types. The splines have 3 degrees
of freedom, corresponding to three spatial dimensions, for each of the N landmarks.
The Gaussian spline has an extra parameter σ specifying the standard deviation of the
Gaussian function.
to reduce the number of false positives. Details of how to choose τP are given in
section 2.3.3.3.
Descriptions of the mappings follow. A visual illustration is shown in Figure
2.7 for a thoracic dataset. It can be seen that there is variation in the orientation
and shape of the mappings.
Global transforms
The similarity transform mapping is composed of a 3× 3 transformation matrix
A and a translation vector t, but A is constrained to allow isotropic scaling
and rotation only. There are thus seven degrees of freedom comprising global
translation (in the x, y and z directions), global rotation (around the x, y and z
axes) and a uniform scaling factor applied to all three dimensions.
Ta(v) = Av + t (2.17)
A and t are found by least squares fitting.
Ta(v) = arg min
Ta(v)
N
∑
i=1
|li − Ta(li)|2 (2.18)
An affine transform has the same formulation as the similarity transform. How-
ever, all twelve degrees of freedom are permitted (i.e. A is not constrained),
comprising three-directional translation, rotation, scaling and skew.
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(a) Thorax dataset
(b) Similarity (sim) transform (c) Gaussian sim. spline (d) Thin plate sim. spline
(e) Affine (aff) transform (f) Gaussian aff. spline (g) Thin plate aff. spline
Figure 2.7: Visual illustration of six different mappings to atlas space, from the ground
truth landmarks to the landmark atlas, for an example thorax dataset. The images show
a grid with 20mm spacing which has been mapped from volume space to atlas space.
The viewpoint for each is chosen to best view the shape of the grid. This is seen in the
slightly differing configurations of the landmarks.
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Local spline transforms
For the purpose of non-rigid mapping, we consider splines built as the sum of
a set of radial basis functions φ(v, li). A radial basis function is a real-valued
function whose value depends only on the distance between v and a centre point
which in this case would be the ith landmark point li, so e.g. φ(v, li) can also be
expressed as φ(r) where r = |v− li|. The spline takes the form
Ta_dim(v) = p(v) +
N
∑
i=1
wiφ(|v− li|) (2.19)
p(v) is a polynomial a0 + a1vx + a2vy + a3vz specifying the underlying global
affine transformation as a linear function of the x, y and z components of v. The
weights wi = w1 . . . wN are associated with each of the N radial basis functions,
whose centres correspond to landmarks li = l1 . . . lN.
One spline mapping function is required for each of the three Cartesian
coordinate dimensions c ∈ {x, y, z} so the atlas transform Ta(v) comprises
{Ta_x(v), Ta_y(v), Ta_z(v)}. The polynomial coefficients and spline weights are
computed using the method in [59], such that Ta(li) is equal to ai. In other words,
all detected landmarks map exactly to the corresponding atlas landmarks. In
general, d + 1 detected landmarks are required to solve the spline equations,
where d is the number of dimensions, and they should span the full d dimensions
i.e. not be collinear (2D) or coplanar (3D). Thus in three dimensions, at least
four detected landmarks are required. In the case of exactly four landmarks, the
solution reduces to the least-squares regression affine solution, which is fully
described by p(v).
For the thin plate spline, the RBF is simply φ(r) = r. This is the fundamental
solution of the biharmonic equation [59, 60] (which is the Laplacian operator
squared) i.e. if we find a function that has a fourth derivative equal to zero except
at the landmarks, then the solution produces a smooth deformation between
points which minimises a type of “bending energy”. So, where δ is the Dirac
delta function:
∇4Ta(v) = ∆2Ta(v) =
N
∑
i=1
wi δ(|v− li|) (2.20)
The general solution is (with the addition of the affine part p(v) to regularise the
behaviour of Ta(v) at infinity):
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Ta(v) = p(v) +
N
∑
i=1
wi φ(|v− li|) (2.21)
which in the case of three dimensions reduces to:
Ta(v) = p(v) +
N
∑
i=1
wi |v− li| (2.22)
For the Gaussian spline, φ(r) = e−
1
2(
r
σ )
2
where r ≥ 0. In this spline, each
landmark influences only the local mapping (within approximately 3 σ). The
choice of σ thus has an appreciable affect on the shape of the resulting warp.
Empirical testing showed the most accurate results were achieved with σ = 30mm.
Accuracy was measured in terms of the mean landmark error, see section 2.3.3.3.
We trial a modification to the splines in which the underlying affine transfor-
mation p(v) is constrained to be the similarity transform described above. The
idea is that this will prevent anatomically unrealistic affine transformations with
large degrees of skew or highly non-isotropic scaling, as sometimes happens
when the number of detected landmarks is small or when they lie in similar
planes.
2.3.3.3 Evaluation of mapping accuracy
We assess the accuracy of the six mappings described in section 2.3.3.2. We
expect a non-rigid mapping to better model inter-subject anatomical variation
(as described in 1.2) than a global transform. For one thing, body proportions
and shapes vary widely subject to subject. For another, patient posture may
make a large difference as articulating body parts can be in significantly different
positions relative to one another i.e. knees bent or straightened, head tucked
into chest or upright, arms up or down by the sides. Hence a single global
transformation is likely to give a poor mapping between atlas and subject.
However, the flexibility of the non-rigid spline mappings mean that falsely
detected landmarks may cause greater distortion. Hence our inclusion of the
Gaussian spline alongside the more standard thin plate spline, because the impact
of any given landmark (including false positives) is limited to a local sphere of
influence.
Method
A random classification forest is trained on all training datasets, as described
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in section 2.3.2. Classification is run on the training data cohort and the detected
landmarks are extracted. We then threshold the landmarks at PF(c| f ) ≥ τP where
0 ≤ τP ≤ 1.0, and construct a mapping Tv(v) from the landmark atlas to these
landmarks. Note that we are measuring the errors in volume space rather than
atlas space i.e. we map in the opposite direction to that required for the atlas
coordinate features. This is simply for ease of comparison with results from the
main method (Figure 2.10 later shows how direct correction by atlas registration
compares with atlas location autocontext).
We employ a conservative strategy for cases where there are fewer than six
landmarks, in order to prevent overfitting to the data. A similarity transformation
is used for the case of five landmarks. A simple best fit translation is used for
four landmarks or fewer.
Results
A graph of the results is shown in Figure 2.8. Assessment of the accuracy of
each mapping type is done by measurement of the mean landmark error and
mean inter-landmark error on the 272 training datasets. The landmark error is
measured between each landmark and its mapped atlas equivalent when all
landmarks PF(c| f ) ≥ τP are included in the mapping computation. The inter-
landmark error is estimated by excluding the landmark for which the error is
being measured from the mapping computation; in the case of false negative
landmarks PF(c| f ) < τP, the landmark and inter-landmark errors are the same.
To give further insight, and as a sanity check, the procedure is repeated
using the ground truth landmarks in place of the detected landmarks. At each
threshold, a mapping is made from the ground truth landmarks which correspond
to those detected landmarks with PF(c| f ) ≥ τP. The ground truth results are
shown with dotted lines on the graph.
Some results are omitted from the graph. One excluded dataset gives very
large mapping errors (100-600mm) because of poor detection results. At values
of τP greater than or equal to 0.4, there are datasets with no positively detected
landmarks which are also excluded (5, 7 and 11 datasets at τP = 0.4, 0.45 and 0.5
respectively). Hence the results look better than they are in actuality, however
since the number of datasets is small and since the error is already worsening
for probabilities of 0.4 and higher, it is assumed that the trend remains valid
although we get a deceptively more modest decline.
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Figure 2.8: Graphs comparing the registration accuracy of six different mapping methods
to atlas space, evaluated on the training data. The solid lines show the results using the
detected landmarks (after the zeroth iteration), and the dotted lines show the results using
the ground truth landmarks. The splines are shown with affine (Aff.) and similarity (Sim.)
underlying global transforms. a) The landmark error is measured between each landmark
and its mapped atlas equivalent when all landmarks are included in the mapping
computation. b) The inter-landmark error is estimated by excluding the landmark for
which the error is being measured from the mapping computation.
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Ground Truth Landmarks To Atlas: These results are shown as a control, to
explore the accuracy of mappings in the case of perfect landmark detection. As
expected, the splines have perfect landmark accuracy when all landmarks are
included, at τP = 0. The global transforms perform significantly worse. As the
number of landmarks is reduced, the accuracy decreases. The thin plate spline
with underlying similarity transform is marginally more accurate than the other
spline variants in terms of landmark error. In terms of inter-landmark error, the
thin plate splines give significantly better accuracy than the Gaussian splines.
Detected Landmarks To Atlas: The ranking of the mappings in order of accuracy
is the same for detected landmarks as for the ground truth. The mappings initially
become more accurate as τP increases, because false positive results are removed.
This is particularly obvious through inspection of the spline inter-landmark
errors. As τP increases further, the accuracy decreases because of the omission of
accurately detected landmarks. Notice that the spline landmark error at τP = 0 is
exactly equal to the mean landmark error of the random forest detector.
Conclusion
According to both mean landmark and mean inter-landmark error, the thin plate
spline has best performance. If the spline’s underlying global transform is con-
strained to be a similarity transform, this appears to give a marginal improvement.
The Gaussian spline fails because the finite support of the landmarks lead to
a non-smooth mapping (as illustrated in Figure 2.7) which is less biologically
cogent.
In the remainder of the chapter we show results for landmark detection
experiments using both the thin plate similarity spline and the affine transform,
which are the best performing local and global transforms respectively. These
two mappings behave differently and should provide an interesting comparison.
In section 2.3.3.4 we look at how to identify and remove false positive results
from the mappings to give improved accuracy.
2.3.3.4 Elimination of false positives from the atlas mapping
We employ a method of iterative fitting to improve the accuracy of the mapping
using the detected landmarks. In summary, landmarks are iteratively removed
from the mapping, which is subsequently recomputed, until the mapping fit error
is less than a specified distance τE for all landmarks in the mapping.
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For the affine transform, the mapping error is defined as the distance between
the atlas landmark and the transformed detected landmark i.e. landmark error.
However for the thin plate spline, all positive detected landmarks are exactly
mapped to the atlas landmarks. Hence we use the inter-landmark error for the
purpose of spline mapping rejection. We note that for only 127 landmarks, a
leave-one-out method (as required by the inter-landmark error) is feasible; for a
great number of landmarks, this might become rather less so. Algorithm 1 gives
a more formal definition of this process.
Algorithm 1 Atlas mapping by Iterative fitting
Algorithm for mapping the set of detected landmarks LD to the set of atlas
landmarks LA, given the probability threshold τP and the fit error threshold τE.
Two trimmed subsets are discovered, LATr and LDTr, for which all fit errors fall
below τE when one is mapped to the other. This mapping TA(v) is returned.
procedure TrimmedFit(LD, LA, τP, τE)
LDTr ← LD ≥ τP . Choose detected landmark set with PF(c| f ) ≥ τP
LATr ← LA ∈ LDTr . Choose corresponding atlas landmarks
Emax ← ∞
while Emax > τE do . We have the answer if Emax ≤ τE
Emax ← τE
lmax ← NULL
TA(v)←Fit(LDTr, LATr) . Find mapping between trimmed sets
if Affine Fit then
TAE(v) = TA(v)
end if
for all li ∈ LDTr do . Find maximum error.
if Spline Fit then . Spline case: Leave-one-out mapping.
TAE(v)←SplineFit(LDTr 6= li, LATr 6= li)
end if
Ei ← |TAE(li)− (li ∈ LATr)|
if Ei > Emax then
Emax ← Ei
lmax ← li
end if
end for
if lmax 6= NULL then
LDTr ← LDTr 6= lmax . Remove landmark with maximum error.
LATr ← LATr 6= lmax
end if
end while
return TA(v)
end procedure
There are now two parameters to set when computing the atlas map-
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Figure 2.9: Graphs showing the interplay between the τP and τE iterative fitting thresholds
for mapping detected landmarks to atlas space.
ping: the forest probability threshold τP and the distance error threshold
τE. During training of the algorithm, parameter values are chosen by run-
ning through the training results and finding the pair of values which give
the lowest mean landmark error. We perform grid search over all combi-
nations of τp ∈ {0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6} and τE =
{30, 50, 75, 100, 150,∞}. We have observed empirically that the shape of this
two-dimensional space is convex, so we assume that this simple method suffices
to find a stable operating point.
An illustration is shown in Figure 2.9 of the values obtained for different
rejection error thresholds for each of the two mappings. The plots at a rejection
distance of infinity are equivalent to the plots shown in Figure 2.8.
In each feedback iteration, thresholds τP and τE are learnt automatically by
comparison of the training data with its ground truth. We store these thresh-
old values τP_0, τP_1, τP_2 . . . τP_n−1 and τE_0, τE_1, τE_2 . . . τE_n−1 along with the
detectors PF(c)1, PF(c)2, PF(c)3 . . . PF(c)n, for later application to the test datasets.
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2.3.4 Out-of-bag detection and resubstitution during forest
training
Out-of-bag detection
During the training phase, we run detection on the training datasets in order
to obtain atlas coordinate features, and to train the atlas mapping parameters.
An out-of-bag strategy is employed where each dataset is classified only by the
subset TOut−o f−bag of trees in the forest which have not been trained on that
dataset. This is made possible since each tree holds a list of the ID numbers of
the datasets on which it was trained.
The expected size of the forest subset TOut−o f−bag for any given training
dataset is a little smaller than T. We multiply the chance that a dataset is not
selected for a tree (refer back to equation 2.3) by the number of trees T to arrive
at equation 2.23.
TOut−o f−bag = T ×
(
D− 1
D
)DT
(2.23)
For D = 272, DT = 40 and T = 80, the expected value of TOut−o f−bag is 69.0 trees.
Test datasets are reserved at the start and kept separate during the training process.
The size of the forest used in the test phase is simply T i.e. TOut−o f−bag = T = 80.
Resubstitution
To completely avoid resubstitution during training of the forest, a fresh set of data
would be required to train each iteration. Given the limited number of training
datasets D = 272, it was decided to use all training data in each pass.
As a result, there is a weak element of resubstitution from pass 1 onwards
because each tree is given access not only to the DT = 40 training datasets but
also to the 40 corresponding mappings which have been derived from the forest
results, and hence contain information from many (→ D) datasets which are not
explicitly considered to be training datasets for the tree. We hypothesise that the
contribution to the mapping from any individual dataset is small enough so as to
be negligible. Inspection of the training data (see Figures 2.10 and 2.11) results
shows that the training and test results exhibit a similar pattern, suggesting that
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resubstitution has not caused overfitting to the training data.
Again, the independent test dataset population is reserved at the start and
kept separate during the training process. There is obviously no resubstitution in
the test results.
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2.4 Evaluation
2.4.1 Detection and localisation results
We trained and validated the algorithm for 7 iterations, yielding a zeroth detector
equivalent to the original detection algorithm, and six subsequent detectors
to which results from the previous detector were fed to give atlas coordinate
features.
Results for mean error and AUC are shown in Figures 2.10 and 2.11 respec-
tively. Test and training results follow a similar pattern, suggesting that overfitting
due to resubstitution is not occurring.
2.4.1.1 Mean Error
There is an obvious improvement in the results between the zeroth and first
iterations, from a mean of 12.49mm to 9.96mm (thin plate spline) and to 9.86mm
(affine transform). There is further significant improvement after the second
iteration to 9.57mm (thin plate spline) and to 9.52mm (affine transform). Over
the course of further iterations, there is some noise in the results which is similar
to the level of random noise in the process.
The black dotted lines indicate the mean error if spline interpolation was used
after iteration zero to correct those landmarks with forest probability PF(c| f ) < τP
i.e. directly inferring landmark locations from the spline mapping. It can be
seen that direct interpolation gives a smaller improvement than using the atlas
coordinate feature, which vindicates the usage of a(nother) machine learning step
to exploit this information.
2.4.1.2 Area Under the Curve
A localisation Receiver Operating Curve (ROC) curve is used in order to express
the detection performance for an acceptable location error, in this case to within
30mm of the ground truth. There is significant improvement between the zeroth
and second iterations, which is better in the case of the affine transform (0.893
to 0.930) than that of the thin plate spline (0.893 to 0.919). Again, in subsequent
iterations there is no significant change.
On balance, one iteration appears to confer the majority of the improvement.
Two iterations is optimum, particularly in terms of the AUC results.
Significance tests for the above results were performed using a two-tailed
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paired Student’s t-test (p < 0.001). Associated F-tests were performed to check
that the variance in the two populations under comparison were not significantly
different.
2.4.2 Run times
The test computer has a dual-processor, 24-core Intel Xeon CPU with clock speeds
of 2.40GHx and 2.39GHz, and 32GB RAM.
Training takes approximately 11 hours for the zeroth detector, and 9 hours
for each detector thereafter, since the trees are smaller for the first and following
detectors. The mean detection time for a novel dataset is approximately 2.5
seconds for the zeroth detector and 1.5 seconds thereafter. These times are viable
for clinical usage.
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Figure 2.10: Graphs showing the mean error over the course of seven iterations. The
results of three separate experiment runs are shown with dashed lines (left-hand graph)
and the overall mean result is shown with a solid line (right-hand graph). The black
dashed lines indicate the mean error at iteration 0. Iteration 0 is the baseline result
without atlas location autocontext. The black dotted lines indicate the mean error if
spline interpolation was used after iteration zero to correct those landmarks with forest
probability PF(c| f ) < τP.
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Figure 2.11: Graphs showing the AUC over the course of six iterations. The results of
three separate experiment runs are shown with dashed lines (left-hand graph) and the
overall mean result is shown with a solid line (right-hand graph). The black dashed lines
indicate the AUC at iteration 0. Iteration 0 is the baseline result without atlas location
autocontext.
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2.4.3 Analysis of the detected landmarks
A high-level evaluation of the results demonstrates that atlas location autocontext
gives a significant, if modest, improvement in the mean error and detection rate.
Taking one run and looking more closely at the results, we can now see where
the improvement is coming from. We will compare the zeroth iteration with the
second iteration.
2.4.3.1 Landmark performance by body compartment
Tables 2.3 and 2.4 show the landmark performance broken down by body com-
partment. Mean AUC improves for all body compartments following feedback.
Mean error improves dramatically in the thorax and lower limb following feed-
back, and a little less dramatically in the abdomen. However, accuracy in the
head is already good in the zeroth pass, and worsens slightly with atlas location
feedback. We propose in section 2.6.1.2 that a locally affine mapping might give
better performance.
Body Compartment Pass 0 Pass 2 Pass 2
(Affine) (Spline)
Head and Neck 6.03 6.41 7.32
Thorax 21.34 10.82 11.30
Abdomen 14.87 12.00 12.09
Lower Limbs 18.36 7.54 7.25
All 12.49 9.52 9.57
Table 2.3: Mean landmark errors (mm), broken down by body compartment.
Body Compartment Pass 0 Pass 2 Pass 2
(Affine) (Spline)
Head and Neck 0.987 0.991 0.987
Thorax 0.883 0.932 0.903
Abdomen 0.892 0.923 0.909
Lower Limbs 0.953 0.998 0.997
All 0.893 0.930 0.919
Table 2.4: Mean AUC, broken down by body compartment.
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2.4.3.2 Individual landmark errors
The change in mean error per landmark is shown in Figure 2.12. The results
improve for all landmarks following feedback. The improvement is most obvious
in the case of landmarks which are poorly detected in the zeroth iteration. The
change is much less dramatic in the head and neck, where detection results are
consistently good from iteration zero onwards.
2.4.3.3 Images of the detected landmarks
Maximum Intensity Projection (MIP) images of the results are presented for a
number of example datasets in Figures 2.13 to 2.16. A probability threshold of
0.2 is used to distinguish positive from negative detection results. The symbols
used in the images are as follows:
Ground truth landmark position
Positively detected landmark position, PF(c| f ) ≥ 0.2
Negatively detected landmark position, PF(c| f ) < 0.2
Falsely detected landmark position, PF(c| f ) ≥ 0.2
Link between corresponding ground truth and detected positions
We can see at a glance that outliers are moved to more sensible positions.
It is apparent that atlas location autocontext aids in better spatially placing
the “uncertain” landmarks which were described in section 2.3.1, which is a
satisfactory outcome. In particular, see the vertebra in Figure 2.14 (and probability
cloud in Figure 2.20) and the pancreas head in Figure 2.16 (and probability cloud
in Figure 2.21). We did not include uncertain landmarks in the numerical results,
so this is a “silent” improvement.
2.4.3.4 Examining the landmark probability clouds
The mechanism of atlas location autocontext is illustrated in Figures 2.17 to 2.24.
A pink overlay shows the voxelwise probabilities PF(c| f ) for each given landmark
class. The intensity of the pink colour corresponds to the magnitude of the
probability. The key to these images is as follows:
Generally those voxels closest to the landmark of interest have highest prob-
ability, causing a pink cluster or “cloud” close to the true position, with other
clouds congregating around regions of similar appearance elsewhere in the vol-
52
Chapter 2. Anatomical landmark detection by learnt atlas location autocontext
Ground truth landmark position
Positively detected landmark position, PF(c| f ) ≥ 0.2
Negatively detected landmark position, PF(c| f ) < 0.2
Probability shading, (L→ R, maximum→ minimum probability)
ume. The clouds are more diffuse for landmarks which are not present or are not
easily visible in the scan.
It can be seen that for each landmark, the probability cloud is better localised
in iteration two compared to iteration zero. The probability clouds have very
similar shape for both choices of mapping. This suggests that the forest is reaping
similar spatial information from both choices of mapping. It appears that neither
is accurate enough to solve problems such as that of rib and vertebrae repeating
structures (see Figure 2.13).
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Figure 2.12: Error bars for individual landmarks (mean error +/- standard deviation).
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
(d) Pass 0 (e) Pass 2 (Affine) (f) Pass 2 (Spline)
Figure 2.13: Coronal (top) and sagittal (bottom) MIP images of landmark detection
results in a thoracic scan. The affine transform has corrected the ribs but the most
inferior vertebrae are wrong. The spline has corrected about half of the rib and vertebrae
landmarks. Other landmarks in the scan are generally already well detected in the zeroth
pass. [TMVS Dataset ID: 3640]
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
(d) Pass 0 (e) Pass 2 (Affine (f) Pass 2 (Spline)
Figure 2.14: Coronal (top) and sagittal (bottom) MIP images of landmark detection results
in a cardiac scan. It can be seen that the vertebrae landmarks are corrected following
the introduction of contextual information. Note that these landmarks are marked as
uncertain in the ground truth, and any arrangement of detected vertebrae within one
vertebra of the ground truth would be reasonable. The accuracy of the cardiac landmarks
does not significantly change. [TMVS Dataset ID: 1433]
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.15: Coronal MIP images of landmark detection results in a scan of the lower
limbs. This patient has turned out legs and feet. There is also an atypical bright mass on
the medial side of the left knee. These variations have led to the knee and ankle joints
being confused, and this is easily remedied using contextual information. The landmark
at the origin of the superior mesenteric artery is also corrected from its initial position
low down in the pelvis. Images © Vital Images, Inc., used with permission. [TMVS
Dataset ID: 3197]
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
(d) Pass 0 (e) Pass 2 (Affine) (f) Pass 2 (Spline)
Figure 2.16: Coronal (top) and sagittal (bottom) MIP images of landmark detection
results in a thoracic/abdominal scan. This dataset shows the correction, by atlas location
autocontext, of cardiac and abdominal landmarks which have been detected in the
upper thorax and head. The scapulae landmarks have been detected on the upper arms,
and atlas location autocontext does not correct this. This will be because almost all
datasets have the patient positioned with their arms above the head, which means that
the scapulae are rotated outwards and the arms are not visible in the scan. Many of the
vertebrae have been detected on the adjacent inferior vertebra. The likely cause is that in
this patient, there is an extra lumbosacral vertebra (traditionally vertebrae are marked
from the top down and the lowest vertebra is called L6) and so the vertebrae, as marked
in the ground truth, are located higher relative to other structures than they would be in
standard anatomy. [TMVS Dataset ID: 1501]
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.17: Probability cloud for an example of landmark: Heart apex (extrema in sagittal
plane) at endocardium. [TMVS Dataset ID: 1433]
(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.18: Probability cloud for an example of landmark: Bifurcation of left common
carotid artery into left internal and right external carotid arteries. [TMVS Dataset ID: 1501]
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.19: Probability cloud for an example of landmark: Tip of the coccyx. [TMVS
Dataset ID: 1501]
(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.20: Probability cloud for an example of landmark: Centre of body of T9. This is
an “uncertain” landmark. It can be seen that this cloud is more diffuse than those of the
previous figures, extending over two or three vertebrae. As with all rib and vertebrae
landmarks, there is some ambiguity between adjacent instances, which it appears the
atlas location features do not fully resolve. [TMVS Dataset ID: 1433]
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.21: Probability cloud for an example of landmark: Head of pancreas. This is an
“uncertain” landmark. [TMVS Dataset ID: 1501]
(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.22: Probability cloud for an example of landmark: Inferior angle of left scapula.
There is the unwanted side effect in pass 1 (both mappings) that a clear probability cloud
materialises on the upper arm, for the reason, as mentioned in Figure 2.16, that almost all
datasets have the patient positioned with their arms above the head, with the scapulae
rotated outwards and the arms not visible. More datasets with this posture are required
as training examples. [TMVS Dataset ID: 1501]
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(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.23: Probability cloud for an example of landmark: Medial condyle of right tibia.
[TMVS Dataset ID: 3197]
(a) Pass 0 (b) Pass 2 (Affine) (c) Pass 2 (Spline)
Figure 2.24: Probability cloud for an example of landmark: Costal cartilage junction of 3rd
rib left side. [TMVS Dataset ID: 3640]
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2.5 Discussion
2.5.1 Summary of our contribution
We propose atlas location autocontext, a lightweight method of exploiting spatial
information for standard feature-based machine learning algorithms. Atlas
location autocontext is a good fit in the context of landmark detection, and
brings additional benefits of robustness, fast computation time and low memory
requirements. We have demonstrated both qualitatively and quantitatively that
use of this mechanism improves both the accuracy and the detection reliability of
an anatomical landmark detection algorithm.
The mean landmark error that we achieve, of slightly less than 10mm, is still
too large for many clinical applications, although some landmarks are detected
better than others, as illustrated in section 2.4.3. There are a number of sources of
residual error which we discuss below, and which we will go on to address in
later chapters.
2.5.2 Mapping accuracy versus autocontext utility
The mapping accuracy evaluation in section 2.3.3.3 showed the thin plate spline
to be significantly more accurate than the affine transformation. However, visual-
isation of the landmark probability clouds shows that similar spatial information
is being extracted, and the numerical results support this. If anything, the affine
transformation performs better for the purpose of atlas location autocontext,
giving greater improvement in AUC.
To investigate this, we ran a landmark detection experiment using the ground
truth landmarks for the mapping (only one iteration required), in addition to the
standard intensity features. In theory, when the spline mapping is used, we are
providing perfect information about the true location of the landmarks, and the
forest should be able to learn and return perfect results. In practice, the results
are as shown in Table 2.5.
As expected, the spline gives much better performance than the affine map-
ping. The results for the spline are not perfect — and in fact worsen when
intensity features are included — which we can put down to:
• The lower resolution at which detection is run.
• The class labelling strategy in which spheres rather than points are used to
represent the landmarks.
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Mapping Features Mean error AUC
(mm)
Affine Ta(v) 12.71 0.890
Affine Ta(v), dsag(v) 12.66 0.897
Affine Ta(v), dsag(v), I(v + d) 8.17 0.955
Spline Ta(v) 2.36 0.976
Spline Ta(v), dsag(v) 2.43 0.980
Spline Ta(v), dsag(v), I(v + d) 3.64 0.990
Table 2.5: Results of landmark detection using mappings created from the ground truth.
Spline = Thin plate spline (similarity). Results are the means of three experiment runs,
run with different randomisation seeds.
• The training sample selection strategy where background samples are
picked uniformly across the volume. It might be necessary to sample more
densely close to the landmarks in order to force the trees to discriminate
between landmarks and voxels close in location.
• The training sample selection strategy where the majority of the training
sample population is background voxels (which are each given as much or
greater weight than the landmark samples). Spatial splits provide little in-
formation with respect to background samples, so in the first place intensity
features are likely to be chosen in preference to atlas location features.
Excepting the point about low resolution, these issues are artefacts of the fact
that landmark detection has been framed as a classification problem. We note
here that a different model, perhaps a regression forest such as that of Gao and
Shen [18, 55], might be a more natural fit. In the limit where the atlas features
are derived from ground truth, the forest would simply have to learn the identity
regression function. In contrast, in the classification formulation, there is still a
reasonably complex function to learn. This is considered in future work.
This experiment gives us confidence that the code is correct, and that provision
of accurate information about location leads to better localisation of landmarks
by the forest - as it should! However, when detected landmarks are used for
the atlas coordinate features, the more accurate thin plate spline no longer leads
to better localisation, and in fact the affine mapping performs slightly better.
We explain this by the fact that the choice of measurement metric for mapping
accuracy was not considered in the light of the autocontext role which this
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mapping would play. We made no distinction between landmarks which were
already well detected by the forest, and landmarks where there was room for
improvement. It is obvious that the spline mapping preserves accuracy much
better in the former case; however, this will not translate into an improvement in
detection accuracy. Poorly detected landmarks which are positively detected will
be mapped exactly to their counterparts by the spline, unless they fall below the
iterative fitting error threshold τE. On the other hand, the affine transformation
is likely to predict a more reasonable location. Landmarks which are not detected
will be better interpolated by the spline than the affine transformation, if the
surrounding positively detected landmarks are themselves well detected. If the
surrounding landmarks are poorly detected, and the errors are not too strongly
correlated, then the affine transformation may actually provide a better predicted
position since errors will be somewhat cancelled out. See section 2.6.1 for further
discussion of this.
2.5.3 Examination of the remaining sources of error
2.5.3.1 Inter-subject variation
As with all image analysis algorithms, inter-subject variation is a problem.
Anatomy may be atypical or not visible in the scan, due to normal anatomi-
cal variation or pathological variation, leading the identification and even the
definition of a landmark to fall down.
Both ground truth annotation and detection for atypical anatomy is prob-
lematic. If a specific variant is of interest, then a ground truth strategy must
be adopted and a reasonable number of training examples are required for this
flavour of landmark appearance to be learnt.
2.5.3.2 Rib and vertebrae repeating structures
Another major category of errors relates to the repeated rib and vertebrae struc-
tures. All too often, landmarks are detected on neighbouring structures. Firstly,
there is little to differentiate these structures in terms of appearance. Secondly,
the position of neighbouring soft tissue organs varies between subjects and be-
tween phases of respiration. In some instances, this is an insoluble problem,
such as in the cardiac dataset of Figure 2.14, where the scan does not contain
any uniquely identifiable vertebrae, so even the ground truth cannot be reliably
created. However, other cases are more tractable.
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The constraints introduced by atlas location autocontext are soft constraints,
too soft for the scale at which the repeating structure problem manifests. In
addition, errors are often correlated i.e. many ribs lie “one up” from the true
position. Where the number of false positives outnumbers the number of the true
positive results, the mapping will be driven by the false positive results, at least
according to the current mapping generation method.
It may be that the reliability of rib and vertebrae landmarks (and indeed
other landmarks) could be learnt in order to inform the choice of detected
landmarks which contribute to atlas registration. Alternatively a specific post-
processing step may be necessary to constrain these repeating structure landmarks
to anatomically plausible configurations. For instance, a statistical shape model
[13], or a graphical model as in [16, 61]. There have been a series of recent
MICCAI workshops looking specifically at computational methods for spine
imaging [62, 63, 64].
2.5.3.3 Ill-defined and surface landmarks
There remains a general problem with precision. Visual comparison of the
detected landmarks with the ground truth suggests some landmarks have been
poorly defined. This is particularly the case for surface landmarks. These are
landmarks on a gentle curve or gently curved surface. Their local appearance
is close to a line or a plane, meaning that there are many similar looking voxels
in the vicinity of the landmark, which poses a problem for exact localisation.
Two examples are shown in Figure 2.25. The detected positions seen here are
not unreasonable, and perhaps there is a range of acceptable “error” in these
cases. Indeed, at TMVS we have done work (to which I have contributed) on
the evaluation of registration by measuring errors only in the direction of the
surface normal [65], on the basis that manual landmarking is possible with greater
accuracy in this direction than in the surface plane.
Further, for ease of marking, many surface landmarks are defined with
reference to the planes of the volume (e.g. most superior or lateral point, using the
volume-aligned axial or sagittal plane), which is itself aligned with the scanner
table, and not with reference to anatomical structures. This makes landmark
positioning sensitive to changes in patient orientation or posture. In Figure 2.25b
which shows the left iliac spinal landmark, it can be seen that the tilt of this
patient’s pelvis has led to a shift in the landmark, and the detected landmark is
closer to the no-tilt ground truth position.
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(a) (b)
Figure 2.25: Figure showing close-ups of the affine atlas feedback results for two land-
marks a) Sagittal MIP image of Heart apex [extrema in sagittal plane] at endocardium and b)
Coronal MIP image of Superior aspect of left iliac spine. These are surface landmarks where
the landmark is poorly defined in the plane of the surface. Both landmarks are defined
with reference to the orientation of the patient in the scanner, and not with reference to
anatomical structures. In the case of the iliac spine, the pelvis is tilted to the left which
has shifted the ground truth landmark to the right. However, the detected landmark is
close to the no-tilt ground truth position. [TMVS Dataset ID: 1501]
As a result of this analysis, we have since done work at TMVS on developing
a redefined and expanded set of landmark ground truth.
• Ill-defined landmarks have been removed.
• Landmarks have all been defined with reference to anatomical structures
rather than volume planes.
• Landmarks have been defined on the whole body (arms, hands and feet
were previously excluded).
• Gender-specific landmarks have been introduced.
• There is a greater density of landmarks e.g. previously we were only locating
the odd-numbered thoracic ribs and vertebrae.
We use the head and neck subset of these landmarks in the experiments in chapter
3.
2.5.3.4 Low operating resolution
A second aspect which cannot be ignored when discussing precision shortfalls
is the fact that we are running the algorithm at a low data resolution of 4mm
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voxel−1. This low resolution is being used in order to maintain a speed close to
real time. Two examples are shown in Figure 2.26.
In section 5.3 we investigate the use of higher resolution for vascular land-
marks, showing this does indeed give a significant improvement in accuracy.
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(a) 0.74mm × 0.74mm × 3.0mm voxel−1 (b) 4.0mm × 4.0mm × 4.0mm voxel−1
(c) 0.37mm × 0.37mm × 0.4mm voxel−1 (d) 4.0mm × 4.0mm × 4.0mm voxel−1
Figure 2.26: Figure showing the problem that the low resolution is causing for localisation
of landmarks which are on very fine structures. On the left are sagittal MIP images of
the original volumes, overlaid with the pass 2 affine transform results. On the right are
sagittal MIPs of the volumes used for training and detection. a) and b) show the neck.
In the downscaled image the separation between vertebrae is much less distinct, as are
the tips of the spinous processes of the cervical vertebrae. c) and d) are from the cardiac
dataset shown in Figure 2.14, and the red circle highlights the right coronary ostium (the
point on the ascending aorta from which the right coronary artery originates). In the
downscaled image, the right coronary artery cannot be made out because the diameter
of the coronary arteries is less than 4mm. [TMVS Dataset IDs: 1627, 1433]
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2.6 Future work
2.6.1 Improving the atlas mapping
2.6.1.1 Landmark reliability and weighted least squares fitting
In the computation of the affine transformation, we have taken no account of
the variability in accuracy and reliability of the different landmarks, beyond a
simple binary thresholding according to the forest probabilities (at PF ≥ τP) to
separate true positives from false positives. We could, however, have chosen to
relate the landmark probabilities directly to their mapping contribution, using
weighted least squares fitting. We add the weights wi, i = 1 . . . N to equation 2.18.
Ta(v) = arg min
Ta(v)
N
∑
i=1
wi|li − Ta(li)|2 (2.24)
As suggested above, we could simply assign the weights to be the raw proba-
bility values wi = PF(li|ci). However, weighted least squares fitting is a known
solution to the problem of heteroskedastic data. If we knew the variance of each
landmark error, we could assign the reciprocal to be the weight, wi = 1σ2i
, and
the overall solution would be the best linear unbiased estimator [66]. There is a
caveat that this assumes uncorrelated errors —- this would have to be a pragmatic
assumption, since we know it is not always the case. In fact, we can estimate the
variances easily from the training data results (see Figure 2.12). For the purpose
of the mapping, we would want to measure the variance of only those landmarks
with PF ≥ τP. Given enough data, we could fit a linear (or more complex) model
relating error variance to forest probability, since we might expect that landmarks
with a higher probability have lower variance.
2.6.1.2 Registration by parts: Bringing anatomical knowledge into the
equation
Thus far, we have used generic mapping techniques, taking no account of anatom-
ical knowledge. We highlighted that the affine transform has the nice property
of error-cancelling for regions where the landmarks have random uncorrelated
errors. However, basic knowledge of skeletal articulation tells us that a global
transform may fit a single body part in a standalone scan better than it would
that body part in a larger scan containing multiple articulating body regions,
which are known to move quasi-independently, and vary in size or length quasi-
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independently e.g. head size or leg length.
It may be worth investigating a locally affine approach which treats the body
as a few distinct structures. One possible division of the current landmarks is:
head, neck, thorax & abdomen, legs. These regions could be mapped locally
using an affine transform, and then connected into a single mapping using a
spline or by other means. This would be done by taking the estimated atlas
locations of the landmarks, according to the partial affine mappings — which
would not lie exactly at the atlas landmark locations — and mapping the detected
landmarks to these using a single spline. We expect that using a locally affine
approach would give better mapping accuracy in the head, and enable atlas
location feedback to produce an improvement in the head and neck landmark
errors.
Alternatively, we could take a statistical shape modelling approach [13] and
identify modes of variation using a method such as principal component anal-
ysis (PCA). In this way, we might implicitly discover spatial behaviour such as
articulation and the differing movement of bones and soft tissues. To prevent the
mapping becoming too flexible, the number of modes of variation and the size of
the valid shape domain would require to be limited.
2.6.2 Expanding the atlas coordinate features
The theme of using atlas registration to generate new image features could be
expanded. In Table 2.6 we provide some examples of possible spin-off features.
At the least, we could use the affine scale components to normalise the standard
intensity feature offsets, to correct for differences in scale between smaller and
larger patients in the study population — which may, in future research, include
children.
2.6.3 Introducing prior information
We mentioned earlier that this algorithm is intended as a general purpose tool
which could be applied to any and all scans exiting a scanner. Hence, no
assumptions are made about the protocol or content of the scan, and we train on
a diverse population of datasets.
However, if the clinician provides an indication of the body region and pose
of the patient being scanned, then the atlas coordinate features could be used
to train a zeroth iteration which has knowledge of an approximate atlas space
mapping. For example, a simple translation operation could be used to centre
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Feature Description
Ta(v) The original atlas coordinate of a point v.
Ta(v + d) Atlas coordinate of a neighbouring voxel at a displace-
ment d.
|Ta(v)− pa| Distance in atlas space from a specified atlas coordi-
nate pa i.e. describes a spherical boundary in atlas
space.
d
dx (Ta(v + d)),
d
dy (Ta(v + d)),
d
dz (Ta(v + d))
First order derivatives (or gradients) in x, y and z of the
spline warp field at v + d. These could be efficiently
estimated by central difference.
f (T′a(Ta(v) + d)) Standard feature value f (e.g. image intensity I) of a
neighbouring voxel in atlas space. T′a(v) represents
the mapping from atlas space to volume space.
f (v + sTa ∗ d) Standard feature value f (e.g. image intensity I) of
a neighbouring voxel using an offset d which has
been scaled by the scaling component sTa of the atlas
space. We could go further and downscale the volume
to a resolution specified in atlas space rather than
in scanner space. The idea of exploiting scale is to
compensate for differences in patient size (e.g. the
discrepancy between a tall man and a small woman
may be large).
Table 2.6: Features based on the atlas mapping concept, for future experimentation.
the volume in atlas space at the relevant body part. This would support the goal
of maintaining a very fast detection time. It would also reduce the number of
instances of complete failure cases, which can be a particular problem for scans
with very limited acquisition regions and thus limited contextual information,
for instance scan of a single hip or knee joint.
By the same token, if other patient information were made available, such
as height, weight, age and gender, this could also be incorporated. Firstly, by
providing constraints on the mapping component values — constraints for which
the body region and pose would also, self-evidently, be highly informative.
Secondly, explicit features could be introduced and made available to the forest,
taking the same value for all voxels in a given scan e.g. fheight(), fweight(), fage()
and the binary-valued fgender().
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Abstract
This chapter moves anatomical landmark detection into the realm of MRI
data, focusing on head scans. As in chapter 2, target scans may come from
any protocol and any scanner, and so we seek a general-purpose algorithm
that is robust to differences in scan resolution, plane of acquisition, intensity
value distributions, field of view and degree of noise present. Unlike CT data,
MRI data is uncalibrated and so intensities vary widely scan to scan, the
distribution of values varying both in range and in shape. We motivate the
use of histograms of unweighted — and in the case of cross-modality detec-
tion, unsigned — gradient orientations, as an alternative set of features to
simple intensity features. By discarding the spatial and magnitude weighting
schemes that are used in the SIFT and HOG feature descriptors, we arrive at
an efficiently computed feature which is robust to intensity invariances. To
distinguish structural detail from noise, we rely on the aggregation of orien-
tations over a spatial region. Extensive parameter exploration experiments
are presented. We further characterise the trade-offs between run time speed,
accuracy and memory requirements, which show somewhat surprising results
since the forest shortcut mechanism described in 2.3.2.6 means that a forest of
larger trees (i.e. more datasets per tree) may be faster at run time than a forest
with the same number of smaller trees. Finally, we show how unsigned
gradient orientation features may enable cross-modality anatomical landmark
detection, and how gradient orientation features slightly improve the accuracy
of the whole-body CT detector of 2 when used alongside intensity features.
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3.1 Synopsis
In this chapter we
• (3.2.3) Motivate the use of histograms of oriented gradients for application
to anatomical landmark detection in medical scans, specifically in MRI head
scans.
• (3.4.2 - 3.4.6) Investigate aspects of gradient orientation features: the sam-
pling strategy for the cuboid sizes and offsets over which the histograms
are computed, the number of histogram bins and a Gaussian bin weighting
scheme, the plane in which the 2D gradient orientations are computed and
how this correlates with the plane of scan acquisition, and finally the use of
noise thresholding.
• (3.4.7) Compare gradient orientation features with simple intensity features,
showing that gradient orientation features work better in MRI volumes, and
that intensity features work better in CT volumes.
• (3.5) Illustrate the trade-offs between accuracy, run time and memory usage.
Show how these can be characterised (data sheet style) on a graph plot.
• (3.6) Evaluate the improvement that HOG features confer on the whole-body
CT landmark detector from chapter 2.
• (3.7) Show that a detector may be trained on one modality and applied to
another (cross-modality classification), using unsigned gradient orientations.
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Landmark Atlas
Registration
Decision Forest
Classification
Novel Dataset
Detected
Landmarks
dsag(v)
I(v + d)− I(v)
forient(b, v, d, C,ψ)
Ta(v)
Figure 3.1: Simplified overview of anatomical landmark detection (see Figure 2.3 for full
diagram). In this chapter we focus on the new set of image features P(b|v+ d, C) marked
in pink. These features are employed during landmark detection in addition to the
sagittal displacement feature dsag(v), the relative intensity features I(v + d)− I(v) and
the atlas location features Ta(v). The new gradient orientation feature is the probability
of a voxel gradient being oriented within the angle range of bin b, in the cuboid of size s
lying at an offset d from the voxel of interest v.
3.2 Introduction
3.2.1 Problem definition
In chapter 2, low level image intensity features were used. It is anticipated that
performance gains may be obtained through the use of higher level features. In
particular, we look to identify a robust set of features for modalities other than
CT, such as MR and ultrasound imaging, in which image intensity values are
uncalibrated. The intensity distributions of two MRI-T1 series images may have
completely different spreads and shapes; we cannot assume a linear relationship
between the intensities.
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3.2.2 Prior art
Authors have tackled the problem of analysing uncalibrated data in different
ways. Some different approaches are outlined below.
A model of the imaging process may be used to inform interpretation of
intensities. In 2004 Fischl et al. [67] modelled the physics of MRI and came up
with a method to estimate the intrinsic tissue parameters (T1, T2* and proton
density) from a scan, for the problem of brain segmentation. This approach
was developed for fast low-angle shot (FLASH) and spoiled gradient recalled
echo (SPGR) sequences, for which the physics equations are straightforward,
and required multiple scans to be acquired in order to estimate the (multiple)
tissue parameters. Then, taking the estimated tissue parameters and given the
MR acquisition parameters for the novel image to be segmented, the mean and
variance for the difference tissue classes could be predicted. More recently, for the
purpose of MR brain image synthesis, Jog et al. [68] proposed a related method
which assumed typical intrinsic tissue parameters from the literature, used a
fuzzy c-means algorithm to identify mean tissue intensities, and then solved for
the acquisition parameters.
However, we often have little information as to the nature of the imaging
technique or its acquisition parameters, and may not be able to make assumptions
about the content of the scan (and therefore the dominant tissue types). Hence,
we turn to feature descriptors which claim a degree of grey-scale invariance. One
approach is to use ranking of image intensities. Intensity rankings are robust to
monotonic transformation of the intensities. Local binary patterns (LBPs) were
proposed by Ojala et al. [69] in 1996 and later extended to make a rotationally
invariant operator for the purpose of texture classification [70]. In essence, LBPs
are binary sequences of digits referring to the pixels in a local neighbourhood,
thresholded at the value of the central pixel i.e. a ‘1’ denotes that a pixel’s intensity
value is greater than that of the centre, and a ‘0’ denotes that it is less. Liu et al.
[71] later used principal component analysis to obtain dimension-reduced LBPs
for the diagnosis of macular pathologies in optical CT images. Other authors
have applied LBPs to face recognition [72], to texture classification in lung CT
images [73] and to false positive reduction in mammographic mass detection
[74]. Alternatively, the ranklet transform [75] is a multiresolution, multi-orientation
image processing technique analogous to the wavelet, but which works with grey-
scale rankings rather than absolute intensities. It has been applied to the problem
of facial detection [75] and mammographic tumour detection [76, 77]. Yang et al.
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[77] applied the ranklet transform prior to using grey-scale co-occurrence matrix
(GLCM) features [78] for the purpose of texture measurement in mammographic
images. GLCM features measure properties such as homogeneity and presence
of linear dependencies. Images from three different scanners were used and it
was found that the ranklet-transformed result outperformed the corresponding
wavelet-transformed result because the former was more robust to acquisition
differences.
An alternative approach is to move into the domain of gradient orientations,
by which we mean the direction of the dominant gradient at any given pixel (or
voxel). Freeman and Roth [79] developed the idea of using orientation histograms
(based on a patent by McConnell [80]) and demonstrated these for hand gesture
recognition in images [79, 81]. The idea is that a region can be characterised
by counting the frequency of occurrence of each gradient orientation over all
pixels in the region, to form a histogram. In this original version, gradients
were thresholded at some chosen magnitude, below which measurements were
assumed to be inaccurate, leaving only the edge gradients. Popular variants
include the Histogram of Oriented Gradients (HOG) descriptor of Dalal and
Triggs [82, 83, 84, 85, 86], and the Scale-Invariant Feature Transform (SIFT) of
Lowe [87, 88, 89]. Both were proposed for the purpose of object recognition in 2D
images; we describe some of the properties of these descriptors in section 3.2.3.
Allaire et al. [90] have since extended the SIFT descriptor to three dimensions for
use in medical imaging. Gradient information has also demonstrated value for the
problem of medical multi-modality image registration [91, 92], where normalised
gradient fields are used to compute a similarity metric which indicates how well
corresponding image gradients are aligned.
Finally, we mention the modality-independent neighbourhood descriptor (MIND)
proposed by Heinrich et al. [93] idea which measures the self-similarity (by means
of sum of squared differences, SSD) of an image patch to a nearby patch at a
defined offset, for any number of desired offsets and patch sizes. By comparing
an image only to itself, this descriptor is robust to inter-modality differences
in intensity distributions. By considering only the local neighbourhood, it will
be robust to changes within the image itself. A follow-up descriptor which
has greater robustness to noise was proposed [94], self-similarity context (SSC),
in which self-similarity is measured between neighbourhood pairs of patches,
as opposed to always comparing to the central patch of interest. Li et al. [95]
introduced a related descriptor ALOST (autocorrelation of local structure) in
which the autocorrelation of structural information is measured rather than
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the autocorrelation of intensity information. The structure is represented by
measuring the mean and standard deviation (congruency) of the signal phase.
There remains the problem that different modalities may not show exactly the
same anatomical detail (some anatomy may be visible in one and not another)
and so different images cannot correspond. To solve this for the problem of
registration, Ou et al. [96] suggested the concept of mutual saliency meaning that
some voxels are weighted more heavily than others according to a map which
evolves during the registration process. This could be an idea worth exploration.
3.2.3 Motivation for our approach
We choose to investigate the use of features based on histograms of gradient
orientation in the context of anatomical landmark detection. These are established
features which can be efficiently implemented in 3D volumes. Efficiency is
important in terms of speed and memory usage, both during training and testing.
The utility of gradient orientation information may be intuited from Figure 3.2,
which shows an example MRI-T1 slice from a head scan. The corresponding gra-
dient magnitude and orientation information is shown, the latter with increasing
degrees of quantisation. Even a binary representation is informative (see pictures
3.2f and 3.2g). Figure 3.3 shows example image patches and the corresponding
histograms. It can be seen that the noisy image patch has a uniform histogram
representation, whereas the edge patch has two histogram peaks at the two
(opposing) edge directions.
In applying the HOG descriptor to people detection in 2D images and videos
[82], unsigned gradients (i.e. 180-degree range) gave better performance than
signed gradients (i.e. 360-degree range), due to the wide range of human clothing
and background colours. Colours are fairly consistent in medical scans from
the same modality. However, for the purpose of comparing scans of different
modalities, where tissue intensities may be inverted, we may choose to discard
the direction of the orientation and work with unsigned gradients. This results in
a less powerful but more general descriptor. We investigate the use of unsigned
gradients for cross-modality landmark detection in section 3.7.
A solution is desired for volumes rather than images. The obvious route
when moving from 2D images to 3D volumes is to move from 2D to 3D gradients.
This was done by by Allaire et al [90] who used 2D binning of gradients, by
the azimuth and elevation angles, using 8 and 4 bins respectively of pi/4 width.
This method of division actually leads to two different sizes of bin. Equal sizes
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(a) MRI-T1 Axial Slice
(b) Gradient Magnitude (c) Gradient Orientation (d) 8 bins
(e) 4 bins (f) 2 bins, horizontal intersect (g) 2 bins, vertical intersect
Figure 3.2: Example head MRI-T1 axial slice, with the corresponding gradient magnitude
and orientation images. Images d) to g) show the gradient orientation image when
quantised into different numbers of bins. The orientation values are informative, even
when severely quantised into two bins. Notice that there is amplification of the noise and
of the horizontal imaging artefacts (which are of too small magnitude to be visible in the
original image). [TMVS Dataset ID: 4660]
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Figure 3.3: Images illustrating histograms of oriented gradients for different numbers
of bins. From top to bottom row, the number of bins is {16,8,4,2}. We contrast a region
of noise (left) with a region containing a strong edge feature (right). The patches are
chosen from the head MRI-T1 slice of Figure 3.2. All histograms have the same scale on
the vertical axis. [TMVS Dataset ID: 4660]
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of bin could be achieved using alternative partition methods such as regular
polyhedrons as was done by Kläser et al. [86]: the tetrahedron (4-sided), the cube
(6-sided), the octahedron (8-sided), dodecahedron (12-sided) and the iscosahedron
(20-sided). For illustration, imagine a 6-binned histogram created by centering
a cube at the position of the gradient: the cube face out of which a ray directed
along the orientation of a gradient emerged would be the relevant orientation
bin.
In fact, we choose to work with 2.5D features, meaning that two-dimensional
gradients are measured separately in the three anatomical planes (sagittal, axial
and coronal), however a 3D feature offset is used and the histogram is computed
over a cuboidal region. The theory is that sometimes MRI volumes have quite
large slice spacing (compare the range of slice spacings in the CT data cohort
in Figure 2.6 to that of the MRI data cohort in 3.7), and the gradients which are
measured in the plane of scan acquisition will be more reliable than those in
the normal planes (see investigation in section 3.4.5). By using 2D gradients we
retain precision in the plane of acquisition. This way we can mix volumes with
variable slice spacing which are acquired in the same plane.
There is unlikely to be a one-to-one correspondence between the orientation
representations for different modalities, since often one imaging modality cap-
tures detail which is not visible on another. Perfect correspondence between
images is also thwarted by the presence of noise. Noise is typically of very small
magnitude, but in homogeneous regions such as air, it may be the determining
orientation factor. Since we ignore magnitude information, there is no way to
distinguish “true” gradients from noise. If noise has a truly random distribution
(which should be the case for MRI images in which the noise distribution has been
found to be approximately Gaussian where the signal-to-noise ratio is greater
than two [97]), then we obtain a flat histogram which can be distinguished from
spiky histogrammed regions of interest. However, minor artefacts may confound
(see the horizontal artefacts in Figure 3.2). In section 3.4.6, we experiment with
automatic detection of a noise threshold such as was used by Freeman and Roth
[79]. This is analogous to the parameter e employed in normalised gradient fields
to prioritise real edges over noisy edges. At the other end of the spectrum, in
their extension of SIFT to 3D for the purpose of medical image analysis, Allaire
et al. [90] suggest introducing an upper threshold when working with CT images
in order to remove background objects.
In the HOG and SIFT descriptors, gradient orientations are weighted by
magnitude and by spatial distance from the centre of the region of interest. In the
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Feature Data Intensity Invariances
+ × Mono Biject
Intensities · · · ·
Intensity rankings (LBPs, ranklets) ·
Autocorrelation-based (MIND, ALOST) · ·
Gradients · · ·
Orientations ·
Unsigned orientations
Magnitude-thresholded orientations · · ·
(orientation histograms)
Magnitude-weighted orientations · · ·
Normalised magnitude-weighted orientations · ·
(HOG, SIFT, Toews et al. [98])
Table 3.1: Intensity transformation invariances of a few feature types. The transformations
are (L to R): additive, multiplicative, monotonic and bijective. ‘ ’ = invariance, ‘ ’ =
semi-invariance and ‘·’ = sensitivity.
case of HOG, simple magnitude weighting is chosen following trials of various
weighting schemes as a function of the magnitude. Note that a local normalisation
step is first performed and it is the normalised magnitudes which are used, so
that these descriptors have some robustness to linear transformation of the data
intensities. The HOG descriptor also includes orientation space weighting where
each gradient contributes to both bins between whose centres the value of the
angle lies, using bilinear interpolation to weight the contributions. We do not
employ magnitude weighting since this introduces some dependence on intensity
values (at least a linear relationship is assumed between different scan intensity
distributions). Rather, voxel contributions are weighted equally and the resulting
histogram is normalised, effectively giving a probability distribution. The feature
is considered to be missing if less than 50% of voxel values are known. We
use an integral volume implementation, similar to that in [83]. Pragmatically,
spatial distance weighting would significantly increase run times since we could
no longer use efficient integral volume look-ups. However, we do look at the
possibility of taking a Gaussian-weighted value in orientation space once the
histogram has been computed. This is a similar idea to the blurring that Freeman
[79] does using a [1 4 6 4 1] mask in histograms of 36 bins.
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The various intensity invariances of different feature types are summarised
in Table 3.1. Invariances are an important consideration in selecting features for
multi-modal use. For gradient orientations, we describe them as semi-invariant
since they are only linearly invariant within the micro-locality of the pixel i.e. the
4-voxel support over which X and Y gradients are computed by central difference
to determine orientation. Compare this to the descriptor of Toews et al. [98],
which is only linearly invariant within each spatial region over which orientations
are binned. If we make the strong assumption that intensities are functions of
tissue type, each tissue corresponding to a single intensity value, and further
assume spatial coherence, then the invariance to monotonic and bijective intensity
transformations holds exactly. Here we define spatial coherence to mean only two
tissues are present in a micro-locality. See Figure 3.4 for illustration. The validity
of these assumptions depends on the voxel resolution and the extent to which
noise and texture are absent.
(b) Two-tissue boundary (c) Three-tissue boundary
Figure 3.4: Illustration of the local sensitivity of gradient orientations to nonlinear
intensity transforms. Consider the computation of the central pixel’s unsigned gradient
orientation, arctan([y+ − y−]/[x+ − x−]). a) The orientation is identical for A, B and C.
b) The orientation is identical for A, B and C which are linearly related, but different
for D which is nonlinearly transformed. Hence, the presence of a three-tissue boundary
(which does not satisfy our spatial coherence criterion) would not guarantee invariance
to monotonic or bijective (in the case of unsigned orientations) transformations.
84
Chapter 3. Anatomical landmark detection using gradient orientation features
3.2.4 Feature notation
We define our feature forient as follows.
forient(b, v, d, C,ψ) = P(b|v + d, C,ψ) (3.1)
x y
z
d
v
sxsy
sz
Figure 3.5: Illustration of the spatial parameters of the
gradient orientation feature. The histogram for any given
feature is computed from the intensity values in the cuboid
of dimensions C = {Cx,Cy,Cz} at offset d from voxel v.
This new gradient ori-
entation feature forient is
the relative frequency of
a voxel gradient in the
plane ψ (ψ ∈ {axial, coro-
nal, sagittal}) being ori-
ented within the angle
range of the ith bin b
(b = 1...B bins), in the
cuboid of dimensions C
= {Cx,Cy,Cz} lying at an
offset d from the voxel
of interest v. In the next
section, results are pre-
sented from the optimisa-
tion of these feature pa-
rameters.
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In section 3.4, we start by exploring the basic feature parameter space, specif-
ically the dimensions of the cuboids over which the histogram is computed,
the number of features selected per tree, the pattern of random offset sampling
for the cuboids, the resolution of the histogram and the plane in which the 2D
gradient orientations are measured. We arrive at a set of optimised parameters,
in the process obtaining some information as to how sensitive the detector is to
each parameter.
Following optimisation of the feature parameters, in section 3.5 the detector is
validated on a separate test cohort, where the trade-offs between accuracy, speed
and memory usage are illustrated. In section 3.6 gradient orientation features are
applied to the CT problem of chapter 2 to see if they improve performance over
intensity features alone. Finally in section 3.7, unsigned gradient orientations are
employed to train and cross-validate a cross-modality detector (i.e. the detector is
trained on one modality and validated on another), using MRI-T1, MRI-T2 and
CT data cohorts.
The term HOG is not used to describe our features because the feature
formulation that we arrive at does not contain the refinements which distinguish
HOG features from SIFT features and the orientation histograms of Freeman et al.
[79, 81]. Rather, the generic term gradient orientation features is used to refer to the
features that we develop through this chapter.
3.3 Data
Figures 3.6 and 3.7 show demographics of the data that we use to optimise and
validate gradient orientation features.
• The 50 sagittal MRI-T1 training datasets and the 35 axial MR-T1 datasets
will be used to optimise the forient parameters.
• The 24 sagittal MRI-T1 test datasets will be used at the end for validation.
• The 60 MRI-T2 axial datasets will be used in a validation experiment to
observe the effectiveness of forient features for an inter-modality detector.
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Figure 3.6: Plots showing the distribution of gender and scan manufacturer for the four
cohorts of data which will be used to train and validate gradient orientation features in
this chapter.
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(a) Sagittal MRI-T1 Train
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(b) Sagittal MRI-T1 Test
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(c) Axial MRI-T1
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(d) Axial MRI-T2
Figure 3.7: These (jittered) graphs show the resolution values which are represented in
the four cohorts of data which will be used to train and validate gradient orientation
features in this chapter. Jitter has been added to the points because there are cases
where many datasets have the same resolution. Voxels are isotropic in the plane of the
acquisition direction (horizontal axis), but the slice thickness (vertical axis) varies. The
dashed line on these graphs indicates isotropy. The writing above and below the dotted
line at 4mm voxel−1 gives the exact figures of datasets with slice thickness above and
below the 4mm voxel−1 scale which is employed during landmark detection.
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3.4 Exploration of gradient orientation features
In this section, aspects of gradient orientation features are investigated to deter-
mine the best configuration for landmark detection.
3.4.1 Experiment procedure
Methodology
Random forest detector: For these experiments, a pared down detector is trained
with T = 40 and DT = 8. We use the same parameter values as chapter 2 as
follows: σSampling = 3.0mm, BRatio = 5.0, wNode_min = 5.0, wNode_Split_min = 2.0 and
dskip = 2 voxels.
Data: The sagittal MRI-T1 training dataset cohort is used to train and test the
detector for the majority of experiments, except for the experiments investigating
the feature plane where the axial MRI-T1 cohort is also used. An out-of-bag
validation strategy is employed (see section 2.3.4).
Number of Feedback Iterations: Experiments are generally run for the zeroth it-
eration except for inconclusive cases, where atlas location autocontext is employed
(using an affine transformation) and the first iteration is also run.
Reporting of results
Metrics: The mean landmark error and AUC (for a 30mm Localisation Receiver
Operating Curve (LROC)) are reported. Additionally the capped mean landmark
error is given (indicated with a dotted line on the graphs), computed from
errors which are capped at 30mm; this is included to show results without the
distortions arising from large errors.
Repetitions: Three runs are performed for each experiment, using a different
random seed for each, to give an idea of the inherent noise in the method due to
randomness. The graphs show results from all runs.
Graphs: Each run comprises a sweep of the feature parameter under experi-
mentation. In the experiment graph, a line is drawn through all results in a run
since all are acquired using the same random selection of training data samples
(according to the run’s random seed) — but the feature selection is different.
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3.4.2 Size of feature cuboid
Description: The histogram for each feature is computed over a cuboid. The
dimensions C = Cx, Cy, Cz of the cuboid are randomly selected, from the range
{1,Cmax}. In this experiment, we investigate the optimal size limit Cmax.
Method: A random forest detector is trained on the sagittal MRI-T1 training
cohort using B = 8, FT = 2500, dmax = 52mm, ψ = sagittal and volumetric feature
sampling. Cuboid sizes Cmax = {10, 20, 30, 40, 50, 75, 100mm} are trialled.
Results: Figure 3.8 indicates that the optimum value of Cmax is 30mm.
Discussion: There is a trade-off between spatial resolution and noise sensitivity.
Very large cuboids lack spatial resolution and give rise to missing values for
many voxels (since the information is considered to be missing if more than
50% of voxels inside the cuboid are missing). Very small cuboids capture little
information, and will be sensitive to noise.
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Figure 3.8: Graphs showing the effect of maximum feature cuboid size Cmax on landmark
detection accuracy. Cuboid sizes of Cmax = {10, 20, 30, 40, 50, 75, 100mm} are trialled. It
can be seen that for these parameters, Cmax = 30mm is optimum.
90
Chapter 3. Anatomical landmark detection using gradient orientation features
3.4.3 Number of features and feature sampling strategy
Description: This experiment is run to find the best feature sampling strategy.
We test two strategies (“radial” and “volumetric”), using varying numbers of
features for each.
• Radial sampling refers to uniform sampling with respect to offset magnitude.
• Volumetric sampling refers to uniform sampling with respect to volume i.e.
uniform density.
Figure 3.9 illustrates the appearance of the sampling distributions in two
dimensions.
−50 0 50
−50
0
50
(a) Volumetric Sampling
−50 0 50
−50
0
50
(b) Radial Sampling
Figure 3.9: Illustration of the volumetric and radial sampling strategies. The points
represent sampling positions relative to the voxel of interest at (0,0). The axis units are
mm. These diagrams are in 2D but we are actually working in 3D space, so the volumetric
method samples a cuboid (rather than a square) and the radial method samples a sphere
(rather than a circle).
Method: A random forest detector is trained on the sagittal MRI-T1 training
cohort using B = 8, Cmax = 30mm, dmax = 52mm and ψ = sagittal. Feature numbers
of FT = {500, 1000, 2500, 5000} are trialled.
Results: See the results in Figures 3.10 (zeroth pass) and 3.11 (first pass). The
optimum number of features is 2500, although any number within the range of
1000 – 5000 appears to give reasonable results.
In terms of sampling strategy, in the zeroth iteration radial sampling gives
a better capped landmark error, but poorer absolute landmark error, than vol-
umetric sampling. When atlas location autocontext is deployed, better results
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are achieved by those combinations which use radial sampling in iteration 1.
After iteration 1 there is little difference between the capped and absolute results,
which reflects the fact that atlas location autocontext is correcting gross outliers.
Discussion: Too few features gives a worse result due to a paucity of information.
Too many features gives a worse result due to the reduction in randomisation:
at the limit, every tree would be given the whole set of features, and the trees
would be identical, were it not for the randomised selection of training samples
and bagging of datasets.
Radial sampling places greater emphasis on local appearance and less on
wider spatial context, compared to volumetric sampling. As a result, landmarks
are more precisely placed but are more likely to be wildly wrong without atlas
location feedback. See Figure 3.12 for images from an example dataset which
illustrates the effect of atlas feedback.
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Figure 3.10: Graphs showing the effect of the number of features selected per tree, FT,
on landmark detection accuracy after iteration 0. Above: Volumetric sampling. Below:
Radial sampling. Values of FT = {500, 1000, 2500, 5000} are trialled.
93
Chapter 3. Anatomical landmark detection using gradient orientation features
VV VR RV RR
5.5
6
6.5
7
7.5
Sampling Strategy
M
ea
n
Er
ro
r
(m
m
)
Absolute Error
Capped Error
(a) Mean Error
VV VR RV RR
0.85
0.9
0.95
Sampling Strategy
A
U
C
(b) AUC
Figure 3.11: Graphs showing the effect of feature sampling strategies on landmark
detection accuracy over two iterations. Each combination of the two sampling strategies
is tried for the two iterations. “V” stands for volumetric and “R“ stands for radial so e.g.
RV indicates radial sampling in the zeroth iteration, and volumetric sampling in the first
iteration.
(a) Iteration 0 (b) Iteration 1
Figure 3.12: Sagittal MIP images of an example dataset showing the effect of atlas
location autocontext. These results were obtained using radial feature sampling. There is
particularly poor performance for the landmarks in the neck (cervical vertebrae, carotid
arteries etc.). The errors are much reduced following atlas coordinate feedback. This
dataset also illustrates the close cropping of datasets which is present in many MRI
datasets. Note that the striping is an artefact of the MIP visualisation which arises as a
result of the large slice spacing. [TMVS Dataset ID: 4729]
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3.4.4 Histogram resolution and Gaussian windowing
Description: In this section, we look at what histogram resolution gives the best
result. We also experiment with Gaussian windowing (see Figure 3.13), using
standard deviations up to 45 degrees in size.
Method: A random forest detector is trained on the sagittal MRI-T1 training
cohort using FT = 2500, radial feature sampling, Cmax = 30mm, dmax = 52mm and
ψ = sagittal. Values of B = {2,4,8,16} are trialled.
In a follow-up experiment, Gaussian windowing is tested. For B = 8, Gaussian
windows are tried with standard deviations of 0.7 and 1.0 bin widths i.e. 31.5 and
45 degrees. For B = 16, Gaussian windows are tried with standard deviations of
{0.7, 1.0, 1.5, 2.0} bin widths i.e. 16, 23, 34 and 45 degrees.
Figure 3.13: Illustration of Gaussian windowing. The sectors of the circles represent
the bins of the histogram (8 bins in the left-hand picture and 16 bins in the right-hand
picture). When Gaussian windowing is employed, weights are assigned to the bin of
interest and its neighbours, according to a Gaussian function with standard deviation
σ centred at the bin of interest, and a weighted bin value is computed. Due to the
cyclical nature of the distribution, if a large enough sigma was used, there would be a
wrap-around effect.
Results: Results are shown in Figures 3.14 and 3.15. The optimal B is 8 (out of
2, 4, 8 or 16 bins) although we could halve the number of bins to 4 with only a
small decrease in accuracy. This is a useful possibility since in an integral volume
implementation, less memory is required for fewer bins. Using a Gaussian mask
improves the result, particularly for the 16-bin histogram features, which then give
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as good (or possibly better) performance than 8 bins. However, the improvement
over simply using 8 bins without Gaussian weighting is not significant.
Discussion: Too few or too many bins and the shape of the histogram is lost.
Fine division of orientations also makes the descriptor highly sensitive to the
variation in patient posture which is inevitably present (in particular, rotation
of the neck and jaw). This is the same bin size as used in the SIFT descriptor
[88, 90], but a larger bin size than was used in the HOG descriptor (9 bins over
180 degrees).
Gaussian windowing will be omitted in future experiments since the improve-
ment is not convincing enough to merit the extra volume access operations and
extra complexity. Normally 16 integral volume access operations are required,
to read values from two integral volumes: that of the bin of interest and that
of the “sum of known values” (the latter required for histogram normalisation,
and also to verify if ≥ 50% of values are known). When Gaussian windowing is
used, a further 8 volume accesses are required for every extra bin included in the
weighted computation.
Additional experiments were done, varying the positioning of the bins (i.e.
instead of separators at {0, 45, 90 . . . } with respect to volume space, use separators
at {-22.5, 22.5, 67.5 . . . } ) and also using bilinear interpolation when assigning
orientations to bins (i.e. each orientation contributing to both bins between whose
centres the value lies, as is done in the HOG descriptor). These changes to the
metholodology produce no significant difference and are not considered further.
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Figure 3.14: Graphs showing the effect of the number of bins B on landmark detection
accuracy. Values of B = {2,4,8,16} are trialled.
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Figure 3.15: Graphs showing the effect of Gaussian windowing on landmark detection
accuracy. For an 8-bin histogram (black) standard deviations of 31.5 and 45 degrees (i.e.
0.7 and 1.0 bin widths) are used, and for 16 bins (red) standard deviations of {15.75, 22.5,
33.75, 45} degrees (i.e. 0.7, 1.0, 1.5 and 2.0 bin widths) are used.
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3.4.5 Plane of feature and plane of scan acquisition
Description: In this section, gradient orientations are measured in different
planes to see which gives the best result. The hypothesis is that gradients will be
most reliably measured in the plane in which the volume was acquired.
Method: To test this hypothesis, experiments are run for both sagittal MRI-T1
and axial MRI-T1 populations. For each data cohort, a detector is trained with
different planes ψ:
• Axial features only
• Sagittal features only
• Features from all planes (sagittal, axial and coronal)
• Features from all planes but only one plane used per tree
The parameters used are FT = 2500, radial feature sampling, B = 8, Cmax = 30mm
and dmax = 52mm. The experiments are run at DRes = 4mm voxel−1 and DRes =
1mm voxel−1. For the latter experiment, we use σSampling = 0.75mm in order to to
yield the same number of samples as at the lower resolution.
Results: Results are given after iteration 1 in Figure 3.16 (4mm voxel−1) and
Figure 3.17 (1mm voxel−1). Unexpectedly, at the standard scale of 4mm voxel−1
the axial features give best performance for both data cohorts. The larger slice
spacing does not appear to compromise the reliability of features measured in
planes orthogonal to the plane of acquisition. The experiment was also run at
the higher resolution of 1mm voxel−1. In this case, the plane of acquisition did
correlate with the best feature plane. Figure 3.18 illustrates why; the slice spacing
is much more obvious at the higher resolution.
Conclusion: At 1mm voxel−1, the plane of acquisition correlates with the best
performing feature plane. At the standard detection resolution of 4mm voxel−1
(which appears to give little regression in accuracy), the plane of acquisition
makes no significant difference. Rather, axial plane features perform best for both
the sagitally and axially acquired data.
Discussion: It is an interesting observation that at a resolution of 4mm voxel−1,
the axial plane features appear to give best performance no matter the plane
of acquisition. To check that the sagittal displacement feature is not muddying
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the waters, the experiment was repeated without using the sagittal displacement
feature. All results were a little worse, but axial features still outperformed
sagittal features (results not shown here). For the axially acquired data, the axial
features alone appear to perform better than using features from all planes. This
suggests that the nature of the landmarks, the data, or the human body structure
lends itself to better detection in the axial plane. This finding merits further
investigation with more data, including scans of other body parts.
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Figure 3.16: Graphs showing the effect of feature plane ψ on landmark detection accuracy.
Results are given after iteration 1, for detectors trained on datasets scaled at 4mm voxel−1
resolution. Above: Sagittal MRI-T1 training cohort. Below: Axial MRI-T1 cohort. S =
Sagittal features, A = Axial features, C = Coronal features, All = Sagittal/Axial/Coronal
features, All-PT = Sagittal/Axial/Coronal features (One plane per tree).
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Figure 3.17: Graphs showing the effect of feature plane ψ on landmark detection accuracy.
Results are given after iteration 1, for detectors trained on datasets scaled at 1mm voxel−1
resolution. Above: Sagittal MRI-T1 training cohort. Below: Axial MRI-T1 cohort. S =
Sagittal features, A = Axial features, C = Coronal features, All = Sagittal/Axial/Coronal
features, All-PT = Sagittal/Axial/Coronal features (One plane per tree).
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(a) Mid-sagittal slice, Full resolution (b) Mid-coronal slice, Full resolution
(c) Mid-sagittal slice, 4mm voxel−1 (d) Mid-coronal slice, 4mm voxel−1
Figure 3.18: Mid-volume slices from an example sagittally acquired MRI-T1 dataset with
a resolution of 0.9x0.9mm voxel−1 in the sagittal plane, and slice spacing of 6.96mm.
The large slice spacing is much less obvious at the detection resolution of 4mm voxel−1.
[TMVS Dataset ID: 4664]
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3.4.6 Noise detection and thresholding
Description: Many of the gradients being detected are not reflective of true
structural detail, but are small perturbations in homogenous regions which arise
from image noise. This is particularly obvious in regions of air. In this section,
we look at the possibility of determining a noise threshold and binning gradients
with sub-threshold gradients in a designated zero-gradient bin.
Method: The gradient magnitudes are first made approximately equivalent by
linearly normalising volume intensities such that the 5th and 95th voxel intensity
percentiles map to 0 and 1000 respectively. Extreme values are allowed to fall
outside of this range (rather than clamping to 0 and 1000). Figure 3.19 shows
the same image slice as shown in Figures 3.2 and 3.3, thresholded at different
gradient magnitudes.
A random forest detector is trained on the sagittal MRI-T1 training data cohort,
using FT = 2500, radial feature sampling, B = 8, Cmax = 30mm and dmax = 52mm.
Features from all planes are used (one plane per tree).
Results: The results are shown in 3.20.
Conclusion: There is no obvious benefit to using a noise threshold, at least with
the threshold-finding method used here.
Discussion: Where noise has a truly random distribution and the histogram is
computed over a sufficiently large region, the resulting histogram shape will be
uniform (see Figure 3.3). These experiments suggest that trusting to the random
distribution of noise is sufficient. Further, use of a noise threshold weakens the
invariance to (monotonically related) gradient magnitudes. The sacrifice of useful
invariances may explain why a noise threshold is not beneficial overall.
We choose not to employ a noise threshold in later experiments. However, we
predict that minor artefacts such as ringing, striping or bias field gradients might
cause problems. A subject for future investigation is investigation of methods for
automatic noise threshold-finding.
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(a) Gradient Image (b) τN = 5 (c) τN = 10
(d) τN = 20 (e) τN = 50 (f) τN = 100
Figure 3.19: Images of the gradients in an example axial slice showing the effect of
applying different noise level thresholds. Gradients with a magnitude below the noise
level threshold (τN) are shown in black. [TMVS Dataset ID: 4660]
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Figure 3.20: Graphs showing the effect of applying a noise level threshold τN on landmark
detection accuracy. Values of τN = {0,5,10,20,50} are trialled. The results from iteration 0
are shown above, and those from iteration 1 are shown below.
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3.4.7 Mixing gradient orientation and intensity features
Description: In this section, gradient orientation features are compared with
intensity features. The question is whether, if the modality is known (for instance
MRI-T1), is it more effective to train a detector using intensity features or using
gradient orientation features, or perhaps a mixture of both? It is expected that
the answer will be different for CT than for uncalibrated modalities. Hence in
this section we run two experiments, one on the sagittal MRI-T1 cohort and one
on the CT head data from the training cohort of chapter 2.
Method: A series of experiments are run in which the ratio of gradient orientation
features to intensity features is varied (keeping FT = 2500). As mentioned previ-
ously, the data is pre-processed by linearly normalising volume intensities such
that the 5th and 95th voxel intensity percentiles map to 0 and 1000 respectively.
Relative intensity features are then used i.e. the intensity at an offset d minus that
of the voxel itself, I(v + d)− I(v). The random forest detector is trained on the
sagittal MRI-T1 training data cohort, using radial feature sampling, B = 8, Cmax
30mm, dmax = 52mm and ψ = {axial, coronal, sagittal} (one plane per tree).
Result: Results are shown in Figure 3.21.
Conclusion: Gradient orientation features perform better than intensity features
in MRI, whereas the reverse is true in CT. A 50-50 mix of features gives the
optimal result in CT. There may be some benefit to mixing features in MR,
however more data is needed to show this.
Discussion: As expected, the feature which performs best changes with modality.
The intensity features do not show a convincing additive benefit to using only
gradient orientation features in MRI. Even when relative intensities are used,
on linearly normalised data, there is still some dependence on the shape of the
original data distribution.
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Figure 3.21: Graphs comparing the accuracy of intensity features and gradient orientation
features, for landmark detection in head MRI (top) and CT (bottom) data. Results
are given after iteration 1. 2500 features per tree are chosen for each detector. The
horizontal axis shows the percentage of features which are gradient orientation features.
For instance, 20% denotes 500 gradient orientation features and 2000 intensity features.
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3.4.8 Conclusions
In summary, we find that:
• A maximum box size Cmax of 30mm is optimum.
• A radial pattern of sampling (uniform sampling with respect to offset
magnitude) gives better results than volumetric sampling (sampling with
uniform density over the local neighbourhood).
• The detector is fairly robust to the number of features FT selected per tree:
any number within the range of 1000 – 5000 appears to give reasonable
results.
• The optimal number of histogram bins B is 8, although there is little degra-
dation when downsizing to 4 bins, which is a useful result where memory
usage is a concern. Using a mask improves the result, particularly for the
16-bin histogram features, which then give as good, or possibly better, per-
formance than 8 bins. The improvement over simply using 8 bins without
Gaussian weighting is not significant.
• Axial plane features appear to perform better than sagittal or coronal
features. Further investigation is required to determine why. Where we
move to detection at a resolution which is significantly higher than the slice
resolution, then features in the plane of acquisition become most accurate.
• Utilisation of a noise level threshold has no obvious benefit.
• Gradient orientation features perform better than relative intensity features
in MR images. The reverse is true in CT images. A 50-50 mix appears to
give a slight improvement in the case of CT.
Note that these conclusions hold for a resolution of 4mm voxel−1, and that a
different set of parameters will likely best performance at another resolution. For
instance, the plane of acquisition was shown to matter more when operating at a
resolution (1mm voxel−1) that was at the high end of the slice spacing range.
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3.5 Performance characteristics of a gradient
orientation detector
There are a number of trade-offs and constraints to take into consideration when
choosing random forest parameters. These include:
• Accuracy
• Detection run time
• Training run time
• Size of required memory
• Amount of available training data
• Target modality (or modalities)
In this section we characterise the performance of a gradient orientation detector
for different feature sets. The sagittal MRI-T1 training cohort to used to train
the detectors, and the (hitherto unseen) sagittal MRI-T1 test cohort is used for
validation.
Method
Three detectors are demonstrated, where the goal is accuracy, generalisability
(to different modalities) and memory usage respectively.
• Maximising Accuracy: Firstly, a detector is trained with the optimal param-
eters as found in section 3.4.
• Maximising Generalisability: Secondly, a detector is trained on unsigned
gradients (gradients measured over a 180 degree range rather than over
a 360 degree range) using half the number of bins, B = 4. This detector
should generalise to different image modalities, and to contrasted and
non-contrasted scans.
• Minimising Memory Usage: Finally, a detector is trained using unsigned
gradients in the axial plane only (B = 4, ψ = axial). Such a detector might be
useful where memory usage is a concern. We choose axial features since
this has been shown to give best performance.
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Reporting of results
Each experiment is run three times with three different random seeds, and
the mean values are used to plot graphs showing the number of trees and the
number of datasets per tree against accuracy.
The trade-off with time is illustrated by the grey contours on the graphs, which
indicate detection times from 1.0 through to 2.5 seconds, at intervals of 0.5 seconds.
These lines have been drawn by using a thin plate spline function to interpolate
between the detection times for the 12 data points. This is an approximation,
since the number of data points is small and the shape of the spline function
takes no account of the nature of the (likely nonlinear) dependencies of detection
time on T and on DT. Accuracy could be increased with the addition of more
data points. However, an approximation is sufficient for working purposes.
Given constraints of accuracy, run time, or even training time (more trees take
longer to train, trees with more datasets take longer to train), such a graph could
be used to select a detector with the optimum numbers of trees and datasets per
tree.
(a) Mean Error (b) AUC
Figure 3.22: Graphs showing datasets per tree DT and forest size T versus accuracy for a
signed gradient orientation detector. The trade-off with time is illustrated by the grey
contours on the graphs, which indicate detection times from 1.0 through to 2.5 seconds,
at intervals of 0.5 seconds.
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(a) Mean Error (b) AUC
Figure 3.23: Graphs showing datasets per tree DT and forest size T versus accuracy for an
unsigned gradient orientation detector. The trade-off with time is illustrated by the grey
contours on the graphs, which indicate detection times from 1.0 through to 2.5 seconds,
at intervals of 0.5 seconds.
(a) Mean Error (b) AUC
Figure 3.24: Graphs showing datasets per tree DT and forest size T versus accuracy for
an unsigned gradient orientation detector, using features in the axial plane only. The
trade-off with time is illustrated by the grey contours on the graphs, which indicate
detection times from 1.0 through to 2.5 seconds, at intervals of 0.5 seconds.
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Discussion
There are a number of effects seen on the graphs, which are discussed under
the headings of accuracy and time. The relationship between T, D, DT and
TUnseen was given in equation 2.23.
Accuracy
As T increases, accuracy also increases, although this asymptotically approaches
a limit.
As DT is increased, the performance of individual trees improves, since a
greater amount of data is seen by each tree. However, the degree of randomisa-
tion across the forest is decreased. Hence the rate of improvement slows, and
performance may even decline, as DT → D.
There is an additional negative effect when atlas location features are em-
ployed. Increasing DT causes a reduction in the effective forest size when running
out-of-bag detection on the training data cohort, which as noted above, would
reduce the accuracy of the training data results. For instance, if DT = 24 is chosen
(with replacement) from a cohort of D = 50, then a forest of T = 20 has an effective
leave-one-out forest size TOut−o f−bag = 12. This impacts on iterations 1 onwards
where forests are trained using atlas location feature values derived from the
training data results, using atlas mapping thresholds τP and τE which are also
learnt from the training data results.
Time
According to the basic theory of random forests, it would be expected that
the detection time:
• Increase proportionally to T
• Increase as DT (and thus tree size) increases.
As DT is increased, the detection time (counter-intuitively) decreases due to
the effect of the forest shortcut (see section 2.3.2.6). More data per tree leads to
more accurate trees, which means that fewer trees are required to be evaluated
before background voxels can be definitely classified as such. However, as
DT → D, and the data given to each tree becomes more similar, the ensemble of
trees loses some of the randomness which makes the forest detector so effective.
Hence the value of each additional tree is reduced, and it may be required to
evaluate more trees before background voxels can be rejected.
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3.6 Gradient orientation features in whole-body CT
Description: We look to see if using a 50-50 mix of gradient orientation and
intensity features aids in the whole-body CT landmark detector of chapter 2.
Both signed and unsigned gradient orientation features are tried.
Method: As in chapter 2, we run the experiment for two iterations, using T = 80,
D = 272, DT = 40, FT = 2500, radial sampling, dmax = 52mm, B = 8 (or B = 4 for
unsigned), Cmax = 30mm and ψ = {axial, coronal, sagittal} (one plane per tree).
Each experiment is run three times and the mean metrics are reported.
Results: The results are shown in Figure 3.25. Gradient orientation features do
make a small but significant difference to the mean error compared to intensity
features alone, of approximately 0.8mm. The difference between using signed
and unsigned features is negligible.
Discussion: The improvement in CT is modest. This tallies with the earlier
experiment in section 3.4.7.
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Figure 3.25: Graphs comparing the accuracy of intensity only (I), mixed intensity + signed
gradient (I+G), and mixed intensity + unsigned gradient orientation features (I+UG),
for landmark detection in whole-body CT data. The horizontal axis indicates iterations
{0,1,2} i.e. two iterations of atlas coordinate feedback.
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3.7 Mixing modalities: Cross-validation in MRI-T1,
MRI-T2 and CT head scans
Description: The idea of mixing data of different modalities is of interest for
a couple of reasons. Firstly, a one-size-fits-all general detector can be trained
that should theoretically work for any modality, including previously unseen
modalities. This is especially useful for MRI, where there are many different
sequences. Secondly, where there is a lack of training data, training data from
different sequences may be pooled. At TMVS, we have few training datasets for
MRI sequences other than T1 and T2.
In this experiment, we look at CT, MRI-T1 and MRI-T2 modalities. T1 and T2
sequences differ in the depiction of fat and water. Fat (e.g. the myelin in white
matter myelinated axons) is bright in T1 and dark in T2. Water (e.g. cerebrospinal
fluid compartments, oedema) is dark in T1 and bright in T2. The two sequences
are complementary, and the choice of scan depends on the anatomy or pathology
of interest.
Detectors are trained with unsigned gradient features, and thus should in
theory be blind to inversion of the image intensities (as was highlighted in
Table 3.1), with the caveat that this does not hold at three-tissue boundaries (see
Figure 3.4). We train three detectors on one modality each of MRI-T1, MRI-T2
and CT. The detectors are then cross-validated on each cohort to evaluate the
inter-modality accuracy versus the intra-modality classification accuracy.
Method: There are different numbers of datasets in each modality cohort. To
avoid the volume of training data being a confounding factor, a subset of 35
datasets are randomly selected from each cohort for use in this experiment i.e.
the same number as the size of the smallest cohort, which is the axially acquired
MRI-T1 cohort (see Figures 3.7 and 3.6).
For each random forest detector, we use T = 160, DT = 8, FT = 2500, radial
feature selection, Cmax = 30mm, dmax = 52mm and ψ = {axial, coronal, sagittal} (one
plane per tree). Unsigned gradient features (B = 4) are used.
Each experiment is run three times and the mean metrics are reported.
Result: The results are shown in Figure 3.27. Cross-modality classification
appears to be eminently feasible, although some degradation is seen relative to
intra-modality classification.
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Discussion: The results are confounded by the fact that the acquisition regions
of the different cohorts which we have at our disposal are different. In general,
the CT scans are inclusive of the whole head and neck area. However, the MR
datasets tend to focus on either the brain, the head, or the head/lower neck (with
far fewer examples of the latter; there is only one example in the MRI-T1 group
and none in the MRI-T2 group which show the neck cervical vertebrae). Thus if
anything, the cross-modality results may appear worse than the true figures.
(a) MRI-T1 Image (b) MRI-T2 Image
(c) MRI-T1 Unsigned Gradients (d) MRI-T2 Unsigned Gradients
Figure 3.26: Images comparing the unsigned gradient orientations for equivalent MRI-T1
and MRI-T2 slices i.e. from the same patient acquisition. It can be seen that some of the
colours are inverted in the original slices, but the gradient orientation representations
appear very similar. [TMVS Dataset ID: 3538]
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Figure 3.27: Graphs showing the cross-validation of three detectors trained on three
different modalities, using unsigned gradient features. The horizontal axis of the graphs
is labelled with detector 1-3 and the modality on which they were trained. The bars
above each represent that detector’s landmarking performance on the three cohorts. It is
evident that each detector performs best for the modality on which it was trained.
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3.8 Discussion
3.8.1 Summary of our contribution
This chapter has shown that gradient orientation features have great promise
when working in different MRI series images and in CT images. The ability
to train a detector on one modality and then apply to a different modality is
especially useful. Firstly, there is no need to train lots of specialised detectors
for all modalities: rather one robust, general detector can be trained. Secondly,
limited quantities of ground truth data from different modalities can be pooled.
Thirdly, a detector can be trained which can work on images from previously
unseen modalities.
The refinements which are present in established gradient-based descrip-
tors such as HOG and SIFT were found to have no significant benefit, such as
weighting schemes in spatial or orientation space, and trilinear interpolation in
orientation space. It was also found that a small number of bins gave close to
optimal performance. Rotational invariance (an integral part of the SIFT trans-
form) was not attempted since the orientation of the patient in scanner space has
meaning. In many aspects, simplicity has won over complexity in feature design.
3.8.2 The relationship between total feature space size and
feature subspace size
It is interesting that we found the optimum number of features per tree FT was
about the same for gradient orientation features as for the single-voxel intensity
features. The size of the gradient orientation feature space is about two orders of
magnitude greater than the number of intensity features (see Table 3.2, details of
the calculations are given below). Consequently, we might expect the optimum
value of FT to be proportionately much larger. However, there is redundancy in
the feature space:
• There is overlap in the set of cuboids C over which the features are com-
puted.
• Since the bin probabilities sum to 1.0, there is actually one less degree of
freedom than B, so the effective feature space size is F× B−1B .
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Feature F
I(v + d) 15625
I(v + d)− I(v) 15624
forient(b, v, d, C,ψ), 8 bins 11,998,550
forient(b, v, d, C,ψ), 4 bins 5,999,275
Table 3.2: Comparison of the sizes of the feature spaces for intensity features and for
intensity gradient orientation features. Numbers are computed computed at DRes = 4mm
voxel−1, see text for computations. The relative intensity at an offset of d = (0, 0, 0) is
always zero, so this is a redundant feature, hence we show the feature space as being
one less than for absolute intensity features. We use 4 bins for unsigned gradients, so the
feature space halves in size.
We suggest that this redundancy accounts for the vastly reduced proportion
of the feature space that we require to sample per tree, compared to intensity
features.
The feature space computations are laid out below.
Intensity features
F =
(
2× dmax
DRes
− 1
)3
=
(
2× 52
4
− 1
)3
= 15625
(3.2)
Gradient orientation features
F = B× (Cmax
DRes
)3 × 4
3
pi
(
dmax
DRes
)3
= 8× (32
4
)3 × 4
3
pi
(
52
4
)3
= 11, 998, 550
(3.3)
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3.8.3 Atlas location features versus gradient orientation
features
It is interesting — and heartening — that gradient orientation features have given
additional benefit on top of the atlas location features introduced in chapter 2 for
autocontext.
To further explore this result, we extend the experiment from section 2.5.2,
running a landmark detection experiment using the ground truth landmarks for
the mapping (only one iteration required). The results are as shown in Table 3.3.
We include radial intensity features since these this pattern of sampling is used in
the gradient orientation experiments; there appears to be no significant difference
between radial and volumetric sampling in the case of intensity features.
Mapping Features Mean Error AUC
(mm)
Affine Ta(v) 12.71 0.890
Affine Ta(v), dsag(v) 12.66 0.897
Affine Ta(v), dsag(v), I(v + d) 8.17 0.955
Affine Ta(v), dsag(v), radial I(v + d) 8.12 0.950
Affine Ta(v), dsag(v), radial I(v + d), forient(b, v, d, C,ψ) 7.62 0.951
Spline Ta(v) 2.36 0.976
Spline Ta(v), dsag(v) 2.43 0.980
Spline Ta(v), dsag(v), I(v + d) 3.64 0.990
Spline Ta(v), dsag(v), radial I(v + d) 3.90 0.990
Spline Ta(v), dsag(v), radial I(v + d), forient(b, v, d, C,ψ) 3.92 0.990
Table 3.3: Results of landmark detection using mappings created from the ground truth.
This is an extension of Table 2.5. Spline = Thin plate spline (similarity). Results are the
means of three experiment runs, run with different randomisation seeds.
It can be seen that when the mapping is perfect, as is the case with the spline
mapping, gradient orientation features provide no extra information. On the
other hand, in the case of the affine transformation there is a small improvement.
This supports the hypothesis that gradient orientation features are providing a
small amount of useful information in CT data, over and above that which can
be provided by either an affine mapping or simple intensity features.
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3.9 Future work
3.9.1 Pooling data using unsigned orientations
An interesting question is to what extent does the addition of training sets from
modality A improve results on modality B? Would results improve even where
plenty of training data is available for modality B, perhaps by encouraging the
choice of robust features? In concrete terms, the experiment to be conducted
would be to plot in two dimensions the accuracy of a system applied to modality
A, for a range of training set sizes from A and B.
At the heart of machine learning algorithm design is the bias-variance tradeoff.
Algorithms exhibiting high bias underfit the training data, and do not capture
all of the salient relationships in the data. This manifests as poor accuracy in
both training and test data. Algorithms with high variance overfit to the training
data, and do not generalise well to unseen data. This manifests as much better
accuracy in the training data, compared to the test data, or, a large change in the
algorithm in response to a small change in the training data. Random forests
have lower variance compared to the variance of a single decision tree, but also
have slightly higher bias. Usually the former outweighs the latter, giving a better
overall trade-off.
Greater amounts of training data lead to further reduced variance. Where
data is scarce, the pooling of data from different modalities will lead to a larger
and richer training set which yields a correspondingly improved random forest.
The question of whether accuracy would improve when data is already plentiful
for any one modality depends on whether the algorithm has too high variance
or too high bias. In the case of excessive variance, a different modality may
encourage the selection of more robust features which are universal in both
modalities and reflect real anatomical detail. In the case of excessive bias, or
optimal variance-bias trade-off, the inclusion of data from a different modality
runs the risk of discouraging the selection of features which have meaning in
modality B but not in modality A.
This is of practical relevance to us at TMVS, since it has potential to improve
accuracy in MRI by adding in our wealth of CT training sets, and is a priority for
future experimentation.
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Abstract
This chapter adapts the random forest described in 2.3.2 for the purpose of
brain gyrus segmentation. We try three variant random forest classifiers,
using contrasting sets of the intensity and gradient orientation features de-
scribed in chapters 2 and 3. In isolation, these classifiers are shown to be
far inferior to a multi-atlas segmentation (MAS) method. However, we are
interested in seeing if it is possible to combine the MAS and forest classifiers,
which appear to have complementary strengths and weaknesses, to make a
superior hybrid classifier. To this end, we show segmentation results from two
simple, non-parametric, classifier combination operations: simple averaging
and the Bayesian product. A final empirical calibration step is employed
to calibrate the predicted class probability values according to the observed
frequencies in the training data. We show that, when calibration is used, the
hybrid classifier gives a marginal quantitative improvement for the datasets
in the MICCAI 2012 brain segmentation challenge compared to the MAS
classifier alone, and further show qualitatively that this is due to the forest
giving sharper delineation between grey matter and white matter at the
boundaries. Whilst our hybrid classifier is not the best performer compared to
other authors who have published on this dataset, it has far greater speed than
the top methods, and thus demonstrates good compromise between accuracy
and speed. To increase confidence in the significance of the small Dice Score
improvement, two further relevant metrics are computed which also show im-
provement, and by also comparing with contemporary results on this dataset
we conclude that we are nearing the limits of feasible accuracy. In summary,
classifier combination is a promising area, however the need for empirical
calibration in our experiments shows that more complex combination methods
than averaging or Bayesian multiplication merit investigation.
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4.1 Synopsis
In this chapter we
• (4.3.3) Adapt the random classification forest used for anatomical landmark
detection for the purpose of brain structure segmentation.
• (4.3.4) Present two simple methods (averaging and Bayesian product) of
combining the forest classifier with a pre-existing multi-atlas registration
classifier, to give improved hybrid classifiers.
• (4.3.5) Introduce a calibration step, to transform classifier probability values
into true (empirically observed) probability values.
• (4.4) Benchmark all algorithms against the results of the MICCAI 2012 brain
segmentation challenge.
• (4.4) Show that the optimal choice of random forest features differs depend-
ing on whether the classifier is used alone or in combination with an atlas
classifier.
• (4.4.4) Discuss the effect of handling prior class probabilities at the tree
level (as done for landmark detection) or at the forest level, as we do in this
chapter.
• (4.4.5) Increase confidence in the significance of the Dice Score results
by computing two further relevant metrics and demonstrating positive
correlations between the metrics.
• (4.5.2) Discuss the importance of independence when combining evidence.
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Figure 4.1: Axial, coronal and sagittal mid-volume slices from an example brain dataset.
The T1-sequence MRI data is shown on the top row, and the corresponding ground truth
is shown below. The brain has been fully labelled from the 138 regions defined in the
Neuromorphometrics protocol. Each colour corresponds to a different label. [TMVS
Dataset ID: 9901]
4.2 Introduction
4.2.1 Problem definition
Identification and segmentation of brain structures plays a role in visualisation of
brain anatomy, localisation of pathology, volumetric measurement of specific brain
structures, and planning of surgical or radiotherapy procedures. In this chapter
we tackle the task of automatically segmenting the brain into 138 functionally
distinct regions as per the Neuromorphometrics protocol[99].
An example dataset is given in Figure 4.1.
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4.2.2 Prior art
Parcellation of the brain is a difficult problem, even for manual observers. There
are 138 regions and only three distinct tissues types — grey matter, white matter
and cerebrospinal fluid (CSF) — so many regions are made of the same tissue
type. Boundaries between regions of different tissue types (in particular between
grey matter and white matter) are often intricate and indistinct. Boundaries
between regions of the same tissue type are often invisible; there is sometimes an
obvious point of separation (e.g. partitioning of the grey matter at the sulci), but
in many cases boundaries have been arbitrarily designated as the straight line
connecting two observable landmark points. Finally, one gyrus may look very
like another. Therefore, spatial context is key.
Segmentation techniques based on intensity and shape information such as
morphology, deformable surfaces, level sets, watershed and graph cuts are not
a perfect fit as they are not sensitive to invisible region boundaries. Coarse
segmentation of the three tissues in itself is problematic since the intensity
distributions overlap [100] and there are additional phenomena to contend with
such as noise, partial volume effects and bias field artefacts.
Atlas-based techniques have therefore gained in popularity for this kind of
problem. Given a reference image manually labelled with the structures of
interest (i.e. an atlas), segmentation may be treated as a registration problem
from the atlas volume to the novel volume, using one of the myriad registration
techniques that exist, thereafter simply transferring the labels according to the
discovered mapping [101, 102, 103, 104, 105].
The single atlas approach has the disadvantage that the atlas may not corre-
spond particularly well to the novel image. Combining multiple atlases in some
way should better model anatomical variation. Probabilistic atlases [106] were
the first attempt to do this. Multiple atlas volumes are registered into a standard
coordinate space, and voxelwise population intensity mean and variance statistics
can then be computed. Voxel-based morphometry [107] is an analysis technique
from the 90s whereby many brains are registered to a template, and statisti-
cal parametric mapping is used to make voxelwise comparisons. Fischl [100]
presented a Bayesian framework for subsequent classification into anatomical
regions. The prior for a class c was computed based on the proportion of atlases
mapping a voxel labelled as c to the given point in atlas space. The intensities
were modelled as Gaussian distributions, one per class. The maximum a posteriori
class was then chosen at each voxel based on the class prior and the intensity
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likelihood given the class. Van Leemput [108] demonstrated an expectation
maximisation approach where the novel dataset was first affinely registered to
the space of a probabilistic atlas, giving initial classification probabilities. The
intensity parameters and voxel classifications were then estimated iteratively,
along with parameter estimation for the MRI bias field correction and a Markov
Random Field representing spatial constraints.
Fischl [67] and Ashburner and Friston [43] went on to develop the idea of
coupling the deformable registration step (to atlas space) with the estimation of
the intensity distributions, using a common objective function to jointly estimate
deformation and intensity parameters. When the atlases are warped according to
the discovered deformation parameters, this provides voxelwise spatial prior as
to the class. The tissue intensity parameters are computed as per-class Gaussian
distributions. Fischl computed these per class and per atlas location, whereas
Ashburner and Friston computed these as stationary distributions for grey matter,
white matter and cerebrospinal fluid (but with more than one Gaussian allowed
per tissue, resulting in more than three classes). Both models also included
bias field parameters, and as mentioned in chapter 3 Fischl further explored the
physics of MR imaging in order to confer invariance to acquisition parameters.
Multi-atlas segmentation (MAS) methods [109, 110, 111, 112] are slightly
different in that each atlas is registered to the novel image, and the labels are then
aggregated, either by a simple majority vote or by some more complex procedure
to give a consensus result. In contrast to a probabilistic atlas, MAS methods
allow the weighting of the atlases to be varied (or for selective use of atlases
[113, 111]) such that those estimated to be more similar to the novel data are given
greater weight. Since registration is performed directly to the novel image, rather
than to some (perhaps arbitrarily chosen) reference image, or to some averaged
intensity image, we also expect an optimal registration result. A number of MAS
variations were showcased in the 2012 MICCAI Grand Challenge on multi-atlas
labelling of the brain [1]. We refer the reader to Iglesias and Sabuncu [114] for
a comprehensive review of MAS approaches up to the end of 2014. Sources
of inaccuracy include the (imperfect) quality of the registration, and the voting
bias towards the mean where a straightforward majority voting rule is used.
Hence the development of local fusion schemes [115, 116, 117, 118, 119, 120, 121]
where atlas contributions are weighted on a local basis, and post-processing steps
[112, 22, 122] to retrospectively correct for registration errors.
For instance, many label fusion schemes [117, 121, 118, 119, 120] are based
on STAPLE (Simultaneous Truth And Performance Level Estimation) [123]. In
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STAPLE, the quality of a set of segmentations — which may be ground truth
acquisitions — is simultaneously evaluated, using expectation maximisation to
iteratively find segmentation weighting parameters which maximise the data log
likelihood. The data likelihood is expressed as a function of intensity, spatial
distribution of structures, and the agreement between segmentations. By contrast,
Wang et al. [22] advocated a machine learning post-processing step to correct for
systematic biases. An Adaboost classifier was provided with a set of features
including local neighbourhood intensities and estimated segmentation labels
in addition to the spatial coordinate (relative to the estimated centre of mass
of the region of interest). Van der Lijn [124] proposed a hybrid method of
registering all atlases to the novel image in order to create a probabilistic atlas. In
a post-processing step, graph cuts were then used to solve the energy functional
formed from the spatial prior energy term yielded by the probabilistic atlas, and
a regularisation energy term introduced to produce smooth segmentations. Other
methods have attempted to explicitly model atlas errors and codependencies
[125, 126].
The practical drawback for state of the art registration methods is the long
run time, usually of the order of hours or even days [1], because MAS methods
require as many registrations as there are atlases, and state-of-the-art deformable
registration methods are slow. One option is to invest in more powerful hard-
ware; see [127] for a review of medical image segmentation algorithms on GPUs.
However, a number of approaches have been proposed as alternatives. Asman et
al. [128] trained AdaBoost learners to mimic the result of MAS, mapping from
an initial weak segmentation result to the equivalent of MAS segmentation. All
atlases and the novel were initially registered affinely to a template atlas space.
Then for the weak segmentation, atlases were selected for the particular dataset
according to pairwise similarities in a low-dimensional data space (obtained
by principle component analysis of the non-background voxels). Patch-based
segmentation [129, 130, 131] also requires only affine registration in order to
identify a constrained search window centred at each voxel, within which all
similar patches from all atlases are considered for estimation of the true voxel
label. Bai et al. [131] demonstrated improved performance by augmenting patch
intensity information with gradient and contextual features. Wang et al. [132]
bypassed registration completely for knee MRI image segmentation by starting
with large patches at a coarse resolution and working down to finer resolutions.
Wang and Yushkevich [133] bypassed registration for brain tumour segmenta-
tion by segmenting into supervoxels [134] and matching similar supervoxels to
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find an initial labelling, before descending to voxelwise segmentation by patch
correspondence.
A pure random forest approach is fallible for the same reason as other
appearance-based methods; that we are considering many very similar structures
which are difficult to differentiate on the basis of appearance alone (although
a random forest has been demonstrated by Iglesias et al. for the extraction of
the brain as a whole [135]). Any of the spatial context methods discussed for
anatomical landmark detection could be explored, for instance entangled forests
[15], structured random forests [52], autocontext [54, 28, 136] or indeed a learnt
atlas coordinate feature. Additionally, in a global optimisation model for cortical
sulci segmentation, Tu et al. [137] use dynamic programming to optimise an
energy equation formulated from a shape prior and the output of a probabilistic
boosting tree.
Other approaches combine multi-atlas and forest methods. Zikic et al. [21]
registered the novel dataset to a reference, to which the atlases had been pre-
registered, and subsequently ran classification using a set of atlas forests. One
forest was trained on each atlas using the local neighbourhood atlas label priors
as features alongside typical image features. This method was demonstrated on
several brain segmentation problems. Gauriau et al. [23] combined probabilistic
atlases (one per organ) with a regression forest. The forest was trained to estimate
affine registration parameters for each organ. The probabilistic atlas was then
registered multiple times, according to every voxel’s estimate of the location and
scale of the organ, and with a weighting corresponding to the voxel’s confidence.
The accumulated result was termed a confidence map, and used as the template
for subsequent segmentation by template deformation.
4.2.3 Motivation for our approach
Given that we already have an established fast MAS registration algorithm at
TMVS [26] and a mature random forest classifier algorithm as described in section
2.3.2, we propose to leverage the power of both by training two independent
classifiers (one MAS classifier and one forest classifier), and combining the results.
We hypothesise that this approach will exploit both spatial-based and feature-
based information, to produce a robust hybrid classifier which gives greater
overall accuracy. The hybrid classifier should still have good speed since both are
fast algorithms.
Such a combined classifier could be termed an ensemble classifier, albeit
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minimalist, given that the ensemble consists of just two classifiers. In fact, the
two base classifiers are themselves ensemble classifiers, so there will be two levels
of combination. Methods of classifier combination have been reviewed by Kittler
et al. [138], Kuncheva [139] and Tulyakov et al. [140]; these are many and varied.
We evaluate the results of adopting two alternative combination rules that are
fast to compute: Bayesian product combination and simple averaging of the base
classifier probabilities.
To clarify, Bayesian product combination effectively refers to the product rule,
but we take account of class priors. Similarly, simple averaging is equivalent
to the sum rule. Both are distinct from Bayesian model averaging [141] which
refers to weighted averaging of classifier results, each being weighted by the
posterior probability that the classifier itself is the true model according to the
data. In theory, this should be computed over the space of all possible models (or
classifiers). In practice, the model space is sampled. Either way, this approach
is unsuitable when considering just two classifiers but we mention it to avoid
confusion since it is a commonly used Bayesian approach.
It should be noted that simple averaging is uncontroversially employed within
the base classifiers, when combining the atlases and trees respectively.
In a final step, we look to the philosophy proposed by Dawid [142] for calibra-
tion of Bayesian probabilities. Empirical calibration is applied independently for
each class, to modify the hybrid classifier probabilities to match the real probabil-
ities as measured empirically from the training data. Hence, in our evaluation,
the simple combination rules are somewhat enhanced by this final empirical
correction; both calibrated and uncalibrated results are given for comparison.
Experiments are also presented using three contrasting mixes of intensity
and gradient orientation features for the random forest classifier, in order to
investigate which features perform best. This furthers our work from section
3.4.7, in comparing and contrasting intensity and gradient orientation features.
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4.3.4 Combination
Average
or
Bayesian Product
Novel Dataset
4.3.2 Multi-Atlas Registration
14 Atlases
4.3.3 Random Classification Forest
100 Trees
Segmentations
4.3.5 Probability Calibration
138 Lookup tables
(1 per class)
Volume V with intensity I
Each voxel v ∈ V
EMAS = PMAS(c|v, I) EF = PF(c| f )
Pcombined(c|EMAS, EF)
Pcalibrated(c|Pcombined)
Figure 4.2: Overview of the brain segmentation method. The evidence E from the MAS
and forest classifiers, the class probabilities PMAS and PF, are combined into a hybrid
classifier. This chapter focuses on the combination and calibration components (marked in
pink).
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4.3 Method
Figure 4.2 shows an overview diagram of the brain segmentation method. In
short:
• A multi-atlas registration algorithm and a random classification forest are
trained independently.
• The two sets of posterior probabilities are combined using both the average
and (on the assumption of classifier independence) the Bayesian product.
• The combined probabilities are calibrated using transfer functions which
are empirically determined from the training data.
• Finally, segmentation labels are generated by selection of the class with
maximum probability at each voxel.
More detail about each stage follows.
4.3.1 Data and ground truth collection
We used the data provided for the MICCAI 2012 Grand Challenge [1] in order to
benchmark against other algorithms. See Figure 4.1 for an example. This data
consists of de-faced T1 MRI brain volumes from the Oasis database, which are
pre-processed as follows.
• Each original volume is an average created by co-registering two scans and
resampling to 1 mm isotropic voxels.
• Automated bias field inhomogeneity correction is applied.
• The volume is re-oriented and aligned using three manually placed land-
marks.
• The volume is resliced according to the new alignment.
• Brain extent landmarks are chosen and the scans are cropped to make
efficient use of computer RAM and screen area.
The training data comprises 15 scans from 5 males and 10 females, with a mean
age of 23yrs (range 19 to 34 yrs). The test data comprises 20 scans from 15 distinct
subjects (with 5 repeats — no details available about the reasoning behind the
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repeats). The subject group consists of 10 females and 5 males, with a mean age
of 38yrs (range 18 to 80 yrs). Some scans have signs of pathology.
Ground truth comprises manual segmentations of 138 brain structures, created
according to the Neuromorphometrics protocol [99].
4.3.2 Multi-atlas registration
The first classifier is a fast multi-atlas registration algorithm by Murphy et al.
[26]. Each atlas dataset is registered to the novel dataset using affine registration
followed by Demons-based deformable registration [143]. The similarity metric
is mutual information [144, 145]. The atlas registration probability, PMAS(c|v, I),
that c is the class given the position of the voxel of interest v and the intensity
data I in the novel dataset, is the mean vote over the A atlases.
PMAS(c|v, I) = ∑
A
i=1 ai(c|Gi(v|I))
A
(4.1)
Gi(v|I) is the mapping from a voxel v in the novel dataset to its corresponding
position in the atlas ai, the mapping being dependent on the intensity information
I in the novel dataset. The atlas returns a binary vote ai(c|Gi(v|I)) ∈ {0, 1}
indicating if class c is the label at Gi(v).
We do not use the expectation maximisation post-processing step described in
[26] because this makes the simplistic assumption that each class can be modelled
by a single Gaussian distribution. This does not hold in reality, since some classes
contain mixtures of different tissue types and there are partial volume effects to
take into account.
4.3.3 Random classification forest
The second classifier is a random classification forest based on that used for
anatomical landmark detection (see section 2.3.2). Table 4.1 shows the forest
parameter values which can be directly compared to the settings for the landmark
detection classifier (see Table 2.1). The differences are described below.
4.3.3.1 Data sampling strategy
Experimentation with the training data cohort was used to determine a pattern
of data sampling as follows.
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Parameter Definition Value
DRes Resolution at which classifier is run 1mm voxel−1
T Number of trees in forest 100
D Number of training datasets 15
DT Number of training datasets sampled per
tree (bagging)
5
dmax Maximum feature offset Variable, see 4.3.3.2
F Total number of possible features Variable, see 4.3.3.2
FT Number of features selected per tree Variable, see 4.3.3.2
σSampling Standard deviation of Gaussian weight-
ing function for landmark samples
N/A
BRatio Ratio of background to foreground train-
ing samples
0.1
Bpi_Ratio Ratio of background class to brain region
class prior probability
Implicit, see 4.3.3.3
wNode_min Minimum total weight of samples in
a node for branch splitting, otherwise
branch is terminated.
10.0
wNode_Split_min Minimum total weight of samples in
smallest child node, otherwise branch
is terminated.
5.0
dskip (Detection phase) Grid search interval N/A
Tmin (Detection phase) Minimum number of
trees to evaluate before forest shortcut
may be deployed.
N/A
PShortcut (Detection phase) Minimum probability
for forest shortcut.
N/A
Table 4.1: Parameter values for the random classification forest for brain segmentation.
This table can be directly compared with Table 2.1 to see differences from the anatomical
landmark detection classifier.
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From each training dataset, ten thousand samples are selected randomly
and uniformly across the brain region. Additional samples are subsequently
chosen to boost small volume classes up to a minimum of 200 samples per
class. Background samples are selected from the remainder of the dataset in a
ratio of 10:1 foreground (brain) samples to background (non-brain) samples i.e.
Bratio = 0.1.
All samples have equal weighting of 1.0.
4.3.3.2 Mix of features
Since the MR image values are uncalibrated, we first linearly normalise volume
intensities such that the 5th and 95th voxel intensity percentiles map to 0 and
1000 respectively (as in chapter 3).
Drawing on the results of landmark detection in MRI images, three types of
features are trialled: relative intensity features, cuboidal relative intensity features
and gradient orientation features.
• I(v + d) − I(v) : Single voxel relative intensity features, comprising the
difference between the intensity of the voxel v itself and a voxel at a dis-
placement d from v. The displacement d is a randomised parameter.
• I(v + d, C)− I(v) : Cuboidal intensity features, comprising the difference
between the intensity of v and the mean intensity of a cuboid C centred at a
displacement d from v. The displacement d and the size of the cuboid C are
randomised parameters.
• forient(b, v, d, C,ψ) : Gradient orientation probability (according to a nor-
malised 8-bin histogram of oriented gradients) within a cuboid centred at
a displacement d from v. The orientation bin b, the displacement d, the
cuboid size C and the anatomical measurement plane ψ are randomised
parameters.
Displacements d are sampled uniformly with respect to magnitude, thus
yielding a greater spatial density of features local to v (radial sampling). d is
randomly selected between 1mm (which is the dataset resolution, and also the
resolution at which the algorithm is run) and dmax. Each component (x, y, z) of C
is randomly selected between 1mm and Cmax.
Following experimentation on the training data, we present results for classi-
fiers with three different combinations of features (classifiers A, B and C).
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Decision Forest Classifier variants
Classifier A : FT = 200. Single voxel intensity features. dmax = 15mm.
Classifier B : FT = 1000. 50% of trees trained on long-range single voxel
and 50% of trees trained on cuboidal intensity features. Cmax = 30mm and
dmax = 50mm.
Classifier C : FT = 1000. 50% of trees trained on single voxel intensity fea-
tures and 50% of trees trained on gradient orientation probability features.
Cmax = 30mm, dmax = 50mm, B = 8 and ψ = {axial, coronal, sagittal} (one
plane per tree).
Fewer features are used for classifier A since the pool of features is smaller with
dmax = 15mm than with dmax = 50mm (14k versus 524k, see computation in section
3.8.2).
4.3.3.3 Computation of leaf node probability distributions
For the brain segmentation classifier, a different approach is taken for computing
the leaf node posterior probabilities compared to that for the landmark detection
classifiers. This yields the true posterior probabilities without the need for
re-weighting or prior estimation. This also reduces potential overfitting.
We pass all voxels from the DT training datasets through the tree (not just
those used to train the tree). For a novel voxel v, whose feature values are
computed from the image data I, the tree probability PT(c|v, I) of class c is shown
in equation 4.2. In words, it is the frequency fLx(c) of training voxels belonging
to c in the end leaf that v reached, divided by the total frequency of training
samples in the leaf over all M classes.
PT(c| ft) = fLv(c)
∑Mi=1 fLv(ci)
(4.2)
The forest probability PF(c|v, I) is computed by taking the mean of the distribu-
tions in the leaves of all T trees.
PF(c| f ) = ∑
T
t=1 Pt(c| ft)
T
(4.3)
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4.3.3.4 Treatment of missing feature values
Missing values occur when feature information is located outside of the scanned
volume. In the case of cuboidal features, if more than half of the box lies inside
of the volume then we compute the feature over the partially visible portion.
For landmark classification (see section 2.3.2.3), samples with missing feature
values were sent down both branches with a half-weighting. However, the
Neuromorphometrics datasets are cropped quite closely to the brain extent. As
a result there are many samples with many missing values, leading to a long
detection time due to the large numbers of branches which must be traversed.
Hence we employ a strategy where, during tree traversal (both during training
of the tree and during detection), samples with missing values are sent down
the left hand branch of the tree. This strategy corresponds to assuming that the
missing value falls below the feature threshold, which would usually be the case
if the unknown voxels within the box represent air. It is a fast and simple method
that is accurate when the position of the padding relative to the brain region is
fairly consistent between volumes or when the assumption of air is reasonable,
and is a good fit for the Neuromorphometrics datasets which are cropped using
manually placed landmarks. This gives a run time of the order of 100 times
shorter.
4.3.4 Classifier combination
Where classifiers have similar performance, then combining them will yield a
more robust result, assuming that the errors are independent. If one classifier is
more accurate for all classes than the other, then combining the two will potentially
just dilute the expert result. However, this is not necessarily the case. For instance,
one classifier may tend to overestimate the probability of a given class whilst the
other underestimates the same class; in this case the combined estimate may be
closer to the true probability than either individual classifier. We investigate to
see whether there is value in combining the MAS and forest classifiers.
Our approach could be considered a form of ensemble classifier — an ensem-
ble of just two. Ensembles are typically combined by probability averaging, due
to the large degree of statistical dependence. We present the averaged result first.
Since our ensemble is of different classifiers, there are grounds for making the
assumption that the classifiers are conditionally independent given the class. An
alternative is then to multiply the results according to Bayes’ theorem. Thus we
secondly present the results from taking the product of the two classifiers, with
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due consideration of priors.
Each of these methods is now defined, using the notation EMAS and EF for the
evidence given by multi-atlas registration and the random classification forest.
Averaging
The average PAv(c|EMAS, EF) is the simple mean.
PAv(c|EMAS, EF) = P(c|EMAS) + P(c|EF)2 =
PMAS(c|v, I) + PF(c| f )
2
(4.4)
Bayesian product
The Bayesian Product posterior probability PBP(c|EMAS, EF) is proportional to
the product of the two classifiers, divided by the class prior. A derivation follows,
based on that presented in [146]. First, following Bayes’ rule (we denote the prior
by pi):
PBP(c|EMAS, EF) = P(EMAS, EF|c)P(c)P(EMAS, EF) =
P(EMAS, EF|c)pi(c)
P(EMAS, EF)
(4.5)
We then make the assumption that the classifier results are independent of one
another given the class. This assumption is justified due to the difference in
their approaches: the decision forest is dominated by local intensity information
whereas the atlas registration is dominated by spatial context. This leads to
equation 4.6.
PBP(c|EMAS, EF) = P(EMAS|c)P(EF|c)pi(c)P(EMAS, EF) (4.6)
Finally, by transforming each classifier probability using Bayes’ theorem again.
PBP(c|EMAS, EF) =
(
P(c|EMAS)P(EMAS)
pi(c)
) (
P(c|EF)P(EF)
pi(c)
)
pi(c)
P(EMAS, EF)
(4.7)
The known terms are substituted in.
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PBP(c|EMAS, EF) =
(
PMAS(c|v,I)P(EMAS)
pi(c)
) (
PF(c| f )P(EF)
pi(c)
)
pi(c)
P(EMAS, EF)
(4.8)
The class-independent terms P(EMAS), P(EF) and P(EMAS, EF) may be combined
into a constant term. The final result is proportional to the product of the
registration and the forest probabilities, divided by the class prior.
PBP(c|EMAS, EF) =
(
P(EMAS)P(EF)
P(EMAS, EF)
)
PMAS(c|v, I)PF(c| f )
pi(c)
(4.9)
PBP(c|EMAS, EF) ∝ PMAS(c|v, I)PF(c| f )pi(c) (4.10)
The constant of proportionality is removed by normalisation.
PBP(c|EMAS, EF) =
PMAS(c|v,I)PF(c| f )
pi(c)
∑Mi=1
PMAS(ci|v,I)PF(ci| f )
pi(ci)
(4.11)
4.3.5 Calibration of probabilities
We endeavour to correct for systematic inaccuracy in the probabilities, using the
concept of calibration as described by Dawid [142].
The empirically measured probabilities, as observed in the training data, are
quantised into B equally spaced bins plus a zero-probability bin. We deliberately
choose B = 14 to equal the number of atlases. Fewer bins would not fully model
the discrete set of atlas probabilities, and when calibrating the atlas result —
which we do for comparison (see Tables 4.2 and 4.3) — this led to quantisation
artefacts. We continue to use the same B for calibrating all methods since for the
forest and hybrid approaches, experimentation with a greater number of bins
gave no significant benefit.
The calibrated probability Pcalibrated(c|P(c|EMAS, EF)) ∈ bi) for class c, given
that the probability P(c|EMAS, EF) falls within the range of bin bi, i = 1 . . . B, is
as follows.
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Pcalibrated(c|P(c|EMAS, EF) ∈ bi) = f (P(c|EMAS, EF) ∈ bi|y = c)f (P(c|EMAS, EF) ∈ bi) (4.12)
where f (P(c|EMAS, EF) ∈ bi) denotes the frequency of training voxels which have
a predicted probability for c within the range of bi. f (P(c|EMAS, EF) ∈ bi|y = c)
denotes the frequency of voxels which have have a predicted probability for c
within the range of bi and have a ground truth label y equal to c. In an ideal
classifier the predicted probability would already be equal to the calibrated
probability.
Note that when performing calibration, we do a simple lookup of the cali-
brated value for the relevant bin. We do not interpolate between values, although
interpolated line plots are shown in the calibration plots of Figure 4.5 for ease of
interpretation.
4.3.6 Extraction of segmentation labels
The segmentation label C∗ for a voxel v is the class with maximum probability in
the calibrated class probability distribution for v.
C∗ = arg max
c
Pcalibrated(c|EMAS, EF) (4.13)
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4.4 Evaluation
4.4.1 Evaluation measures
For the purpose of evaluation, we report three different metrics: mean Dice score,
weighted mean Dice score, and error rate.
The mean Dice score [147, 148] is a common measure of segmentation accu-
racy (alongside the Jaccard index), which we compute according to the procedure
of the MICCAI Grand Challenge against which we benchmark results.
• The mean is computed over 134 of the 207 ground truth classes, excluding
regions whose labels do not appear in all datasets (as well as non-anatomical
classes).
• Results are further broken down into cortical and non-cortical structures.
• The background class is not included.
We also compute the weighted mean Dice score, in exactly the same way as
the mean Dice score, but weighting each class by its volume. We do this in order
to show errors which may be masked by the DICE score since the mean Dice
score weights classes equally regardless of volume (therefore magnifying error
rates for small classes and suppressing those for larger classes).
Finally, we compute the error rate over the whole volume, including the
background and excluded classes.
Mean Dice score
The Dice score for each class c is the ratio between the intersection volume and
the mean volume of the ground truth segmentation SegGT_c and the automated
segmentation SegAuto_c. The mean Dice score over all M classes is as follows.
Mean DSC =
1
M
M
∑
c=1
(
2 |SegGT_c|⋂ |SegAuto_c|
|SegGT_c|+ |SegAuto_c|
)
(4.14)
A Dice score of one is achieved when the segmentations are identical. A Dice
score of zero indicates that there is no overlap.
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Weighted mean Dice score
We also report the weighted mean Dice score, where each class c is weighted
by its volume Vc. This metric gives more importance to large classes.
Weighted Mean DSC =
1
∑Mc=1 Vc
M
∑
c=1
Vc
(
2 |SegGT_c|⋂ |SegAuto_c|
|SegGT_c|+ |SegAuto_c|
)
(4.15)
Error rate
This is the percentage of voxels which are incorrectly classified. If y is the
correct class label for a voxel v,
Error Rate = 100%× 1
V
V
∑
v=1
C∗v 6= yv (4.16)
4.4.2 Results
4.4.2.1 Quantitative results
Mean Dice scores are shown in Table 4.2. Dice scores are shown for the winner
of the MICCAI Grand Challenge 2012 (Wang et al. [149]), a group from the
University of Pennsylvania who used a combination of FLIRT [150, 151, 152] for
affine registration and ANTS-Syn [6] for non-rigid registration, followed by label
fusion by image similarity based local weighted voting. Results are also shown
for the algorithm of Zikic et al. [21] mentioned previously, the atlas forest. See
Table 4.3 for results of the weighted mean Dice score and error rate.
It is evident that the decision forest alone is a much poorer classifier than
the multi-atlas registration algorithm. However, we seek two classifiers which
yield uncorrelated information, so individual performance is less interesting. In
fact, the rankings of the decision forest classifiers are reversed when they are
combined with registration (with the caveat that A and B are swapped if the error
rate is used as the metric).
Classifier A performs best when the Bayesian product is used. Classifiers B
and C achieve best results when combined by averaging. Since the quantitative
improvements in results are small, we also performed significance tests regarding
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Method Mean Dice Score
Overall Cortical Non-Cortical
Wang et al. 0.7654 0.7388 0.8377
Zikic et al. 0.7366 0.7104 0.8081
MAS 0.730 (0.727) 0.707 (0.703) 0.793 (0.791)
Classifier A
Forest 0.389 (0.028) 0.321 (0.000) 0.574 (0.104)
Average 0.734 (0.666) 0.711 (0.633) 0.797 (0.754)
Bayesian Product 0.743 (0.719) 0.719 (0.698) 0.807 (0.777)
Classifier B
Forest 0.595 (0.190) 0.568 (0.120) 0.669 (0.381)
Average 0.739 (0.715) 0.716 (0.692) 0.803 (0.778)
Bayesian Product 0.733 (0.700) 0.708 (0.675) 0.799 (0.769)
Classifier C
Forest 0.615 (0.162) 0.583 (0.074) 0.700 (0.401)
Average 0.732 (0.714) 0.708 (0.690) 0.797 (0.779)
Bayesian Product 0.716 (0.664) 0.690 (0.636) 0.786 (0.739)
Table 4.2: Mean Dice score results for different brain segmentation classifiers. Figures
are computed over the 20 test datasets, and are further broken down into the mean Dice
score over cortical and non-cortical structures. The numbers in brackets indicate the raw
(uncalibrated) scores. The best combination method for each classifier is highlighted in
grey.
the number of datasets that improved in the hybrid classifiers compared to the
MAS method (see Table 4.4). From this table, it can be seen that for classifiers A
and B there was a consistent improvement across the board. The probability for
classifier C is lower, but would still be significant at the level p = 0.01.
4.4.2.2 Qualitative results
The qualitative improvement made by the combined classifiers over and above
that of registration alone can be appreciated in the images in Figure 4.3. Further
intuition can be gained by viewing Figure 4.4 which shows the the decision
forest classifier segmentations for the same slice as in Figure 4.3. The features for
classifiers A and B are all relative features which measure intensities relative to the
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Method Weighted Mean Dice Score Error Rate (%)
Overall Cortical Non-Cortical
MAS 0.829 (0.828) 0.741 (0.737) 0.910 (0.911) 5.850 (5.928)
Classifier A
Forest 0.473 (0.187) 0.753 (0.000) 0.924 (0.361) 18.829 (25.257)
Average 0.833 (0.795) 0.746 (0.671) 0.912 (0.909) 5.743 (7.835)
Bayesian Product 0.842 (0.828) 0.753 (0.738) 0.924 (0.912) 5.560 (6.475)
Classifier B
Forest 0.720 (0.434) 0.597 (0.133) 0.833 (0.712) 10.098 (18.489)
Average 0.840 (0.826) 0.751 (0.727) 0.922 (0.917) 5.424 (6.077)
Bayesian Product 0.839 (0.817) 0.746 (0.716) 0.925 (0.911) 5.748 (7.409)
Classifier C
Forest 0.727 (0.407) 0.603 (0.082) 0.842 (0.708) 9.546 (18.518)
Average 0.831 (0.820) 0.742 (0.722) 0.914 (0.910) 5.799 (6.270)
Bayesian Product 0.822 (0.762) 0.729 (0.676) 0.908 (0.842) 6.631 (9.676)
Table 4.3: Weighted mean Dice score and the error rate results for different brain
segmentation classifiers. Figures are computed over the 20 test datasets. The weighted
mean Dice score figures are further broken down into the weighted mean Dice score
over cortical and non-cortical structures. The numbers in brackets indicate the raw
(uncalibrated) scores. The best combination method for each classifier is highlighted in
grey.
voxel of interest. Hence these classifiers pick out the fine detail of the boundaries
between tissues. Since classifier A uses very local features (displacement ≤
15mm), the segmentation is especially fragmented. However the locality of the
classifier also means that it has the least correlation with the spatially-driven
registration algorithm and so it might be expected that the Bayesian product
would be a suitable method of combination, with its assumption of classifier
independence. Classifiers B and C use significantly larger feature displacements
(displacement ≤ 50mm) and so they are more spatially aware, hence averaging
results with the registration algorithm works well.
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Method Mean Dice No. Improved Datasets p
Classifier A (Bayesian) 0.743 20/20 9.54x10−7
Classifier B (Average) 0.739 20/20 9.54x10−7
Classifier C (Average) 0.732 16/20* 0.0059
Table 4.4: Significance test results for the hybrid brain segmentation classifier compared
to multi-atlas segmentation alone, based on how many datasets improved. The binomial
probability p of this number of datasets (or more) improving by chance is given, using
the binomial probability distribution (n = 20, k = number of improved datasets, p = 0.5).
*Two datasets stayed the same, and these are considered to have not improved.
4.4.2.3 Visualisation of calibration plots
Calibration of probabilities clearly contributes significantly to the success of this
method. Calibration is effectively a simple machine learning step i.e. given a
predicted class probability, predict the true class probability. We show some contrasting
example calibration plots in Figure 4.5.
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Ce
(a) Sagittal Slice (b) Ground Truth
(c) Multi-Atlas Registration (d) Classifier A, Bayesian Product
(e) Classifier B, Arithmetic Mean (f) Classifier C, Arithmetic Mean
Figure 4.3: Segmentation label results for a slice in an example dataset. The best
combination method is shown for each classifier. The difference is particularly apparent
in the white matter of the cerebellum (Ce), which is the pale green inside the darker
green of the cerebellum grey matter cortex. [TMVS Dataset ID: 9954]
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(a) Classifier A, arg maxc PF(c| f ) (b) Classifier A, arg maxc PF(c| f )pi(c)
(c) Classifier B, arg maxc PF(c| f ) (d) Classifier B, arg maxc PF(c| f )pi(c)
(e) Classifier C, arg maxc PF(c| f ) (f) Classifier C, arg maxc PF(c| f )pi(c)
Figure 4.4: Forest-only segmentation results for the sagittal slice of Figure 4.3, illustrating
the difference between the three alternative random forest classifiers. Left: Segmentation
labels given by the forest posterior probabilities. Right: Segmentation labels given by the
forest posterior probabilities divided by the class prior probabilities (effectively uniform
prior probabilities). The right-hand images have been included to give insight into the
probability distributions of small regions which have low prior probabilities. [TMVS
Dataset ID: 9954]
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(a) Left Cerebellum White Matter (b) Left Pallidum
(c) Left Cerebellum White Matter (d) Left Pallidum
Figure 4.5: Calibration plots for two example brain structures, using the calibrated
Bayesian product result of classifier A. The x-axes show the predicted probability accord-
ing to the classifier, and the vertical axes show the empirically measured true probability.
In a well calibrated classifier, these should be equal (i.e. a perfect diagonal x = y). Figures
a) and b) show the datasets individually (each coloured line represents a different dataset).
Figures c) and d) show the aggregated figures across all datasets: these numbers are the
ones used for the purpose of performing calibration. We chose to use empirical results
rather than fitting a function. Consequently, a few classes have bumpy curves such as
that exhibited in d).
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Classifier Training Time Detection Time Selective Detection Time
A 2 hours 6 mins 2 mins
B 5 hours 13 mins 4 mins
C 13 hours 40 mins 8 mins
Table 4.5: Run times for training and detection for three alternative brain segmentation
random forest classifiers. The ’Selective Detection Time’ refers to the detection time
when voxels are omitted which have been classified by the registration algorithm as
background with a probability of 1.0. Note that the registration step adds a further 5
minutes to the run time.
4.4.3 Run times: A trick and a trade-off
4.4.3.1 Trick for reducing the detection time
Classifier A has the fastest run time, both for training and for detection, since
fewer features are used (FT = 200) and these features are effectively simple voxel
intensity look-ups. Classifiers B and C use a greater number of features (FT =
1000) and, using the integral volume representation, each feature value requires 8
voxel look-ups.
There is a further trick for speeding up the detection time by selectively
running detection over a subset of voxels in the volume. We notice that for
the Bayesian product result, any class for which either PMAS or PF is zero must
also have a Bayesian product probability PBP of zero (note we do not calibrate
voxels with a probability of zero). Therefore, after running registration, we
detect all voxels for which background is given a probability of 1.0, and we can
automatically classify these voxels as background. This gives a significant time
saving, since background accounts for approximately 70% of each dataset (the
majority of which are correctly classified as certain by the registration algorithm).
An experiment on the training data showed that only 0.3% of foreground voxels
were classified as certain background by the registration algorithm, so we propose
that it is reasonable to use this trick for the averaging combination method also.
Run times are summarised in Table 4.5. The training time is a one-off cost
that does not need to be repeated for each novel dataset.
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Figure 4.6: Graph showing the relationship between the number of trees in the forest
classifier, and the mean Dice score. Figures are computed for the calibrated Bayesian
product result of classifier A. The solid lines indicate (upper) the result of Wang et al. and
(lower) the result of multi-atlas registration. The classification time for the forest scales
linearly with run time.
4.4.3.2 Trade-off between accuracy and run time
We also investigated the effect of reducing the size of the forest. A graph showing
the trade-off between forest size and accuracy can be seen in Figure 4.6. We
compare the Bayesian product obtained with classifier A to the accuracy of
registration alone, and also that of Wang et al. . The forest size could be halved
from 100 to 50 tress with little loss in accuracy, thus halving the run times (since
there is a linear relationship between number of trees and run time, at least in
our serial implementation).
The test computer has a dual-processor, 24-core Intel Xeon CPU with clock
speeds of 2.40GHx and 2.39GHz, and 32GB RAM. On similar hardware, for
the algorithm of Wang et al. [149], the main computation time was for image
registration which takes approximately 20 hours for each pair of images on a 2G
HZ CPU (i.e. 15 datasets × 20 hours in total, per novel dataset). Hence the whole
process of registration is much slower. For comparison, the algorithm of Zikic
et al. takes approximately 4 minutes in run time which is a little faster. This is
because we do A = 15 registrations whereas Zikic do a single registration of the
novel to the reference atlas, also using an efficient registration algorithm [153]
(this step takes 30 seconds, so is slightly slower than our single registration time
of 20 seconds).
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4.4.4 A note on Bayes and the use of class priors
The results presented for the Bayesian product in this chapter were performed by
working with the posterior probabilities of each algorithm.
During experimentation, slightly better results were achieved by using the re-
weighting technique as was used in anatomical landmark detection, see equation
2.13, and by Zikic [21] in advance of tree training. This technique imposes uniform
class prior probabilities at the tree-level of the forest step, and hence allows
simple multiplication of the forest and registration results (without division by
the class priors). To do this, we redefine equation 4.2 as follows, where fR(c) is
the frequency of training samples from class c at the root node.
PT(c|v) =
fLv(c)
fR(c)
∑Mi=0
fLv(ci)
fR(ci)
(4.17)
Later, when substituting in the known terms (equation 4.8), we have the registra-
tion algorithm which uses the “true” priors and the forest algorithm which uses
the constant (uniform) prior, 1M+1 .
PBP(c|EMAS, EF) =
(
PMAS(c|v)P(EMAS)
pi(c)
)
((M + 1)× PF(c| f )P(EF))pi(c)
P(EMAS, EF)
(4.18)
Then, if all constant terms are gathered together, the final result is proportional
to the product of the registration and the forest probabilities.
PBP(c|EMAS, EF) =
(
(M + 1)× P(EMAS)P(EF)
P(EMAS, EF)
)
PMAS(c|v, I)PF(c| f ) (4.19)
PBP(c|EMAS, EF) ∝ PMAS(c|v, I)PF(c| f ) (4.20)
This method gives results as shown in Tables 4.6 and 4.7.
We make the observation that the re-weighting method only partially imposes
the desired priors (in this case uniform priors). Take the extreme case, where
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Method Mean Dice Score
Overall Cortical Non-Cortical
Classifier A 0.744 (0.734) 0.720 (0.712) 0.811 (0.793)
Classifier B 0.741 (0.729) 0.717 (0.706) 0.806 (0.791)
Classifier C 0.733 (0.710) 0.707 (0.685) 0.801 (0.779)
Table 4.6: Mean Dice score results for hybrid brain segmentation classifiers using tree-level
Bayesian priors (uniform prior re-weighting).
Method Weighted Mean Dice Score Error Rate (%)
Overall Cortical Non-Cortical
Classifier A 0.842 (0.838) 0.753 (0.749) 0.923 (0.920) 5.487 (5.809)
Classifier B 0.841 (0.838) 0.751 (0.745) 0.923 (0.924) 5.445 (5.890)
Classifier C 0.831 (0.814) 0.739 (0.722) 0.916 (0.899) 6.009 (7.091)
Table 4.7: Weighted mean Dice score and error rate results for hybrid brain segmentation
classifiers using tree-level Bayesian priors (uniform prior re-weighting).
every end leaf is a pure one containing samples from a single class. Re-weighting
has no effect since the probabilities in a leaf are subsequently normalised to
sum to one. However, the forest may yield an ensemble of pure leaves from
different classes, which gives a non-pure forest posterior probability distribution.
Re-weighting at the level of the forest then has an effect. The proper method
of multiplying the posterior probabilities and dividing by the class prior is
equivalent to re-weighting at the level of the forest.
The fact that this method gives better performance, particularly in terms of
error rate, likely stems from the weak dependency between the registration and
forest classifiers. The biggest improvement in mean Dice score is seen for classifier
B, which fits in with the fact that this classifier has both spatial and local intensity
awareness, and hence neither the mean nor the true Bayesian product are a good
fit.
4.4.5 Are the improvements in results meaningful?
The improvements that we have been demonstrating are qualitatively visible,
particularly at the boundary between grey and white matter regions, but they
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are very small in numerical terms. This small spread in numerical results was
also a feature of the MICCAI Grand Challenge, and of papers published since by
Zikic et al. [21], Cardoso et al. [154] and Ledig et al. [122] who achieved mean Dice
scores of 0.737, 0.755 and 0.772 respectively (Ledig et al. surpassed the challenge
winner by a narrow margin of 0.007). Figure 4.7 shows the table of results against
which we are comparing. It can be seen that all 25 entrants placed in a range of
0.06, of which 20 entrants were within 0.03.
It may be that we are nearing the limits of achievable accuracy, despite the
low Dice scores. No figures are available for inter-observer error, but it can be
seen visually that the boundaries are quite indistinct and so would be difficult
to consistently pick out and follow. Figure 4.8 illustrates horizontal striping
artefacts in the ground truth. This is evidence that the ground truth collection
is not consistent from slice to coronal slice. We note further, that for small or
narrow structures, overlap errors which are small in absolute terms will be heavily
penalised.
In order to explore the significance of the small differences in performance,
our analysis is extended to an examination of the correlation between different
error metrics. If all permutations of the algorithm are considered, including both
calibrated and uncalibrated versions, we now have performance metrics for 32
algorithms. In Figure 4.9, the mean Dice scores of the algorithms are plotted
against each of the other metrics. Correlation coefficients are displayed on the
graphs. Spearman’s ranking correlation coefficient is computed, to see how well
the metrics agree on the relative performance of the many algorithms that we
have reported.
In the graphs in Figure 4.9, it can be seen that the metrics are generally
strongly correlated, and this lends some confidence that in our work we have
been demonstrating real improvements quantitatively as well as qualitatively,
irrespective of the measure used. There is slightly weaker correlation at the
top end of the scale, particularly when comparing Dice score with error rate.
Differences are due to the former rating each voxel in the volume equally, and the
latter rating each region equally (regardless of relative size).
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Figure 4.7: Table of results from the 2012 MICCAI Grand Challenge on multi-atlas
labelling [1]. Results are inserted for Murphy’s original MAS algorithm [26] (using
expectation maximisation rather than calibration as a post-processing step) and for the
best performing hybrid classifier A (Bayesian Product).
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Figure 4.8: An axial slice from the dataset used in Figures 4.3 and 4.4, showing horizontal
striping artefacts resulting from manual collection of ground truth in the coronal plane.
Note that there are some legitimate horizontal boundaries between structures due to
the fact that some boundaries were defined by a coronal plane aligned with a particular
defined landmark. [TMVS Dataset ID: 9954]
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Figure 4.9: Scatter graphs showing mean Dice score plotted against error rate and
against weighted mean Dice score. Left: All algorithms in this chapter. Right: Subset of
algorithms with scores between 0.714 and 0.744. Spearman’s rank correlation coefficient,
ρ, is shown for each graph.
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4.5 Discussion
4.5.1 A summary of our contribution
We have demonstrated that there is value in combining classifiers with comple-
mentary strengths to give a superior combined classifier. By taking two efficient
algorithms (multi-atlas registration and random classification forest) and combin-
ing them using a simple operation, a method of automatic brain segmentation is
produced which is fast relative to the state of the art, with only modest shortfall
in accuracy.
We tried both intensity and gradient orientation features for the random forest
classifier. The gradient orientation features performed best, turning out to be
particularly good at spatially locating a voxel. These features learn aggregated
information about the local neighbourhood but are blind to the particular intensity
of the voxel of interest, making these features good for approximate location of a
voxel but poor for discrimination between tissues. However, this random forest
classifier was slow to train and detect with, since gradient orientation features are
computationally expensive, and did not perform better than the MAS classifier.
The short-range relative intensity features gave the best combined classifier
performance. The preferred method of combination depended on the degree of
dependency between the classifiers. We discussed the fact that application of the
Bayesian product priors at the level of the tree rather than at the level of the forest
(thus only weakly imposing the priors) gave slightly better results for all three
classifiers. This probably indicates that neither averaging nor multiplying the
classifier results is ideal. We discuss the conditional independence assumption
further in section 4.5.2 and potential alternative combination methods in section
4.6.2.
4.5.2 The importance of independence when combining
evidence
In the previous chapters 2 and 3 on anatomical landmark detection, we stressed
the importance of randomness in enabling an ensemble classifier such as a decision
forest to have good generalisation properties to unseen data. By introducing
diversity amongst the cohort of classifiers (through the use of bagging [49] and
random feature subspaces [50]), we aimed to train a classifier which achieves a
good bias-variance trade-off, as discussed in section 3.9.1. The role of diversity
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in random forests is not well understood [155, 139] except as being an essential
component. However, Gashler et al. [156] found that heterogeneity amongst the
tree algorithms, by mixing two types of trees trained using different nodal split
selection criteria (entropy and mean margins), conferred robustness to irrelevant
attributes, and in particular fewer trees were required to achieve the same level
of performance.
In this chapter on brain segmentation, we have gone further and mixed
two highly heterogeneous classifiers which have very different domain models,
although both yield probabilistic outputs. On this basis, we followed the lead
of Kittler [138] in assuming conditional independence between the classifiers.
The resulting Bayesian product combination has indeed outperformed simple
averaging for the best performing hybrid classifier.
Nonetheless, we have produced a comprehensive set of results showing
that it is important to choose features for the decision forest classifier which
maximise the difference between the forest and the MAS algorithm. Only in
the circumstances where these two are sufficiently different is the conditional
independence assumption sufficiently justified, or indeed is there benefit in
combining classifiers at all.
4.5.3 Why does calibration of probabilities make such a
significant difference?
The simple empirical calibration step makes a great improvement to the results.
In particular, for the forest classifier, we would expect the output probability
distributions to be close to the empirically observed probability distributions,
since the leaf class distributions were generated directly from the training data
frequencies.
Upon examination of the forest calibration plots (not included in this thesis), it
was seen that the class probabilities were consistently underestimated compared
to the true values — except for where the true probability is zero. Inspection
of the leaf class probability distributions revealed that each leaf contains in the
order of tens of classes, each with a small probability, showing that classes are
being only weakly separated within each decision tree.
We tentatively suggest that the forest ensemble is actually modelling a more
complex hypothesis space than that of which a single tree is capable. This would
tie in with the theory of Monteith et al. [157] who proposed that the power of
ensembles comes, at least in part, from the enriched hypothesis space and more
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general bias that can be provided by a combination of models. In this case, the
combination of T leaves into which a voxel sample falls may be significant — and
whilst the nominal averaged probability of a class across a number of leaves may
be low, in fact the probability of the class given that it has reached all of these
T leaves may be high. Further analysis is required to ascertain the truth of the
matter.
4.6 Future work
4.6.1 Validation on more data: Quantity, diversity and clinical
relevance
The number of training datasets (15) was very small for a machine learning
method, and we anticipate that a greater number of training datasets would make
a significant improvement to performance.
Regarding real world application, it would be helpful to perform validation
on more diverse datasets. The datasets used in this chapter have relatively
homogeneous intensity distributions, since they are generated with the same
scan protocol and have had the same extensive pre-processing steps applied
(see section 4.3.1), in order to produce high quality research data. The next
step is to ensure that our algorithm is robust to different protocols and data
quality. Perhaps some explicit modeling of tissue intensities (e.g. as a mixture
of Gaussians) might be used to devise a more robust intensity normalisation
scheme.
Finally, it is important to point out that brain segmentation is most useful on
pathological cases, where the brain can be quite distorted due to processes such
as tissue atrophy or plaque formation. Many cases in this study were of young,
healthy individuals, and we did not have access to clinical diagnoses. It would
be useful to perform explicit, quantitative validation on clinical cases.
4.6.2 Moving to more complex combination methods
Empirical calibration of the probabilities is effectively a simple machine learning
step. In view of the significant improvement that calibration made, the logical
progression would be to replace both calibration and combination steps with
an explicit machine learning method. This would remove the need to make as-
sumptions about the independence of classifiers and would allow more complex,
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data-driven relationships to be modelled.
Stacked generalisation [158] refers to the stacking of a machine learning method
on top of the base classifiers, by taking the base classifier outputs as inputs and
attempting to learn the correct outputs. The simplest approach would be softmax
regression, alternatively known as multinomial logistic regression, which is the
generalisation of logistic regression to multiclass problems.
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Abstract
In this chapter, we prototype an application of anatomical landmarks: centre
line tracking of the major arteries in MRA scans. We first optimise the choice
of intensity features for detection of vascular landmarks in angiography
scans. For the vessel tracking, we define a graph representing the standard
arterial system, with nodes denoting landmarks at vascular branch points
and termini and edges denoting the connecting vessels. Given a novel scan,
we identify which vessels correspond to the positively detected landmarks.
The vessels are then tracked one by one using a pre-existing shortest path
tracking algorithm, which we augment with contextual information, in the
form of vessel enhancement and a vascular atlas. Vessel enhancement is
achieved by morphological filtering of the scan at a scale corresponding to the
expected vessel diameter, and tracking on this filtered volume. A vascular
atlas is created by registering the ground truth centre lines together, and then
mapping this to the novel volume, to make a prediction about the expected
path of the volume; the atlas comprises part of the cost function when tracking.
Contextual information is shown to improve results, even when tracking
from manually placed landmarks. Tracking from detected landmarks is only a
little worse than from manually placed landmarks, and demonstrates good
potential for future clinical application.
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5.1 Synopsis
In this chapter we
• (5.3.1) Investigate intensity feature parameter choices for landmarks in
cardiac Computed Tomography Angiography (CTA) scans, showing that
simply using relative rather than absolute intensity features in CT data
gives a better failure mode for vascular landmarks, in the context of vessel
tracking.
• (5.4) Define a set of vascular landmarks which describe the standard arterial
tree for the whole body.
• (5.5.3 and 5.5.4) Describe how contextual information may be used to inform
a vessel tracking algorithm, specifically through knowledge of the typical
diameter of a vessel (for pre-processing with the appropriately sized vessel
filter) and spatial path (for selecting an atlas of the relevant vessel to inform
the tracking cost function).
• (5.5.3.3 and 5.7.2) Present a comparison of the morphological top-hat trans-
form and the Frangi vesselness Hessian-based filter, for the purpose of
vessel enhancement filtering. Explain why the former gives better practical
results in the context of vessel tracking.
• (5.5.6) Using manually placed landmark points, demonstrate vessel tracking
in MRA scans, showing that contextual information gives significant benefit.
• (5.6.2) Using automatically detected landmark points, demonstrate vessel
tracking in the same MRA scans, showing that the fully automatic vessel
tracking method gives reasonable results, which are only a little worse than
the manually landmarked results.
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5.2 Introduction
5.2.1 Problem description
This chapter examines the problem of automatically identifying and tracking
the major arteries which are present in an MRA scan (of any acquisition region).
Vessel centre line tracking has clinical applications in the visualisation and mon-
itoring of vascular disease such as thrombosis and atherosclerosis, and in the
planning and monitoring of surgical operations. Once the path of a vessel is
known, it may be visualised in the curved plane of the path, enabling navigation
along the vessel lumen to conveniently locate or examine pathology. The centre
line may be used to initialise subsequent segmentation e.g. as in [159, 160],
giving automatic measurement of the vessel diameter, which is a common clinical
measurement of interest. Ultimately more advanced analysis may be spawned
such as aneurysm analysis [161] or texture-based plaque classification [162].
Manual vessel tracking is time-consuming, and may be problematic in the
presence of noise, low vessel contrast, other bright distracting structures in the
neighbourhood, or variation which may be pathological or anatomical in nature.
We aim to develop a fully automatic method which can identify and track the
vessels which are present in a given MRA scan.
5.2.2 Prior art
There have been various reviews of vessel extraction techniques [163, 164, 165,
166, 167, 168, 169], most recently that of Lesage et al. [169]. The definition of
vessel “extraction” may range from simply enhancing or segmenting vessel pixels,
to identifying the vascular topology (usually assumed to be a tree structure), to
labelling of the vessels with their anatomical names.
We do not attempt a complete review of the literature, but give an overview
of the approaches available, with emphasis on the aspects in which we are
interested. The review is divided into two parts, first considering methods of
enhancing vascular structures and secondly considering approaches to extracting
and labelling the vascular topology.
5.2.2.1 Vessel enhancement
Distinguishing vessels from other anatomical structures — we will hereafter refer
to non-vessel regions of the medical scan as background — is important for all
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approaches to vessel tracking and segmentation. Vessel enhancement filtering
techniques focus on the small size (relative to other organs), tubular shape and
brightness of vessels. Indeed, simple thresholding of the data may provide a
reasonable separation of vessels from background, since vessels are usually one
of the brighter objects in a medical image e.g. in contrast-enhanced, time-of-flight
or phase contrast MR scans. This is not always the case. In modalities such as
black-blood imaging the vessels are dark structures and the filter mathematics
must be inverted.
Morphological filters [170] are made up of erosion, dilation, opening and
closing operations according to shapes called structuring elements (SEs), yielding
a non-linear filtering result. These operations originated for use with binary
images, and adaptations for grey-scale data have subsequently evolved. One
filter commonly used for enhancement of small bright objects is the top-hat
transform which consists of the difference between an image and its opened
version. Another example is the hit-or-miss transform (HMT). Introduced by
Matheron and Serra [171, 172], the HMT uses the erosion operator and a pair
of disjoint SEs A and B. The result is the set of positions, where A fits in the
foreground and B wholly misses it. A number of extensions of the HMT to grey-
level data have been proposed [173, 174, 175], including an extension tailored
for vessel enhancement in MR angiography data by Naegel et al. [176, 177]. By
contrast to these localised filters, Merveille et al. [178] suggested a morphological
path opening operator. Path operators process lines of connected voxels, where
connections are made according to some adjacency criteria. During path opening,
paths with a length less than some L are rejected. In the implementation of
Merveille et al. , path opening was applied in seven orientations according to
adjacencies defined by conical SEs corresponding to the three vectors of the
orthogonal basis x, y, z and the four principal diagonals. The responses were
ranked, and it was found that tubular structures always have a response ranked
no lower than third. The filter response was then given by the top-ranked
response minus the fourth-ranked response.
Curvature-based filters use analysis of the second order derivatives of the
local voxel intensities to elicit a tubularity or “lineness” response. The basic idea
is that curvature will be low-to-zero in the direction of the vessel (depending
on the gradient of the vessel contrast), with high curvature perpendicular to it.
Du et al. [179] applied the second order differential operator in all 13 directions
possible in a 3x3x3 voxel cube, and chose as the vessel direction that which
had maximum difference compared to the eight directions perpendicular to
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it. However, this filter does not distinguish lines from surfaces. Later authors
[180, 181, 182, 183, 184, 185, 186, 187] analysed the eigenvalues of the Hessian
matrix (i.e. matrix of second-order partial derivatives). Possibly the most well-
known is the vesselness filter of Frangi et al. [182]. This filter uses scale-space
theory [188, 189, 190] to achieve multi-scale vessel enhancement. Three different
ratios of the three eigenvalues (identified by their magnitude, with the smallest
eigenvalue corresponding to the eigenvector in the vessel direction) were used to
differentiate blobs from lines from surfaces, and to suppress noise in the image.
Chapman [191] compared the filters of Du et al. and Frangi et al. and found
performance to be similar.
Some authors have used the idea of gradient vectors or the diffusion thereof.
Bauer and Bischof [192] suggested a modified vesselness filter, where the
isotropic Gaussian smoothing step (to achieve linear scale-space) is replaced by
an anisotropic diffusion process [193]. Regions with small vectors are smoothed
much more than points with large vectors to give a smooth (slowly varying)
result where initial vector magnitudes are small, while preserving vectors with
high magnitude. At the centres of tubular objects, the resultant gradient vector
field (GVF) has the same properties as if gradients had been smoothed at the
appropriate (multiple) scales, thus Hessian analysis can be performed directly on
the GVF. Moving on to detection of the vessel boundary, Vasilevskiy and Siddiqi
[159] developed an active contour model based on the idea that vessels are points
of high inward gradient flux and that vessel contours sit at the position of highest
rate of change of flux. In optimally oriented flux, Law and Chung [194] did likewise,
but coupled this with computation of the vessel direction by Hessian analysis.
Since the computation of flux was done by integrating gradient information at
the sphere (vessel) boundary at the original high resolution, these methods claimed
to be robust — unlike linear scale-space filters which involve blurring of detail —
to situations in which vessels are adjacent to one another. This claim also applies
to a filter recently proposed by Moreno and Smedby [195] who searched for
ring-like patterns in the gradients at the surface of a sphere, exploiting properties
of symmetry using measures of structuredness, evenness and uniformness.
Many authors have mixed linear and non-linear filters. Zana and Klein [196]
followed the Laplacian with a sum of top-hat transforms. Mendonca et al. [197]
followed difference-of-Gaussian filters with a sum of top-hat filters. Dufour [198]
followed Hessian analysis with spatially variant morphological closing, using
linear SEs aligned according to the local orientations obtained by the Hessian.
The model of a vessel as a tubular structure does not take into consideration
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vessel branch points, which go undetected by many of these derivative filters.
Recent filters have attempted to better model vessel junctions. Qian et al. [199]
used a polar coordinate system to plot intensity profiles over the surface of
sphere, and showed that at branch points there are three points at which vessels
exit the sphere, which manifest as three narrow (high) intensity bands. Truc
et al. [200] used a directional filter bank [201] to decompose the scan into a
number of directional images containing line-like features. The benefit of Truc’s
method is twofold. Firstly, noise in the directional images is reduced due to its
omnidirectional nature. Secondly, computation of the Hessian improves since
only vessels of similar direction are considered, and this aids detection of vessels
close to junctions.
5.2.2.2 Extraction of the vascular topology
Perhaps the most reliable methods of vessel tracking are those based on shortest
path graph-based algorithms such as Dijkstra [202] which track between a given
start and end point (“two-point” vessel tracking) [203, 27, 204, 205, 206, 207]. An
image (or volume) is treated as a fully-connected lattice of nodes, one node per
voxel, and a cost is associated with each edge between voxels, based on some
measure of vessel path likelihood. The simplest method is to threshold nodes
into vessel and background (by raw image intensity, or by some more complex
vesselness measure as describe above), and then use a binary cost function that
assigns a low cost to vessel and a high cost — perhaps infinity — to background.
However, the user has to place two points for each vessel, and the process of
navigating through the scan volume can become tiresome.
Other systems attempt more ambitious tracking of a vessel tree (frequently
the coronary tree), with or without a single-seed user input at the root of the
tree. Methods have variously used matched filtering [208], contour analysis
[209, 210, 211], region growing [212, 213, 214, 197, 215, 216, 217, 218, 219], min-
cost flow problem solving [220] and statistical methods [221, 222, 223]. Current
approaches have capitalised on the success of machine learning algorithms. For
example, Schneider [19] used a Hough regression forest to estimate vessel centre
points. Cherry [20] trained regression forests to learn how to segment, terminate
and then prune the tree of the marginal artery.
Such tree tracking algorithms with minimal or no user interaction require
assumptions to be made (or learnt) about the orientation and depth of the tree,
the number of branching levels, the vessel diameter, and the rate of contrast
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attenuation. Prior anatomical knowledge may aid with these assumptions. In
[224] Yim et al. took as input parameters the minimum branch length and number
of bifurcations. In [225], Passat et al. segmented the superior sagittal sinus
(principal vein of the human brain), incorporating information about the path
of the vein relative to other structures of the brain for the purpose of generating
cross-sectional planes through the vein and for initialising the segmentation,
and also knowledge of the homogeneity of the vessel to justify a rolling average
slice approach to segmentation. Chillet and Cool [226, 227] demonstrated the
construction of a vascular atlas by computing a distance map (DM, the distance
is to the nearest vessel centre) and then taking the mean and variance of all
registered DMs to give a spatial estimate of vascular density. Passat et al. [214]
went on to apply an atlas to vascular extraction, using an atlas of the head
for the purpose of segmenting brain vessels. This atlas is divided into several
geographical regions, each of which has homogeneous properties according to
vessel size and orientation, and is used to inform a region-growing algorithm.
Finally, we mention that the technique of graph matching has been applied to
vessel labelling, a task to which it is aptly suited [209, 228].
5.2.3 Motivation for our approach
In chapters 2 and 3 we have developed a random forest classification algorithm
for the detection of landmarks. This motivated the idea of automatically detecting
seed points, and hence using two-point tracking techniques to map the standard
arterial system. This could provide a significant time saving over manual place-
ment of seed points. To track the whole arterial tree as we have defined it (see
Figure 5.8), the user would have to place between 21 (root + vessel termini only)
and 39 points (including vascular branch points). Further, landmark detection
allows easy handling of situations in which the scan acquisition region contains
only part (or parts) of the vessel tree, since we can deduce by the positively
detected landmarks which vessel sub-trees are present.
We have a pre-existing two-point tracking algorithm at TMVS based on the
A* star algorithm. However, since the vessel being tracked is always known,
we propose to augment this algorithm with anatomical information to aid the
tracking process.
The ordering of the chapter is as follows. We start with a case study of
landmark detection in cardiac CTA datasets, containing a mix of vascular and
non-vascular landmarks, showing how feature parameters may be optimised for
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the detection of landmarks in contrasted scans. We then define a set of vascular
landmarks. We demonstrate how contextual information may be used to aid
tracking, for the case of manually placed (ground truth) landmarks, presenting as
part of this a comparison of the non-linear top-hat transform and the linear Frangi
vesselness filter. Finally, we demonstrate the fully automatic vessel tracking
system, tracking from detected landmarks.
An overview diagram of the vessel tracking system is shown in Figure 5.1.
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5.5 Vessel
Tracking
from
landmarks
Landmark Atlas
Registration
5.3 Decision Forest
Classification
Novel Dataset
Volume V with intensity I
Each voxel v ∈ V Detected
Vascular
Landmarks
dsag(v)
I(v + d)− I(v)
forient(b, v, d, C,ψ)
Ta(v)
Tracked
Vessels
Figure 5.1: Overview diagram of the vessel tracking algorithm. Sagittal displacement
dsag(v), relative intensity I(v+ d)− I(v), gradient orientation forient(b, v, d, C,ψ) and atlas
location Ta(v) features are used for machine learning. In this chapter, we focus on
tuning the intensity features for vascular landmarks, and the vessel tracking algorithm
(components marked in pink).
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(a) Right Coronary Ostium (b) 4mm voxel−1 (c) 1mm voxel−1
(d) Aortic Valve (e) 4mm voxel−1 (f) 1mm voxel−1
Figure 5.2: Images of two cardiac landmarks which are only visible at high resolution.
Above: MIP images of the right coronary ostium a) at full resolution b) at 4mm voxel−1
resolution c) at 1mm voxel−1 resolution. Below: Slices through the aortic valve d) at full
resolution e) at 4mm voxel−1 resolution f) at 1mm voxel−1 resolution. [TMVS Dataset
IDs: 1437, 1461]
5.3 Vascular landmark detection
In this section, we take a look at improving the detection of vascular landmarks
by moving to a higher resolution. This is motivated by the observation that
many structures which we are attempting to landmark, in particular vascular
landmarks, are not visible at 4mm voxel−1 resolution. This was highlighted in
the discussion of chapter 2 (see Figure 2.26) and again in Figure 5.2.
We will show in section 5.3.1 that better accuracy can be achieved at higher
resolution and with better feature parameterisation. In the light of a changing
volume resolution, we then investigate the detection grid search interval dskip in
section 5.3.2 and show that there is a trade-off between accuracy and processing
time.
5.3.1 Training a vascular landmark detector
We start by examining a 1mm voxel−1 detector trained on the cardiac subset of
the datasets, to demonstrate the effect of different parameter combinations. For
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each combination of parameters, we report the mean detection error, the AUC
and the mean detection time.
5.3.1.1 Data
The data is comprised of the 45 cardiac datasets from the training cohort described
in chapter 2. During testing, an out-of-bag strategy is employed, implemented by
running detection using only those trees not trained on the dataset under test
(see section 2.3.4).
5.3.1.2 Random forest detector
A random forest detector is trained using T = 80, DT = 15 (from D = 45), FT =
2500, dmax = 52mm (at 4mm voxel−1) or 50mm (at 1mm voxel−1), wNode_min = 5.0,
wNode_Split_min = 2.0 and dskip = 2 voxels.
(See section 2.1 for symbol definitions.)
5.3.1.3 Sampling regions
The same total number of training samples are selected for the 1mm voxel−1
detector as for the original 4mm voxel−1. This is achieved by shrinking σSampling
by a quarter from 3.0mm to 0.75mm. As before, we use a ratio BRatio = 5.0 of
background to landmark samples.
5.3.1.4 Landmarks
In this detector, seven landmarks are learnt. These are 1. Bifurcation of trachea
2. Right coronary ostium 3. Left coronary ostium 4. Aortic valve (centre of the three
semilunar cusps) 5. Heart apex (extremus in sagittal plane) at epicardium 6. Heart apex
(extremus in sagittal plane) at endocardium 7. Left dome of diaphragm.
5.3.1.5 Parameters for experimentation
Experiments were performed for all combinations of the following parameter
values. A brief theoretical justification is given for why varying these parameters
could give improved accuracy.
• Resolution {4mm voxel−1, 1mm voxel−1}: A 1mm voxel−1 resolution
should allow the coronary arteries and valve cusps to be visible.
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• Voxel intensity values {Absolute, Relative}: We propose that using relative
intensity values I(v + d)− I(v) (i.e. the intensity at an offset d from the
voxel v minus that at v itself) will work better than absolute intensity values
I(v+ d) for vascular landmarks, since the intensity of the contrast is variable
across different scans. Relative landmark intensities may not work so well
for landmarks on other tissues.
• Feature size {Single voxel, Cuboidal ≤ 30mm, 50-50 mix}: Cuboidal fea-
tures refer to the mean intensity computed over all voxels within a cuboid C
centred at v + d, as opposed to just the intensity at v. The dimensions are
uniformly and randomly selected up to a maximum Cmax = 30mm (as is
done with gradient orientation features, see chapter 3). In theory, cuboidal
features should provide information at multiple (larger) scales. Cuboidal
features also make sense with higher resolution data due to the noise reduc-
tion from averaging across multiple voxel intensities. Additionally we try a
50-50 mix of the two as we did with some success for brain segmentation,
see classifier B in chapter 4 i.e. 50% of trees trained on single intensity and
50% on cuboidal features.
• Feature sampling pattern {Volumetric, Radial}: Radial sampling refers to
uniform sampling with respect to offset magnitude. Volumetric sampling
refers to uniform sampling with respect to volume. See section 3.4.3 for
illustration. If features are sampled more densely close to the landmark,
as in radial sampling, then local appearance will have more weight, which
should aid in our goal of precision.
5.3.1.6 Results
Table 5.1 shows the results. Relative intensities and radial feature sampling give
significant improvement at both scales, making detectors 10 and 22 the best
at resolutions DRes of 4mm voxel−1 and 1mm voxel−1 respectively. Cuboidal
features give no significant benefit. In terms of mean error, the high-resolution
detector 22 performs the best, however it performs less well in terms of AUC
because the trachea bifurcation is sometimes falsely detected when not present.
There is further a significant time penalty for the 1mm voxel−1 detector
compared to the original 4mm voxel−1 resolution detector.
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No. Rank DRes Intensity Sampling Box Size Error AUC Time
mm mm mm
voxel−1
1 22 4 Absolute Volumetric 4 9.8 0.921 6s
2 19 4 Absolute Volumetric ≤ 30 9.5 0.923 6s
3 13 4 Absolute Volumetric 4, ≤ 30 8.9 0.928 6s
4 20 4 Absolute Radial 4 9.6 0.923 4s
5 17 4 Absolute Radial ≤ 30 9.3 0.946 4s
6 21 4 Absolute Radial 4, ≤ 30 9.7 0.948 4s
7 16 4 Relative Volumetric 4 9.2 0.963 5s
8 23 4 Relative Volumetric ≤ 30 9.8 0.958 5s
9 18 4 Relative Volumetric 4, ≤ 30 9.4 0.965 5s
10* 8 4 Relative Radial 4 8.2 0.973 4s
11 15 4 Relative Radial ≤ 30 9.2 0.951 3s
12 7 4 Relative Radial 4, ≤ 30 8.2 0.975 3s
13 6 1 Absolute Volumetric 1 8.0 0.963 3m
14 24 1 Absolute Volumetric ≤ 30 10.1 0.934 3m
15 14 1 Absolute Volumetric 1, ≤ 30 9.1 0.949 3m
16 4 1 Absolute Radial 1 7.7 0.955 2m
17 11 1 Absolute Radial ≤ 30 8.6 0.941 2m
18 10 1 Absolute Radial 1, ≤ 30 8.5 0.953 2m
19 5 1 Relative Volumetric 1 7.9 0.952 5m
20 12 1 Relative Volumetric ≤ 30 8.9 0.944 5m
21 9 1 Relative Volumetric 1, ≤ 30 8.2 0.941 5m
22* 1 1 Relative Radial 1 6.4 0.892 2.5m
23 3 1 Relative Radial ≤ 30 7.0 0.870 2.5m
24 2 1 Relative Radial 1, ≤ 30 6.5 0.901 2.5m
Table 5.1: Parameter tuning for vascular landmarks in CT: Mean errors and run times. In
the detection time column, s represents seconds and m represents minutes.
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5.3.2 Trade-off between search density and accuracy
For efficiency, in all experiments so far, an initial global grid search has been run
on the volume at intervals of dskip = 2, in other words skipping every second
voxel in each dimension, followed by a local search of the unseen voxels adjacent
to the maximum probability voxel for each landmark (see section 2.3.2 for details).
Using this strategy, the initial search is approximately eight times faster.
We have run a brief analysis of the original and optimised detectors at each
resolution, to check the effect of dskip on performance. Table 5.2 and Figure 5.3
show the results. It can be seen that a skip factor of two gives the lion’s share of
the performance, both in terms of accuracy and speed, for all detectors, validating
this as a good compromise choice.
No. Details Skip = 3 Skip = 2 No Skip
Error Time Error Time Error Time
1 DRes = 4, Absolute, Uniform 10.6 4.5s 9.8 5.6s 9.6 40s
10 DRes = 4, Relative, Radial 9.3 2.7s 8.2 3.7s 7.8 25s
13 DRes = 1, Absolute, Uniform 8.2 54s 8.0 3m 7.8 22.5m
22 DRes = 1, Relative, Radial 7.5 41s 6.4 2.5m 6.2 20m
Table 5.2: Results for different values of skip factor dskip, measured in voxels. The
detectors (Class. 1 etc.) are referred to by the numbers in Table 5.1. Errors are measured
in millimetres. Time is measured in seconds (s) or minutes (m).
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Figure 5.3: Graphs showing the trade-off between accuracy and detection time, as a
function of dskip. The detectors (Class. 1 etc.) are referred to by the numbers in Table 5.1.
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5.3.3 Analysis of individual landmark errors
Figure 5.4 shows the per-landmark mean errors (both detector and inter-observer)
for the 30 datasets where ground truth was collected by two observers.
The high resolution detector gives much improved performance in some cases
(the bifurcation of the trachea and the dome of the diaphragm in particular) but
debatable or worse performance in others (heart apex at endocardium). The
possibility of combining different resolution results in future is discussed in
section 5.8.2.
0 1 2 3 4 5 6
0
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10
15
Class. 1
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Class. 13
Class. 22
Inter-Observer
Figure 5.4: Graph showing error bars (mean error +/- standard deviation) for individual
landmarks. 0 = Bifurcation of trachea, 1 = Right Coronary Ostium, 2 = Left Coronary Ostium,
3 = Aortic Valve, 4 = Heart Apex in sagittal plane at epicardium, 5 = Heart Apex in sagittal
plane at endocardium, 6 = Left dome of diaphragm. The detectors (Class. 1 etc.) are named
according to Table 5.1. The inter-observer errors are also given.
As a sidenote, it appears that there is significant difference between the inter-
observer accuracies for the right and left coronary ostia. The left coronary artery
has a much greater diameter at its origin which will make centring a point within
the vessel more difficult. Further, the prescribed marking plane was not always
used — Figure 5.5 illustrates the difference this can make.
(a) Coronal Plane (b) Axial Plane
Figure 5.5: The choice of marking plane changes the apparent left coronary ostium centre
location. [TMVS Dataset ID: 1465]
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5.3.4 Visualising the probability clouds for selected landmarks
We now analyse the results by inspection of the images and of the landmark
probability clouds.
Starting with vascular landmarks, we look at the origin of the right coronary
artery, a landmark that was identified as problematic in chapter 2. Figure 5.6
shows four examples comparing the low resolution detector 10 with the high
resolution detector 22. At high resolution (detector 22), the landmark is always
located somewhere along the vessel, if not always at the origin. It would be
possible to attempt vessel tracking using our tracking method (see section 5.5.5)
from these results, even if they are imprecisely located.
Figure 5.7 shows probability cloud images for dataset C. The shape of the
probability cloud changes dramatically in response to the use of relative feature
and radial sampling, and this explains why the detected landmark is always
located somewhere along the path of the vessel.
(a) A (Low) (b) B (Low) (c) C (Low) (d) D (Low)
(e) A (High) (f) B (High) (g) C (High) (h) D (High)
Figure 5.6: MIP images of the right coronary ostium in a few datasets, at ’Low’ resolution
(4mm voxel−1) and ’High’ resolution (1mm voxel−1). In a) – d) the results of the
optimised 4mm voxel−1 detector 10 are shown. In e) – h) the results of the optimised
1mm voxel−1 detector 22 are shown. At the higher resolution, the landmark is always
located somewhere along the vessel, if not always at the origin. [TMVS Dataset IDs: 1435,
1437, 1442, 1447]
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(a) 4mm Resolution (b) 1mm Resolution
(c) Detector 1 (d) Detector 13
(e) Detector 7 (f) Detector 19
(g) Detector 10 (h) Detector 22
Figure 5.7: MIP images and probability clouds for the right coronary ostium for dataset B
of Figure 5.6, showing the effect of resolution, sampling strategy and relative intensities.
The left and right columns show 4mm voxel−1 and 1mm voxel−1 resolution images
respectively. Detectors 1 and 13 use the original parameters, detectors 7 and 19 use
relative intensities, and detectors 10 and 22 use both relative intensities and radial
sampling. Intensities are scaled linearly from black (minimum probability present) to
white (maximum probability present). [TMVS Dataset ID: 1437]
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5.4 Defining arterial tree landmarks
Figure 5.8: Schematic of the vas-
cular landmarks and vessels in the
standard arterial system. The blue
dots represent landmarks, and the
yellow lines represent arteries. A
key to the numbered landmarks
and a full list of vessels is given in
appendix B.
For the purpose of vessel tracking, a new set
of landmarks specific to the vascular system
were defined. A graphical representation of
the standard arterial tree is shown in Figure
5.8. Major arteries are represented as arcs con-
necting the vessel branch points and terminus
nodes. The yellow lines in the schematic indi-
cate vessels in the standard arterial system. A
full list of vessels and vascular landmarks is
given in appendix B.
According to this scheme, each artery may
be uniquely expressed by a pair of landmark
points at its proximal and distal ends. The ves-
sel tree is expressed as the union of a number
of vessel segments, for each of which the origin
and terminal landmarks are known.
There are a number of studies in the lit-
erature surveying vascular variation in differ-
ent parts of the body [229, 230, 231]. Indeed,
our cohort of 53 patients contained several in-
stances of variation, including: a bovine arch,
a left vertebral artery arising from the aorta,
accessory renal arteries, and different branch-
ing configurations in the lower legs. For the
work in this chapter, variant arteries are ig-
nored. Dealing with variation is a subject for
future work. A landmarking approach may not
be the way to go since many landmarks would
be required for adequate representation.
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5.5 Vessel tracking from manually placed landmarks
In this section we examine how contextual information can improve semi-
automated vessel tracking. We begin with a pre-existing algorithm for tracking
between two manually placed points. This algorithm works well for large, bright,
non-tortuous vessels, but gives less reliable results for more complicated cases
(see results for the “control” method in Table 5.3).
Since we have pre-defined the seed points in section 5.4, we have knowledge
of which vessels are being tracked. From this, we can make predictions about
vessel properties such as diameter, tortuosity and shape, all of which are useful
to guide tracking. Sections 5.5.3 and 5.5.4 describe how we exploit knowledge
about the typical vessel diameter and vessel path in order to improve the tracking
results.
5.5.1 Image acquisition
Fourteen Contrast Enhanced MRA scans were obtained from symptomatic sub-
jects with suspected arterial pathology. Twelve scans come from a Siemens
scanner and are study stitched whole-body scans (excluding the upper arms) for
which the component data comes from four overlapping stations: head and neck,
thorax, abdomen and upper part of lower limbs, lower part of lower limbs. Two
scans come from Toshiba scanners; one is of the head and neck, and one is of the
abdomen.
5.5.2 Ground truth collection
For each of the 14 datasets, an anatomical expert:
• Marked points for all vascular landmarks that are present in the scan (from
the set defined in section 5.4).
• Manually plotted a centre line for each vessel that is present in the scan.
The ground truth landmarks are used to seed the tracking algorithm (see
section 5.6 for results from automatically detected landmarks). We use manually
placed landmarks in the first place, in order to evaluate the tracking algorithm
independently of the accuracy of the detection algorithm.
The centre lines are used to create the vascular atlases (see section 5.5.4) and
to compute evaluation metrics.
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5.5.3 Introducing a prior for vessel size: Applying a vesselness
filter
Two filters were considered, the white top-hat transform and the Frangi vesselness
filter.
5.5.3.1 White top-hat transform
The white top-hat transform [170] is a morphological operation comprising grey-
scale erosion, followed by grey-scale dilation of equal magnitude, and finally
subtraction from the original image.
We choose to use a “flat” 2D square structuring element E with sides of length
2r, applied in each of the three planes of the volume, ψ={axial, coronal, sagittal}.
As was done by Murphy [232], 2D operators are applied rather than a single
cuboidal 3D operator in order to avoid preserving sheet structures.
In this case, for a volume with intensities I(v), grey-scale erosion 	 simply
consists of running through all voxels in the local neighbourhood and assigning
the minimum value as in equation 5.1. So, for a plane ψ where x and y represent
the two dimensions of the plane:
(I 	 E)(v) = rmin
x=−r[
r
min
y=−r[I(v + (x, y))]] (5.1)
Grey-scale dilation⊕ then consists of assigning the maximum value to the resulting
volume, as shown in equation 5.2.
(I ⊕ E)(v) = rmax
x=−r[
r
max
y=−r[(I 	 E)(v + (x, y))]] (5.2)
Finally, the maximum of the three plane results is found.
I3−way(v) = max
ψ
((I 	 E)⊕ E) (5.3)
Equation 5.4 shows the full top-hat operation.
FTop_Hat(v) = I(v)− I3−way(v) (5.4)
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The white-top hat transform should enhance vessels — and other small bright
structures — with radius smaller than or equal to r, and suppress large back-
ground structures. This is illustrated in Figure 5.9. We try a range of sizes
equivalent to the range of vessel diameters in which we are interested. Figure
5.17 shows results for real data for two different filter sizes.
(a) Original (b) Erosion (c) Dilation (d) Subtraction
(e) Original (f) Erosion (g) Dilation (h) Subtraction
Figure 5.9: Images showing the stages of application of the top-hat transform. Top:
Binary image. Bottom: MIP images from a real (grey-scale) dataset in which a filter at
scale r=2mm is used. Erosion and dilation operations are performed in sequence, and
the result is subtracted from the original image to leave only the small bright structures
visible. [TMVS Dataset ID: 3738]
5.5.3.2 Vesselness filter
This is a filter by Frangi et al. [182], based on analysing the eigenvalues of the
Hessian matrix at a given scale and location. According to scale-space theory
[188], the derivatives of a image L(v) at the scale s may be found by convolving
L(v) with the corresponding partial derivatives of the zeroth-order Gaussian
G(v, s). So, for a second derivative:
∂2
∂v2
L(v, s) = L(v) ∗ ∂
2
∂v2
G(v, s) (5.5)
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We re-arrange the ordering of the operations. This gives the same result
since the (discrete) Gaussian smoothing operator commutes with the (discrete)
second-order central difference operator that we employ [189].
∂2
∂v2
L(v, s) =
∂2
∂v2
(L(v) ∗ G(v, s)) (5.6)
In order that the results are comparable across scales, we add a normalisation
factor (s2), as shown in equation 5.7.
∂2
∂v2
L(v, s) = s2
∂2
∂v2
(L(v) ∗ G(v, s)) (5.7)
(a) Sheet (b) Blob (c) Cylinder
Figure 5.10: Illustration of the three Hessian matrix eigenvectors for sheets, blobs and
cylinders, indicated with black arrows. a) Sheet: The eigenvector perpendicular to the
sheet is large, whereas those in the plane are small. b) Blob: The eigenvectors are large in
all directions. In fact, for a perfectly spherical “blob”, the orientation of the eigenvectors
is arbitrary. c) Cylinder/Vessel: The eigenvector in the direction of the vessel is small.
Those aligned with the cylinder cross-section are large.
The Hessian matrix components (second derivatives) will be large in mag-
nitude if computed at a peak in intensity. Second derivatives are positive in
value at maxima i.e. bright structures, and negative in value at minima i.e. dark
structures. Eigenvalue decomposition extracts three orthogonal directions, with
the largest eigenvector oriented in the direction of the largest derivative. Different
structure shapes exhibit different patterns, as shown in Figure 5.10. For a vessel,
the smallest eigenvector corresponds to the direction of the vessel, with the two
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larger eigenvectors oriented perpendicular to it. This can be distinguished from
blobs where all vectors are large, and sheets where only one vector is large. The
Frangi vesselness filter equation 5.11 contains terms, RA and RB, which control
the preference for thin vessel structures over sheets or blobs. In addition there is
a noise-suppression term S, which is the Frobenius matrix norm of the Hessian.
Given the eigenvalues λ1, λ2 and λ3, numbered by magnitude from smallest to
largest, we describe the terms of the Frangi filter below.
RA =
(Largest Cross Section Area)/pi
(Largest Axis Semi-Length)2
=
|λ2|
|λ3| (5.8)
RB =
Volume/(4pi/3)
(Largest Cross Section Area/pi)3/2
=
|λ1|√|λ2λ3| (5.9)
S =
√√√√ 3∑
k=1
λ2k (5.10)
FFrangi(s) =
 0 if λ2 > 0 or λ3 > 0(1− exp (− R2A2α2))exp (− R2B2β2) (1− exp (− S22c2))
(5.11)
In our experiments, we set the parameter values to α = 0.5, β = 0.5 and c =
500. Values were chosen by visual assessment of a few randomly chosen training
datasets.
In theory, the scale at which the filter response peaks should correspond to
the radius of the vessel being measured. In practice, we found that maximum
responses were obtained at a rather smaller scale (see Figure 5.12).
5.5.3.3 Filter comparison
A visual comparison of the filters is given in Figure 5.11. We now attempt to
evaluate the filters numerically.
Ideally, the vessel filter should have high sensitivity and specificity for voxels
belonging to the vessel of interest. Sensitivity is particularly important, so as not
to misclassify vessel voxels as background.
A comparison of the two filters was performed by computing for each vessel
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(a) Original (b) Top-Hat (r=2mm) (c) Top-Hat (r=4mm)
(d) Frangi (all scales) (e) Frangi (s=1mm) (f) Frangi (s=2mm)
Figure 5.11: MIP images showing comparison of filtering using the top-hat transform
and the Frangi filter. The same dataset is used as in Figure 5.9. a) Original image. d)
Cumulative result for the Frangi vesselness filter. Two approximately equivalent scales
are then shown for each filter. [TMVS Dataset ID: 3738]
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(b) Frangi vesselness filter
Figure 5.12: Graphs showing the correlation between typical vessel diameter and the
filter size at which the maximum response is obtained (see Figure 5.13). Left: Top-hat
transform. Right: Frangi vesselness filter. Typical vessel diameters are taken from Avolio
[233] and Kahraman et al [234].
the filter responses F(c) for vessel centre line voxels c over a range of filter sizes,
and recording the 10th, 50th (median) and 90th percentile response values. Filter
response is measured in units of statistical z-score, see equation 5.12.
RFilter =
F(c)− µ
σ
(5.12)
Here µ and σ refer to the mean and standard deviation of the filter responses,
computed over all voxels (vessel and non-vessel) in the training volumes.
Results are shown in Figures 5.12 and 5.13. There is a clear positive correlation
between the predicted vessel diameter and the filter size at which the response
peaks. The top-hat transform is most sensitive, particularly in the case of the
small vessels of the lower leg, which are dim and may be just one or two voxels
in diameter. On the other hand, the Frangi filter does not well distinguish vessel
from noise — see the responses for the right posterior tibial artery; the bottom
10% of voxels are eliciting almost zero response. This problem is referred to in the
paper on scale-space by Florack et al. [188] which states that the approximation
to a scale s is only accurate where s s0, s0 being the pixel scale. This is because
at low resolution a Gaussian kernel has little meaning. A further problem is that
the vesselness filter works poorly at branch points, as mentioned in the prior art
section; this is evident in the images of Figure 5.11.
It was found empirically that the top-hat transform was indeed the most
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.13: Graphs showing the filter responses for four different vessels, ordered by
diameter from largest (top) to smallest (bottom): Aortic arch, coeliac trunk, internal
carotid artery and right posterior tibial artery. Left: Top-hat transform. Right: Frangi
vesselness filter. The horizontal axes show filter size i.e. Top-hat cuboid half-size r and
Frangi scale s. The vertical axes show Z-score values. The 10th, 50th (median) and 90th
percentile Z-scores are shown in blue, green and purple respectively.
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effective for the purpose of tracking. We note that the top-hat transform is
basically a low-pass filter. There is the option of combining two filters to give a
band-pass filter (i.e. minus a smaller filter result from a larger filter result). By
doing this, we would risk suppressing stenosed regions. Currently, we run the
opposite risk, of filtering out aneurysms. This is an issue to be aware of when
considering the vessel tracking application.
5.5.4 Introducing a prior for vessel path: Creating a vascular
atlas
Vessels have characteristic shapes. If the vessel being tracked is known, then it is
possible to predict the path of the vessel to some degree. We develop a simple
method to create a “vascular atlas” for each vessel, which represents our prior
belief (as per Bayesian reasoning) for the probability that an edge between two
voxels belongs to the vessel of interest, given its position and direction. The prior
probability doubles up as the atlas cost function Cpi (see later how this is used in
the tracking method).
The vascular atlas is constructed in a leave-one-out fashion. Non-rigid align-
ment between scans is found using a 3D thin plate spline [59], created from the
detected vascular landmark locations. The registered ground truth centre lines are
then resampled so that they contain data points at a spacing corresponding to the
test scan resolution. Kernel density estimation is used to construct a continuous
probability density function, as a function of the centre line ground truth points
t = 1 . . . n with position pt. The contribution of each training point pt to the cost
at p is weighted by a Gaussian function gt = G(pt|p, σpi), parameterised by σpi.
Were we to simply construct a density map, then we take p to be the position of
the destination voxel for the edge being costed and obtain:
Cpi(p) = KN
n
∑
t=1
gt (5.13)
where the normalising factor KN is selected such that the maximum value of the
cost function Cpi which is present in the atlas is one i.e. Cpi ranges between zero
and one.
However, we also take account of the orientation o of an edge, compared
to those in the ground truth. Therefore we augment equation 5.13 with the
orientations ot, of the edges connecting each point t with the previous point t− 1.
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Cpi(p, o) = KN
(
n
∑
t=1
gt −
∣∣∣∣∣ n∑t=1 gtoˆt
∣∣∣∣∣+ oˆ · n∑t=1 gtoˆt
)
(5.14)
An example map is shown in Figure 5.14 for the left vertebral artery.
(a) (b) (c) (d)
Figure 5.14: Coronal and sagittal MIP images showing the vessel flow probability map
for the left vertebral artery. The image intensity represents the magnitude of the term
∑nt=1 gt, and the arrows show the direction and size of the vector ∑
n
t=1 gtoˆt at each point.
Vector field is sampled at low resolution for ease of visualisation. a) Coronal view of the
LVA. b) Coronal view of the LVA probability atlas c) Sagittal view of the LVA d) Sagittal
view of the LVA probability atlas.
5.5.5 Tracking algorithm
A top-hat transform is used for filtering. For efficiency only, two top-hat filter
sizes were used (2mm and 4mm half-size). For tracking each vessel, we select
either the original volume or one of the filtered volumes according to the filter
choice in Table 5.3. The best filter for each vessel was chosen based on which
gave the best overall tracking results.
The A* algorithm [235] is used to efficiently search the space of the selected
volume to find the shortest path between each pair of landmarks. This algorithm
is a variant of Dijkstra’s shortest path algorithm [202], which uses a priority
queue to reduce the proportion of the space that is searched, by consideration of
the Euclidean distance to the end node, or the future path cost. Each voxel in the
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scan is treated as a node on the graph, and each voxel is considered to have an
edge to connecting it to each of its 26 neighbouring nodes.
The cost of an edge is a combination of an intensity-based cost derived from
the intensity I of the destination node, and a location-based cost computed using
a vascular probability atlas constructed from ground truth.
Given a background intensity threshold IB and a vessel intensity threshold IV
found using the convex hull method of histogram analysis [236], the cost due to
intensity CI is as follows.
CI(I) =

kI if I < IB
1+ (kI − 1) (IV−I)(IV−IB) if I > IB and I < IV
1 if I > IV
(5.15)
Misclassification may reasonably occur in cases of stenosis, in which there is a
small region of non- or low contrast at the point of stenosis. For this reason,
we allow tracking of the vessel through background, subject to a cost penalty.
The constant kI controls the relative preference for bright voxels (I > IV) versus
background vessels (I < IB). A higher value is beneficial for vessels with high
tortuosity, or where the vessel flow probability map is not considered to be a
strong model.
The cost due to intensity CI and the cost due to the vascular probability atlas
Cpi(p, o) are combined, and scaled by the length d of the edge. In a 3D square
grid, d will be equal to 1,
√
2 or
√
3, depending on whether the edge travels in
one, two or three dimensions between neighbouring nodes. Background voxels
Cpi < tpi are not considered, where tpi is an empirically chosen threshold.
C(I, p, o) =
 ∞ if I < IB, Cpi(p, o) ≤ tpid(CI(I)(1.0+ (kpi − 1)(1− Cpi(p, o))) otherwise
(5.16)
The cost function C(I, p, o) is illustrated in Figure 5.15.
The resulting path will take a ’racing line’ within the vessel. The path is refined
to a centre line by performing vessel contour finding in 2D slices orthogonal to
the path — not described here.
Fixed limits are set for the total cost of the path and the total number of voxels
which are visited, such that in cases where there is no obvious solution, the
algorithm fails rather than returning e.g. a direct path between vascular landmark
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Figure 5.15: Graph showing the vessel tracking cost function C(I, p, o) (see equation
5.16). Raw voxel intensity is shown on the horizontal axis. Each voxel is assigned a cost
according to its vascular probability map value Cpi, from the range shown by the white
region: the lower limit corresponds to an atlas cost of 1.0, the upper limit corresponds
to an atlas cost of 0.0 and the cost transitions linearly in between. The grey shading
indicates non-accessible cost regions.
end points which travels predominantly via background voxels.
5.5.6 Results
Parameter values of kI = 4, kpi = 2 and tpi = 0.6 were chosen.
Results are shown in Table 5.3 for tracking vessels from manually placed
landmarks. The control experiment and the context-aware method are compared.
The control experiment is the original method without the addition of contextual
knowledge i.e. no pre-processing filtering step and no atlas prior cost element
(Cpi is set to 1.0).
Evaluation Metric: The evaluation metric, % Tr, is the mean percentage of the
vessel which is tracked successfully. This is calculated as follows:
• The ground truth centre line is matched to the generated centre line so
that the sum Euclidean distance between them is minimal (see evaluation
method described by Schaap [237]).
• The percentage of ground truth points is computed which have a corre-
sponding generated point within the typical vessel radius.
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Typical vessel diameters are taken from Avolio [233] and Kahraman et al [234].
Table 5.3: Vessel tracking results from manually placed landmarks in MRA datasets.
n = number of test examples, SD is the typical diameter according to Avolio [233] and
Kahraman et al [234], SF is the top-hat filter size = dimension of cubic filtering element,
Control = results for control experiment, Filter = results using filtering only, Atlas = results
using atlas only, Both = results for full method i.e. both filter and atlas. The results are
expressed as the mean percentage of the vessel tracked successfully. The best result for
each vessel is highlighted in grey.
Artery n SD SF Control Filter Atlas Both
(mm) (mm) % Tr % Tr % Tr % Tr
R External Carotid 13 3.0 ∞ 69.1 69.1 71.2 71.2
L External Carotid 13 3.0 ∞ 89.1 89.1 88.5 88.5
R Internal Carotid 13 3.5 ∞ 79.0 79.0 83.2 83.2
L Internal Carotid 13 3.5 ∞ 85.0 85.0 87.3 87.3
R Common Carotid 13 6.9 ∞ 84.3 84.3 84.8 84.8
L Common Carotid 13 6.9 ∞ 87.6 87.6 89.2 89.2
R Vertebral 12 4.4 ∞ 69.5 69.5 74.0 74.0
L Vertebral 11 4.4 ∞ 83.4 83.4 87.9 87.9
Brachiocephalic 14 12 ∞ 100 100 100 100
R Subclavian 14 9.0 ∞ 94.4 94.4 99.9 99.9
L Subclavian 14 9.0 ∞ 100 100 100 100
Aortic Arch 14 33 ∞ 93.2 93.2 100 100
Thoracic Aorta 13 29 ∞ 100 100 100 100
Abdominal Aorta 12 19 ∞ 100 100 100 100
Coeliac Trunk 13 9.1 ∞ 92.3 92.3 99.5 99.5
Superior Mesenteric 13 10 9 53.8 85.2 61.5 93.1
Right Main Renal 13 5.5 9 84.6 100 100 100
Left Main Renal 12 5.5 9 82.2 94.7 85.7 98.9
Inferior Mesenteric 10 1.9 5 27.7 43.8 28.5 43.1
R Common Iliac 12 8.1 ∞ 91.4 91.0 91.0 91.0
L Common Iliac 12 9.5 ∞ 91.0 91.0 91.3 91.3
R External Iliac 12 8.0 ∞ 91.7 91.7 91.7 91.7
L External Iliac 12 8.0 ∞ 100 100 100 100
R Common Femoral 12 6.3 ∞ 100 100 100 100
L Common Femoral 12 6.3 ∞ 100 100 100 100
R Profunda Femoris 12 5.4 9 94.0 99.7 96.2 98.6
Continued on next page
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Artery n SD SF Control Filter Atlas Both
(mm) (mm) % Tr % Tr % Tr % Tr
L Profunda Femoris 12 5.4 9 91.0 96.1 92.7 97.3
R Superior Femoral 11 5.6 9 9.1 72.7 9.1 72.7
L Superior Femoral 12 5.6 9 56.0 75.0 58.0 75.0
R Popliteal 10 4.7 9 79.9 100 90.0 100
L Popliteal 12 4.7 9 83.3 91.7 89.0 96.1
R Anterior Tibial 8 2.5 5 22.9 72.9 35.0 73.2
L Anterior Tibial 9 2.5 5 34.0 93.4 82.4 92.4
R Tibioperoneal Trunk 11 4.2 5 98.8 98.4 99.2 98.3
L Tibioperoneal Trunk 11 4.2 5 89.0 100 98.3 100
R Peroneal 8 3.0 5 59.2 80.5 60.1 80.7
L Peroneal 9 3.0 5 52.6 86.2 52.4 85.7
R Posterior Tibial 11 4.2 5 43.2 69.7 44.2 75.2
L Posterior Tibial 9 4.2 5 24.2 72.6 35.2 72.6
Overall 460 78.8 88.6 82.3 90.3
It can be seen that for smaller vessels, the use of contextual information
increases tracking success. For larger vessels, the control and the full method
perform similarly well. Small dim vessels such as in the lower legs appear to
benefit most from vessel enhancement by filtering. Small brighter vessels in
regions with many other vessels, such the head, appear to most benefit from the
atlas prior on the likely path of the vessel.
One-tail paired t-tests were performed for the overall figures for percentage
vessel tracked, giving p-values less than 0.001, substantiating that there is a
statistically significant overall improvement to vessel tracking.
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(a) Control, Coronal View (b) Control, Sagittal View
(c) Using atlas, Coronal View (d) Using atlas, Sagittal View
Figure 5.16: MIP images showing vessel tracking results for a scan of the head (Toshiba
data), comparing a control algorithm (value of atlas assumed to be zero everywhere)
with the method as described in this chapter. Note that filtering is not used for arteries in
the head. Landmarks are marked with dots (blue), and tracked vessel paths are marked
with lines (red). 1: R. internal carotid a., 2: L. internal carotid a., 3: R. vertebral a., 4: L.
vertebral a., 5: R. external carotid a., 6: L. external carotid a., 7: R. common carotid a., 8:
L. common carotid a., 9: R. subclavian a., 10: Brachiocephalic a., 11: L. subclavian a., 12:
Aortic arch [TMVS Dataset ID: 2467]
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(a) Original Image (b) With 2mm top-hat filter (c) With 4mm top-hat filter
(d) Control (e) With filter (f) With filter and atlas
Figure 5.17: Coronal view MIP images for an image of the lower legs (Siemens data).
a), b) and c) show the original image, and then the same image with the two top-hat
transform filters applied (4mm and 8mm). The filter removes the bright fat signal, and
thus the vessels are not obscured on the MIP. The larger popliteal artery at the top of
the image is plainly visible on the 8mm filtered image but has been suppressed on the
4mm filtered image. Images d), e) and f) show a comparison between the control, then
with filtering added, and finally both the filtering and the vascular atlas. It should be
noted that the atlas does not always improve tracking in the lower legs (see Table 5.3).
The right anterior tibial artery was occluded in these images so was deemed not viable
to track by the anatomist. Landmarks are marked with dots (blue), and tracked vessel
paths are marked with lines (red). In f) all vessels are tracked correctly. 1: R. peroneal a.,
2: R. posterior tibial a., 3: L. posterior tibial a., 4: L. peroneal a., 5: L. anterior tibial a.
Images © Clinical Imaging University of Dundee [TMVS Dataset ID: 3458]
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5.6 Vessel tracking from detected landmarks
The previous section shows tracking given manually placed landmarks. However,
ultimately we would like the method to be fully automatic. In this section, we
show results for the same datasets using automatically detected landmarks.
5.6.1 Method
The training data consists of the 14 stitched whole-body MRA datasets on which
we validate the tracking, as well as a further 36 unstitched Siemens MRA datasets.
Datasets are pre-processed by smoothing and rescaling them to 2mm voxel−1
(from the initial resolution of 1mm voxel−1).
A forest is trained using T = 80, DT = 12 and FT = 2500 (50% relative intensity
features 50% gradient orientation features). A full set of parameters are given
in Table 5.4. Feature offsets are selected using radial sampling. One pass of
atlas location feature feedback using an affine transformation to map to the atlas is
employed, such that although out-of-bag detection is employed, there is a small
element of resubstitution as described previously. We assume this has negligible
effect (see the results in section 2.4 for experimental justification).
After detection, landmarks with a probability PF(c| f ) greater than τP = 0.2
are considered to be positively detected, and tracking is initialised from these.
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Parameter Definition Value
DRes Resolution at which detector is run 2mm voxel−1
T Number of trees in forest 80
D Number of training datasets 50
DT Number of training datasets sampled
per tree (bagging)
12
dmax Maximum feature offset 50mm
F Total number of possible features 1 dsag(v) +
65k intensity +
1800M grad. orient.
FT Number of features selected per tree 1 dsag(v) +
1250 intensity
1250 grad. orient.
σSampling Standard deviation of Gaussian
weighting function for landmark sam-
ples
3.0mm
BRatio Ratio of background to foreground
training samples
5.0
Bpi_Ratio Ratio of background class to landmark
class prior probability
400
wNode_min Minimum total weight of samples in
a node for branch splitting, otherwise
branch is terminated.
5.0
wNode_Split_min Minimum total weight of samples in
smallest child node, otherwise branch
is terminated.
2.0
dskip (Detection phase) Grid search interval 2 voxels
Tmin (Detection phase) Minimum number
of trees to evaluate before forest short-
cut may be deployed.
5 trees
PShortcut (Detection phase) Minimum probabil-
ity for forest shortcut.
0.15
Table 5.4: Empirically chosen parameter values for the random forest for whole-body
MRA vascular landmark detection. This table can be directly compared with Table 2.1
for the original CT whole-body detector.
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5.6.2 Results
Results are given in Table 5.5. Some pictorial results are shown in Figures 5.18,
5.19 and 5.20.
The tracking results from detected landmarks, whilst worse than tracking
results from manually placed landmarks, still show much promise. A better
detection algorithm could be achieved if more training data were available.
The run times, per dataset, are approximately 25 seconds for landmark detec-
tion and 10 minutes for vessel tracking. However, we have not started to optimise
the tracking times. For instance, where there is vessel occlusion, the algorithm
takes a long time to fail because we put very conservative limits on the maximum
cost of the path and number of voxels visited. Also, the atlas creation has not
been optimised. We re-load the ground truth each for each vessel in each dataset,
and the code is not parallelised.
Table 5.5: Comparison of vessel tracking results from manually placed landmarks
(semi-automatic tracking) and from detected landmarks (fully automatic tracking) in
MRA datasets. n = number of test examples, GT = results from ground truth landmarks,
Detected = results from detected landmarks. The results are expressed as the mean
percentage of the vessel tracked successfully.
Artery n GT Detected
% Tr % Tr
R External Carotid 13 71.2 73.8
L External Carotid 13 88.5 89.4
R Internal Carotid 13 83.2 82.7
L Internal Carotid 13 87.3 85.5
R Common Carotid 13 84.8 80.9
L Common Carotid 13 89.2 89.5
R Vertebral 12 74.0 73.9
L Vertebral 11 87.9 73.7
Brachiocephalic 14 100 100
R Subclavian 14 99.9 97.8
L Subclavian 14 100 100
Aortic Arch 14 100 100
Thoracic Aorta 13 100 100
Abdominal Aorta 12 100 100
Coeliac Trunk 13 99.5 68.5
Continued on next page
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Artery n GT Detected
% Tr % Tr
Superior Mesenteric 13 93.1 92.3
Right Main Renal 13 100 92.3
Left Main Renal 12 98.9 86.9
Inferior Mesenteric 10 43.1 21.7
R Common Iliac 12 91.0 90.7
L Common Iliac 12 91.3 91.4
R External Iliac 12 91.7 100
L External Iliac 12 100 91.7
R Common Femoral 12 100 89.4
L Common Femoral 12 100 100
R Profunda Femoris 12 98.6 77.7
L Profunda Femoris 12 97.3 72.5
R Superior Femoral 11 72.7 63.3
L Superior Femoral 12 75.0 81.8
R Popliteal 10 100 94.0
L Popliteal 12 96.1 95.1
R Anterior Tibial 8 73.2 71.1
L Anterior Tibial 9 92.4 70.3
R Tibioperoneal Trunk 11 98.3 82.5
L Tibioperoneal Trunk 11 100 100
R Peroneal 8 80.7 74.7
L Peroneal 9 85.7 62.9
R Posterior Tibial 11 75.2 74.9
L Posterior Tibial 9 72.6 35.2
Overall 460 90.3 84.3
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(a) GT (Coronal) (b) GT (Sagittal)
(c) Detected (Coronal) (d) Detected (Sagittal)
Figure 5.18: MIP images of the same Toshiba head dataset as shown in Figure 5.16, this
time showing fully automatic vessel tracking results from detected landmarks. Overall
the results are good, although there is some deviation from the vessel path on the left
vertebral artery. The landmark ART21.R at the converging termini of the left and right
vertebral arteries is also slightly mislocated. [TMVS Dataset ID: 2467]
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(a) (b) (c) (d)
Figure 5.19: MIP images for a whole-body MRA dataset, showing fully automatic vessel
tracking from detected landmarks. Figures 5.19a and 5.19b show the centre line ground
truth in orange. Figures 5.19c and 5.19d show the detected centre lines in red. Most
vessels are tracked satisfactorily. The inferior mesenteric artery has not been tracked. The
right peroneal artery terminus landmark was marked as uncertain in the ground truth,
so the poor detection and tracking is understandable. © Clinical Imaging University of
Dundee [TMVS Dataset ID: 3458]
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(a) (b) (c) (d)
Figure 5.20: MIP images for a whole-body MRA dataset, showing fully automatic vessel
tracking from detected landmarks. Figures 5.20a and 5.20b show the centre line ground
truth in orange. Figures 5.20c and 5.20d show the detected centre lines in red. Most
vessels are tracked satisfactorily. However, the left posterior tibial artery has not been
tracked, and the landmark ART72.R has been located on the wrong vessel, leading to the
right common femoral, right deep femoral and right superior femoral arteries deviating
slightly from their true paths. © Clinical Imaging University of Dundee [TMVS Dataset
ID: 3600]
201
Chapter 5. Arterial tree tracking from anatomical landmarks
5.7 Discussion
5.7.1 Summary of our contribution
In summary, we have demonstrated a fully automatic method for identifying and
tracking the major arteries that are present in an MRA dataset of the whole or part
of the body. Landmarks at the bifurcations and termini of the major arteries of
the body are located by a random forest detector. Subsequently a minimum path
algorithm is used to track vessels one by one, incorporating knowledge of vessel
diameter and path to guide the tracking process via two mechanisms. Firstly, a
priori knowledge of the typical diameter of the vessel being tracked informs the
scale of the morphological top-hat filter which is applied as a pre-processing step.
Secondly, the two-point tracking algorithm employs a cost function based on
intensity, shape and orientation information, the latter two of which are provided
by a vascular atlas. This atlas (one per vessel) is registered by way of the detected
landmark points, and is learnt from the (aggregated) ground truth centre lines in
the training set.
The tracking method has been tested on a range of arteries of varying size and
anatomical location, and it has been shown that there is a significant improvement
when contextual information is used to inform tracking. For larger vessels, both
the control method and the full method give excellent results. This is explained
by the low tortuosity and bright contrast characteristic of large proximal vessels.
For these vessels contextual knowledge is not required — but reassuringly there
is no regression with its usage. For smaller, more peripheral vessels, there is
an observable improvement when the algorithm is augmented with contextual
information, and this is important because these vessels are often of clinical
interest.
This is a nice demonstration of a possible application of automatically detected
landmarks, which should be easily extendable to the venous system and to other
modalities. There are many other existing algorithms which could be initialised
or augmented with the aid of automatically detected landmark points.
5.7.2 Morphology versus curvature analysis: The effect of data
resolution
In section 5.5.3, we described and compared the effects of two different filters
on MRA data. The top-hat transform outperformed the Frangi vesselness filter,
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because the latter was not sensitive to small vessels. Vesselness filtering often
yielded zero response for e.g. the lower leg vessels, yet these were the vessels for
which filtering was found to aid tracking the most (see Table 5.3).
This problem is referred to in the paper on scale-space by Florack et al. [188].
At scales close to the data resolution, the signal is effectively undersampled.
In order for the scale-space approximation to be reasonable, the scale of the
Gaussian kernel s must obey s s0, s0 being the pixel scale. Namely, there is a
requirement for the vessel cross-section to be significantly larger than the data
scale. The whole-body MRA Siemens datasets used in this chapter have a scale
of 1mm voxel−1 and for small vessels (see Figures 5.12 and 5.13) the Gaussian
smoothing sigmas s may be as small as 1mm. Hence it is not a surprise that the
estimation of the Hessian matrix for small vessels is poor.
By contrast, the top-hat transform is a non-linear operation which is sensitive
to vessels of any cross-sectional size. It is possible to enhance even vessels
which are one voxel thick, although at small scales both filter results will be
compromised by spurious detail or noise.
5.8 Future work
5.8.1 Refinement of vessel tracking
Failure cases occur where vessels are significantly occluded or appear very dim.
Ideas for improvements to the algorithm include:
• Making parameter values (for kI , kpi and tpi) a function of the artery being
tracked. These parameters could be defined as a function of vessel properties
such as the (known) vessel tortuosity, and how predictable or variable its
path is. In the case of tortuous vessels, we may want to discourage shortcuts
across background voxels by increasing kI (affects relative preference of
foreground to background voxels). In the case of vessels with a highly
unpredictable path, we may wish to decrease kpi and tpi so as to place less
weight on the atlas prior.
• Replacing or supplementing the top-hat filter with either a band-pass top-
hat filter or alternative filters such as the vessel-specific Frangi vesselness
filter.
• Progressive refinement of the vascular atlas kernel density estimation by
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making the kernel size a function of the known vessel diameter and the
training data density at each point, and using anisotropic kernels [238].
The next step would be to acquire more data to truly evaluate the method.
An acknowledged weakness of this work is that due to insufficient data, the
parameter values were tuned on the same data for which the results are given.
For more rigorous validation, results should be reported on a separate test set
of data. In addition, the vascular landmark detector would be improved if
more training data were available. As with any machine learning algorithm,
significant quantities of data are required to train a good detector. It would also
be interesting to introduce test data from a wider range of scanners and scan
protocols.
5.8.2 Moving to multi-resolution detection
The observation was made in chapter 2 that landmarks on fine structures were not
being detected with precision (see section 2.5.3.4). We proposed that the landmark
features were simply at a finer scale than the forest operating resolution, and that
the problem could be easily solved by running detection at a higher resolution.
In this chapter, this is substantiated with a demonstration of landmark detection
on narrow vessels at higher resolutions of 1mm voxel−1 (section 5.3) and 2mm
voxel−1 (section 5.6).
However, running detection at a higher resolution entails a significantly longer
detection time, of order O(n3) where n is the resolution, due to the cubic search
space. Time could be saved by running the zeroth iteration at the lower 4mm
voxel−1 resolution, graduating to a finer resolution for subsequent iterations.
Furthermore, the search space for iterations beyond the zeroth could be limited
to the regions of interest which are discovered in the zeroth pass. For any given
landmark, its region of interest would be defined either as those voxels with high
probability in iteration zero, or as a neighbourhood to the landmark location.
The neighbourhood could be defined either relative to the landmark in scan
volume space, or in atlas space; its size and shape would be pre-learnt from
the training data in the same way that mapping thresholds are learnt for atlas
location autocontext.
Other authors have adopted a similar multi-resolution approach. For instance,
Liu et al. [239] and Dikmen et al. [240] of Siemens use a coarse-to-fine detector
cascade (8mm to 4mm to 2mm resolution), with progressive narrowing of the
search space according to search spaces pre-defined relative to the landmark
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location. In their approach, detectors are for single landmarks rather than using a
single multi-landmark detector as we did, so the ordering of detector application
also plays a role in the search strategy.
Additionally, we wonder if there is value in combining the results of detection
at different resolutions. Figure 5.7 shows that the probability cloud is more
spatially localised at lower resolution, but more sensitive to detail at higher
resolution. Inspection of individual landmark errors shows that there is indeed
ambiguity as to which resolution is best, see Figure 5.4. Classifier combination
has already been explored for brain structure segmentation (see chapter 4); these
ideas might have value for two random forest detectors trained at different
resolutions and potentially also different feature sets.
5.8.3 Single-seed tracking of peripheral vessels
This chapter concentrated on the main, named arteries of the body. These arteries
are present in most people, with much the same appearance. However, for the
small vessels peripheral to these, which might have many configurations, a fully
landmarked approach would be impractical.
For peripheral vessels, automatic tracking requires a single-seed tree tracking
approach — the seed, or root, landmarks being those at the extremities of our
current arterial tree. A number of such tree tracking algorithms were referenced
in the prior art section. In the same way that we have used contextual information
to aid two-point tracking, a tree-tracking algorithm could be aided by knowledge
of the (typical) orientation and depth of the tree, the number of branching levels,
the vessel diameter, and the rate of contrast attenuation.
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Abstract
To round off this thesis, we summarise the main conclusions from each of
the preceding technical chapters, highlight the main themes, and reiterate the
most promising ideas for future exploration.
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6.1 Summary of research
6.1.1 Learned atlas location autocontext
How may spatial relationships between landmarks be exploited in a machine learning
algorithm for anatomical landmark detection?
For this problem, we started with a random classification forest which predicted
landmark locations on the basis of local neighbourhood HU intensities. In a
classification paradigm, all voxels in a scan nominally have an equal chance of
being selected as the location for any given landmark. There is no barrier to
assigning anatomically implausible landmark configurations.
To incorporate spatial context into landmark detection, we developed a
method of feeding back the results and hence iteratively refining them, which we
term atlas location autocontext. This is analogous to the autocontext [28] mechanism
used for segmentation problems. Using this mechanism, a sequence of n detectors
is trained and applied in succession, with the predicted landmark locations from
each detector fed as input to the next detector. The predicted landmark locations
yield an estimated mapping to atlas space, and the estimated atlas x, y and z
coordinate values for a given voxel v are used as machine learning features.
A number of rigid and deformable mappings were considered for registration
to atlas space. Preliminary experiments showed that best registration accuracy
was achieved by the deformable thin plate spline, with the underlying global
transformation constrained to be a similarity transformation. The rigid mappings
gave a significantly poorer fit. However, for the purpose of comparison, we
tried atlas location features computed using both the thin plate spline (similarity-
constrained) and an affine transformation.
The mappings gave a similar modest improvement in landmark localisation,
as measured by mean error from the ground truth. The affine transformation
gave slightly greater improvement in detection accuracy, as measured by AUC for
a 30mm LROC. Improvement was observed after the first two rounds of feedback
but thereafter the results were stable. It could also be seen qualitatively that the
estimation of uncertain landmarks (see section 2.3.1.2) increased in credibility.
We attribute the unexpectedly good performance of the affine mapping to the
fact that it has error-cancellation properties in the case of randomly distributed
errors. Further, we note that the accuracy metric used in the preliminary experi-
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ment was clouded by the inclusion of landmarks which are already well located
by the original detector.
6.1.2 Gradient Orientation features
How may an existing machine learning algorithm for anatomical landmark detection in
CT data be adapted for use in other imaging modalities?
For modalities other than CT, image intensities are uncalibrated and an anatom-
ical landmark detector based on grey level intensities is much less powerful.
Hence, in this work a set of features was sought which has greater invariance
to transformations of the image intensities. We chose to investigate histograms
of gradient orientations, since they are a well tried and tested image descriptor
[79, 82, 87], which can be efficiently implemented using integral volumes.
Various aspects of gradient orientation histograms were explored: the dimen-
sions of the cuboids over which the histogram is computed, the random sampling
strategy for the cuboid offsets, the number of histogram bins, the plane in which
the 2D gradient orientations are measured, noise thresholding and weighting
schemes. In many aspects, the simplest scheme gave best performance. For
instance, 8-binned histograms outperformed 16-binned histograms coupled with
Gaussian weighting.
The optimised gradient orientation features were shown to better the perfor-
mance of intensity features in MRI data, but not in CT data. In both modalities, a
50-50 mix of features gave slightly improved performance.
Finally, successful three-way cross-modality classification was performed with
CT, MRI-T1 and MRI-T2 data. These detectors had worse performance than same
modality classification but open up possibilities for situations dealing with a
previously unseen data modality, or for pooling training data across modalities
where data for the target modality is scarce.
6.1.3 Probabilistic fusion of MAS and RF classifiers
How may existing multi-atlas segmentation and machine learning classifiers be combined
for the problem of brain region segmentation?
We considered the problem of brain parcellation from the MICCAI 2012 Grand
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Challenge [1], which used a labelling protocol of 138 classes. This meant fine
division of the brain into many regions, many of which appear similar. Hence,
spatial context is important. Multi-atlas segmentation (MAS) classifiers are the
established approach to brain parcellation, and we have an algorithm at TMVS
[26] which is fast, robust and not far from state-of-the-art accuracy.
This algorithm originally used an expectation maximisation step for the
purpose of post-processing the probabilistic results of the MAS classifier. However,
we wondered if a random forest might provide a better alternative. We chose
to approach the problem as one of classifier combination [138]. MAS and random
forest classifiers were trained independently and the two sets of probabilities
were simply combined by — in order to compare and contrast — both averaging
and Bayesian multiplication.
Results showed that the random forest alone was a poor choice of classifier
for this problem. However, when a forest classifier trained on very local image
intensities (≤15mm offset) was combined with the original MAS classifier, this
gave significant improvement. Visual inspection showed that tissue types were
better separated in regions of intricate cross-tissue boundaries. We presented
results for two alternative forest classifiers which used longer range intensity
features (≤50mm offset) and gradient orientation features respectively. These
classifiers performed better alone due to the richer spatial context, but gave rather
less independent information compared to the MAS algorithm. The intuitive con-
clusion was that, where the ultimate goal is combination, the two base classifiers
should be trained to be as different to one another as possible.
We discussed the application of class priors when working with random
forests, pointing out that these could be applied at the tree level as was done for
anatomical landmark detection, or more properly at the forest level as we have
done with brain segmentation. We also discussed the importance of assessing
the degree of independence when choosing a combination method (averaging
or Bayesian multiplication). We note that in fact we applied a final empirical
calibration step to all results which gave significant improvement, making the
discussion of priors and of independence in combination methods somewhat
redundant. It is proposed that in future both combination and calibration steps
would be best replaced with a single machine learning step such as softmax
regression.
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6.1.4 Context-aware vessel tracking from detected landmarks
How may we develop a fully automated system for tracking and labelling the major
arteries of the body in MRA datasets?
Many image analysis algorithms are semi-automated, requiring the user to place
one or more manual seed points for initialisation. This chapter was a proof
of concept for our claim that such manual seed points could be replaced with
detected landmarks. We started with an existing two-point vessel tracking
algorithm. Landmarks were defined for the whole arterial system such that
tracking of major arteries could become fully automated.
In the first place, the anatomical landmark detector of earlier chapters was
tuned for the purpose of angiography images and vascular landmarks. Relative
intensities (i.e. relative to the intensity at the voxel of interest) were found to be
outperform absolute intensities, for CT data as well as for MRI. On reflection
this makes sense, since the intensity of contrast agent in scans is uncalibrated.
We also required to move to a higher resolution than the previous detection
resolution of 4mm voxel−1 in order to detect smaller vessels such as the coronary
arteries. Finally, a radial pattern of sampling (i.e. uniform sampling with respect
to the radial offset, yielding more features at short range) appeared to give better
localisation of landmarks.
We then looked at how contextual information might be used to make the
tracking more robust. This was done in two ways. Firstly, by morphological pre-
processing of the image with a top-hat transform at a scale corresponding to the
diameter of the vessel of interest. Secondly, by registering the ground truth centre
lines to the detected landmarks using a thin plate spline mapping, and creating a
vascular atlas — representing the spatial density of ground truth — which was
used to influence the cost function for the minimum path tracking algorithm.
Both of these mechanisms were made possible because we had knowledge of
exactly where we were tracking from and to. Additionally, there were enough
ancillary detected landmarks to allow registration of ground truth centre lines
and thereby fit a vascular atlas, which would not be possible with just two vessel
end points.
Promising results were achieved for fully automated tracking. This method
could only improve given more data and more ground truth. Further, contextual
information was shown to improve tracking even in the case of manually placed
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Figure 6.1: Diagram showing the relationships between the atlas-based and machine
learning-based elements to each image analysis problem in this thesis.
landmarks, showing once again the importance of exploiting prior anatomical
knowledge, be that atlas-based or otherwise.
6.2 Some higher-level observations
6.2.1 Combining atlas-based and feature-based information
We have explored the use of atlas-based and feature-based information for differ-
ent anatomical structure detection problems. Figure 6.1 summarises the various
relationships between the two. Ultimately both approaches gave useful and
complementary information for all of the problems that we considered.
6.2.2 Mixing the old with the new
It was mentioned in the introduction (see section 1.4) that existing algorithms
would be augmented or adapted where possible. In the end, we have showcased a
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Figure 6.2: Diagram showing the architecture of the novel elements B and the pre-existing
elements A. a) Atlas location autocontext: Feedback b) Gradient orientation features: Input
modification c) Probabilistic fusion for segmentation: Output modification d) Vessel tracking
from landmarks: Novel inputs (detected rather than manual landmarks), Input modification
(data filtering) and Algorithmic modification (vascular atlas for tracking cost function).
range of different ways that a new element B may be introduced to a pre-existing
algorithm A. Figure 6.2 shows the different architectures diagrammatically.
A nice side effect of this approach was that in all approaches, we were able to
make direct comparisons of performance between the old algorithm A and the
new algorithm A + B. This allowed easy assessment of the effectiveness of B.
On the other hand, our research directions were necessarily constrained by
the path already trodden. One example is the use of a classification forest rather
than a regression forest for landmark detection; the latter appears to be the more
intuitive fit, and would fit seamlessly with the idea of atlas location autocontext.
6.2.3 The law of parsimony
The story of this thesis has been the triumph of simplicity over sophistication.
• Atlas autocontext worked better with a simple affine transform to atlas
space than with a deformable thin plate spline transform.
• For gradient orientation features, the Gaussian weighting in orientation
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space and noise level thresholding gave no significant benefit over using a
small number of bins and uniform weighting.
• For vascular landmark detection, multi-size cuboidal features worked no
better than single voxel intensities.
• For vessel enhancement, a simple morphological operation (the top-hat
operation) outperformed the more complex Frangi vesselness filter.
According to Occam’s razor (or the ’law of parsimony’), we chose the simplest
effective method in each case. This shows the importance of proving the value
of each level of complexity. We found that often, the simplest method was
sufficient, or, there were other limiting factors which rendered the more complex
method ineffective e.g. error in the detected landmarks for the spline, insufficient
resolution of the data for the Frangi filter.
6.2.4 Features for modalities
The best choice of image features for the random forest is closely related to the
image modality.
• For CT images, simple voxel intensities work well, although there is a slight
benefit from adding gradient orientation features into the mix.
• For MRI and MRA images, gradient orientation features should be used,
although there is a slight benefit from adding relative intensity features into
the mix.
• CTA data should also be treated as uncalibrated data, with the use of
relative intensities and — though the results have not been presented in this
thesis — gradient orientation features.
• For unseen modalities, unsigned gradient orientation features should be
used.
Each extra set of features carries a memory and computation time cost. The
gradient orientation features require many times more memory than intensity
features: one integral volume per histogram bin versus one integral volume in
total. Hence, for any specific application there are trade-offs to be made.
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6.3 Future research directions
Specific suggestions for future work are given at the end of each chapter. Here
we reiterate the most promising ideas.
6.3.1 Acquiring more data
Machine learning algorithms thrive on data [241]. All of the methods in this
thesis would benefit from more data. For instance, we use 278 training datasets in
the whole-body CT anatomical landmark algorithm; this is by far the most data
out of all experiments in this thesis. By contrast, 2000 datasets are used to train
Siemens’ ALPHA (Automatic Landmarking and Parsing of Human Anatomy)
algorithm [239].
Currently we cannot claim to have found the limits of accuracy of any of our
algorithms. Unfortunately, addition of more data also requires the painstaking
and expensive manual creation of accompanying ground truth. However, the
acquisition of data is definitely a priority for future work.
6.3.2 Improving and expanding atlas location features
In section 2.6.1 we outlined some interesting ideas for advancing the atlas map-
ping used for atlas location autocontext. Namely, by:
• Employing a weighted affine transformation, where the weights are informed
by the known variances of the detection errors.
• Performing affine registration by parts, separating the registration of crudely
separate articulating structures. Our initial suggestion is to split the body
into: head, neck, thorax & abdomen, legs. The partial affine mappings
would provide estimated atlas locations which could then be linked together
with a thin plate spline to make a single mapping.
Further, we presented a number of interesting ideas which leverage the atlas
space concept, in Table 2.6.2. These ideas range from expressing other image
features (intensities, gradient orientations) in atlas space, to simply adjusting the
operating resolution depending on the discovered scale of the person, in order to
compensate for size differences between smaller and larger people.
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6.3.3 Moving to multi-resolution landmark detection
In section 2.5.3.4 we discussed the causes of landmark detection imprecision, and
concluded that some of our landmarks were situated on features which were
not actually visible at the detection resolution. Correspondingly, in chapter 5 we
moved to a higher resolution in order to detect vessels.
The recommendation going forward is to explore multi-resolution detection.
The current setup, with multiple iterations, lends itself conveniently to a progres-
sive stepped increase in resolution. We could simply run the first pass at 4mm
voxel−1 and the second at 1mm voxel−1 or 2mm voxel−1. Alternatively, we could
start at an even lower resolution (perhaps 6mm voxel−1 or 8mm voxel−1). The
search space might be progressively narrowed as discussed, either by zoning in
on those regions of high probability according to the previous iteration, or by
using pre-defined search regions in atlas space.
Additionally, we propose that there may be value in mathematically com-
bining the results of detection at different resolutions. Figure 5.7 shows that
the probability cloud is more spatially localised at lower resolution, but more
sensitive to detail at higher resolution. Inspection of individual landmark errors
shows that there is indeed ambiguity as to which resolution is best, see Figure 5.4.
The ideas of classifier combination which were explored for brain structure seg-
mentation might have value for two random forest detectors trained at different
resolutions and potentially also trained on different feature sets.
6.4 Final words
The contributions of this thesis have been highly practical, and there are some
exciting results from both a research and commercial perspective. We have:
• Vastly reduced spurious results in anatomical landmark detection for CT
data.
• Extended our landmark detection capability from CT to, in theory, any
imaging modality.
• Demonstrated proof of concept for cross-modality landmark detection, in
which the training and test modalities differ.
• Improved the accuracy of an existing brain gyrus segmentation algorithm.
• Developed a fully automated tracking and labelling system for the major
arteries of the body in MRA scans.
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In the process, we have challenged our ideas on what class prior probabilities
mean in the context of a random forest, and even what the mechanism of a
random forest really is. We have stressed the importance of validating every
additional level of complexity in an algorithm. Our experimental hypothesis was
proven wrong on more than one occasion, in which case we went to some length
to explore why.
The merits of both atlas methods and machine learning, specifically random
forests, have been reaffirmed and we have demonstrated many ways in which
the two may co-exist in happy symbiosis.
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Below is a full list of landmark codes and descriptions. The original set of 127
landmarks is given first (as used in chapter 2 for the whole-body CT classifier).
The ’Head and neck’ subset of 42 landmarks from the expanded (and rede-
fined) list of 358 landmarks is then given (as used in chapter 3 for the MRI and CT
head classifiers). This expanded list was defined at a later stage to supersede the
original list. This list encompasses body regions not originally considered: hands,
feet, skin surfaces and gender-specific organs, and also to remove or redefine
those landmarks found to be poorly defined when analysing the results of the
landmark detection classifier of chapter 2. In particular, landmarks were defined
relative to the patient rather than relative to scanner space. Extra landmarks were
also added for completeness (for instance, only the odd-numbered thoracic ribs
and vertebrae were landmarked).
The landmark codes refer to the convenient abbreviations which were used
when producing numerical results and labelling images (some of these are evident
in the images shown in this thesis).
A.1 Original landmark list
Table A.1: Original list of landmarks. ’R’ and ’L’ refer to ’Right’ and ’Left’. ’Post.’ refers
to ’Posterior’. ’CNS’ = Central Nervous System. Note that the excretory system includes
the kidney, the endocrine system includes the pancreas, the biliary system includes the
liver, the ’Head’ region comprises the head and the neck, and the ’Abdomen’ region
comprises the abdomen and the pelvis. There are no upper limb landmarks.
Description Code System Region
Anterior arch of atlas (cervical vertebra I) HNB1.A Skeletal Head
Superior tip of dens (cervical vertebra II) HNB2.S Skeletal Head
Superior aspect of R eye globe HNB3.S Skeletal Head
Superior aspect of L eye globe HNB4.S Skeletal Head
Centre of R eye globe HNB5.C Skeletal Head
Centre of L eye globe HNB6.C Skeletal Head
Optic nerve attachment to right eye HNB7.C Brain & CNS Head
Optic nerve attachment to left eye HNB8.C Brain & CNS Head
Base of pituitary gland HNB9.C Brain & CNS Head
Bifurcation of R common carotid artery HNB10.S Circulatory Head
Bifurcation of L common carotid artery HNB11.S Circulatory Head
Floor of R maxillary sinus HNB12.I Skeletal Head
Floor of L maxillary sinus HNB13.I Skeletal Head
Frontal horn of R lateral ventricle HNB14.A Brain & CNS Head
Frontal horn of L lateral ventricle HNB15.A Brain & CNS Head
Pineal gland HNB16.C Brain & CNS Head
Centre of body of C3 vertebra HNB17.C Skeletal Head
Centre of body of C4 vertebra HNB18.C Skeletal Head
Continued on next page
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Description Code System Region
Centre of body of C5 vertebra HNB19.C Skeletal Head
Centre of body of C6 vertebra HNB20.C Skeletal Head
Centre of body of C7 vertebra HNB21.C Skeletal Head
C1 spinous process, post. tip HNB22.P Skeletal Head
C2 R bifid spinous process, post. tip HNB23A.P Skeletal Head
C2 L bifid spinous process, post. tip HNB23B.P Skeletal Head
C3 spinous process, post. tip HNB24.P Skeletal Head
C4 spinous process, post. tip HNB25.P Skeletal Head
C5 spinous process, post. tip HNB26.P Skeletal Head
C6 spinous process, post. tip HNB27.P Skeletal Head
C7 spinous process, post. tip HNB28.P Skeletal Head
Bifurcation of trachea THOR1.C Respiratory Thorax
Apex of R lung THOR2.S Respiratory Thorax
Apex of L lung THOR3.S Respiratory Thorax
Inferior angle of R scapula THOR4.I Skeletal Thorax
Inferior angle of L scapula THOR5.I Skeletal Thorax
Origin of L subclavian artery THOR6.C Circulatory Thorax
Origin of L common carotid artery THOR7.C Circulatory Thorax
Origin of brachiocephalic trunk THOR8.C Circulatory Thorax
Bifurcation of brachiocephalic trunk THOR9.C Circulatory Thorax
R coronary ostium THOR10.C Circulatory Thorax
L coronary ostium THOR11.C Circulatory Thorax
Aortic valve (centre of semilunar cusps) THOR12.C Circulatory Thorax
Heart apex at epicardium THOR13.L Circulatory Thorax
(extremus in sagittal plane)
Heart apex at endocardium THOR14.L Circulatory Thorax
(extremus in sagittal plane)
Superior surface of sternal notch THOR15.S Skeletal Thorax
Costophrenic angle of R lung THOR16.R Respiratory Thorax
Costophrenic angle of L lung THOR17.L Respiratory Thorax
R dome of diaphragm THOR18.S Respiratory Thorax
L dome of diaphragm THOR19.S Respiratory Thorax
Costal cartilage junction of 3rd R rib THOR20.A Skeletal Thorax
Costal cartilage junction of 3rd L rib THOR21.A Skeletal Thorax
Costal cartilage junction of 5th R rib THOR22.A Skeletal Thorax
Costal cartilage junction of 5th L rib THOR23.A Skeletal Thorax
Costal cartilage junction of 7th R rib THOR24.A Skeletal Thorax
Costal cartilage junction of 7th L rib THOR25.A Skeletal Thorax
Centre of body of T1 vertebra THOR26.C Skeletal Thorax
Centre of body of T3 vertebra THOR27.C Skeletal Thorax
Centre of body of T5 vertebra THOR28.C Skeletal Thorax
Centre of body of T7 vertebra THOR29.C Skeletal Thorax
Centre of body of T9 vertebra THOR30.C Skeletal Thorax
Centre of body of T11 vertebra THOR31.C Skeletal Thorax
Lateral extremus of R 3rd rib THOR32.R Skeletal Thorax
Lateral extremus of L 3rd rib THOR33.L Skeletal Thorax
Lateral extremus of R 5th rib THOR34.R Skeletal Thorax
Lateral extremus of L 5th rib THOR35.L Skeletal Thorax
Lateral extremus of R 7th rib THOR36.R Skeletal Thorax
Lateral extremus of L 7th rib THOR37.L Skeletal Thorax
Superior pole of R kidney ABDO1.S Excretory Abdomen
Continued on next page
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Description Code System Region
Superior pole of L kidney ABDO2.S Excretory Abdomen
Inferior pole of R kidney ABDO3.I Excretory Abdomen
Inferior pole of L kidney ABDO4.I Excretory Abdomen
Head of pancreas ABDO5.M Endocrine Abdomen
Tip of tail of pancreas ABDO6.L Endocrine Abdomen
Most inferior aspect of liver (R lobe) ABDO7.I Biliary Abdomen
Posterior aspect of liver (R lobe) ABDO8.P Biliary Abdomen
Origin of the coeliac trunk ABDO9.C Circulatory Abdomen
Origin of the hepatic artery ABDO10.C Circulatory Abdomen
Origin of the splenic artery ABDO11.C Circulatory Abdomen
Origin of the superior mesenteric artery ABDO12.C Circulatory Abdomen
Origin of R main renal artery ABDO13.C Circulatory Abdomen
Origin of L main renal artery ABDO14.C Circulatory Abdomen
Origin of R common iliac ABDO15.C Circulatory Abdomen
Origin of L common iliac ABDO16.C Circulatory Abdomen
Origin of R internal iliac artery ABDO17.C Circulatory Abdomen
Origin of R external iliac artery ABDO18.C Circulatory Abdomen
Origin of L internal iliac artery ABDO19.C Circulatory Abdomen
Origin of L external iliac artery ABDO20.C Circulatory Abdomen
Centre of body of L1 vertebra ABDO21.C Skeletal Abdomen
Centre of body of L2 vertebra ABDO22.C Skeletal Abdomen
Centre of body of L3 vertebra ABDO23.C Skeletal Abdomen
Centre of body of L4 vertebra ABDO24.C Skeletal Abdomen
Centre of body of L5 vertebra ABDO25.C Skeletal Abdomen
Superior aspect of R iliac spine ABDO26.S Skeletal Abdomen
Superior aspect of L iliac spine ABDO27.S Skeletal Abdomen
R anterior superior iliac spine (ASIS) ABDO28.A Skeletal Abdomen
L anterior superior iliac spine (ASIS) ABDO29.A Skeletal Abdomen
Centre of symphasis pubis ABDO30.C Skeletal Abdomen
Centre of head of R femur ABDO31.C Skeletal Abdomen
Centre of head of L femur ABDO32.C Skeletal Abdomen
R femur, greater trochanter (sup. aspect) ABDO33.S Skeletal Abdomen
R femur, greater trochanter (lat. aspect) ABDO34.L Skeletal Abdomen
L femur, greater trochanter (sup. aspect) ABDO35.S Skeletal Abdomen
L femur, greater trochanter (lat. aspect) ABDO36.L Skeletal Abdomen
Superior point of right sacro iliac joint ABDO37.S Skeletal Abdomen
Inferior point of right sacro iliac joint ABDO38.I Skeletal Abdomen
Superior point of left sacro iliac joint ABDO39.S Skeletal Abdomen
Inferior point of left sacro iliac joint ABDO40.I Skeletal Abdomen
Tip of the coccyx ABDO41.I Skeletal Abdomen
Lateral epicondyle of R femur LOWL1 Skeletal Lower Limbs
Medial epicondyle of R femur LOWL2 Skeletal Lower Limbs
Lateral epicondyle of L femur LOWL3 Skeletal Lower Limbs
Medial epicondyle of L femur LOWL4 Skeletal Lower Limbs
Lateral condyle of R tibia LOWL5 Skeletal Lower Limbs
Medial condyle of R tibia LOWL6 Skeletal Lower Limbs
Lateral condyle of L tibia LOWL7 Skeletal Lower Limbs
Medial condyle of L tibia LOWL8 Skeletal Lower Limbs
Centre of head of R fibula LOWL9 Skeletal Lower Limbs
Centre of head of L fibula LOWL10 Skeletal Lower Limbs
Apex of R patella LOWL11 Skeletal Lower Limbs
Continued on next page
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Description Code System Region
Apex of L patella LOWL12 Skeletal Lower Limbs
Lateral malleolus of R fibula LOWL13 Skeletal Lower Limbs
Medial malleolus of R tibia LOWL14 Skeletal Lower Limbs
Lateral malleolus of L fibula LOWL15 Skeletal Lower Limbs
Medial malleolus of L tibia LOWL16 Skeletal Lower Limbs
Posterior aspect of R calcaneus LOWL17 Skeletal Lower Limbs
Posterior aspect of L calcaneus LOWL18 Skeletal Lower Limbs
Centre of dome of R talus LOWL19 Skeletal Lower Limbs
Centre of dome of L talus LOWL20 Skeletal Lower Limbs
A.2 Expanded landmark list: Head & neck subset
Table A.2: ’Head and neck’ subset of the expanded landmark list. ’R’ and ’L’ refer to
’Right’ and ’Left’. ’Post.’ refers to ’Posterior’. ’CNS’ = Central Nervous System. Note that
the ’Surface’ system refers to the skin surface.
Description Code System
Anterior arch of atlas Atlas.A Skeletal
Superior tip of dens / peg Dens.S Skeletal
Superior aspect of R eye globe R.Eye.S Skeletal
Superior aspect of L eye globe L.Eye.S Skeletal
Centre of R eye globe R.Eye.C Brain & CNS
Centre of L eye globe L.Eye.C Brain & CNS
Optic nerve attachment to R eye R.CN2 Brain & CNS
Optic nerve attachment to L eye L.CN2 Brain & CNS
Base of pituitary gland PiGland.I Brain & CNS
Tragus of R ear R.Tragus Surface
Tragus of L ear L.Tragus Surface
Opisthion (Posterior aspect of Foramen magnum) Opisthion Skeletal
Bifurcation of R common carotid artery R.CoCarotid.Bi Circulatory
Bifurcation of L common carotid artery L.CoCarotid.Bi Circulatory
Floor of R maxillary sinus R.MaxSinus.I Skeletal
Floor of L maxillary sinus L.MaxSinus.I Skeletal
Frontal horn of R lateral ventricle R.LatVent.A Brain & CNS
Frontal horn of L lateral ventricle L.LatVent.A Brain & CNS
Pineal gland Pineal.C Brain & CNS
Centre of body of C3 C3.C Skeletal
Centre of body of C4 C4.C Skeletal
Centre of body of C5 C5.C Skeletal
Centre of body of C6 C6.C Skeletal
Centre of body of C7 C7.C Skeletal
Posterior arch (tubercle) of atlas C1Tip.P Skeletal
C2 R bifid spinous process, post. tip R.TipC2.P Skeletal
C2 L bifid spinous process, post. tip L.TipC2.P Skeletal
C3 spinous process, post. tip C3Tip.P Skeletal
C4 spinous process, post. tip C4Tip.P Skeletal
C5 spinous process, post. tip C5Tip.P Skeletal
C6 spinous process, post. tip C6Tip.P Skeletal
Continued on next page
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Description Code System
C7 spinous process, post. tip C7Tip.P Skeletal
Body of hyoid bone (Anterior Aspect) Hyoid.A Skeletal
Glabella Glabella Surface
Nasion Nasion Surface
Acanthion Acanthion Skeletal
Mental protuberance of mandible MandibleTub Skeletal
Angle of R mandible R.MandibleAng Skeletal
Angle of L mandible L.Mandible.Ang Skeletal
Top of R ear attachment R.TEA Surface
Top of L ear attachment L.TEA Surface
Vertex of skull Vertex Skeletal
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B.1 Vascular Landmarks
Table B.1 lists the 49 landmarks which were defined to describe the standard
arterial tree in chapter 5, as shown in figure B.1.
Figure B.1: Schematic of the standard arterial system. The blue dots represent landmarks,
and the yellow lines represent arteries.
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Table B.1: List of vascular landmarks.
Description Code
1: Terminus of R external carotid a. ART3.R
2: Terminus of L external carotid a. ART6.L
3: Bifurcation of R internal carotid a. ART9.R
4: Bifurcation of L internal carotid a. ART12.L
5: Bifurcation of R common carotid a. ART15.R
6: Origin of L common carotid a. ART16.L
7: Bifurcation of L common carotid a. ART18.L
8: Origin of right vertebral a. ART19.R
9: Terminus of R and L vertebral arteries ART21.R
10: Origin of L vertebral a. ART22.L
11: Origin of brachiocephalic a. ART25.C
12: Bifurcation of brachiocephalic a. ART27.C
13: Terminus of R subclavian a. ART30.R
14: Origin of L subclavian a. ART31.L
15: Terminus of L subclavian a. ART33.L
16: Origin of aortic arch ART34.C
17: Terminus of aortic arch and origin of thoracic aorta ART36.C
18: Terminus of thoracic aorta and origin of abdominal aorta ART39.C
19: Bifurcation of abdominal aorta ART42.C
20: Origin of coeliac a. ART43.C
21: Terminus of coeliac a. ART45.C
22: Origin of superior mesenteric a. ART46.C
23: Terminus of superior mesenteric a. ART48.C
24: Origin of R renal a. ART49.R
25: Terminus of R renal a. ART51.R
26: Origin of L renal a. ART52.L
27: Terminus of L renal a. ART54.L
28: Origin of inferior mesenteric a. ART55.C
29: Terminus of inferior mesenteric a. ART57.C
30: Bifurcation of R common Iliac a. ART60.R
31: Bifurcation of L common Iliac a. ART63.L
32: Terminus of R external iliac a. and origin of R common femoral a. ART66.R
33: Terminus of L external iliac a. and origin of L common femoral a. ART69.L
34: Branch point of R common femoral a. ART72.R
35: Branch Point of L common femoral a. ART75.L
36: Terminus of R profunda femoris a. ART78.R
37: Terminus of L profunda femoris a. ART81.L
38: Terminus of R superficial femoral a. and origin of R popliteal a. ART84.R
39: Terminus of L superficial femoral a. and origin of L popliteal a. ART87.L
40: Bifurcation of R politeal a. ART90.R
41: Bifurcation of L popliteal a. ART93.L
42: Terminus of R anterior tibial a. ART96.R
43: Terminus of L anterior tibial a. ART99.L
44: Terminus of R peroneal a. ART102.R
45: Terminus of L peroneal a. ART105.L
46: Terminus of R posterior tibial a. ART108.R
47: Terminus of L posterior tibial a. ART111.L
48: Bifurcation of R tibioperoneal trunk ART112.R
49: Bifurcation of L tibioperoneal trunk ART113.L
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B.2 Vessels
Table B.2 lists the 39 vessels which were defined to describe the standard arterial
tree in chapter 5, as shown in figure B.1.
Table B.2: List of vessels, including the landmarks located at the origin and terminus of
each vessel.
Vessel Origin Terminus
R external carotid a. ART15.R ART3.R
L external carotid a. ART18.L ART6.L
R internal carotid a. ART15.R ART9.R
L internal carotid a. ART18.L ART12.L
R common carotid a. ART27.C ART15.R
L common carotid a. ART16.L ART18.L
R vertebral a. ART19.R ART21.R
L vertebral a. ART22.L ART21.R
Brachiocephalic ART25.C ART27.C
R. subclavian ART27.C ART30.R
L. subclavian ART31.L ART33.L
Aortic arch ART34.C ART36.C
Thoracic Aorta ART36.C ART39.C
Abdominal Aorta ART39.C ART42.C
Coeliac trunk ART43.C ART45.C
Superior mesenteric ART46.C ART48.C
R main renal ART49.R ART51.R
L main renal ART52.L ART54.L
Inferior mesenteric ART55.C ART57.C
R common iliac ART42.C ART60.R
L common iliac ART42.C ART63.L
R external iliac ART60.R ART66.R
L external iliac ART63.L ART69.L
R common femoral ART66.R ART72.R
L common femoral ART69.L ART75.L
R deep femoral ART72.R ART78.R
L deep femoral ART75.L ART81.L
R superficial femoral ART72.R ART84.R
L superficial femoral ART75.L ART87.L
R popliteal ART84.R ART90.R
L popliteal ART87.L ART93.L
R anterior tibial ART90.R ART96.R
L anterior tibial ART93.L ART99.L
R tibioperoneal trunk ART90.R ART112.R
L tibioperoneal trunk ART93.L ART113.L
R peroneal ART112.R ART102.R
L peroneal ART113.L ART105.L
R posterior tibial ART112.R ART108.R
L posterior tibial ART113.L ART111.L
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Table C.1 lists the brain structures which are segmented in chapter 4.
Table C.1: List of brain structures, split into cortical and non-cortical structures.
Description Category
3rd ventricle Non-cortical
4th Ventricle Non-cortical
R Accumbens Area Non-cortical
L Accumbens Area Non-cortical
R Amygdala Non-cortical
L Amygdala Non-cortical
Brain Stem Non-cortical
R Caudate Non-cortical
L Caudate Non-cortical
R Cerebellum Exterior Non-cortical
L Cerebellum Exterior Non-cortical
R Cerebellum White Matter Non-cortical
L Cerebellum White Matter Non-cortical
Right Cerebral White Matter Non-cortical
Left Cerebral White Matter Non-cortical
CSF Non-cortical
Right Hippocampus Non-cortical
L Hippocampus Non-cortical
R Inf Lat Vent Non-cortical
L Inf Lat Vent Non-cortical
R Lateral Ventricle Non-cortical
L Lateral Ventricle Non-cortical
R Pallidum Non-cortical
L Pallidum Non-cortical
R Putamen Non-cortical
L Putamen Non-cortical
R Thalamus Proper Non-cortical
L Thalamus Proper Non-cortical
R Ventral DC Non-cortical
L Ventral DC Non-cortical
Optic Chiasm Non-cortical
Cerebellar Vermal Lobules I-V Non-cortical
Cerebellar Vermal Lobules VI-VII Non-cortical
Cerebellar Vermal Lobules VIII-X Non-cortical
R Basal Forebrain Non-cortical
L Basal Forebrain Non-cortical
R ACgG anterior cingulate gyrus Cortical
L ACgG anterior cingulate gyrus Cortical
R AIns anterior insula Cortical
L AIns anterior insula Cortical
R AnG angular gyrus Cortical
L AnG angular gyrus Cortical
R AOrG anterior orbital gyrus Cortical
Left AOrG anterior orbital gyrus Cortical
R Calc calcarine cortex Cortical
Left Calc calcarine cortex Cortical
R CO central operculum Cortical
Continued on next page
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L CO central operculum Cortical
R Cun cuneus Cortical
L Cun cuneus Cortical
R Ent entorhinal area Cortical
L Ent entorhinal area Cortical
R FO frontal operculum Cortical
L FO frontal operculum Cortical
R FRP frontal pole Cortical
L FRP frontal pole Cortical
R FuG fusiform gyrus Cortical
L FuG fusiform gyrus Cortical
R GRe gyrus rectus Cortical
L GRe gyrus rectus Cortical
R IOG inferior occipital gyrus Cortical
L IOG inferior occipital gyrus Cortical
R ITG inferior temporal gyrus Cortical
L ITG inferior temporal gyrus Cortical
R LiG lingual gyrus Cortical
L LiG lingual gyrus Cortical
R LOrG lateral orbital gyrus Cortical
L LOrG lateral orbital gyrus Cortical
R MCgG middle cingulate gyrus Cortical
L MCgG middle cingulate gyrus Cortical
R MFC medial frontal cortex Cortical
L MFC medial frontal cortex Cortical
R MFG middle frontal gyrus Cortical
L MFG middle frontal gyrus Cortical
R MOG middle occipital gyrus Cortical
L MOG middle occipital gyrus Cortical
R MOrG medial orbital gyrus Cortical
L MOrG medial orbital gyrus Cortical
R MPoG postcentral gyrus medial segment Cortical
L MPoG postcentral gyrus medial segment Cortical
R MPrG precentral gyrus medial segment Cortical
L MPrG precentral gyrus medial segment Cortical
R MSFG superior frontal gyrus medial segment Cortical
L MSFG superior frontal gyrus medial segment Cortical
R MTG middle temporal gyrus Cortical
L MTG middle temporal gyrus Cortical
R OCP occipital pole Cortical
L OCP occipital pole Cortical
R OFuG occipital fusiform gyrus Cortical
L OFuG occipital fusiform gyrus Cortical
R OpIFG opercular part of the inferior frontal gyrus Cortical
L OpIFG opercular part of the inferior frontal gyrus Cortical
R OrIFG orbital part of the inferior frontal gyrus Cortical
L OrIFG orbital part of the inferior frontal gyrus Cortical
R PCgG posterior cingulate gyrus Cortical
L PCgG posterior cingulate gyrus Cortical
R PCu precuneus Cortical
L PCu precuneus Cortical
Continued on next page
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Description Category
R PHG parahippocampal gyrus Cortical
L PHG parahippocampal gyrus Cortical
R PIns posterior insula Cortical
L PIns posterior insula Cortical
R PO parietal operculum Cortical
L PO parietal operculum Cortical
R PoG postcentral gyrus Cortical
L PoG postcentral gyrus Cortical
R POrG posterior orbital gyrus Cortical
L POrG posterior orbital gyrus Cortical
R PP planum polare Cortical
L PP planum polare Cortical
R PrG precentral gyrus Cortical
L PrG precentral gyrus Cortical
R PT planum temporale Cortical
L PT planum temporale Cortical
R SCA subcallosal area Cortical
L SCA subcallosal area Cortical
R SFG superior frontal gyrus Cortical
L SFG superior frontal gyrus Cortical
R SMC supplementary motor cortex Cortical
L SMC supplementary motor cortex Cortical
R SMG supramarginal gyrus Cortical
L SMG supramarginal gyrus Cortical
R SOG superior occipital gyrus Cortical
L SOG superior occipital gyrus Cortical
R SPL superior parietal lobule Cortical
L SPL superior parietal lobule Cortical
R STG superior temporal gyrus Cortical
L STG superior temporal gyrus Cortical
R TMP temporal pole Cortical
L TMP temporal pole Cortical
R TrIFG triangular part of the inferior frontal gyrus Cortical
L TrIFG triangular part of the inferior frontal gyrus Cortical
R TTG transverse temporal gyrus Cortical
L TTG transverse temporal gyrus Cortical
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The nature of this work is one of building on and improving existing TMVS
solutions. Therefore, I state below clearly what I contributed.
This statement has been checked and approved by my industrial supervisor,
Ian Poole.
D.1 Decision forest
The decision forest implementation that is used in this thesis is described in
section 2.3.2, and in more detail in the paper by Dabbah et al. [25]. I was not
involved in the initial implementation, however I became deeply involved in the
optimisation and improvements across the codebase, particularly after two key
scientists left TMVS.
Contributions are as follows:
D.1.1 Ground Truth
• I was involved in the analysis of intra-observer and inter-observer errors in
the landmark ground truth data, and oversaw corrections.
• I incorporated and tested the ground truth for the expanded and improved
landmark set (as used in chapter 3).
D.1.2 Atlas Location Autocontext
• I corrected the treatment of missing data values (to fit the strategy described
in the paper).
• I was part of the discussion with Ian Poole and Sean Murphy through which
the idea of using an atlas coordinate as a feedback feature was conceived.
• I removed the point atlas post-processing step (involving a regression
equation), and developed a related method of fitting the atlas based on
automatic finding of probability and distance thresholds (see section 2.3.3
for details).
• I debugged, unit-tested, and added multiple mapping types (spline types
as well as two types of rigid mappings) to the initial implementation of the
atlas feedback feature by Sean Murphy.
• I wrote the thin plate spline class (and associated unit tests and real data
experiments).
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D.1.3 Gradient Orientation Features
• I debugged, unit-tested, documented, and expanded the initial implemen-
tation of the gradient orientation feature by Mohammad Dabbah. The
expansion consisted of moving from 2-dimensional to 3-dimensional feature
boxes, adding measurement of 2D orientations in all three planes, fixing the
data intensity normalisation, adding code to try Gaussian windowing and
adding code to try noise level thresholding, and adding the ability to have
both signed and unsigned features.
• I conceived the idea to train a classifier for unseen modalities.
D.1.4 Decision forest for segmentation
• I modified the classification forest framework for the task of segmentation
(rather than landmark detection).
• I linked the (pre-existing) code for registration to the decision forest im-
plementation and added the ability to combine the classifiers using simple
addition and multiplication methods.
• I supervised Aneta Lisowska in the creation of a class to represent a com-
pressed probability field (i.e. storing probability vectors for each voxel in
a dataset, but retaining only the top n classes for each voxel), which we
required for the segmentation task.
• During the brain segmentation work, I modified the class probability re-
weighting to be performed at the forest level rather than at the tree level. In
retrospect, this is preferred as the technically correct method for landmark
detection also.
• I wrote the code for empirical calibration of probabilities, following discus-
sion with Ian Poole.
• I was involved in the analysis of intra-observer and inter-observer errors in
the landmark ground truth data, and oversaw corrections.
• I incorporated and tested the ground truth for the expanded and improved
landmark set (as used in chapter 3).
D.2 Vessel tracking algorithm
My contribution was to add context-awareness to a pre-existing two-point vessel
tracking algorithm:
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• I wrote a class that describes the arterial tree in terms of a graph of land-
marks and their connecting vessels.
• I wrote a class to generate the sub-tree that is present in a dataset, given the
landmarks which that dataset contains.
• I added code to create a vascular atlas for a given vessel.
• I modified the vessel tracking algorithm cost function to that described in
chapter 5.
• I debugged the finite difference approximation to the Hessian matrix in the
Frangi filter implementation.
• I wrote the vessel tracking pipeline, from detection of landmarks, through
pre-processing top-hat filtering, through tracking using a vascular atlas, to
output of relevant images, graphs and metrics.
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