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|0 ∈ F (x, z) + NU(z)
}
(i = 1, . . . , N). (EPEC)Here, the xi ∈ Rn refer to deisions taken by N players (e.g., market ompetitors),whose objetive funtions fi do not only depend on their own deisions xi butalso on some parameter z whih might represent an exterior deision (e.g., in aleader-follower system). All deisions together are linked by a generalized equation





∣0 ∈ F (x̄1, . . . , x̄i−1, y, x̄i+1x̄N , z̄) + NU(z̄)
}
,i.e., non of the players an improve his deision given the deisions of his ompetitors.As pointed out in [17℄, these MPECs are typially nononvex even under onvexity1





∣u ∈ F (x̄1, . . . , x̄i−1, xi, x̄i+1, . . . , x̄N , z) + NU(z)
}are polyhedral or satisfy the onstraint qualiation
0 = (∇xiF (x̄, z̄))
T
v
0 ∈ (∇zF (x̄, z̄))
T
v + D∗NU(z̄,−F (x̄, z̄))(v)
}
=⇒ v = 0,then, for all i = 1, . . . , N , there exist v̄i suh that
0 = ∇xifi (x̄, z̄) + (∇xiF (x̄, z̄))
T
v̄i (1)
0 ∈ ∇zfi (x̄, z̄) + (∇zF (x̄, z̄))
T
v̄i + D∗NU(z̄,−F (x̄, z̄))(v̄
i). (2)We shall adopt from [17℄ the name M (ordukhovih)- stationary point for any (x̄, z̄)satisfying (1) and (2). The main diulty in the veriation of both the onstraintqualiation and the optimality onditions (1) and (2) is the omputation of the o-derivative D∗NU to the normal one mapping assoiated with U . Expliit formulaeready to use an be found in [2℄ and [18℄ for the ases of U being a nonnegativeorthant or a retangle. On the other hand, many pratial appliations like eletri-ity spot market modeling lead to sets U whih are general polyhedra. The purposeof this note is threefold: rst, it is intended to apply the ideas presented so farto a simplied model of eletriity markets under an independent system operatorregime similar to [4℄ and [11℄. Seond, and subordinate to this aim, an expliitformula for D∗NU is derived for general polyhedra U . Third, the whole problem isput into a stohasti framework whih is of muh interest due to unertainties ineletriity demands. For disrete distributions, a haraterizing system of relationsfor identifying M-stationary solutions is provided and suh solutions are expliitlyalulated for a simple example.Sine eletriity prodution and trading deisions of smaller power rms (followers)do not inuene market pries, eletriity portfolio optimization models for suhrms may be developed without regarding their market interations. Inputs of port-folio optimization models are stohasti prie and demand proesses in the relevanttime horizon (see, e.g., [3℄). To extend stohasti portfolio optimization models torms having market power (leaders), the use of modied market pries is suggested,e.g., in [1℄. 2
To investigate the behavior of power rms in deregulated eletriity markets, game-theoreti models are employed (see, e.g., [7, 8, 28℄). Suh models have to inorporatethe spei features of eletriity markets, namely, the transmission network and thebidding of prie-quantity pairs of eah generator in the network. When modelingsingle-leader-follower games one arrives at mathematial programs with equilibriumonstraints (MPECs). Presently, theory and numerial methods for MPECs is welldeveloped. We refer to the monographs [14, 19, 5℄, the survey [12℄ and to [25, 6℄.Extensions to stohasti MPECs (SMPECs) an be found in [26, 27℄ and appliationsto eletriity markets are disussed, e.g., in [9, 21℄.The modeling of multi-leader-follower games leads to oupled systems of MPECsor equilibrium problems with equilibrium onstraints (EPECs). In reent years,muh eort has been direted to the theory of suh games [20℄ and to numeri-al methods [13℄ based on nonlinear programming and nonlinear omplementarity(re)formulations. Furthermore, EPEC models for eletriity markets with gener-ators and ustomers loated on a network have been developed and analyzed in[11, 10, 22℄. A stohasti EPEC (SEPEC) modeling an eletriity market underdemand unertainty is studied in [4℄.2 A simplied model for ompetition in eletriityspot marketsIn the following, we onsider a model for ompetition in eletriity spot marketswhih is a simplied for the purpose of our analysis version of models presented in[4℄ and [11℄. We assume that some eletriity network is represented by an orientedgraph, whose m edges orrespond to transmission lines and whose N nodes referto plaes at whih a demand for eletriity is observed and at whih eletriity isgenerated. Negleting, for the sake of simpliity, transmission losses, the satisfationof demand may be modeled as
q + By ≥ d. (3)Here, d ∈ RN refers to the vetor of demands at eah node, q ∈ RN is the vetorof eletriity generated at the same nodes and y ∈ Rm represents the oriented owvetor of eletriity along the edges of the graph. B is the inidene matrix of theeletriity network. Typially, q and y are simply bounded by
0 ≤ q ≤ q̂, −ŷ ≤ y ≤ ŷ,where the inequality signs are to be understood omponent-wise. Generators bid aost funtion to an independent system operator (ISO):
ci(qi) = αiqi + βiq
2
i (i = 1, . . .N).These may dier from the true ost funtions
Ci(qi) = γiqi + δiq
2
i (i = 1, . . . N).3












(q, y) ∈ RN+m
∣
∣ q + By ≥ d, 0 ≤ q ≤ q̂, −ŷ ≤ y ≤ ŷ
}
.Note that, by onvexity, an optimal solution q∗ of (4) is haraterized as a solutionto the generalized equation
0 ∈
(
α + 2 [diag β] q
0
)
+ NG(q, y). (5)Here, [diag β] denotes the diagonal matrix omposed of diagonal entries βi. With q∗being an optimal solution to (4), the learing prie harged by generator i amountsto the derivative of its bid ost funtion at q∗i (see [11℄):
πi = αi + 2βiq
∗
i .Thus, generator i's prot alulates as
(αi − γi) q
∗




.Therefore, given some xed bid oeients (ᾱj , β̄j) of the remaining ompetitors
























β̄1, . . . , β̄i−1, βi, β̄i+1, . . . , β̄N
)]


















(i = 1, . . . , N)4
is alled an EPEC (equilibrium problem with equilibrium onstraints). This EPECfalls into the general lass of type (EPEC) presented in the introdution. Indeed, inour spei model, one has to put xi := (αi, βi), z := (q, y), U := G as well as
fi (αi, βi, q, y) = (γi − αi) qi + (δi − 2βi) q
2
i
F (α, β, q, y) =
(
α + 2 [diag β] q
0
)
. (8)Speializing Theorem 1.1 from the introdution to our setting, we obtain:Theorem 2.1 Let (ᾱ, β̄, q̄, ȳ) be a solution to (7). If, for all i = 1, . . . , N , themultifuntions
u 7→
{
(αi, βi, q, y)
∣
∣u ∈ F (ᾱ1, β̄1, . . . , ᾱi−1, β̄i−1, αi, βi, ᾱi+1, β̄i+1, . . . , ᾱN , β̄N , q, y)












ᾱ, β̄, q̄, ȳ
))T
v + D∗NG((q̄, ȳ) ,−F
(




=⇒ v = 0,(10)then, for all i = 1, . . . , N , there exist v̄i suh that
0 = ∇(αi,βi)fi
(






















ᾱ, β̄, q̄, ȳ
)
)(v̄i).One observes that the diult part both in the veriation of the onstraint qual-iation and in the appliation of the rst order neessary ondition onsists inalulating the o-derivative D∗NG. This is the aim of the following setion.3 On the o-derivative of the normal one mappingto a polyhedronThis setion is devoted to the derivation of an expliit formula for the o-derivativeof the normal one mapping to a polyhedron. Before addressing this topi, we reallthe denition of the Mordukhovih normal one (also alled limiting normal one)and the the indued o-derivative (see [15℄):Denition 3.1 Let S ⊆ Rn be an arbitrary set and x̄ ∈ cl S. Then, the Mor-dukhovih normal one to S at x̄ is dened by
NS (x̄) := Limsupx→x̄,x∈S [TS (x)]
∗
,5
where [TS (x)]∗ refers to the negative polar of the ontingent one TS (x) to S at x and'Limsup' denotes the upper limit in the sense of Kuratowski-Painlevé onvergene.For a multifuntion Φ : Rn ⇉ Rp, onsider a point of its graph: (x, y) ∈ gph Φ. TheMordukhovih normal one indues the following o-derivative D∗Φ (x, y) : Rp ⇉ Rnof Φ at (x, y):
D∗Φ (x, y) (y∗) = {x∗ ∈ Rn| (x∗,−y∗) ∈ Ngph Φ (x, y)} ∀y∗ ∈ Rp.Now, we onsider a polyhedron C := {x ∈ Rn|Ax ≤ b}, where b ∈ Rm and A is amatrix of order (m, n). Let (x0, v0) ∈ gph NC . As C is onvex, the Mordukhovihnormal one NC redues to the normal one in the sense of onvex analysis here. Inpartiular x0 ∈ C and v0 ∈ NC (x0). With ai and bi referring to the rows of A andomponents of b, respetively, let









λiai. (13)We introdue the following subset of I:
J := {i ∈ I|λi > 0}.Finally, for eah index subset I ′ ⊆ I, we introdue the losed one
FI′ = {h ∈ Rn| 〈ai, h〉 ≤ 0 (i ∈ I\I ′)}, 〈ai, h〉 = 0 (i ∈ I ′)} (14)as well as the harateristi index set









PI1,I2 = con {ai|i ∈ χ (I2) \I1} + span {ai|i ∈ I1}
QI1,I2 = {h ∈ R
n| 〈ai, h〉 = 0 (i ∈ I1) , 〈ai, h〉 ≤ 0 (i ∈ χ (I2) \I1)}.Here, con and span refer to the onvex oni and linear hull, respetively.
6
Proof. First note, that the set gph NC is no longer onvex although the polyhedron



















= {h ∈ Rn| 〈ai, h〉 ≤ 0 (i ∈ I)},with (13) and the denition of the index set J , one immediately derives that
K0 = {h ∈ Rn| 〈ai, h〉 ≤ 0 (i ∈ I\J) , 〈ai, h〉 = 0 (i ∈ J)}.Now, any losed fae of K0 is given by a one FI′ as introdued in (14) and with I ′being an arbitrary index set with J ⊆ I ′ ⊆ I. Clearly, the impliation
I1 ⊆ I2 =⇒ FI2 ⊆ FI1holds true for all index sets I1, I2 suh that J ⊆ I1, I2 ⊆ I. While the reverseimpliation annot be derived in general, one may easily show the following for thesame index sets:
FI2 ⊆ FI1 =⇒ FI2 = FI1∪I2.In other words, there exists an index set I3, suh that FI2 = FI3 ⊆ FI1 and I1 ⊆ I3.Summarizing, any pair of index sets I1, I2 with J ⊆ I1 ⊆ I2 ⊆ I indues a pairof losed faes of K0 suh that one is a subset of the other, and, onversely, anysuh pair of losed faes of K0 an be represented by a pair of index sets I1, I2 with









∗ × (FI1 − FI2) . (17)We laim that
FI1 − FI2 = QI1,I2 ∀I1, I2 : J ⊆ I1 ⊆ I2 ⊆ I, (18)where QI1,I2 is dened in the statement of the proposition. Reall that, by thevery denition of χ in (15), one always has that I2 ⊆ χ (I2) ⊆ I. Now, given any
h ∈ FI1 − FI2, one has h = h1 − h2 for some h1 ∈ FI1 and h2 ∈ FI2. The inlusion
I1 ⊆ I2 along with (14) then implies that
〈ai, h1〉 = 〈ai, h2〉 = 0 (i ∈ I1) ; 〈ai, h1〉 ≤ 0 (i ∈ I\I1) 〈ai, h2〉 = 0 (i ∈ I2) .7
By (15), we have that 〈ai, h2〉 = 0 for all i ∈ χ (I2). Moreover, 〈ai, h1〉 ≤ 0 for all
i ∈ χ (I2) \I1. Altogether, this establishes the inlusion '⊆' of (18).For the reverse inlusion, let h ∈ QI1,I2 be arbitrary. In ase that χ (I2) = I, itfollows form the denition of QI1,I2 that h ∈ FI1 ⊆ FI1 − FI2 (due to 0 ∈ FI2).Hene, we may assume now that χ (I2) $ I. By (15), we have
χ (I2) = {j ∈ I| 〈aj , h





hj .Note that h∗ is well-dened by I\χ (I2) 6= ∅. Clearly, h∗ ∈ FI2 and
〈ai, h














≥ 0.Finally, put h̄ := h + th∗. Due to h ∈ QI1,I2 and h∗ ∈ FI2, we have that
〈ai, h〉 = 0 (i ∈ I1) ; 〈ai, h




= 〈ai, h〉 + t 〈ai, h
∗〉 ≤ 0 ∀i ∈ I\χ (I2) .Indeed, the inequality is obvious if 〈ai, h〉 ≤ 0, beause of t ≥ 0 and 〈ai, h∗〉 < 0. If
〈ai, h〉 > 0, then the same inequality follows from
t ≥ −
〈ai, h〉
〈ai, h∗〉by denition of t. Summarizing the previous relations, one arrives at h̄ ∈ FI1 .Therefore, h = h̄− th∗ ∈ FI1 −FI2 , where we used that th∗ ∈ FI2 due to t ≥ 0. Thisnishes the proof of (18).Evidently, PI1,I2 = Q∗I1,I2 for PI1,I2 as dened in the statement of the proposition.Consequently, the proposition is proved upon referring to (18) and (17).Remark 3.3 If, the vetors {ai |i ∈ I } happen to be linearly independent, then
χ(I ′) = I ′ for all I ′ ⊆ I and the denitions of PI1,I2 and QI1,I2 in Proposition3.2 simplify aordingly. 8









\Ia(s)} + span {ai|i ∈ I





(s) = ∅ otherwise.Here,
Ia(s) := {i ∈ I| 〈ai, s〉 = 0}, I










= {r|∃I1, I2 : J ⊆ I1 ⊆ I2 ⊆ I, r ∈ PI1,I2,−s ∈ QI1,I2}. (19)SineQI1,I2 ⊆ QJ,J for all I1, I2 with J ⊆ I1 ⊆ I2 ⊆ I, it follows thatD∗NC (x0, v0) (s)is non-empty only if −s ∈ QJ,J whih means, by denition, that 〈ai, s〉 = 0 for all
i ∈ J and 〈ai, s〉 ≥ 0 for all i ∈ χ(J)\J . This proves the seond statement of theorollary. We show that
QIa(s),Ia(s)∪Ib(s) ⊆ QI1,I2 ∀I1, I2 : J ⊆ I1 ⊆ I2 ⊆ I ∀s : −s ∈ QI1,I2. (20)Indeed, the denitions of the respetive index sets yield that I1 ⊆ Ia(s) and
χ(I2) ⊆ I
a(s) ∪ Ib(s) ⊆ χ(Ia(s) ∪ Ib(s)).Now, if h ∈ QIa(s),Ia(s)∪Ib(s), then
〈ai, h〉 = 0 ∀i ∈ I





〈ai, h〉 = 0 ∀i ∈ I1, 〈ai, h〉 ≤ 0 ∀i ∈ χ(I2)\I
a(s).Due to
χ(I2)\I1 ⊆ (χ(I2)\I









(s) ⊆ PIa(s),Ia(s)∪Ib(s),whih proves the rst statement of the orollary.The following simpliation of Corollary 3.4 is possible under the assumption oflinear independene: 9





(s) = con {ai|i ∈ I
b(s)} + span {ai|i ∈ I














\Ia(s) = Ib(s). (21)Then, Corollary 3.4 yields the assertion of the proposition with the rst identityreplaed by an inlusion. To prove the reverse inlusion, let
r ∈ con {ai|i ∈ I
b(s)} + span {ai|i ∈ I
a(s)}be arbitrary. Then, by denition and due to (21), r ∈ PIa(s),Ia(s)∪Ib(s). Exploiting(21) one more, the denitions of Ia(s) and Ib(s) provide that −s ∈ QIa(s),Ia(s)∪Ib(s).Consequently, r ∈ D∗NC (x0, v0) (s) by denition of D∗NC . This nishes the proof.







span {ai|i ∈ I} if 〈ai, s〉 = 0 ∀i ∈ I





(s) ⊆ span {ai|i ∈ I}by virtue of Corollary 3.4. For the reverse inlusion, let r ∈ span {ai|i ∈ I} bearbitrary. Observing that χ(I) = I, one has r ∈ PI,I and −s ∈ QI,I . Therefore, r ∈
D∗NC (x
0, v0) (s) by denition of D∗NC and by Proposition 3.2.Corollary 3.6 shows that the oni part in the representation of the o-derivativeomes into play only if strit omplementarity is violated. For later purpose, wegive a slightly more handy formulation of Corollary 3.6:10





(s) ⇐⇒ s ∈ ker AI and r ∈ im ATI .Here, AI refers to the matrix whose row vetors are the ai for i ∈ I.
4 Appliation to the eletriity market modelIn this setion, we illustrate the results of the previous setion by applying them tospeial instanes of the eletriity market model. We onsider the EPEC (7). Forthe simpliity of the presentation, we restrit our onsiderations to so-alled interiorsolutions. By this we mean a solution (ᾱ, β̄, q̄, ȳ) of (7) satisfying
ᾱi, β̄i > 0, 0 < q̄i < q̂i, −ŷi < ȳi < ŷi (i = 1, . . . , N) . (22)Reall that (ᾱ, β̄, q̄, ȳ) being a solution of (EPEC) impliitly entails that (q̄, ȳ) ∈
G. The positivity of the bidding oeients ᾱi, β̄i is a very natural assumption.The remaining relations haraterize a solution, where no generator and no ow ofeletriity reahes its simple lower and upper bounds.4.1 Veriation of the onstraint qualiationAs one an see from the onrete shape of F in (8), this mapping is bilinear in theouple (β, q) of variables. Thus, it fails to be polyhedral and, in order to apply therst order neessary onditions of Theorem 2.1, one rst has to verify the onstraintqualiation of that same theorem.Lemma 4.1 If the inidene matrix B of the eletriity network has rank m (i.e.,the network is ayli), then any interior solution to (6) satises the onstraintqualiation of Theorem 2.1.Proof. We ignore the equation in (10) and observe that, using the partition
v = (va, vb), the inlusion in (10) may be written as
−
(
2 [diag β] va
0
)
∈ D∗NG((q̄, ȳ) ,−F
(
ᾱ, β̄, q̄, ȳ
)
)(v). (23)Now, (q̄, ȳ) ∈ G implies that q̄ + Bȳ ≥ d. If any inequality in this system werestrit, then one ould stritly derease the ost funtion ci(qi) in (4). This is beause
ᾱi, β̄i > 0 (see (22)) and so ci is stritly inreasing. Then, however, (q̄, ȳ) ould notbe a solution of (4). Consequently, q̄ + Bȳ = d and so I = {1, . . . , N} for the set ofative indies dened in Setion 3 (note that the other inequalities dening G are11














. (24)By (22), omparison of the rst omponents yields that λi > 0 for all i ∈ {1, . . . , N}.Hene, J = I for the index set introdued below (13). This allows to apply Corollary3.7. We note that the matrix AI ourring in this orollary oinides in our onretesetting with the matrix − (I |B ) desribing the inequality system q̄ + Bȳ ≥ d whihwas atually shown to be ative in eah of its omponents. The minus-sign is due tothe fat that the polyhedron C in setion 3 is desribed by means of '≤'- inequalities.Applying now Corollary 3.7 to (23) one obtains the relations


















Bvb = 0.Sine β̄i > 0 for all i = 1, . . . , N aording to (22) and B has rank m by assumption,it follows that the (m, m)- matrix BT [diag β̄]B has rank m too. Hene, vb = 0 and,referring to the rst equation of (25), va = 0, and so v = 0, as was to be shown.We do not ontinue here to derive the rst order neessary onditions from Theorem2.1 beause it turns out that these do not uniquely identify a stationary solution.Rather a ontinuum of suh solutions is obtained. This is onsistent with a orre-sponding observation in [11℄ related to simultaneous bidding of linear and quadratiost oeients. We shall rather follow the idea in [11℄ to onsider partial biddingof say linear ost oeients in order to identify solutions. Before doing so, wegeneralize our setting by allowing the demands di in (3) to be random.4.2 Formulation of a stohasti equilibrium problem underequilibrium onstraints (SEPEC)Sine every player i ∈ {1, . . . , N} does not know the demands dj at least for j 6= i,but hopefully has aess to historial data, it is natural to assume that d is a randomvetor on some probability spae (Ω,F , P) whose probability distribution is known(approximately). This assumption leads to a polyhedral-valued multifuntion Gdened on Ω with values in RN+m given by
G(ω) :=
{
(q, y) ∈ RN+m
∣
∣ q + By ≥ d(ω), 0 ≤ q ≤ q̂, −ŷ ≤ y ≤ ŷ
}
































α + 2 [diag β] q(ω)
0
) (27)
+NG(ω)(q(ω), y(ω)), P-a.s.} (i = 1, . . . , N),where the pairs (αi, βi), i = 1, . . . , N , are deterministi and have to be determinedbefore the realization of the demand, and the pairs (qi(·), yi(·)) i = 1, . . . , N , arestohasti. In the terminology of two-stage stohasti programming with reourse,the ost oeients (αi, βi) are rst-stage deisions, while (qi(·), yi(·)) are seond-stage or reourse deisions.Notie that the stohasti EPEC (27) is well dened if G(ω) 6= ∅ holds P-a.s.This fat is a onsequene of the measurability of the set-valued mapping G (e.g.,[23, Theorem 14.36℄). Due to measurable seletion theorems (see, e.g., [23, Corol-lary 14.6℄) there exists a measurable funtion (q(·), y(·)) : Ω → RN+m suh that
(q(ω), y(ω)) ∈ G(ω), P-a.s. The expetations exist sine q is bounded by q̂.The stohasti EPEC (27) orresponds to a oupled system of (spei) stohastiMPECs. Theoretial aspets of stohasti MPECs and their solution by samplingmethods are studied in [26, 27℄. Existene and stability results for solutions andnumerial methods for stohasti EPECs are widely open.4.3 Identiation of M-stationary solutions for disrete ran-dom demands and partial bidding of linear oeientsAssume that the probability distribution of d is disrete with nite support anddenote by d(1), . . . , d(K) ∈ RN the K dierent senarios of d. The senarios indue
K dierent polyhedra of senario-dependent generation and transmission onstraints
Gk :=
{
(q, y) ∈ RN+m
∣
∣q + By ≥ d(k), 0 ≤ q ≤ q̂, −ŷ ≤ y ≤ ŷ
}
(k = 1, . . . , K).Aording to the remarks at the end of Setion 4.1, we suppose now the quadratibid oeients to be known, hene, β = δ, and only the linear bid oeients to besubjet of optimization. The generalized equation (5) now has to be established foreah senario k as follows:
0 ∈
(




(k), y(k)) k = 1, . . . , K. (28)13
Aordingly, generator i's prot under senario k equals








,where q(k)∗ is a solution of (28). Then, in order that every generator maximizes itsexpeted prot, the underlying SEPEC beomes
min
{
fi (αi, q, y)
∣
∣0 ∈ F (k)(α, q, y) + NGk(q
(k), y(k)) (k = 1, . . . , K)
}
(i = 1, . . . , N), (SEPEC)where q = (q(1), . . . , q(K)), y = (y(1), . . . , y(K)) and















(i = 1, . . . , N),
F (k) (α, q, y) =
(
α + 2 [diag δ] q(k)
0
)




pk = 1, pk ≥ 0 (k = 1, . . . , K).In order to apply Theorem 2.1, we rewrite (SEPEC) as a usual EPEC. To this aimwe put
F :=
(
F (1), . . . , F (K)
)
, G := G1 × · · · × GK .Owing to the alulus rule
NG (q, y) = NG1(q
(1), y(1)) × · · · × NGK (q
(K), y(K)),(SEPEC) boils down to (EPEC) as presented in Setion 2. Sine F is a linear map-ping, the multifuntion (9) is polyhedral and we may diretly apply the neessaryoptimality onditions of Theorem 2.1 without heking the onstraint qualiation.As in Setion 4.1, we shall be interested in so-alled interior solutions for the ease ofpresentations. Owing to the senario harater of parts of the solution, we have tomake this onept more preise: A solution (ᾱ, q̄, ȳ) of (7) with the data speiedabove is alled an interior solution, if it satises
ᾱi > 0, 0 < q̄
(k)
i < q̂i, −ŷi < ȳ
(k)
i < ŷi (i = 1, . . . , N ; k = 1, . . . , K) . (29)Realling, that partial derivative just with respet to αi rather than with respet to
(αi, βi) have to be onsidered now, we deal with






































ii . (30)Next, repeating (senario-wise) the same argumentation as the one leading to (24),and taking into aount that β = δ, one veries the existene of λ(k) ∈ RN+ , suhthat
(








(k = 1, . . . , K).This may be ondensed to the relations




































−d(1), 0, q̂,−ŷ, ŷ, · · · ,−d(K), 0, q̂,−ŷ, ŷ
)T
.On the other hand, looking for interior solutions aording to (29), only the inequal-ities of the type q(k) +By(k) ≥ d(k) are binding (ompare disussion in the beginningof the proof of Lemma 4.1). Hene,





(−I |−B ) 0. . .




.Then, with the partition v̄(k)i = ([v̄(k)i ]a, [v̄(k)i ]b), the rst statement of Corollary 3.7allows to extrat the following two onditions from the inlusion (12):
[v̄
(k)
i ]a + B[v̄
(k)
i ]b = 0 (i = 1, . . . , N ; k = 1, . . . , K). (33)15
Moreover,
∇yfi = 0
∇qfi = (∇q(1)fi, . . . ,∇q(K)fi) (i = 1, . . . , N), where
∇q(k)fi(αi, q, y) = (0, . . . , 0, pk[γi − αi − 2δiq
(k)
i ], 0, . . . , 0)and
∇yF = 0

























































ii (i = 1, 2), (35)where 'E' refers to the expeted value. With the onrete shape of B, (31) takes theform
ᾱ1 + 2δ1q̄
(k)
1 = ᾱ2 + 2δ2q̄
(k)
2 (k = 1, . . . , K). (36)16
Summing up all these equations upon multiplying them by the probabilities pk, onearrives at
ᾱ1 + 2δ1Eq̄1 = ᾱ2 + 2δ2Eq̄2. (37)Next, we derive from (34) the equations
2δ1v̄
(k)
11 + pk[γ1 − ᾱ1 − 2δ1q̄
(k)





22 + pk[γ2 − ᾱ2 − 2δ2q̄
(k)

















12 .Taking into aount (35), this redues to















22 (k = 1, . . . , K). (40)Combining the rst of these relations with (39) and (35), we obtain
γ1 − ᾱ1 + 2δ2Eq̄1 = 0. (41)Similarly, the orresponding seond relations in (38) and (40) allow to derive that




















2 (k = 1, . . . , K). (44)Summation over k entails that Eq̄1 +Eq̄2 = Ed1 +Ed2. Now, this last equation alongwith (37), (41) and (42) onstitutes a system of four linear equations in the fourunknowns ᾱ1, ᾱ2, Eq̄1 and Eq̄2, whih is easily resolved for its solution
ᾱ1 = γ1 + δ2
(
Ed1 + Ed2 +
γ2 − γ1
2 (δ1 + δ2)
)
ᾱ2 = γ2 + δ1
(
Ed1 + Ed2 +
γ1 − γ2





(Ed1 + Ed2) +
γ2 − γ1




(Ed1 + Ed2) +
γ1 − γ2
4 (δ1 + δ2)
.17














2 (δ1 + δ2)














2 (δ1 + δ2)




























= (ᾱ1 − γ1) Eq̄1 + δ1E (q̄1)
2
Eπ2 = (ᾱ2 − γ2) Eq̄2 + δ2E (q̄2)
2
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