Functions of bounded variation in an abstract Wiener space, i.e., an infinite dimensional Banach space endowed with a Gaussian measure and a related differential structure, have been introduced by M. Fukushima and M. Hino using Dirichlet forms, and their properties have been studied with tools from analysis and stochastics. In this paper we reformulate, in an integralgeometric vein and with purely analytical tools, the definition and the main properties of BV functions, and investigate further properties.
Introduction
The spaces BV of functions of bounded variation in Euclidean spaces are by now a classical setting where several problems, mainly (but not exclusively) of variational nature, find their natural framework. Recently, generalizations in metric measure spaces have been studied, but mostly under the hypothesis that the measure is doubling, which is not the case when dealing with probability measures in vector spaces, not even locally in infinite dimensions. However, there are several motivations for studying BV functions in this context, i.e., Banach spaces, also of infinite dimensions, endowed with a probability measure. Among them, let us quote isoperimetric inequalities and mass concentration, see [20] , [21] , infinite dimensional analysis and semigroups (see e.g. [9] , [11] ). Moreover, the importance of generalizing the classical notion of perimeter and variation has been pointed out in several occasions by E. De Giorgi: we refer to [13] , where the infinite dimensional context is explicitly mentioned.
BV functions in an abstract Wiener space, i.e., a Banach space X endowed with a Gaussian measure γ and a related differential structure, have been defined by M. Fukushima in [18] , M. Fukushima and M. Hino in [19] , relying upon Dirichlet forms theory. The starting point of these papers has been a characterization of sets with finite perimeter in finite dimensions in terms of the behaviour of suitable stochastic processes (see [17] ), and in fact some arguments in [18] , [19] come from stochastics.
In this infinite-dimensional context, the main difficulty arises from the fact that the measures appearing in the integration by parts formula can't be built by a direct approximation by smooth functions, since Riesz theorem is not available and the dual of C b (X) strictly contains the class of signed measures; so, looking for instance at the approximation of u by the Ornstein-Uhlenbeck semigroup T t u as t ↓ 0, one has to prove tightness of the family of measures ∇ H T t uγ as t ↓ 0. In the above mentioned papers this difficulty is overcome (after a reduction to nonnegative functions u) by looking at the Dirichlet form E u (v, v) = X u ∇ H v 2 H dγ and applying the capacity theory of Dirichlet forms.
One of the aims of this paper is to study BV functions in abstract Wiener spaces with tools closer to those used in the Euclidean case. We analyse the connections between the distributional notion of (vector-valued) measure gradient and the approximation by smooth functions, as well as the relevant properties of the Ornstein-Uhlenbeck semigroup. Our methods rely basically on an integralgeometric approach, a viewpoint which has already proved to be very useful in the finite-dimensional theory (see also [16] for a recent contribution in the same direction in Wiener spaces). This approach allows to build directly the measure distributional derivative and to obtain the tightness property only as a consequence. Some of the main results of this paper have been presented, together with several open problems, in [2] .
The paper is organized as follows: in Section 2 we describe the Wiener space setting and the tools useful to rephrase in this framework the characterizations of total variation that are known in the Euclidean case. A more detailed comparison with the Euclidean case is presented in [2] . In Section 3 we define BV functions in Wiener spaces and discuss their basic properties. In Section 4 we provide a complete characterization of BV functions in terms of integration by parts formulae and approximation by smooth functions.
It is known that neither Sobolev nor BV spaces are compactly embedded in L p spaces, but our integral-geometric viewpoint provides new natural compactness criteria, both in the Sobolev and BV classes. In Section 5, in the case when the Wiener space is Hilbert, we compare Sobolev and BV classes with those developed by Da Prato and collaborators, proving compactness of these "stronger" Sobolev and BV classes.
Wiener space setting
In this section we describe our setting: given an (infinite dimensional) separable Banach space X, we denote by · X its norm and by B X (x, r) = {y ∈ X : y − x X < r} the open ball centred at x ∈ X and with radius r > 0. X * denotes the topological dual, with duality ·, · . Given the elements x * m . The symbol FC k b (X) denotes the space of k times continuously differentiable cylindrical functions with bounded derivatives up to the order k, that is,
. We divide this section in some subsections; first of all we recall some notion of measure theory, with particular emphasis on the infinite dimensional (i.e., non locally compact) setting, then we pass to the definition and description of abstract Wiener spaces. In the third subsection we discuss the integration by parts formula and recall the definitions of gradient and divergence. Finally, we introduce Sobolev classes and the Ornstein-Uhlenbeck semigroup together with some of their basic properties.
Infinite dimensional measure theory
We denote by B(X) the Borel σ-algebra; since X is separable, B(X) is generated by the cylindrical sets, that is by the sets of the form E = Π −1 m B with B ∈ B(R m ), see [24, Theorem I.2.2]; this fact remains true even if we fix a sequence (x * i ) ⊂ X * which separates the points in X and use only elements from that sequence to generate the maps Π m . We shall make later some special choices of (x * i ), induced by a Gaussian probability measure γ in X. We also denote by M (X, Y ) the set of countably additive measures on X with finite total variation with values in a Hilbert space Y , M (X) if Y = R. We denote by |µ| the total variation measure of µ, defined by (2) |µ|(B) := sup
for every B ∈ B(X), where the supremum runs along all the countable disjoint unions. Notice that, using the polar decomposition, there is a unit |µ|-measurable vector field σ : X → Y such that µ = σ|µ|, and then the equality
holds, where ·, · denotes the duality between Y and Y * . Note that, by the StoneWeierstrass theorem, the algebra FC 1 b (X) of C 1 cylindrical functions is dense in C(K) in sup norm, since it separates points, for all compact sets K ⊂ X. Since |µ| is tight, it follows that , and we may restrict the supremum above to these functions only to get
We now recall a tightness criterion and we include its proof for the reader's convenience.
Then (σ n ) is tight and σ n → σ in the duality with C b (X).
Proof. Let (x i ) ⊂ X a dense sequence and ε > 0 be fixed. We claim that for all k ≥ 1 there
It this property holds, the totally bounded and closed set
proving the tightness of (σ n ).
We prove the claimed property by contradiction, assuming that for some k there exist
−k for all ≥ 1. Obviously n( ) → ∞ as → ∞ and for any 0 we have
The last statement is a simple consequence of the Cavalieri formula, taking into account that σ n (E) → σ(E) for all Borel sets E with σ(∂E) = 0, and that σ({u = t}) = 0 with at most countably many exceptions for all u ∈ C b (X).
Finally, let us define the sup of (the total variation of) an arbitrary family of measures {µ α : α ∈ I} by setting
where the supremum runs along all the countable pairwise disjoint partitions A = n A n and all the choices of the sequence (α n ) ⊂ I.
The abstract Wiener space
Assume that a nondegenerate centred Gaussian measure γ is defined on X. This means that γ is a probability measure and for all x * ∈ X * the law x * # γ is a centred Gaussian measure on R, that is, the Fourier transform of γ is given bŷ
where Q ∈ L(X * , X) is the covariance operator. The nondegeneracy hypothesis means that γ is not concentrated on a proper subspace of X, in terms of Q this means that Qx * , x * > 0 for x * = 0. The covariance operator is a symmetric and positive operator uniquely determined by the relation
we also write N (0, Q) for γ. The fact that the operator Q defined by (4) 
is called the reproducing kernel of the Gaussian measure γ and obviously R * X * turns out to be dense in it. The above definition is motivated by the fact that if we consider the operator R : H → X whose adjoint is R * , then
where the integral is understood in Bochner's sense. As a consequence Q = RR * :
It can be easily proved that R is injective. In addition, the operator R is compact and even more, i.e., it belongs to the ideal γ(H , X) of γ-Radonifying, or Gaussian-Radonifying operators, see e.g. [22] . This remark shows that another presentation is possible: one can start with R ∈ γ(H , X) for some separable Hilbert space H and construct a Gaussian measure γ whose covariance operator is Q = RR * . In any case, the measure γ built with this construction is concentrated on the separable subspace of X defined as the closure of RH in X.
The space H = RH ⊂ X is called the Cameron-Martin space; it is a separable Hilbert space with inner product defined by
It is a dense subspace of X and the embedding of (H, · H ) in (X, · ) is compact since R is compact. In addition, γ(H) = 0 if X is infinite-dimensional [7, Theorem 2.4.7] , while H = X if X is finite-dimensional.
With this notation, the Fourier transform of the Gaussian measure γ readŝ under γ is Gaussian. Ifĥ i are orthonormal, the law is the standard Gaussian γ m in R m .
One more property of Gaussian measures we shall use is rotation invariance, i.e., if : X × X → X × X is given by (x, y) = (cos ϑx + sin ϑy, − sin ϑx + cos ϑy) for some ϑ ∈ R, then # (γ ⊗ γ) = γ ⊗ γ. We shall use, in particular, the following equality:
which is obtained by the above relation by integrating the function u ⊗ 1 on X × X.
For every function u ∈ L 1 (X, γ) we define its canonical cylindrical approximations E m u as the conditional expectations relative to the σ-algebras generated by 
where Π m is the projection onto X m . Notice that E m u is invariant under translations along all the vectors in X ⊥ m , hence we may write E m u(x) = v(Π m x) for some function v, and, with an abuse of notation, we may write
Finally, let us recall the Cameron-Martin Theorem: the shifted measure 
It is also important to notice that if we define for any λ ∈ R the measure 
Gradient, divergence and Sobolev spaces
For a given function f : X → R and h ∈ H, we define
and
, wherever this makes sense. Here, as usual, h = Rĥ. We shall use the shorter notation
The operator ∂ * h is (up to a change of sign) the adjoint of ∂ h with respect to L 2 (X, γ), namely
The divergence operator is defined for Φ : X → H as
We define the space FC (11) gives
and we denote by D 1,p (X, γ) the domain of its closure. Notice that the space denoted by [7] . Anyway, these spaces coincide, see [7, Section 5 
.2] and (12) holds for every
. Let us recall the Gaussian isoperimetric inequality, see [20] . Let E ⊂ X, and set B r = {x ∈ H : x H < r}, E r = E + B r ; then
Then, setting
the inequality
follows. The isoperimetric inequality implies also the following Gauss-Sobolev inequality
which implies the continuous embedding of
endowed with the Luxenbourg norm
see [19, Proposition 3.2] . Here A 1/2 is defined by
Analogously, using the continuity of the map
Finally we recall the Poincaré inequality, see [7, Theorem 5.5.11] : for any
where C p depends only on p.
The Ornstein-Uhlenbeck semigroup
Let us define the Ornstein-Uhlenbeck semigroup (T t ) t≥0 , by Mehler's formula (19) T
for all u ∈ L 1 (X, γ), t ≥ 0. For our purposes, the following properties of the Ornstein-Uhlenbeck semigroup are relevant: T t is a contraction semigroup in L 1 (X, γ) and [19, Proposition 3.6] ). In addition, a direct consequence of (7) and of Jensen's inequality is
with Y Hilbert (here T t is defined componentwise, namely T t u, y = T t u, y ). Stronger smoothing properties of T t hold for bounded functions;
. Moreover, the following commutation relation holds (again componentwise) for any u ∈ D 1,1 (X, γ):
Therefore, we get
As a consequence, we obtain that the limit (possibly infinite)
by (20) , which obviously implies that the limit exists. It also follows from (21) and (12) that
Another important consequence of (21) 
To prove (25), let us first notice that, by the rotational invariance of γ ⊥ m ,
Indeed,
and by apply the rotation invariance of Gaussian measures (7) to γ ⊥ m we get
From the above commutation relation it follows that the vector ∇ H T t E m u = ∇ H E m T t u coincides with its projection ∇ m on H m , since E m u depends only on x m ∈ X m . Moreover, by Jensen's inequality we have
H we can integrate both sides to get (25).
BV functions in infinite dimensions
We have collected in the preceding section the tools we need in order to discuss BV functions in the Wiener space setting. The BV (X, γ) class can be defined as follows.
where µ j = [h j , µ] H . In particular, if u = χ E and u ∈ BV (X, γ), then we say that E has finite perimeter.
Equivalently, we may require the existence of measures µ j as in (26) satisfying
Indeed, if µ j = [µ, h j ] H , then the total variation of the R m valued measure (µ 1 , . . . , µ m ) in X is less than |µ|(X). Conversely, if (27) holds, then the measure µ := j µ j h j is well defined and belongs to M (X, H) (it suffices to consider the densities f i of µ i with respect to the measure σ := sup m |(µ 1 , . . . , µ m )| to obtain m 1 f 2 i ≤ 1 σ-a.e., hence (f i ) 2 ≤ 1 σ-a.e. and µ = f j h j σ).
Remark 3.2.
Notice that in the previous definition we have required that the measure µ is defined on the whole of B(X) and is σ-additive there. Since cylindrical functions generate the Borel σ-algebra the measure µ verifying (26) is unique, and will be denoted D γ u. Using (3) the total variation of D γ u is given by
Actually it will be convenient to define also an even smaller space FC 1 c (X, H) of vector fields Φ representable as follows:
and is a bounded function because R * x * i is bounded on the support of φ i . By a further approximation, based on the fact that any Φ ∈ FC 1 b (X, H) is the pointwise limit of a uniformly bounded sequence
In the case u = χ E , we write P γ (E, ·) for the measure |D γ χ E | and we shall also write P γ (E) for P γ (E, X).
) membership hypothesis we made on u is necessary to give sense to the integral of the product u∂ * j φ: indeed, this term is the sum of the function u∂ j φ (which makes sense for u ∈ L 1 (X, γ) only) and uφĥ j , which makes sense by Orlicz duality if u ∈ L log 1/2 L(X, γ) and exp(c|ĥ j | 2 ) ∈ L 1 (X, γ) for some c > 0. Sinceĥ j = R * x * j for some x * j ∈ X * , by our construction of h j , this exponential integrability property follows by Fernique's theorem (5) . Nevertheless, we shall provide different equivalent definitions of BV where this extra integrability property is not needed (as in the finite-dimensional case) but rather derived as a consequence. These equivalent definitions will also show that Definition 3.1 is independent of the choice of the basis (h j ).
Let us see an equivalent way of defining the BV class, with partial derivatives along all directions h ∈ H; in this case, sinceĥ is in L 2 (X, γ) and not better, we have to assume u ∈ L 2 (X, γ) to give a sense to the integration by parts formula, even when cylindrical test functions are involved.
. Then, u ∈ BV (X, γ) if and only if for every h ∈ H there is a real measure µ h such that
Proof. If u ∈ BV (X, γ) then the existence of µ h = [h, D γ u] H for all h ∈ H follows from the linearity of the ∂ h operator with respect to h, and the boundedness of |µ h | from the finiteness of |D γ u|. In particular, h H =1 |µ h | ≤ |D γ u|(X). Conversely, define µ j = µ hj and
The integration by parts (26) clearly holds; we have to prove that µ is a finite measure. If we fix a partition (B n ) n∈N of X, if µ(B n ) = 0, we define
and then u ∈ BV (X, γ) with D γ u := µ and |µ| ≤ h H =1 |µ h |.
It is easy to verify that if u ∈ D 1,1 (X, γ), then u ∈ BV (X, γ) with D γ u = ∇ H uγ. Now we relate BV functions in R m with cylindrical functions in X. We denote as before by γ m the standard Gaussian distribution on R m and we point out that all directional derivatives ∂ ν and their adjoints ∂ * ν have the same meaning as in the infinite dimensional case, but without restriction on directions, since H = X in this case; we shall try to use as much as possible a consistent notation, valid both for the finite-dimensional and the infinite-dimensional case.
with R * x * i orthonormal. Then v ∈ BV (R m , γ m ) if and only if u ∈ BV (X, γ) and
Proof. Recalling that the law of Π under γ is γ m , we have
As a particular example of Sobolev functions we can consider Lipschitz functions.
Definition 3.6 (H-Lipschitz functions).
A Borel function f : X → R is said to be HLipschitz if there exists a constant C such that for γ-a.e. x one has
It can be proved that for a H-Lipschitz function f there exists a full-measure γ-measurable set X 0 such that X 0 + H = X 0 and, for every x ∈ X 0 , one has
In particular, f has a version such that the previous inequality is satisfied for every x ∈ X. By the arguments in [7, Section 5.11], it can be proved that H-Lipschitz functions belong to D 1,p (X, γ) for every p ≥ 1, and in particular to BV (X, γ). An important result is the following coarea formula, which can be proved by following verbatim the proof of [15, Section 5.5].
Theorem 3.7. If u ∈ BV (X, γ), then for every Borel set B ⊂ X the following equality holds:
As a corollary, we have that almost every ball has finite perimeter, since the distance function is H-Lipschitz. We do not know whether every ball has finite perimeter, because P γ (B r (x)) is not trivially monotone with respect to r and no homothety argument can be used in view of (10) .
We now extend from finite dimensions to infinite dimensions some typical tools of the BV theory. The following definition is a very convenient tool in the theory of BV functions: Definition 3.8 (Total variation). We define total variation of a function v ∈ L 1 (X, γ) by
The name is justified by the following observation: if v ∈ BV (X, γ), then (29) shows that V γ (v) = |D γ v|(X); on the other hand, if X is finite-dimensional and the supremum in (33) is finite, then a direct application of Riesz theorem provides us with a X-valued measure µ, with total variation less than V γ (v), such that
Hence µ = D γ u and V γ (u) = |D γ v|(X). This equivalence is much less obvious in the infinite-dimensional case, since Riesz theorem is not available, and it will be discussed in the next section. Notice that v → V γ (v) is lower semicontinuous with respect to the L 1 (X, γ) convergence, since it is the supremum of a family of continuous functionals. Since v → V γ (v) is easily seen to be nonincreasing under cylindrical approximation (with the same argument used in Proposition 3.5), we can combine this property with lower semicontinuity to get
Analogous definitions can be given for the total variation along a direction ν ∈ H m for some m; in this case, in order to have a bounded adjoint derivative ∇ * ν φ, we consider the space
c (X) of cylindrical functions φ with support contained in a strip {a < x, x * < b}, where ν = Qx * .
Definition 3.9 (Directional total variation). Let ν ∈ ∪ m H m be a unit vector. We define total variation of a function v ∈ L 1 (X, γ) along ν by We can now discuss 1-dimensional sections of Gaussian BV functions in the same spirit as Section 3.11 of [1] . Notice that any u ∈ BV (R m , γ m ) is in the classical space BV loc (R m ), so that we can use all the (local) properties known in Euclidean case, and
is the standard Gaussian kernel and Du stands for the classical derivative of u in the sense of distributions. Let us fix a unit direction ν = Qx * ∈ H, let Π(x) = x, x * be the induced projection and let us write x ∈ X as y + Π(x)ν. Then, denoting by K the kernel of Π, γ admits a product decomposition γ = γ ⊥ ⊗ γ 1 with γ ⊥ Gaussian in K. For u : X → R and y ∈ K we define the function u y : R → R by u y (t) = u(y + tν).
In particular Definition 3.9 is independent of the choice of the basis and makes sense for all h ∈ H.
Proof. Let us fix
For the reverse inequality we can assume that V 
For, set u n = T 1/n u and notice that for every
, and (up to a subsequence which we do not relabel) weakly * converges to a measure µ. The above limit relation shows that µ = D ν γm
and that the whole sequence is convergent. By Fubini theorem (possibly passing to a subsequence) for γ ⊥ -a.e. y ∈ K the sequence (u n,y ) converges to u y in L 1 (R, γ 1 ) and then by semicontinuity we get
In the infinite-dimensional case we consider the cylindrical approximations v m := E m u; since they converge in
Corollary 3.11. Let h = Rĥ ∈ H and c ∈ R; then the sets E = {x ∈ X :ĥ(x) ≤ c} have finite perimeter with
Proof. With no loss of generality we can assume that h H = 1. We prove the identity first in the case whenĥ = R * x * for some x * ∈ X * ; without loss of generality, we may assume that Qx * H = 1. In this case the assertion simply follows by noticing that E is a cylindrical set of the form
with B = {s ∈ R : s ≤ c}. This implies that P γ (E) = P γ1 (B) = e −c 2 /2 / √ 2π. In the general case, density of QX * in H and lower semicontinuity of the perimeter provides the inequality ≤ in (39); to prove the inequality ≥ we fix φ ∈ C ∞ c (R) with φ(c) = 1, |φ| ≤ 1, k = Qk * , k H = 1 and k − h 2 H < 2ε and the field Φ ε (x) = φ( x, k * )k; then
By Proposition 2.2 and considering the map x → (ĥ(x), x, k * ), the right hand side can be represented as {x1≤c} ∂ * φ(x 2 )dη ε (x 1 , x 2 ), where η ε are Gaussian in R 2 with γ 1 as marginals and x 1 x 2 dη ε (x 1 , x 2 ) > 1 − ε; as ε → 0 these Gaussians converge to the standard Gaussian on the diagonal of R 2 , so that
In connection with the proof of the previous Corollary, notice that it would be desirable to extend Theorem 3.10 even to the case when ν = Rĥ ∈ H; however, this extension presents some difficulties, sinceĥ is not really a linear map on X.
Main results
We are now in a position to characterize BV functions in the same way as they are characterized in the classical case. Notice that in the classical case the original definition of BV given by E. De Giorgi in [12] was based on property (4) below, with the heat semigroup instead of the Ornstein-Uhlenbeck one.
, the following are equivalent:
(1) u belongs to BV (X, γ);
. Simply comparing the classes of competitors, we notice that
In addition, Fatou's lemma and (16) yield
Observe that in particular we have proved that I(u) ≤ L γ (u). (4) ⇒ (1). We first prove that for all j the derivative µ j along the direction h j exists, and then we prove (27) to conclude that u ∈ BV (X, γ).
Since T t u ∈ D 1,1 (X, γ) for t > 0, we have
In particular, setting ν = h j and adopting the same notation as in Theorem 3.10, we have
Now we can find t n → 0 sufficiently fast in such a way that (T tn u) y converge to u y in L 1 (R, γ 1 ) for γ ⊥ -a.e. y ∈ K and conclude, by the lower semicontinuity of
It follows that for γ ⊥ -a.e. y ∈ K the function u y has bounded variation in R. By a Fubini argument, based on the factorization γ = γ ⊥ ⊗ γ 1 , the 1-dimensional integration by parts formula yields that the measure
(where A y := {t : y + th j ∈ A} is the y-section of a Borel set A) provides the derivative of u along h j . Notice that µ j is well defined, since we have just proved that K |D γ1 u y |(R)dγ 
The latter inequality is trivial, since | m 1 φ i ∂ hi T t u| ≤ ∇ H T t u H . Passing to the limit as s ↓ 0 in the inequality
−t I(u) and concludes the proof.
Remark 4.2. Arguing as in the proof of the implication (2) ⇒ (3) we see that for all u ∈ BV (X, γ) and all closed subspaces K ⊂ H the following inequality holds:
Here π K : H → K is the orthogonal projection and D
It is worth noticing that sets of finite perimeter E can also be characterized using the functional
in the spirit of [5] . In fact, it can be proved that
With minor modifications the proof of Theorem 4.1 allows also to show that, for all j, the family of measures ∇ j T t uγ is tight and the limit as t ↓ 0 is D γ u, h j , in the duality with C b (X); in addition, the limit of | D γ u, h j γ| is | D γ u, h j |. We give just a sketch of proof, since this result is a consequence, rather than a tool, in our characterization theorem of BV functions. We also notice that similar results could be stated and proved for the measures π K ∇ H T t u H γ and |π K D γ u|, with K ⊂ H closed subspace.
in the duality with C b (X).
Proof. Since, by the integration by parts formula, ∇ j T t uγ weakly converge to D γ u, h j in the duality with FC 1 b (X) as t ↓ 0, in order to show the convergence of ∂ j T t uγ it suffices to show that |∇ j T t u|γ is tight. Indeed, this ensures by Prokhorov theorem the compactness in the duality with C b (X), and the weak limit must be the same as above, by the density of FC
hence tightness is achieved, thanks to Lemma 2.1, by lim inf
This inequality, in turn, can be derived as in the proof of the implication (3) ⇒ (4) in the proof of Theorem 4.1, using the fact that the sections A y = {t ∈ R : y + th j ∈ A} are open, and the lower semicontinuity of
with respect to the
An immediate consequence of Theorem 4.1 is the extension, by approximation, of many properties of Sobolev functions to BV : for instance BV (X, γ) ∩ L ∞ (X, γ) is an algebra (and therefore sets of finite perimeter are stable under union and intersection), BV (X, γ) is stable under left composition with Lipschitz maps f , and |D γ f • u|(X) ≤ Lip(f )|D γ u|(X), etc. We need in particular the inequalities stated in the following proposition, a direct consequence of (16) and (18) for D 1,1 (X, γ) functions, and of the equality |D γ u|(X) = L γ (u).
Proposition 4.5 (Sobolev and Poincaré inequalities). Let u ∈ BV (X, γ).
where C 1 is the constant in the Poincaré inequality (18) for p = 1.
The following approximation result for sets of finite perimeter is a consequence of the approximation in BV through smooth functions and the coarea formula. Proposition 4.6. Let E ⊂ X be a set with finite perimeter; then there exist cylindrical sets E j = Π −1 mj B j , with B j ∈ R mj smooth sets, such that
Proof. According to Theorem 4.1, for every u ∈ BV (X, γ) there is a sequence of D 1,1 (X, γ) functions such that the L 1 norms of their gradients converge to the total variation of u. Moreover, smooth cylindrical functions are dense in D 1,1 (X, γ), hence there exists a sequence (u j ) of smooth cylindrical functions with
Assuming with no loss of generality that 0 ≤ u j ≤ 1, the conclusion then follows from the coarea formula by taking smooth levels B j of u j .
Due to the previous proposition, we say that E is a smooth set if E = Π 
Remark 4.7. Using the results in [5] , it is possible to repeat the same argument contained in [8] to show that the isoperimetric inequality and extremality of half-spaces hold in infinite dimension as well. That is, for any E ⊂ X with finite perimeter,
with U defined in (14) with equality if and only if E is an arbitrary half-space. The proof is based on analysis of the quantity J E introduced in Remark 4.3; in particular, once one has (42), by using the fact that J E (t) is twice differentiable, (see [7, Proposition 5.4.8] ), one shows that if equality holds for a set E in the isoperimetric inequality, then χ E is affine (see [8, Lemma 2.1] ), that is E is a half-space.
In the next corollary we consider a finite dimensional subspace K ⊂ H. We shall denote by Π K : X → K the canonical projection (induced by the choice of a basis of K) and set Π
we may write in a unique way x = x 1 + x 2 with x 1 ∈ K and x 2 ∈ Ker(Π K ) and, accordingly, u x1 (x 2 ) = u(x 1 + x 2 ). Setting X 1 = K and X 2 = Ker(Π K ) (the closure of K ⊥ in X), we have also the factorization dγ(x 1 , x 2 ) = dγ 1 (x 1 ) ⊗ dγ 2 (x 2 ) with γ 1 Gaussian in X 1 and γ 2 Gaussian in X 2 ; furthermore, the Cameron-Martin spaces are respectively K and K ⊥ . The next proposition is the natural complement of Theorem 3.10: in that theorem the slices are 1-dimensional, and with minor changes the same result could be proved for finitedimensional slices. Here we consider, instead, slices of finite codimension; for the sake of simplicity we state it assuming a priori that the map u is globally BV , hence without using variations, and we consider only one implication.
In the sequel, for a given closed subspace L ⊂ H and u ∈ BV (X, γ) we set, in accordance with Remark 4.2,
, where π L : H → L is the orthogonal projection.
Proposition 4.8. Let u ∈ BV (X, γ); then u x1 ∈ BV (X 2 , γ 2 ) for γ 1 -a.e. x 1 ∈ X 1 and
Proof. Let u n = T tn u, with t n → 0, and assume with no loss of generality that (u n ) x1 converge to u x1 in L 1 (X 2 , γ 2 ) for γ 1 -a.e. x 1 . We have
X1 X2
∇ K ⊥ (u n ) x1 (x 2 ) K ⊥ dγ 2 (x 2 )dγ 1 (x 1 ) = X ∇ K ⊥ u n H dγ and, passing to the limit as n → ∞, Fatou's lemma and Remark 4.2 give
with L γ2 as in (3) of Theorem 4.1. From Theorem 4.1 we deduce u x1 ∈ BV (X 2 , γ 2 ) for γ 1 -a.e. x 1 ∈ X 1 and the inequality ≥ holds in (43). Arguing as in the first part of the proof of Theorem 3.10 we see that the factorization γ = γ 1 ⊗ γ 2 yields h, D γ u = Corollary 4.9. Let u ∈ BV (X, γ) let K ⊂ H be finite-dimensional and E K u the conditional expectation relative to K. If K ⊥ is the complementary subspace of K, we have
Proof. We write as in Proposition 4.8 x = x 1 + x 2 with x 1 ∈ X 1 = K and x 2 ∈ X 2 = Ker(Π K ), and denote by u x1 (x 2 ) = u(x 1 + x 2 ); using the Poincaré inequality in X ⊥ K we get
where in the last line we have used Proposition 4.8.
In an analogous way one can prove that (44)
The next Theorem generalises Theorem 5.12.5 of [7] , for the part concerning Sobolev spaces. The part concerning BV functions is, to our knowledge, totally new. (i) For p > 1, let F be a bounded family of functions in D 1,p (X, γ); assume that for every ε > 0 there exists a finite dimensional subspace K of H such that,
then F is relatively compact in L p (X, γ).
(ii) Let F be a bounded family of functions in BV (X, γ); assume that for every ε > 0 there exists a finite dimensional subspace K of H such that,
then F is relatively compact in L 1 (X, γ).
Proof. We first discuss briefly the finite-dimensional case, X = R m , γ = γ m , for BV functions (for Sobolev functions, see [6, Theorem 9.3.19] or adapt the argument below, taking into account the continuous embedding of D 1,p into the space L p log 1/2 L in (17)). Since the family F is bounded also in L log 1/2 L(R m , γ m ), we obtain that F is equi-integrable in L 1 (R m , γ m ), hence by a truncation argument we can assume with no loss of generality that F is uniformly bounded also in L ∞ (R m , γ m ). Under this assumption relative compactness follows obviously from relative compactness in L with λ k > 0 and k λ k < ∞. If we set x k = x, e k , since R * e k = x k and Rx k = λ k e k it follows that λ k e k H = x k L 2 (x,γ) = λ k .
Consequently an orthonormal basis in H is given by ε k = λ 1/2 k e k , the Cameron-Martin norm is ( k x 2 k /λ k ) 1/2 and
