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Implicit functions theorem: formal proof 1
Recall that if x, y ∈ Rn the segment joining x, andy is defined by:
[x, y] := {z ∈ Rn : z = tx+ (1− t)y, 0 ≤ t ≤ 1}
Theorem (Mean value). Given A ⊂ Rn, f : A→ R and x, y ∈ Rn such that [x, y] ⊂ Ao and f(x) is
differentiable in [x, y] there exists z ∈ [x, y] such that
f(x)− f(y) = ∇f(z) · (x− y)
Proof. Define ϕ : [0, 1]→ Rn, ϕ(t) = y+ t(x−y). Obviously ϕ ∈ C and is differentiable for any t ∈ (0, 1).
Moreover ϕ′(t) = x − y. In such a way g = f ◦ ϕ : [0, 1] → R is continuous and differentiable in (0, 1).
Thus we can apply the one dimensional version of the mean value theorem to infer existence of η ∈ (0, 1)
such that
f(x)− f(y) = g(1)− g(0) = g′(η).
On the other side from tha chain rule we know that
g′(η) = ∇f(ϕ(η)) · ϕ′(η) = ∇f(ϕ(η)) · (x− y)
Since z = ϕ(η) ∈ [x, y] the theorem is proved.
We now deliver the formal proof of the Dini’s theorem.
Theorem (Ulisse Dini, 1878). Let Ω an open set in R2 and f : Ω → R a C1 function. Suppose there
exists (x0, y0) ∈ Ω such that f(x0, y0) = 0, fy(x0, y0) 6= 0, then there exist δ, ε > 0 such that for any
x ∈ (x0 − δ, x0 + δ) there is a unique y = ϕ(x) ∈ (y0 − ε, y0 + ε) such that:
f(x, y) = 0
Function y = ϕ(x) is C1 in (x0 − δ, x0 + δ) and for any x ∈ (x0 − δ, x0 + δ)
ϕ′(x) = −fx(x, ϕ(x))
fy(x, ϕ(x))
Proof. Assume f(x0, y0) > 0. Since fy(x, y) is continuos there is a ball Bδ1(x0, y0) such that (x, y) ∈
Bδ1(x0, y0) =⇒ fy(x, y) > 0
Thus we can assume, if appropriate narrowing ε and δ, that y 7→ f(x, y) is an increasing function for
any x ∈ (x0 − δ, x0 + δ).
In particular y 7→ f(x0, y) is increasing and since we assumed f(x0, y0) this implies
f(x0, y0 + ε) > 0 and f(x0, y0 − ε) < 0
for ε small enough. Using again continuity of f and, if appropriate narrowing again δ we infer that for
any x ∈ (x0 − δ, x0 + δ)
f(x, y0 + ε) > 0 and f(x, y0 − ε) < 0
In conclusion using continuity of y 7→ f(x, y) from Bolzano theorem (existence of zeros) we have shown
that for any x ∈ (x0 − δ, x0 + δ) there is a unique y = ϕ(x) ∈ (y0 − ε, y0 + ε) such that
f(x, y) = f(x, ϕ(x)) = 0
To prove the second half of the theorem, we show that ϕ(x) is differentiable. Take h ∈ R such that
x+ h ∈ (x0 − δ, x0 + δ) in such a way from the mean value theorem there exist θ ∈ (0, 1) such that
0 = f(x+ h, ϕ(x+ h))− f(x, ϕ(x))
= fx(x+ θh, ϕ(x) + θ(ϕ(x+ h)− ϕ(x)))h+ fy(x+ θh, ϕ(x) + θ(ϕ(x+ h)− ϕ(x)))(ϕ(x+ h)− ϕ(x))
thus
ϕ(x+ h)− ϕ(x)
h
= −fx(x+ θh, ϕ(x) + θ(ϕ(x+ h)− ϕ(x)))
fy(x+ θh, ϕ(x) + θ(ϕ(x+ h)− ϕ(x)))
thesis follow taking limit for h→ 0 observing that h→ 0 =⇒ θ → 0 recalling that f(x, y) is continuous.
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Theorem (Lagrange’s multipliers). Let f : A ⊂ R2 → R a C1 function. Consider the subset of A
M = {(x, y) ∈ A : g(x, y) = 0}
being g : A ⊂ R2 → R a C1 function such that ∇g(x, y) 6= 0 for any (x, y) ∈ M. If (x0, y0) ∈ M is a
maximum or a minimum for f(x, y) for (x, y) ∈M then there is λ ∈ R such that
∇f(x0, y0) = λ∇g(x0, y0)
Proof. Since ∇g(x0, y0) 6= 0 we can assume that gy(x0, y0) 6= 0, thus form the implicit function theorem
there exist ε, δ > 0 such that for x ∈ (x0 − δ, x0 + δ), y ∈ (y0 − ε, y0 + ε) we have
g(x, y) = g(x, ϕ(x)) = 0.
Consider function x 7→ f(x, ϕ(x)) := h(x) for x ∈ (x0 − δ, x0 + δ). This function has by hypothesis an
extremum for x = x0 so that its derivative in x0 vanishes. Using chain rule we get
0 = h′(x0) = fx(x0, ϕ(x0)) + fy(x0, ϕ(x0))ϕ′(x0) (a)
Now use the implicit function theorem which gives
ϕ′(x0) = −gx(x0, ϕ(x0))
gy(x0, ϕ(x0))
substituting in (a) recalling that ϕ(x0) = y0 we get
fx(x0, y0)gy(x0, y0)− fy(x0, y0)gx(x0, y0) = 0 (b)
Now write (b) as
det
∣∣∣∣fx(x0, y0) fy(x0, y0)gx(x0, y0) gy(x0, y0)
∣∣∣∣ = 0 (c)
Since the (c) determinant is zero it follows that its rows are proportional this implies that there exists
λ ∈ R such that
(fx(x0, y0), fy(x0, y0)) = λ (gx(x0, y0), gy(x0, y0))
Qed.
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