Spectral unmixing is a growing area in remotely sensed hyperspectral image analysis. Many algorithms have been developed to retrieve pure spectral components and determine their sub-pixel abundance fractions in this kind of data. However, possible connections between spectral unmixing concepts and classification algorithms have been rarely investigated. In this work, we propose a new method to perform semi-supervised hyperspectral image classification exploiting the information retrieved with spectral unmixing. Our main contribution is the integration of a well-established discriminative classifier (the multinomial logistic regression) with a state-of-the-art technique for linear spectral unmixing (fully constrained least squares abundance estimation). Furthermore, we propose a new active sampling approach which integrates both the spatial and the spectral information. Our experimental results, conducted with a well-known hyperspectral image data set collected by the Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS) over the Indian Pines region, NW Indiana, reveal that the proposed method can benefit from the newly developed integrated framework.
INTRODUCTION
Remotely sensed hyperspectral imaging [1] allows for the detailed analysis of the surface of the Earth using advanced imaging instruments which can produce high-dimensional images with hundreds of spectral bands. Supervised hyperspectral image classification is a difficult task due to the unbalance between the high dimensionality of the data and the limited availability of labeled training samples in real analysis scenarios [2] . Based on these observations, active learning, in which informative unlabeled samples are included in the analysis process by means of assigning labels to the newly selected query, is becoming a fast growing research topic since it can effectively reduce the need for labeled training samples available a priori [3] . Several techniques have been proposed in the recent literature in order to perform active query sampling based on different criteria, such as maximum entropy of the newly added samples, least confidence, or maximum disagreement between multiple learners [4] [5] [6] [7] . These approaches lead to high performance in hyperspectral image classification and segmentation problems [8] . However, in general, there are many samples meeting the active sampling criteria, which brings difficulties from the viewpoint of devising mechanisms to effective selection of the most informative samples for active learning in practical applications.
In this work, we propose a new approach to select the most informative samples for active learning by exploiting the linear mixed model commonly used in spectral unmixing application [9] . Spectral unmixing aims at decomposing mixed pixels collected by remotely sensed hyperspectral imaging instruments into a set of pure spectral components (called endmembers) and their fractional abundances at a sub-pixel level [10] . We exploit this concept because it is well-known that the pixels measured by remotely sensed imaging instruments for Earth observation are composed by different pure spectral substances that interact at sub-pixel levels. This means that most of the pixels in hyperspectral images are mixed in nature. A recent trend to address this issue (in the framework of supervised classification) consists of integrating classification and unmixing concepts to refine the initial classification [11] . This approach seems natural since many research efforts have been developed in both directions, but the synergies between the two approaches have not been widely explored as of yet.
In this work, we have developed a new two-step procedure to find informative samples for supervised classification of hyperspectral data by taking advantage of spectral unmixing concepts. First, we run active sampling to find a set of candidate samples. Then, unmixing is applied to analyze the obtained candidate set and derive which samples can better represent the classes. Here, we model the class posterior densities using a well-established discriminative classifier: the multinomial logistic regression (MLR) [12] . We have selected this classifier due to several reasons. First, it can learn the class posterior probabilities directly, thus effectively dealing with the high dimensionality of hyperspectral data. Second, it produces sparse solutions by adopting a Laplacian prior [13] . This is beneficial in order to control generalization properties. Finally, the considered classifier can be effectively combined with the proposed active sampling procedure based on spectral unmixing concepts.
The remainder of the paper is organized as follows. Section 2 introduces the proposed methodology and active sampling approach. Section 3 reports classification results based on the well-known hyperspectral image data set collected by the Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS) [14] over the Indian Pines region, NW Indiana. Finally, section 4 concludes with some remarks and future lines.
PROPOSED APPROACH
First of all, we briefly define the notations used in this paper. Let K ≡ {1, . . . , K} denote a set of K class labels; let S ≡ {1, . . . , n} be a set of integers indexing the n pixels of an image, let x ≡ (x 1 , . . . , x n ) be an image of d-dimensional feature vectors, let y ≡ (y 1 , . . . , y n ) be an image of labels, let L be the number of labeled training samples. With these definitions in mind, in this section we first introduce the MLR model. Then, we present the newly proposed active sampling approach based on linear spectral unmixing concepts.
Multinomial logistic regression
The original multinomial logistic regression (MLR) [12] models the posterior class probabilities as follows:
where
T is a vector of l fixed functions of the input, often termed features; ω denotes the regressors and ω ≡ [ω
T . Since the density (1) does not depend on possible translations applied to the regressors ω (k) , in this work we take ω (K) = 0. It should be noted that the function h may be linear (i.e., h(
T , where x i,j is the j-th component of x i ) or nonlinear. A kernel function is some symmetric function which offers a mechanism to deal with the nonlinear case, i.e., h(
. Kernels have been largely used in this context since they tend to improve data separability in the transformed space. In this work, we use the Gaussian Radial Basis Function (RBF) kernel:
) kernel, which is widely used in hyperspectral image classification [15] .
Linear spectral unmixing
Spectral unmixing [16] decomposes a (mixed) pixel observation into a collection of pure endmember spectra and their sub-pixel fractional abundances. Under the linear mixture assumption, for any i ∈ S we have:
where M ≡ [m (1) , . . . , m (K) ] denotes a mixing matrix composed by the spectral endmembers, n i denotes the noise, and
T denotes the fractional abundances of the endmembers at pixel i ∈ S. We are assuming that each endmember corresponds to a class. Generally, nonnegative and sum-to-one constraints are imposed into this model [17] : s
} denote the infinity norm. We note that
e, the spectrum of the pixel is maximally mixed), and γ i = 1,
e, the spectrum of the pixel is pure).
Active sampling
Active sampling, which aims at finding the most informative training set, has been widely studied in the recent literature. However, there are generally many candidate samples meeting the sampling criterion and this introduces difficulties from the viewpoint of how to select the most informative samples adequately. For instance, the breaking ties (BT) active sampling approach [5] minimizes the distance between the first two most probable classes. If the data is dominated by two classes only, it is very likely to have many samples in one single boundary. So when we want to label a limited number of new samples, a relevant question is which samples should be selected first for the learning process.
In this work, we address this issue through the proposal of a new active sampling approach which takes into account some special characteristic of hyperspectral data, such as the presence of mixed pixels. Specifically, we run a two-step procedure for active sampling: 1) first, we run a standard active sampling approach to find a set of candidate samples; 2) them we use a spectral unmixing algorithm to compute the abundances of the obtained samples, with the ultimate goal of identifying a limited number of new samples. The first step aims at finding samples close to the class boundaries. This is because those samples are generally more informative than those samples in the class centers. The second step aims at finding samples away from the boundaries. This is because we also want to include samples which can well represent the related classes. Such combination of intelligently selected samples provides good balance according to our experiments.
The basic strategy of our proposed active sampling approach can be simply summarized as follows. Let D U be the set of new sampling meeting the active sampling criterion, and U is the number of samples in D U . Let D u be the set we select in the active selection procedure and u be the number of samples in D u , and generally, D u ⊆ D U and u ≤ U . Therefore, a relevant question is "how to select these u samples?". In this work, we use a recently developed hyperspectral unmixing algorithm, termed simplex identification via split augmented Lagrangian (SISAL) [18] , to compute the abundances of the samples in D U , thus computing the ∞ norms γ U = {γ 1 , · · · , γ U }. According to the above mentioned criterion, the proposed active sampling approach selects samples have larger ∞ norms, which correspond to samples away from the boundary.
EXPERIMENTAL RESULTS
In this section, we evaluate the proposed active sampling approach on a real hyperspectral analysis scenario. The wellknown AVIRIS Indian Pines scene was used in our experiments. These data were collected over Northwestern Indiana in June 1992 [14] , and contains 145 × 145 pixels and 220 spectral bands. A total of 20 bands were removed prior to experiments due to noise and water absorption in those channels. The ground-truth data contains 16 mutually exclusive classes, and a total of 10366 labeled pixels. This image is a classic benchmark to validate the accuracy of hyperspectral image analysis algorithms and constitutes a challenging problem due to the significant presence of mixed pixels in all available classes, and also because of the unbalanced number of available labeled pixels per class.
For the first step of our newly developed approach, we run the BT active sampling approach [5] to select the initial candidate set. We select BT sampling for this purpose because it is widely used and well-established in active sampling applications with hyperspectral data [3, 19] . After we obtain the initial candidate set by BT, we run spectral unmixing based on SISAL in order to select the final set of samples. The initial set, 5 per class in our experiments, is randomly selected from the available labeled samples. The remaining samples are used for validation purposes. In order to increase statistic confidence, in our experiments each value is obtained as the mean of 10 Monte Carlo runs. Figure 1 illustrates the obtained kappa statistic as a function of the number of training samples obtained by our proposed active sampling approach. It is noticeable that the proposed active sampling approach outperforms the original BT sampling. With the same size of training samples, the proposed approach obtained better accuracy. On the other hand, in order to obtain a similar accuracy the proposed method needs less training samples. This means that the samples actively selected by our proposed approach are more informative. For example, in order to obtain an accuracy around 80%, the BT sampling needs around 440 training samples. However, the proposed approach only needs around 390 samples. These preliminary results suggest that the proposed approach can lead to better sampling for active learning in hyperspectral image analysis applications, although further experiments with additional scenes and baseline comparison methods should be conducted in order to fully substantiate these remarks.
In order to better illustrate the performance achieved by our proposed method, Figure 2 shows the training samples obtained by the BT and the proposed active sampling approach for two classes. It is noticeable that the training samples obtained by these two methods are quite different, where the proposed approach have more diversity, which is very important to characterize the considered class. For illustration purpose, Figure 3 shows the classification maps obtained by the BT and proposed active sampling method. Notice the good performance obtained by the proposed method, which outperforms the BT approach with a higher kappa of 7.07%. Furthermore, Figure 3 reveals the better classification map obtained through our proposed method.
CONCLUSION
In this work, we have proposed a new active sampling for hyperspectral image classification which integrates discriminative hyperspectral classification with linear spectral unmixing.
Our preliminary results, conducted with a widely used hyperspectral data set, reveal that active sampling can benefit from the inclusion of a hyperspectral unmixing framework. Future work should analyze related parameters, conduct experiments with additional data sets as well as comparisons with other active sampling approaches.
ACKNOWLEDGMENTS
This research was supported by MRTN-CT-2006-035927 and AYA2008-05965-C04-02 projects. The authors gratefully thank D. Landgrebe for providing the hyperspectral data set.
