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This thesis proposes a new methodology, which uses a fuzzy logic approach assisted 
by a multiple regression model in a machine monitoring area. In order to compare the 
differences between the traditional fuzzy logic method with a trial-and-error procedure and 
the proposed fuzzy logic method assisted by multiple regression model, two stages of 
development are necessary and they are described in two papers. 
The first paper describes the development of a fuzzy logic based in-process surface 
roughness recognition (FL-ISRR) system in turning operations. The input parameters for the 
system are feed rate, spindle speed, depth of cut, and vibration in the X-direction. The 
vibration data are gathered using an accelerometer sensor. Fuzzy logic rule base, used to 
predict surface roughness in turning operations, were developed for testing in a real time 
fashion through observations of experiments. Experimental results show that the FL-ISRR 
system can predict the surface roughness within approximately 92% accuracy. 
The second paper proposes an approach using a fuzzy logic principle as a basic idea 
and uses a multiple-regression method to assist building the fuzzy logic rule base. Following 
the proposal, a multiple regression assisted fuzzy logic based in-process surface roughness 
recognition (MRFL-ISRR) system was created. The structure of this system is almost the 
same as the first one, but it uses a different methodology in creating rule base. This MRFL-
ISRR system can predict the surface roughness within approximately 92% accuracy. 
After the two ISRR systems have been created, comparisons of the results between 
the two methodologies were conducted. The ISRR system using the multiple regression 
model to assist the fuzzy logic method had a similar performance with that of the ISRR 
system using the traditional fuzzy logic method. The system using the fuzzy logic method 
Vlll 
assisted by multiple regression took less time in building the rule base than the one using the 





In industry, cylindrical parts are a result of machining variables. Cylindrical parts, 
such as hydraulic cylinders a!ld steel shafts for of driving wheels on automobiles, are 
manufactured primarily by turning operations. The surface quality of parts produced in 
turning operations is critical. Failure to manufacture parts with the too fine surface roughness 
may increase assembly costs, or too rough cause the assembly to fail, or damage the machine, 
which could result in human operators being injured or killed. 
Surface roughness affects several functional attributes of parts, such as surface 
friction, wear, light reflection, heat transmission, the ability to distribute and hold a lubricant, 
acceptance of a coating, and resistance to fatigue. Since the typical size of cylinders for these 
types of products is large, it is very difficult and time-consuming to remove the workpiece 
from the lathe to measure its surface roughness and then reset the workpiece back into the 
machine for corrections. Such steps are often necessary because hydraulic cylinders with an 
incorrect surface roughness could cause a catastrophic collapse of the system. 
Due to those reasons, the need for an in-process surface roughness recognition 
(ISRR) system is identified by industry. The ISRR system could measure surface roughness 
while the machining process is taking place In order to develop an ISRR system, sensor 
technologies used in detecting the dynamic data in process and algorithms used to make 
decisions are needed. Past research studies that use a variety of different sensors for on-line 
surface measuring is summarized in Table 1.1. 
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Tablel.1. Major On-Line Surface Measuring Sensor Technologies in Recent Years 
Instrument/Sensor Investigators Years 
Acoustic emission sensor Susie, E. & Grabec, I. 1995 
Force sensor, Displacement sensor Jang,D.Y. & Choi,Y.&Kim,H.G. & 1995 
Hsiao, A. 
Capacitive profile meter Nowicki, B. & Jarkiewicz, A. 1998 
Light scattering Persson, U. 1998 
Ultrasonic sensor Shin, Y. C. & Oh, S. J. & Coker, S. A 1995 
Coker, S. A. & Shin, Y. C. 1996 
Yao, Y. & Fang, X. D. & Arndt, G. 1991 
Lin, S. C. & Chang, M. F. 1997 
Lou, M. S. & Chen, J. C. & Li, C. M. 1998 
Accelerometer Chen, J.C. & Huang, L. H. & Lan, A. X. 1999 
&Lee, S. 
Lee, S. 1999 
Tsai, Y. & Chen, J. C. & Lou, S. 1999 
Huang, L. & Chen & J. C. 2001 
Chen, J. C. & Savage, M. 2001 
From this research, usmg an accelerometer is a comparatively inexpensive and 
unobtrusive way to other sensors for monitoring vibration during the turning operation. 
Furthermore, some researchers (Chen, Huang, Lan, & Lee, 1999) have analyzed the adequate 
locations for mounting accelerometers for collecting vibration data for developing an ISRR 
system in turning operations. An ISRR system not only needs to incorporate sensing 
technologies and cutting factors that affect surface roughness, but it also needs to include a 
decision-making algorithm. 
There has been some research done in recent years using multiple regression models 
(Huang & Chen, 2001, Lee, 1999), fuzzy logic (Lou, Chen & Li, 1998), neural networks 
(Tsai, Chen, & Lou, 1999), and neuro-fuzzy theories (Chen & Savage, 2001) as approaches 
in developing surface roughness recognition systems in end-milling operations. Furthermore, 
Lee (1999) & Susie et al. (1995) have developed ISRR systems using neural network and 
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fuzzy net approaches, respectively, in turning operations. Huang and Chen (2001) used 
multiple regression models and used fuzzy logic and fuzzy net as decision-making algorithms 
to build ISRR systems. Those systems provide some useful results for furthering the 
development of an in-process surface roughness recognition system in machining operations. 
In that research, the fuzzy logic method has shown to be easier to understand and use for the 
control system because it operates like a human thinking strategy. 
Fuzzy logic is easy to understand, but the researchers realized that it would be a 
challenge to implement fuzzy logic theory for this type of development due to the fact that it 
is very difficult to develop the fuzzy rule base with real experts. Setting up a rule just by 
observing the relationship between vibration data and surface roughness is very difficult. 
However, experimental data must be observed and used in order to develop the fuzzy rule 
base for a fuzzy logic based system. 
The fuzzy logic theorem has been proven to work well in a variety of control systems 
in past years because it is good at controlling time-variant systems and spends a shorter time 
in decision-making. Therefore, a fuzzy logic control system is considered to be the most 
efficient form of decision-making logic (Kosko, 1992). 
Developing a fuzzy rule base in fuzzy logic theory is very time consuming for 
anyone who is not an expert. A trial-and-error process is implemented to develop an 
adequate rule base for a special control system. Consequently, this is a complex and time-
consuming process. Particularly in the field of machining control systems, becoming an 
expert to interpret vibration data or cutting force signals is very difficult. Evidence has 
shown that less machining-related research is being conducted using fuzzy logic theory. 
Thus, developing an innovative methodological way to help in building up a fuzzy 
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knowledge rule base in a control system lacking experts (such as machining areas) is 
essential. Due to the previously mentioned reason, more researchers are developing a system 
called "neuro-fuzzy." This type of system is used to "marry" fuzzy logic and neural 
networks (Chen, 1990) which allows the system to learn from data and also to have a 
reasoning capability. Researchers indicated that a machine's dynamic system is complex, and 
the vibration or force signals have a high variation during cutting. Since the tool and material 
interface changes rapidly while the machining process is taking place, consequently, the 
training data collected in a neural network or neuro-fuzzy system has a high probability of 
not being able to fully represent the system itself. Therefore, fuzzy logic theory needs to be 
integrated along with any data- driven prediction system, such as a statistical tool for 
reducing the fuzzy logic developing time, as well as for verifying the collected data, and 
providing a trend for the system. Therefore, this researcher would like to develop such a 
system in machining related to a control system. To implement this proposed system, data 
collected for studies by (Lee, 1999) are used. 
Thesis Organization 
The experimental data and statistical results from a previous study are employed in 
this study. In order to compare the differences between the traditional fuzzy logic theory 
with a trial-and-error procedure and the proposed statistical-assisted fuzzy logic theory, two 
stages of development are necessary: 
1. A fuzzy logic based ISRR system has been developed by the researcher, who is not an 
expert in the field. The fuzzy rule base is constructed by observing the experimental data 
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and a trial-and-error process. The developing time and accuracy of the system are 
presented in Chapter 2. 
2. After the traditional fuzzy logic based ISRR system was successfully developed, the 
proposed multiple regression assisted fuzzy logic ISRR system was developed. This 
system took the multiple regression model developed by employing the experimental 
data, and then implemented for the fuzzy rule base development. Thus, the performance 
of this system is also evaluated and demonstrated in Chapter 3. 
3. To evaluate the performances of these two systems, a hypothesis is created. 
Ho :µ1 -µ2 =0 
HI: µI -µ2 -::;t. 0 
Let µ1 represent the mean of performance for the ISRR system using traditional 
fuzzy logic and µ 2 represent the mean of performance for the ISRR system using multiple 
regression assisting fuzzy logic. The conclusions, observations, and suggested further study 
are discussed after this hypothesis statistic test was conducted; these results are presented in 
Chapter 4. 
Literature Review 
The literature review will be divided into sections featuring various topics that are 
relevant to the research effort. 
1. The past research areas in machine controlling fields, which includes the major 
research done on machining surface roughness. 
2. A review of a fuzzy-logic method. 
3. A review of multiple regression model theory. 
6 
4. A review of the experimental setup for supporting the ISRR system in turning 
operations. 
Recent Past Published Research Findings 
Current research being done on surface roughness in turning operations 1s 
summarized in Table 1.2. One observation made from conducting the literature review was 
that most researchers have focused upon using different sensors and different cutting factors 
to predict surface roughness, such as feed rate, spindle speed, depth of cut, cutting forces, 
cutting tool angle, etc. 
Table 1.2. Major Researches Efforts of Surface Finish in Machining Operations (1990-1999) 
Year Author Title Journal 
1991 Yao, Y. & Fang,X.D. & Arndt, On-line estimation of groove wear in the CIRP Annuals 
G. minor cutting edge for finish machining 
1992 Garbini, J. L. & Koh, S., Surface profile measurement during turning Trans. ASME 
Jorgensen, J.E. & Ramulu, M. using fringe-field capacitive profilometry. 
1994 Bonifacio, M. E. R. & Diniz, Correlating tool wear, tool life, surface Wear 
A.E roughness and tool vibration in finish 
turning with coasted tools 
1995 Salisbury, E. J. & Moon, K. S. Development of microscopic laser ASME Journal of 
& Sutherland, J. W. interferomertry system for precision surface Engineering for Industry 
measure 
1995 Susie, E. & Grabe, I. Application of a neural network to the International Journal of 
estimation of surface roughness from AE Machine Tools & 
signals generated by friction process Manufacture 
1996 Beauchamp, Y. & Thomas M., Investigation of cutting parameter effects on Computers and Industrial 
Youssef, Y. A. & Masounave, surface roughness in lathe boring operation Engineering 
J. by use of a full factorial design 
1996 Coker S. A.& Shin, Y. C. In-process control of surface roughness due International Journal of 
to tool wear using a new ultrasonic system Machine Tools & 
Manufacture 
1996 Grzesik, W. Revised model for predicting surface Wear 
roughness in turning 
1996 Jang, D. Y. & Choi, Y., Kim, Study of the correlation between surface International Journal of 
H. & Hsiao, A. roughness and cutting vibrations to develop Machine Tools 
and on-line roughness measuring technique Manufacturing 
in hard turning 
1997 Fang, X. D. & Yao, Y. L. In-process evaluation of the overall Journal of Manufacturing 
machining performance in finish-turning via Science and Engineering 
single data source 
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Tablel.2. (Continued) 
Year Author Title Journal 
1998 Chen, J. C. & Lou, S. J. Statistical and Fuzzy-Logic Approach in International Journal of 
On-line Surface Roughness Recognition Flexible Automation and 
Systems for End-Milling Operations Integrated Manufacturing 
1998 Lin, S. C. & Chang, M. F. A study of the effect of vibrations on the International Journal of 
surface finish using a surface topography Machine Tools & 
simulation model for turning. Manufacture 
1998 Munnoz-Escalona, P. & Influence of the critical cutting speed on the Wear 
Cassier, Z. surface finish of turned steel 
1998 Yang, W. H. & Tarng, Y. S. Design optimization of cutting parameters for Journal of Material 
turning operations based on Taguchi method Processing Technology 
1998 Younis, M. A. On line surface roughness measurements Computers and Industrial 
using image processing towards an adaptive Engineering 
control 
1999 Tsai, Y. & Chen, J. C. & Lou, An in-process surface recognition system International Journal of 
S. based on neural network in end milling Machine Tools & 
cutting operations Manufacture 
1999 Chen, J. C. & Huang, L. H. H. Analysis of an effective sensing location for Journal of Industrial 
& Lan, A. X. & Lee, S. an in-process surface recognition system in Technology 
turning operations. 
1999 Lee, S. On-line surface roughness recognition Thesis oflowa State 
systems in turning operations. University 
2000 Chen, J.C. & Lou, M. S. Fuzzy-nets based approach to using an Computer Integrated 
accelerometer for an in-process surface manufacturing 
roughness prediction system in milling 
operations 
2001 Chen, J.C., Savage, M. Fuzzy-net-based multi-level in-process International Journal of 
surface roughness recognition system in Advanced Manufacturing 
milling operations Technology 
2001 Chen, J.C. & Huang, L. A multiple regression model to predict in- Journal of Industrial 
process surface roughness in turning Technology 
operation via accelerometer. 
Yang and Tarng (1998) selected cutting parameters for the machining process based 
upon experience or a machining handbook in order to produce the desired surface roughness. 
Munnoz-Escalona and Cassier (1998) reported the influencethat the cutting speed had on 
surface roughness. Those approaches do not demonstrate a reliable result because Grzesik 
(1996) proved that the surface roughness of a workpiece is relative to the vibration between 
the tool and the workpiece. Bonifacio and Diniz ( 1994) used coated tools correlated to 
surface roughness and tool vibration in finish turning. Beauchamp et al. ( 1996) investigated 
the effect that cutting parameters had on surface roughness in the lathe boring operation. 
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Jang et al. ( 1996) discovered the correlation between surface roughness and cutting 
vibrations for on-line roughness in turning. Lin and Chang ( 1998) used a simulation model to 
monitor the effects on surface roughness. Furthermore, Chen, Huang, Lan, and Lee ( 1999) 
showed that vibration data has been evident as a significant variable in the prediction of an 
in-process surface roughness (ISRR) system. Vibration data, however, cannot be decided 
upon before or observed during the running of the machine, it needs to be collected while the 
machine is running. A sensor to measure vibration data is needed. 
Garbini, Koh, Jorgensen, and Ramulu (1992) used a fringe-field capacitive 
profilometry to measure the surface during turning operations. Coker and Shin ( 1996) used 
an ultrasonic sensor to monitor the in-process control of surface roughness. Fang and Yao 
used a single data source to on-line evaluate the overall machining performance during finish 
turning. Younis (1998) used image processing to monitor surface roughness and created an 
adaptive ISRR system. Several researchers (Yao, Fang, & Arndt, 1991; Beauchamp, Tomas, 
Youssef, & Masounave, 1996; Jang et al., 1996) used the accelerometer to measure vibration 
during the cutting process. 
Grzesik ( 1996) used a mathematical model that considered a geometrical tool path to 
predict the surface roughness in turning operations. There have been some ISRR systems 
created in recent years. They used multiple regression models (Chen & Lou, 1998; Lee, 
1999, Huang & Chen, 2001 ), fuzzy logic (Lou & Chen, 1998), neural networks (Tsai, Chen 
& Lou, 1999), and neuro-fuzzy theories (Chen & Savage, 2001) as approaches in developing 
surface roughness recognition systems in end-milling operations. Furthermore, Lee (1999) 
and Susie et al. (1995) have developed ISRR systems using neural network and fuzzy net 
approaches, respectively, in turning operations. Huang and Chen (2001) used a multiple 
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regression model, fuzzy logic, and fuzzy net as decision-making algorithms to build ISRR 
systems. 
Those ISRR systems were generated using different algorithms and have performed 
well. However, at times, it was hard to find a good regression function to fit a practical model 
when using the algorithm of a multiple regression model as an approach. The neural network 
and fuzzy net is based on learning ability, but it is sometimes difficult to find out if the 
training data are correct or not. If the training data is not correct, a wrong prediction system 
will result. Thus, fuzzy logic depending on expert experience will fit more practical 
situations and avoid wrong designs. The fuzzy logic approach requires longer time to conduct 
trial-and-error to adjust the rule base or membership functions to allow for better results and 
it is very difficult to find experts in every field. Finding a new methodology to create the rule 
base faster and easier would enhance the value of fuzzy logic. To develop a new 
methodology to create fuzzy logic based systems, understanding the concepts of basic fuzzy 
logic is needed. 
Fuzzy Logic Theory 
Fuzzy logic control systems are considered to be very useful for dynamic control and 
they have been applied to a broad variety of systems in recent years. Kosco (1992) stated, 
"Fuzzy logic control is well suited for controlling time-variant systems; moreover, it is 
reliable and robust. It reduces decision-making time because it has fewer rules to evaluate. 
Fuzzy inference has also been proposed in real-time decision-making areas of command and 
control. Fuzzy logic is also easy to understand and use because it emulates human control 
strategies." 
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Wang (1993) concluded the following theoretical and practical reasons for using 
fuzzy control. They are summarized as follows: 
1. Theoretical Reasons for Fuzzy Control 
• Sometimes, it is difficult for mathematical models to express linguistic 
descriptions about the system and control instructions in the practical 
world. Fuzzy controllers utilize linguistic fuzzy information from practical 
systems. 
• Fuzzy control systems support a model-free approach and general 
nonlinear control actions, while conventional control also has some 
model-free applications such as nonlinear adaptive control. 
2. Practical Reasons for Fuzzy Control 
• Fuzzy control emulates human control strategy, and people who are not 
control specialists can be easily understand this logic (Kosko, 1992). 
• Fuzzy logic is simple to implement. Fuzzy logic systems can use a high 
degree of parallel implementation. The Togai chip, which is a fuzzy VLSI 
chip, can evaluate 250,000 rules within a second (Togai InfraLogi Inc., 
1986). 
• Not only is the "software cost" of a fuzzy logic system low due to the fact 
that it takes less time to understand it, but the "hardware cost" is also low 
due to the simplicity of implementing fuzzy logic theory. (Chen, 1994). 
• Decision making time is reduced due to the fact that the fuzzy logic 
system contains fewer rules to evaluate (Williams, 1991 ). 
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Thus, fuzzy logic theory is a strong component in processmg linguistic fuzzy 
information, supporting a model-free approach, and in general nonlinear control actions. 
Fuzzy logic is suitable to act as a decision-making algorithm of a dynamic control system 
(Kosko, 1992). The concept of fuzzy logic systems will be presented in the following 
discussion. 
Fuzzy Logic Systems 
The fuzzy logic system is comprised of four principal components: a fuzzification 
interface, a knowledge rule base, decision-making logic, and a defuzzifier. (Shown in Figure 
1.1). 
Basic Fuzzy System 
Knowledge rule 
Input i base i Output J~ 
Fuzzification Defuzzification ... .... ..... Interface Interface ..... ~, 
I T Decision -.... Making Logic ...... 
Figure 1.1. Structure of the Fuzzy Logic System 
Component 1: Fuzzification Interface 
The proposed fuzzy logic system consists of some input variables Xi, and an output 
variable Y, which can be expressed as: 
12 
for i EN (1.1) 
The fuzzification interface provides a way to deal with the vagueness and imprecision of 
information from the real world. The fuzzification interface maps the crisp input variables, 
Xi c Ui, into a fuzzy set, Ax;, which can be expressed as: 
(1.2) 
where U is Universe of discourse and µ Ax (xi) is the membership function of variable 
Xi . Fuzzy membership functions can have a variety of shapes, designed according to a 
designers' preference or experience. Fuzzy designers have found triangular and trapezoidal 
shapes are easier to capture the modeler's sense of fuzzy numbers and they are 
computationally simpler (Kosko, 1992). The fuzzification interface may convert the crisp 
values into linguistic values through membership functions. 
Component 2: Knowledge Rule Base 
The knowledge rule base is a core component of the fuzzy logic system; the system will 
use this knowledge to make decisions. It is like a human brain, which stores all the knowledge 
that can be used. In the fuzzy control system, the fuzzy rule base contains the linguistic control 
rules and fuzzy data manipulation. When several linguistic variables are involved in the 
antecedents and one variable used in the consequent, a fuzzy IF-THEN rule for constructing a 
multi-input-single-output (MISO) fuzzy system is: 
IF {(X1 is F1), AND (X2 is F2), .. . , AND (Xn is F,JJ THEN {Yis G}, (1.3) 
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where Xi c Ui, and YE V are the linguistic variables; F; and G are linguistic values (fuzzy 
sets) of the linguistic variable X; and Yin the universes of discourse U and V, respectively. This 
rule still can be described as: 
[(Fx1, Fx2, ... , Fxn), G] (1.4) 
Component 3: Decision-Making Logic 
The function of the decision-making logic simulates human decision-making on fuzzy 
concepts, including fuzzy implication. Acting like human reasoning thinking, the fuzzy logic 
control system uses this logic to select the rules, in which the rule base then makes control 
decisions. In a linguistic IF-THEN rule, the sentence connective, AND, commonly operates as a 
fuzzy conjunction in a Cartesian product space. Let Fx1, Fx2, .. , Fxn be fuzzy sets that come 
from different feature spaces U1, U2, ... , Un, respectively. Then the Cartesian product of Fx1, 
Fx2, ... Fxn is a fuzzy set in the production space Fx1 x Fx2 x ... x Fxn with the membership 
function (Lee, 1990): 
where x denotes the triangular norms corresponding to the connective AND in a fuzzy rule. 
There are four styles of a triangular norm used: 
µFl( XI) x µF2( X2) = µF/ X1)*µF2( X2) 
µFl( X1) + µF2( X2) = max[ µF/ X1),µF2( X2)} 
µF/ X1) * µF2( X2) = min[ µFl( X1),µF2( X2)} 
µFl( X1) o µF2( X2) = Sup[ µF/ X1),µF2( X2)} 
(1.6) 
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The decision-making logic maps from fuzzy sets (Fx;) in U to fuzzy set ( G) in V are 
based upon a fuzzy implication and the compositional rules of inference in fuzzy logic. A fuzzy 
rule in the fuzzy rule base is implemented by a fuzzy implication Fx1 x ... x Fxn ~ G, which is 
a fuzzy set defined in the product space U x V . A fuzzy rule is defined as: 
µF1X...xFn~G(X1 , ... xn' };= [ µFJ( X1) * ... * µFn(Xn )} ~ µG(i;' (1.7) 
where ~ denotes a fuzzy implication function. Four commonly adopted operation rules of 
fuzzy implication in a fuzzy system were introduced in some articles and books written by Jang, 
Sun, and Mizutani, (1997), Kacprzyk, (1997), and Wang, (1993). 
Component 4: Defuzzification 
Defuzzification refers to the way a crisp value is extracted from a fuzzy set as a value 
that best represents the possible distribution of an inferred fuzzy control action; many 
defuzzification methods were used. One widely used method of defuzzification is the 
centroid of area (COA) method. The COA method is defined as: 
(1.8) 
where n is the number of fuzzy rules in a fuzzy rule base, f; is the centroid value at the 
linguistic level i, and µGJY1) is the membership value at the linguistic level i in the output 
fuzzy set Y. 
Knowing the fuzzy logic theorem, we understand that the fuzzy logic theorem is 
based upon expert experience in specialized fields. Sometimes it is extremely hard for 
experts using professional experiences to create rule bases because there is not a significant 
15 
relationship between the results and the input factors of the prediction. They may need to 
spend much more time in conducting trial-error testing and learning. Thus, using some 
method in helping to build the fuzzy knowledge rule base increases the accuracy of the 
prediction, supports the lack of experience of the experts, and reduces the amount of time 
needed. 
Recently, fuzzy-net and neuro-fuzzy were developed for this need. It uses a neuro-
network theorem or another learning theorem to assist in the rule base builds up. In this 
research, the multiple regression model method was selected to assist in the fuzzy knowledge 
rule base building because the regression model is good at finding the relationship between 
two or more variables. The following paragraph discusses the principle of multiple regression 
models. 
Multiple Linear Regression Models 
A statistical technique used to model and describe the relationship between two or 
more variables is called regression analysis. Multiple regression model is a powerful and 
useful estimation and prediction device by modeling the mean value of output factor as a 
function of two or more independent variables. Multiple regression analysis includes fitting 
the model to a data set, testing the usefulness of the model, and using it for estimation and 
prediction. The general form of multiple regression model can be expressed as follow 
(Montgomery & Runger, 1999): 
(1.9) 
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variables as long as the functions do not contain unknown parameters. For example, x1 can 
be an independent variable, the square of an independent variable, or the product of two or 
more independent variables, etc. The E is random error term. The /Ji, /32 , /33 ••• /3 k are the 
parameters for this multiple regression model, which can be used for predicting the unknown 
results. Thus, a multiple linear regression model is useful in finding the relationship between 
variables and predicting the unknown results based on historical data. 
After understanding the theories of fuzzy logic and multiple regression models, the 
experimental setup for this research is proposed as follows. 
Experimental Setup 
The experimental setup for this research will follow the research of Lee (1999) who 
developed on-line surface roughness recognition systems in turning operations. The 
experimental setup is show as Figure 1.2. The experimental setup, including hardware and 
software setup, is summarized as follows. 
1. Hardware Setup 
An Enterprise 1550 lathe, which was modified with a digital-positioning device, was 
used in this experiment. With the digital-positioning device, the position of the tool could be 
displayed digitally within ten-thousandths of an inch. The accelerometer (see Figure 1.3) was 
secured to the tool holder below the insert. The vibration signal generated by the 
accelerometer uses a signal conditioner to send to the AID converter. Simultaneously, a 
proximity sensor, located near the chuck (see Figure 1.4), counted the spindle revolutions by 
detecting the holes on the chuck. The signal from the proximity sensor was also sent to a 
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channel of the AID converter. A computer was employed to save and software to analyze the 
digital data. 
The work material was aluminum 6061 T2, which had dimensions of ~ 1 x2 inches. 
The lathe chuck held the work piece by about 0.5 inches and had about 1.5 inches exposed to 
the cutter. Before the data-collection cut was undertaken, each workpiece was conditioned by 
being cut to 0.98 inches in diameter. In the data collection cut, vibration data were collected 
when the tool was cut to about 1.25 inches (measuring zone) from the chuck. The surface 
roughness measurement was conducted immediately after the work piece was cut. The 
surface measuring length was 0.2 inches. Each work piece was randomly measured ten times 
around the measuring zone. 
2. Software Setup 
The software setup includes two programs; one is a signal-displaying software 
(DaqView) used in order to display and collect vibration signal values. The second program 
is the MRFL-ISRR system which analyzes the collected data, executes the fuzzy logic 
functions (including fuzzification, fuzzy rule base, decision-making logic, and 
defuzzification), and then, provide a predicted surface roughness value. This FL-ISRR 






(See Figure 1.3) 
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Figure 1.3. Accelerometer Sensor Setup (Lee, 1999) 
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1/-- Proximity Sensor 
Figure 1.4. Proximity Sensor Setup (Lee, 1999) 
Summary 
In this literature review, past research in surface roughness in turning operations, 
fuzzy logic theorem, multiple regression models, and experimental setup were reviewed. In 
addition, the experimental setup of this research also was introduced. Thus, a traditional trial-
and-error fuzzy logic based and multiple regression model assisted fuzzy logic based in-
process surface roughness recognition (ISRR) system were developed. These two systems are 
presented in the next two chapters of this thesis. The comparison of these two systems still 
will be conducted and presented in the last chapter of this thesis. 
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CHAPTER 2. AN IN-PROCESS SURFACE ROUGHNESS 
PREDICTION SYSTEM FOR TURNING OPERATIONS 
USING THE FUZZY LOGIC APPROACH 
Abstract 
A paper submitted to the International Journal of Industrial Engineering 
Le Kao and Joseph C. Chen 
This paper describes the development of a fuzzy logic based in-process surface 
roughness recognition system in turning operations. The input parameters for the system are 
feed rate, spindle speed, depth of cut, and data concerning vibration per revolution. The 
vibration data are gathered using an accelerometer sensor and a proximity sensor. Fuzzy 
logic rule base, used to predict surface roughness in turning operations, was developed to be 
tested in a real-time fashion through observations of experiments. Experimental results show 
that the proposed fuzzy logic based in-process surface roughness recognition (FL-ISRR) 
system can predict surface roughness with approximately 92% accuracy. 
Introduction 
In industry, cylindrical parts play a very important role in machining applications. 
Cylindrical parts, such as hydraulic cylinders and steel shafts of driving wheels in 
automobiles, are manufactured primarily by turning operations. The surface quality of parts 
produced in turning operations is critical. Failure to manufacture parts with the right surface 
roughness may increase assembly costs, cause the assembly to fail, or damage the machine, 
which could result in human operators being injured or killed. 
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Surface roughness affects several functional attributes of parts, such as surface 
friction, wear, light reflection, heat transmission, the ability to distribute and hold a lubricant, 
acceptance of a coating, and resistance to fatigue. Surface roughness is particularly important 
in hydraulic cylinders, which are designed to hold very high pressures (normally 2000 psi -
5000 psi). The typical surface roughness of this type of shaft or cylinder is about 16 µ" to 32 
µ", which is very close to the surface of a mirror. It is very time-consuming process to 
remove the finished workpiece from the lathe to measure its surface roughness and then reset 
the workpiece back into the machine for corrections. But such steps are often necessary 
because hydraulic cylinders with an incorrect surface roughness could cause a catastrophic 
collapse of the system. 
As the needs of such operations are raised, manufacturers of profilometers have 
developed a small-scale profilometer that is able to measure the surface roughness manually 
without removing the workpiece from the machine. However, this requires that the machine 
be stopped and the workpiece cleaned before measurements can be taken. The measurement 
accuracy is not good because the instrument is handled by hand without strong, rigid support. 
In addition, one must have good measurement skills in order to obtain reliable results; this 
also increases labor costs. 
For those reasons, the researchers foresee the need for an in-process surface 
roughness recognition (ISRR) system that can measure surface roughness during the metal 
cutting process. Because more than 50% of U.S. industries have a need for a good system to 
detect surface roughness, this proposed in-process surface roughness recognition system has 
a broad marketing potential for commercialization. In order to develop an ISRR system, it is 
important to understand what factors affect surface roughness. 
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Thus, some researchers (Yang, & Tarng, 1998) selected cutting parameters in the 
machining process based on experience or a handbook to produce the desired surface 
roughness. However, those approaches do not demonstrate reliable results because the 
surface roughness of a workpiece is relative to vibration between the tool and workpiece 
(Grzesik, 1996). Furthermore, vibration data have been analyzed as a significant variable to 
be used for predicting surface roughness in turning operations (Chen, Huang, Lan & Lee, 
1999). The vibration data cannot be decided before running the machine, but needs to be 
collected while the machine is running because to measure vibration data, sensor 
technologies are needed. Many sensor technologies such as contact, sonic, optical, and 
electromagnetic, had been used to monitor vibration data. In recent years, Fang, Yao, and 
Arndt (1991) evaluated the feasibility of using an accelerometer sensor in turning operations. 
Using an accelerometer is a comparatively inexpensive and unobtrusive way to monitor 
vibration during turning operations. 
In the latest research, some researchers (Chen, Hang, Lan, & Lee, 1999) have 
analyzed the adequate locations for mounting accelerometers in collecting vibration data for 
developing an ISRR system in turning operations. This research identifies the best location 
for the sensor to be used in developing a multiple regression based ISRR system in turning 
operations (Huang & Chen, 2001 ). However, an expert oriented system could incorporate 
human thinking to enhance the performance of such a surface roughness prediction system. 
Therefore, many expert systems were evaluated in machine monitoring-related research. 
In addition to multiple regression models, there has been some research done in 
recent years using fuzzy logic (Lou & Chen, 1998), neural networks (Tsai, Chen, & Lou, 
1999), and neuro-fuzzy theories (Chen & Savage, 2001) as approaches in developing surface 
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roughness recognition systems in end-milling operations. Those systems provide some useful 
results for furthering the development of an in-process surface roughness recognition system 
in end milling operations. 
Furthermore, Lee (1999) and Susie et al. (1995) have developed ISRR systems using 
neural network and fuzzy net approaches, respectively, in turning operations. The authors 
realized that it would be a challenge to implement fuzzy logic theory for this type of 
development due to the fact that it is very difficult to develop the rule base with real experts 
and set up a rule for the relationship between vibration data and surface roughness. 
Therefore, experimental runs and data would be observed and used to develop the rule base 
for a fuzzy-logic based system in predicting surface roughness in turning operations. The 
development of a fuzzy logic-based ISRR system is the main objective for this study. 
Methodology 
The fuzzy logic theorem is very useful in control systems and has been applied to a 
variety of systems in recent years. Fuzzy logic control is well suited for controlling time-
variant systems; moreover, it is reliable and robust. It reduces decision-making time because 
it has fewer rules to evaluate. Fuzzy inference also has been proposed in real-time decision-
making areas of command and control. Fuzzy logic is also easy to understand and use 
because it emulates human control strategies (Wang, 1993). Therefore, fuzzy logic control 
systems are considered to be very useful for dynamic control. This paper proposes an ISRR 
system based on fuzzy logic (FL) methodology: the FL-ISRR system. 
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The FL-ISRR is comprised of four principal components: a fuzzification interface, a 
knowledge rule base, decision-making logic, and a defuzzification interface. The fuzzy 
modeling can be pursued in five steps: 
Step 1: Select Relevant Input and Output Variables 
The proposed fuzzy logic system consists of some input variables Xi and an output 
variable Y, which can be expressed as: 
for i EN (1) 
where N is positive integers. 
In this step, deciding what will be the inputs and the outputs depend on the needs of 
the researchers. 
Step 2: Determine Fuzzification Interface 
The fuzzification interface provides a way to deal with the vagueness and imprecision 
of information from the real world. The fuzzification interface maps the crisp input variables, 
Xi cu i, into a fuzzy set Ax;, which can be expressed as: 
(2) 
where U is Universe of discourse and µ Ax (xi) is the membership function of variable Xi. 
Fuzzy membership functions can have a variety of shapes, designed according to a designers' 
preference or experience. Fuzzy designers have found triangular and trapezoidal shapes are 
easier to capture the modeler's sense of fuzzy numbers and they are computationally simpler 
(Koska, 1992). The fuzzification interface may convert the crisp values into linguistic values 
through membership functions. 
28 
Step 3: Design a Fuzzy Rule Base 
In the fuzzy control system, the fuzzy rule base contains the linguistic control rules 
and fuzzy data manipulation. When several linguistic variables are involved in the 
antecedents and one variable in the consequent, a fuzzy IF-THEN rule for constructing a 
multi-input-single-output (MISO) fuzzy system is: 
IF {(X1 is F) I\ (X2 is F2Y ... I\ (Xn is F,J) THEN {Yis G} (3) 
where Xi c U i, Y E V are the linguistic variables, and Fi and G are linguistic values (fuzzy 
sets) of the linguistic variable At and Yin the universes of discourse U and V, respectively. 
Step 4: Determine the Decision-Making Logic 
The function of decision-making logic is simulating human decision-making on fuzzy 
concepts, including fuzzy implication. In a linguistic IF-THEN rule, the sentence connective, 
AND, commonly operates as a fuzzy conjunction in a Cartesian product space. Let F1, F2, .. 
, Fn be fuzzy sets that come from different feature spaces U1, U2, ... , Un, respectively. Then 
the Cartesian product of F1, F2, ... Fn is a fuzzy set in the production space Pix F2 x ... x Fn 
with the membership function (Lee, 1990): 
(4) 
where x denotes the triangular norms corresponding to the connective AND in a fuzzy rule. 
The intersection triangular norm is used in this paper as: 
(5) 
The decision-making logic maps from fuzzy sets (Fi) in U to fuzzy set ( G) in V are 
based upon a fuzzy implication and the compositional rules of inference in fuzzy logic. A 
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fuzzy rule in the fuzzy rule base is implemented by a fuzzy implication F;. x ... x Fn -+ G, 
which is a fuzzy set defined in the product space U x V. A fuzzy rule is defined as: 
(6) 
where -+ denotes a fuzzy implication function. Four commonly adopted operation rules of 
fuzzy implication in a fuzzy system were introduced by some articles and books (Jang, Sun, 
& Mizutani, 1997; Kacprzyk, 1997; Wang, 1993). 
Step 5: Determine a Method o(Defuzzification 
Defuzzification refers to the way a crisp value is extracted from a fuzzy set as a value 
that best represents the possible distribution of an inferred fuzzy control action. One widely 
used method of defuzzification is the centroid of area (COA) method. The method as used in 
this research is defined as: 
~n µa.(Y.)Y 
L..,;J=I z J z 
YCOA = n 
Lj=I µGi (Yj ), 
(7) 
where n is the number of fuzzy rules in a fuzzy rule base, }'; is the centroid value at the 
linguistic level i, and µ0 JY1 ) is the membership value at the linguistic level i in the output 
fuzzy set Y. 
After accomplishing these five steps, testing will be conducted to verify the 
performance of the proposed FL-ISRR system in turning operations. Testing will be 




To develop this system, the experiment was set up to collect vibration data using an 
accelerometer sensor during turning operations in different cutting conditions. The 
experimental setup, including hardware and software setup, is summarized as follows. 
Hardware Setup 
The hardware setup of this study is based on the recent research of an analysis of 
sensing location for turning operations by Chen, Huang, Lan, and Lee ( 1999) and the 
hardware setup of the project is shown in Figure 2.1. 
An Enterprise 1550 lathe, which was modified with a digital-positioning device, was 
used in this experiment. With the digital-positioning device, the position of the tool could be 
displayed digitally within ten-thousandths of an inch. The accelerometer was secured to the 
tool holder below the insert. The vibration signal generated by the accelerometer uses a 
signal conditioner to send to the AID converter. Simultaneously, a proximity sensor, located 
near the chuck, counted the spindle revolutions by detecting the holes on the chuck. The 
signal from the proximity sensor was also sent to a channel of the AID converter. A computer 
was employed to save and analyze the digital data. 
The work material was aluminum 6061 T2, which had dimensions of <j> l x2 inches. 
The lathe chuck held the work piece by about 0.5 inches and had about 1.5 inches exposed to 
the cutter. Before the data-collection cut was undertaken, each workpiece was conditioned by 
being cut to 0.98 inches in diameter. In the data collection cut, vibration data were collected 
when the tool was cut to about 1.25 inches (measuring zone) from the chuck. The surface 
roughness measurement was conducted immediately after the work piece was cut. The 
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surface measuring length was 0.2 inches. Each work piece was randomly measured ten times 
around the measuring zone. 
The accelerometer used in this research was a PCB356B08 triaxial piezoelectric 
accelerometer. Only the vibration signals in the radial direction were used. The proximity 
sensor was a Honeywell 922AC08YI micro-switch, a 3-wire DC type sensor. The AID 
converter was an OMB-Daqbook/100. Expecting hardware, the study needs some software to 
help us to translate the digital signal into useful, analyzable data. 
Software Setup 
Personal Computer 
~1~111, ,1 RC 
• . 






Figure 2.1. Experimental Setup 
The software setup includes two programs; one is a signal-displaying software 
(DaqView) used in order to display and collect vibration signal values. The second program 
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is the MRFL-ISRR system which analyzes the collected data, executes the fuzzy logic 
functions (including fuzzification, fuzzy rule base, decision-making logic, and 
defuzzification), and then, provide a predicted surface roughness value. This FL-ISRR 
program was developed using Microsoft Visual Basic software. 
After these experimental setups, the experiments were conducted for the development 
of this proposed FL-IS RR system as in detail in the next section. 
The Proposed FL-ISRR System 
The structure of the FL-ISRR system, as shown in Figure 2.2, consisted of a sensing 
system, machining parameters, and the FL-ISRR. After the experimental had run, we used 































Step 1: Select Relevant Input and Output Variables 
The proposed fuzzy logic system includes input variables of spindle speed (S), feed 
rate (F), depth of cut (D), and vibration (V), along with one major output variable, which is 
surface roughness (Ra). In this case the input-output pairs from the experiment were: 
The variable ranges in this study were as follows: 
S ~ [600,1300] (rpm) 
F ~ [1 .0,8.0] (ipm) 
D ~ [0,0.04] (inch) 
V ~ [0,0.4] (m Volt) 
Ra~ [20,100] (µ") 
Step 2: Determine the Linguistic Terms and Membership Function 
(8) 
(9) 
In this step, the fuzzy-set values of the input and output variables were specified. The 
fuzzy sets are shown numerically in linguistic terms. Those terms may be used by an expert 
to design the behaviors of the control system. Since the feed rate is a significant factor for 
surface roughness and the surface roughness is the result of this system, five linguistic levels 
of classification were used. The increased number of classifications led to increased 
sensitivity of the FL approach. 
Those fuzzy-set values of the fuzzy variables are represented in Table 2.1. Fuzzy 
subsets contain elements with degrees of membership. The triangular fuzzy set was selected 
as the fuzzification technique for this research. These membership functions were defined 
based on experimental observations and experimental runs. The membership functions of all 
input and output variables are shown in Figures 2.3 through 2.7. 
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Figure 2.7 Membership Function of Surface Rough (Ra) 
Step 3: Design a Collection of Fuzzy IF-THEN rules 
Fuzzy knowledge rule base is a core of the fuzzy logic theorem. The rule base for the 
FL-ISRR system was based on the experimental data and the experience of an expert. Table 
2.2 depicts the rule base for the FL-ISRR. IF-THEN logic was also employed in the inference 
element to determine the output, surface roughness (Ra). 
For example, the first rule shown in Appendix A can be presented as: 
Rule 1: JF{(S ="S")A(F ="S")A(D ="S")A(V ="S")}Then{Ra ="S"} 
T bl 2 2 F RIB a e .. uzzy u e ase 
(S) (F) (D) (V) (Ra) (S) (F) (D) (V) (Ra) 
1 s vs s s vs 69 MD MD MD L s 
2 s vs s MD vs 70 MD MD L s s 
3 s vs s L vs 71 MD MD L MD s 
4 s vs MD s vs 72 MD MD L L s 
5 s vs MD MD vs 73 MD L s s MD 
6 s vs MD L vs 74 MD L s MD MD 
7 s vs L s vs 75 MD L s L MD 
8 s vs L MD vs 76 MD L MD s MD 
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Table 2.2. (Continued) 
(S) (F) (D) (V) (Ra) (S) (F) (D) (V) (Ra) 
9 s vs L L vs 77 MD L MD MD MD 
10 s s s s s 78 MD L MD L MD 
11 s s s MD s 79 MD L L s MD 
12 s s s L s 80 MD L L MD MD 
13 s s MD s s 81 MD L L L MD 
14 s s MD MD vs 82 MD VL s s MD 
15 s s MD L vs 83 MD VL s MD MD 
16 s s L s s 84 MD VL s L MD 
17 s s L MD s 85 MD VL MD s MD 
18 s s L L s 86 MD VL MD MD MD 
19 s MD s s s 87 MD VL MD L MD 
20 s MD s MD s 88 MD VL L s MD 
21 s MD s L MD 89 MD VL L MD MD 
22 s MD MD s s 90 MD VL L L MD 
23 s MD MD MD MD 91 L vs s s vs 
24 s MD MD L MD 92 L vs s MD vs 
25 s MD L s s 93 L VS s L vs 
26 s MD L MD s 94 L vs MD s vs 
27 s MD L L MD 95 L vs MD MD vs 
28 s L s s MD 96 L vs MD L vs 
29 s L s MD MD 97 L vs L s vs 
30 s L s L MD 98 L vs L MD vs 
31 s L MD s MD 99 L vs L L s 
32 s L MD MD MD 100 L s s s vs 
33 s L MD L MD 101 L s s MD vs 
34 s L L s MD 102 L s s L s 
35 s L L MD MD 103 L s MD s s 
36 s L L L MD 104 L s MD MD s 
37 s VL s s L 105 L s MD L s 
38 s VL s MD L 106 L s L s s 
39 s VL 1 L L 107 L s L MD s 
40 s VL MD s L 108 L s L L s 
41 s VL MD MD L 109 L MD s s s 
42 s VL MD L L 110 L MD s MD s 
43 s VL L s L 111 L MD s L s 
44 s VL L MD L 112 L MD MD s s 
45 s VL L L L 113 L MD MD MD s 
46 MD vs s s vs 114 L MD MD L s 
47 MD vs s MD vs 115 L MD L s s 
48 MD vs s L vs 116 L MD L MD s 
49 MD vs MD s vs 117 L MD L L s 
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Table 2.2. (Continued) 
(S) (F) (D) (V) (Ra) (S) (F) (D) (V) (Ra) 
50 MD vs MD MD vs 118 L L s s s 
51 MD vs MD L vs 119 L L s MD MD 
52 MD vs L s vs 120 L L s L MD 
53 MD vs L MD vs 121 L L MD s MD 
54 MD vs L L vs 122 L L MD MD MD 
55 MD vs s s vs 123 L L MD L MD 
56 MD s s MD vs 124 L L L s MD 
57 MD s s L s 125 L L L MD MD 
58 MD s MD s s 126 L L L L MD 
59 MD s MD MD vs 127 L VL s s MD 
60 MD s MD L s 128 L VL s MD MD 
61 MD s L s s 129 L VL s L MD 
62 MD s L MD s 130 L VL MD s MD 
63 MD s L L vs 131 L VL MD MD MD 
64 MD MD s s s 132 L VL MD L MD 
65 MD MD s MD s 133 L VL L s MD 
66 MD MD s L s 134 L VL L MD MD 
67 MD MD MD s s 135 L VL L L MD 
68 MD MD MD MD s 
Step 4: Determine the Fuzzy Reasoning 
Each fuzzy rule is represented by a fuzzy relation R. For a fuzzy system, the final 
action is characterized by the combination of the fuzzy relations in all fuzzy rules. 
Symbolically, 
R = ALSO(R1, R2, ... , Rm) (10) 
where ALSO is a sentence connective, which is used to combine all m conditional rules. For 
example, one set of input vector (spindle speed, feed rate, depth of cut, vibration) = (620 
rpm, 7.6-ipm, 0.01-inch, 0.1674 m-volts) fires a total of 4 rules as follows: 
Rule 37: JF{(S =" S") A (F ="VL") A (D ="S") A (V ="S")}Then{Ra ="L"} 
Rule 38: JF{(S ="S") /\ (F ="VL") I\ (D ="S") A (V ="MD")}Then{Ra ="L"} 
Rule 40: JF{(S ="S") A (F ="VL") A (D ="MD") A (V ="S")}Then{Ra ="L"} 
Rule 41: IF { (S =" S") A (F =" VL") I\ (D =" MD") I\ (V ="MD")} Then{Ra =" L"} 
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The degree membership function of the output 1s determined by equation ( 6). 
Therefore, equation (6) for this study can be expressed as: 
µ(Ra) = µ(S) * µ(F) * µ(D) * µ(V) 
For example, as shown above, the degree membership function for each rule is: 
Rule 37: µ(Ra)= l *l *0.95*0.2166 = 0.2058 
Rule 38: µ(Ra)= l *l *0.95*0.7834 = 0.7442 
Rule 40: µ(Ra)= 1 *l *0.05*0.2166 = 0.0108 
Rule 41: µ(Ra)= 1 *1 *0.05*0.7834 = 0.3917 
Thus, the final action of this input vector is characterized by the combination of the 
fuzzy relations as: R = ALS0(R37, R3s, Rio, Ri1). The final control action will be determined 
based on defuzzification process as next section 
Step 5: Determine a Method o(Defuzzification 
The RacoA values of membership functions for surface roughness (Ra) are shown in 
2.7. The predicted surface roughness is calculated based on the defuzzification given as: 
p I µ(Ra)1 * Rai 
J=l RacoA = __ ? ____ _ 
Lµ(Ra) 1 
J=l 
Ra = (0.2058 * 74) + (0.7442 * 74) + (0.0108 * 74) + (0.3917 * 74) 
COA 0.2058 + 0.7442 + 0.0108 + 0.3917 
RacoA = 74 
Therefore, this proposed FL-ISRR system predicts the surface roughness of an input 
vector (620 rpm, 7.6-ipm, 0.01-inch, 0.1674 m-volts) is 74 micro inches. 
After accomplishing these five steps, testing will be conducted to verify the 
performance of the proposed FL-ISRR system in turning operations. Testing will be 
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undertaken in a real-time m-process approach to demonstrate the feasibility of 
commercialization. 
The Validation of FL-ISRR System 
To validate the performance of the proposed system, experiments for testing are 
necessary. A total of eighty-four experimental runs have been conducted for testing the 
performance of the proposed FL-ISRR system. The experimental data and testing result is 
shown in Figure 2.8. Criteria used in this experiment to verify the predictive capabilities of 








where n is number of testing data. 
Based on the data presented m Figure 2.8, the FL-ISRR system is capable of 
monitoring surface roughness with an overall average of deviation of 7.65%. Therefore, one 
could conclude that the proposed FL-ISRR system is capable of predicting surface roughness 
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Figure 2.8. The result of testing experiments 
Conclusions and Recommendations for Future Study 
The test results demonstrate that the proposed fuzzy logic-based in-process surface 
roughness recognition (FL-ISRR) system in turning operations approaches 92.35% accuracy. 
This prediction accuracy allows the researchers to implement this system in CNC machines 
to enable metal cutting manufacturers to realize the quality of the surface roughness during 
the turning process in a real time fashion. 
This proposed ISRR system could not only be used to predict the surface roughness 
magnitude while the machining process is taken place, but also the predicted value could be 
an input parameter for further development of an adaptive control system. This future 
development of an adaptive control system includes changing cutting parameters on line 
while a defect predicted surface roughness is realized. The researchers will go one step 
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further to incorporate this system into an adaptive control system for surface roughness in 
turning operations. 
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CHAPTER 3. AN IN-PROCESS SURFACE ROUGHNESS 
RECOGNITION SYSTEM FOR TURNING OPERATION 
USING MULTIPLE REGRESSION ASSISTED FUZZY LOGIC 
APPROACHES 
Abstract 
A paper submitted to the Journal of Computer and Industrial Engineering 
Le Kao and Joseph C. Chen 
This paper describes a new approach in using a multiple-regression method assisting 
fuzzy logic in building an in-process surface recognition (ISRR) system. This system used 
cutting conditions and vibration signals as input factors to predict surface roughness (Ra) 
while the cutting was taking place during the turning operation. An accelerometer sensor was 
used to measure the vibration signal. This paper proposes an approach using the fuzzy logic 
principle as a basic idea and using a multiple-regression method to assist fuzzy logic rule 
base buildup in building an ISRR system. It will provide an algorithm in building a fuzzy 
logic based ISRR system that depends on expert experiences in reducing the development 
time and resolving the difficulties in finding a real expert in this specialized field. 
Introduction 
In recent years, manufacturers have focused upon developing an automated and 
flexible manufacturing system in their research. Those improvements in manufacturing 
systems are increasing productivity and improving quality, which reduces the costs. In order 
to improve the manufacturing system, quality control, process control, stock control, and etc., 
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need to be taken into consideration. Quality control is critically important in a manufacturing 
system, and it focuses on factors which then determine if the product is good or not. One of 
the major factors is surface roughness, which is directly related to the quality of a product 
made by an assembly line. Failure to use a desirable surface roughness may increase 
assembly costs, cause failure of the entire assembly production, or damage the machine by 
failing to manufacture parts with the correct surface roughness, such as hydraulic cylinders 
and steel shafts of driving wheels in automobiles. Those cylindrical parts are manufactured 
primarily by turning operations; surface roughness of those parts using turning operations is 
very critical. Therefore, the surface roughness in those workpieces and turning operation 
cutting conditions are usually specified. 
Surface roughness affects several functional attributes of a part, such as contact 
causing surface friction, wearing, light reflection, heat transmission, the ability to distribute 
and hold a lubricant, acceptance of a coating, and resistance to fatigue. Therefore, 
recognition of surface roughness while turning operations are taking place is needed. 
Industry discovered the need for an in-process surface roughness recognition system 
(ISRR) that was able to measure surface roughness while the machining process was taking 
place to prevent the production of defective parts. This paper is based on a comprehensive 
literature review of current research being done on roughness in turning operations 
(summarized in Table 3.1). One observation made from the literature review is that most 
researchers have focused upon turning operations using different sensors and different factors 
to predict the surface roughness such as feed rate, spindle speed, depth of cut, cutting forces, 
cutting angle, etc. 
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Hiraoka, H., Xing, X. & Xiao, X. operation and its application. 
1986 Mitsui, K. In-process sensors for surface roughness and their Precision Engineering 
applications 
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Research 
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operation 
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A., Attia, M. H. & Mohamed, E. Surfaces Winter Annual Meeting 
of the American Society of 
Mechanical Engineers 
1992 Garbini, J. L., Koh, S., Jorgensen, J. Surface profile measurement during turning using fringe- Trans. ASME 
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1993 Matsumura,T., Obikawa,T. & Autonomous turning operation planning with adaptive Journal of Manufacturing Systems 
Shirakashi, T. prediction of tool wear and surface roughness 
1994 Bonifacio, M. E. R. & Diniz, A. E Correlating tool wear, tool life, surface roughness and tool Wear 
vibration in finish turning with coasted tools 
1996 Grzesik, W. Revised model for predicting surface roughness in turning Wear 
1996 Beauchamp, Y., Thomas M., Investigation of cutting parameter effects on surface Computers and Industrial 
Youssef, Y. A. & Masounave, J. roughness in lathe boring operation by use of a full Engineering 
factorial design 
1996 Jang, D. Y., Choi, Y., Kim, H. & Study of the correlation between surface roughness and International Journal of Machine 
Hsiao, A. cutting vibrations to develop and on-line roughness Tools Manufacturing 
measuring technique in hard turning 
1996 Jen, M. U. & Magrab, E. B. The dynamic interaction of the cutting process, ASME Journal of Manufacturing 
workpiece, and lathe's structure in facing. Science and Engineering 
1996 Thomas, M., Beauchamp, Y., Effect of tool vibrations on surface roughness during lathe Proceeding of the 18th International 
Youssef, A. Y. & Masounave, J. dry turning process Conference on Computers and 
Industrial Engineering 
1997 Choudhury, I. A. & El-Baradie, M. Surface roughness prediction in the turning of high- Journal of Material Processing 
A. strength steel by factorial design of experiments Technology 
1997 Fang, X. D. & Yao, Y. L. In-process evaluation of the overall machining Journal of Manufacturing Science 
performance in finish-turning via single data source and Engineering 
1997 Fernandes Tavares Filho, R. & Using wavelet transform to analyze tool vibration signals Journal of the Brazilian Society of 
Diniz, A. E. in turning operations Mechanical Sciences 
1997 Gekonde, H. 0. & Subramanian, S. Tool wear and surface finish in high speed machining of Proceedings of Mechanical 
V. steel Working and Steel Processing 
Conference 
1998 Jawahir, I. S., Dillon, 0. W., Balaji, Predictive modeling of machining performance turning Machining Science and 
A. K., Redetzky, M. & Fang, N. operations Technology 
1998 Lin, S. C. & Chang, M. F. A study of the effect of vibrations on the surface finish International Journal of Machine 
using a surface topography simulation model for turning. Tools & Manufacture 
1998 Munnoz-Escalona, P. & Cassier, Z. Influence of the critical cutting speed on the surface finish Wear 
of turned steel 
1999 Capello,E., Davoli, P. & Residual stresses and surface roughness in turning Journal of Engineering Materials 
Bassanini,G. and Technology 
1999 Chen, J.C., Huang, L. H. H., Lan, Analysis of an effective sensing location for an in-process Journal of Industrial Technology 
A. X. & Lee, S. surface recognition system in turning operations. 
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An ISRR system not only needs to incorporate sensing technologies and factors that 
effect surface roughness, but it also needs to include a decision-making algorithm. Several 
decision-making algorithms have been used by researchers for their ISRR systems in recent 
years, some of them used multiple regression models (Chen & Lou, 1998, 2000), fuzzy logic 
theories (Chen & Lou, 1998), neural networks (Tsai, Chen, & Lou, 1999), and fuzzy-net 
(Lou & Chen, 1999) algorithms acting as logical decision-making methods in end-milling 
operations. Those algorithms all acted well as decision-making rules, but each have their own 
drawbacks. For example, the regression models need many experimental data values to 
increase accuracy, fuzzy-net and neural network need huge training data in order to improve 
the prediction results, and fuzzy logic is very time-consuming and requires professional 
experience. 
Regardless of these drawbacks, fuzzy logic has been proved to perform well in a 
variety of control systems. "Fuzzy logic performs well in controlling time-variant systems 
and spends less time making decisions. Fuzzy logic is easy to understand and use, because it 
uses the method similar to the human control strategy" (Kosko, 1992). Therefore, fuzzy logic 
control systems are considered to be more efficient than traditional decision-making 
algorithms. 
Fuzzy logic is based upon expert experience m specialized fields. The fuzzy 
knowledge rule base, which was built through the experience of experts, affects the 
prediction results of the fuzzy logic method. It is extremely hard to find experts in every field 
of predictions. Thus, finding a good way to help in building a fuzzy knowledge rule base 
increases the accuracy of the prediction, compensates for the lack of expert experience of the 
experts, and reduces the time and cost needed to build a ISRR system in a short time. On 
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account of these reasons, finding a way to assist fuzzy logic model building was discovered. 
In this research, the multiple regression model developed using the experimental data will be 
selected to support the building of the knowledge rule base. 
Proposed Methodology 
Before introducing the proposed methodology, summary of multiple linear regress 
model is presented. 
Multiple Linear Regression Model 
In some problems, two or more variables are related and it is necessary to find their 
relationship. A statistical technique used to model and investigate the relationship between 
two or more variables is called regression analysis. Regression analysis is usually used to 
build a model that predicts the results from a statistical method. There is more than one 
regressor variable in the real world using a regression analysis. A multiple regression model 
can contain more than one regressor variable (Montgomery & Runger, 1999). As an example, 
for a result Y that depends on three variables [Xl, X2, X3] appropriate multiple regression 
model can be represented as follows: 
y = f3o + f31X1 + f32X2 + /33X3 + 6 (1) 
where xi, xx, x3 are the regressor variables, x1 E Xi, x 2 E X 2 , x 3 E X 3 , & is the random error 
term, and are the parameters for this multiple regression model linear equation can be use to 
predict the outcome variable. Thus, a multiple linear regression model is useful in finding the 
relationship between variables and predicting the unknown results based on historical 
statistical data. This paper uses a multiple regression model to find the relationship between 
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the input variables and the output variable of the ISRR system. This relationship is employed 
directly to assist building an adequate fuzzy rule base for the control system. This proposed 
methodology is discussed as follows. 
Multiple Regression-Assisted Fuzzy Logic Approach 
Fuzzy logic has been shown to be a very useful method in control systems and has 
been applied to a variety of them for several years. Fuzzy logic control is good in controlling 
time-variant systems. It spends a shorter amount of time making decisions because it has 
fewer rules to process. Fuzzy inference has also been used in real-time decision-making. 
Fuzzy logic is easy to understand and use because it uses a method similar to the human 
control strategy. But there are some difficulties in creating a fuzzy rule base depending on 
just expert experiences. It will cost much time in trial and error to build a rules that can find 
the relationship between results and predictors. Thus, an assisted method is needed that will 
help experts building a fuzzy bank to reduce development time and cost. The following 
paragraph describes the new approach. 
The multiple regression-assisted fuzzy logic method is comprised of four principal 
components: a fuzzification interface, a knowledge rule base, a decision-making logic, and a 
defuzzification method. The proposed Fuzzy modeling can be pursued in the following steps: 
Step 1: Determining Fuzzijication Interface 
The system consists of some input and output variables. This paper discusses multiple 
input variables and a single output variable system. The first step in building a system is 
determining the input variables Xi, and an output variable Y, which can be expressed as: 
for i EN. (2) 
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The input variables contribute to the output variable. 
After determining the inputs and outputs, the fuzzification interface was created to 
provide a way to deal with the vagueness and imprecision of the input data. The fuzzification 




where U is the universe of discourse and µ Ax (xi) are the membership functions of variable Xi . 
Fuzzy membership functions can have many shapes that are designed by preference 
or through experience of the designers. Through research, fuzzy engineers have found 
triangular and trapezoidal shapes are helpful in capturing the modeler's sense of fuzzy 
numbers and are able to simplify computation (Kosko, 1992). The fuzzification interface uses 
membership functions to convert the crisp values into linguistic values. 
Step 2: Creating a Fuzzy knowledge Rule Base 
The fuzzy knowledge rule base contains the linguistic control rules and fuzzy data 
manipulation in a fuzzy logic control system. When several linguistic variables are involved 
in the antecedents and one variable in a consequent, a fuzzy IF-THEN rule for constructing a 
multi-input-single-output (MISO) fuzzy system is: 
(4) 
where Xi c Ui , and Y E V are the linguistic variables; F; and G are linguistic values ( fuzzy 
sets) of the linguistic variable Xi· and Yin the universes of discourse U and V, respectively. 
Multiple regression models are used to support building the knowledge rule base in 
this paper. Using the centriod point of each membership function for every variable (Xi) 
51 
predicted a result. This prediction was put into the membership function of Y to get a 
linguistic value. The rule was built by combining Xi and Y. This process was used to create 
the fuzzy knowledge rule base in every combination of Xi, where i is the number of variables. 
For example of the rule for (S, S, S), using the regression model is formed as follows: 
Y =/Jo+ /31X1 + /32X2 + /33X3 + E: 
(5) 
where y P is predicted result from the multiple regression function, COA x; cs) is the centriod 
value in S region for Xi. Assume the fuzzy sets for the output Y are L1, L2, ... , Li, thus, if 
max(µY(Lt)(yP),µYCL2)(yP),µYCL3/YP) ... µrcri/YP))=µYCLk/YP), where k E {l, 2, ... , i}. 
Then one rule is defined by this approach as: 
IF { (X1 is S) I\ (X2 is S) I\ (XJ is S)} THEN { Y is Lk} 
Step 3: Determining the Decision-Making Logic 
Decision-making logic emulates human decision-making on fuzzy logic concepts. In 
a linguistic IF-THEN rule, the sentence connective AND commonly operates as a fuzzy 
conjunction in a Cartesian product space. Let F1, F2, .. , Fn be fuzzy sets that come from 
different feature spaces, U1, U2, •.. , Un, respectively. Then the Cartesian product of F1, F2, . 
. . Fn is a fuzzy set in the production space F1 x F2 x ... x Fn with the membership function 
(Lee, 1990): 
(6) 
where x denotes the triangular norms which correspond to the connective AND in a fuzzy 
rule. The intersection triangular norm used in this paper was: 
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(7) 
The decision-making logic maps from fuzzy sets (F;) in U to fuzzy set ( G) in V are 
based upon a fuzzy implication and the compositional rules of inference in fuzzy logic. A 
fuzzy rule in the fuzzy rule base is implemented by a fuzzy implication F.. x ... x Fn ~ G, 
which is a fuzzy set defined in the product space U x V and is defined as: 
(8) 
where ~ denotes a fuzzy implication function. 
Step 4: Determine a Method of Defuzzijication 
Defuzzification refers to the way a crisp value is extracted from a fuzzy set as a value 
that represents a possible distribution of an inferred fuzzy control action. One widely used 
method of defuzzification is the centroid of area (COA) method. The method used in this 
research can be defined as: 
(9) 
where n is the number of fuzzy rules in a fuzzy rule base, ~ is the centroid value at the 
linguistic level i, and µcJY) is the membership value at the linguistic level i in the output 
fuzzy set Y. 
After knowing the theorem used in this system, an experiment is required for building 
this system because the fuzzy rule base needs data from turning operations in create the rules. 
After building this system up, a test will be conducted to verify the performance of the 
proposed MRFL-ISRR system in turning operations. Testing will be conducted under a real-
time in-process approach to demonstrate the feasibility of commercialization. 
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within ten-thousandths of an inch on the device. The accelerometer was secured to the tool 
holder below the insert; the vibration signal generated by the accelerometer used a signal 
conditioner to send it to the AID converter. A proximity sensor sat nearby the chuck and 
counted the spindle revolutions by detecting the holes on the chuck. The signal from the 
proximity sensor was also sent to a channel of the AID converter; a computer received and 
saved the digital data. 
Aluminum 6061 T2 was used for the work material, which had a dimension of ~ 1 x2 
inches. The lathe chuck held the work piece by 0.5 inches and had 1.5 inches left for the 
cutter. Each work piece was conditioned by being cut to 0.98 inches in diameter before the 
data-collection cut was conducted; vibration data were collected when the tool was cut to 
about 1.25 inches (measuring zone) from the chuck. Immediately after the work piece was 
cut, the surface roughness measurement was conducted and measured at a length of 0.2 
inches. Each work piece was measured ten times around the measuring zone. To compliment 
the hardware setup, some software was needed to convert the vibration signal into useful data; 
then computation and analysis could be conducted on the collected data. 
Software Setup 
The software setup includes two programs; one is a signal-displaying software 
(DaqView) used in order to display and collect vibration signal values. The second program 
is the MRFL-ISRR system which analyzes the collected data, executes the fuzzy logic 
functions (including fuzzification, fuzzy rule base, decision-making logic, and 
defuzzification), and then, provide a predicted surface roughness value. This FL-ISRR 
program was developed using Microsoft Visual Basic software. 
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After these experimental setups, the experiments were conducted for the development 
of this proposed MRFL-ISRR system as in detail in the next section. 
The Proposed MRFL-ISRR System 
The structure of the multiple regression-assisted fuzzy logic-based in-process surface 
roughness recognition (MRFL-ISRR) system, as show in Figure 3.2, consisted of a sensing 
system, machining parameters, the core of MRFL-ISRR, and an output result (Ra). This 
system has three inputs ( [ S, F, D] ), which were decided upon before the turning operation 
took place and has one input ( V) that will be measured during the process and an output (Ra) 
that will be measured after the process. After the experimental run, the procedure proposed 






























Step 1: Determining Fuzzijication Interface 
The proposed system contains four input variables, spindle speed (S), feed rate (F), 
depth of cut (D), and vibration (V); one output variable is surface roughness (Ra). In this case 
the input-output pairs from the experiment were: 
(10) 
The variable ranges in this study were as follows: 
S ~ [600,1300] (rpm) 
F ~ [1.0,8.0] (ipm) 
D ~ [0,0.04] (inch) (11) 
V ~ [0,0.4] (mVolt) 
Ra~ [20,100] (µ") 
The fuzzy-set values for the input and output variables were specified. The fuzzy sets 
are numerically shown in linguistic terms and were used by designers to describe the 
behaviors of the control system. Feed rate is a significant factor in surface roughness, and 
surface roughness is the major result. Therefore, five linguistic levels of classification were 
used for feed rate and surface roughness. Increasing the number of linguistic levels increases 
the sensitivity of the fuzzy logic model. 
The fuzzy-set values of input and output fuzzy variables in this study are specified as 
shown in Table 3 .2. Fuzzy subsets contain elements with degrees of membership. The 
fuzzification technique is using the triangular fuzzy set for this research. From the analysis of 
experimental observations and experimental runs, the membership functions for each 
variable were defined. The membership functions for all input and output variables are 
represented in Figure 3.3 though Figure 3.7. 
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Figure 3.4 Membership Function of Depth of Cut (D) 
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Figure 3.6 Membership Function of Feed Rate (F) 
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Figure 3.7 Membership Function of Surface Rough (Ra) 
T bl 3 2 F a e .. S V 1 uzzy- et a ues o fF uzzy V . bl ana es 
Spindle Speed (S) Feed Rate (F) Depth of Cut (D) Vibration (V) Surface Roughness (Ra) 
s Small vs Very Small s Small s Small vs Very Small 
MD Medium s Small MD Medium MD Medium s Small 
L Large MD Medium L Large L Large MD Medium 
L Large L Large 
VL Very Large VL Very Large 
Step 2: Creating a Fuzzy Knowledge Rule Base 
Fuzzy knowledge rule base is a core of the fuzzy logic theorem. The knowledge rule 
base for the MRFL-IRSS system was based on the experimental data and regression model. 
The regression model used in this paper was based upon the research of Mr. Lee (Lee, 1999), 
the linear equation is: 
YRa = 0.0004158 XS+ 5.435 X F -16.90 XV+ 24.24 (12) 
The regression model and centroid values of each variable were employed as a tool to 
create a rule in the fuzzy knowledge rule base. 
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For example, a combination of cutting condition is (s, S, S, s). The cutting condition 
(s, S, S, S) can be converted to (620.0000, 2.7333, 0.0095, 0.0350) by centroid value. The 
predicted value from the multiple regression model is: 
Ra' = 0.0004158 X 620 + 5.435 X 2.7333-16.90 X 0.035 + 24.24 = 39.9448 (13) 
Putting the prediction value into the membership function of surface roughness 
produced a fuzzy value of VS. Using IF-THEN logic, the rule can be defined and presented 
as: 
Rule 1: JF{(S ="S") A (F ="S") A (D ="S") A (V ="S")}THEN{Ra ="VS"}. 
Following this procedure, the rule base for the MRFL-IRSS was created and is 
presented in Table 3.3. 
T bl 3 3 F a e .. uzzy R 1 b ue ase 
(S) (F) (D) (V) (Ra) (S) (F) (D) (V) (Ra) 
1 s vs s s vs 69 MD MD MD L s 
2 s vs s MD vs 70 MD MD L s s 
3 s vs s L vs 71 MD MD L MD s 
4 s vs MD s vs 72 MD MD L L s 
5 s vs MD MD vs 73 MD L s s s 
6 s vs MD L vs 74 MD L s MD MD 
7 s vs L s vs 75 MD L s L MD 
8 s vs L MD vs 76 MD L MD s s 
9 s vs L L vs 77 MD L MD MD MD 
10 s s s s vs 78 MD L MD L MD 
11 s s s MD s 79 MD L L s s 
12 s s s L s 80 MD L L MD MD 
13 s s MD s vs 81 MD L L L MD 
14 s s MD MD s 82 MD VL s s MD 
15 s s MD L s 83 MD VL s MD L 
16 s s L s vs 84 MD VL s L VL 
17 s s L MD s 85 MD VL MD s MD 
18 s s L L s 86 MD VL MD MD L 
19 s MD s s s 87 MD VL MD L VL 
20 s MD s MD s 88 MD VL L s MD 
21 s MD s L s 89 MD VL L MD L 
22 s MD MD s s 90 MD VL L L VL 
23 s MD MD MD s 91 L vs s s vs 
24 s MD MD L s 92 L vs s MD vs 
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Table 3.3. (Continued) 
(S) (F) (D) (V) (Ra) (S) (F) (D) (V) (Ra) 
25 s MD L s s 93 L vs s L vs 
26 s MD L MD s 94 L vs MD s VS 
27 s MD L L s 95 L vs MD MD VS 
28 s L s s s 96 L vs MD L vs 
29 s L s MD MD 97 L vs L s vs 
30 s L s L MD 98 L vs L MD vs 
31 s L MD s s 99 L vs L L vs 
32 s L MD MD MD 100 L s s s vs 
33 s L MD L MD 101 L s s MD s 
34 s L L s s 102 L s s L s 
35 s L L MD MD 103 L s MD s vs 
36 s L L L MD 104 L s MD MD s 
37 s VL s s MD 105 L s MD L s 
38 s VL s MD L 106 L s L s vs 
39 s VL s L VL 107 L s L MD s 
40 s VL MD s MD 108 L s L L s 
41 s VL MD MD L 109 L MD s s s 
42 s VL MD L VL 110 L MD s MD s 
43 s VL L s MD 111 L MD s L s 
44 s VL L MD L 112 L MD MD s s 
45 s VL L L VL 113 L MD MD MD s 
46 MD vs s s vs 114 L MD MD L s 
47 MD vs s MD vs 115 L MD L s s 
48 MD vs s L vs 116 L MD L MD s 
49 MD vs MD s vs 117 L MD L L s 
50 MD vs MD MD vs 118 L L s s s 
51 MD vs MD L vs 119 L L s MD MD 
52 MD vs L s vs 120 L L s L MD 
53 MD vs L MD vs 121 L L MD s s 
54 MD vs L L vs 122 L L MD MD MD 
55 MD s s s vs 123 L L MD L MD 
56 MD s s MD s 124 L L L s s 
57 MD s s L s 125 L L L MD MD 
58 MD s MD s vs 126 L L L L MD 
59 MD s MD MD s 127 L VL s s MD 
60 MD s MD L s 128 L VL s MD L 
61 MD s L s vs 129 L VL s L VL 
62 MD s L MD s 130 L VL MD s MD 
63 MD s L L s 131 L VL MD MD L 
64 MD MD s s s 132 L VL MD L VL 
65 MD MD s MD s 133 L VL L s MD 
66 MD MD s L s 134 L VL L MD L 
67 MD MD MD s s 135 L VL L L VL 
68 MD MD MD MD s 
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Step 3: Determining the Decision-Making Logic 
Each fuzzy rule is represented by a fuzzy relation R. For a fuzzy system, the final 
action is characterized by the combination of the fuzzy relations in all fuzzy rules. 
Symbolically, 
R = ALSO(R1, R2, ... , Rm), (14) 
where ALSO is a sentence connective, which is used to combine all m conditional rules. For 
example, one set of input vector (spindle speed, feed rate, depth of cut, vibration) = (620 
rpm, 7.6-ipm, 0.01-inch, 0.1674 m-volts) fires a total of 4 rules as follows: 
Rule 37: JF{(S ="S")A(F ="VL")A(D ="S")A(V ="S")}Then{Ra ="MD"}, 
Rule 38: JF{(S ="S")A(F ="VL")A(D ="S")A(V ="MD")}Then{Ra ="L"}. 
Rule 40: JF{(S =" S") I\ (F ="VL") I\ (D ="MD") I\ (V =" S")}Then{Ra ="MD"}, 
Rule 41: JF{(S ="S")A(F ="VL")A(D ="MD")A(V ="MD")}Then{Ra ="L"}, 
The degree membership function of the output is determined by equation (8). 
Therefore, for this study, equation (8) can be expressed as: 
µ(Ra)= µ(S) * µ(F) * µ(D) * µ(V). (15) 
For example, as shown above, the degree membership function for each rule is: 
Rule 37: µ(Ra)= 1 * 1 * 0.95 * 0.2166 = 0.2058 
Rule 38: µ(Ra)= 1 * 1 * 0.95 * 0.7834 = 0.7442 
Rule 40: µ(Ra)= 1 * 1 * 0.05 * 0.2166 = 0.0108 
Rule 41: µ(Ra)= 1 * 1 * 0.05 * 0.7834 = 0.3917 
Thus, the final action of this input vector is characterized by the combination of the 
fuzzy relations as: R = ALSO (R37, R38, ~ 0, ~1). The final control action will be 
determined based on defuzzification process as next section. 
Step 4: Determining a Method of Defuzzijication 
Following the same example and using equation (9), the output value of the input 
vector is calculated as: 
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p L µ(Ra) 1 * Rai 
R J=l aCOA = __ p ____ _ 
Lµ(Ra)1 
J=l 
Ra = (0.2058 * 64) + (0.7442 * 74) + (0.0108 * 64) + (0.3917 * 74) 
COA 0.2058 + 0.7442 + 0.0108 + 0.3917 
RacoA = 72.40 
Therefore, this proposed FL-ISRR system predicts the surface roughness of an input 
vector (620 rpm, 7.6 ipm, 0.01 inch, 0.1674 m-volts) is 72.40 micro inches. 
After accomplishing these five steps, testing will be conducted to verify the 
performance of the proposed FL-ISRR system in turning operations. Testing will be 
undertaken in a real-time in-process approach to demonstrate the feasibility of 
commercialization. 
Validation of the MRFL-ISRR System 
Eighty-four testing data were generated and are presented in Table 3.4. Criteria used 
in this experiment to verify the predictive capabilities of MRFL-ISRR system included a 
-
percentage deviation ( ¢1 ) and an average percentage deviation (¢),defined as: 




d, _ ~i=Otpi 
'f/- ' (17) n 
where n is number of testing data. 
Based on the data presented in Table 3.4, the MRFL-ISRR system is capable of 
monitoring surface roughness, and shows that the overall difference in the 84 tests was 
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7.70%. Therefore, one could conclude that the proposed MRFL-ISRR system is capable of 
predicting surface roughness on-line with approximately 92.3% accuracy. 
T bl 3 4 Th R It f T t. E t a e . . e esu 0 es mg xpenmen s 
No s F D V Ra Predict Ra Error No s F D V Ra Predict Ra Error 
1 630 1.5 0.01 0.2048 31.9 31.39 0,02 43 1000 1.5 0.01 0.3303 28.4 31.39 0.11 
2 630 1.5 0,02 0.2382 33.8 31.39 0,07 44 1000 1.5 0.02 0.2291 32.5 31.39 0,03 
3 630 1.5 0.03 0.2275 28 31.39 0.12 45 1000 1.5 0.03 0.3400 41.3 31.39 0.24 
4 630 2.4 0.01 0.1796 40.9 40.89 0.00 46 1000 2.4 0.01 0.2385 43.7 42.93 0.02 
5 630 2.4 0,02 0.2009 35.2 42.67 0.21 47 1000 2.4 0.02 0.2998 38.2 42.93 0.12 
6 630 2.4 0.03 0.2228 42.1 42.93 0,02 48 1000 2.4 0,03 0.3353 38.3 42.93 0.12 
7 630 3.4 0.01 0.0499 47 38.62 0.18 49 1000 3.4 O.Ql 0.2865 42.1 48.06 0.14 
8 630 3.4 0.02 0.2413 49.2 48.06 0.02 50 1000 3.4 0.02 0.3049 48.5 48.06 0.01 
9 630 3.4 0.03 0.2131 47.1 48.06 0,02 51 1000 3.4 0,03 0.2186 45.1 48.06 0.07 
10 630 4.4 0.01 0.1396 51.3 50.00 0,03 52 1000 4.4 O.Ql 0.2453 53.3 51.19 0.04 
11 630 4.4 0.02 0.1732 55.8 50.62 0.09 53 1000 4.4 0.02 0.2436 57.8 51.19 0.11 
12 630 4.4 0,03 0.2119 53.9 51.19 0.05 54 1000 4.4 0,03 0.4419 44.3 51.19 0.16 
13 630 5.4 O.Ql 0.1485 59.1 57.17 0,03 55 1000 5.4 0.01 0.2334 57.4 61.63 0.07 
14 630 5.4 0.02 0.1851 60.2 60.11 0.00 56 1000 5.4 0.02 0.3672 56.5 61.63 0.09 
15 630 5.4 0.03 0.2144 55.2 61.63 0.12 57 1000 5.4 0.03 0.3114 62.1 61.63 0.01 
16 630 6.7 0.01 0.1537 61.6 65.33 0.06 58 1000 6.7 O.Ql 0.1846 67.1 67.74 0.01 
17 630 6.7 0.02 0.1494 69.1 65.00 0.06 59 1000 6.7 0.02 0.2662 63.8 69.26 0.09 
18 630 6.7 0,03 0.1433 71.5 64.52 0.10 60 1000 6.7 0,03 0.3251 62 69.26 0.12 
19 630 7.5 0.01 0.1561 69.6 70.28 0.01 61 1000 7.5 0.01 0.1895 72 72.84 0.01 
20 630 7.5 0.02 0.1928 63.3 73.09 0.15 62 1000 7.5 O.G2 0.2240 66 73.95 0.12 
21 630 7.5 0,03 0.2026 70.2 73.84 0.05 63 1000 7.5 0,03 0.4281 70.1 73.95 0.05 
22 840 1.5 0.01 0.1473 34.7 30.53 0.12 64 1280 1.5 0.01 0.1934 37.5 31.23 0.17 
23 840 1.5 0.02 0.2693 37.7 31.39 0.17 65 1280 1.5 0.02 0.3083 39.5 31.39 0.21 
24 840 1.5 0.03 0.2435 39.5 31.39 0.21 66 1280 1.5 0,03 0.3699 37.1 31.39 0.15 
25 840 2.4 0.01 0.1831 45.4 41.19 0.09 67 1280 2.4 0.01 0.2277 44.5 42.93 0.04 
26 840 2.4 0.02 0.2568 41.6 42.93 0,03 68 1280 2.4 0.02 0.3446 50.6 42.93 0.15 
27 840 2.4 0.03 0.2897 41 42.93 0.05 69 1280 2.4 0,03 0.2949 46.9 42.93 0.08 
28 840 3.4 0.01 0.2414 50.5 48.06 0.05 70 1280 3.4 0.01 0.2301 55.1 48.06 0.13 
29 840 3.4 0,02 0.1977 42.2 47.67 0.13 71 1280 3.4 0.02 0.3717 53.8 48.06 0.11 
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Table 3.4. (Continued) 
No s F D V Ra Predict Ra Error No s F D V Ra Predict Ra Error 
30 840 3.4 0.03 0.2692 44.4 48.06 0.08 72 1280 3.4 0,03 0.2888 54.2 48.06 0.11 
31 840 4.4 0.01 0.1688 48.6 50.54 0.04 73 1280 4.4 0.01 0.1929 59.1 50.98 0.14 
32 840 4.4 0.02 0.2608 53.6 51.19 0.04 74 1280 4.4 0.02 0.3806 53.8 51.19 0.05 
33 840 4.4 0.03 0.2994 57.2 51.19 0.11 75 1280 4.4 0.03 0.5088 53 51.19 0,03 
34 840 5.4 0.01 0.2253 61.3 61.63 0.01 76 1280 5.4 0.01 0.2252 59.1 61.63 0.04 
35 840 5.4 0.02 0.1995 61.7 61.27 0.01 77 1280 5.4 0.02 0.4532 55.8 61.63 0.10 
36 840 5.4 0.03 0.3135 61.9 61.63 0.00 78 1280 5.4 0.03 0.4969 63 61.63 0.02 
37 840 6.7 0.01 0.2122 65.5 69.26 0.06 79 1280 6.7 0.01 0.2295 65.2 69.26 0.06 
38 840 6.7 0.02 0.2346 70.6 69.26 0.02 80 1280 6.7 0.02 0.2965 64.1 69.26 0.08 
39 840 6.7 0,03 0.1865 64.5 67.89 0.05 81 1280 6.7 0.03 0.4961 65.3 69.26 0.06 
40 840 7.5 0.01 0.1826 62 72.31 0.17 82 1280 7.5 0.01 0.2605 63.4 73.95 0.17 
41 840 7.5 0.02 0.3265 68.5 73.95 0.08 83 1280 7.5 0.02 0.3658 73.4 73.95 0.01 
42 840 7.5 0.03 0.2293 69.1 73.95 0,07 84 1280 7.5 0.03 0.4331 67.3 73.95 0.10 
Conclusions and Recommendations for Future Study 
The goal of this research was to develop a multiple regression model assisted fuzzy 
logic based in-process surface roughness recognition (MRFL-ISRR) system in turning 
operations that contains the attributes listed below. The system could enable metal cutting 
manufacturers to improve the quality of the surface of a product while the turning process is 
taking place. 
The system will have the ability to: 
1. The MRFL-ISRR system has 92.3% accuracy m predicting the surface 
roughness. 
2. The results evidence that the fuzzy rule base, successfully built assisted by 
using a multiple regression model, is able to conduct an ISRR system to 
predict surface roughness with an average of 92.3% prediction accuracy. 
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3. The fuzzy rule base built by the regression model took less time to develop 
and compared similarly with results from when a traditional algorithm was 
used. 
Due to the time reduction, using this method to develop an MRFL-ISRR system could 
allow this system be better adapted for commercialization; future research will continue upon 
the improvement of the fuzzy rule base in order to reflect more precisely the relationship 
between surface roughness and its predictors. 
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CHAPTER 4. GENERAL CONCLUSION 
The purpose of this study was to propose a new fuzzy logic rule base development 
technique assisted by a multiple regression model obtained through experimental data. To 
evaluate the new algorithm, ISRR systems based on a traditional fuzzy logic theory (Chapter 
2) and the proposed fuzzy logic approach (Chapter 3) have been conducted and evaluated 
using testing data. The results of ISRR systems using the traditional fuzzy logic theory and 
the proposed theory were evaluated. The hypothesis H O : µ 1 - µ2 = 0, where µ 1 is the mean 
performance of traditional fuzzy logic ISRR system and µ 2 is the mean performance of the 
multiple regression model assisting the fuzzy logic ISRR system, was tested. The findings 
and conclusions drawn from this study and the recommendations for further study are 
discussed in the following section. 
Findings and Conclusions 
1. The traditional fuzzy logic model can provide 92.35% accuracy of Ra prediction in 84 
testing data. 
2. The multiple regression model assisting fuzzy logic was presented as having 92.3% Ra 
prediction accuracy in 84 testing data, which were the same as the testing data in the 
traditional fuzzy logic method. 
3. The accuracy of the experimental data assisting the fuzzy logic model and multiple 
regression model assisting the fuzzy logic model were compared. Results from a 
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statistical Z-Test provided evidence that suggested that the two models were similar. In 
a= 0.01, these tail areas correspond to z = - 2.576 and z = 2.576, respectively. 
Rejection regions: z < -2.576 or z > 2.576 
The statistical analysis of the differences between the performance results for the 
two systems is shown in Table 4.1. The z-value is 0.646878. It is larger than -2.576 and 
smaller than 2.576. Thus, these testing data cannot provide sufficient evidence to reject 
H O and conclude, at the a = 0.0 l level of significance, that the hypothesis accepted 
HO : A - µ2 = 0 . It demonstrates that the ISRR system using the multiple regression 
assisted fuzzy logic model have a similar mean performance with that of the ISRR 
system using the traditional fuzzy logic method. 
Table 4.1 The Z Test of H 0 : µ1 - µ2 = O,a = 0.01 
Mean 0.05688 





4. As mentioned above, the fuzzy rule base is very critical to a fuzzy logic control system. 
This research has developed two ISRR systems using a traditional trial-and-error method 
and also proposed methods in building the fuzzy rule base. The rule base developing time 
of these two systems are 96 hours and less than 4 hours, respectively. Both systems all 
reach similar performance. It is easy to see that the traditional fuzzy logic model spent 
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more time in building and adjusting the rule base. At times, experts have difficulty setting 
up the rules because the observed data doesn't produce a significant trend to follow. 
Therefore, it took a longer amount of time to adjust the rule base properly for the fuzzy 
system. The method of a fuzzy logic theorem assisted by a multiple regression model 
took less time in building the rule base as this research demonstrates. Thus, one could 
conclude that the proposed method could be adapted for developing a fuzzy system in 
less time, and consequently, at a lesser cost. 
Recommendations for Further Research 
Due to the above results, the researcher recommends that the following areas be 
considered for study in the future: 
1. The statistical multiple regression model was successfully implemented in this research 
to assist the efficiency of the fuzzy rule base development. The researcher believes that 
other prediction models also could be evaluated as additional tools assisting the fuzzy 
logic theory, such as neural networks or generic algorithm theories. 
2. This research focused upon the method of assisting a fuzzy rule base development with 
fixed membership functions. A better way of combining this approach with a more 
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APPENDIX A: VISUAL BASIC PROGRAM CODE OF FUZZY LOGIC 
COMPUTING 
'Gemal Variables Define 
Dim xCol As Integer 
Dim xRow As Integer 
Private Sub Commandl _ Click() 
'Code of Run Button 
Dim fltlnput( 10) As Double '/input variable/ 
Dim InputMsgl As String 
Dim fileP(4, 13) As Double 
Dim I As Integer 
Dim J As Integer 
Dim fileRule(2) As Double 
Dim Ra(9) As Double 
Dim Count 1 As Integer 
Dim Count2 As Integer 
Commandl .Enabled= False 
Drive 1.Enabled = False 
Dirl .Enabled= False 
File 1.Enabled = False 
MSFlexGridl.Enabled = False 
Count2 = 1 
For I= 0 To 8 Step 1 
Ifl = 0 Then 
Ra(I) = Val(MSFlexGridl.TextMatrix(MSFlexGridl.Rows - 1, 0)) 
Else 
If MSFlexGridl.Cols > 1 +I* 3 Then 
lfMSFlexGridl.TextMatrix(MSFlexGridl.Rows - 1, 1 +I* 3) = 1111 Then 
Ra(I) = Val(MSFlexGridl.TextMatrix(MSFlexGridl.Rows - 1, I* 3)) 
Else 
Ra(I) = (Val(MSFlexGridl.TextMatrix(MSFlexGridl.Rows - 1, I* 3 - 1)) + 
Val(MSFlexGridl.TextMatrix(MSFlexGridl.Rows - 1, I* 3)) + 





'De fuzzy Process Loop 
Open Label2.Caption For Input As #1 
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Do While (Not EOF(l)) 
For I= 0 To MSFlexGridl.Rows - 1 Step 1 'var number 
If (Not EOF(l)) Then 
Input # 1, fltlnput(I) 
InputMsgl = InputMsgl + Str(fltlnput(I)) +" :" 
End If 
Next I 
Listl.Addltem (Str(Count2) +"Read:"+ InputMsgl) 
Count2 = Count2 + 1 
degree= 1 
fileRule(O) = 0 
fileRule( 1) = 0 
For I = 0 To MSFlexGrid2.Rows - 1 Step 1 
degree= 1 
For J = 0 To MSFlexGridl.Rows - 2 Step 1 
degree= degree* evalMem(J, Val(Mid(Trim(MSFlexGrid2.TextMatrix(I, 0)), J 
+ 1, 1)), fltlnput(J)) 
Next J 
fileRule(O) = fileRule(O) + degree 
fileRule( 1) = file Rule( 1) + degree * Ra(Val(Trim(MSFlexGrid2. TextMatrix(I, 1)))) 
If degree <> 0 Then 
Listl .Addltem (MSFlexGrid2.TextMatrix(I, 0) + " "+ 
Str(MSFlexGrid2.TextMatrix(I, 1)) + 11 / "+ Str(degree)) 
End If 
Next I 
InputMsg 1 = " 11 
If fileRule( 1) <> 0 Then 
InputMsgl = Str(Round(fileRule(l) / fileRule(O), 2)) 
If Text2. Text<> 0 Then 
Text2.Text = (Text2.Text * Countl + 
Round(Abs(fltinput(MSFlexGridl.Rows - 1)-
Round(fileRule(l) / fileRule(O), 2)) I 
fltlnput(MSFlexGridl.Rows - 1), 2)) I (Countl + 1) 
Count 1 = Count + 1 
Else 
Countl = 1 
Text2.Text = Round(Abs(fltlnput(MSFlexGridl.Rows - 1)-
Round(fileRule(l) / fileRule(O), 2)) I 
fltlnput(MSFlexGrid I .Rows - 1 ), 2) 
End If 
Listl.Addltem ("Result: "+ lnputMsgl +"Error: "+ 
Str(Round(Abs(fltlnput(MSFlexGridl .Rows - 1) -
Round(fileRule(l) / fileRule(O), 2)) I 
79 
fltlnput(MSFlexGridl.Rows - 1), 2)) +" : "+ 
Str( fltlnput(MSFlexGrid I .Rows - 1) - Round( fileRule( 1) I 
fileRule(O), 2))) 









Private Sub Command3 _ Click() 
'Load Membership function Button 
Open Labe14.Caption For Input As #2 
l=O 
J=O 
Do While Not EOF(2) 
Input #2, Mempoint 
If Mempoint = -1 Then 
J=J+l 
MSFlexGridl .Rows = J + 1 
l=O 
Else 





If MSFlexGridl.TextMatrix(J, 0) =""Then 
MSFlexGridl .Rows = J 
End If 
End Sub 
Private Sub Dir 1 _ Change() 
File I .Path = Dir I .Path 
End Sub 
Private Sub Dir2 _ Change() 
File2.Path = Dir2.Path 
End Sub 
Private Sub Drive I_ Change() 
Dir I .Path= Drive I .Drive 
End Sub 
Private Sub Drive2 _ Change() 
Dir2.Path = Drive2.Drive 
End Sub 
Private Sub File I_ Click() 
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Label2.Caption = File I.Path+"\"+ Filel.FileName 
End Sub 
Private Sub File2 _ Click() 
Label4.Caption = File2.Path + "\" + File2.FileName 
End Sub 
Private Sub Form_ Load() 
Dim Mempoint As Double 
Dim I As Integer, J As Integer 
MSFlexGrid2.Co1Width(O) = (MSFlexGrid2.Width - 400) / 2 
MSFlexGrid2.ColWidth(l) = (MSFlexGrid2.Width - 400) / 2 
Drive I .Drive = Left(App.Path, 2) 
Drive2.Drive = Left(App.Path, 2) 
Dirl.Path = App.Path 
Dir2.Path = App.Path 
Open App.Path+ "\mem0822.txt" For Input As #2 
1=0 
J=O 
Do While Not EOF(2) 
Input #2, Mempoint 
If Mempoint = -1 Then 
J=J+l 
MSFlexGrid I .Rows = J + 1 
I=O 
Else 





IfMSFlexGridl.TextMatrix(J, 0) =""Then 
MSFlexGridl .Rows = J 
End If 
End Sub 
Private Sub MSFlexGridl _ dblClick() 
'Editing membership function 
Textl .Width= MSFlexGridl .CellWidth 
Textl .Height= MSFlexGridl .CellHeight 
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Textl .Left= MSFlexGridl .Left+ MSFlexGridl .CellLeft 
Textl.Top = MSFlexGridl.Top + MSFlexGridl.CellTop 
Textl .Visible = True 
Textl .Text= MSFlexGridl .TextMatrix(MSFlexGridl .Row, MSFlexGridl .Col) 
xRow = MSFlexGrid I .Row 
xCol = MSFlexGridl .Col 
Text 1. SetF ocus 
End Sub 
Private Sub Textl_KeyPress(KeyAscii As Integer) 
If Key Ase ii = 13 Then 
MSFlexGridl.TextMatrix(xRow, xCol) = Textl.Text 
Textl.Visible = False 
End If 
End Sub 
Private Sub Textl _ LostFocus() 
MSFlexGridl.TextMatrix(xRow, xCol) = Textl.Text 
Textl .Visible= False 
End Sub 
Public Sub Defuzzy() 
End Sub 
Public Function evalMem(varlndex As Integer, memindex As Integer, 
fltlnput As Double) As Double 
Dim Mpoint(3) As Double 
If memindex = 0 Then 
Mpoint(O) = MSFlexGridl .TextMatrix(varlndex, memindex) 
Mpoint(l) = MSFlexGridl.TextMatrix(varlndex, memindex + 1) 
Else 
Mpoint(O) = MSFlexGridl.TextMatrix(varlndex, memindex * 3 - 1) 
Mpoint(l) = MSFlexGridl.TextMatrix(varlndex, memindex * 3) 
IfMSFlexGridl.TextMatrix(varlndex, memindex * 3 + 1) <>""Then 
Mpoint(2) = MSFlexGridl.TextMatrix(varlndex, memindex * 3 + 1) 
End If 
End If 
If memlndex = 0 Then 
If fltlnput <= Mpoint(O) Then 
evalMem = 1 
Else 
If fltlnput <= Mpoint(l) Then 
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evalMem = (Mpoint(l) - fltlnput) / (Mpoint(l) - Mpoint(O)) 
Else 




IfMSFlexGridl.TextMatrix(varlndex, memlndex * 3 + 1) =""Then 
If fltlnput >= Mpoint( 1) Then 
evalMem = 1 
Else 
If fltlnput < Mpoint(O) Then 
evalMem = 0 
Else 




If fltlnput <= Mpoint( 1) Then 
If fltlnput < Mpoint(O) Then 
evalMem = 0 
Else 
evalMem = (fltlnput - Mpoint(O)) I (Mpoint(l) - Mpoint(O)) 
End If 
Else 
If fltlnput <= Mpoint(2) Then 
evalMem = (Mpoint(2) - fltlnput) / (Mpoint(2) - Mpoint(l )) 
Else 







APPENDIX B: OBSERVING DATA SET AND TEST DATA SET 
Spindle Speed :rpm 
Feed Rate : ipm 
Depth of Cut : inch 
Vibration X : mVolt 
Surface Roughness :micro inch 
Observing Data (252) 
SamQle# S2indle S2eed (S) Feed Rate (F) De2th of Cut (D) Vibration X (V) Surface Roughness (Ra) 
1 630 1.5 0.01 0.1728 31.9 
2 630 1.5 0.01 0.1999 31.9 
3 630 1.5 0.01 0.1803 31.9 
4 630 1.5 0.02 0.2278 33.8 
5 630 1.5 0.02 0.2303 33.8 
6 630 1.5 0.02 0.2328 33.8 
7 630 1.5 0.03 0.2057 28.0 
8 630 1.5 0.03 0.2333 28.0 
9 630 1.5 0.03 0.2101 28.0 
10 630 2.4 0.01 0.1718 40.9 
11 630 2.4 0.01 0.1781 40.9 
12 630 2.4 0.01 0.1914 40.9 
13 630 2.4 0.02 0.2298 35.2 
14 630 2.4 0.02 0.2389 35.2 
15 630 2.4 0.02 0.2220 35.2 
16 630 2.4 0.03 0.2250 42.1 
17 630 2.4 0.03 0.2160 42.1 
18 630 2.4 0.03 0.2106 42.1 
19 630 3.4 0.01 0.0446 47.0 
20 630 3.4 0.01 0.0442 47.0 
21 630 3.4 0.01 0.0466 47.0 
22 630 3.4 0.02 0.1993 49.2 
23 630 3.4 0.02 0.2223 49.2 
24 630 3.4 0.02 0.2256 49.2 
25 630 3.4 0.03 0.2593 47.1 
26 630 3.4 0.03 0.2538 47.1 
27 630 3.4 0.03 0.2469 47.1 
28 630 4.4 O.Ql 0.1411 51.3 
29 630 4.4 0.01 0.1324 51.3 
30 630 4.4 0.01 0.1261 51.3 
31 630 4.4 0.02 0.2363 55.8 
32 630 4.4 0.02 0.1935 55.8 
33 630 4.4 0.02 0.2068 55.8 
34 630 4.4 0.03 0.1746 53.9 
35 630 4.4 0.03 0.2008 53.9 
36 630 4.4 0.03 0.2178 53.9 
37 630 5.4 0.01 0.1300 59.1 
38 630 5.4 0.01 0.1486 59.l 
39 630 5.4 0.01 0.1439 59.1 
40 630 5.4 0.02 0.1712 60.2 
41 630 5.4 0.02 0.1681 60.2 
42 630 5.4 0.02 0.1592 60.2 
43 630 5.4 0.03 0.1750 55.2 
44 630 5.4 0.03 0.1753 55.2 
45 630 5.4 0.03 0.1738 55.2 
46 630 6.7 0.01 0.1492 61.6 
47 630 6.7 0.01 0.1483 61.6 
48 630 6.7 0.01 0.1674 61.6 
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Samele# Seindle S~eed (S} Feed Rate (F) Deeth of Cut (D) Vibration X (V) Surface Roughness (Ra) 
49 630 6.7 0.02 0.1421 69.1 
50 630 6.7 0.02 0.153 69.1 
51 630 6.7 0.02 0.1497 69.1 
52 630 6.7 0.03 0.1458 71.5 
53 630 6.7 0.03 0.1623 71.5 
54 630 6.7 0.03 0.1464 71.5 
55 630 7.5 0.01 0.1428 69.6 
56 630 7.5 0.01 0.1451 69.6 
57 630 7.5 0.01 0.1429 69.6 
58 630 7.5 0.02 0.2035 63.3 
59 630 7.5 0.02 0.1837 63.3 
60 630 7.5 0.02 0.2236 63.3 
61 630 7.5 0.03 0.1894 70.2 
62 630 7.5 0.03 0.1826 70.2 
63 630 7.5 0.03 0.1809 70.2 
64 840 1.5 0.01 0.1622 34.7 
65 840 1.5 0.01 0.1565 34.7 
66 840 1.5 0.01 0.1822 34.7 
67 840 1.5 0.02 0.2591 37.7 
68 840 1.5 0.02 0.2515 37.7 
69 840 1.5 0.02 0.2734 37.7 
70 840 1.5 0.03 0.2323 39.5 
71 840 1.5 0.03 0.2479 39.5 
72 840 1.5 0.03 0.2443 39.5 
73 840 2.4 0,01 0.1863 45.4 
74 840 2.4 0.01 0.1742 45.4 
75 840 2.4 0.01 0.1775 45.4 
76 840 2.4 0,02 0.2464 41.6 
77 840 2.4 0.02 0.2616 41.6 
78 840 2.4 0.02 0.2463 41.6 
79 840 2.4 0.03 0.3138 41.0 
80 840 2.4 0.03 0.3316 41.0 
81 840 2.4 0.03 0.2859 41.0 
82 840 3.4 0.01 0.2313 50.5 
83 840 3.4 0,01 0.2515 50.5 
84 840 3.4 0.01 0.2329 50.5 
85 840 3.4 0.02 0.2136 42.2 
86 840 3.4 0.02 0.2131 42.2 
87 840 3.4 0.02 0.2219 42.2 
88 840 3.4 0.03 0.3274 44.4 
89 840 3.4 0.03 0.2971 44.4 
90 840 3.4 0.03 0.3156 44.4 
91 840 4.4 0.01 0.1577 48.6 
92 840 4.4 0.01 0.1609 48.6 
93 840 4.4 0.01 0.1688 48.6 
94 840 4.4 0.02 0.2592 53.6 
95 840 4.4 0.02 0.2921 53.6 
96 840 4.4 0.02 0.2793 53.6 
97 840 4.4 0.03 0.2878 57.2 
98 840 4.4 0.03 0.3009 57.2 
99 840 4.4 0.03 0.2839 57.2 
100 840 5.4 0.01 0.2020 61.3 
101 840 5.4 0.01 0.2053 61.3 
102 840 5.4 0.01 0.2071 61.3 
103 840 5.4 0.02 0.1847 61.7 
104 840 5.4 0.02 0.1986 61.7 
105 840 5.4 0.02 0.2313 61.7 
106 840 5.4 0.03 0.2878 61.9 
107 840 5.4 0.03 0.2828 61.9 
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108 840 5.4 0.03 0.2869 61.9 
109 840 6.7 0.01 0.2136 65.5 
110 840 6.7 0.01 0.2172 65.5 
111 840 6.7 0.01 0.2098 65.5 
112 840 6.7 0.02 0.2333 70.6 
113 840 6.7 0.02 0.2643 70.6 
114 840 6.7 0.02 0.2569 70.6 
115 840 6.7 0.03 0.2239 64.5 
116 840 6.7 0.03 0.1943 64.5 
117 840 6.7 0.03 0.2102 64.5 
118 840 7.5 0.01 0.1892 62.0 
119 840 7.5 0.01 0.1793 62.0 
120 840 7.5 0.01 0.1684 62.0 
121 840 7.5 0.02 0.2479 68.5 
122 840 7.5 0.02 0.2584 68.5 
123 840 7.5 0.02 0.2691 68.5 
124 840 7.5 0.03 0.2087 69.1 
125 840 7.5 0.03 0.2245 69.1 
126 840 7.5 0.03 0.2121 69.1 
127 1000 1.5 0.01 0.3070 28.4 
128 1000 1.5 0.01 0.3408 28.4 
129 1000 1.5 0.01 0.3081 28.4 
130 1000 1.5 0.02 0.2189 32.5 
131 1000 1.5 0.02 0.2505 32.5 
132 1000 1.5 0.02 0.2249 32.5 
133 1000 1.5 0.03 0.3478 41.3 
134 1000 1.5 0.03 0.3398 41.3 
135 1000 1.5 0.03 0.3492 41.3 
136 1000 2.4 0.01 0.2368 43.7 
137 1000 2.4 0.01 0.2465 43.7 
138 1000 2.4 0.01 0.2200 43.7 
139 1000 2.4 0.02 0.2634 38.2 
140 1000 2.4 0.02 0.2952 38.2 
141 1000 2.4 0.02 0.2875 38.2 
142 1000 2.4 0.03 0.2900 . 38.3 
143 1000 2.4 0.03 0.3059 38.3 
144 1000 2.4 0.03 0.3019 38.3 
145 1000 3.4 0.01 0.2524 42.1 
146 1000 3.4 0.01 0.2857 42.1 
147 1000 3.4 0.01 0.2543 42.1 
148 1000 3.4 0.02 0.2989 48.5 
149 1000 3.4 0.02 0.2938 48.5 
150 1000 3.4 0.02 0.2838 48.5 
151 1000 3.4 0.03 0.2331 45.1 
152 1000 3.4 0.03 0.2237 45.1 
153 1000 3.4 0.03 0.2516 45.1 
154 1000 4.4 0.01 0.2326 53.3 
155 1000 4.4 0.01 0.2245 53.3 
156 1000 4.4 0.01 0.2120 53.3 
157 1000 4.4 0.02 0.2313 57.8 
158 1000 4.4 0.02 0.2558 57.8 
159 1000 4.4 0.02 0.2638 57.8 
160 1000 4.4 0.03 0.4032 44.3 
161 1000 4.4 0.03 0.3753 44.3 
162 1000 4.4 0.03 0.3735 44.3 
163 1000 5.4 0.01 0.2271 57.4 
164 1000 5.4 0.01 0.2312 57.4 
165 1000 5.4 0.01 0.2350 57.4 
166 1000 5.4 0.02 0.3006 56.5 
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167 1000 5.4 0.02 0.2970 56.5 
168 1000 5.4 0.02 0.3044 56.5 
169 1000 5.4 0.03 0.3449 62.1 
170 1000 5.4 0.03 0.2826 62.1 
171 1000 5.4 0.03 0.2719 62.1 
172 1000 6.7 0.01 0.1518 67.1 
173 1000 6.7 0.01 0.1708 67.1 
174 1000 6.7 0.01 0.1669 67.1 
175 1000 6.7 0.02 0.2762 63.8 
176 1000 6.7 0.02 0.2779 63.8 
177 1000 6.7 0.02 0.2530 63.8 
178 1000 6.7 0.03 0.3165 62.0 
179 1000 6.7 0.03 0.2970 62.0 
180 1000 6.7 0.03 0.2977 62.0 
181 1000 7.5 0.01 0.1821 72.0 
182 1000 7.5 0.01 0.1805 72.0 
183 1000 7.5 0.01 0.1763 72.0 
184 1000 7.5 0.02 0.2430 66.0 
185 1000 7.5 0.02 0.2362 66.0 
186 1000 7.5 0.02 0.2305 66.0 
187 1000 7.5 0.03 0.3008 70.1 
188 1000 7.5 0.03 0.3295 70.1 
189 1000 7.5 0.03 0.3186 70.1 
190 1280 1.5 0.01 0.1775 37.5 
191 1280 1.5 0.01 0.2164 37.5 
192 1280 1.5 0.01 0.1976 37.5 
193 1280 1.5 0.02 0.2867 39.5 
194 1280 1.5 0.02 0.3318 39.5 
195 1280 1.5 0.02 0.2871 39.5 
196 1280 1.5 0.03 0.4936 37.1 
197 1280 1.5 0.03 0.4455 37.1 
198 1280 1.5 0.03 0.3681 37.1 
199 1280 2.4 0.01 0.2383 44.5 
200 1280 2.4 0.01 0.2169 44.5 
201 1280 2.4 0.01 0.2540 44.5 
202 1280 2.4 0.02 0.3376 50.6 
203 1280 2.4 0.02 0.3420 50.6 
204 1280 2.4 0.02 0.3182 50.6 
205 1280 2.4 0.03 0.2633 46.9 
206 1280 2.4 0.03 0.2982 46.9 
207 1280 2.4 0.03 0.3101 46.9 
208 1280 3.4 0.01 0.2496 55.1 
209 1280 3.4 0.01 0.2170 55.1 
210 1280 3.4 0.01 0.2322 55.1 
211 1280 3.4 0.02 0.3797 53.8 
212 1280 3.4 0.02 0.4299 53.8 
213 1280 3.4 0.02 0.4085 53.8 
214 1280 3.4 0.03 0.3790 54.2 
215 1280 3.4 0.03 0.2362 54.2 
216 1280 3.4 0.03 0.2231 54.2 
217 1280 4.4 0.01 0.2188 59.1 
218 1280 4.4 0.01 0.2195 59.1 
219 1280 4.4 0.01 0.2239 59.1 
220 1280 4.4 0.02 0.3820 53.8 
221 1280 4.4 0.02 0.3483 53.8 
222 1280 4.4 0.02 0.3491 53.8 
223 1280 4.4 0.03 0.4392 53.0 
224 1280 4.4 0.03 0.4263 53.0 
225 1280 4.4 0.03 0.5348 53.0 
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226 1280 5.4 0.01 0.2075 59.1 
227 1280 5.4 0.01 0.2221 59.1 
228 1280 5.4 0.01 0.2244 59.1 
229 1280 5.4 0.02 0.4568 55.8 
230 1280 5.4 0.02 0.4125 55.8 
231 1280 5.4 0.02 0.5172 55.8 
232 1280 5.4 0.03 0.5072 63.0 
233 1280 5.4 0.03 0.4722 63.0 
234 1280 5.4 0.03 0.4483 63.0 
235 1280 6.7 0.01 0.2424 65.2 
236 1280 6.7 0.01 0.2339 65.2 
237 1280 6.7 0.01 0.2312 65.2 
238 1280 6.7 0.02 0.2937 64.1 
239 1280 6.7 0.02 0.3160 64.1 
240 1280 6.7 0.02 0.3279 64.1 
241 1280 6.7 0.03 0.5456 65.3 
242 1280 6.7 0.03 0.5535 65.3 
243 1280 6.7 0.03 0.4720 65.3 
244 1280 7.5 0.01 0.2829 63.4 
245 1280 7.5 0.01 0.2583 63.4 
246 1280 7.5 0.01 0.2876 63.4 
247 1280 7.5 0.02 0.3120 73.4 
248 1280 7.5 0.02 0.4098 73.4 
249 1280 7.5 0.02 0.3501 73.4 
250 1280 7.5 0.03 0.4766 67.3 
251 1280 7.5 0.03 0.4023 67.3 
Test Data {84) 
Samele# Seindle Seeed (S) Feed Rate (F) Deeth of Cut (D) Vibration X (V) Surface Roughness (Ra) 
1 630 1.5 0.01 0.2048 31.9 
2 630 1.5 0,02 0.2382 33.8 
3 630 1.5 0.03 0.2275 28.0 
4 630 2.4 0.01 0.1796 40.9 
5 630 2.4 0.02 0.2009 35.2 
6 630 2.4 0.03 0.2228 42.1 
7 630 3.4 0.01 0.0499 47.0 
8 630 3.4 0.02 0.2413 49.2 
9 630 3.4 0.03 0.2131 47.1 
10 630 4.4 0.01 0.1396 51.3 
11 630 4.4 0.02 0.1732 55.8 
12 630 4.4 0.03 0.2119 53.9 
13 630 5.4 0.01 0.1485 59.1 
14 630 5.4 0.02 0.1851 60.2 
15 630 5.4 0.03 0.2144 55.2 
16 630 6.7 0.01 0.1537 61.6 
17 630 6.7 0.02 0.1494 69.1 
18 630 6.7 0.03 0.1433 71.5 
19 630 7.5 0.01 0.1561 69.6 
20 630 7.5 0.02 0.1928 63.3 
21 630 7.5 0.03 0.2026 70.2 
22 840 1.5 0.01 0.1473 34.7 
23 840 1.5 0.02 0.2693 37.7 
24 840 1.5 0.03 0.2435 39.5 
25 840 2.4 0.01 0.1831 45.4 
26 840 2.4 0.02 0.2568 41.6 
27 840 2.4 0.03 0.2897 41.0 
28 840 3.4 0.01 0.2414 50.5 
29 840 3.4 0.02 0.1977 42.2 
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SarnEle# S£indle SEeed (S) Feed Rate (F) De_Qth of Cut (D) Vibration X (V) Surface Roughness (Ra) 
30 840 3.4 0.03 0.2692 44.4 
31 840 4.4 0.01 0.1688 48.6 
32 840 4.4 0.02 0.2608 53.6 
33 840 4.4 0.03 0.2994 57.2 
34 840 5.4 0.01 0.2253 61.3 
35 840 5.4 0.02 0.1995 61.7 
36 840 5.4 0.03 0.3135 61.9 
37 840 6.7 0.01 0.2122 65.5 
38 840 6.7 0.02 0.2346 70.6 
39 840 6.7 0.03 0.1865 64.5 
40 840 7.5 0.01 0.1826 62.0 
41 840 7.5 0.02 0.3265 68.5 
42 840 7.5 0.03 0.2293 69.1 
43 1000 1.5 0.01 0.3303 28.4 
44 1000 1.5 0.02 0.2291 32.5 
45 1000 1.5 0.03 0.3400 41.3 
46 1000 2.4 0.01 0.2385 43.7 
47 1000 2.4 0.02 0.2998 38.2 
48 1000 2.4 0.03 0.3353 38.3 
49 1000 3.4 0.01 0.2865 42.1 
50 1000 3.4 0.02 0.3049 48.5 
51 1000 3.4 0.03 0.2186 45.1 
52 1000 4.4 0.01 0.2453 53.3 
53 1000 4.4 0.02 0.2436 57.8 
54 1000 4.4 0.03 0.4419 44.3 
55 1000 5.4 0,01 0.2334 57.4 
56 1000 5.4 0.02 0.3672 56.5 
57 1000 5.4 0.03 0.3114 62.1 
58 1000 6.7 0.01 0.1846 67.1 
59 1000 6.7 0.02 0.2662 63.8 
60 1000 6.7 0.03 0.3251 62.0 
61 1000 7.5 O.Ql 0.1895 72.0 
62 1000 7.5 0.02 0.224 66.0 
63 1000 7.5 0.03 0.4281 70.1 
64 1280 1.5 0.01 0.1934 37.5 
65 1280 1.5 0.02 0.3083 39.5 
66 1280 1.5 0.03 0.3699 37.1 
67 1280 2.4 0.01 0.2277 44.5 
68 1280 2.4 0.02 0.3446 50.6 
69 1280 2.4 0.03 0.2949 46.9 
70 1280 3.4 0.01 0.2301 55.1 
71 1280 3.4 0.02 0.3717 53.8 
72 1280 3.4 0.03 0.2888 54.2 
73 1280 4.4 0.01 0.1929 59.1 
74 1280 4.4 0.02 0.3806 53.8 
75 1280 4.4 0.03 0.5088 53.0 
76 1280 5.4 0.01 0.2252 59.1 
77 1280 5.4 0.02 0.4532 55.8 
78 1280 5.4 0.03 0.4969 63.0 
79 1280 6.7 0.01 0.2295 65.2 
80 1280 6.7 0.02 0.2965 64.l 
81 1280 6.7 0.03 0.4961 65.3 
82 1280 7.5 0.01 0.2605 63.4 
83 1280 7.5 0,02 0.3658 73.4 
84 1280 7.5 0.03 0.4331 67.3 
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