Never Assume: The Lesson of RNA hen I tell my husband that we have no potatoes for dinner because I thought we still had a few, but I was wrong, this gives him a chance to use one of his favorite expressions: "Never assume." Needless to say it annoys me when he chants this as I'm in the middle of menu planning -or re-planning, but I have to admit that it is a good dictum to keep in mind when dealing with scientific questions. While it is impossible to do science, or anything else, without making some basic assumptions, still, suppositions do at times come back to haunt scientists. Assuming that DNA was a "dumb" molecule is one of the most famous, but right up there is the idea that RNA plays second fiddle to DNA. Repeatedly in the history of molecular biology assumptions about RNA have been proven wrong as slowly the versatility of RNA has become more and more evident.
Toward a History of Epistemic
Things is a title that might be off-putting, to say the least, but its subtitle, Synthesizing Proteins in the Test Tube, saves it somewhat. In this book Hans-Jörg Rheinberger (1997) defines an "epistemic thing" as a material entity or process such as a chemical reaction or biological function that is the object of inquiry. In particular, Rheinberger traces the microsome as such an object and describes how the focus of interest changed as more became known about this thing -its functions and its components. Early in this research, in the 1940s and early 1950s, microsomes were identified as a fraction of disrupted cancer cells that could be separated by centrifugation. Initial interest was in terms of learning more about these cells, but then the focus shifted to these epistemic things themselves, and eventually to the RNA within them.
To make a very long story short, through the 1950s, the RNA picture became more and more complex. RNA was fractionated into three different types with different functions (Hoagland, 1990) . The bulk of the RNA was in the form of ribosomes (rRNA), the sites of protein synthesis, but another fraction was composed of the 
template, the messenger RNA (mRNA), containing the information to make proteins. Also discovered were the transfer RNAs (tRNAs) that linked amino acids to mRNA nucleotide triplets (Judson, 1979) . So from early in its history as an epistemic object, RNA has proven to be full of surprises, with one chemical class of molecule turning out to have three different functions -and that was only the beginning.
It was in the late 1950s that Francis Crick came up with the idea of molecular biology's "central dogma" of DNA → RNA → protein, that is, that the information flows from DNA to RNA to protein, and only in that direction, thus solidifying the assumption that RNA was the middleman, simply the carrier of information and the workhorse of protein synthesis (Olby, 1974) . But twice more, the assumptions about RNA were proven to be inaccurate. In 1970, Howard Temin and David Baltimore discovered reverse transcriptase, an enzyme that uses RNA as a template to make DNA. I can remember where I was standing in the lab in graduate school when I heard about this, that's how astounding it was at the time. The central dogma had only held for a dozen years. Then in the 1980s there was more exciting news: mRNA had some sequences, that came to be called introns, which were not translated into protein. And even more amazingly, RNA could act as an enzyme. Since enzymes are my favorite molecules, this news was a little disturbing; it was hard to think of a macromolecular catalyst that was not a protein. But I learned to adjust because a whole new world of cellular chemistry opened up, and there were wonderful surprises, such as introns that could remove themselves from mRNA. Also, there was speculation about an "RNA world" of early life on Earth because now it was possible to think of RNA as playing the roles of both DNA and protein.
Noncoding RNAs
While history may not repeat itself, when it comes to RNA the same theme -never assume -does seem to recur. The latest assumption to fall is that when mRNA, rRNA, and tRNA were discovered, that was the entire RNA family, all of the RNA "epistemic things." In the last few years this assumption too has been called into question. It's a good thing that my husband isn't a biologist, because if he were, he would be wearing out his pet phrase. The new focus is on noncoding RNAs (ncRNAs), RNAs that are noncoding in the sense of not being translated into protein. There is particular interest in small ncRNA molecules, some only 20 or so nucleotides long.
The information to make ncRNAs is found in the large areas of noncoding and often repeating DNA sequences that some people have called "junk DNA" and considered little more than genetic debris left over from millions of years of gene duplications and transpositions. The idea of junk DNA always bothered me. It made me uneasy that some biologists were willing to use this value-laden epithet when we knew so little about cellular functions. This was just too big an assumption to make on very little evidence. After all, the term "junk DNA" was first used back in the late 70s when gene sequencing was in its infancy. It seemed a little premature to literally throw away consideration of most DNA just because it seemed "dumb." Hadn't we learned "never to assume" after what had happened with DNA as the genetic material? It is nice to finally learn that at least some of these "junk" sequences are in fact very important and that a whole new series of surprises concerning RNA is being unearthed. The small RNAs have become so exciting that, much to my chagrin, as I was sitting down to write this column they appeared on the cover of Science this week, as the "Breakthrough of the Year," the scientific version of Time magazine's Person of the Year (Couzin, 2002a) .
John Mattick of the University of Queensland in Australia estimates that introns and other ncRNAs, most of them small RNA sequences, may be responsible for 98% of the transcribed sequences in the human genome (Dennis, 2002) . He sees ncRNAs as interacting with one another and with mRNA, DNA, and proteins to regulate gene activity in a complex set of interactions. Gisela Storz (2002) of NIH cites the example of an ncRNA that is part of the enzyme responsible for telemerase synthesis; this RNA serves as a template for the production of telemeres and also has enzymatic activity. She lists three mechanisms of action for ncRNAs. Some, as with telemerase synthesis, have catalytic activity either directly, or in most cases, as part of a protein enzyme. Others mimic the structures of other types of RNA, in some instances having characteristics of both mRNA and tRNA. An RNA in E.coli called tmRNA is recognized as both tRNA and mRNA by a stalled ribosome and aids in detaching an incorrect polypeptide. Finally, there are ncRNAs that base pair with either another RNA or DNA; these include the small RNAs and are the focus of the greatest interest.
Small RNAs
What are these small RNAs and why are they receiving so much attention? While some are longer, most of the sequences of interest are composed of between 20 and 30 nucleotides, and this is one reason that they are just now being discovered. They are so small that they were usually eliminated in purification processes that concentrated on larger RNA molecules. While there were some indications that small RNA molecules could inhibit gene expression, it wasn't until the late 1990s that researchers identified short lengths of doublestranded RNA in which a single strand bent back on itself, thus aligning complementary sequences. These sequences could inhibit the genes that had generated them in a process that came to be called RNA interference or RNAi. Though the phenomenon has since been found in flies and many other organisms, the original work was done in C. elegans where the first two small RNAs identified were labeled lin-4 and let-7 (Ruvkun, 2001) . These elements are involved in larval development, with lin-4 expressed during the first larval stage and let-7 during the fourth. They both cause down regulation of mRNAs by triggering its degradation, and let-7 seems to be a highly conserved sequence found in most animals tested for its presence.
An enzyme called Dicer is important in RNAi (Baulcombe, 2001) . It creates the small RNA molecules by cutting doubled-stranded RNA into small pieces of two kinds, microRNAs (miRNAs) and small interfering RNAs (siRNAs). The former inhibit RNA translation into protein, while the latter, like lin-4 and let-7, interfere with RNA by causing the degradation of mRNA. Dicer passes the siRNAs it creates on to another enzyme complex called RISC which matches up the siRNAs with complementary mRNA sequences and then destroys the mRNA thus identified. Several of these degradation systems have been found to destroy viral RNA in plants where RNA interference appears to have an important antiviral function. As RNA interference, also called RNA silencing, was discovered in different eukaryotes, it was given different names and terminology has yet to be standardized. What is called posttranscriptional gene silencing (PTGS), co-suppression and RNA-mediated virus resistance in plants, is termed RNA interference in animals and silencing in fungi and algae. The same basic mechanism seems to be involved in each case since all entail siRNAs, and there are homologies among the genetic control mechanisms used.
Ronald Plasterk (2002) goes so far as to compare RNAi with the immune system. He notes that 45% of the human genome consists of the remains of past transposons and virus invasion, some of which are still active. This is a huge portion of the genome when compared to the 2% that codes for proteins. Similar figures apply to the genomes of other organisms that have been sequenced, and in some cases the protein coding sequences seem to be even more overwhelmed by sequences of transposon or viral origin. Plasterk argues that there must be ways to keep the genome from being deluged by this onslaught. One mechanism is selective methylation of transposon sequences which leads to their inactivation. Another is some form of RNAi, and there is evidence that these two processes are sometimes linked, as in the inactivation of the chromosomal protein histone H3 in yeast (Allshire, 2002) .
Plasterk sees these mechanisms as sharing two basic characteristics of the immune system which also prevent organisms from being overwhelmed by foreign DNA in the form of viruses. Like the immune system, RNAi is specific and that specificity stems from the use of the targeted material in its own destruction. It is the viral double-stranded RNA (dsRNA) which is cut by Dicer and then used to silence the transcription of more of this RNA by destroying viral mRNA. Also, as in the immune system, there is an amplification of the response. Plasterk cites the case of C. elegans where small amounts of dsRNA can silence a great deal of target mRNA. Dicer cuts the dsRNA into a number of siRNA segments, each of which can target a mRNA molecule. In addition, each siRNA can be used a number of times. It may also be that siRNAs can act as primers on targeted mRNA, thus creating more dsRNA segments, which in turn can be cut into siRNAs by Dicer.
The similarities between RNAi and the immune system are not lost on those who are looking for ways to control viral infections. Researchers have found that (Carmichael, 2002) siRNAS that code for portions of the polio virus can be administered to cells in culture, much as a drug would be administered, and can protect the cells from polio virus infection. Of course, this is in vitro work at its earliest stages, but it is suggestive, as is similar research on HIV-1. In the latter case, the siRNAs were actually expressed within the cells. In still another study, the siRNAs used were directed against, not HIV-1, but CD4, the cellular receptor for the virus. This treatment could reduce the chance that the virus would even be able to enter the cell, let alone cause infection.
Just the Beginning
If the RNA inactivation system looks complicated, it is; and I've given just the bare outline, not including the subtle differences found in RNA silencing in different kingdoms. But the important point to keep in mind is that nucleic acid is controlling the function of other nucleic acids. In the case of viral sequences, the cell is controlling foreign nucleic acid transcription; while in the case of transposons, the cell is controlling its own genetic material. There is mounting evidence, as in the case of C. elegans mentioned earlier, that this applies not only to transposons, but to other protein-encoding sequences as well. In Tetrahymena, small RNAs trigger the deletion and reshuffling of DNA sequences during cell division, and similar forms of genetic reshaping seem to be happening in other species.
One problem right now is that this work is still in its infancy, with most of the research done within the last few years. While it's exciting to speculate about the role of small RNA sequences, some caution is needed. Just as it was foolhardy to label noncoding genetic sequences as junk DNA, it is equally rash to use ncRNAs to explain all the mysteries of life -and in some cases the claims made for this RNA are almost that grandiose. In her article on small RNAs as the breakthrough of the year, Jennifer Couzin (2002a) cites work indicating that RNA interference might play a role in development and thus could be important in manipulating stem cells. She even speculates that "if small RNAs influence cell division in humans as they do in yeast and Tetrahymena, minor disruptions in the machinery could lead to cancer" (p. 2297).
While I am surprised and fascinated by the versatility and ubiquity of small RNAs, I think I'll wait for further research before I see them as the answer for everything from AIDS to cancer and aging. This type of euphoria hits the biological research community from time to time after a major discovery and is useful in the sense that it spurs research and helps to sort out just how important the discovery is. The ncRNA phenomenon is a great example to use in class to illustrate just how research is done -how surprises thrill researchers just as they thrill the rest of us -and this excitement leads to more research. But in this flurry of activity, often vast claims are made, or at least inferred, from very limited data. When the activities of lin-4 and let-7 were first discovered in C. elegans, it was assumed that this was a phenomenon limited to nematodes and so wasn't given much attention. Now the pendulum has swung in the other direction as far as generality is concerned, and every new finding on small RNAs is seen as having global significance. But these assumptions may turn out to be equally misguided. No one knows for sure, and that is what makes this such an exciting field. Students need to understand this. Right at the moment there are more questions about small RNAs than there are answers. That can be very frustrating to students, but it's important for them to realize that this is the way science proceeds, always in uncertainty. What better way for them to appreciate this than with a breakthrough that does indeed promise to be particularly significant and exciting.
There is also another lesson to be learned here. One reason why small RNAs are so exciting is because they come as such a surprise. They have been sitting in cells all along, apparently doing a myriad of things, yet biologists were totally unaware of their influence. At the very least, that should get across the lesson to students that all research is limited in scope. We just can't expect to attend to everything at once; we are limited both by our techniques and our mindsets. Just as in other human endeavors, science is subject to fads and "hot" topics, some of which quickly fade while others burgeon into major fields where interest is sustained for years.
Other RNAs
As in other endeavors, there are those scientists who have a penchant for cutting-edge work, and others who would rather continue to explore areas that may have once been considered hot but have now cooled considerably. While mRNA or rRNA might no longer be the most chic objects of RNA research, there is still a great deal we don't know about them and much interesting work being done on them. Though it's old news that RNA can have catalytic activity, there is good research on cases where RNA and protein combine to form catalytic units, as in the splicesomes responsible for removing introns or intervening sequences from messenger RNA (Newman, 2001 ). Researchers at Columbia University found that just two of the five RNA molecules, designated U2 and U6, found in a splicesome can carry out the first step of intron removal without the presence of any of the splicesome's more than 50 enzymes (Valadkhan & Manley, 2001) . While this research seems to diminish the proteins' role, it must be remembered that this work didn't involve all the steps in splicing, and there is evidence that at least one of the splicesome proteins is key to stabilizing RNA structures at the splicesome's active site. Here again, it is dangerous to make assumptions based on preliminary findings. Just as it was premature to call most DNA "junk," it seems premature to consider most of such a complex structure as the splicesome superfluous.
Both DNA and RNA polymerases were discovered in the 1950s, by Arthur Kornberg and Severo Ochoa, respectively (Kornberg, 1989) . While these molecules are of tremendous importance, and a great deal of work has been done on them, their structure and regulation are so complex that there is still much to be learned about them. A recent breakthrough was made in understanding the activity of RNA polymerase II or b (Rpb) through work on its structure, and in a nice example of scientific continuity, the research was done by Arthur Kornberg's son, Roger (Klug, 2001) . He and his colleagues worked out the structure of yeast Rpb in two states, one open and the other partially closed over the DNA molecule. Kornberg was able to show how the DNA and the synthesized messenger are bound in the enzyme's cleft and how the synthesized RNA strand fits into a groove and exits under a "lid" of protein. The structure was so well defined that he was able to propose a model for how the last nucleotide is added to the mRNA. This is a very classical piece of research, as far as molecular biology goes, but still it is a tour de force, using the latest protein imaging techniques to delve more deeply not only into a molecule's structure but into how it associates with other molecules and how it functions. While Kornberg's work suggests a great deal of order at the molecular level in RNA synthesis, another recent study, this one on RNA polymerase I, reveals molecular chaos. This enzyme in animals is composed of at least a dozen different proteins. Researchers at the National Cancer Institute combined imaging techniques with computer modeling to study the efficiency of polymerase assembly. They tagged the individual proteins with fluorescent dyes and followed each through the nucleus to the DNA. As Jennifer Couzin (2002b) notes in her discussion of this research, "by watching how long each protein loitered by the gene and then overlaying that with the behavior of the others, the researchers could begin tracing polymerase assembly" (p. 1538). They combined these findings with a computer program that simulated the stages of polymerase assembly and came up with the estimate that a particular protein only stays in the assembly area for about 2 seconds and then moves off if it isn't bound.
With that narrow a time window, and with so many proteins needing to be integrated into the polymerase in a specific order, it would seem that assembly is unlikely. Added to this is the fact that once a polymerase has transcribed a gene, it breaks apart, so it is not a permanent structure. But other evidence indicates that every 1.5 seconds a polymerase assembles, perhaps because the proteins are so abundant that fruitful collisions are common. Since this work is based on new imaging techniques and new modeling software, some question the results, but research on RNA polymerase II indicates a similar chaotic situation in its assembly, so here again there may be more surprises concerning our views of how molecules work.
Origin of Life
I want to end this column by going back to the beginning, or close to the beginning -of life on Earth. While we may well eventually figure out how RNA polymerases do their work and what ncRNA does in the cell, it is less likely that we will ever have a full picture of the steps leading to the origin of life. But that doesn't stop many researchers from being fascinated by this problem. Their work is pertinent to this column, because as I mentioned earlier, the fact that RNA can both contain coding information and act as an enzyme makes it a prime candidate as the first important macromolecule of life. But one of the sticking points in this hypothesis is that no RNA enzyme that copies RNA has yet been discovered, so how could early RNA get replicated? Researchers have now created an RNA with such activity by taking a self-splicing RNA molecule, and through a process of amplification and darwinian selection in an in vitro system, synthesizing an RNA molecule that carries out at least part of the synthesis process (Strobel, 2001 ).
In another piece of research aimed at exploring the possibilities for early life, biochemists have looked at an earlier stage in the process (Orgel, 2000) . Some argue that the first nucleic acids were probably neither DNA nor RNA because the sugars in these molecules are too complicated to synthesize without enzymes. Researchers have now found that a simpler sugar, a tetrose called threose, can be the building block for a polymer that can form stable helices with DNA and RNA; thus it could have been part of the molecular mix of early life. Of course, this is all based on the assumption that the first nucleic acids had to have simple building blocks. This may have been the case, but it's useful to keep in mind that this is just an assumption, and especially in the case of RNA, all assumptions definitely have to be taken with a grain of salt.
