Abstract. For Banach spaces X and Y , we establish a natural bijection between preduals of Y and preduals of L(X, Y ) that respect the right L(X)-module structure. If X is reflexive, it follows that there is a unique predual making L(X) into a dual Banach algebra. This removes the condition that X have the approximation property in a result of Daws.
Introduction
Given a Banach space X, we study preduals of L(X) in relation to preduals of X. The most satisfactory results in this direction are obtained when L(X) is regarded not only as a Banach space, but as a Banach algebra (more precisely, as a right L(X)-module). Thus, we will focus on preduals of L(X) for which right multiplication is weak * continuous. One of our results implies that such preduals are in one-to-one correspondence with preduals of X; see Theorem A below.
In fact, the methods here developed apply equally well to analyzing preduals of L(X, Y ), considered with its natural right L(X)-module structure. Moreover, shifting attention from L(X) to L(X, Y ) clarifies the different roles that the domain space X and target space Y play for properties of L(X, Y ). For example, and somewhat interestingly, it turns out that preduals of L(X, Y ) are induced by preduals of Y , while preduals of X do not play any role. It is thus natural to address the more general problem of studying preduals of L(X, Y ) compatible with the right L(X)-action, in relation to preduals of Y .
A (concrete) predual of a Banach space Y is a closed subspace F ⊆ Y * inducing a canonical isomorphism between F * and Y ; see Definition 2.4. If this isomorphism is isometric, we call F an isometric predual. Existence and uniqueness of preduals has been extensively studied in various settings; we refer to the survey article by Godefroy, [God89] , and the references therein. For instance, by Sakai's theorem, a C * -algebra has an isometric predual if and only if it is a von Neumann algebra, and the isometric predual of a von Neumann algebra is unique. Similarly, by Godefroy and Saphar, [GS88, Proposition 5.10], if X is reflexive, then L(X) has an isometric predual, which is moreover unique.
Our focus is on preduals that are not necessarily isometric. Such preduals are not as well-studied: results do not simply carry over from isometric to general preduals, and new phenomena appear in the general setting. For example, Sakai's theorem is no longer true for not-necessarily isometric preduals, and neither is the above mentioned result of Godefroy and Saphar; see Example 6.9. We will see that in some situations, considering the (bi)module structure of L(X, Y ) is a suitable tool to obtain results for general preduals.
Every 
(2) L(X) has a predual making it a (left) dual Banach algebra. (3) L(X) is complemented in its bidual as a left L(X)-module.
(4) There exists a projection r : L(X) * * → L(X) that is multiplicative for the left (equivalentely, for the right, or for both) Arens product on L(X) * * .
The equivalence between (1) and (2) above was previously obtained by Daws in [Daw04b] , but the algebraic characterization of reflexivity of X in terms of the existence of a multiplicative projection L(X)Notation. Fix Banach spaces X and Y . We let L(X, Y ) denote the Banach space of bounded, linear maps X → Y . We write K(X, Y ) and A(X, Y ) for the normclosed subspaces of L(X, Y ) consisting of compact and approximable operators, respectively. Thus, A(X, Y ) is the norm-closure of the finite-rank operators X → Y . We write L(X) for L(X, X), and similarly with K(X) and A(X). For x ∈ X, we write ev x : L(X, Y ) → Y for the evaluation map at x, that is, ev x (f ) = f (x) for f ∈ L(X, Y ). We let X * * denote the bidual of X, and we let κ X : X → X * * denote the canonical, isometric embedding. If X is a closed subspace of Y , a projection from Y onto X is an element π ∈ L(Y ) satisfying π 2 = π and π(Y ) = X.
Preduals of Banach spaces
Throughout this section, X and Y will denote Banach spaces.
Definition 2.1. Let X be a closed subspace of Y . Given λ ≥ 1, we say that X is λ-complemented in Y if there exists a projection π : Y → X with π ≤ λ. Further, X is complemented in Y if it is λ-complemented for some λ ≥ 1.
2.2.
Denote by X ⊗ Y the algebraic (that is, uncompleted) tensor product of X and Y . Recall that the projective cross norm of t ∈ X ⊗ Y is defined as
We have x ⊗ y π = x y for every simple tensor x ⊗ y ∈ X ⊗ Y . The projective tensor product of X and Y , denoted X ⊗Y , is defined as the completion of X ⊗ Y in the norm · π . We refer to [Rya02] for details on the rich theory of tensor products of Banach spaces. It is well known that there is a natural, isometric isomorphism between (X ⊗Y ) * and L(X, Y * ) given as follows: An operator a ∈ L(X, Y * ) defines a functional on X ⊗Y , defined on simple tensors by a, x⊗y = a(x)⊗y . The resulting functional on X ⊗Y has norm a . Thus, for every t ∈ X ⊗ Y we have t π = sup a, t : a ∈ L(X, Y * ), a ≤ 1 .
Definition 2.3.
A predual of X is a Banach space Y together with an isomorphism δ : X → Y * . The predual is called isometric if δ is an isometric isomorphism. Two preduals (Y 1 , δ 1 ) and (Y 2 , δ 2 ) are (isometrically) equivalent if there exists an (isometric) isomorphism ϕ : Y 2 → Y 1 such that δ 1 = ϕ * • δ 2 .
The following definition is inspired in [DHSW12] .
Definition 2.4. A concrete predual of X is a closed subspace F ⊆ X * such that ι * F • κ X is an isomorphism, where ι F : F → X * denotes the inclusion map. Given a concrete predual F ⊆ X * , we define maps δ F := ι * F • κ X : X → F * , and π F := δ −1
We define the isomorphism constant of F as n(X, F ) := δ −1 F . If δ F is isometric, we call F a concrete isometric predual of X. If no confusion may arise, we will call a concrete predual simply a predual.
2.5. Let F ⊆ X * be a predual. Then δ F ≤ 1 and n(X, F ) ∈ [1, ∞). Hence, F is isometric if and only if δ −1 F ≤ 1, which in turn is equivalent to n(X, F ) = 1. The pair (F, δ F ) is a predual of X in the sense of Definition 2.3. Conversely, let (Y, δ) be a predual of X. Let F δ denote the image of the map δ
It follows that two preduals (Y 1 , δ 1 ) and (Y 2 , δ 2 ) are equivalent if and only if F δ1 = F δ2 . Hence, concrete preduals of X naturally correspond to equivalence classes of preduals as in Definition 2.3.
If (Y 1 , δ 1 ) and (Y 2 , δ 2 ) are isometric preduals, then they are equivalent if and only if they are isometrically equivalent. If (Y, δ) is an isometric predual, then F δ is a concrete isometric predual, whence (F δ , δ F δ ) is isometrically equivalent to (Y, δ).
2.6. Let F ⊆ X * be a predual with inclusion map ι F :
We obtain the following commutative diagram:
. Further, the kernel of π F is clearly weak * closed in X * * . Conversely, let π : X * * → X be a projection with weak * closed kernel. Set
which is called the pre-annihilator of ker(π). Then F π is a predual of X and π Fπ = π. Conversely, the projection π F associated to F ⊆ X * satisfies F πF = F .
We summarize the mentioned correspondences. 
Definition 2.8. Assume that X has a (isometric) predual. One says that X has a unique (isometric) predual if for any (isometric) preduals (Y 1 , δ 1 ) and (Y 2 , δ 2 ) the spaces Y 1 and Y 2 are (isometrically) isomorphic. Equivalently, any two (isometric) preduals F 1 , F 2 ⊆ X * are (isometrically) isomorphic as Banach spaces. Further, X has a strongly unique predual if any two preduals of X are equivalent in the sense of Definition 2.3. Analogously, X has a strongly unique isometric predual if X has an isometric predual and if any two isometric preduals of X are equivalent (or equivalently, isometrically equivalent).
It is an interesting and well-studied problem to determine which Banach spaces have a (strongly) unique (isometric) predual. We refer to [God89] for a survey.
For X = Y , we conclude that the map α X : L(X) * * → L(X, X * * ) is multiplicative when L(X) * * is equipped with the second Arens product ♦; see Corollary 3.23. We include a result of Daws showing that α X is multiplicative with respect to the first Arens product if and only if X is reflexive; see Proposition 3.25.
* * , ♦)-module structure (but these left and right module structures are not compatible; see Remark A.15).
3.2. Slice maps. Given x ∈ X, we consider the map x ⊗ : Y → X ⊗Y that sends y ∈ Y to x ⊗ y. Given η ∈ X * , we consider the slice map R η : X ⊗Y → Y which on simple tensors is given by R η (x ⊗ y) = η, x y, for x ∈ X and y ∈ Y . Then R η is linear and R η = η . If x ∈ X and η ∈ X * satisfy η, x = 1, then
3.3. Rank-one operators. Given y ∈ Y and η ∈ X * , we let θ y,η ∈ L(X, Y ) be given by θ y,η (x) = η, x y for all x ∈ X. For a ∈ L(X) and b ∈ L(Y ), we have θ y,η a = θ y,a * η , bθ y,η = θ by,η and θ * y,η = θ η,κY (y) . Moreover, θ y,η = y · η . For x, x ′ ∈ X and η, η ′ ∈ X * , we have
Given x ∈ X, the evaluation map ev x is linear and satisfies ev x = x . If x ∈ X and η ∈ X * satisfy η, x = 1, then ev
Recall that there is a canonical, isometric isomorphism (X ⊗Y )
is the transpose of the slice map R η : X ⊗Y → Y . In particular, ev x and Θ η are weak * continuous.
Proof. Given f ∈ L(X, Y * ) and y ∈ Y we have ev x (f ), y = f (x), y = f, x ⊗ y , so the first assertion follows. For ϕ ∈ Y * and x ⊗ y ∈ X ⊗ Y , we have
By density of X ⊗ Y in X ⊗Y , it follows that Θ η = R * η , as desired. Proposition 3.5. Let X and Y be Banach spaces. We identify L(X, Y * ) with (X ⊗Y ) * , and we consider L(X, Y * ) with the induced weak
Proof. There is a left L(X)-module structure on X ⊗ Y given byā(x⊗ y) =ā(x)⊗ y forā ∈ L(X), and a simple tensor x ⊗ y ∈ X ⊗Y ; see Paragraph 3.14. We have
. It follows that the action of a on L(X, Y * ) is given as the dual of the action of a on X ⊗Y , whence it is weak * continuous. Similarly, given c ∈ L(Y ), there is a bouned, linear map X ⊗Y → X ⊗Y that maps a simple tensor x ⊗ y ∈ X ⊗Y to x ⊗ c(y). Then
which shows that the action of c * is weak
. Choose x ∈ X and η ∈ X * with η, x = 1. We claim that ev 
there is c ∈ L(X) with b = c * , which is easily seen to be equivalent to reflexivity of X. 
be the map induced by the transpose of µ X,Y . We write ψ X for ψ X,X .
Thus, ψ X,Y is given by the following composition of isometric isomorphisms:
The Banach algebra L(X, X * * ). Given a, b ∈ L(X, X * * ), we define their product as ab = κ * X * • a * * • b, which is the following composition of operators:
as desired. The second identity is shown analogously.
, and similarly for a. It follows from Proposition 3.5 that the right action of b on L(X, Y * * ) is weak * continuous. Similarly, the left action of a on L(X, Y * * ) is weak * continuous if and only if there exists c ∈ L(X) such that ψ X (a) = c * . By Paragraph 3.12, we have c * = ψ X (γ X (c)). Hence, the left action of a on L(X, Y * * ) is weak * continuous if and only if there exists c ∈ L(X) such that a = γ X (c).
In particular, while
* * , )-and a right (L(X) * * , ♦)-module structure; see Proposition A.14. However, these left and right module structures are not compatible and do not induce a bimodule structure on L(X, Y * * ); see Remark A.15.
is given by precomposing with a, which agrees with the right action of γ X (a).
A similar argument shows that
3.15. The map ω X,Y . We define a natural, contractive, linear map
as follows: given x ∈ X and η ∈ Y * , consider the functional
By the universal property of the algebraic tensor product X ⊗ Y * , there is a unique linear map
Definition 3.16. Let X and Y be Banach spaces. Identifying L(X, Y * * ) with the dual of X ⊗Y * , we define the map
as the transpose of the map ω X,Y . We write α X for α X,X .
Remark 3.17. The map ω X,Y : X ⊗Y * → L(X, Y ) * from Paragraph 3.15 is contractive, and consequently so is its transpose α X,Y . It also follows from general results that α X,Y is surjective (respectively, a quotient map) if and only if ω X,Y is bounded below (respectively, isometric).
If X has the bounded approximation property (metric approximation property), then ω X,Y is bounded below (respecitvely, isometric) and α X,Y is surjective (respecitvely, a quotient map). However, there are examples of Banach spaces X and Y such that ω X,Y is not even injective and thus α X,Y does not even have dense image; see [HS12] and [DF93, 5.7 Corollary 3, p.65].
x . In other words, the following diagrams commute:
e e ▲ ▲ ▲ ▲ ▲ ▲
. Using this at the first step for f = α X,Y (F ), we conclude that
In other words, the following diagram commutes:
, we use Lemma 3.18 at the first step to compute
In the following two lemmas, we use the module structures on X ⊗Y
* * and L(X, Y * * ) described in Paragraphs 3.14 and 3.10.
Lemma 3.20. Let X and Y be Banach spaces, let S ∈ L(X)
For each i ∈ I, using that α X • κ L(X) = γ X , and using Paragraph 3.14, we get
given by h → f h is weak * continuous. Using this and using that α X is weak * continuous at the last step, and using at the first step that n ′′ is weak * continuous in the second variable (Lemma A.6), we get
Proof. Using Lemma 3.21 at the first step, and Lemma 3.20 at the second step, we obtain
Next, assume that Y is reflexive, and let T ∈ L(Y ) * * . Since Y is reflexive, the map γ X,Y is surjective and thus α X,Y (F ) lies in its image. Hence, Lemma 3.20
. Using this at the second step, and Lemma 3.21 at the first step, we conclude that
Corollary 3.23. Let X be a Banach space, and let S, T ∈ L(X) * * . Then
Remark 3.24. Assume that X is reflexive. Identifying X * * with X, we consider α X as a map L(X) * * → L(X), which, by Corollary 3.23, is a homomorphism for both Arens products on L(X) * * . In Corollary 6.4, we prove a converse to this statement: If there exists a map r : L(X) * * → L(X) that is multiplicative for either Arens product and satisfies r • κ L(X) = id L(X) , then X is reflexive.
The reverse implication in the next result is due to Daws. We include it with his kind permission. 
Proof. The 'only if' implication is the second part of Corollary 3.23. To prove the backward implication, assume that X is not reflexive.
For n, m ∈ N, set a n = θ x0,ξn and b m = θ xm,ξ0 . Then (a n ) n∈N and (b m ) m∈N are bounded in L(X). Choose subnets (a ni ) i∈I and (b mj ) j∈J whose images in L(X) * * converge weak * , and let S and T be their limits. By Remarks A.17, we have
, and using that L(X, X * * ) is a left dual Banach algebra and that right multiplication by an element in the image of γ X is weak * continuous(Remark 3.13), we deduce that
Hence,
Complementation of L(X, Y ) in its bidual
Let X and Y be Banach spaces. We will often use the maps γ X,Y : 
Proof.
(1) is straightforward to check. Let us verify (2). Using Lemma 3.19 at the second step, and using (1) at the third step, we get
The estimate for r π follows easily using that α X,Y is contractive. Lastly, the map r π is a right L(X)-module map since both α X,Y and q π are right L(X)-module maps, by part (1) and Lemma 3.21.
We have the following diagram:
The diagrams involving r do not necessarily commute (except the upper one).
and z ∈ X. In particular, r = r x,η if r is a right A(X)-module map. (3) If r is a right A(X)-module map, then π r,x,η is independent of the choice of x and η.
(1). We have ev x • Θ η = id Y , since x, η = 1; see Paragraph 3.3. Using this at the last step, using that Θ * *
• Θ η at the second step, and using that r • κ L(X,Y ) = id L(X,Y ) at the third step, we get
The estimate for the norm of π x,η follows easily using ev x = Θ η = 1.
(2). For every f ∈ L(X, Y ) and z ∈ X, we have
It follows that Θ * * η • ev * * z Assume now that r is a right A(X)-module map. Then
for every F ∈ L(X, Y ) * * and z ∈ X. We conclude that r = r x,η , as desired. (3). Let x ′ ∈ X and η ′ ∈ X * satisfy x ′ , η ′ = 1. We have
for all z ∈ X, and hence Θ * *
Using this at the second step, using that r is a right A(X)-module map at the third step, and using that ev x (aθ x ′ ,η ) = ev x ′ (a) for all a ∈ L(X) at the fourth step, we get
Definition 4.5. Let X and Y be Banach spaces and assume
In view of part (3) of Lemma 4.4, we define π r = ev x • r • Θ * * η , for any choice of x ∈ X and η ∈ X * satisfying x = η = x, η = 1.
Proof. For z ∈ X and y ∈ Y , we have
It follows that (ev * * z • Θ * * η )(σ) = η, z σ for every z ∈ X and every σ ∈ Y * * . Using this at the second step, and using Lemma 3.18 at the first step, we conclude that Proof. Throughout the proof, we write α for α X,Y . We let A, B and C denote the sets of maps as in (a), (b), and (c), respectively. Given π ∈ A, it follows from Lemma 4.2 that q π ∈ B and r π ∈ C. Given q ∈ B, we have q • α ∈ C because α is a right A(X)-module map satisfying α • κ L(X) = γ X,Y ; see Lemmas 3.19 and 3.21.
Given a map q as in (b), the corresponding map in (c) is
Given r ∈ C, we have π r ∈ A by Lemma 4.4(1). The following diagram shows the (well-defined) assignments:
Given r ∈ C, we have r = r πr by Lemma 4.4(2). It remains to show that π = π qπ •α and q = q πq•α for all π ∈ A and q ∈ B.
Fix x ∈ X and η ∈ X * satisfying x = η = x, η = 1. Let π ∈ A, and let σ ∈ Y * * . Using Lemma 4.6 at the third step, we obtain
, and let z ∈ X. Using that q is a right A(X)-module map at the sixth step, and using Lemma 4.6 at the fourth step, we obtain
(1). Given π ∈ A, we have q π ≤ π by Lemma 4.2; we have r π = q π •α ≤ q π since α is contractive; and we have π ≤ r π by Lemma 4.4. It follows that π, q π and r π have the same norms.
(2). This follows directly from Lemma 4.2. (3). Let π ∈ A and assume that ker(π) is weak
. Given x ∈ X, the net (f j (x)) j∈J converges weak * to f (x) in Y * * . By assumption, f j (x) ∈ ker(π) for each j. Since ker(π) is weak * closed, it follows that f (x) ∈ ker(π). Hence f ∈ ker(q π ).
* * since r π = q π • α and α is weak * continuous. Lastly, assume that ker(r π ) is weak * closed in L(X, Y ) * * . Fix x ∈ X and η ∈ X * satisfying x = η = x, η = 1. Given F ∈ L(X, Y ) * * , it is straightforward to check that r π (F )(x) = 0 if and only if r(F θ x,η ) = 0. To show that ker(π) is weak * closed in Y * * , let (σ i ) i∈I be a net in ker(π) that converges weak * to σ ∈ Y * * . For each i, we have 0 = π(σ i ) = r π (Θ * * η (σ i ))(x), and therefore r π (Θ * * η (σ i )θ x,η ) = 0. Using that Θ * * η (σ i )θ x,η converges weak * to Θ * * η (σ)θ x,η , and using that ker(r π ) is weak * closed, we deduce that r π (Θ * * η (σ)θ x,η ) = 0. Hence π(σ) = 0, as desired.
Corollary 4.8. Let X and Y be Banach spaces with X = {0}, and let λ ∈ R with λ ≥ 1. Then the following are equivalent:
Proof. The equivalence of (1), (3) and (4) follows immediately from Theorem 4.7. That (3) implies (2) is obvious. Finally, that (2) implies (1) follows from Lemma 4.4. Definition 5.1. Let X and Y be Banach spaces, and let F ⊆ Y * be a subspace with inclusion map ι F : F → Y * . We set
and we define X⊗ Y F as the image of β X,F .
We have a commutative diagram:
y y Lemma 5.2. Retaining the notation from Definition 5.1, let t = n k=1 x k ⊗ η k ∈ X ⊗F be a sum of simple tensors. Then
Proof. This follows immediately from the definition of ω X,Y .
Proof. Clearly β X,F is a contractive, linear map. Let us show that β X,F is bounded below by n(Y, F ) −1 . Let t = n k=1 x k ⊗ η k ∈ X ⊗F be a sum of simple tensors, and let ε > 0. Recall that t π denotes the projective tensor norm of t. Choose ϕ ∈ (X ⊗F ) * with ϕ ≤ 1 and | ϕ, t | ≥ t π − ε. Using the natural isometric isomorphism (X ⊗F ) * ∼ = L(X, F * ) from Paragraph 2.2, the functional ϕ corresponds to a contractive operator g ∈ L(X, F * ) satisfying
. Given η ∈ F and σ ∈ F * , it is easy to check that σ, η = δ −1
. Using this at the third step, we obtain that
We conclude that β X,F (t) ≥ n(Y, F ) −1 t π , as desired.
* . Equivalently, we may consider X⊗ Y F as the completion of the algebraic tensor product X ⊗F in the norm given by t X⊗ Y F := ω X,Y • (id x ⊗ι F )(t) , for every t ∈ X ⊗F .
(2) It follows from Lemma 5.3 that id X ⊗ι F is bounded below by n(Y,
* is an isometric predual, then β X,F is isometric and thus induces a natural isometric isomorphism X ⊗F ∼ = X⊗ Y F , for every Banach space X.
Lemma 5.5. Let ϕ ∈ X * with ϕ ≤ 1, let F ⊆ Y * be a predual, and let
Proof. Let t = n k=1 x k ⊗ η k ∈ X ⊗F be a sum of simple tensors. Then R ϕ (t) = n k=1 ϕ, x k η k , by definition. The result follows from the following computation, where we use the inclusion F ⊆ Y * at the first step, that θ y,ϕ = y ϕ at the fourth step, and Lemma 5.2 at the last step:
Theorem 5.6. Let X and Y be Banach spaces, and let
the associated contractive isomorphisms as in Definition 2.4, and let
be given by postcomposition with δ F and δ −1
Proof. It is easy to see that (δ F ) * and (δ −1 F ) * are mutual inverses. We have (δ −1
. We need to show that δ X⊗ Y F is an isomorphism. Consider the following diagram, which is easily checked to commute:
It follows from Lemma 5.3 that β * X,F is a contractive isomorphism. Since (δ F ) * is also an isomorphism, we conclude that δ X⊗ Y F is an isomorphism satisfying (1). Using this at the second step, and using (2) at the third step, we deduce that
To prove the inverse inequality, choose x ∈ X and ϕ ∈ X * with x = ϕ = ϕ, x = 1. We claim that
Indeed, given σ ∈ F * , we use (1) at the first step to get
proving the claim. By Lemma 3.4, we have Θ ϕ = R * ϕ . Using this at the first step, and using Lemma 5.5 at the last step, we compute
Using (3) at the second step, using that ev x = x = 1 and (4) at the fourth step, we deduce that
The following is the main result of the paper. It establishes a natural one-to-one correspondence between preduals of Y and preduals of L(X, Y ) that turn it into a right L(X)-module. Further, corresponding preduals have the same isomorphism constant, and thus isometric preduals of Y are in ono-to-one correspondence with isometric preduals of L(X, Y ) turning it into a right L(X)-module.
An immediate application of this result is Corollary 5.8, where we consider the case of strongly unique preduals. Every reflexive space has a strongly unique predual, and we draw further consequences for this special case in Section 6. 
(
2) Every predual as in (b) automatically makes L(X, Y ) a right dual L(X)-module. Every map r as in (d), and every map q as in (e), is automatically a right L(X)-module map.
Proof The transpose of id X ⊗ι F is the map (ι *
Hence, the following diagram commutes:
which is the map as in (c) corresponding to F . This induces a map
Using Theorem 5.6 at the second step, we deduce that
(1). This follows directly from Theorem 4.7(1), Theorem 5.6 and Proposition 2.7. For the case of strongly unique preduals (see Definition 2.8), we immediately deduce the following result, which is new even in the case of isometric preduals. 
Proof. Claim: If there exists a left
* * → L(X, Y ) be associated to π r,x,η as in Definition 4.1. Then r x,η is a right A(X)-module projection by Lemma 4.2. To show that r x,η is a left
* * , and let z ∈ X. Using Lemma 4.4 at the first and last step, and using at the second step that r is a left A(Y )-module map, we get
It follows that r x,η (bF ) = br x,η (F ), and the claim is proved.
Let r :
-bimodule projection, and let π r : Y * * → Y be as in Definition 4.5. Choose x ∈ X and η ∈ X * with η, x = 1. Then π r = ev x • r • Θ η . By Theorem 4.7, we have
for all F ∈ L(X, Y ) * * and x ∈ X. It is enough to show that π r is an isomorphism, since this implies that Y is reflexive and that r = α X,Y , after identifying L(X, Y * * ) with L(X, Y ). Since π r is a projection, it remains to show that it is injective.
Assuming otherwise, we can choose a nonzero element σ ∈ Y * * such that π r (σ) = 0. Set F = Θ for every z ∈ X. It follows that r(F ) = 0.
Using that σ = 0, we choose ϕ ∈ Y * with ϕ, σ = 1. Let y ∈ Y be a nonzero element. Set b = θ y,ϕ ∈ L(Y ). It is easy to check that θ y,ϕ θ σ,η = θ κY (y),η and thus π r (θ y,ϕ θ σ,η (x)) = π r (θ κY (y),η (x)) = η, x y = y.
Using this at the last step, using that α X,Y is a left L(Y )-module map at the second step (by Lemma 3.21), and using Lemma 4.6 at the third step, we get that (
Moreover, in (2) and (3) we may equivalently assume that the predual is isometric, and in (4)-(7) we may equivalently replace 'complemented' by '1-complemented'.
Proof. It is clear that (1) implies (6), that (2) implies (3), that (4) implies (5), and that (6) implies (7). It follows from Proposition 6.2 that (5) implies (1).
To show that (3) implies
* * → L(X, Y ) be the associated projection as in Definition 2.4. It follows from Proposition B.6 that π F is a left A(Y )-module map, as desired. One shows that (2) implies (4) analogously.
To show that (7) implies (5), let q : It remains to show that (1) implies (2). Assume that Y is reflexive. We have natural isometric isomorphisms:
As an application, we obtain several characterizations of reflexivity. The equivalence between (1) and (2) has also been obtained by Daws in [Daw04b, Proposition 4.2.1], while the remaining ones are new. The statements in (4), (5) and (6) can be regarded as algebraic characterizations of reflexivity. Proof. The equivalence of (1), (2), (3) and (4) follows from Theorem 6.3 by considering Y = X. It is clear that (1) implies (6), and that (5) implies (4). By Remark 3.24, (1) implies (5). To show that (6) implies (5), let q be a multiplicative projection as in (6). Then q • α : (L(X * * ), ♦) → L(X) is a multiplicative projection by Corollary 3.23.
Theorem 6.5. Let X and Y be Banach spaces with Y reflexive. Then:
Corollary 6.6. Let X be a reflexive space. Then:
( are automatically weak * continuous.
Our Corollary 6.6 generalizes [Daw07, Theorem 4.4] in two ways. First, we see that the assumption that X have the approximation property is unnecessary. Second, the predual is not only unique among the preduals making L(X) a dual Banach algebra, but also among the preduals making it a right dual Banach algebra.
Remark 6.7. It was noted in [DPW09, Theorem 5.1] that the proof of Daws' theorem also shows the following abstract result: If A is an Arens regular Banach algebra such that the bidual A * * is unital, and such that A is an ideal in A * * , then A * is the unique predual of A * * making it a dual Banach algebra. Let us explain why this result can not be used to deduce Corollary 6.6.
To apply the result to L(X), one has to choose an ideal A of L(X) such that A * * is isometrically isomorphic to L(X). Let us consider the ideals A(X) and K(X). Given an Arens regular Banach algebra A, it is known that A * * is unital if and only if A has a bounded two-sided approximate identity; see, for example, [Pal94, Proposition 5.1.8, p.527]. By results of Dixon, A(X) has a bounded left approximate identity if and only if X has the bounded approximation property (BAP), and analogously K(X) has a bounded left approximate identity if and only if X has the bounded compact approximation property (BCAP); see [Dix86, Remarks 2.4, Theorem 2.6]. In general, the BAP implies the BCAP. Thus, if there is any Banach algebra isomorphism A(X) Remark 6.8. If X and Y are reflexive, then X ⊗Y * is the strongly unique isometric predual of L(X, Y ) by [GS88, Proposition 5.10]. In particular, if X is reflexive, then the Banach algebra L(X) has a strongly unique isometric predual.
Thus, if X is reflexive, then X ⊗X * is both the strongly unique isometric predual of L(X) and the strongly unique predual making L(X) a right dual Banach algebra; see Corollary 6.6. One might wonder if X ⊗X * is even strongly unique. The next example shows that this is not the case in general.
Example 6.9. We claim that L(ℓ 2 ) does not have a strongly unique predual (even though it has a strongle unique isometric predual).
The action of ℓ ∞ on ℓ 2 by pointwise multiplication defines an isometric map ℓ ∞ → L(ℓ 2 ) with weak * closed image. Since ℓ ∞ is an injective Banach space, there exists a projection P : L(ℓ 2 ) → ℓ ∞ . Let X be the range of (1−P ). Since ℓ ∞ is weak * closed in L(ℓ 2 ), the space X has a predual F X ⊆ X * . (If ι : X → L(ℓ 2 ) denotes the inclusion, then the predual of X is given by F X := ι * (ℓ 2 ⊗ℓ 2 ) ⊆ X * .) It is wellknown that ℓ ∞ does not have a strongly unique predual. Indeed, on the one hand, ℓ 1 is its canonical predual (which is actually its strongly unique isometric predual). On the other hand, it was shown by Pe lczyńnski that ℓ ∞ is isomorphic (but not isometrically) to
, which is not isomorphic to ℓ 1 .
We obtain two different preduals ℓ 1 ⊕ F X and Z ⊕ F X of ℓ ∞ ⊕ X. Hence ℓ ∞ ⊕ X does not have a strongly unique predual. Using the isomorphism between L(ℓ 2 ) and ℓ ∞ ⊕ X, we conclude that L(ℓ 2 ) does not have a strongly unique predual.
Let us mention some questions which we think would be interesting to study:
Questions 6.10. (1) Let X and Y be Banach spaces. Assuming that L(X, Y ) has a (isometric) predual, does it follow that Y has a (isometric) predual?
(2) Does there exist an infinite-dimensional Banach space X such that L(X) has a strongly unique predual? In particular, does there exist a reflexive space X such that X ⊗X * is the strongly unique predual of L(X)?
Remark 6.11. Every reflexive space has a strongly unique predual. Therefore, every (necessarily reflexive) Banach space X such that L(X) is reflexive would provide a positive answer to the second question in Questions 6.10. However, it is not know if there exists an infinite-dimensional space X such that L(X) is reflexive.
Appendix A. Duals and biduals of Banach algebras and modules
Some particular cases of the results of this section are standard and mostly wellknown, going back to the groundbreaking work of Arens, [Are51a] and [Are51b] . A more recent account can be found in [Pal94, Section 1.4, p.46ff] or [Daw04b, Section 1.7]. However, we could not find these results in a suitable formulation or generality in the literature. In particular, Proposition A.14 seems to be new.
Throughout this section, A and B will denote Banach algebras.
Definition A.1. A left A-module is a Banach space E together with a bilinear map A × E → E satisfying (ab)x = a(bx) and ax ≤ a x for all a, b ∈ A and x ∈ E. One defines right A-modules analogously. An A-B-bimodule is a Banach space E that is both a left A-module and a right B-module, and for which these two module structures are compatible: For all a ∈ A, b ∈ B and x ∈ E, we have a(xb) = (ax)b. An A-bimodule is an A-A-bimodule.
Module and bimodule maps are defined in the obvious way.
A.2. Let E be an A-B-bimodule. Then E * has a natural B-A-bimodule structure, with left action of an element b ∈ B on E * given by the transpose of the right action of b on E, and analogously for the right action of A on E * . Similarly, E structures on A * and A * * , for which the map κ A : A → A * * is an A-bimodule map. We will see in Definition A.9 and Remark A.12 that one can turn A * * into a Banach algebra in such a way that κ A becomes multiplicative.
A.4. Let m : X × Y → Z be a bilinear map. Arens introduced two procedures to extend m to a bilinear map X * * × Y * * → Z * * ; see [Are51a] . One first defines bilinear maps m :
for all x ∈ X, y ∈ Y , and z * ∈ Z * . Applying the same construction again to m and m ′ , one obtains bilinear maps m :
for all x ∈ X, x * * ∈ X * * , y ∈ Y , y * * ∈ Y * * and z * ∈ Z * . Applying the same procedure once again to m and m ′′ , one obtains bilinear maps m , m ′′′ :
for all x * * ∈ X * * , y * * ∈ Y * * and z * ∈ Z * .
The proof of the following lemma follows easily from the definitions.
Using the previous lemma, one can show the following: 
The proof is a simple but lengthy computation, which we omit. To verify (1), let v * * ∈ V * * , w * * ∈ W * * , and z * ∈ Z * . Choose nets (v i ) i∈I in V and (w j ) j∈J in W with weak * limits v * * and w * * , respectively. Using Lemma A.6, and using the above claim at the second step, we compute
To prove (2), note that Lemma A.5 and the assumption imply that
for all v ∈ V and w ∈ W . Using Lemma A.6 as above, the formula extends to biduals and we obtain (2). Formulas (3) and (4) are shown analogously.
We derive from Lemma A.7 the following well-known result of Arens, showing that there are two natural products on A * * extending the multiplication on A. We warn the reader that some authors write ST and S · T , and some write S.T and S • T , for the first and second Arens products.
Definition A.10. Let E be a left A-module, with module structure given by the bilinear map m : A × E → E. Given ξ ∈ E * , σ ∈ E * * and S ∈ A * * , we set ξS = m ′′ (ξ, S), S σ = m (S, σ), and S♦σ = m ′′′ (S, σ).
Analogously, given a right B-module F , with module structure given by the bilinear map n : F × B → F , we set T η = n (T, η), τ T = n (τ, T ), and τ ♦T = n ′′′ (τ, T ), for all η ∈ F * , τ ∈ F * * and T ∈ B * * .
Lemma A.11. Let E be a left A-module. Then
for all a ∈ A, ξ ∈ E * , and σ ∈ E * * . Analogously, if F is a right B-module, then
for all b ∈ B, η ∈ F * , and τ ∈ F * * .
Proof. Let m : A × E → E implement the left A-module structure. Applying Lemma A.5 at the respective second steps, we deduce that
Let L a : E → E be given by L a (e) := m(a, e) for e ∈ E. Then the action of a on E * * is given by L * * a . For e ∈ E, we have 
(3) Let X be a Banach space. It is a natural (and still open) problem to characterize when L(X) is Arens regular. A necessary condition is that X be reflexive. In the converse direction, it is known that L(X) is Arens regular whenever X is superreflexive, a condition that is satisfied by every L p -space when 1 < p < ∞. Proof. Let the left A-module structures on E and F be given by bilinear maps m E : A × E → E and m F : A × F → F , respectively. To show that ϕ * is a right (A * * , ♦)-module map, let η ∈ F * and S ∈ S * * . Choose a net (a i ) i∈I in A such that S = w * -lim i∈I κ A (a i ). Using Lemma A.6, that ϕ * is weak * continuous, and that ϕ * is a right A-module map at the fourth step, we obtain
To show that ϕ * * is a left (A * * , ♦)-module map, let S ∈ A * * , let σ ∈ E * * , and let η ∈ F * . Using Lemma A.13 at the second and last step, and using that ϕ * is a right (A * * , ♦)-module map at the third step, we deduce that
Finally, to show that ϕ * * is a left (A * * , )-module map, let S ∈ A * * and σ ∈ E * * . Choosing a net (a i ) i∈I in A with S = w * -lim i∈I κ A (a i ), we argue as above and obtain
Appendix B. Preduals of Banach algebras and modules
The main result of this section is Theorem B.8, which among other things implies that a Banach algebra A with a predual F ⊆ A * is a dual Banach algebra if and only if the naturally associated projection π F : A * * → A is multiplicative (for either Arens product on A).
The next definition follows [Spa15, Definition 4.1], with the change that we do not require the predual of a (left, right) dual Banach algebra to be isometric.
Definition B.1. Let A be a Banach algebra with a predual F ⊆ A * . We say that (A, F ) is a left dual Banach algebra if for each a ∈ A the left multiplication operator L a : A → A is weak * continuous. Analogously, we say that (A, F ) is a right dual Banach algebra if R a : A → A is weak * continuous for each a ∈ A. Further, (A, F ) is a dual Banach algebra if it is both a left and right dual Banach algebra.
If F is an isometric predual, and we want to stress this point, then we will also say that (A, F ) is an isometric (left, right) dual Banach algebra. (2) The predual of a dual Banach algebra need not be unique, not even up to isomorphism; see Example 6.9. However, if X is reflexive, it is shown in Corollary 6.6 that X ⊗X * is the unique predual making L(X) a right dual Banach algebra.
The prime example of an isometric dual Banach algebra is L(X) for a reflexive space X, with the canonical predual X ⊗X * ; see Paragraph 6.1 and Corollary 6.4. Every weak * closed subalgebra of L(X) is naturally an isometric dual Banach algebra, with predual given as a quotient of X ⊗X * . The following result of Daws shows that the converse also holds. The prime example of a (isometric) right dual Banach algebra is L(X) for a Banach space X with (isometric) predual F ⊆ X * . The canonical predual of L(X) in this case is given by X⊗ X F ; see Definition 5.1 and Theorem 5.6. The following result of Spain shows that the converse also holds. Definition B.5. A left dual A-module is a left A-module E together with a predual F ⊆ E * such that for each a ∈ A the (left) action of a on E is weak * continuous. Right dual B-modules are defined analogously. A dual A-B-bimodule is an A-Bbimodule with a predual giving it the structure of both a left dual A-module and a right dual B-module.
If the predual is isometric, and we want to stress this point, we will also speak of isometric (left, right) dual modules. A-B-bimodule, then (E, F ) is a dual A-B-bimodule if and only if F is a sub-B-A- bimodule of E * , which is equivalent to π F being an A-B-bimodule map.
Proof. We show the equivalence for a left A-module E. The statements for right modules and bimodules are shown analogously. Let m : A × E → E be the bilinear map defining the left A-module structure on E. Given a ∈ A, the map L a is weak * continuous for the weak * topology induced by F if and only if its transpose L * a : E * → E * leaves F invariant. The right action of a on E * is given by L * a . Therefore, L a is weak * continuous if and only if F a ⊆ F . This implies the equivalence between (1) and (2).
Let us show that (2) implies (3). We give F the right A-module structure it inherits as a right sub-A-module of E * . Then the inclusion map ι : F → E * is a right A-module map. Hence, ι * : E * * → F * is a left A-module map. Since κ E is also a left A-module map, we deduce that δ F (= ι * • κ E ) is a left A-module map. Let us show that (3) implies (4). Since κ F : F → F * * is a right A-module map, the transpose κ * F : F * * * → F * is a left A-module map. Since δ F is a left A-module map, so are δ * * To show that (4) implies (2), recall from Paragraph 2.6 that F can be recovered from ker(π F ) as its preannihilator, that is:
* : η, σ = 0 for all σ ∈ ker(π F ) .
Given η ∈ F , a ∈ A and σ ∈ ker(π F ), it follows that L * * a (σ) belongs to ker(π F ). Thus L * a (η), σ = η, L * * a (σ) = 0, and hence L * a (η) ∈ F , as desired.
Applying Proposition B.6 to Banach algebras, we obtain: 
