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Abstract
In this paper we present the ClaimBuster dataset of 23, 533
statements extracted from all U.S. general election presiden-
tial debates and annotated by human coders. The ClaimBuster
dataset can be leveraged in building computational methods
to identify claims that are worth fact-checking from the myr-
iad of sources of digital or traditional media. The Claim-
Buster dataset is publicly available to the research commu-
nity, and it can be found at http://doi.org/10.5281/zenodo.
3609356.
1 Introduction
Misinformation is a growing problem around the
world (Bradshaw and Howard 2019). Journalists and
fact-checkers work constantly to identify and correct misin-
formation and to communicate their work as soon as possi-
ble. However, given the amount of information being created
daily and the limited resources available to journalists, it has
become almost impossible keep up this critical work. Re-
searchers from various disciplines (Babakar and Moy 2016;
Wang et al. 2018; Adair et al. 2019a), particularly com-
puter science (Hassan et al. 2017b; Miranda et al. 2019;
Jo et al. 2019), have come forward to create automated fact-
checking tools. One of the key elements in the fact-checking
process is automatically assessing the check-worthiness of
a piece of information. Such an assessment can not only
assists the journalists with providing them the most check-
worthy claims from an interview or debate but also lessens
the potential of human bias in claim selection. However, to
have an accurate automated check-worthiness assessment,
it is imperative to have a carefully annotated ground-truth
dataset that can fuel a machine learning algorithm to predict
the check-worthiness of a statement.
In this paper, we present a dataset of claims from all
U.S. presidential debates (1960 to 2016) along with human-
annotated check-worthiness label. It contains 23, 533 sen-
tences where each sentence is categorized into one of three
categories- non-factual statement, unimportant factual state-
ment, and check-worthy factual statement. These sentences
Copyright c© 2020, Association for the Advancement of Artificial
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have been labeled by 101 coders over a 26 months period in
multiple phases.
This dataset has been used to develop the first-ever end-to-
end automated fact-checking system, ClaimBuster (Hassan
et al. 2017a; Hassan et al. 2017b). It has been used to study
how an automated check-worthiness detector fares com-
pared to human judgements (Hassan et al. 2016). Also, it
has been used to deliver check-worthy factual claims filtered
from a variety sources including PolitiFact, 1 one of the lead-
ing fact-checking organization in the United States (Adair et
al. 2019b). Through this paper, we make the dataset publicly
available.
In the following sections, we describe the preparation
process of the dataset, present descriptive statistics of the
dataset, suggest possible use cases, and explain different
fairness policies we have followed while developing this
dataset.
2 Related Works
Researchers have attempted to prepare datasets of check-
worthy factual claims to assist automated fact-checking.
For instance, Nakov et al. (Nakov et al. 2018) developed a
dataset of check-worthy factual claims from the 2016 U.S.
presidential debate. To determine the check-worthiness of
statements, the authors used available fact-checks of the
debate by a fact-checking organization, FactCheck.org. If
FactCheck.org has checked a statement from the debate, the
dataset labels that statement as check worthy; otherwise not.
While this strategy ensures that their check-worthy state-
ments are indeed picked by professional fact-checkers it
does not resolve the question of whether selection bias of
a single organization may have tainted the quality of the
dataset. Our strategy for annotation considers input from
multiple high-quality, trained coders. This decreases the
chance of having a dataset with a bias towards certain ideol-
ogy. Also, unlike the dataset of (Nakov et al. 2018), that had
2016 debates and several political speeches of that time, we
annotated all the U.S. general election presidential debates
since 1960.
Patwari et al. (Patwari, Goldwasser, and Bagchi 2017)
1https://www.politifact.com/
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Figure 1: Sentence distribution among presidential debates
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Figure 2: Average sentence length in words per debate
prepared another dataset of check-worthy factual claims by
combining the fact-checks of 15 2016 U.S. election primary
debates from 9 fact-checking organizations (e.g., Fox News,
NPR, CNN). Although having inputs from a range of fact-
checking organizations reduces the chance of having a bi-
ased sample the dataset becomes specific to certain issues
that were relevant during the 2016 presidential election. As
our dataset covers a longer time-period, over 50 years, it cap-
tures more general issues and patterns that are relevant for
assessing the check-worthiness of a broader array of claims.
3 Transcript Extraction and Processing
Candidate sentences were extracted from U.S. presidential
debate transcripts. 2 The first general election presidential
debate was held in 1960. Since then, there were a total of
15 presidential elections from 1960 to 2016. In 1964, 1968,
and 1972, no presidential debate was held. There were 2 to 4
debate episodes in each of the remaining 12 elections. A to-
tal of 33 debate episodes spanned from 1960 to 2016. There
are 32, 072 sentences spoken in these debates. We applied
the following steps to prepare the candidate sentences to be
labeled.
1. Using parsing rules and human annotation, the speaker
of the each sentence was identified. 26, 322 sentences are
spoken by the presidential candidates, 4, 292 by the de-
bate moderators, and 1, 319 by the questioners. There are
139 sentences without a speaker name which were voice-
over announcers at the start of the debate (i.e., “September
2https://www.debates.org/voter-education/debate-transcripts/
26, 2008.”, “The First McCain-Obama Presidential De-
bate”).
2. We only focused on the sentences spoken by the presiden-
tial candidates. Therefore, sentences spoken by the debate
moderators, the questioners, and the announcers were dis-
carded from further labeling.
3. Another processing step was performed to filter very short
sentences. We removed sentences shorter than 5 words.
In total, 2, 789 sentences were discarded, which represent
8.69% of the original dataset.
The resulting dataset (henceforth referred to as the Claim-
Buster dataset) contains 23, 533 labeled sentences. Figure 1
shows the distribution of the sentences among 33 debate
episodes and Figure 2 depicts the average length of sen-
tences per debate. These figures show that although the num-
ber of spoken sentences increased in recent debates, they got
shorter comparing to earlier debates.
4 Annotation Procedure
4.1 Annotation Guideline
We categorize the sentences from the ClaimBuster dataset
into three groups. Below, we define each category, along
with examples.
Check-worthy Factual Sentence (CFS): These sentences
contain factual claims that the general public will be inter-
ested in learning about their veracity. Journalists look for
these types of claims for fact-checking. Some examples are:
• In the last month, we’ve had a net loss of one hundred and
sixty-three thousand jobs.
Figure 3: Data collection interface
• We’ve spent $4.7 billion a year in the State of Texas for
uninsured people.
• When they tried to reduce taxes, he voted against that 127
times.
• China and India are graduating more graduates in tech-
nology and science than we are.
• My opponent opposed the missile defenses.
Unimportant Factual Sentence (UFS): These are factual
claims but not check-worthy. In other words, the general
public will not be interested in knowing whether these sen-
tences are true or false. Fact-checkers do not find these sen-
tences as significant for checking. A few examples are as
follows:
• I am a son of a Methodist minister.
• Just yesterday, I was in Toledo shaking some hands in a
line.
• Well, the Vice President and I came to the Congress to-
gether 1946; we both served in the Labor Committee.
• And I’ve got two daughters and I want to make sure
that they have the same opportunities that anybody’s sons
have.
Non-factual Sentence (NFS): These sentences do not con-
tain any factual claims. Subjective sentences (opinions, be-
liefs, declarations) and many questions fall under this cate-
gory. Below are some examples.
• The worst thing we could do in this economic climate is
to raise people’s taxes.
• I think the Head Start program is a great program.
• We need to cut the business tax rate in America.
• I’ll get America and North America energy independent.
4.2 Platform Development
A rich and controlled data collection website 3 was devel-
oped to collect the ground-truth labels of the sentences. Fig-
3http://idir.uta.edu/classifyfact survey
Sentence Label Explanation
Well, you know, nailing down Senator Obama’s vari-
ous tax proposals is like nailing Jell-O to the wall. NFS
This statement does not contain any factual information.
It is a rhetorical expression.
I’m simply not going to do that. NFS
This statement does not contain any factual information.
The speaker is making a promise and/or talking about
his/her future plan.
In addition to that, we’ve suffered because we haven’t
had leadership in this administration. NFS
This statement does not contain any factual information.
It is about the speaker’s opinion or position on a certain
topic.
I was Governor of Georgia for four years. UFS
This statement contains factual information. However,
the general public would not be interested in checking
the presented factual claim.
In Puerto Rico this year, I met with six of the leading
industrial nations’ heads of state to meet the problem
of inflation so we would be able to solve it before it
got out of hand.
UFS
This statement contains factual information. However,
the general public would not be interested in checking
the presented factual claim.
But first of all, this is a nation of immigrants. UFS
This statement contains factual information. However,
the general public would not be interested in checking
the presented factual claim.
I think everybody understands at this point that we are
experiencing the worst financial crisis since the Great
Depression.
CFS
This statement contains both opinions and factual
information. The factual information is worthy of
veracity checking.
Government spending has gone completely out of
control; $10 trillion dollar debt we’re giving to our
kids, a half-a-trillion dollars we owe China.
CFS
This statement is presenting data with a quantity.
People in general would be interested to know
whether the quantity is correct or not.
In the first place I’ve never suggested that Cuba was
lost except for the present. CFS
This statement is presenting a factual claim regarding
a past incident. People in general would be interested
to know whether the statement is true or false.
Table 1: Training sample sentences along with their ground-truth labels, and explanations
ure 3 shows its interface. A participant is presented one sen-
tence at a time. The sentence is randomly selected from the
set of sentences not seen by the participant before. The par-
ticipant can assign one of three possible labels [NFS, UFS,
CFS] for the sentence. If the participant is not confident to
assign a label for a sentence, the sentence can be skipped. It
is also possible to go back and modify previous responses.
With just the text of a sentence itself, it is sometimes diffi-
cult to determine its label. The interface has a “more con-
text” button. When it is clicked, the system shows the four
preceding sentences of the sentence in question which may
help the participant understand its context. We observe that,
about 14% of the time, participants chose to read the context
before labeling a sentence.
4.3 Recruitment Policy
We recruited paid participants (mostly university students,
professors and journalists who are aware of U.S. politics)
using flyers, social media, and direct emails.
Participant Training We used 40 labeled sentences to
train all the participants. Each of these sentences was sup-
plemented with an explanation regarding their labels from
Figure 4: Participant training interface
three experts. Every participant must go through all these 40
sentences at the very beginning. After they label a sentence,
the website will immediately disclose its ground-truth label
and explain it (see Figure 4). Some of the training sentences
are shown in Table 1. Furthermore, we arranged multiple
on-site training workshops for available participants. During
Student Professor Journalist/Reporter Other
All Participants 370 10 6 19
Top-quality Participants 86 5 4 6
Table 2: Frequency distribution of participants’ professions
each workshop, at least two experts were present to clear the
doubts the participants may have about the data collection
website and process. Through interviews with the partici-
pants, we observed that these training measures were impor-
tant in helping the participants achieve high work quality.
4.4 Quality Control
We selected 1032 sentences from all the sentences to cre-
ate a ground-truth dataset. Three experts agreed upon the
labels of these sentences: 731 NFS, 63 UFS, 238 CFS. We
used this ground-truth dataset to detect spammers and low-
quality participants for ensuring high-quality labels. On av-
erage, one out of every ten sentences given to a participant
(without letting the participant know) was randomly chosen
to be a screening sentence. First, a random number decides
the type (NFS, UFS, CFS) of the sentence. Then, the screen-
ing sentence is randomly picked from the pool of screen-
ing sentences of that particular type. The degree of agree-
ment on screening sentences between a participant and the
three experts is one of the factors in measuring the qual-
ity of the participant. For a screening sentence, when a par-
ticipant’s label matches the experts’ label, s/he is rewarded
with some points. If it does not match, s/he is penalized. We
observe that not all kinds of mislabeling has equal signifi-
cance. For example, labeling an NFS sentence as a CFS is
a more critical mistake than labeling a UFS as a CFS. We
defined weights for different types of mistakes and incorpo-
rated them into the quality measure.
Formally, given SS(p) as the set of screening sentences
labeled by a participant p, the labeling quality of p (LQp) is
LQp =
∑
s∈SS(p) γ
lt
|SS(p)|
where γlt is the weight factor when p labeled the screening
sentence s as l and the experts labeled it as t. Both l, t ∈
{NFS, UFS, CFS}. We set γlt = −0.2 where l = t,
γlt = 2.5 where (l, t) ∈ {(NFS,CFS), (CFS,NFS)}
and γlt = 0.7 for all other combinations. The weights are
set empirically. If LQp ≤ 0 for a participant p and p labeled
at least 50 sentences, we designate p as a top-quality par-
ticipant. A total of 405 participants contributed in the data
collection process so far. Among them, 101 are top-quality
participants. Table 2 depicts the distribution of all partici-
pants’ and top-quality participants’ professions where 91%
of all participants and 85% of top-quality participants de-
fined themselves as students. Figure 5 shows the frequency
distribution of LQp for all participants. Throughout data
collection process, the top-quality participants encountered
screening sentences 9986 times; 5222 NFS, 1664 UFS, and
3100 CFS. They chose incorrect labels 511 (5%) times.
Figure 6 shows the percentages of six error types among
these 511 cases. For instance, UFS CFS represents the cases
in which participants mislabeled UFSs as CFSs. Besides,
UFS CFS is the most frequent error type.
Figure 5: Frequency distribution of participants’ labeling quality
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Figure 6: Error type distribution
Incentives We devised a monetary reward program to en-
courage the participants to perform high-quality labeling. A
participant p’s payment depends on their pay rate per sen-
tence Rp (in cents) and their number of labeled sentences.
Rp depends on LQp, the lengths of the labelled sentences,
and the percentage of skipped sentences. The reason behind
the later two factors is to discourage participants from skip-
ping longer and more challenging sentences and to reward
them for working on long, complex sentences. After multi-
ple rounds of empirical analysis, we set Rp as
Rp =
Lp
L
1.5
∗ (3− 7 ∗ LQp
0.2
) ∗ 0.6
|SKIPp|
|ANSp|
where, L is the average length of all the sentences, Lp is the
average length of sentences labeled by p, ANSp is the set
of sentences labeled by p and SKIPp is the set of sentences
skipped by p. The numerical values in the above equation
19
60
-0
9-
26
19
60
-1
0-
07
19
60
-1
0-
13
19
60
-1
0-
21
19
76
-0
9-
23
19
76
-1
0-
06
19
76
-1
0-
22
19
80
-0
9-
21
19
80
-1
0-
28
19
84
-1
0-
07
19
84
-1
0-
21
19
88
-0
9-
25
19
88
-1
0-
13
19
92
-1
0-
11
19
92
-1
0-
15
19
92
-1
0-
19
19
96
-1
0-
06
19
96
-1
0-
16
20
00
-1
0-
03
20
00
-1
0-
11
20
00
-1
0-
17
20
04
-0
9-
30
20
04
-1
0-
08
20
04
-1
0-
13
20
08
-0
9-
26
20
08
-1
0-
07
20
08
-1
0-
15
20
12
-1
0-
03
20
12
-1
0-
16
20
12
-1
0-
22
20
16
-0
9-
26
20
16
-1
0-
09
20
16
-1
0-
19
0
50
100
D
is
tr
ib
ut
io
n
of
cl
as
se
s
NFS
UFS
CFS
Figure 7: Class distribution per debate
were set in such a way that it would be possible for a top-
quality participant to earn up to 10 cents for each sentence.
The data-collection website also features a leaderboard
which allows participants to see their rank positions by pay
rate and total payment. This is designed to encourage se-
rious participants to perform better and discourage spam-
mers from further participation. Along with the leaderboard,
the website provides helpful tips and messages from time to
time to keep the participants motivated.
Stopping Condition A sentence s will not be selected for
further labeling if for X ∈ {NFS,UFS,CFS}, ∃X such
that sX ≥ 2 ∧ sX > (sNFS + sUFS + sCFS)/2 where, sX
denotes the number of top-quality labels of type X assigned
to s.
This condition ensures that a sentence has received a rea-
sonable number of labels from top-quality participants and
the majority of them agreed on a particular label. We assign
the majority label as the ground-truth of that sentence.
5 Dataset Description
5.1 Dataset Statistics
We collected 88, 313 labels among which 62, 404 (70.6%)
are from top-quality participants. There are 22, 281
(99.02%) sentences which satisfy the above stopping con-
dition. Table 3 shows the distribution of the classes in these
sentences. The remaining 220 sentences, though, received
many responses from top-quality participants, the labeling
agreement did not satisfy the stopping condition. We assign
each sentence the label with the majority count. Figure 7
depicts the class distribution of sentences among 33 presi-
dential debates, including all 22, 501 human-annotated sen-
tences and 1, 032 expert labeled screening sentences.
During the data collection process, we advised the par-
ticipants to skip the sentences that they are not confident
in assigning a label. We analyzed the correlation between
the number of sentences and the number of times they
were skipped by the top-quality participants. We found that
17,874 (79.4%) sentences were not skipped by any of the
top participants, while the remaining 4,627 (20.6%) sen-
tences were skipped at least once. This observation indicates
Assigned label #sent %
CFS 5,318 23,87
UFS 2,328 10.45
NFS 14,635 65.68
total 22,281 100.00
Table 3: Distribution of sentences over classes
that participants found one in every five sentences challeng-
ing. Table 4 presents the distribution of these 4,627 sen-
tences based on the frequency of them being skipped. For
instance, 742 sentences were skipped by any of the two top
participants. One interesting observation is that the length
of the sentences increased proportionally with the increas-
ing number of skips. We examined the five sentences that
were skipped most frequently, six and seven times, to probe
whether the length of the sentence is what might account
for this result. Table 5 shows some descriptive information
for these sentences. It can be observed that the last two sen-
tences were labeled 14 and 15 times, respectively, to assign
a label, although the last sentence contains only 19 words.
This result indicates that the length of the sentence might
not be the sole reason for the high number of skips of some
sentences. The meaning of the sentence might play a signif-
icant role, too.
#skip 1 2 3 4 5 6 7
#sentence 3686 742 155 32 7 3 2
#words(avg) 19.3 21.3 25.2 25 26.7 35 62.5
Table 4: Sentence distribution in terms of frequency of user
skip
We further analyzed each claim type by the number of
top-quality participants’ responses in labeling each sen-
tence. Table 6 depicts the distribution of responses over sen-
tences — the frequency of responses spans from 2 to 18. The
vast majority of the sentences (93%) were labeled by 2 or 3
#skip sentence avg. length(in words) #resp
assigned
label
7
You implement that NAFTA, the Mexican trade agreement, where they pay people
a dollar an hour, have no health care, no retirement, no pollution controls, et cetera,
et cetera, et cetera, and you’re going to hear a giant sucking sound of jobs being
pulled out of this country right at a time when we need the tax base to pay the debt
and pay down the interest on the debt and get our house back in order.
77 5 CFS
7
Gene, there is a problem in the sense that there are some problem banks, and on De-
cember 19th new regulations will go into effect which will in effect give the govern-
ment the responsibility to close some banks that are not technically insolvent but
that are plainly in trouble.
48 2 CFS
6
We don’t want to overreact, as the federal regulators have in my judgment, on good
banks so that they’ve created credit crunches, that is, they have made our recession
worse in the last couple of years – but we do want to act prudently with the banks
that are in trouble.
51 3 CFS
6
As a matter of fact, the statement that Senator Kennedy made was that - to the effect
that there were trigger-happy Republicans, that my stand on Quemoy and Matsu was
an indication of trigger-happy Republicans.
35 14 CFS
6 I would like the record to show the panelists that Ross Perot took the first shot at thepress. 19 15 NFS
Table 5: Descriptive information for the most skipped sentences
participants. This means that at least two of the participants
agreed upon the label. Four or five participants labeled 4.3%
of the remaining 7% sentences. This indicates that at least
three participants gave the same response. However, the par-
ticipants were challenged to agree on the label of 620 (2.7%)
sentences as the number of the responses varies from 6 to 18.
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Figure 8: Distribution of claim types for parties of presiden-
tial candidates
We also examined the relation between claim types and
political parties. In 33 debate episodes, 69 presidential can-
didates took part, where 32 of them were from Democratic
party, 33 were from Republican party, while 4 were Inde-
pendent candidates. Figure 8 details the distribution of claim
types made by each parties’ presidential candidates. Repub-
licans had the highest number of NFS while the Democrats
had the highest number of CFS.
5.2 Dataset Structure
The ClaimBuster dataset consists of three files:
groundtruth.csv file, crowdsourced.csv file, and
all sentences.csv file. The ground-truth file contains
only training and screening sentences whose labels were
agreed upon by three experts. On the other hand, the
crowdsourced file consists of sentences that were labeled
by top-quality participants. Both groundtruth and crowd-
sourced files are comprised of the same feature set, which is
explained below. These two files can easily be merged to be
leveraged in any study.
Sentence id: A unique numerical identifier to identify sen-
tences in the dataset e.g., 1, 2, 31456.
Text: A sentence spoken by a debate participant. For ex-
ample, “Under my plan, Ill be reducing taxes tremen-
dously,from 35 percent to 15 percent for companies, small
and big businesses.”
Speaker: Name of the person who verbalized the Text
(“Donald Trump”, “Barack Obama”, “Ronald Reagan”).
Speaker title: Speaker’s job at the time of the debate e.g.,
“Governor”, “President”, “Senator”.
Speaker party: Political affiliation of the Speaker e.g.,
”Democrat”, “Republican”, “Independent”.
File id: Debate transcript name e.g., “2016-10-09.txt”,
“1960-09-26.txt”.
Length: Number of words in the Text. For example, the
length of the sample sentence provided for the “Text” fea-
ture is 20 words.
Line number: A numerical identifier to indicate the order
of the Text in the debate transcript e.g, 81, 82, 83.
#responses #sentences NFS UFS CFS
2 13057 (58%) 9388 (63.9%) 845 (35.1%) 2824 (52.2%)
3 7865 (35%) 4545 (30.9%) 1192 (49.6%) 2128 (39.3%)
4 329 (1.5%) 224 (1.5%) 40 (1.7%) 65 (1.2%)
5 630 (2.8%) 309 (2.1%) 152 (6.3%) 169 (3.1%)
6-10 295 (1.3%) 125 (0.9%) 70 (2.9%) 100 (1.8%)
11-18 325 (1.4%) 94 (0.6%) 104 (4.3%) 127 (2.3%)
Total 22501 14685 2403 5413
Table 6: Frequency distribution of participants’ responses over each class type
Sentiment: Sentiment score of the Text. The score ranges
from -1 (most negative sentiment) to 1 (most positive senti-
ment). We used AlchemyAPI to calculate a sentiment score
for each sentence. We incorporated this feature into the
dataset as it has been used as a feature in building ma-
chine learning models in these studies (Hassan et al. 2017a;
Hassan et al. 2017b). This will enable researchers to com-
pare their models with the models in the aforementioned
studies.
Verdict: Assigned class label (1 when the sentence is CFS,
0 when the sentence is UFS, and -1 when the sentence is
NFS).
All sentences file contains all presidential debate sen-
tences and not just the labeled ones. It has all the fea-
tures shown above except for “Verdict”. It also includes
Speaker role which depicts the role of the Speaker in the de-
bate as a participant e.g., Candidate, Moderator, Questioner.
6 Possible Use Cases
Recent years have witnessed a surge of interest in the sci-
entific community to develop computational approaches to
automate fact-checking components. Some efforts have fo-
cused on assessing the truthfulness of a claim (Ciampaglia
et al. 2015; Shi and Weninger 2016; Leblay 2017; Wang et
al. 2018; Fionda and Pirro` 2018; Huynh and Papotti 2019;
Gad-Elrab et al. 2019), although this work is in its infancy.
A substantial number of studies (Patwari, Goldwasser, and
Bagchi 2017; Hassan et al. 2017b; Jimenez and Li 2018;
Konstantinovskiy et al. 2018), on the other hand, have fo-
cused on detecting claims worthy of fact-checking from nat-
ural language statements. Early claim detection models rely
on supervised classifiers such as SVM or logistic regression
trained on hand-engineered features (Hassan et al. 2017b;
Patwari, Goldwasser, and Bagchi 2017; Jaradat et al. 2018).
Recent approaches, however, utilize neural network mod-
els (Konstantinovskiy et al. 2018; Jimenez and Li 2018;
Hansen et al. 2019; Meng et al. 2020). A number of fact-
checking organizations 4 5 6 around the world make use
of claim detection models in their fact-checking efforts to
quickly detect claims to check. Claim detection is one par-
ticular task that can benefit from the ClaimBuster dataset
4https://fullfact.org/automated
5https://team.inria.fr/cedar/contentcheck/
6https://reporterslab.org/tech-and-check/
as some of the previous models (Hassan et al. 2016; Has-
san et al. 2017a; Hassan et al. 2017b; Jimenez and Li 2018)
used a subset of this dataset. The claim detection task can
be approached in two ways. One of the approaches is to
identify if a sentence comprises a factual claim aside from
its check-worthiness. The second approach takes the check-
worthiness of the claim into consideration. In the follow-
ing sections, we argue how these two claim detection ap-
proaches can utilize the ClaimBuster dataset.
6.1 Factual Claim Detection
This approach formulates the task as a binary classification
task that identifies a sentence as either containing a factual
claim (FC) or not containing a factual claim (NFC). This
task can make use of the ClaimBuster dataset by combining
UFS sentences and CFS sentences into FC sentences and us-
ing NFS sentences as NFC sentences. Then, a binary classi-
fier can be trained on the FC and NFC sentences and applied
to future sentences.
6.2 Check-worthy Claim Detection
In order to prioritize the most check-worthy claims over
less check-worthy ones, a check-worthiness score, which is
the probability that a sentence belongs to the CFS class, is
required. To this aim, this approach models the claim de-
tection problem as a classification and ranking task. Given
a sentence, a machine learning model or neural network
model trained on the ClaimBuster dataset calculates a check-
worthiness score that reflects the degree by which the sen-
tence belongs to CFS.
7 FAIRness
In this section, we explain how we have made the Claim-
Buster dataset adhere to the “FAIR” Facets: Findable, Ac-
cessible, Interoperable, and Re-usable.
To be Findable and Accessible, we make the dataset pub-
licly available through Zenodo, 7 a dataset sharing platform,
allowing the complete dataset to be downloaded with the fol-
lowing citation.
Fatma Arslan, Naeemul Hassan, Chengkai Li, &
Mark Tremayne. (2020). ClaimBuster: A Benchmark
Dataset of Check-worthy Factual Claims [Dataset]. Zenodo.
http://doi.org/10.5281/zenodo.3609356
7https://zenodo.org/
The dataset files are provided in CSV (Comma Separated
Values) format that can be utilized by any applications and
exported to other data formats. The dataset is supplemented
with a readme file explaining each data file in detail to opti-
mize the re-use of the dataset.
8 Conclusion
In this paper, we present a dataset of claims from all U.S.
general election presidential debates (1960 to 2016) along
with the human-annotated check-worthiness label. We argue
that the research community lacks a large labeled dataset of
claims to leverage in claim detection tasks. To address this
need, we provide a large dataset of 23, 533 sentences where
each sentence is categorized into one of three categories;
non-factual statement, unimportant factual statement, and
check-worthy factual statement. One hundred one trained
human-coders labeled these claims over a long period of two
years. The ClaimBuster dataset is now publicly available to
the research community.
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