The method for neuron detection on Nissl-stained brain slice images is proposed. The method uses textural features of neurons extracted from 4 GLC-matrices. The method includes the following steps: image preprocessing, kNN classification by the textural features and Meanshift clustering of neuron pixels. Preprocessing includes the following steps: grayscale conversion, histogram equalization, histogram quantization. Gray conversion by blue component gives the best result. It is shown that using 2-,4-bin histogram gives close detection quality with 8-bin histogram ( 1 = 0, 83..0, 85). For pixel classification kNN algorithm was used. The results demonstrate that kNN is better choice for current task in comparing with NBC. The reached detection quality for given approach is = 0, 82, = 0, 92, 1 = 0, 86. Is is shown that our results are near the same or some better in characteristic in comparing with other neuron detection method. In our future work we'll prolong this investigation for great volume of dataset and special dataset for important diseases.
Introduction
The study of the brain begins with optical microscopy and Nissl staining leads in it. For processing of Nissl-stained cerebral cortex images the following problems are solved: detection of borders for cortex layers; detection and classification of neurons, statistics collection of neuron and astrocytes locations. Usually such tasks are solved by expert in neuromorphology. Currently, there are solutions (including artificial intelligence methods) in automatization of morphological analysis for Nissl-stained brain slice images [1] . In the same time there are many unresolved issues.
In this paper we consider the problem of automating the detection of neurons. The choice of the method of solving the problem depends on two factors: the distinctness of the characteristics of neurons as objects of the image; quality and quantity of training data marked by an expert. From the point of view of the distinctive features, there are the following problems: 1) neurons of the brain are different both in type and form; 2) the sizes of neurons in one image may differ by more than 2 times; 3) images of bodies of neurons are often overlapped; 4) images of bodies of neurons can have a low contrast with the background; 5) images of neurons of the same type can have significant differences in the histogram; 6) images of neurons can have "voids"inside their bodies.
From the point of view of the quality of solving problems of detection and classification by methods of machine learning, the best option is the large size of the training base, when significant resources are spent on qualitative marking of objects (tens to hundreds of complex objects, thousands of simple ones). In this case, various variants of deep learning [2] or complex methods of traditional machine learning [1] are often used today to solve the detection tasks.
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In Fig.1 an example of marking neurons is shown on a small fragment of the image of a Nisslstained brain slice. You can consider this example as an example of markup of simple objects.
However, in all cases of working with images, texture attributes (features) are very useful. The reasons for the utility are several, the most important are the following: 1) the possibility of formalizing the description of the structure of the image; 2) the possibility of a hierarchical (multiscale) application of the description; 3) the possibility of independent parallel processing; 4) the ability to work with three-dimensional images. For acquaintance with surveys on texture analysis methods before 2004 may be used [3] .
(a)Nissl-image example (b) Manual marking A special place in a number of methods of texture analysis occupies the GLCM (Gray Level Co-Occurrence Matrice) method, which began in 1973 [4] . The effectiveness of the method is due primarily to the fact that the GLC-matrix is able to explicitly fix a certain specificity of the image. And then to construct from N*N matrix elements a small number of clear, informative and structurally-oriented scalar characteristics: 1) maximum probability entry; 2) element difference moment of order k; 3) contrast; 4) entropy; 5) uniformity; 6) homogeneity. The most popular values of N in the practice of applying the method are apparently N equal to 8 and 16, and the sizes of the image fragments are from 30x30 to 50x50. Due to its qualities, the method is implemented in the Matlab mathematical environment, it has become one of the basic function for image processing in remote sensing of the Earth [5] .
In the last decade publication 2012 [6] it is shown that the use of GLCM trace in texture analysis can be used as a feature, and in combination with Haralick features provides better results. It is shown that trace extracted from three dimensional images is also can be used.
The method proposed in [7] uses already 16 different features extracted from GLCM to capture the textures information. It can classify textures at varying orientations, scales and regions with similar textures, and successfully discriminates textures which have similar intensity values. False positive regions are removed using morphology. The evaluation includes more than 80 Brodatz textures.
In publication [8] it is convincingly shown that using parameter distance = 1 for construction of co-occurrence matrix (GLCM) can get better results than using = 2. Using = 0 ∘ show comparable results for GLCM processing with = 90 ∘ . It is concluded that the use of Sobel edge-detector operator together with GLCM prove to be an effective method to quantify the surface texture of an image.
Today, the GLCM method is widely used in the diagnosis of the brain according to MRI. A typical example of this is the publication [9] , in which the important features were extracted with the GLCM algorithm. Then the feature set is classified into three types of stroke using support vector machine (SVM) classifier. The lesion area was segmented with accuracy of 90.23%, which is higher than previes method having accuracy of 87.34
However, the promotion of GLCM did not reach the task of neuron detection from Nisslstained brain slice images. This is what we consider as the task of this work. As a guideline for comparing the our results obtained for optical microscopy with Nissl-stained brain slices we will consider the 2008 year publication [1] . The algorithm steps of this article involve active contour segmentation to find outlines of potential neuron cell bodies followed by artificial neural network training using such segmentation properties as size, optical density, gyration, etc. The algorithm positively identifies 86 ± 5% neurons on a given set of Nissl-stained images, whereas semi-automatic methods obtain 80 ± 7%.
Train Dataset
Manual marking is used for prepating of train dataset. Example of train image one can see of 1(b). Green pixels can be neuron center pixels (class 1). Red and blue pixels are not pixels of neuron centers (class 0). Train dataset consists from texture future of colored pixels by source image using proposed method.
Proposed Solution
The proposed solution consists of the following steps: image preprocessing, texture feature extraction, pixel classification and pixel clusterization. Preprocessing step is convertation from color image to gray image.
In proposed method image preprocessing consists of three steps: gray transformation, histogram equalization and histogram quantization. Four methods of conversion (transformation) are used: luminance, blue component, red component, maximum from component. Histogram equalization is used to improve the image tone distribution. Histogram quantization is used to reduce image size for our CUDA-realization [10] . To reduce execution time calculations of texture features are performed on GPU. There is limit of private memory for every CUDA-process. This is why it's needed to quantize histogram to reduce required local memory size.
The Gray Level Coocurrence Matrix (GLCM) method is used for feature extraction [4] . GLCM is used for extraction of second order statistical texture. This method is invariant to rotation and resizing of objects. Texture features are calculated for every pixel of test image. Every pixel feature is 4-component vector based on statistical characteristics of pixel GLCMs.
For pixel classification k nearest neighbors (kNN) algorithm is used. In the On the step of pixel clusterization only pixels of neuron class are considered. For clusterization Mean shift algorithm with simple filtering is used [11] . Cluster centers are neuron centers.
Preprocessing
Image is matrix * . Open-source Nissl-stained images can be ones of two groups: color image and gray image. It's often case if source image is color image. For such image every pixel is vector of three components: blue, red and green ( , ) = ( , , ). For general case we process gray-scale images only. For this it's necessary to convert color image to gray image ( , ). There are different ways to do it [12] . We use the following formulas: = 0.3 * + 0.59 * + 0.11 * , = , = , = ( , , ). is used as the most universal formula. On the 1(a) one can see that the basic color of this image is violet. It means that there is big blue and red components. This is why , and were used. The results of gray transformations you can see on the fig:figureGray. Histogram ( ) of gray image (result of conversion using ) one can see on the 3(a). To align distribution of ( , ) histogram equalization is used [?] . The result ( , ) of the equalization can be calculated using the following formulas: ]. The following quantization formula is used: 
Feature extraction
In this paper GLCM texture features were used for feature extraction. Every pixel of ( , ) is described by 4-component vector of features. This components is statistical features of GLCM's. An occurrence of some gray-level configuration can be described by a matrix of relative frequencies , ( 1 , 2 ). It describes how frequently two pixels with gray-levels 1 , 2 appear in the window separated by a distance in direction . The information is extracted from the co-occurrence matrix that measures second-order image statistics. Every direction is describe using the following formulas:
It's considered * -window of ( , )-pixel neighbors. Here = 
, ] is vector of statistical characteristics for every direction . The feature vector for current pixel is calculated as:
Pixel classification
For every pixel of image feature vector is calculated by GLCM. Using k nearest neighbors (kNN) [13] . The pixel is classified as neuron pixel or non-neuron pixel. Method kNN is one of the most intuitive classification algorithms. Since We use the feature vectors. In the kNN procedure Euclidean distance is calculated from feature vector of current pixel to every feature vector of train base. After that only nearest test vectors are considered. The class of the current pixel is class which owns the most cout of nearest train feature vectors.
Pixel clusterization
This is a calculation of the cluster centers as the mass center for the pixels which were classified as "neuron"( , ) of the radius . In this paper = 5. Meanshift clusterization algorithm with simple filtration is used for neuron centers detection. It consists from the following steps: For every pixel:
1. Calculate density
Calculate mass center (vector of two components):
3. Calculate mean shift as distance between ( , ) and ( , ). If > then ( , ) = = ( , ) and repeat all steps. Otherwise, go to next pixel.
Quality detection metrics
The following numbers are calculated: the number of correct detections of neuron centers ( , true positive), the number of false detections of neuron centers ( , false positive) and the number of undetected centers of neurons ( , false negative)e test base. The following estimates of the detection quality are used:
To determine , and the following procedure is used for detected centers and neuron centers . 
Results
Set of experiments was developed to test detection quality. In our experiments = 10, = 5, =
.12]. kNN realizatin from OpenCV library was used [14] . Detection result dependence from choice of gray transformation algorithm one can see on 4(a-d). Dark green pixels are neuron pixels after classification step. In this experiment kNN algorithm was used and = 31. Quality characteristics are demonstrated on 4(e-g). One can see that gray filtering using blue color channel gives the best result. In the next tests this transformation was used. On the 4(h) comparison detection qualities with kNN and normal bayes classificator (NBC) in OpenCV realization.
= 31 kNN fives better result. Dependence detection quality from K is demonstrated on 5(b). In this test = 6. In our tests > 15 doesn't give increasing quality of detection. Dependence detection quality from is demonstrated on 5(b). In this test = 6. The best quality is Recall=0,82, Precision=0,92, F1=0,86. In our tests > 15 doesn't give increasing of detection quality.On the 5(a) one can see dependence detection quality from used number of histogram bins. It should be noticed that in = 6 the qualities of detection are very close to each other.
Concluding Remarks
The method for neuron detection based on texture features constructed via GLCM was developed. The method includes the following steps: image preprocessing, pixel classification, pixel clusterization.
Different transformations to grayscale were applied and studied. It is noticed that gray convertation by blue component gives the best result. It is shown that using 2-,4-bin histogram gives close detection quality with 8-bin histogram ( 1 = 0, 83..0, 85). 2-bin histogram is histogram of binary image. Binarization algorithms should be studied for preprocessing step. Also GLCM texture features calculations for 16-bin histogram should be developed. Perhaps, it'll give better result.
For pixel classification kNN algorithm was used. It's simple and powerfull algorithm for classification in medical problems. The results demonstrate that kNN is better choice for current task in comparing with NBC. For pixel clusterization we used Meanshift algorithm.
The best detection quality for given approach is = 0, 82, = 0, 92, 1 = = 0, 86. From [1] it is known recall characteristic (A): = 86 ± 5% neuron with 15 ± 8% error (mean±SD) on their datasets. Our result is some better in recall.
In our future work we'll prolong this investigation for great volume of dataset and special dataset for important diseases.
