Abstract-In the stochastic formulation of chemical kinetics, the differential equation that describes the time evolution of the lower-order statistical moments for the number of molecules of the different species involved, is generally not closed, in the sense that the right-hand side of this equation depends on higher-order moments. Recent work has proposed a moment closure technique based on derivative-matching, which closes the moment equations by approximating higher-order moments as nonlinear functions of lower-order moments. We here provide a mathematical proof of this moment closure technique, and highlight its performance through comparisons with alternative methods. These comparisons reveal that this moment closure technique based on derivative-matching provides more accurate estimates of the moment dynamics, especially when the population size is small. Finally, we show that the accuracy of the proposed moment closure scheme can be arbitrarily increased by incurring additional computational effort.
I. INTRODUCTION
The time evolution of a spatially homogeneous mixture of chemically reacting molecules is often modeled using a stochastic formulation, which takes into account the inherent randomness of thermal molecular motion [1] . The stochastic formulation allows the computation of the probability density function for the population counts of the different chemical species involved, which is often done through various Monte Carlo techniques [1] - [5] and the finite state projection algorithm [6] at a significant computational cost. Since one is often interested in computing only the first and second order statistical moments of the population count, much time and effort can be saved by applying approximate methods (for example, Van Kampen's linear noise approximation [7] ) to directly compute these low-order moments, without actually having to solve for the probability density function.
In Section II we show that the differential equations that describe the time evolution of the first M order statistical moments for the number of molecules of the different species involved, is not closed, in the sense that the right-hand-side of these equations depend on higher-order moments of order M+1. This assertion is based on the assumption that there is at least one bi-molecular reaction (i.e., has two reactants) in the set of chemical reactions considered. For analysis purposes, the moment equations can be closed by approximating higher order statistical moments of order M+1as nonlinear functions of moments of order [8] , [9] .
A procedure to perform moment closure by matching time derivatives of the exact (not closed) moment equations with that of the approximate (closed) moment equations for some initial time and set of initial conditions has recently been proposed [10] , [11] . In Section III we provide a mathematical proof of the main result behind this moment closure technique, which provides explicit analytical formulas to approximate any higher order statistical moment as a nonlinear function of moments of order up to M.Strikingfeaturesofthesenonlinearfunctions are that they are independent of the reaction parameters (reaction rates and stoichiometry) and moreover the dependence of higher-order moment on lower order ones is consistent with the population being jointly lognormally distributed, in spite of the fact that the moment closure method does not make any a priori assumption on the distribution of the population. Moreover, we show that by increasing M,theclosed moment equations provide more accurate approximations of the exact moment dynamics.
Finally, in Section IV, we compare the proposed moment closure scheme to an alternative procedure, where moment closure is performed by setting the third and higher order statistical cumulants of the population count equal to zero [12] , [13] . We refer to this latter procedure as the zero-cumulant moment closure. It is shown that when the population size is small, the derivative matching moment closure proposed here outperforms the zero-cumulant moment closure.
II. MOMENT DYNAMICS OF CHEMICALLY REACTING SYSTEMS
Consider a system of n chemical species X j , j 2 f1;...;ng involved in K reactions R i , i 2 f1;...;Kg of the form given in the first column of Table I . In the sequel, we denote by xi(t) as the number of molecules of the species X i at time t. In the stochastic formulation, each reaction Ri is a stochastic event which resets the population count x = [x1; ...; xn]
T based on the map x 7 ! x + ai, where the vector a i is uniquely determined by the stoichiometry of the i th reaction. The probability that the i th reaction Ri will take place in the next "infini- 1) the number hi(x) of distinct molecular reactant combinations for the reaction R i present in the volume V at time t; 2) the probability c i dt that a particular reactant combination of R i will actually react on (t; t + dt]. The constant ci for each chemical reaction depends on the physical properties of the reacting molecules and the temperature of the system, and is typically experimentally determined. Table I shows the form of the propensity functions for different reactions and illustrates that these functions are polynomials in the population count x. 
[11]. Assuming that there exists at least one reaction with a nonlinear propensity function cihi(x), then it follows from (4) 2 r containing moments of order M + 1 [10] . One can see that the dynamics of vector is not closed, in the sense that it depends on higher order moments in . Our goal is to approximate (5) by a nonlinear system of the form
where the map ' ' ' : k ! r should be chosen so as to keep (t) close to (t). This procedure is commonly referred to as moment closure [8] and we refer to M as the order of the truncation.
To compute ' ' ' we use the approach described in [11] , [14] , where moment closure is done by matching time derivatives between (t) and (t) at some initial time t0. In particular, assuming (t 0) = (t 0), this derivative matching approach attempts to determine the map
holds. The main rationale for doing so is that, if a sufficiently large number of derivatives of (t) and (t) match point-wise at an initial time t 0 , then from a Taylor series argument the trajectories of (t) and (t) will remain close at least locally in time.
III. SDM MOMENT CLOSURE PROCEDURE
In this section we construct closed moment dynamics so that the condition (7) 
where p are appropriately chosen constants. In general, it will not be possible to find constants p such that (7) holds exactly for every initial condition. Thus we relax this condition and simply demand approximate derivative matching with deterministic initial conditions, i.e., x(t 0 ) = x 0 with probability one. In particular, we seek for constants p for which
8i 2 f1; 2; .. .;Ng, where each element of the vector " " " i (x 0 ) is a polynomial in x0.Onecanthinkof(9)asanapproximationto(7)which will be valid as long as the moments in (d i (t)=dt i )jt=t dominate over " " " i (x 0 ). 
where Ch is defined as follows: 8`, h 2 0 Ch =`! (`0h)!h! ;` h 0;`<h (11) and`! denotes the factorial of`. The factorial of zero is defined as one.
Hence by this definition C 0 0 = 1. (m ) ; 8s = f1; .. .;kg: (12) Then, for every initial condition x(t0) = x0 2 n with probability one, we have that
where all elements of " " " 2 (x 0 ) are zero except the last n elements which are polynomials in x 0 of degree 2. Here, n is the number of distinct moments of order M.
The proof of this result is provided at the end of this Section. In the sequel we refer to moment closure functions obtained from (8) and (12) " 2 (x 0 ) and (t), respectively. This result shows that the error " " " 2 in the derivative-matching can be reduced by increasing the order of truncation M.
It can be verified that with p chosen as in Theorem 1, the moment closure functions obtained also match all derivatives of order higher than 2 in (13b) with small errors. Using symbolic manipulation in Mathematica, for n 2 f1;2;3gandi 2 f3;4;5gonecanverifythat the degree of the polynomial elements of (d 
t).
We conjecture that this is true 8n 2 and 8i 2 but we only verified it for n up to 3 and i up to 5. One can also verify that the dependence of higher-order moments on lower order ones is consistent with log-normal distributions, i.e., (
) is an exact equation for log-normal distributions. An important implication of this is that if the population distribution was log-normal at all times, then our moment closure procedure would be exact. However, in most cases it is straightforward to verify that the distributions are not log-normal. In this case, this moment closure method only provides approximate moment dynamics, and the accuracy of the approximation can be arbitrarily improved by increasing the order of truncation. It is important to emphasize that the fact that the moment closure functions are consistent with log-normal distributions does not mean that the approximate moments (t) are consistent with the population being log-normally distributed. It is precisely because of this that as we increase the order of truncation the closed moment dynamics (t) provides more accurate estimates of the actual moment dynamics by deviating further from a log-normal distribution. The procedure described here to generate approximated moment dynamics can be fully automated. The software [15] is available to compute closed moment dynamics for any order of truncation starting from a simple ASCII description of the chemical reactions involved. 
Proof of Theorem 1:
where the scalar "(x 0 ) is polynomial in x 0 of degree 2. We first prove (16a). For the initial conditions x(t0) = x0 with probability one and using (8) we have 
1 We recall the "big-O" notation, according to which f (z) = O(g(z)) means that 9z , C > 0 such that jf (z)j Cjg(z)j, 8z z .
Using (10) (17) equality (16a) holds. Our next goal is to prove (16b). A binomial expansion of (4) yields the following time derivative of a moment (m) of order m:
where Pm010M(x) is zero if m010M < 0,constant if m010M = 0 and a polynomial in x of degree m 010Motherwise. where i is a constant. Also from (8) and using (16a) and (19) 
Using (12), the above equation reduces to
and from (20) and (22) one can see that
is a polynomial of degree 2.
IV. EXAMPLE
In this section, we consider the following set of chemical reactions: The protein X1 undergoes dimerization to form a functionally active dimer which decays at a constant rate c 2 . We assume that the protein can only be used in its dimer form and the kinetics of protein dimerization is sufficiently fast. These assumptions result in the second reaction in (24a). The protein X 1 dimer also activates another gene to express the protein X2 with each expression event producing B2 molecules of X2.
The protein X2 decays at a constant rate c4. The parameters given by c 1 = 50V , c 2 = 0:8=V , c 3 = 0:04=V , c 4 = 15 are defined in terms of the volume V . This particular scaling of the rate parameters with V , will essentially keep the average concentrations constant (i.e., number of molecules per unit of volume), and therefore a small volume corresponds to small steady-state populations. We consider two different moment closure methods: the SDM moment closure method developed in this technical note and another method where moment closure functions are constructed by setting the statistical cumulants of the population equal to zero [12] , [13] , [16] - [18] . This latter method is referred to as the zero-cumulant moment closure and here a M th order truncation is performed by setting the M + 1 th order cumulant of x equal to zero. Since for a Gaussian distribution all cumulants of order three and higher are equal to zero, the zero-cumulant moment closure is consistent with the population count x being jointly Gaussian.
We first take V = 1 units, which corresponds to a small average steady-state populations of about 50 molecules, for both species. Fig. 1 plots the moment estimates for x 1 corresponding to a second order SDM and zero-cumulant moment closure method (M = 2). Note that in this small-population regime the SDM moment closure yields smaller errors between the approximated and actual moment dynamics compared to the zero-cumulant moment closure. The explanation for this can be deduced from Fig. 1(c) , which plots the steady-state distribution of x 1 obtained from a large number of Monte Carlo simulations (Gillespie's SSA [1] ). This positively skewed distribution closely approximates a lognormal distribution, and hence, the SDM moment closure functions which are consistent with x being jointly lognormally distributed provide better moment estimates. Notice from Fig. 1(c) that the corresponding normal distribution approximation (dashed line) has some portion in the negative region, which is not biologically meaningful since molecule populations cannot drop below zero. Unlike the lognormal distribution which is only defined for positive values, this is frequently a problem with the normal approximation when the average number of molecules is small.
We next increase the order of truncation by performing a third order truncation (M = 3). Fig. 1 confirms that increasing the order of truncation reduces the errors and considerably improves the moment estimates from the closed moment dynamics.
Recent results have pointed out that for small population sizes, the zero-cumulant moment closure can be dynamically unstable and pro- vide unbounded solutions that are not physically meaningful [8] . We investigate this small-population instability by taking V = 0:2 units which corresponds to an average steady-state of about 10 molecules for both species. Consistent with observations in [8] , moment estimates from the zero-cumulant moment closure blow up to negative infinity (see Fig. 2 ). On the other hand, moment estimates from the SDM moment closure remain bounded and provided a good estimate of the actual moments. In summary, the results of this section have shown that for small population sizes, the SDM moment closure has better performance, both in terms of more accurate moment estimation and higher stability of the closed moment dynamics, compared to the zero-cumulant moment closure.
V. CONCLUSION
A procedure for estimating the statistical moments for the number of molecules of different species involved in a chemical reaction was presented. This was done by first obtaining the differential equations that describe the time evolution of the moments, and then closing them using moment closure. The main result of this technical note is The-orem 1 which provides explicit formulae to compute the SDM moment closure functions that approximate higher order moments in as nonlinear functions of the lower order moments in , for any order of truncation M.Animportantfeatureoftheproposedmomentclosure method is that its accuracy can be considerably improved by increasing the order of truncation M.However,thiscomesatthecostofobtaining
higher-dimensional systems as the size of the closed moment dynamics also increases with M.
SDM moment closure functions were shown to be consistent with lognormal distributions. This property makes the SDM moment closure procedure especially well suited for reactions with small population sizes that result in positively skewed population distributions. Moment closure based on lognormal distributions has been previously reported in literature. In particular, [9] derived moment closure functions corresponding to a second order truncation (M = 2) by directly assuming that the population distribution is lognormal. This assumption by itself cannot be used to determine unique moment closure functions for higher order truncations (M 3). This is because for a lognormal distribution, the M + 1 th order moments (where M 3) can be expressed in infinitely many ways as a function of the first M order moments. The procedure used in this technical note is necessary to derive unique moment closure functions consistent with the lognormal distribution that perform derivative matching, and hence provide accurate moment estimates at least locally in time. Our work thus constitutes an important extension of previous work by deriving unique moment closure formulas for any arbitrary order of truncation and any number of species.
Reactions where species can go extinct (or population count goes to zero) with high probability pose a limitation to our moment closure scheme. In such cases, the truncated moment dynamics can either become unstable or a very large order of truncation is needed to capture the moment dynamics. It turns out that most closure schemes fail to capture such stochastic extinctions, and those available are restricted to single specie reactions only [19] . Alternative moment closure functions based on derivative matching are currently being explored for such reactions.
I. INTRODUCTION
Nonlinear state estimation has been a key issue in control theory for the last three decades. There exist several different state observation techniques, such as the extended Kalman and Luenberger observers [1] , normal form observers [2] - [5] , Lyapunov based observers [6] , [7] , and
