Clustering algorithms are extensively used on patient tissue samples in order to group and visualize the microarray data. The high dimensionality and probe specific noise make the selection of the appropriate clustering algorithm an uneasy task. This study presents a large-scale analysis of three clustering algorithms: k-means, hierarchical clustering (HC) and evidence accumulation clustering (EAC) on thirty-five cancer gene expression data sets selected to benchmark the performance of the clustering algorithms. Separated performance analysis was done on data sets from Affymetrix and cDNA chip platforms to examine the possible influence of the microarray technology. The study revealed no consistent algorithm ranking can be inferred, though in general EAC presented the best compromise of adjusted rand index (ARI) and variance. However, the results indicated that ARI variance under repeated k-means initializations offers useful information on the need to implement more complex clustering techniques. If repeated K-means converges to the same partition, also confirmed by the HC clustering, there is no need to run EAC. However, under moderate or highly variable ARI in repeated K-means, EAC should be used to reduce the uncertainty of clustering and unveil the data structure.
INTRODUCTION
Cancer genomics aims to uncover the molecular basis of cancer. Different layers of genomic information are used in cancer studies, with gene expression profiles (transcriptome) being the most common. Gene expression profiling provides an insight into gene activity under different conditions. There is a large amount of genome-wide gene expression data in public archives (Rung et al, 2013) available to identify the cancer signatures and more effective diagnosis and treatment.
Clustering algorithms are extensively used on patient tissue samples in order to group and visualize the microarray data. Subgrouping of the similar samples serves to reveal the new cancer subtypes and to personalize the treatment approach. However, the high dimensional and intrinsically noisy samples hide the geometry of the clusters making the selection of an appropriate clustering algorithm difficult. In the clinical research, there is a prevalence of the simple clustering methods, such as agglomerative clustering and k-means (Alizadeh et al, 2000; Bredel et al, 2005; D'haeseleer, 2005; Golub et al, 1999; Sorlie et al, 2003) . The reason might be the ease of their use and availability of implementations (de Souto et al., 2008) .
The data availability and modest variety of implemented algorithms motivated a study by de Souto et al. (2008) providing the first analysis of several clustering algorithms combined with different proximity measures and data normalization techniques. The study uses 35 data sets from cDNA or Affymetrix chip platforms (see Table 1 ), and compares hierarchical clustering (HC), such as single, complete and average linkage, mixture of multivariate Gaussians (MMG), k-means, spectral clustering and nearest neighbour methods (de Souto et al, 2008) . The overall performance of these individual algorithms was the best in MMG, closely followed by k-means, whereas HC proved as very sensitive to noise.
The performance of the individual clusterings can be significantly improved if they are combined, similary to the ideas used in supervised learning (classifier ensemble). In the unsupervised scenario, the clustering ensemble comprises multiple partitions obtained by the base clusterings. The evidence on data structure may be accumulated introducing diversity in several ways (Fred and Jain, 2005; Iamon 2010) : (1) combining the results of different clustering algorithms; (2) resampling the data, thus producing different results, (3) running the same algorithm many times with different parameters or initializations, (4) using different feature subsets for individual clusterings. The way of combining the results of the individual clusterings as well differs, with most of the methods resulting in a pairwise similarity matrix used to obtain the final partition.
The comprehensive performance evaluation of consensus clustering methods on the gene expression data sets used to evaluate individual algorithms does not exist. In Iam-on et al (2010) , the novel link-based cluster ensemble (LCE) method is introduced and compared with several consensus methods over a subset of 10 data sets of the available cancer gene expression collection from Table 1 . Mimaroglu et al. (2012) as well report on their results obtained on just one input ensemble per data set.
In this study we evaluate the performance of a consensus clustering approach -evidence accumulation (EAC) versus conventionally used individual algorithms: k-means and average-link and Ward's linkage hierarchical clustering. The accumulation of evidence is achieved by running the k-means algorithm multiple times with different initializations (Fred and Jain, 2005) . All 35 data sets selected to benchmark the performance of the clustering algorithms in the recovery of cancer type were the ones used (de Souto et al., 2008) , specified in Table 1 . The adjusted rank index (ARI) was used to evaluate the clusters obtained against the true labels (Hubert et al, 1985) . A separate performance analysis was done on data sets from Affymetrix and cDNA chip platforms, to additionally examine the possible influence of the microarray technology. Kuo et al (2002) suggested that probe-associated factors influence in a different manner measurements from the two technologies, resulting in their poor correlation. Based on the performance on the individual data sets, we explored the difference in ARI scores between EAC methods and the individual clustering approaches: k-means and hierarchical clustering. Additionally, we strived at categorizing results across used data sets and making recommendations on using EAC.
METHODS

Data Sets
The study included thirty-five data sets used for the evaluation of individual clustering algorithms in de Souto et al. (2008) . The data sets differ by the type of the chip technology, tissue, the number of available samples denoted by N, the class number, k, the sample distribution per classes, the original dimensionality denoted by m and the dimensionality after feature reduction, denoted by d (Table 1 ). The full list of references corresponding to the data sets is provided in de Souto et al. (2008) .
In cDNA microarray, the gene expression levels are measured as the ratio of the signal from mRNA target sample and the reference sample, making the comparison to the other technologies difficult (Kuo et al, 2002) . Affymetrix data are estimates of the number of mRNA copies in a sample. Following the de Souto et al. (2008), in Affymetrix data a lower and un upper limit on gene expression levels was set to 10 and 16.0000, respectively. Additionally, for the large variations in Affymetrix gene expression levels, the data sets from this chip technology were rank normalized.
All data sets were available only with reduced feature sets, thus the influence of different data dimensionality reduction techniques were not analysed.
Clustering Techniques
K-means
The simplicity and the linear computational complexity of the k-means make it, even 50 years (Steinhaus, 1956; Lloyd,1952) beyond its proposal, the most widely used partitioning clustering algorithm (Jain, 2010) . K-means clusters are represented by their centers, i.e. their prototypes characterizing all objects in each cluster. To assign objects to the clusters the Euclidean distance is typically used as a similarity measure, and the final assignment is done by minimizing within-cluster sum of the squared error (SSE): initial centers of the clusters are set by randomly selecting k samples from the given data set, where k equals the actual number of the classes in a data set. In an iterative procedure, K-means updates centers to minimize objective function until convergence. In this work, the K-means was repeated for 50 times on each data set with random initializations of the cluster centers and and k was fixed to the true number of classes. 10, 11, 11, 22, 10, 11, 10, 30, 11, 11, 11, 11, 20 16063 1363 
Hierarchical Clustering
Agglomerative, bottom up, hierarchical clustering was used with the Euclidean metric and several linkages. Initially, each sample is assigned its own cluster, which is further repeatedly merged using certain linkage criteria until all samples are in one cluster (Hastie et al., 2009) . In this work Average and Ward's linkage (Ward, 1963) were tested. Averagelink groups the cluster pairs with the least mean distance between the samples of each cluster, whereas Ward's linkage merges clusters resulting in the least increase in within-cluster variance upon being merged. The output hierarchy of the clusters can be visualized in the form of a tree, called dendrogram. In the dendrogram, each leaf node is an individual sample, each inner node in the tree is the union of its subclusters and the root is the cluster containing all the samples. The final partition is obtained by cutting the tree to result in the same number of clusters as the number of classes k, in the given data set.
Evidence Accumulation Clustering
The simple use of a clustering algorithm, like Kmeans, can give a diversity of solutions over the same data set depending on the initialization, or of the chosen k value. To overcome this issue, an approach known as Clustering Ensemble has been proposed that takes into account the diversity of solutions produced by clustering algorithms. Clustering ensembles can be generated from either different clustering algorithms or from varying the algorithmic parameters (Strehl and Ghosh, 2002; Ayad and Kamel, 2008) . To leverage clustering ensemble results, Fred and Jain (2005) proposed an approach known as Evidence Accumulation Clustering (EAC), based on the combination of information of different partitions, as illustrated in Figure 1 . The evidence accumulation clustering can be summarized in the following steps: (i) building the clustering ensemble, P, comprising the set of M different partitions of a data set X.; (ii) combining evidence from these partitions in a co-association matrix; (iii) extracting the consensus partition. The co-association matrix is built by taking the cooccurrences of pairs of patterns in the same cluster as votes for their association. The underlying hypothesis is that patterns which should be grouped together, are very likely to be assigned to the same cluster in different data partitions. Therefore, the M data partitions of N patterns yields a N x N co -association matrix with elements:
where is the number of times the pattern pair (i,j) is assigned to the same cluster among the M partitions. The last step of the evidence accumulation clustering consists of extracting the consensus partition, which is found by applying a clustering algorithm to the co-association matrix.
In this paper, the clustering ensemble was produced by applying k-means M=200 times, with k randomly chosen between [ √ 2 , √ ]. The extraction of the consensus partition was performed by applying two hierarchical clustering algorithms: average-link and Ward's linkage with the final number of clusters equal to the true number of classes. The whole procedure, from the clustering ensemble generation was repeated 50 times, with the same parameters and the results are averaged.
Clustering Validation Measure
The validation of each clustering algorithm in each data set is performed using the Adjusted Rand Index (ARI) (Hubert and Arabie, 1985) , which compares the partition obtained by a clustering algorithm C = {C 1 , C 2 , … , C k } against the ground-truth partition L = {L 1 , L 2 , ..., L s }. This measure is an improved version of Rand Index (RI) (Rand, 1971) , which quantifies agreement between two partitions by counting the number of pairs of samples that are clustered together or placed in different clusters in both partitions, and the disagreement between partitions by counting the number of pairs that are clustered together in one partition but not in the other. ARI corrects RI for a chance that random partitions agree; it ensures that the value is then close to 0. The maximum value of 1 is reached when external labels and those assigned by clustering algorithms are identical up to a permutation.
RESULTS AND DISCUSSION
Firstly, we present overall results by boxplots that include results obtained on Affymetrix and cDNA data sets (Figure 2 and 3) . Box plots uncover how agreements between clustering results and true labels corresponding to cancer types highly vary, spanning from 0 to 1, when results from all sets are analyzed jointly. Median values of all methods, except for HCaverage, are approximately the same. Similar results can be observed from box plots corresponding to cDNA results. Only the strongest patterns can be observed from such graphs. Results presented in this way imply that HCaverage is inappropriate for clustering cancer genomics samples. Other methods should be further examined across data sets to draw conclusions.
To compare EAC against individual clustering approaches, we measured differences in the mean ARI scores. Figures 4 and 5 present how the difference in mean scores change across Affymetrix and cDNA data sets. We can easily notice where EAC improved the results. The results unveil that EAC enhanced results on many data sets. The largest failure of EAC was observed on Gordon data set (ward version, Figure 4b ) and Alizadeh v2 data set (Figure 5a and 5b) . These results were additionally examined in the following discussion. We further explored the results obtained on different data sets. Results can be grouped into three categories thus allowing us to infer useful conclusions. Here we selected a few data sets to demonstrate different scenarios and provide recommendations on EAC algorithms usage. The first group of the results is characterized by the stable result of K-means -the same partition produced on almost all of 50 runs of the algorithm with random initialization. This scenario was observed on 8 out of 35 data sets. We can inspect outcomes of clustering on Gordon data set in Figure 6 . K-means discovered partition that perfectly aligned with the class labels. The result of HC-ward was slightly below, but HC-average completely failed to reconstruct cancer types. EACaverage produced the same result as K-means, however, Ward's version of EAC broke down. Our general recommendation is not to use EAC for data sets where K-means converges to the same partition, especially when HC clustering (average and/or Ward's) also confirms obtained partition. If there is no consensus among K-means, and both version of HC it makes sense to use EAC, but we would suggest revising the way ensemble is created.
Our analysis revealed the advantage of EAC in the scenarios where k-means produced results of moderate variability (13 data sets). Variability of Kmeans impacts the diversity of the ensemble. Additional diversity induced by choosing different K for the ensemble helped EAC to better resolve uncertainties in assigning gene expression samples to the clusters. Results obtained on Ramaswamy data set and Nutt data sets (Figures 7 and 8 ) demonstrate EAC typical performance in the moderate diversity scenarios. EAC here managed to be at the level of the best of K-means in 50 runs or highly surpassed its performance. Similar conclusions were derived from the study on another data collection (Hadjitodorov 2006) . Also, EAC is preferable option over HC clustering. EAC-ward performs better in this scenario compared to EAC-average. In the worst case the result of EAC was at the level of the median result of K-means, but with lower or no variation in the final result.
The third scenario encompasses cases where Kmeans varies highly (14 data sets). High diversity of ensemble is challenging for evidence accumulation algorithms. Example is provided in Figure 9 . We can observe that EAC converges to the median result of K-means. Alizadeh v2, also belongs to this group of data sets, where EAC converged to the median Kmeans performance. The results across other sets from this category fluctuated around the median performance of K-means and only on few data sets significantly overpassed the result of the K-means. EAC-ward handled better higher diversity of the input ensemble compared to EAC-average. The scenario where K-means vastly diverge indicates at difficulties in clustering underlying data. EAC can be used to reduce the uncertainty of clustering, but some other options for constructing the ensemble and internal measures of clustering validation should be further considered. 
CONCLUSIONS
The study presented here systematically evaluates the performance of EAC and compares it to the most common individual clustering approaches in the cancer genomics domain. As expected for the study that encompasses a larger collection of data sets, the absolute winner among examined method was not detected, but useful conclusions can be made. EAC strongly depends on the variability of K-means, i.e. when there is a moderate diversity among K-means partitions, we can expect that EAC will improve results. On data sets that are intrinsically difficult to cluster, EAC tends to converge to the median partition. While other studies on this collection of cancer genomic data did selective reporting on results highlighting only benefits, we critically evaluated methods and raised several important issues. In this light, our study improves objectivity in the assessment of clustering in cancer genomics.
Further work will focus on evaluating different metrics, ensemble construction techniques, feature subset selection and the identification of data set properties informative on selection of the most appropriate clustering approach.
