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ABSTRACT The aim of this paper is to present a freehand scanning system with a compact mm-wave
radar. In order to achieve high-resolution images, the system exploits the free movements of the radar to
create a synthetic aperture. However, in contrast to conventional synthetic aperture radar (SAR), in which
canonical acquisition surfaces (e.g., planes or cylinders) are used, the system allows for a given tolerance
compatible with real hand-made trajectories. Moreover, different techniques are studied to compensate for
the impact of irregular sampling to reduce the artifacts in the image. As a result, real-time scanning can
be readily performed even by inexperienced users. The scanning system, comprising a commercial motion
capture system and an mm-wave module, can be easily deployed and calibrated. Several results involving
different objects are shown to illustrate the performance of the system.
INDEX TERMS SAR imaging, mm-wave imaging, FMCW radar, real-time imaging, freehand scanner.
I. INTRODUCTION
Electromagnetic imaging [1] enables to inspect the inner
composition of different objects or beings. This technol-
ogy can be employed, under different implementations, for
nondestructive evaluation of materials [2], [3], medicine [4],
defense and security [5]–[7], food inspection [8], [9], obsta-
cle detection [10], among other applications.
A very desirable feature for any of the previous system is
compactness. This feature is obviously linked to the working
frequency and, therefore, it is hard to achieve in microwave
systems. However, mm-wave systems can be very compact
enabling on-chip systems [11], [12] at the expense of some
penetration capabilities. Moreover, the quick development of
this technology in the last years has enabled a wide variety of
robust and affordable devices.
Although the range resolution depends on the bandwidth,
which does not impose a specific size limitation, the lateral
resolution of a mm-wave imaging system is proportional to
the size of the aperture of the system. Consequently, although
a single transmitter and receiver system can be relatively
small, high resolution imaging requires of relatively bulky
The associate editor coordinating the review of this manuscript and
approving it for publication was Laxmisha Rai.
structures formed by large antennas based on reflectors or
lenses [13], raster scanning along well-known paths [5] or
large arrays [14].
A balance between system size and resolution has
been recently presented in [15] implementing a portable
microwave camera operating from 20 to 30GHz. Further-
more, this kind of system can take advantage of multi-
view approaches to increase the imaged area and the image
quality [16]–[19].
In this paper, compactness is moved a step forward by
performing high-resolution imaging with a single radar-on-
chip. For this purpose, the radar is moved over the volume to
be imaged to build a synthetic aperture.
In order to apply the imaging algorithm in real-time,
the position of the radar is tracked by means of a motion
capture system. It is interesting to observe that this kind
of tracking was already successfully employed to directly
map electromagnetic sources for electromagnetic compati-
bility purposes using a 3D manual scanning [20]. In a sim-
ilar fashion, the tracking system was also used to indirectly
map sources by means of backpropagation using a manual
scanning system constrained to two dimensions [21]. A study
of the feasibility of using inertial navigation systems for
imaging applications has been presented in [22].
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In the context of electromagnetic imaging, freehand scan-
ning constrained to two dimensions has also been demon-
strated in [23] by implementing a system in the X-band
and using a railway system to track the position. However,
to the best authors’ knowledge, it is the first time that a
completely 3D freehand scanning with such a compact device
is presented.
This paper is organized as follows. First, the structure of
the scanner and its workflow is presented. Second, the radar
processing implemented in the demonstrator is explained.
Next, the results of several simulations performed to assess
the impact of positioning errors and nonuniform sampling in
the scanner results are summarized. After that, the calibration
procedure for the radar system is introduced and the obtained
measurement results are presented. Finally, the conclusions
are drawn.
II. FREEHAND MM-WAVE IMAGING
A. SYSTEM ARCHITECTURE
The scanning system main goals, which imply several
challenges in terms of positioning accuracy and data process-
ing algorithms, are the following:
• High resolution images: in order to provide high
resolution images with a compact system, a radar mod-
ule in the mm-wave band is chosen. In addition, the mea-
surements are acquired along a synthetic aperture and
coherently combined to improve the resolution. For this
purpose, the position of the radar must be acquired with
an accuracy much smaller than the wavelength, i.e.,
submillimeter position accuracy is required.
• Freehand system: the scanner must build the images
while it is freely moved so that the operator can dynam-
ically choose the areas where to spend more time scan-
ning to refine the image. As a consequence, due to
the nature of the freehand movement of the scanner,
the measurements of the radar are not expected to be
uniformly spaced.
• Real-time operation: the measurements must be pro-
cessed on-the-fly and the imagemust be updated asmore
data is acquired by the scanner.
In order to provide the previous functionalities, the
scanning system, whose scheme is depicted in Fig. 1, was
structured in three subsystems:
• Control and processing subsystem: it is in charge of
setting up the scanning system, i.e., establishing the
communication with the other two subsistems and defin-
ing the volume under test, in which the reflectivity
will be computed to create the radar images in real-
time. In addition, the control subsystem is responsible
for querying both the radar frames and the position
of the radar, and processing the obtained information,
as illustrated in the workflow depicted in Fig. 2. This
subsystem is formed by a conventional PC or a laptop,
which is interfaced with the radar subsystemwith a USB
FIGURE 1. Scheme of the proposed scanning system.
FIGURE 2. Workflow of the scanning system.
cable and with the positioning subsystem by an Ethernet
connection.
• Radar subsystem: it comprises a commercial FMCW
mm-wave radar module, in this case the radar-on-
chip BGT60TR24B by Infineon R© [11]. This subsystem
transmits and receives the radar signals on demand of
the control subsystem enabling the acquisition of the IF
signal for further processing. The frequency waveform
of the signal transmitted by the radar has an up-chirp saw
tooth pattern centered at fc = 60GHz with a bandwidth
of BW = 6GHz and a chirp duration of Ts = 512µs.
The RF frontend includes 2 transmitting and 4 receiving
antennas. However, for this system a quasimonostatic
configuration, with one transmitting and one receiving
antenna, was considered. The radar module was embed-
ded in a 3D-printed enclosure designed ad-hoc for it to
ease the manipulation of the radar as well as to help in
the placement of the reflectivemarkers of the positioning
system (Figs. 3a and 3b).
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FIGURE 3. Radar module enclosure: (a) top view and reflective markers
for the positioning system (b) and bottom view. A one euro-cent coin is
included for scale purposes.
• Positioning subsystem: it estimates the position and the
attitude of the radar module by means of an optical
tracking system. This subsystem is formed by themotion
capture system ofOptitrack R© [24]. The infrared cameras
of the system track the reflective markers attached to the
radar module (see the scheme of the system in Fig. 1).
The position retrieved by the positioning system, which
is the centroid of the rigid body defined by the deployed
markers, must be corrected to match the position of the
radar as the described in Section III-D. This commercial
setup, which requires a minimum of four cameras, can
be easily deployed and calibrated in a matter of minutes.
B. IMAGING TECHNIQUE
Due to the freehand nature of the proposed imaging system,
the acquired data are not expected to be equally spaced along
a canonical geometry as it is usually assumed in conventional
synthetic aperture radar (SAR) techniques [25]. For this rea-
son, a delay and sum algorithm, adapted to the particularities
of the FMCW radar signal, is used.
In order to update the image, which shows the reflectivity
of the scene, the algorithm requires the current radar posi-
tion r and the previous dechirped signal provided by the radar
module (see workflow in Fig. 2). Since the signal transmitted
by the radar, expressed in complex form, is given by
stx(t) = ej2pi (fct+ 12αt2), (1)
where |t| < Ts/2 and
α = BW
Ts
, (2)
is the slope rate, then if a point target is assumed, the signal
received by the radar, without considering amplitude varia-
tions, will be given by a delayed version of the transmitted
signal
srx(t) = stx(t − τ ) = ej2pi (fc(t−τ )+ 12α(t−τ )2), (3)
where τ is proportional to the distance from the radar position
to the point target (R):
τ = 2R
c
. (4)
Thus, the input dechirped signal, obtained by mixing the
received and transmitted signals [26], [27] will be given by:
sIF (t) = ej2pi (ατ t+fcτ− 12ατ 2), (5)
which has beat frequency fb = τα. If the object under test is
not a point target but a distributed target, then the received
signal can be expressed as a superposition of signals given
by (3) and so will be the IF signal. In practice, the radar
does not return the complex signal in (5) as it lacks of an IQ
mixer. However, thanks to the wideband nature of the signal,
the analytic signal can be easily retrieved by means of an
efficient Hilbert transform [28].
The reflectivity ρ at each point r′ of the grid in which
the volume under test is discretized is estimated by coher-
ently summing the contribution of the signal received by
the radar at each acquisition position. In order to achieve
this coherent combination, the extra phase term, which can
be approximated by fcτ − 12ατ 2 ≈ fcτ for close targets,
is firstly compensated and, after that, a range compression is
performed by doing a Fourier transform in the time domain.
Thus, the following auxiliary signal is firstly constructed at
each radar position for each observation position r′:
sc,m(r′, f ) = F
{
sIF,m(t)e−j2pi fcτm(r
′,rm)
}
, (6)
where F {·} denotes the Fourier transform operator and
sIF,m(t) is the IF signal acquired at the m-th radar position
denoted by rm and τm
(
r′, rm
) = 2‖r′−rm‖2c , which is the
propagation delay between the radar position and the obser-
vation point.
This auxiliary signal will peak at the beat frequency, which
is expected to be proportional to the distance to the target
fb,m = ατm =
2α
∥∥r′ − rm∥∥2
c
, (7)
and, therefore, standard time-domain techniques, similar to
the ones used in UWB imaging (e.g., [29], [30]), can be used.
In particular, the following delay and sum algorithm can be
formulated with a simple change of variable:
ρm(r′) =
m∑
i=1
sc,i(r′,
2α
∥∥r′ − ri∥∥2
c
), (8)
Although this algorithm is not as efficient as other imple-
mentations relying on Fast Fourier Transforms (e.g., [31])
but requiring equally spaced data, it is still able to provide
real-time reflectivity estimations for areas of several squared
centimeters as it will be illustrated later.
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III. PRACTICAL CONSIDERATIONS
Conventional imaging algorithms are applied to data acquired
at equally-spaced positions over canonical geometries
(e.g., [5], [25]). Although the scanning system can take sam-
ples at very regular intervals, due to the lack of a perfectly
steady hand, the samples will not be equally spaced. More-
over, the relatively arbitrary trajectories do not guarantee to
cover a given surface with a single pass. This results in a
number of issues to be solved or mitigated.
A. SAMPLES DISTRIBUTION
The acquired samples will not be equally spaced along a
canonical surface. In this paper, the ideal target surface is
a plane. Depending on the movement speed, more or less
samples will lay on some specific areas. This could result in
areas of the image with reflectivity levels higher than other
areas because of this imbalance in the sample density.
In order to mitigate this issue, the flat surface is split into
squared macrocells and only a pre-established number of
samples are used by the imaging algorithm in each macro-
cell. This situation is shown in Fig. 4, in which only two
samples per macrocell are used by the imaging algorithm
independently on the number of samples acquired inside the
macrocell.
FIGURE 4. Distribution of the acquisition points for the imaging
algorithm: Diamonds denote acquisition points and gray circles denote
points used by the imaging algorithm.
As a complement to assist during the scanning, the amount
of samples per macrocell is shown in a 2D image similar to
a heat map so the operator can easily check the amount of
available data along the scanning surface.
In the presented implementation, the size of the macrocells
is chosen as 1 × 1mm2 and the number of samples per cell
is set to 3. During the data acquisition, it is not possible to
foresee if the scanner will move back to a cell, providing the
opportunity to acquire samples well-spaced in the cells. For
this reason, a simple algorithm based on retaining the first
samples is used.
B. ACQUISITION ALONG A NON-FLAT SURFACE
Despite the previous strategy, the samples will not be per-
fectly distributed and, therefore, some impact is expected in
the image. Moreover, although scanning along a flat surface
is targeted, some flexibility must be granted to the operator,
who cannot describe perfectly bidimensional trajectories.
In order to assess the effect of these issues, several system-
atic simulations were conducted using the IF signal model
given by (5). For this purpose, an ideal target with the shape
of the letter ‘‘T’’ was defined and several simulations were
performed randomizing the horizontal positions and height
where the samples were taken. First, a 2D regular grid of
sampling locations was defined in order to obtain a reference
reflectivity image (Fig. 5a). Then, 3D radom variations to
the regular sampling positions were generated using a normal
distribution for several variance values. The obtained results
keeping the horizontal distribution of the regular grid points
but adding height variations according to a normal distribu-
tion of σ = 1 cm, σ = 1.5 cm and σ = 2 cm are depicted
in Figs. 5b, 5c and 5d, respectively. As can be observed, after
adding height variations to the sampling points originally dis-
tributed in a regular grid contained in a flat surface, the image
is noisier and some artifacts appear the more nonuniformity is
introduced in the sampling positions. However, the quality of
the retrieved reflectivity image, though degraded, still enables
to clearly recognize the test object.
An analogous analysis was performed modifying both
height and horizontal position. As can be seen in Fig. 5e,
retrieved with the sampling positions depicted in the heat
map of Fig. 5g, which were obtained modifying the original
sampling grid with a normal distribution of σ = 1 cm in each
horizontal direction, and in Fig. 5f, in which the height of
the sampling positions depicted in Fig. 5g was also modified
using a normal distribution of σ = 1 cm, the results are
similar to those previously presented in this section. Hence,
it is possible to conclude that, although due to the nonuniform
sampling the resulting reflectivity images are noisier and
some artifacts appear, the retrieved image is still accurate.
In order to allow for height variations in a certain tolerance
range, the macrocells are extended from 2D rectangles to
cuboids. According to the previous study, a small height
tolerance would result in better quality images but many sam-
ples would be discarded due to the small size and, therefore,
the overall scanning time would be increased as many areas
should be resampled. Moreover, as it will be analyzed next,
other factors such as the positioning error have also an impact,
which can be a more limiting factor. In this work, squared
macrocells of 1mm of side and a height tolerance of ±1 cm
were considered.
C. IMPACT OF POSITIONING ERROR
Positioning errors arise from two reasons (assuming that the
errors due to the accuracy of the optical tracking system can
be neglected compared to them):
1) Calibration error: the optical tracking system provides
the position of the centroid of the markers attached
to the radar enclosure. As a consequence, there is an
offset between the position estimated by the localiza-
tion system and the radar position, which has to be
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FIGURE 5. Reflectivity image of the simulated target computed with
(a) uniform sampling and without positioning errors. Reflectivity image
computed modifying the height of the regular positions by adding values
obtained using a normal distribution of (b) σ = 1 cm, (c) σ = 1.5 cm and
(d) σ = 2 cm. Reflectivity image obtained for (e) nonuniform sampling
positions in a 2D plane and also (f) modifying the height of the sampling
positions. The heat map of the simulated radar positions used to obtain
images (e) and (f) is depicted in (g) and the histogram of the height of the
simulated radar positions used to compute (f) is shown in (h).
estimated in a calibration stage. During the scanning
process, the position estimated by the optical tracking
system has to be corrected taking into account the
previously estimated offset and the attitude of the rigid
body defined by the reflective markers.
2) Delay between the radar acquisition and the position
query: during the scanning process, the position of the
radar and the radar data are requested simultaneously.
However, since they are independent systems, a per-
fect synchronization is not guaranteed. Therefore, the
position of the radar module when the radar data is
acquired can be slightly different to its position when
the tracking system was queried.
The impact of the calibration error will be firstly studied by
evaluating its effect for the same ideal target shown in Fig. 5a.
For this purpose, several simulations for different values of
the offset between the radar position and the centroid of the
reflective markers, denoted by w, were performed.
At this point, it is relevant to observe that the attitude of
the radar, in terms of yaw, pitch and roll (ϕ, θ and ψ , respec-
tively), plays a relevant role in this study as the magnitude of
the error, in each dimension is given by
cal = R(ϕ, θ, ψ)w, (9)
where R(ϕ, θ, ψ) is the rotation matrix computed for the
attitude angles of the rigid body defined by the reflective
markers provided by the tracking system [32]. If the attitude
angles were constant along the scanning, then the relative
position between the acquired sampling points, even for high
errors in the estimation of w, would be error free. Moreover,
it is straightforward to prove that the higher the range of the
attitude angles along the scan, the higher the error between
real and the estimated radar positions (Fig. 6). For this reason,
a threshold for the maximum values of the attitude angles is
used in these simulations. This threshold will be the same for
all the angles and will be denoted by θmax . This threshold can
be easily implemented in measurements by discarding those
positions where at least one attitude value is outside the range
±θmax .
FIGURE 6. Histogram of the error between the real and the estimated
radar position in the x-axis for 6536 observations, w = (1,1,1)mm and
different values of yaw, pitch and roll generated using a uniform
distribution [−θmax , θmax ].
The obtained results are summarized in Fig. 7, where,
as expected, the greater the offset is, the worse is the qual-
ity of the reconstructed image. This can be easily checked
comparing Figs. 7a and 7c for w = (1, 1, 1)mm and w =
(2, 2, 2)mm respectively. The same holds for the maximum
value of the attitude angles of the scanner, which can be seen
comparing Figs. 7c and 7g. Both images were obtained for
an offset value of 2mm in each of the three coordinate axes
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FIGURE 7. Reflectivity image of the simulated target computed for
w = (1,1,1)mm and θmax = 10◦ (a), w = (1,2,1)mm and θmax = 10◦ (b),
w = (2,2,2)mm and θmax = 10◦ (c), w = (1,1,3)mm and θmax = 10◦ (d),
w = (1,3,1)mm and θmax = 10◦ (e), w = (3,3,1)mm and θmax = 10◦ (f),
w = (2,2,2)mm and θmax = 5◦ (g), w = (3,3,3)mm and θmax = 5◦
(h) and w = (4,4,2)mm and θmax = 5◦ (i).
but the quality of Fig. 7c, obtained for θmax = 10◦ is lower
than the quality of Fig. 7g, which was obtained for θmax = 5◦.
It should be pointed out that, as can be observed comparing
Figs. 7d and 7e, an offset in one of the axes parallel to the area
under scan has a higher impact on the quality of the obtained
images than an offset in the axis in the orthogonal direction.
In conclusion, the maximum value of each attitude angle,
which can be controlled by software discarding the measure-
ments taken when the attitude of the scanner is over a given
threshold, should be imposed taking into account the maxi-
mum accuracy of the offset between the radar position and the
centroid of the reflective markers that can be achieved during
the calibration procedure. According to our experience, a
value of 5◦ provides a good trade-off between scanning speed
and image quality.
The second positioning error, related to the synchroniza-
tion imperfections, can be mitigated following an approach
similar to the ones previously used. Thus, the position can
be acquired before polling the radar and after retrieving the
radar data. If the distance between the two positions is larger
than a given threshold, this data can be discarded. This situ-
ation usually happens if the radar module is moved too fast.
FIGURE 8. Workflow of the calibration procedure.
This analysis will be performed with real data in the Results
section.
D. POSITIONING SYSTEM CALIBRATION
As previously stated, the optical tracking system provides the
position of the centroid of the reflective markers attached
to the radar enclosure. As a consequence, there is an offset
between the position provided by localization system and that
of the radar. This offset must be estimated in order to correct
the position estimations of the tracking system and coherently
combine the radar measurements. The calibration procedure,
summarized in Fig. 8, consists of the following steps:
1) The radar enclosure is mounted onto a support struc-
ture, which is adjusted to bemoved over a platformwith
two sliders (Fig. 9a). Thus, the scanner can be moved
only over a plane parallel to the area under scan and the
attitude angles are fixed.
2) Several reflective markers (Fig. 9b) are placed in the
area under scan and their positions are measured with
the optical tracking system.
3) A scan was performed moving the radar along the
sliders.
4) The offset values for each axis are initially zero and,
after that, they are optimized until the position of
the reflective markers in the electromagnetic image
matches the one given by the optical tracking system
and the maximum of the reflectivity is inside the plane
which corresponds to the actual vertical coordinate of
the markers.
The offset values obtained after the calibration are w =
(−2,−5.4, 12)mm. The reflectivity image for the three
markers before and after the calibration are depicted in
Figs. 9c and 9d respectively. As can be seen, after the calibra-
tion, the three areas with high reflectivity, i.e., the markers
of the tracking system, were shifted to the location of the
markers given by the tracking system. In addition, the amount
of noise was reduced, the image was better focused and the
shape of themarkers is circular, as their actual shape. It should
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FIGURE 9. Calibration platform with the sliders (a), reflective markers
used to calibrate the scanner (b), reflectivity image obtained before the
calibration (c) and after the offset w was estimated (d).
be noticed that the calibration must be done only once when
the radar is attached to the reflective markers.
IV. RESULTS
Several measurements were conducted to assess the perfor-
mance of the system. In order to help the system operator dur-
ing the scanning process, several visual aids were displayed
in the interface of the control laptop. In particular, the attitude
angles and the height of the scanner provided by the tracking
system are depicted along the heat map to control the number
of samples acquired over each part of the volume under test.
First, a test with a letter ‘‘T’’ foiled with metal was used
as test target in order to compare the measurement results
with the numerical results presented in Section III-C. Sec-
ond, a test with a mannequin and a gun, resembling a secu-
rity application, was performed. In each case, the volume
under test was defined by means of a 3D point grid, which
was divided in a set of planes, where the reflectivity was
computed. During the scanning process, the electromagnetic
image, i.e., the reflectivity computed in one of the planes in
which the volume under test was divided, is shown to the
operator along the heat map with the sampling information.
The operator can interactively change the plane whose reflec-
tivity is being depicted so as to focus the electromagnetic
image on the desired target. All the measurements were
performed using a laptop for both controlling the scanner
and processing the acquired data. This laptop was equipped
with a Intel R© i7-7700HQ (2.8GHz), 16GB of RAM and a
NVIDIA R© GeForce GTX 1050 graphic card.
A. TEST TARGET
A 3D test target with the shape of the letter ‘T’ (Fig. 10a)
was scanned with the radar. The positions at which radar
FIGURE 10. Letter used as a test target (a), histogram of the difference
between the positions estimated before and after the radar acquisition in
the y-axis (b), in the x-axis (c) and in the z-axis (d), reflectivity image
obtained after the scan (e) and heat map depicting where the radar data
was acquired (f).
acquisitions were performed are depicted in Fig. 10f and the
reflectivity image is shown in Fig. 10e, where the contour of
the scanned letter is plotted with a white line. The reflectivity
was estimated in a set of 8 planes of 22 × 10 cm2, the total
acquisition time was 297 s and the update frame rate of the
imagewas 25.2 frames per second. The average distance from
the radar to the target was 5.27 cm. As can be seen, the test
letter is well-reconstructed being the quality of the image
comparable to Figs. 7b, 7d and 7h.
In addition, an analysis of the upper bound of the error,
due to the delay between the position estimation and the
radar acquisition, was performed. In order to do so, the work-
flow of the scanner was modified to query its position to
the tracking system before and after the radar acquisition.
Hence, an upper bound of the error can be obtained by
computing the difference between the two position estima-
tions (measurements for which the difference between the
two position acquisitions was greater than 1mm were dis-
carded by software). The histograms of the absolute value
of the difference between the two position acquisitions are
depicted in Figs. 10b and 10c for each of the axes of the
plane parallel to the volume under test and in Fig. 10d for
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FIGURE 11. Image of the (a) hand wrench used as a target, (b) reflectivity obtained after the scan and (c) heat map depicting where the
radar data was acquired.
the orthogonal direction. As can be seen, the displacement
upper bound for nearly all the acquisitions is below 0.3mm
in Figs. 10b and 10d. However, as expected, this upper bound
is higher in the axis of the main movement direction of the s-
shape path described with the scanner during the data acqui-
sition (Fig. 10c). In order to limit this upper bound, the speed
of the scanning process is limited by software. As previously
described, this can be achieved by discarding the radar data
when the difference between the two position acquisitions
explained before is greater than a given distance. Particularly,
this distance was set to 2mm for the tests presented in this
manuscript.
B. TEST WITH A HAND WRENCH
Another example to illustrate the performance of the system
was carried out with the hand wrench depicted in Fig. 11a.
The positions at which radar acquisitions were performed are
depicted in Fig. 11c and the obtained reflectivity image is
shown in Fig. 11b.
In this case the reflectivity was computed in a set
of 7 planes of 11×22 cm2 during a total acquisition time
of 269 s. The update rate of the reflectivity image was
26.2 frames per second and the average distance from the
radar to the target was 7.8 cm. As can be seen, the handle of
the wrench and both of its open ends are well-reconstructed.
Also, it is worth noting that there is a lower reflectivity value
in the central part of the handle, where the thickness of the
wrench is lower.
C. TEST WITH A MANNEQUIN
The setup comprising the mannequin and the gun is depicted
in Fig. 12a and a zoomed view of the imaged gun is shown
in Fig. 12b. As can be seen, the mannequin is covered by
aluminum foil as it provides a fair representation of the
human skin at mm-wave frequencies. In addition, it should
be pointed out that this is a worse situation than using a more
realistic model of the skin since the contrast between the body
and the metal of the gun would be higher. The reflectivity was
estimated in a set of 11 planes of 18.6 × 12.7 cm, the total
acquisition time was 1162 s and the update frame rate of the
image was 15.5 frames per second (it should be noted that the
lower update rate is due to the increase of the reconstruction
volume). The average distance from the radar to the target
was 5.8 cm. It should be pointed out that the proposed system
was implemented inMatLab R© and could be further optimized
to increase the framerate (which would also speed up the
samples acquisition). Furthermore, the acquisition time could
be drastically reduced usingmore than one receiving antenna,
i.e., by taking samples at more than one location for each
position of the scanner. To give an idea of the increasing
number of receivers that manufacturers are integrating in a
single chip, Vayyar has recently announced a chip with 72
transmitters and 72 receivers [33]. The results are plotted
in Fig. 12c, where the color of each pixel of the 2D image is
proportional to the depth of the point with highest reflectivity
within all the planes in which the volume under test was
divided. Moreover, the brightness of each pixel was weighted
by the reflectivity magnitude corresponding to it [18]. The
heat map depicting the horizontal positions where the radar
acquisitions were performed is shown in Fig. 12d. Although
the trigger is not detected (it is closer to the mannequin than
the rest of the gun, i.e., the height difference between the
background and the trigger is smaller, and its size is smaller),
the shape of the pistol is well-reconstructed.
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FIGURE 12. Image of the (a) mannequin with an attached gun, (b) the imaged gun zoomed, (c) heat map depicting where the radar
data was acquired, and (d) reflectivity image obtained after the scan.
V. CONCLUSION
In this manuscript a mm-wave freehand scanner based on
a FMCW radar was presented. The proposed system also
comprises an optical tracking system to estimate the position
of the radar and a conventional laptop to process the mea-
surements using a delay and sum algorithm to obtain high-
resolution real-time reflectivity images.
The main focus of the manuscript was devoted to present
the architecture of the system, to assess the problems that
arise due to the real-time operation and freehanded move-
ment of the scanner and how to overcome and mitigate
them and to evaluate the performance of the system with
several test targets. In particular, the effect of nonuniform
sampling and positioning errors was addressed by means
of simulations. Results show that nonuniform sampling and
positioning errors cause an increase of noise in the reflectivity
image and the appearance of some artifacts and, hence, some
strategies to mitigate these effects were developed (restricting
the maximum value of the attitude of the radar, dividing the
volume under test in 3D macrocells and controlling the syn-
chronization of the tracking system and the radar). However,
the main source of error are positioning errors which, in the
presented prototype, are mainly due to calibration errors.
At this point, it should be remarked that this problem could
be drastically reduced with an industrial fabrication of the
scanning system (comprising the radar and the markers).
Regarding the real-time performance of the system, several
radar acquisitions are buffered prior to the reflectivity update
to speed up the system and results show that high update
rates for the reflectivity image can be achieved. In spite of
that, higher volumes under test slow down the update rate of
the scanner and the required time to scan middle size areas
(hundreds of seconds) limits the direct usage of the presented
prototype for some of its potential applications. However, the
presented prototype paves the way for ultrafast scans as the
processing algorithm can be optimized and the number of
transmitters and receivers in the radar chip can be increased
to speed up the data acquisition. Finally, the laboratory tests
show that both simple and complex targets can be imaged and
high-resolution reflectivity estimations can be obtained.
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