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FUTURE COMPLETE VACUUM SPACETIMES
LARS ANDERSSON1 AND VINCENT MONCRIEF2
Abstract. In this paper we prove a global existence theorem, in the
direction of cosmological expansion, for sufficiently small perturbations
of a family of spatially compact variants of the k = −1 Friedmann–
Robertson–Walker vacuum spacetime. We use a special gauge defined
by constant mean curvature slicing and a spatial harmonic coordinate
condition, and develop energy estimates through the use of the Bel-
Robinson energy and its higher order generalizations. In addition to the
smallness condition on the data, we need a topological constraint on the
spatial manifold to exclude the possibility of a non–trivial moduli space
of flat spacetime perturbations, since the latter could not be controlled
by curvature–based energies such as those of Bel–Robinson type. Our
results also demonstrate causal geodesic completeness of the perturbed
spacetimes (in the expanding direction) and establish precise rates of
decay towards the background solution which serves as an attractor
asymptotically.
1. Introduction
In this paper we establish global existence and asymptotic behavior, in
the cosmologically expanding direction, for a family of spatially compact,
vacuum solutions to the 3+1 dimensional Einstein equations for sufficiently
small perturbations of certain known “background” solutions. The back-
grounds we consider are the spatially compactified variants of the familiar
vacuum k = −1 Friedmann–Robertson–Walker (FRW) solution, which exist
on any 4–manifold M¯ of the form (0,∞) ×M , where M is a compact hy-
perbolic 3–manifold (i.e., a manifold admitting a Riemannian metric with
constant negative sectional curvature).
Let γ be the standard hyperbolic metric with sectional curvature −1 on
M . Then (M¯, γ¯) given by
M¯ = (0,∞)×M
γ¯ = −dρ⊗ dρ+ ρ2γ
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is a flat spacetime, locally isometric to the k = −1 vacuum FRW model,
which we shall call a hyperbolic cone spacetime. It has a big bang singular-
ity as ρց 0 but expands to infinite volume as ρր∞. The vector field ρ ∂∂ρ
is a timelike homothetic Killing field on (M¯ , γ¯) so that these backgrounds
are continuously self–similar. We shall be considering sufficiently small per-
turbations of such hyperbolic cone spacetimes to the future of an arbitrary
ρ =constant Cauchy surface under the additional topological restriction that
(M¯, γ¯) be “rigid” in a sense that we shall define more fully below. The rigid-
ity assumption serves to eliminate the possibility of making non–trivial but
still flat perturbations of the chosen backgrounds.
Our main result treats the vacuum Einstein equations on M¯ and proves
global existence in the expanding direction for initial data sufficiently close
to data for (M¯, γ¯). More precisely, we show that the maximal globally hyper-
bolic future vacuum development (M¯ , g¯) of such data is causally geodesically
complete and globally foliated by constant mean curvature (CMC) hyper-
surfaces in the expanding direction. We further show that the metric g¯
decays asymptotically to γ¯ at a well–defined rate (that correctly predicted
by linearized theory) and give the sharp rate of decay. In this sense our
result may be viewed as a nonlinear stability result for the future evolution.
We could also view it as implying nonlinear instability for the past evolution
but, since our arguments are insufficient to treat global evolution in the past
direction, we shall concentrate here on the expanding direction. Since the
formation of black holes would be expected to violate geodesic completeness
towards the future, we can also interpret our smallness condition in the data
as sufficient to exclude the formation of black holes.
We work in a specific gauge defined by constant mean curvature slicing
and a spatial harmonic coordinate condition which serves to kill off certain
second order terms in the spatial Ricci tensor, reducing it to a nonlinear
elliptic operator on the metric. This in turn effectively reduces the evolu-
tion equations for the spatial metric to nonlinear wave equations wherein,
however, the lapse function and shift vector field are determined by an asso-
ciated set of (linear) elliptic equations. Local existence and well–posedness
for the Einstein equations in this gauge was established in [1] along with a
continuation principle which provides the needed criterion for proving global
existence.
The main tool we employ for our global existence proof is an energy argu-
ment based on the Bel–Robinson energy and its higher order generalization,
which we define. The Bel–Robinson energy for a vacuum spacetime is basi-
cally an L2–norm of spacetime curvature on a given Cauchy hypersurface,
and its higher order generalization incorporates the L2–norm of the spatial
gradient of this same curvature. One of the key steps in our proof will be
to show that, in our chosen gauge, this generalized Bel–Robinson energy
bounds an H3 × H2 norm of the perturbed first and second fundamental
forms of a CMC slice in the spacetime (M¯ , g¯).
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Nontrivial spacetime perturbations which preserve flatness are invisible
to such purely curvature based energies, and this is the reason we have
been forced to impose an additional rigidity condition upon the hyperbolic
manifolds that we consider. Already by Mostow rigidity one cannot perturb
the flat metric γ¯ = −dρ⊗dρ+ρ2γ to another flat one by simply deforming the
hyperbolic metric γ on M , but there can be more subtle ways of deforming
γ¯ on M¯ that preserve flatness. These arise whenever (M,γ) admits so–
called nontrivial traceless Codazzi tensors. Our rigidity requirement is that
(M,γ) be such as to exclude such tensors—a condition which is known to
be satisfied for a non–empty set of hyperbolic manifolds.
The Bel–Robinson energy is of course not a conserved quantity but, to-
gether with its higher order generalization, can actually be shown to decay in
the expanding direction for sufficiently small perturbations of a hyperbolic
cone spacetime. The main source of this decay is the overall expansion of
the universe which leads to an omnipresent term of good sign, proportional
to the energy itself, in the time derivative of this energy. A corresponding
result holds for the generalized energy. The remaining terms in the time
derivative in general have no clear sign but fortunately can be bounded by
a power greater than unity of the generalized energy itself. When the initial
value of the generalized energy is sufficiently small this implies decay to the
future at an asymptotically well–defined rate and leads to our main result.
While we shall not pursue this issue here, there seems to be a straight-
forward way to remove the rigidity constraint and thereby deal with arbi-
trary hyperbolicM . This involves supplementing the Bel–Robinson energies
considered here by another non–curvature–based energy called the reduced
Hamiltonian. As discussed in [7] this quantity is always monotonically de-
caying towards the future (even for large data) but bounds at most the rather
weak H1 × L2 norm of the CMC Cauchy data. However this should more
than suffice to control the finite dimensional space of moduli parameters
which arises in the case of non–rigid M but is invisible to the Bel–Robinson
energies.
Apart from general Lorentzian geometry results such as singularity theo-
rems and conclusions drawn from the study of explicit solutions, very little
is known about the global properties of generic 3+1 dimensional Einstein
spacetimes, with or without matter, and present PDE technology is far from
being applicable to the study of such global questions, except in the case of
small data.
In [5] Christodoulou and Klainerman proved the nonlinear stability of
3+1 dimensional Minkowski space, i.e., a small data global existence result
together with precise statements about the asymptotic decay of the metric
to the Minkowski metric. This proof was based on a bootstrap argument
using decay estimates for suitably defined Bel–Robinson energies. A central
element in the proof was the construction of approximate Killing and confor-
mal Killing fields, which were then used in a way which is analogous to the
way in which true Killing and conformal Killing fields of Minkowski space
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are used in the proof of the Klainerman Sobolev inequalities for solutions of
the wave equation on Minkowski space.
In still earlier work [9] Friedrich had proven global existence to the future
of a Cauchy surface for the development of data sufficiently close to that
of a hyperboloid in Minkowski space, with asymptotic behavior compatible
with a regular conformal compactification in the sense of Penrose. This re-
sult used the fact that the conformal compactification of such spacetimes
has a regular null boundary (Scri) and exploited Cauchy stability for a con-
formally regular first order symmetric hyperbolic system of field equations
deduced from the Einstein equations. Roughly speaking, local existence for
the conformally regular system can correspond, for sufficiently small data,
to global existence for the conformally related, physical spacetime.
Our argument is close in spirit to that of Christodoulou and Klainerman
but is much simpler than theirs by virture of the universal energy decay
described above. The source of this decay can easily be seen in linear per-
turbation theory by exploiting the fact that ρ ∂∂ρ is a timelike homothetic
Killing field in the background. One readily constructs from this an exactly
conserved quantity for the linearized equations which differs from the (lin-
earized analogue of the) Bel–Robinson energy we consider by a multiplicative
factor in the time variable ρ. This gives immediately the specific decay rate
predicted by linearized theory and our arguments ultimately show that this
is the precise decay rate asymptotically realized by solutions to the (small
data) nonlinear problem.
Our arguments are also similar in spirit to those of [3] in which Choquet–
Bruhat and Moncrief treat perturbations of certain U(1)–symmetric vacuum
spacetimes on R×Σ×S1, where Σ is a higher genus surface and in which the
U(1) (Killing) symmetry is imposed along the circular fibers of the product
bundle R×Σ×S1 → R×Σ. Their results also use energy arguments which
exploit the universal expansion to obtain decay for small data. A significant
generalization of that work is presented in the article by Choquet–Bruhat in
the present volume, wherein she removes the restriction to “polarized” solu-
tions adopted in the earlier work. For the case of linearized perturbations,
Fischer and Moncrief [8] have analyzed the stability of higher dimensional
analogues of the hyperbolic cone spacetimes described above wherein the
hyperbolic metric γ is replaced by an arbitrary Einstein metric with neg-
ative Einstein constant. These of course include the higher dimensional
hyperbolic metrics but in fact comprise a much larger set. It now seems
likely that the nonlinear stability problem for these spacetimes can be han-
dled by a combination of the methods employed herein and in the article by
Choquet–Bruhat.
We now give a more precise description of our main results. Let g be a
Riemannian metric onM and let k be a symmetric covariant 2–tensor onM .
We call (M,g, k) a vacuum data set for the Einstein equations if (g, k) satisfy
the vacuum constraint equations, reviewed in section 2.1 below. Given such
a vacuum data set there is a unique maximal Cauchy development (M¯, g¯)
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of (M,g, k) which contains the latter as an embedded Cauchy hypersurface.
Our results concern the structure of (M¯ , g¯), especially to the future of the
Cauchy hypersurface, for (g, k) sufficiently close to the data corresponding
to a rigid hyperbolic cone spacetime (M¯, γ¯). We show in this case that,
in the expanding direction, (M¯ , g¯) is globally foliated by hypersurfaces of
constant mean curvature and that (M¯ , g¯) is causally geodesically complete
in this (future) direction. In particular, (M¯, g¯) is inextendible in the ex-
panding direction and thus our results support the strong cosmic censorship
hypothesis.
Our main result is summarized as follows.
Theorem 1.1. Let (M,γ) be a compact hyperbolic 3–manifold and assume
that (M,γ) is rigid (i.e., admits no nontrivial traceless Codazzi tensors).
Assume that (M,g0, k0) is a CMC vacuum data set with (g0, k0) ∈ Hs ×
Hs−1, s ≥ 3, having t0 = trg0k
0 = constant < 0. Then there is an ǫ > 0 so
that if
||
t20
9
g0 − γ||H3 + ||
t0
3
k0 − γ||H2 < ǫ
then
(1) The maximal Cauchy development (M¯ , g¯) of the vacuum data set
(M,g0, k0) has a global CMC foliation in the expanding direction (to
the future of Mt0 in CMC time t = trgk).
(2) (M¯ , g¯) is future causally geodesically complete.
Remark 1.1. (1) Under our conventions, c.f. section 2, the standard
hyperboloid {〈x, x〉 = −1} in I+({0}) ⊂ R3,1 has mean curvature −3
and Vol(M,g) increases as tր 0.
(2) ( t
2
9 g,
|t|
3 k) are rescaled Cauchy data that reduce to (γ,−γ) for the
background solution. Our energy arguments show that the rescaled
data approach their background values at a well–defined asymptotic
rate as t = trgk ր 0.
(3) By exploiting the scaling with respect to t at t0 one can satisfy the
smallness condition for initial data (g0, k0) corresponding to arbitrar-
ily large initial spacetime curvature. In this sense one can choose the
initial hypersurface to be “close to the singularity”.
In outline our paper proceeds as follows. Some preliminaries and a dis-
cussion of the Einstein equations in our chosen gauge including a review of
the local existence theorem proven in [1], are given in sections 2 and 2.1.
Sections 2.2–2.4 discuss the background spacetimes, the constraint set for
the perturbed spacetimes and the rigidity condition needed to exclude the
occurrence of a moduli space of flat perturbations. Section 3 introduces
Weyl fields in the spirit of Christodoulou and Klainerman and presents the
field equations they satisfy when Einstein’s equations are imposed. Section
4 discusses the Bel–Robinson energy and its higher order generalization and
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computes the time derivative of these quantities in the chosen gauge. Sec-
tion 4.1 describes the scale–free variants of these energies that are used in
our estimates and section 4.2 gives the calculation which shows how these
energies actually bound Sobolev norms of the perturbed data in the rigid
case. Sections 5 and 5.1 discuss estimates and the differential inequalities
satisfied by our rescaled Bel–Robinson energies. The global existence proof
is completed in section 6 and section 6.1 establishes causal geodesic com-
pleteness. A number of useful definitions and identities are collected in the
appendix.
2. Preliminaries
Let M¯ be a spacetime, i.e an n+1 dimensional manifold with Lorentz
metric g¯ of signature −+ · · ·+ and covariant derivative ∇¯. We denote by
〈·, ·〉 the scalar product defined by g¯ on TM¯ . Let M ⊂ M¯ be a spacelike
hypersurface with timelike normal T , 〈T, T 〉 = −1, and let t be a time
function on a neighborhood of M . Then we can introduce local coordinates
(t, xi, i = 1, . . . , n) on M¯ so that xi are coordinates on the level sets Mt of
t. We will often drop the subscript t on Mt and associated fields.
Let ∂t = ∂/∂t be the coordinate vector field corresponding to t. The
lapse function N and shift vectorfield X of the foliation {Mt} are defined by
∂t = NT +X. Assume T is future directed so that N > 0. The space–time
metric g¯ takes the form
g¯ = −N2dt⊗ dt+ gij(dx
i +Xidt)⊗ (dxj +Xjdt). (2.1)
Let {ei}i=1,...,n be a Fermi-propagated orthonormal frame tangent to Mt,
i.e. 〈∇¯T ei, ej〉 = 0, ∀i, j, with dual frame {e
i}ni=1. If one drops the as-
sumption that the frame is Fermi propagated, then in general ∇¯T ei =
∇¯
//
T ei+(N
−1∇iN)T , where ∇¯
//
T ei denotes the tangential part of ∇¯T ei. With
e0 = T , {eµ}
n
µ=0 is an ON frame on M¯ , adapted to the foliation {Mt}. We
will use the convention that lower case latin indices run over over 1, . . . , n,
while greek indices run over 0, . . . , n. Our conventions for curvature as well
as some useful identities are given in Appendix A.1. The index T in a tensor
expression denotes contraction with T , for example ∇¯TAα = T
β∇¯βAα.
The second fundamental form kij of Mt is given by kij = −
1
2(LT g¯)ij . In
terms of the Fermi-propagated frame {ei} we have the following relations
between N,T and kij .
∇¯iej = ∇iej − kijT, ∇¯iT = −kijej , (2.2a)
∇¯T ei = (N
−1∇iN)T, ∇¯TT = (N
−1∇iN)ei. (2.2b)
In computations we frequently make use of equations (2.2) to do an n+1
split, for example ∇¯iAj = ∇iAj + kijAT .
2.1. The vacuum Einstein equations. The vacuum Einstein equations
R¯αβ = 0, (2.3)
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consist after a n+1 split of the constraint equations
R− |k|2 + (trk)2 = 0, (2.4a)
∇itrk −∇
jkij = 0, (2.4b)
and the evolution equations
L∂tgij = −2Nkij + LXgij , (2.5a)
L∂tkij = −∇i∇jN +N(Rij + trkkij − 2kimk
m
j) + LXkij . (2.5b)
We will call a solution (g0, k0) to the Einstein vacuum constraint equations
on M , a vacuum data set. A curve t 7→ (g, k,N,X) solving the Ein-
stein vacuum evolution and constraint equations corresponds to a vacuum
space–time metric g¯ via (2.1). A vacuum space–time (M¯, g¯) with an iso-
metric imbedding of a vacuum data set (g, k) on M is said to be a vacuum
extension of (g, k).
Let gˆ be a fixed C∞ Riemann metric on M with Levi–Civita covariant
derivative ∇ˆ and Christoffel symbol Γˆkij . Define the vector field V
k by
V k = gijek(∇iej − ∇ˆiej). (2.6)
In terms of a coordinate frame, V k = gij(Γkij − Γˆ
k
ij). The identity map
Id : (M,g)→ (M, gˆ) is harmonic exactly when V k = 0, see [1] for discussion.
A vacuum data set (g, k) is in CMCSH gauge with respect to gˆ if
trgk = t (Constant Mean Curvature), (2.7a)
V k = 0 (Spatial Harmonic coordinates), (2.7b)
Given a space–time (M¯, g¯), a foliation {Mt, t ∈ (T−, T+)} in (M¯ , g¯) is
called a CMC foliation if ∇trk = 0 for all t ∈ (T−, T+). In this case, we
may after a change of time parameter assume t = trk. If the induced data
(g, k) on Mt is in CMCSH gauge for all t ∈ (T−, T+), then {Mt} is called a
CMCSH foliation. The CMCSH gauge conditions imply the following elliptic
equations for the lapse and shift
−∆N + |k|2N = 1, (2.8a)
∆Xi +RifX
f − LXV
i = (−2Nkmn + 2∇mXn)ei(∇men − ∇ˆmen)
+ 2∇mNkim −∇
iNk mm , (2.8b)
where ∆Xi = gmn∇m∇nX
i. The ellipticity constant Λ[g] of g is defined as
the least Λ ≥ 1 so that
Λ−1g(Y, Y ) ≤ gˆ(Y, Y ) ≤ Λg(Y, Y ), ∀Y ∈ TM. (2.9)
Let g¯ defined in terms of g,N,X by (2.1). Define Λ[g¯] by
Λ[g¯] = Λ[g] + ||N ||L∞ + ||N
−1||L∞ + ||X||L∞ . (2.10)
Then g¯ is a nondegenerate Lorentz metric, as long as Λ[g¯] is bounded.
We refer to [1] for the background and proof of the following theorem and
for the analysis concepts used in the present paper.
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Theorem 2.1 ([1]). Assume that M is of hyperbolic type with hyperbolic
metric gˆ of unit negative sectional curvature. Let (g0, k0) ∈ Hs × Hs−1,
s > n/2 + 1, s integer, be a vacuum data set on M in CMCSH gauge with
respect to gˆ. Let t0 = trk
0. The following holds.
(1) Existence: There are T− < t0 < T+ ≤ 0 so that there is a vacuum
extension (M¯, g¯) of (g0, k0), M¯ = (T−, T+) ×M , g¯ ∈ H
s(M¯), and
such that the foliation {Mt = {t} ×M, t ∈ (T−, T+)}, is CMCSH.
(2) Continuation: Suppose that (T−, T+) is maximal among all inter-
vals satisfying point 1. Then either (T−, T+) = (−∞, 0) or
lim sup (Λ[g¯] + ||Dg¯||L∞ + ||k||L∞) =∞
as tր T+ or as tց T−.
(3) Cauchy stability: Let g¯ be the space–time metric constructed from
the solution (g, k,N,X) to the Einstein vacuum equations in CM-
CSH gauge. The map (g0, k0) → g¯ is continuous Hs × Hs−1 →
Hs((t−, t+)×M), for all t−, t+, satisfying T− < t− < t+ < T+.
2.2. Hyperbolic cone space–times. Let (M,γ) be a compact manifold of
hyperbolic type, of dimension n ≥ 2, with hyperbolic metric γ of sectional
curvature −1. The hyperbolic cone space–time (M¯, γ¯0) with spatial
section M is the Lorentzian cone over (M,γ), i.e.
M¯ = (0,∞) ×M, γ¯ = −dρ2 + ρ2γ.
Let (M¯, γ¯) be a hyperbolic cone spacetime of dimension n + 1. The family
of hyperboloids Mρ given by ρ =constant has normal
T = ∂ρ.
Here T is future directed w.r.t. the time function ρ. Construct an adapted
ON frame T, ei on M¯ . A calculation gives
kij = −
1
ρ
gij ,
and the mean curvature is given by trk = −n/ρ. The mean curvature time
is defined by setting t = trk and the t-foliation has lapse
N = −〈∂t, T 〉 =
n
t2
.
In terms of the mean curvature time we have
g(t) =
n2
t2
γ, k(t) =
n
t
γ. (2.11)
In the rest of this section we will consider CMCSH foliations, with the
reference metric gˆ chosen as gˆ = γ.
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2.3. The constraint set and the slice. Let M be a compact manifold of
hyperbolic type, of dimension n ≥ 2 with hyperbolic metric γ of sectional
curvature −1.
For s > n/2, letMs be the manifold of Riemann metrics of Sobolev class
Hs on M . Then Ms is a smooth Hilbert manifold and Ds+1 acts on Ms as
a Frechet Lie group.
Lemma 2.2. Let s > n/2 + 1 and fix τ ∈ R, τ 6= 0. There is an open
neighborhood Usτ ⊂ M
s of n
2
τ2 γ, so that for all g ∈ U
s
τ , there is a unique
φ ∈ Ds+1(M), so that φ : (M,g)→ (M,γ) is harmonic.
Proof. M is compact and γ has negative sectional curvature. Then there
is a unique harmonic map φ ∈ Hs+1(M ;M) from (M,g) to (M,γ) [6]. For
g close to γ, the implicit function theorem shows φ is close to the identity
map Id and hence φ ∈ Ds+1(M). 
Let Usτ be as in Lemma 2.2. Let S
s
τ ⊂M
s be defined by
Ssτ = {g ∈ U
s
τ : Id : (M,g)→ (M,γ) is harmonic}. (2.12)
For g ∈ Usτ , if φ is the harmonic map provided by Lemma 2.2, φ∗g ∈ S
s
τ .
By uniqueness for harmonic maps with target (M,γ), it follows that Ssτ is a
local slice for the action of Ds+1 on M. For s > n/2, let
Csτ = {(g, k) ∈ H
s ×Hs−1, trgk = τ,
(g, k) solves the constraint equations (2.4)}, (2.13)
be the set of solutions to the vacuum Einstein constraint equations, with
trk = τ . As M is a manifold of hyperbolic type, Csτ is a smooth Hilbert
manifold, cf. [7]. The action of Ds+1 on Csτ is the lift of the action on M,
and therefore the local slice Ssτ ⊂M
s lifts to a local slice Σsτ , at (
n2
τ2 γ, k) ∈ C
s
τ ,
Σsτ = {(g, k) : (g, k) ∈ C
s
τ and g ∈ S
s
τ}.
The slice Σsτ is a smooth Hilbert submanifold of C
s
τ .
A symmetric 2-tensor h on (M,g), which satisfies trh = 0, divh = 0, is
called a TT–tensor (w.r.t. g). In the rest of this section, let D denote the
Frechet derivative in the direction (h, p) ∈ T(γ,−γ)C−n. It is important to
keep in mind that expressions involving D are evaluated at (γ,−γ).
Lemma 2.3.
T
(n
2
τ2
γ,n
τ
γ)
Στ = {(h, p), h, p TT–tensors w.r.t. γ}. (2.14)
Proof. We give the proof assuming τ = −n, the general case follows by
scaling. First note
0 = Dtrk = trγh+ trγp. (2.15)
Since k
∣∣
(γ,−γ)
= −γ, (2.15) implies D|k|2 = 0. Let H = R+(trk)2− |k|2, so
that the Hamiltonian constraint (2.4a) is 0 = H. By the above,
0 = DH = DR.
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Any symmetric 2–tensor can be decomposed as
h = ψγ + hTT + LY γ,
where ψ is a function, hTT is a TT–tensor and Y is a vector–field. As
γ is hyperbolic, R[γ] is constant, and due to covariance of R, DR.LY γ =
Y R[γ] = 0. The Frechet derivative of the scalar curvature is the operator
DR.u = −∇k∇ku
i
i +∇
i∇juij −Riju
ij ,
which by the above gives
DR.h = DR.(ψγ)
= −(n− 1)∆γψ + n(n− 1)ψ.
In view of the fact that ∆ is negative semidefinite, 0 = DR implies ψ = 0.
Thus,
h = hTT + LY γ. (2.16)
Let V be given by (2.6). Then with gˆ = γ,
DV i = ∇jh ij −
1
2
∇itrh,
where∇,Γ, tr are defined w.r.t. γ. By definition, V = 0 on Sτ , and therefore
(h, p) ∈ T(γ,−γ)Στ implies using (2.16)
DV = DV.LY γ,
which by the uniqueness of harmonic maps with target γ implies that Y = 0
and hence h = hTT. In particular trh = 0 and therefore by (2.15), trp = 0.
Let Ci = ∇itrk − ∇
jkji so that the momentum constraint (2.4b) is 0 =
Ci. By assumption, ∇itrk = 0, which using h = hTT and the momentum
constraint (2.4b) gives
0 = ∇jpji,
where ∇ is the covariant derivative w.r.t. γ. By the above, trp = 0 so p is
a TT–tensor w.r.t. γ. 
2.4. Flat space–times. Let (M¯ , γ¯) be a hyperbolic cone space–time of
dimension n + 1, n ≥ 2, with spatial section (M,γ). Consider a vacuum
metric g¯ on M¯ . Then, Cαβγδ = R¯αβγδ is the Weyl tensor and by the structure
equations,
CiT jT = Rij − kimk
m
j + kijtrk (2.17)
CmTij = d
∇kmij (2.18)
where the covariant exterior derivative d∇u on symmetric 2-tensors is
(d∇u)ijk = ∇kuij −∇juik
Let Eij = CiT jT and Fmij = CmTij , considered as tensors on M , and define
the second order elliptic operator A on symmetric 2–tensors by
Au = ∇∗∇u− nu, (2.19)
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so that (Au)ij = −∇
k∇kuij − nuij. By [11, Lemma 4]
kerA = ker tr ∩ ker d∇. (2.20)
An element of ker d∇ is called aCodazzi tensor, i.e. the kernel of A consists
of the trace–free Codazzi tensors. Clearly, a trace-free Codazzi tensor is also
a TT–tensor. Let D denote the Frechet derivative in the direction
(h, p) ∈ T(γ,−γ)Στ ,
as in section 2.3.
Lemma 2.4.
2DE(γ,−γ)(h, p) = Ah− (n− 2)h − 2(n− 2)p, (2.21a)
DF (γ,−γ)(h, p) = d∇(p+ h). (2.21b)
Proof. By Lemma 2.3, (h, p) are TT–tensors w.r.t. γ. If h is a TT–tensor,
w.r.t. γ, then
DRij .h =
1
2
∇∗∇hij − nhij = −
1
2
∇k∇khij − nhij, (2.22)
which gives (2.21a) after simplification. The Frechet derivative of Γijk is
given by
DΓijk.h =
1
2
gim(∇jhkm +∇khjm −∇mhjk). (2.23)
A computation using (2.23) and (2.18) yields
DCmTij = ∇jhim −∇ihjm +∇jpim −∇ipjm,
which gives (2.21b). 
Consider a curve g¯λ of vacuum metrics on M¯ , g¯0 = γ¯, such that {Mt} is
CMCSH foliation with respect to g¯λ, and let gλ, kλ be the induced data on
M−n. Then
(h, p) =
∂
∂λ
(gλ, kλ)
∣∣∣∣
λ=0
,
satisfy (h, p) ∈ T(γ,−γ)Σ−n. As above, let D denote the Frechet derivative in
the direction (h, p). If we further assume that g¯λ is a family of flat metrics,
then DE = 0 and DF = 0.
Decompose h, p using the L2–orthogonal direct sum decomposition kerA⊕
kerT A, and write h = h0 + h1, p = p0 + p1, with h0, p0 ∈ kerA, h1, p1 ∈
kerT A. Then DE = 0 is equivalent to the system of equations
(n− 2)[h0 + 2p0] = 0, (2.24)
Ah1 − (n− 2)h1 − 2(n− 2)p1 = 0. (2.25)
By Lemma 2.3, h, p are TT–tensors on (M,γ). Therefore, by (2.21b), h+p ∈
ker tr∩ ker d∇, and hence, by (2.20), h1+ p1 = 0. This means that equation
(2.25) is equivalent to
0 = Ah1 + (n − 2)h1.
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The restriction of A to kerT A is positive definite, so it follows that h1 = 0.
However, we know that h1 + p1 = 0, and hence h1 = p1 = 0. Thus we have
shown that (h, p) = (h0, p0). It remains to make use of (2.24). In case n = 2,
this is trivial, while if n ≥ 3, h0 + 2p0 = 0 follows.
By construction, kerDE ∩ kerDF is precisely the formal tangent space
Tγ¯F(M¯) at γ¯, of the space of flat Lorentz metrics F(M¯) on M¯ . Recalling
that in dimension 2, TT–tensors are precisely trace–free Codazzi tensors [2],
we have proved
Lemma 2.5. If n = 2, Tγ¯F(M¯) is isomorphic to the direct sum of the space
of TT-tensors on M with itself, while for n ≥ 3, Tγ¯F(M¯) is isomorphic to
the space of trace–free Codazzi tensors on M . 
In case n = 2, M is a Riemann surface of genus ≥ 2, and in this case
Tγ¯F(M¯) has dimension 12genus(M)− 12, while for n ≥ 3, Tγ¯F(M¯) is trivial
in case (M,γ) has no non–vanishing trace–free Codazzi tensors, a topological
condition. This motivates the following definition.
Definition 2.6. A hyperbolic manifold (M,γ) of dimension 3, is rigid if it
admits no non–zero Codazzi tensors with vanishing trace. A hyperbolic cone
space–time (M¯ , γ¯) is called rigid if (M,γ) is rigid.
A computation [11] shows that (M,γ) is rigid in the sense of Definition
2.6, if and only if the formal tangent space at γ, of the space of flat con-
formal structures on M is trivial. Kapovich [10, Theorem 2] proved the
existence of compact hyperbolic 3–manifolds which are rigid w.r.t. infinites-
imal deformations in the space of flat conformal structures. We formulate
this as
Proposition 2.7. The class of rigid hyperbolic 3–manifolds (M,γ) (and
rigid standard space–times (M¯ , γ¯)), in the sense of Definition 2.6, is non–
empty. 
3. Weyl fields
In this section, and in the rest of the paper, let n = 3. A tracefree 4-tensor
W with the symmetries of the Riemann tensor is called a Weyl field. We
define the left and right Hodge duals of W by
∗Wαβγδ =
1
2
ǫαβµνW
µν
γδ, (3.1)
W ∗αβγδ =W
µν
αβ
1
2
ǫµνγδ. (3.2)
If W is a Weyl field, then ∗W =W ∗ and W = −∗ (∗W ). Define the tensors
J and J∗ by
∇¯αWαβγδ = Jβγδ , (3.3a)
∇¯a∗Wαβγδ = J
∗
βγδ . (3.3b)
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Then
J∗βγδ =
1
2
J µνβ ǫµνγδ,
and
∇¯[µWγδ]αβ =
1
3
ǫνµγδJ
∗ν
αβ, (3.4a)
∇¯[e
∗W γδ]αβ = −
1
3
ǫνµγδJ
ν
αβ. (3.4b)
The electric and magnetic parts E(W ), B(W ) of the Weyl field W , with
respect to the foliation Mt are defined by
E(W )αβ =WαµβνT
µT ν , B(W )αβ =
∗WαµβνT
µT ν. (3.5)
The tensors E and B are t–tangent, i.e. EαβT
β = BαβT
β = 0 and tracefree,
g¯αβEαβ = g¯
αβBαβ = 0. It follows that g
ijEij = g
ijBij = 0.
In case (M¯, g¯) is vacuum, i.e. R¯αβ = 0, the Weyl tensor Cαβγδ of (M¯, g¯)
satisfies Cαβγδ = R¯αβγδ the Gauss and Codazzi equations can be written in
terms of E and B to give
∇ikjm −∇jkim = ǫ
l
ij B(C)lm, (3.6a)
Rij − kimk
m
j + kijtrk = E(C)ij . (3.6b)
Note that from the definition (A.18) of d∇, (3.6a) is equivalent to d∇kmij =
−ǫ lij Blm. Using the definition (A.13) of curl and (A.19) we get the alternate
form of (3.6a), valid if (g, k) satisfies the vacuum constraint equations (2.4),
−(curlk)ij = B(C)ij. (3.7)
The following identities relate W, ∗W,E = E(W ), B = B(W ), cf. [5, eq.
(7.2.1), p. 169]
WijkT = −ǫ
m
ij Bmk,
∗W ijkT = ǫ
m
ij Emk,
Wijkℓ = −ǫijmǫkℓnE
mn, ∗W ijkℓ = −ǫijmǫkℓnB
mn.
(3.8)
The tensors ∇¯TE, ∇¯TB have the property
gij∇¯TEij = 0, g
ij∇¯TBij = 0,
i.e. the pull–back of ∇¯TE, ∇¯TB to M is trace–free, but ∇¯TE, ∇¯TB are not
t–tangent in general. The following result allows us to express derivatives
of the Weyl field W in terms of E(W ), B(W ), J(W ), J∗(W ). See Appendix
A.2 for the definition of div and curl.
Proposition 3.1. Let E,B be the electric and magnetic parts of a Weyl-
field W and let J, J∗ be defined from W by (3.4). Then
divEi = +(k ∧B)i + JT iT , (3.9a)
divBi = −(k ∧ E)i + J
∗
T iT . (3.9b)
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∇¯TEij − curlBij = −N
−1(∇N ∧B)ij −
3
2
(E × k)ij +
1
2
(trk)Eij − JiT j ,
(3.10a)
∇¯TBij + curlEij = +N
−1(∇N ∧ E)ij −
3
2
(B × k)ij +
1
2
(trk)Bij − J
∗
iT j .
(3.10b)
Written in terms of L∂t, (3.10) becomes
N−1L∂tEij = +curlBij −N
−1(∇N ∧B)ij
−
5
2
(E × k)ij −
2
3
(E · k)gij −
1
2
trkEij +N
−1LXEij − JiT j,
(3.11a)
N−1L∂tBij = −curlEij +N
−1(∇N ∧ E)ij
−
5
2
(B × k)ij −
2
3
(B · k)gij −
1
2
(trk)Bij +N
−1LXBij − J
∗
iT j .
(3.11b)
Proof. We write ∇¯αEαi in two ways. First,
divEi = ∇¯
αEαi −N
−1∇jNEji.
Secondly, by (3.8) and (A.10),
∇¯αEαi = ∇¯
αWαTiT + g¯
αβWαγiδ∇¯βT
γT δ + g¯αβWαγiδT
γ∇¯βT
δ
= JT iT + (k ∧B)i +N
−1∇jNEji.
This gives (3.9a) and the argument for (3.9b) is similar. To prove (3.10),
first note the identities
∇¯kWiT jT = ∇kEij − (ǫ
m
il Bmj + ǫ
m
jl Bmi)k
l
k, (3.12a)
∇¯k
∗W iT jT = ∇kBij + (ǫ
m
il Emj + ǫ
m
jl Emi)k
l
k. (3.12b)
From this we get, after expanding the covariant derivative, and rewriting
using (3.8)
ǫ mni ∇¯nWmTjT + ǫ
mn
j ∇¯nWmTiT = 2(curlE)ij + 3(B × k)ij − (trk)Bij ,
(3.13a)
ǫ mni ∇¯n
∗WmTjT + ǫ
mn
j ∇¯n
∗WmTiT = 2(curlB)ij − 3(E × k)ij + (trk)Eij .
(3.13b)
The Bianchi equations (3.4) imply
ǫ mni ∇¯TWmnjT = 2ǫ
mn
i ∇¯nWmTjT − 2J
∗
ijT , (3.14a)
ǫ mni ∇¯T
∗WmnjT = 2ǫ
mn
i ∇¯n
∗WmTjT + 2JijT . (3.14b)
Using (3.8) and (2.2) we get
ǫ mni ∇¯TWmnjT = −2∇¯TBij + 2N
−1(∇N ∧ E)ij , (3.15a)
ǫ mni ∇¯T
∗WmnjT = 2∇¯TEij + 2N
−1(∇N ∧B)ij. (3.15b)
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Using (3.15), multiplying by 12 , taking the symmetric parts of (3.14) and
using (3.13) now gives the identities (3.10). It is straightforward to derive
(3.11) from (3.10) using (A.17). 
Given a Weyl fieldW , the covariant derivative ∇¯TW is again a Weyl field.
Proposition 3.1 gives the following expressions for E(∇¯TW ), B(∇¯TW ).
Corollary 3.2.
E(∇¯TW )ij = +curlBij −
3
2
(E × k)ij +
1
2
(trk)Eij − JiT j , (3.16a)
B(∇¯TW )ij = −curlEij −
3
2
(B × k)ij +
1
2
(trk)Bij − J
∗
iT j . (3.16b)
where in the right hand side, E,B, J, J∗ are defined w.r.t. W .
Proof. From the definition and using (2.2) we have, taking into account the
fact that E is t–tangent,
E(∇¯TW )ij = T
γT δT ν∇¯νWiγjδ
= T ν∇¯νE(W )ij −N
−1∇mNWimjT −N
−1∇nNWiT jn
using (3.8) and (A.11)
= T ν∇¯νE(W )ij +N
−1(∇N ∧B(W ))ij,
which gives (3.16a) using (3.10a). The proof of (3.16b) is similar. 
4. The Bel-Robinson Energy
Given a Weyl fieldW we can associate to it a fully symmetric and traceless
tensor
Q(W )αβγδ =WαµγνW
µ ν
β δ +
∗Wαµγν
∗W µ νβ δ . (4.1)
Q(W ) is positive definite in the sense that Q(X,Y,X, Y ) ≥ 0 whenever X,Y
are timelike vectors, with equality only if W vanishes, cf. [4, Prop. 4.2] Let
E = E(W ), B = B(W ). The following identities relate Q(W ) to E and B.
Q(W )TTTT = |E|
2 + |B|2, (4.2a)
Q(W )iTTT = 2(E ∧B)i, (4.2b)
Q(W )ijTT = −(E × E)ij − (B ×B)ij +
1
3
(|E|2 + |B|2)gij , (4.2c)
where |E|2 = EijEij = |E|
2
g, and similarly for |B|
2. From equations (3.8)
and (4.2a) it follows that Q(W )TTTT = 0 if and only if W = 0. The
divergence of the Bel–Robinson tensor takes the form [5, Prop. 7.1.1]
∇¯αQ(W )αβγδ =W
µ ν
β δ J(W )µγν +W
µ ν
β γ J(W )µδν
+ ∗W µ νβ δ J
∗(W )µγν +
∗W µ νβ γ J
∗(W )µδν ,
(4.3)
and the definition of E(W ) and B(W ) gives
∇¯αQ(W )αTTT = 2E
ij(W )J(W )iT j + 2B
ij(W )J∗(W )iT j. (4.4)
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Let W be a Weyl field and let Q(W ) be the corresponding Bel-Robinson
tensor. Then working in a foliation Mt, we define the Bel-Robinson energy
Q(t,W ) by
Q(t,W ) =
∫
Mt
Q(W )TTTTdµMt .
By the Gauss law, this has the evolution equation
∂tQ(t,W ) = −
∫
Mt
N∇¯αQ(W )αTTTdµMt
− 3
∫
Mt
NQ(W )αβTTπ
αβdµMt ,
(4.5)
where π denotes the “deformation tensor” of T ,
παβ = ∇¯αTβ. (4.6)
The components of π in terms of an adapted, Fermi–propagated frame are
as follows:
πij = −kij , πiT = 0, (4.7a)
πT i = N
−1∇iN, πTT = 0. (4.7b)
We will need control of g¯ in H3, and for this purpose we consider in ad-
dition to the Bel–Robinson energy of order zero, Q0(t,W ) = Q(t,W ), the
first order Bel–Robinson energy Q1(t,W ) = Q(t, ∇¯TW ). In the vacuum
case, J(W ) = J∗(W ) = 0, so we may view Q1 as a function on the set of
solutions to the Einstein vacuum constraint equations, by using Corollary
3.2 to compute E(∇¯TW ), B(∇¯TW ).
Expanding ∂tQ(t,W ) using (4.2), (4.4), (4.7), gives
∂tQ(t,W ) = −3
∫
Mt
N [(E × E) · k + (B ×B) · k −
1
3
(|E|2 + |B|2)trk
− 2N−1∇iN(E ∧B)i]dµMt
− 2
∫
Mt
N(EijJiT j +B
ijJ∗iT j)dµMt
(perform a partial integration and use (A.15))
= −3
∫
Mt
N [(E × E) · k + (B ×B) · k −
1
3
(|E|2 + |B|2)trk
− 2curlE · B + 2E · curlB]dµMt
− 2
∫
Mt
N(EijJiT j +B
ijJ∗iT j)dµMt . (4.8)
It is straightforward to show that this expression agrees with that obtained
after a direct computation of ∂tQ(t,W ) using (3.11).
Let τ = trk and specialize to a constant mean curvature foliation {Mτ}
in the following. With the discussion in subsection 2.2 as a guide we intro-
duce the following quantities which vanish when evaluated in the standard
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foliation on a hyperbolic cone space–time, namely the “trace free” part πˆ of
π,
πˆαβ = παβ +
τ
3
(g¯αβ + TαTβ) (4.9)
and the “perturbed” part of the lapse,
Nˆ = N −
3
τ2
. (4.10)
In the following Lemma we record the form of ∂τQi, i = 0, 1 which will
be used in the global existence proof.
Lemma 4.1. In a vacuum space time, the Bel–Robinson energies Qj(t,W ),
j = 0, 1 satisfy the following conservation laws.
∂τQ0(τ,W ) =
3
τ
Q0(t,W )− 3
∫
Mτ
NQ(W )αβγδ πˆ
αβT γT δdµMτ
+ τ
∫
Mτ
NˆQ(W )TTTTdµMτ ,
(4.11)
∂τQ1(τ,W ) =
5
τ
Q1(t,W )− 2
∫
Mτ
NG1(W )dµMτ
− 3
∫
Mt
NQ(∇¯TW )αβγδπˆ
αβT γT δdµMτ
+
5τ
3
∫
Mτ
NˆQ(∇¯TW )TTTTdµMτ ,
(4.12)
where
G1(W ) = E(∇¯TW )
ij(J(∇¯TW )iT j +
τ
3
E(∇¯TW )ij)
+B(∇¯TW )
ij(J∗(∇¯TW )iT j +
τ
3
B(∇¯TW )ij).
(4.13)
In particular,
J(∇¯TW )iT j +
τ
3
E(∇¯TW )ij = πˆ
αµ∇¯µWαiT j +
3
2
(E × E)ij −
3
2
(B ×B)ij
(4.14a)
J∗(∇¯TW )iT j +
τ
3
B(∇¯TW )ij = πˆ
αµ∇¯µ
∗WαiT j + 3(E ×B)ij (4.14b)
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where
πˆαµ∇¯µWαiT j = kˆ
rs∇s(−ǫ
n
ri Bnj)
− kˆrskrsEij + kˆ
rsksiErj + kˆ
rsk ms ǫ
n
ri ǫ
p
mjEnp
−N−1∇rN(∇rEij + k
s
r ǫ
n
si Bnj + k
s
r ǫ
n
sj Bni) (4.15a)
πˆαµ∇¯µ
∗WαiT j = kˆ
rs∇s(ǫ
n
ri Enj)
− kˆrskrsBij + kˆ
rsksiBrj + kˆ
rsk ms ǫ
n
ri ǫ
p
miBnp
−N−1∇rN(∇rBij − k
s
r ǫ
n
si Enj − k
s
r ǫ
n
sj Eni) (4.15b)
Remark 4.1. In the proof of the main theorem, it is of central importance
that the terms in (4.14) are quadratic in πˆ, ∇¯W,W . This has the conse-
quence that the term given by (4.13) can be treated as a perturbation term in
case of small data. In particular the terms πˆαµ∇¯µWαiT j and πˆ
αµ∇¯µ
∗WαiT j
when expanded are seen to be of third order in N−1∇iN, kij , Eij , Bij and of
second order in kˆij,∇iEjk,∇iBjk. We will not make use of the explicit ex-
pression for ∂tQ1, but for completeness, it is given in equation (4.19) below.
Proof. In order to evaluate DivQ(∇¯TW )(T, T, T ), we need J(∇¯TW )iT j and
J∗(∇¯TW )iT j . A computation gives
J(∇¯TW )βγδ = ∇¯
α∇¯TWαβγδ = π
αν∇¯νWαβγδ + T
ν∇¯νJ(W )βγδ
+ T νR¯ µαα νWµβγδ + T
νR¯ µαβ νWαµγδ
+ T νR¯ µαγ νWαβµδ + T
νR¯ µαδ νWαβγµ,
(4.16)
Note that in vacuum, J(W ) = 0 and R¯αβγδ =Wαβγδ. Substituting R¯ for W
in (4.16) and using (3.8) to rewrite the terms quadratic in W gives (4.14a).
A similar calculation for J∗(∇¯TW ), taking into account the fact that in this
case, R¯ = W and ∗W are distinct, gives (4.14b). It is now straightforward
to check that (4.11) and (4.12) hold, given the definition of G1 in (4.13). 
One can decompose equations (4.14) into symmetric and antisymmetric
parts to obtain the analogues of equations (3.9) and (3.10). Setting J(W ) =
J∗(W ) = 0 for the vacuum case, defining E˜ij = E(∇¯TW )ij and B˜ij =
B(∇¯TW )ij and writing Eij|k and Bij|k for ∇kEij and ∇kBij respectively we
get, first for the symmetric parts (the analogues of equations (3.11)),
N−1L∂tE˜ij = kij(k
lmElm) + gij [E
lmElm + k
lsk ms Elm + k
lmE˜lm −B
lmBlm]
+ 2Eij(k
lmklm)− 3EilE
l
j − 3k
m
i E˜mj
− 3k mj E˜mi − k
m
i k
l
j Elm + 3BilB
l
j
+
1
2
gjkǫ
lkm(B˜im|l − kmsB
s
i|l) +
1
2
gikǫ
lkm(B˜jm|l − kmsB
s
j|l)
+N−1N |lEij|l −
5
2
k sj k
m
s Eim −
5
2
k si k
m
s Ejm
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+ (trk)[3E˜ij +
5
2
k mi Ejm +
5
2
k mj Eim − 2(trk)Eij − gijk
lmElm]
+N−1N |l[Briǫkjrk
k
l +B
r
jǫkirk
k
l − ǫrjlB˜
r
i − ǫrilB˜
r
j]
+N−1LXE˜ij (4.17a)
N−1L∂tB˜ij = 2Bijk
lmklm + gij [2B
lmElm + k
lsk ms Blm + k
lmB˜lm]
+N−1N |lBij|l − 3B
m
jEim − 3B
m
iEjm − 3k
l
i B˜lj
− 3k lj B˜li − k
l
i k
s
j Bls + kijk
lmBlm
−
5
2
(kjmk
mlBli + kimk
mlBlj)
−
1
2
gikǫ
lkm(E˜mj|l − k
s
mEsj|l)−
1
2
gjkǫ
lkm(E˜mi|l − k
s
mEsi|l)
+ (trk)[3B˜ij +
5
2
k li Blj +
5
2
k lj Bli − 2(trk)Bij − gijk
lmBlm]
−N−1N |l[Eriǫkjrk
k
l +E
r
jǫkirk
k
l − ǫrjlE˜
r
i − ǫrilE˜
r
j ]
+N−1LXB˜ij (4.17b)
and then for the antisymmetric part (the analogues for equations (3.9)),
E˜
i |j
j = k
m
j B˜mrǫ
ijr − k mj E
i |j
m + (trk)ǫ
imnk smBsn − k
i
rk
s
l Bsjǫ
rlj (4.18a)
B˜
i |j
j = −k
m
j E˜mrǫ
ijr − k mj B
i |j
m − (trk)ǫ
imnk smEsn + k
i
rk
s
l Esjǫ
rlj
(4.18b)
The formula for ∂tQ1 that is analogous to that given above for ∂tQ is
given explicitely as follows,
∂
∂t
∫
M
µg(E˜
ℓ
i E˜
i
ℓ + B˜
ℓ
i B˜
i
ℓ) = ∂tQ1
= 2
∫
M
{
Ngjkǫ
ℓkm
[
kˆ sm(B˜
ijEsi|ℓ − E˜
ijBsi|ℓ)
]
µg
+Nµg(trk)
[
5
6
E˜ijE˜ij +
5
6
B˜ijB˜ij
]
+ µgN
|ℓ
(
E˜ijEij|ℓ + B˜
ijBij|ℓ
)
+ 2Nµg
(
kˆmnkˆ
mn
)(
E˜ijEij + B˜
ijBij
)
− 4Nµg kˆ
ℓ
j
[
E˜iℓE˜
j
i + B˜
i
ℓB˜
j
i
]
+Nµg
[
(E˜ij kˆij)(E
mnkˆmn) + (B˜
ij kˆij)(B
mnkˆmn)
]
− 3Nµg
[
E˜ijEiℓE
ℓ
j − E˜
ijBiℓB
ℓ
j + 2B˜
ijBℓjEiℓ
]
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− 3N|ℓǫ
rjℓE˜ijB˜riµg + 2N
|ℓ
[
E˜ijBriǫ
kjr(kˆℓk +
1
3
glk(trk))
−B˜ijEriǫ
kjr(kˆkℓ +
1
3
gkl(trk))
]
µg
−Nµgkˆ
m
i kˆ
ℓ
j
[
E˜ijElm + B˜
ijBℓm
]
− 5Nµg kˆ
s
j kˆ
m
s (E˜
ijEim + B˜
ijBim)
}
(4.19)
4.1. The scale–free Bel–Robinson energy. In the rest of section 4, let
n = 3, and assume (M¯ , g¯) is a vacuum space–time with a CMC foliation
{Mτ} with τ = trk < 0. Let Wαβγδ = R¯αβγδ be the Weyl tensor of (M¯ , g¯).
Then W satisfies the homogenous Bianchi identities, i.e. J(W ) = J∗(W ) =
0.
Since we will be estimating geometric quantities in terms of Q0,Q1 via
Sobolev inequalities which depend on scale, we need scale–free versions of
these energies. It follows from the definitions that the following variables are
scale–free if λ has dimensions (length)−1. Here indices refer to a coordinate
frame.
g˜ab = λ
2gab, T˜
α = λ−1Tα, (4.20a)
k˜ab = λkab, t˜rk = λ
−1trk, (4.20b)
N˜ = λ2N, µ˜g = λ
3µg. (4.20c)
Note that trk has dimensions of (length)−1 while we treat spatial coordinates
as dimensionless quantities. The Weyl tensor in the (3,1) form is conformally
invariant, and hence the Bel–Robinson tensor is also conformally invariant,
and in particular scale–free. From this can be seen that the Bel–Robinson
energies Q0,Q1 have dimensions (length)
−1 and (length)−3 respectively, so
that the expressions
Q˜i = λ
−1−2iQi, i = 0, 1,
are scale–free, i.e. Q˜i is precisely given by Qi evaluated on the scale–free
variables g˜, k˜ etc. In the following we will use the scale factor λ, defined by
λ =
|trk|
3
= −
trk
3
. (4.21)
The scale–free energy function which will be used in the proof of global
existence is the sum of Q˜0 and Q˜1,
E = Q˜0 + Q˜1. (4.22)
It is convenient to introduce the logarithmic time σ = − ln(−τ). Then
σ ր∞ as τ ր 0. The logarithmic time σ has the property that ∂σ = −τ∂τ
is scale–free, so that for example ∂σE is scale–free.
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4.2. The Hessian of the Bel–Robinson energy. LetM be a compact 3–
dimensional manifold of hyperbolic type and let γ be the standard hyperbolic
metric onM . Let ( 9
τ2
γ, 3τ γ) be data with mean curvature τ for the hyperbolic
cone space–time (M¯ , γ¯). For s ≥ 3, let Σsτ be the local slice for the action
of Ds+1 on the constraint set Cτ , at the hyperbolic cone data with mean
curvature τ .
The energies Q˜0, Q˜1, E may be thought of as functions on the constraint
set Csτ by using equations (3.6) and (3.8). The following Lemma is a straight-
forward consequence of the Sobolev imbedding theorems.
Lemma 4.2. The scale–free energies Q˜0(τ,W ), Q˜1(τ,W ), E(τ,W ), are C
∞
functions on C3τ and Σ
3
τ .
Let HessQ˜0(γ,−γ) denote the Hessian of the function Q˜0, evaluated at
(γ,−γ). A computation shows that for (h, p) ∈ T(γ,−γ)TΣ−n,
HessQ˜0(γ,−γ)((h, p), (h, p)) =
1
2
||Ah||2L2 + (Ap, p)L2 +
1
2
||h+ 2p||2L2 ,
where A is given by (2.19), and || · ||L2 , (·, ·)L2 denote the L
2 norm and inner
product defined with respect to γ. Recall that kerA = {0} if and only if M
is rigid. It is now straightforward to prove the following Lemma.
Lemma 4.3. LetM be a compact hyperbolic 3–manifold. The Hessian of the
scale–free Bel–Robinson energy Q˜0, defined by equation (4.22), considered
as a function on Σ−3, evaluated at the standard data (γ,−γ), satisfies the
inequality
HessQ˜0(γ,−γ)((h, p), (h, p)) ≥ C(||h||
2
H2 + ||p||
2
H1), (4.23)
if and only if M is rigid. The constant C depends only on the topology of
M . 
Consider a solution h¯ of the linearized Einstein equations on the hyper-
bolic cone space–time (M¯, γ¯). The derivative of the Weyl tensor in the
direction of h,
W ′ = DW [γ¯].h¯,
is a Weyl field on (M¯, γ¯) which satisfies the homogeneous Bianchi equations,
J(W ′) = J∗(W ′) = 0, (4.24)
Let E(W ′), B(W ′) be the electric and magnetic parts of W ′ at M−3 ⊂ M¯ .
Then
DE(∇¯TW )|γ¯ h¯ = E(∇¯TW
′), DB(∇¯TW )|γ¯h¯ = B(∇¯TW
′).
Recall that the second fundamental form of M−3 is k = −γ. This implies
using (3.9), (4.24),
divE(∇¯TW
′) = divB(∇¯TW
′) = 0, (4.25)
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which shows that E(∇¯TW
′) and B(∇¯TW
′) are TT–tensors. It follows from
Corollary 3.2, using k = −γ and (4.24),
E(∇¯TW
′) = +curlB(W ′) +
1
2
trkE(W ′),
B(∇¯TW
′) = −curlE(W ′) +
1
2
trkB(W ′).
The scale–free Bel–Robinson energy E is a smooth function on Σ3τ . Using
the above it is straightforward, using (A.23) to prove that the Hessian of E
is positive definite on H3 ×H2 in case M is rigid. We state this as
Theorem 4.4. The hessian HessE on Στ , evaluated at the standard data
( τ
2
9 γ,
τ
3γ), satisfies the inequality
HessE( 9
τ2
γ, 3τ γ)((h, p), (h, p)) ≥ C(||h||
2
H3 + ||p||
2
H2), (4.26)
if and only if M is rigid. The constant C depend only on the topology of M .
Results analogous to Theorem 4.4 can easily be proved for even higher
order Bel–Robinson type energies. This will not be needed in this paper.
5. Estimates
In this section we will introduce a “smallness condition” on the vacuum
data (g, k), under which we are able to control all relevant geometric quanti-
ties in terms of the energy function E defined in section 4.1. Recall the def-
inition of the slice Στ in section 2.3. In particular, vacuum data (g, k) ∈ Στ
satisfy the CMCSH gauge conditions.
Definition 5.1. Let (g, k) be a vacuum data set on M with mean curvature
τ . Let λ be given by (4.21) and let (g˜, k˜) be the rescaled metric and second
fundamental form as defined in (4.20). Let B(α) be the set of (g, k) ∈ Σ3τ so
that
||g˜ − γ||2H3 + ||k˜ + γ||
2
H2 < α.
We will say that (g, k) satisfies the smallness condition if (g, k) ∈ B(α). 
The smoothness of the scale–free Bel–Robinson energy E , Lemma 4.2,
together with the fact that the Hessian of E , the scale–free Bel–Robinson
energy restricted to the slice Στ is positive definite with respect to the
Sobolev norm H3 × H2, Theorem 4.4, implies, by Taylor’s theorem, the
following estimate.
Theorem 5.2. Assume that M is rigid. There is an α > 0 so that for
(g, k) ∈ B(α), there is a constant D(α) < ∞, depending only on α and the
topology of M , such that
D(α)−1E(g, k) ≤ ||g˜ − γ||2H3 + ||k˜ + γ||
2
H2 ≤ D(α)E(g, k). (5.1)
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In view of the analysis of the elliptic defining equations for N,X in [1],
there is a neighborhood of (γ,−γ) in Σ3−3, such that Nˆ ,X are small inW
1,∞
norm, defined by ||f ||W 1,∞ = ||f ||L∞ + ||Df ||L∞ . It is straightforward to
check
Corollary 5.3. Let α > 0 be such that the conclusion of Theorem 5.2 holds.
There is a constant δ > 0 so that for (g, k) ∈ B(α) with E(g, k) < δ, it holds
that
max(Λ, ||Nˆ ||W 1,∞ , ||X||W 1,∞ , ||g||W 1,∞ , ||k||L∞) < 1/δ.
Lemma 5.4. Let α > 0 be small enough so that the conclusion of Theorem
5.2 holds. Let (g, k) ∈ B(α) and let N,X be the corresponding solutions of
the defining equations (2.8). Then there is a constant C such that
||
˜ˆ
k||L∞ ≤ CE
1
2 , (5.2a)
||
˜ˆ
N ||L∞ ≤ CE , (5.2b)
||∇˜N ||L∞ ≤ CE , (5.2c)
||˜ˆπ||L∞ ≤ CE
1
2 . (5.2d)
Proof. The inequality (5.2a) follows from the definition of B and Sobolev
imbedding. The Lapse equation (2.8a) implies by the maximum principle,
|Nˆ | ≤
3
τ2
||kˆ||2L∞
||k||2L∞
,
which gives (5.2b) after rescaling. A standard elliptic estimate gives (5.2c).
Finally, (4.7) together with the above estimates yield ||˜ˆπ||L∞ ≤ C(E
1
2 + E),
which after using the smallness assumption and redefining C gives
||˜ˆπ||L∞ ≤ CE
1
2 .

5.1. Differential inequalities for the Rescaled Bel–Robinson ener-
gies. In this section we will estimate the time derivatives ∂σQ˜i of the scale–
free Bel–Robinson energies with respect to the logarithmic time σ defined
in section 4.1.
Lemma 5.5. Assume (g, k) ∈ B(α) for α sufficiently small so that the
conclusion of Theorem 5.2 holds. Then
∂σQ˜0(σ,W ) ≤ −(2− 2CE
1/2)Q˜0, (5.3)
Proof. Replacing all the fields in the RHS of (4.11) by their scale–free ver-
sions, noting in particular that τ˜ = −3 and t < 0, we get
∂σQ˜0 = −2Q˜0 + F˜1
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where F˜1 is the scalefree version of
F1 = −9
∫
Mτ
NQabcdπˆ
abT cT ddµMτ + 3τ
∫
Mτ
NˆQTTTT
The maximum principle applied to the Lapse equation (2.8a) implies, after
a rescaling, that N˜ ≤ 13 . This gives the estimate
F˜1 ≤ C(||˜ˆπ||L∞ + ||
˜ˆ
N ||L∞)Q˜0(τ,W ).
To finish the proof note that by Lemma 5.4,
||˜ˆπ||L∞ + ||
˜ˆ
N ||L∞ ≤ CE
1/2,
using the smallness assumption. We write the resulting inequality in the
form (5.3) for convenience. 
Remark 5.1. The proof of Lemma 5.5 gives the inequality
∂σQ˜0 ≤ −(2− C(||˜ˆπ||L∞ + ||
˜ˆ
N ||L∞))Q˜0,
which is valid without the smallness assumption. 
Lemma 5.6. Assume (g, k) ∈ B(α) for α suffiently small so that the con-
clusion of Theorem 5.2 holds. Then
∂σE ≤ −(2− 2CE
1
2 )E . (5.4)
Proof. In view of the smallness condition, the inequality (5.2b) and Lemma
5.5, we only need to consider ∂σQ˜1. We proceed as in the proof of Lemma
5.5, using the scale–free version of (4.12) taking into account τ˜ = −3, we
get
∂σQ˜1 = −2Q˜1 + F˜2
where F˜2 is the scale–free version of
F2 = −6
∫
Mτ
NG1(W )dµMτ − 9
∫
Mτ
NQ(∇¯TW )abcdπˆ
abT cT ddµMτ
+ 5τ
∫
Mτ
NˆQ(∇¯TW )TTTT
We see that in order to estimate F˜2, we need to estimate G1(W ), which is
given in Lemma 4.1. Taking into account the detailed structure of G1, cf.
Remark 4.1 we get the estimate∫
NG1(W ) ≤ C
[
||πˆ||∞(1 + ||k||∞)(Q0 +Q1)
+
∫
Mτ
N |E(∇¯TW )|(|E(W )|
2 + |B(W )|2)dµMτ
]
.
By the Holder inequality,∫
|E(∇¯TW )|(|E(W )|
2 + |B(W )|2) ≤ CQ
1/2
1 (||E(W )||
2
L4 + ||B(W )||
2
L4)
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By the Sobolev inequality, we may bound the scalefree version of
||E(W )||2L4 + ||B(W )||
2
L4
by CE . We now have the estimate∫
N˜ G˜1 ≤ C
(
||˜ˆπ||∞(1 + ||k˜||∞)E + E
3/2
)
(5.5)
≤ CE3/2, (5.6)
for (g, k) ∈ B(α). Proceeding similarly with the other terms in F˜2 yelds an
inequality which we write in the form (5.4) for convenience. 
6. Global existence
Fix τ0 < 0 and let (g(τ0), k(τ0)) be data for Einstein’s equations with
mean curvature τ0 and assume that (g(τ0), k(τ0)) ∈ B(α) for an α > 0 small
enough so that the conclusion of Theorem 5.2 holds.
We have seen above that for small data, the second order scale–free Bel–
Robinson energy E satisfies the differential inequality (5.4). We will use this
to prove
Theorem 6.1 (Global existence for small data). Assume that M is rigid.
Let α > 0 be such that the conclusion of Theorem 5.2 holds. There is an
ǫ ∈ (0, α) small enough that if (g0, k0) ∈ B(ǫ), then the maximal existence
interval in mean curvature time τ , for the vacuum Einstein equations in
CMCSH gauge, with data (g0, k0) is of the form (T−, 0). In particular, the
CMCSH vacuum Einstein equations have global existence in the expanding
direction for initial data in B(ǫ).
Here ǫ can be chosen as
ǫ = D(α)−1min(δ, C−2),
where D(α) is defined in Theorem 5.2, δ > 0 is given by Corollary 5.3, and
C is the constant in (5.4).
Proof. Under the assumptions of the theorem, by Theorem 5.2,
E(g0, k0) < min(δ, C−2) (6.1)
holds. Thus the conclusion of Corollary 5.3 holds. By the definition of B(α)
we may apply Theorem 2.1 to conclude that there is a nontrivial maximal
existence interval (T−, T+) in mean curvature time τ , with T+ ≤ 0, for
(g0, k0) in H3 ×H2. We will assume T+ < 0 and prove that this leads to a
contradiction, using energy estimates and the continuation principle.
Let y(σ) be the solution to the initial value problem
dy
dσ
= −2y + 2Cy3/2, y(σ0) = y0. (6.2)
Then if y0 = E(g
0, k0), is such that y(σ) <∞ for σ ∈ [σ0, σ+], we have
E(σ) ≤ y(σ), σ ∈ [σ0, σ+).
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The solution to (6.2) is
y−1/2 = C + eσ−σ0(y
−1/2
0 − C),
if y0 < C
−2, and in this case y(σ) < y(σ0) for σ ∈ (σ0,∞). This means
that if (6.1) holds at σ = σ0, it holds for σ ∈ [σ0, σ+). By Theorem 5.2, this
implies that ||g˜ − γ||H3 + ||k˜ + γ||H2 is uniformly bounded for σ ∈ [σ0, σ+).
By Corollary 5.3, this implies that the inequality
sup
σ∈[σ0,σ+)
(Λ[g¯] + ||Dg¯||L∞ + ||k||L∞) < δ
−1,
holds.
In view of the continuation principle, Point 2 of Theorem 2.1, this contra-
dicts the assumption that (T−, T+) is the maximal existence interval in mean
curvature time τ , with T+ < 0. It follows that T+ = 0 which completes the
proof. 
6.1. Geodesic completeness.
Theorem 6.2. Let (M,g0, k0) and (M¯ , g¯) be as in Theorem 6.1. Then
(M¯, g¯) is causally geodesically complete in the expanding direction.
Proof. By Theorem 6.1, (M¯ , g¯) is globally foliated by CMC hypersurfaces
to the future of (M,g0, k0), i.e. in the expanding direction, with t = trk ր
t∗ = 0.
Let c(λ) be a future directed causal geodesic, with affine parameter λ.
Let
u =
dc
dλ
, 〈u, u〉 =
{
−1
0
,
be the normalized velocity, where 〈·, ·〉 = g¯(·, ·). The geodesic equation is
∇¯uu = 0. (6.3)
As c is causal, we may use t as parameter. Let
u0 = dt(u) =
dt
dλ
.
In order to prove geodesic completeness in the expanding direction, it is
sufficient to prove that the solution to the geodesic equation exists for an
infinite interval of the affine parameter, i.e. limtրt∗ λ(t) =∞ or
lim
tրt∗
∫ t
t0
dλ
dt
dt =∞,
or using the definition of u0,
lim
tրt∗
∫ t
t0
1
u0
dt =∞. (6.4)
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Suppose that we are able to prove thatNu0 is bounded from above as tր t∗.
Then (6.4) holds precisely when
lim
tրt∗
∫ t
t0
Ndt =∞.
For a function f on M¯ , we have
df(c(t))
dt
=
dλ
dt
df(c(t))
dλ
=
(
dt
dλ
)−1 df(c(t))
dλ
=
1
u0
∇¯uf. (6.5)
A calculation in local coordinates using the 3+1 form of g¯, gives Tµ = −Nδ
0
µ
where δνµ is the Kronecker delta, i.e. 〈T, V 〉 = −Ndt(V ) for any V . This
shows that
−Nu0 = 〈u, T 〉,
or
u = Nu0T + Y, (6.6)
where Y is tangent to M . Let ǫ = 0, 1. Then by assumption, 〈u, u〉 = −|ǫ|
which using (6.6) gives
|Y |2g = N
2(u0)2 − |ǫ|.
In particular, we get the inequality
|Y |g ≤ Nu
0. (6.7)
A computation in a Fermi propagated frame gives using (6.6),
∇¯uT = Nu
0N−1∇iNei − kijY
jei. (6.8)
By our choice of time orientation we have N > 0 and u0 > 0 and trk < 0.
We now compute using ∇¯uu = 0, (6.6) and (6.8)
d
dt
ln(Nu0) = −
1
Nu0
d
dt
〈u, T 〉
= −
1
N(u0)2
〈u, ∇¯uT 〉
= −
1
N(u0)2
(u0∇YN − kijY
iY j)
= −
∇YN
Nu0
+Nkˆij
Y i
Nu0
Y j
Nu0
+N
trk
3
|Y |2g
N2(u0)2
use (6.7) and trk < 0,
≤ ||∇N ||L∞;g + ||Nkˆ||L∞;g
use scaling properties of N, kˆ, g, cf. section 4.1,
≤ ||∇˜N ||L∞;g˜ + λ
−1||N˜
˜ˆ
k||L∞;g˜ ,
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with λ = trk/3 = t/3. By the proof of the global existence result Theorem
6.1, we have E(t) ≤ Ct2 and g˜ is close to γ. Therefore by Sobolev imbedding,
we can relate the norms w.r.t. g˜ to the norms w.r.t. γ and we get
d
dt
ln(Nu0) ≤ C
(
||∇˜N ||L∞ + λ
−1||N˜
˜ˆ
k||L∞
)
.
Now an application of the estimate (5.2) together with the decay of E gives
||∇˜N ||L∞ ≤ Ct
2,
||N˜
˜ˆ
k||L∞ ≤ Ct,
which in view of λ−1t = 3 gives
ln(Nu0)(t)− ln(Nu0)(t0) ≤ C,
and hence ln(Nu0) ≤ C for some constant C as tր t∗ = 0.
We have now proved that Nu0 is bounded from above and therefore it is
sufficient to prove that
lim
tրt∗
∫ t
t0
Ndt =∞. (6.9)
Write N = Nˆ + 3t2 as in (4.10). Using (5.2) and the scaling rule (4.20) to
estimate Nˆ gives N ≥ C/t2 as tր t∗ = 0. This shows that (6.9) holds and
completes the proof of Lemma 6.2. 
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Appendix A. Basic definitions and identities
A.1. Conventions. We begin by recalling some basic facts and definitions.
We use the following conventions for curvature.
The Riemann tensor is defined by
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.
In a coordinate frame {ea} we have
RdcabZ
c = ∇a∇bZ
d −∇b∇aZ
d.
This gives the conventions for index calculations
[∇a,∇b]tc = R
d
abc td, (A.1)
[∇a,∇b]t
c = Rcdabt
d. (A.2)
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The Ricci curvature and the scalar curvature are defined (in an ON frame)
by
Ric(X,Y ) =
∑
i
〈R(ei,X)Y, ei〉, (A.3)
Scal =
∑
i
Ric(ei, ei), (A.4)
or in index notation
Rij = g
klRikjl, R = g
ijRij.
Note also
Ric(X,Y ) = tr(Z 7→ R(Z,X)Y ).
The Riemann tensor satisfies the Bianchi identities
∇[eRab]cd =
1
3
(∇eRabcd +∇aRbecd +∇bReacd) = 0.
The trace free part of the Riemann tensor in an n–dimensional manifold is
Cabcd = Rabcd −
1
n− 2
(gacRbd + gbdRac − gbcRad − gadRbc)
+
1
(n− 1)(n − 2)
(gacgbd − gadgbc)R.
(A.5)
The totally anti-symmetric tensor ǫ in dimension 3+1 satisfies the identities
ǫα1α2α3α4ǫβ1β2β3β4 = − det(δ
αi
βj
)i,j=1,...,4,
ǫα1α2α3α4ǫα1β2β3β4 = − det(δ
αi
βj
)i,j=2,...,4,
ǫα1α2α3α4ǫα1α2β3β4 = −2 det(δ
αi
βj
)i,j=3,...,4,
ǫα1α2α3α4ǫα1α2α3β4 = −6δ
α4
β4
,
ǫα1α2α3α4ǫα1α2α3α4 = −24.
(A.6a)
In an ON frame adapted to a spacelike hypersurfaceM in a 3+1 dimensional
manifold we define (c.f. [5, p. 144])
ǫijk = ǫT ijk. (A.7)
ǫi1i2i3ǫj1j2j3 = det(δ
ik
jl
)k,l=1,2,3 = 6δ
[i1
j1
δi2j2δ
i3]
j3
, (A.8a)
ǫi1i2i3ǫi1j2j3 = det(δ
ik
jl
)k,l=2,3) = 2δ
[i2
j2
δ
i3]
j3
, (A.8b)
ǫi1i2i3ǫi1i2j3 = 2δ
i3
j3
, (A.8c)
ǫi1i2i3ǫi1i2i3 = 6. (A.8d)
In dimension 3 we have the duality relations
ξab = ǫ
m
ab ηm,
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for ξab = ξ[ab], where
ηm =
1
2
ǫ abm ξab.
A.2. Operations on symmetric 2-tensors. Define the following opera-
tions on symmetric 2-tensors on a 3–dimensional Riemann manifold:
A ·B = AabB
ab, (A.9)
(A ∧B)a = ǫ
bc
a A
d
b Bdc, (A.10)
(v ∧A)ab = ǫ
cd
a vcAdb + ǫ
cd
b vcAad, (A.11)
(A×B)ab = ǫ
cd
a ǫ
ef
b AceBdf +
1
3
(A · B)gab −
1
3
(trA)(trB)gab, (A.12)
curlAab =
1
2
(ǫ cda ∇dAcb + ǫ
cd
b ∇dAca), (A.13)
divAa = ∇
bAab. (A.14)
The operation ∧ is skew symmetric, while × is symmetric, and the identities
A · (v ∧B) = −2v · (A ∧B)
A · (B × C) = (A×B) · C (if trA = trC = 0)
hold. The expression A×B can be expanded as
(A×B)ab = A
c
a Bcb +A
c
b Bca
−
2
3
(A ·B)gab +
2
3
(trA)(trB)gab − (trA)Bab − (trB)Aab.
A computation shows
div(A ∧B) = −(curlA) · B +A · (curlB). (A.15)
Let A be a symmetric covariant 2-tensor on M¯ and supposeA is t–tangent,
i.e. AαβT
β = 0. Then in a Fermi propagated frame,
∇¯TAij = TAij (A.16)
L∂tAij = N∇¯TAij −N
(
(k ×A)ij +
2
3
(k ·A)gij
−
2
3
(trk)(trA)gij + (trA)kij + (trk)Aij
)
. (A.17)
Define the covariant exterior derivative d∇u on symmetric 2-tensors by
(d∇u)ijk = ∇kuij −∇juik. (A.18)
The operators curl,div, d∇ are related by [5, p. 103]
d∇ukij =
(
curlukl +
1
2
(divum −∇mtru)ǫ
m
kl
)
ǫl ij. (A.19)
Taking into account the symmetry of curl this implies
|d∇u|2 = 2(|curlu|2 +
1
2
|divu−∇tru|2). (A.20)
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If u has compact support then in dimension n,∫
M
|d∇u|2 = 2
∫
M
|∇u|2−2
∫
M
|divu|2+2
∫
M
(u lkR
k
ijl+uikR
k
j)u
ij . (A.21)
This leads to, if tru = 0,∫
M
(|∇u|2 + 3Riju
kiu jk −
1
2
R|u|2) =
∫
M
(|curlu|2 +
3
2
|divu|2), (A.22)
in case M is of dimension 3. If we further restrict to (M,γ) with γ hyper-
bolic, so that R[γ] = −6, we get∫
M
(|curlu|2 +
3
2
|divu|2) =
∫
M
(|∇u|2 − 3|u|2). (A.23)
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