Abstract-We investigate a method to improve the position decoding for thick crystal versions (i.e., >8 mm) of our continuous miniature crystal element (cMiCE) PET detector by more accurately modeling the detector's light response function (LRF). The LRF for continuous detectors varies with the depth of interaction (DOI) of the detected photon. This variation of the LRF can result in a positioning error for two-dimensional positioning algorithms. The effect is greatest for photons interacting directly over a PMT channel or near the edge of the crystal.
I. INTRODUCTION W e have previously reported on a continuous miniature crystal element (CMiCE) detector that was comprised of a 25 mm by 25 mm by 4 mm thick slab of LSO coupled to a position sensitive PMT [1] . In that work, we introduced a statistics based positioning algorithm that improved the positioning characteristics near the edge of the crystal. We now investigate a design using a 48.8 mm by 48.8 mm by 10 (8) mm thick slab(s) of LSO coupled to a Hamamatsu H8500, 64 channel, flat panel PMT. The goal of this work is to investigate whether the intrinsic spatial resolution of the detector can be improved by modeling changes in the detector's light response characteristics (i.e., mean and standard deviation) with depth. Optimum spatial resolution with minimum positioning bias can be achieved through the use of statistical positioning methods if the detector's light response characteristics are fully known. In principle, one cannot directly measure the three dimensional light response function (LRF) and systems are characterized using two dimensional light distribution characteristics [2] [3] [4] . Milster and Barrett [4] used a 5-bit compressed energy signal as part of their light response characterization. Gagnon [5] and Tomitani [6] have proposed methods to characterize DOI for large NaI(Tl) detectors using maximum likelihood positioning methods. In their approaches, the three-dimensional light response function is determined by mathematical modeling of their system. However they did not address how to model the light response function near the edge of the detector, where mathematical modeling will be very difficult. In this work, the light response characteristics versus depth will be derived from the PMT data. While it may be feasible to extract some depth of interaction information from the collected data, the main focus of this investigation is to improve the positioning accuracy and precision of the detector.
II. MATERIAL AND METHODS

A. Detector Simulations
The DETECT2000 simulation package [7] [8] [9] was used to model the detector module. For this initial work, the crystal was modeled as a 48.8 x 48.8 x 10 (8) mm slab of LSO (index of refraction =1.85). The two 48.8 x 48.8 mm surfaces were polished. One side was directly coupled (i.e., no light guide) to the PMT with 0.5 mm of 1.44 index of refraction glue. The other side was backed by a diffuse reflector with a reflection coefficient (RC) of 0.98. The short sides were painted with low reflectivity paint (RC = 0.10). An 8 by 8 array of anode pads (i.e., DETECT surface), 5.8 mm by 5.8 mm with 6.08 mm center-to-center spacing, was placed on the backside of a 2 mm thick glass PMT window. All interactions were photoelectric (i.e, no Compton scatter). 2500 light photons were produced per detected event. The crystal was divided into 1 mm thick DOI slices. The number of interactions in each DOI slice was adjusted to take into account the linear attenuation coefficient of LSO. However within each 1 mm zone, the probability of interaction was equally distributed.
The grid shown in Figure 1 was used to characterize a region of the detector. Symmetry was used to generate the full detector lookup table (i.e., 33 by 33). The grid spacing was 1.52 mm (i.e., 1/4 the PMT anode pixel pitch distance). Each dot represents a point photon flux of 511 keV photons perpendicular to the crystal surface. For the 10 mm thick crystal, a flux of 100,000 photons was used to characterize the detector and a flux of 20,000 photons was used to evaluate the positioning characteristics. 
B. Statistics-based Positioning Method
Suppose, the parent distribution of observing PMT outputs M=M 1 ,M 2 ,…,M n for scintillation position x, are independent Gaussian with mean, µ, and standard deviation, σ.
The probability of making any single observation, m i , from the parent distribution, M i , given x is,
Considering the entire set of n independent observations from each channel, the probability for observing a particular set is given by the product of the individual probability functions,
The log of equation (2) reduces to
The maximum likelihood solution is achieved by minimizing the quantity inside of the bracket in equation (3). We have determined through experiment that the second term of equation (3) does not affect the estimation accuracy.
Finally, estimation of event position is determined by,
which is equivalent to minimizing the Chi square error (CSE). Usually the observations, m i , are assumed to follow Poisson statistics. However, the energy resolution for LSO has been shown to not correlate with the resolution predicted by assuming Poisson statistics based upon the amount of light photons collected. Furthermore, because of uncertainties such as depth of interaction and surface effects, the distribution is more likely to be Gaussian, based on the central limit theorem.
C. Lookup Table Generation
A sample light collection histogram, i.e., likelihood function, for a single PMT channel is illustrated in Fig. 2 , where the photon flux varies significantly with DOI. Lookup tables (LUTs) representing the mean and standard deviation of the detector response function (DRF) for each PMT channel versus grid position were generated from the individual light collection histograms. The initial tables were 33 by 33 by 64, where 33 by 33 is the number of grid positions and 64 is the number of PMT channels. Simulations were not run for each grid position. Instead symmetry of the detector was used to generate the full LUTs. Linear interpolation was used to expand the lookup tables (LUTs) to 129 by 129 (or 0.38 mm sampling) by 64. The LUTs were used by the SBP algorithm to estimate the location of the detected event. Three different sets of LUTs were generated. The first set of LUTs was for the mean and standard deviation of the PMT signals using all the data at each grid position. For the second set of tables the data were divided into two DOI regions, 0-4 mm and 4-10 mm. For each of the two DOI regions, a Gaussian was fit to the data as shown in Fig. 2 . Using the Gaussian fits, LUTs for the mean and standard deviation were calculated for each DOI region. The positioning algorithm looks for the maximum likelihood solution using an exhaustive search routine. It searches both DOI tables and finds one global maximum. Currently the DOI information is not used and the event is binned to an X, Y position.
In principle one does not know the DOI of the photons to separate the data into two DOI zones. Therefore a third technique was developed to estimate the likelihood functions for the two DOI regions (i.e., 0-4 mm and 4-10 mm for the 10 mm thick crystal) from the composite histogram, also shown in For asymmetric light collection histograms the data were fit with two Gaussian likelihood functions. Asymmetry was determined by the ratio of the number of histogram bins above and below the most likely bin (i.e., the mode of the histogram). A ratio above 1.50 was considered asymmetric. The ratio for the data plotted in Fig. 2 . is ~6. Simulation results indicated that the large peak corresponded to photons detected in the front section of the crystal and the high-end tail corresponded to photons detected deeper within the crystal. An added constraint is that the ratio of the area under the curves equals the ratio of the expected number of counts from the two DOI regions of the crystal. In all cases at least one asymmetric histogram was identified for each source location.
III. RESULTS The intrinsic spatial resolution was determined for a 9 by 9 array of points in the corner and center sections of the crystal as shown in Fig. 1 
IV. DISCUSSION AND CONCLUSIONS
The light response function in continuous crystal detector designs is depth dependent and can lead to broadening of intrinsic spatial resolution and positioning bias. Optimum spatial resolution with minimum positioning bias can be achieved through the use of statistical positioning methods if the detector's light response characteristics are fully known. In principle, one cannot directly measure the three dimensional LRF and systems are characterized using two dimensional LRFs. Simulation studies indicate that the light response functions for the front section of our 10 mm thick crystal are fairly uniform (see Figure 9) ; however, the response functions can change significantly with depth for the back section of the crystal nearest to the PMT. Since approximately half of all first interactions occur in the first 4 mm of a 10 mm thick LSO crystal, we decided to characterize the crystal using two depths. While in principle the crystal may be segmented into more DOI regions, for proof of principle we chose to limit the number of regions to two. As future work we will investigate whether going to more DOI regions will further improve performance.
The main limitations of this work are that it did not include Compton scatter in the detector and it did not include variability between PMT channels. The impact of these effects will be evaluated experimentally as we apply this technique to our cMiCE [1] detector modules. Finally, we did not try to limit the light response dependence on DOI by using a light guide between the crystal and the PMT. Fig. 9 . Overlap of light collection histograms for the front half of the crystal limits the number of distribution functions that can be extracted from the data.
