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Preface
Following the success of previous International Conferences on Manufacturing Research (ICMR), which 
have brought together experts from around the world to discuss significant trends and critical aspects 
of manufacturing, we are very pleased to see this event continue to grow in 2009.  In keeping with the 
rapid developments that are shaping current manufacturing research and education, this year we have 
brought together experts with significant knowledge and experience on a wide range of topics including 
advanced manufacturing technologies and their applications in healthcare, materials and processes, digital 
manufacturing, enterprise management, and manufacturing training and education. 
For over two decades the International Conference on Manufacturing Research has served as the main 
manufacturing research conference organized within the UK, successfully bringing researchers, academics and 
industrialists together to share their knowledge and expertise. The conference is organized under the auspices 
of The Consortium of UK Manufacturing Engineering Heads (COMEH), an independent body with the main aim 
to promote manufacturing engineering education, training and research. 
The papers contained in this year’s proceedings reflect innovative areas of research and education that 
endeavour to address real world engineering challenges and opportunities.  Researchers from 18 countries 
submitted a total of 106 papers which were reviewed by more than 160 reviewers from across the globe.  These 
invaluable contributions from frontline researchers, educators and engineers are the key to the success of this 
conference and we very much hope that delegates will find them informative and enjoyable.  Papers published 
here will also be considered for publication in internationally known journals including the Proceedings of 
IMechE Part B Journal of Engineering Manufacture, Journal of Manufacturing Systems and International 
Journal of Advanced Manufacturing Technology.
This year we have grouped the conference topics into five main themes.  Digital Technologies covers topics 
such as virtual engineering and manufacturing simulations, virtual enterprises, factory planning and control, 
product life-cycle management, rapid product development, robust design, quality engineering, data mining, 
and e-manufacturing.  The theme on Advanced Manufacturing Technologies highlights key issues of intelligent 
design and manufacture, precision engineering and nanotechnology, assembly processes, design optimisation, 
healthcare applications. Enterprise Management covers topics related to lean and agile manufacturing, 
enterprise design and knowledge management, managing innovation, performance measurement and 
benchmarking, and service science and engineering.  Advanced Materials and Processes examines sustainable 
materials, materials modelling, surface treatment, and advanced materials and processes among others.  
Since current developments in manufacturing have had a profound impact in the way we train future engineers 
and researchers in our field, we have also included a theme on Manufacturing Education.
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We have organized a number of sessions around the diverse themes of the conference with the hope of promoting 
extensive information exchange and international collaborations.  Some of these sessions include Reconfigurable 
Production Systems: Analysis and Control; Operation Management; Cost Modelling; Decision and Collaborative 
Design in Manufacturing; and Applied Metrology. 
Organizing this year’s conference has been a collaborative effort and we would like to express our sincere thanks 
to all the speakers for their valuable contributions.  We would also like to express our sincere gratitude to all the 
referees who have helped us in reviewing article submissions for the conference. 
I want to especially thank Professor Keith Case, COMEH Chair and all members of the COMEH for agreeing to 
host the Conference at the University of Warwick and serving on the ICMR09 Steering Committee.  Special thanks 
also to Professors Sri Hinduja, Eduardo Izquierido, Stephen Newman, Shahin Rahimifard, Vinesh Raja, Rajat Roy, 
Gordon Smith and Ken Young for their participation in organizing the conference.  I remain very grateful to the 
members of the conference’s International Scientific Committee for their participation throughout this event.  
Special thanks are also due to Dr. Caroline Batchelor, Anona Bisping, Dr. David Mullins and Hannah Reese who have 
coordinated all aspects of the event. 
We are very grateful for the generous financial support we have received from COMEH, the UK Engineering and 
Physical Sciences Research Council (EPSRC) and the CIRP towards organizing this year’s conference.  Also, a number 
of organizations have helped to sponsor this year’s conference and we are grateful to The British Computer Society 
(BCS), The International Academy for Production Engineering (CIRP), Innovative Production Machines and Systems 
(IPROMS), The Institution of Mechanical Engineers (IMechE), and The Warwick Innovative Manufacturing Research 
Centre (WIMRC) for their support.
Professor Lord Kumar Bhattacharyya, University of Warwick
Professor Darek Ceglarek, University of Warwick
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Abstract - The abrasive machining process is an energy-
intensive manufacturing process where a large proportion of 
the process energy is converted to heat during the multiple 
interactions of abrasive grains against the workpiece 
surface. Traditionally, methods such as flood and high 
pressure fluid systems have been utilised to reduce to 
conduction of the generated heat into the workpiece, 
lubricate the surface assisting chip formation and encourage 
swarf removal. 
 
Minimum Quantity Lubrication (MQL) methods are 
becoming a valid alternative within metal cutting regimes 
supplying only the required quantity of fluid necessary for a 
specific volume of material to be removed. MQL is process 
specific with an elevated risk of damaging the workpiece if 
not correctly applied and controlled. An alternative method 
of reducing the quantity of fluid required to achieve good 
cutting conditions while reducing the heat input into the 
workpiece is Minimum Quantity Solid Lubrication (MQSL). 
This method reduces the frictional forces within the contact 
zone, reducing the total energy necessary for chip formation 
and removes the effect of surface defects induced by 
changes in the hydrodynamic force between the wheel and 
workpiece during grinding. 
 
This paper describes the development of an MQSL 
application system capable of delivering a controlled 
quantity of solid lubricant and initial trials showing the 
benefit of reducing the quantity of fluid into the contact 
zone. 
I. INTRODUCTION 
Manufacturing is motivated more than ever towards 
reducing their environmental impact through means of 
limiting the use of process resources, of energy use, and of 
waste creation and disposal [1], [2]. The incentives behind 
this are predominantly financial however the increased 
establishment of environmental restrictions and legislations  
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require industry to identify alternative process methods in 
order to remain sustainable and competitive [3]. 
 
Abrasive machining is an exceptionally energy-intensive 
manufacturing process utilised extensively throughout the 
production of precision surface profiles [4] able to attain 
very low surface roughness values and high levels of form 
accuracy. The multiple interactions of abrasive grains 
against the workpiece surface [5] consumes a huge 
proportion of the process energy [6] converting it primarily 
to heat and traditionally removed through methods such as 
flood and high pressure machining fluid systems specifically 
designed to collectively assist chip formation, control 
surface temperature, and encourage swarf removal [7]-[9]. 
 
MQL (Minimum Quantity Lubrication) methods are 
finding increasing use within metal cutting regimes [10] 
supplying a minimum quantity of fluid necessary for a 
specific volume of material to be removed; too great a 
quantity will result in resource and energy waste whilst too 
little increases the risk of workpiece damage through the 
conversion of the chip formation energy into highly 
localised surface temperatures [11]-[14].  
 
MQSL (Minimum Quantity Solid Lubrication) is a 
method of providing lubrication to the cutting process that 
focuses on the tribological characteristics throughout the 
formation of the chip. Particular compounds that have 
frictional reducing properties are introduced into the contact 
zone reducing the total energy necessary for chip formation 
together with the reduced need for cooling. Energy losses 
due to the ‘braking’ effect of the fluid on the wheel are also 
negated 
II. SOLID LUBRICATION 
Various views exist on the capability of machining fluids 
to aid cooling particularly at higher wheel speeds. The 
contact time between the grinding wheel and workpiece 
surfaces is limited whilst a stiff air barrier builds upon the 
wheel surface excluding the fluid from entering the grinding 
arc [15]-[18]. For conventional abrasive wheels the porosity 
of the wheel provides sufficient volume to allow fluid to 
enter the contact zone. However, for electroplated wheels 
there is a lack of porosity as the electroplate forms a solid 
layer and the grains of abrasive protrude above this layer. 
Figure 1a) shows a theoretical view of the equivalent porous 
layer for an electroplated wheel. The thickness of the 
equivalent layer is controlled by the maximum protrusion of 
a grain from the wheel. 
Abrasive processing using Minimum Quantity Solid Lubrication 
(MQSL). 
Morris T., Walton I., Stephenson D.J. 
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Figure 1. a) Effective Porous volume of an electroplated 
CBN abrasive wheel illustrating the associated volume of 
machining fluid b) Surface grain variation simplified 
from Tawakoli [19] 
Heat generated throughout the grinding process is the 
main cause of reduced finished surface integrity. Typically 
over 90% of the grinding energy is transformed into heat 
that is detrimental to component strength, fatigue resistance, 
performance, and modifies residual stresses [20], [21]. The 
theoretical volume of machining fluid that is able to pass 
through the grinding contact zone is described as an 
achievable useful flowrate [22], [23]. Figure 1b) illustrates 
an exploded view into the physical wheel parameters 
influencing the achievable useful flowrate Qf (l/min), which 
is defined as: 
 
ssporesporesf bvhQ f=  
 
Where Øpores is the porosity of the wheel (%), hpores the 
mean depth of the pores (m), vs the wheel speed (m/min), 
and bs the wheel width (m). 
 
Process heat originating from the tangential forces and 
friction components of the abrasive cycle can be controlled 
through careful consideration of the tool/workpiece 
tribological interaction. Minimising the energy losses to 
none shearing forces also has the added benefit of reducing 
the need for additional machining fluids traditionally utilised 
in the removal of the process heat. 
 
Solid lubricants typically possess low shear strengths, 
high chemical inertness, and molecular structures smaller 
than the precision surface roughness to be machined. The 
identification of key solid lubricant structures is illustrated 
in figure 2 providing suitable properties for precision 
machining. Table 1 includes some material properties useful 
when considering machining applications. 
 
The development of a suitable application technique will 
enable a layer of solid lubricant to be introduced to the 
grinding zone. Previous research indicates that a direct 
application will reduce the generation of heat within the 
contact zone [24], [25]. Cutting forces and specific grinding 
energies are predicted to decrease particularly at lower 
workpiece feedrate.  Currently abrasive wheels with 
additives of solid lubricant within their structure are 
commercially available although their thermal stability is 
uncertain. The addition of lubricants is fixed at manufacture 
and cannot be modified to suit variations in the application 
and the lubricant does not necessarily operate at the grain-
workpiece interface as it is combined within the binder 
phase. 
 
 
Figure 2. Identification of Solid Lubricants suitable to 
maintain machining techniques and fulfil MQL 
requirements  
Table 1. Material Properties of Graphite and MoS2 
 Density 
(g/cm3) 
Melting 
Point (◦C) 
Molecular Weight 
(g/mol) 
Graphite 2.25 3650 12.011 
MoS2 5.06 2375 160.07 
III. APPLICATION METHOD 
This section will describe the method of applying an even 
distribution of solid lubricant/water mix onto the periphery 
of an electroplated CBN abrasive wheel. The key parameters 
that must be controlled for a uniform layer to be delivered 
are volume of powdered lubricant and, ratio of fluid to 
powder. The selected solid lubricant for this initial study 
was MoS2 with a particle size of 6µm. 
 
 
Figure 3. Photograph illustrating the mounting position of the 
Schenk Accurate feeder within the Edgetek SAT machine. 
Abrasive Wheel body 
Theoretical porous layer on periphery 
CBN abrasive grain (not to scale) 
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For accuracy in volume delivery a Schenk Accurate dry 
material with lead screw feeder system was used. The feed 
speed of the lead screw can be finely adjusted to change the 
ratio of solid lubricant-to-water, aiding the identification of 
any beneficial characteristics from the selected lubricants. 
Figure 4 provides a cut away view of the feed system 
highlighting the position of a water jet at the extremity of 
the lead screw that carries the solid lubricant to the nozzle. 
The jet also maintains a clear exit passage for the solid 
lubricant to enter the nozzle feeder downpipe as the fine 
powder was observed to collect and compact at this point in 
the system.  
 
A graphite cover block is mounted on the front face of the 
nozzle which allows for the geometry of the wheel to be 
closely replicated allowing a uniform distribution of solid 
lubricant to cover the entire width of the wheel, Figure 5.  
The form of the wheel is ground into the block by gradually 
feeding the graphite onto the wheel. The solid/water mix 
flows into a passage within the nozzle which has sufficient 
volume to prevent clogging. 
 
In order to breakdown the air boundary that occurs on the 
periphery of the wheel, the back plate of the nozzle is 
positioned close to the wheel surface and directs the flow of 
the mix onto the wheel surface. The rotation of the wheel 
assists the continuous flow of solid/water mix as the 
effective porous volume between the abrasive grains is filled 
and carries the solid/water mix into the grinding zone. 
 
Figure 4. Lead Screw delivery system cross section, 
illustrating water jet position 
 
 
Figure 5. Nozzle design; stiff body to resist air boundary 
on wheel surface, graphite head allowing for replication 
of wheel surface geometry 
IV. DELIVERY VOLUMES 
In order to determine the exact delivery volumes of 
powder from the hopper to the nozzle a series of leadscrew 
rotation speeds were investigated with a constant flowrate of 
water of 0.225l/min. The MoS2 has a particle size of 6µm 
and a density of 10.28grams.cm-3.  The water/fluid mix was 
collected and the total weight recorded accurately to 0.01g, 
A distinctive peak of delivery weight and volume was 
calculated to be 13.23g/min and 1.26 cm3/min respectively 
at 480 rpm, see figure 6.  
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Figure 6. Delivery rates of MoS2 over a range of Accurate 
feed speeds. Mass per min (g/min) and Volume per min 
(cm3/min) associated with 0.223l/min of water. 
At leadscrew speeds above ~500 rpm the MoS2 powder 
was fed at too high a rate to be carried down the nozzle line 
by the water jet. This caused a build up of compacted 
powder around the entrance to the downpipe and the feed 
system was deemed incapable of delivering above this 
speed. 
V. EXPERIMENTAL DESIGN 
This work has investigated the influence of the MoS2 on 
the CBN abrasive material removal regime and determined 
the effectiveness of the powder feed system.  
The following investigation consisted of a Taguchi L8 
orthogonal array design. Four factors were selected to 
investigate the greatest effects and possible interactions; vs, 
(Wheel-speed m/s), vw (Work-speed m/s) vf  (Infeed Speed 
mm/min) and the Mass Flowrate of MoS2 (g/min) over a 
range of low Q’w (0.004-0.02mm3/mm.s) see Table 2 for 
complete machine parameters and Table 3 for testing 
sequence. Test samples consisted of Ø50mm MnSV6Si 
cylindrical steel bars allowing a width cut of 15mm. 
 
Table 2. Machining parameters for L8 Solid Trials 
Machining 
Parameters 
Settings 
Machine Tool Holroyd Edgetek SAT 
Workpiece Mat. MnSV6Si 
Grinding Wheel Winter 216CBN electroplated wheel  
Regime Cylindrical Plunge 
Wheel Speeds 100m/s, 150m/s 
Infeed Speeds 0.6mm/min, 3.0mm/min 
Mass Flowrate MoS2  5.5 g/min, 13.2 g/min 
Width of cut 15mm 
Even distribution of fluid over 
wheel width,  
2mm passage height 
Fully adjustable nozzle to hug 
wheel surface 
Stiff aluminium body 
constructed to resist and 
break-up wheel surface air 
Wheel geometry cut into back 
plate and replicated by 
graphite block 
Graphite Face Block 
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Table 3. Taguchi L8 orthogonal sequence of parameters 
L8 
Array 
vs  
(m/s) 
vw 
 (m/s) 
vf 
(mm/min) 
Mass Flowrate 
of MoS2 
(g/min) 
Test 1 100 0.4 0.6 5.5 
Test 2 100 0.4 3.0 13.2 
Test 3 100 0.65 0.6 13.2 
Test 4 100 0.65 3.0 5.5 
Test 5 150 0.4 0.6 13.2 
Test 6 150 0.4 3.0 5.5 
Test 7 150 0.65 0.6 5.5 
Test 8 150 0.65 3.0 13.2 
VI. RESULTS 
A typical power curve from a single trial features in 
figure 7a. The baseline power consumption resulting from a 
combination of the spindle rotation and acceleration of the 
fluid including the hydrodynamic effect of the fluid sitting 
close to the wheel/workpiece interface is measured 
throughout the duration of the sparkout period. The Net 
Power from the complete regime is defined as the difference 
between the total and sparkout power. 
 
     
a) 
 
 
b) 
Figure 7. a) Example of power usage throughout a single 
plunge and sparkout cycle b) Power Readouts over a single 
trial 
High abrasive machining temperatures tend to introduce 
tensile residual stresses into the workpiece surface. Residual 
stress was analysed by means of Barkhausen Noise 
measurements over the newly formed external surface. A 
cylindrical Stresstech Rollscan sensor (Gain 50, Magnetisim 
Power 25) was utilised. The lower the resulting value the 
more compressive the residual stress and vice versa. 
 
 
a) 
 
b) 
 
Figure 8. Barkhausen Noise magnetic power readouts from a 
single set of trials illustrating residual stresses over 360 degrees 
of circumference of the newly formed profile a) 13.2 g/min and 
b) 5.5 g/min mass flowrate of MoS2 
The interactions between the selected factors were analysed 
through means of the ANOVA method.  The extents of the 
main effects are illustrated in figure 9. The direction and 
gradient of the plots describe the influence that each factor 
has on the selected responses with respect to; Barkhausen 
Noise, Specific Grinding Energy, Net Power and Q’w.  The 
interaction of the factors is visualised by figures 10 and 11. 
Here the combined effects of the L8 orthogonal factor levels 
can be analysed in order to determine the optimum 
parameter settings for a successful grind ideally looking 
towards low Barkhausen Noise signals, Low SGEs, Low 
Net Powers that are all associated with a reduction of the 
abrasive process heat. 
 
On initial inspection the ANOVA analysis indicated that 
an extreme increase of MoS2 caused a negative effect on the 
surface residual stresses. The surface of the abrasive wheel 
was observed to contain compacted regions of solid 
lubricant which led to repeated trials with a narrower 
variation of MoS2 mass flowrate from 5.5-9.5 g/min. The 
subsequent trials demonstrated that a positive reduction in 
residual stresses is attainable providing an optimum value of 
MoS2 is identified. 
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Figure 9. Main effect plots illustrating strength and influence 
of factors (Vs, Vw , ae , Mass Flowrate of MoS2: 5.5-13.2 rpm) 
towards responses (BN, SGE, kW and Q’w) 
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Figure 10. Interaction Plots (Factors: Vs , Vw , ae , Mass 
flowrate of MoS2: 5.5-13.2 g/min) relative to Barkhausen Noise 
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Figure 11. Interaction Plots (Factors: Vs , Vw , ae , Mass 
flowrate of MoS2: 5.5-9.5 g/min) relative to Barkhausen Noise 
VII. DISCUSSION 
The objective of being able to achieve a controllable and 
even distribution of water/solid lubricant mix over the width 
of the wheel was achieved using a Schenk Accurate feeding 
system.  Initial investigation showed that the internal nozzle 
volume must be large enough to ensure the free flow of the 
water/solid lubricant mix to the wheel. 
Initial trials of the delivery system showed that there were 
no undesirable characteristics of the grinding process such 
as excessive noise and/or excessive sparks, while using a 
water/solid lubricant mix. 
 
To reduce the amount of wastage and to ensure that the 
wheel was fed at the correct rate the flow of MoS2 was 
initiated only once the wheel was running at the desired 
speed. This also ensured that the effect of the wheel surface 
pulling the solid lubricant out of the contoured graphite 
nozzle was accounted for. 
 
These trials have considered only very low Q’w (Specific 
Material Removal Rate) values typical of industrial finishing 
regimes. Figure 9 shows the main effect plots between 
selected grinding parameters for the introduction of a water 
solid lubricant mix. The greatest factor influencing Net 
Power is the infeed rate vf (mm/min). The Specific Grinding 
Energy (kJ/mm3) and Q’w (mm
3/mm.s) values are dictated 
by the work-speed vw (m/s) and the infeed vf (mm/min). 
These interactions are as expected. The effect of adding a 
solid lubricant is shown to be more significant in the 
response of the Barkhausen Noise signal. The addition of 
more solid lubricant shows that the surface residual stress 
becomes more tensile. This is thought to be due to the solid 
lubricant forming a dense layer of built up solid lubricant 
that effectively limits the performance of the abrasive wheel 
due to the reduction in the effective porous volume of the 
wheel. This porous volume normally encourages the 
formation of chips whilst removing them from the sample 
surface. From these initial results it is envisaged that for 
future grinding trials the volumes of applied lubricant will 
be lower than those achieved at the maximum leadscrew 
speed. This will reduce the occurrence of clogging and 
compaction of the solid lubricant. A lower volume may 
actually encourage the wheel to actively self clean by the 
centrifugally induced release of the solid lubricant from its 
periphery. 
 
Subsequent trials were carried out using lower mass 
flowrates of solid lubricant 5.5-9.5 g/min (leadscrew speed 
200-250rpm). The interactions of the grinding parameters 
are shown in Figure 10. These interaction plots show that an 
optimum volume of solid lubricant can be achieved between 
a leadscrew feedrate of 5.5-9.5 g/min as the mass flowrate 
9.5 g/min shows an increase in the compressive residual 
stresses of the ground surface. It was observed that a large 
reduction in the surface tensile stress was found at the 
highest infeed rate of 3mm/min with a MoS2 mass flowrate 
of 9.5 g/min. It is postulated that this is a result of the solid 
lubricant being forced out of the effective porosity of the 
wheel in the grinding zone. This trial demonstrated that a 
wheel-speed vs of 100m/s, a work-speed vw of 0.4m/s, at an 
infeed rate of 3.0mm/min combined with MoS2 added at a 
rate of 9.5g/min would provide the best surface integrity. 
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VIII. CONCLUSION 
· A volumetric feed system has been successfully 
developed that can consistently apply an even layer of a 
solid lubricant/water mix onto the wheel periphery. 
· The effective flowrate of the solid lubricant can be 
accurately controlled. 
· ANOVA identifies that the most influential mass flowrate 
of solid lubricant is in the lower range of 5.5-9.5 g/min. 
· High volumes of applied solid lubricant cause wheel 
clogging and result in an increase in the tensile stresses of 
the ground component. 
· High infeed speeds reduce the occurrence of tensile 
residual stresses and potentially create a free release of the 
solid lubricant from the wheel periphery. 
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Abstract—The ELID (Electrolytic In-process Dressing)-
grinding was applied to micro-machining of SiC materials. The
machining characteristics by the ELID-grinding on sintered
and CVDed SiC materials were investigated. Quality and
sharpness of the ELID-ground edge were evaluated.
I. INTRODUCTION
HIS paper deals with attempt on micro-machining by
the ELID-grinding for SiC materials. SiC materials are
increasingly used for variety of structural and functional
parts from their superior mechanical, chemical, and
electronic properties, anti-corrosion resistance, thermo-
resistance, and tribological properties and toughness. In the
recent years, SiC materials are being attempted to the uses
for biological or medical applications from their high
biocompatibility and wear toughness. SiC materials,
however, have difficulties in their high quality, precision,
and efficient machining, and so a new machining method
must be established.
As an application of SiC materials to medical operations,
knife-edge machining by grinding aiming generation of
sharp and micro-cutting structures is to be considered.
In this paper, the ELID (Electrolytic In-process Dressing)-
grinding was applied for micro-machining of SiC materials,
and the grinding characteristics were investigated. Sharp
edge generation was attempted by using the grinding
process, and quality and sharpness on the ground edge were
evaluated and discussed.
II. ELID-GRINDING
ELID grinding was developed in 1987 by one of the
authors, and a number of reports describing this process
have been published. The principle of ELID-grinding is
shown in Figure 1. The wheel serves as the positive
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electrode. The negative electrode is installed opposite the
grinding surface of the wheel. The clearance between these
two electrodes is set at 0.1 to 0.3 mm. DC-pulse voltage is
supplied between the two electrodes in order to
electrolytically remove only the metal bond of the wheel,
allowing efficient and automatic dressing of the wheel. This
dressing is continued even during the grinding work in order
to prevent reduced wheel sharpness from wear, thereby
realizing highly efficient mirror- surface grinding.
Specific grinding
fluid for ELID
Negative
electrode
(-Ve)
Work
Chuck
Specific metal
bonded wheel
Coolant
Brush
(+Ve)
Feed
Power
supply
Fig.1 Representative illustration of principle of
ELID-grinding
Figure 2 shows a schematic illustration of ELID- grinding
mechanism. Firstly, electrolysis starts to dissolve the metal-
bond of the wheel, then, however, the ionized metal-bond
can be oxidized and insulating layer is stored on the
electrolyzed (dressed) metal-bond surface. With this
insulating layer on the dressed wheel surface, grinding is
conducted together with electrolytic in-process dressing, In
accordance with the wear of abrasive grains and insulating
layer, electrolysis occurs again, then the wheel surface
conditions are maintained.
Fig.2 Schematic of ELID-mechanism
Application of ELID-grinding for Micro-machining of SiC
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III. EXPERIMENTAL METHOD AND CONDITIONS
In order to investigate the grinding characteristics of SiC
materials, plane surface machining experiments were
conducted by the ELID-grinding method. The grinding
system is based on an ultraprecision machine which
employs the ELID-grinding capability and precision roller
guides with 1nm feed resolution. The experimental setup and
machining method are shown in Fig.3.
Fig.3 Experimental setup and machining method
Table 1 shows the machining conditions. As grinding
wheels, #325, #1200, #4000 cast iron bonded diamond
wheels were used, and a #8000 metal-resin hybrid bonded
wheel was used. Workpieces are sintered and CVDed SiC
materials.
Table 1 Machining conditions
Workpiece Sintered and CVDed SiC: 10mm
Grinding
machine
Ultraprecision 4-axis machine
Grinding wheel #325, #1200, #4000: cast iron bonded
diamond wheel (NX-FCI)
#8000: metal-resin hybrid bonded
diamond wheel(NX-KFSI)
[The Nexsys Corp.]
Grinding
conditions
Wheel roatation: 10000min-1
Feed rate: 5mm/min
Depth of cut: 2,1,0.5,0.2m/pass
Power supply
for ELID
NX-ED921 [The Nexsys Corp.]
ELID
conditions
40V/3A, 40V/4A
on/off=2/2s
In this experiments, the grinding wheels were plunged
onto the workpiece peripheral (as shown in Fig.3) to
generate the edge with the ground roughness pattern as knife
cutting edge for surgery operations. The ground surfaces
were observed by SEM, and the roughnesses were evaluated
by an optical surface tester. The surface hardnesses before
and after machining were evaluated by micro-hardness tester.
IV. MATERIAL PROPERTIES OF SINTERED AND
CVDED SIC
In this experiments, sintered and CVDed SiC materials
were used as workpieces because of their popularities in
industry, easiness for applications, and reasonable costs. The
sintered SiC used was  SiC ceramics, and has 1-3m pores
in its matrix as shown in Figure 4. Pores will influence the
edge sharpness after machining.
The CVDed SiC used has high purity of 99.9995%.
Sintered SiC CVDed SiC
Fig.4 Sintered and CVDed SiC materials
Table 2 shows their material properties.
Table 2 Material properties
Properties Density
G cm-3
Vickers
hardness
GPa
Elasticity
GPa
Poisson
ratio
Sintered 3.10 2800 410 0.15
CVDed 3.21 2540 461 0.21
V. MACHINING RESULT ON SINTERED SIC
To prove the machinability of the sintered SiC material,
plane surface grinding was attempted with #325, #1200, and
#4000 cast iron bonded grinding wheels. The result is shown
in Figure 4. The results suggest that finer grinding wheel
generates smoother surface roughness, though the plunge
grinding was applied. Better ground surface quality will be
obtained through the optimisation of the grinding conditions.
Fig.4 Ground surface roughness on sintered SiC
Under the experiences on plane surface grinding, edge
generation by grinding was attempted. Course shaping by
grinding was done by a #140 wheel with observation by a
video micro-scope using CCD camera in realtime. Then,
intermediate finishing was done by a #1200 wheel, followed
by a #8000 final finish grinding.
Although the pores in the sintered SiC material may
strongly influences the edge generation, a very sharp edge
Wheel
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machining could be achieved as shown in Figure 5. About 1
m edge radius was successfully obtained, and also micro-
cutting edges were generated by the grinding marks.
Fig.5 Ground edge on sintered SiC
VI. MACHINING RESULT ON CVDED SIC
Under the similar conditions to the sintered SiC grinding
ones, the CVDed SiC material was machined, and edge
generation was attempted. The ground edge examples
produced by #140 and #1200 wheels, are shown in Figure 6.
This figure suggests that each surface was generated by
the brittle mode removal mechanism. And also, this figure
suggests that the grinding roughness marks are generating
micro-cutting knife edges.
#140 wheel grinding #1200 wheel grinding
Fig.6 Ground edge on CVDed SiC
A #800 wheel was applied to finish the edge ground by
#140 and #1200 wheels. Grinding roughness marks
remained after the #1200 grinding process, made micro-
cutting knife edge even after final finishing done by a #8000
wheel as shown in Figure 7.
Fig.7 Finished edge by #8000 wheel on CVDed SiC
Furthermore, the micro-vickers hardness tester evaluated
the surface hardnesses before and after grinding by #8000
wheel for sintered and CVDed SiC materials. The results are
shown in Figure 8. On each material, the surface hardness
after finishing was higher than that before finishing. And
especially, on the CVDed SiC material, the hardness
improvement after finishing was larger than that on the
sintered one.
Fig. 8 Hardness change and difference
VII. CONCLUSION
This paper described the experimental results on the
ELID-grinding of the sintered and CVDed SiC materials,
and showed their grinding and finishing characteristics. The
results showed that the sharp and micro-cutting knife edge
generation could be successfully achieved by the proposed
process and system, and suggests that the surface
modification was done on the finished surface, which will
cope with medical and mechanical application as tools with
their hardness improvement.
Improving the hardness of the ground surface suggests to
make higher tool toughness and longer tool life. We will
investigate the changes in cutting ability by changing the
grinding pass and direction. Moreover, we will compare the
ground knife edge and commercially available ones, and will
pursue the grinding conditions to make better cutting ability.
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Industrial Robots for Machining Processes in Combination with an 
Additional Actuation Mechanism for Error Compensation  
Arnold Puzik, Andreas Pott, Christian Meyer and Alexander Verl 
  
Abstract— This paper introduces a new and innovative 
method for tooling with an industrial robot. Today, tasks for a 
typical robot application are simple handling jobs such as pick 
and place from place A to B. For such pick and place 
operations the robot’s repeatability is good enough. 
Nevertheless, complex, flexible and precise handling systems 
are required. Specifically the market for tasks of tooling with 
robots has been growing recently. So the idea is to use the robot 
for tooling tasks since conventional metal cutting machine tools 
are high in price and inflexible. Thus, this article describes the 
development of a new idea, due to the named requirements. 
Furthermore, the comparison between existing methods and 
the new one are shown. Aspects and rules related to the design 
of an actuation mechanism based on elastic solid-state joints 
(ESSJ) are presented. Results of the iteratively finite element 
analysis (FEA) and designing are following as well as the 
achievements of such an actuation mechanism for error 
compensation. 
I. INTRODUCTION 
The acceleration of the development and the entry of new 
products to the market, which reflects the wishes of 
customers get a decisive key property to meet the 
international pressure of competition. In order to deal with 
the industrial competition one needs to increase the number 
of developments and therefore, to reduce time to market and 
costs of manufacturing prototypes. Both, the increasing 
number and speed of developing innovative products 
compared to the decreasing time of merchandise are reasons 
for an increasing dynamic behavior of innovation [1].  
Metal cutting machine tools were designed for highly 
accurate machining tasks. The idea of integrating handling 
capabilities for loading and unloading the machine was 
originally not considered. Therefore, small robots were 
applied for those tasks of handling and equipping with new 
parts. Compared to these conventional machine tools a robot 
system is built for flexible handling tasks. Since industrial 
robots were used more and more for simple tasks like 
deburring, grinding, milling, and drilling the requirements 
for such robot systems are increasing in the same way. But 
since the structure, mechanics, drives, and gears of a robot 
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are not designed for those tasks their possibly accuracy is 
limited due to these boundaries. Since there are decisive 
requirements for machining processes of sheet metal, at 
Fraunhofer IPA the idea arise how to obtain, find and 
develop a machining robot with higher accuracy at the 
requirements of smaller costs and higher flexibility 
compared to conventional metal cutting machine tools. If 
these requirements can be fulfilled an industrial application 
can be found and will be likely. 
In order to improve the accuracy of a standard industrial 
robot several things need to be done. The idea is to 
compensate the positioning error by an additional actuation 
mechanism, which is characterized by a high accuracy and a 
small deflection. Such mechanisms for positioning can be 
already found in industrial applications [2, 4]. Especially in 
drives of conventional machine tools, or micro-positioning 
tasks in the production of microchips such positioning 
concepts are already available. These actuation mechanisms 
are equipped with precise sensors and achieve high dynamic 
and resolution by using active piezo-electric materials. The 
elements of guiding these actuators are often realized by 
elastic solid-state joints (ESSJ). Their advantages are that 
nonlinear effects such as statically and sliding friction do not 
occur which leads to good dynamical behavior. 
Nonlinearities mainly exist in the sensor characteristics of 
the actor and actuation mechanism, hysteresis, creeping 
effects, and during the control of those values [3, 11]. 
Nevertheless, it is well known how to encapsulate this low 
level control issues and the mechanical component as a 
whole can be considered to be linear. 
The aim of this paper is to describe the idea of a new 
combination of an industrial robot and a piezo-actuated 
ESSJ in order to integrate the robot’s flexibility with the 
good dynamical behavior and accuracy of an additional 
mechanism for the compensation of positioning errors. 
II. GENERATING AND REALIZING THE IDEA OF A HIGH 
PRECISE ROBOT 
A new aspect of the new machining method is to maintain 
the flexibility of the robot and combine it with the accuracy 
suitable for machining. In order to obtain both advantages 
one can add a second self-operating positioning system in 
order to compensate the positioning error between its 
computed and actual position of the robot’s Tool Center 
Point (TCP). Figure 1 shows the configuration of the entire 
system. The idea includes that the advantage of the handling 
capability of the robot remains. This enables that this new 
robot machining system can be applied in existing serial 
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production lines without any cost-intensive adaptations. 
Compared to conventional metal cutting machines where an 
additional handling system in term of a smaller industrial 
robot is needed these costs for additional robots and 
applications can be reduced. 
 
 
 
Fig. 1.  Structure of a robot system for precise machining  
Before the main parts are detailed one need to know why 
such a system is needed. A robot cannot be used as stand-
alone system. In Figure 1 the disturbance variable is signed 
as a red flash. The magnitude of the disturbances needs to be 
considered since it results in a range up to the absolute 
accuracy of 2mm for standard industrial robots, [5, 6]. Most 
serial applications of standard industrial robots require 
repeating tasks, such as movements from A to B. The 
accuracy for those processes is represented by the 
repeatability of the robot, which can be assumed an order of 
magnitude better than the absolute accuracy. This repeating 
processes requires an iterative programming, e.g. if the 
accuracy of one programmed point in sequence is not 
accurate enough it will be changed in position until the 
accuracy is good enough. Compared to machining processes 
where the tasks and sequences changes from part/task to 
part/task normal machining processes in serial production 
require a higher accuracy lesser than 50 µm. The accuracy of 
conventional tooling machine, comparable for the aimed 
processes is in a range of 1 to 5µm [8]. This means standard 
industrial robots need to be improved in accuracy before 
they can be applied. [6, 7] describes the main error sources. 
Errors can arise because of machining forces, which are 
induced by static and dynamic errors. Further errors can 
have their origin in the tool, mechanical components, gears, 
and bearings, as well as user-errors due to individual human 
failures in control, programming and work-piece 
manufacturing. The main robots errors occur from low 
stiffness of the robots mechanics, drives, and bearings as 
well as external disturbances such as temperature effects. [6, 
7] tried further to improve the robot’s accuracy by 
identifying these effects and by performing real-time 
deformation compensation. By using force and positioning 
control they reduced the surface accuracy from 0.9mm to 
0.3mm. Their goal of application was to reach an accuracy 
of 0.5mm as a pre-machining application. So this approach 
could be a reason to increase the robots’ accuracy at all.   
This paper focuses on the creation of an additional 
actuation mechanism for error compensation, in order to 
reach the required machining accuracy. The main parts are 
the robot and the compensation-mechanism. The 
compensation-mechanism consists of an ESSJ where a 
piezo-drive is used for the displacement of an effector. 
Figure 2 shows the mechanism of the ESSJ as mechanical 
scheme with the stiffness kS, the rate of damping dS
, the mass 
m of the ESSJ and piezo-actor and the displacement x. The 
applied piezo-actor is symbolized with the force Fpiezo-actor 
and is shown in Figure 3. 
 
 
Fig. 2.  ESSJ-mechanism Fig. 3.  piezo-actor with, fixed on adapter 
 
The ESSJ enables to integrate a gear with the ratio γ  by 
placing the position on the lever where the force Fpiezo-actor is 
applied. The maximum displacement of the piezo-actor is 
limited and can be influenced through the ratio γ . When 
applying a piezo-actor in an ESSJ one needs to consider that 
the piezo-drive works versus a spring. That means the real 
displacement of the piezo-actor will be reduced by 
 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+−⋅Δ≈Δ ST
T
R kk
k
LL 10
RL
, (1).  
 
where Δ  is the lost displacement caused by the 
external spring load, 
0LΔ  the nominal displacement without 
external forces or restraints, k the piezo-actor stiffnesss and 
 the spring stiffness of the ESSJ. This results due to the 
natural behavior of a spring. Operating the actor the external 
force 
T
Sk
 
( ) )(VLkVF S Δ⋅−=
)(VL
 (2) 
is proportional to the displacement Δ  of the piezo-
actor, which is dependent upon voltage V. Due to this spring 
behavior one needs to consider these effects in the design of 
the ESSJ using FEA-methods. The simulation enables the 
calculation of displacements versus a defined force, so the 
stiffness of the entire compensation-system can be 
calculated. The remaining displacement of the piezo-actor 
LΔ  is determined by 
 
ST
T
kk
k
LL +⋅Δ=Δ 0
. (3) 
Furthermore, the piezo-actor is equipped with a strain 
effector 
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gauge. This sensor enables to control the hysteresis behavior 
of the piezo-materials, so that hysteresis can be fully 
compensated with this closed-loop piezo-system. The 
closed-loop works through measuring the actor position by 
the strain gauge and comparing it with the computed actor-
position. The difference needs to be controlled to zero. A 
further effect which is supposed to be controlled by the 
internal strain gauge measurement is the rate of creep. Due 
to remnant crystalline polarization and molecular material 
effects (dielectric and electromagnetic large-signal behavior) 
the piezo-actor is creeping a few percent of its displacement 
with the time (voltage gain remains at same level after a 
changing in positioning). The creeping behavior as change in 
position after voltage change is a function of time ( )tLΔ  and 
follows 
 
⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛⋅+Δ≈Δ = 1.0lg1)( 1.0
t
LtL Crt γ , (4), 
 
where  represents the creeping shift 0.1s after 
voltage change and 
1.0=Δ tL
Crγ  is the creep-factor. So the 
nonlinearity of the piezo-actor can be excluded using the 
closed-loop control architecture, which is named as inner 
control of the cascade control in this paper. 
A further part as functional device of the proposed 
machining system (Figure 1) needs to be applied and is 
named as absolute measurement sensors. The measurement 
sensor is applied for the purpose of identifying the current 
positioning errors, arising from static and dynamic effects. 
Knowing the absolute position of the measurement sensors 
one can measure the relative position of the robot’s TCP and 
of the ESSJ-compensation-mechanism. The ESSJ-
compensation-mechanism can be assumed to be rigid (in 
closed loop control) compared to the robot which handles 
the work-piece and due to the named errors and disturbance 
variables can vary within the range of the positioning 
accuracy. Thus, only the absolute position of the TCP needs 
to be measured during the machining processes and 
programmed positioning sequences. With the information of 
this measured current position and the programmed position, 
which can be read from the robot controller, one can 
calculate the translational error between work-piece and 
tool. The idea of the approach presented here is to have two 
compensational concepts. One follows greater errors in a 
range between 0.5mm and 2mm (equal to the robot’s 
absolute accuracy) as described in [7] and the second 
compensation will be controlled with the additional ESSJ-
compensation-mechanism. Using a real-time operating 
system data can be read and continuously processed with the 
interpolation frequency of the robot control in order to 
command appropriate correction values to the ESSJ-
compensation-mechanism, which will be further detailed in 
the next paragraph.  
The control system is a further part, as seen in Figure 1. 
As explained before it consists of the inner cascade control 
of the piezo-actor by using the strain gauge and the outer 
cascade of, firstly controlling greater errors of the robot and 
secondly controlling the position of the ESSJ-effector by 
measuring the effector position using a capacitive sensor. 
The data processing of all sensors and actuator is built by 
using a dSpace real-time-system in combination with the 
Matlab real-time workshop. So, the outer cascade controls 
the position of the ESSJ-effector with the tool spindle fixed 
on it.  
III. ASPECTS OF DESIGN AND DRAWING AN ESSJ IN 
COMBINATION WITH A PIEZO-ACTOR 
Based on the above presented concept and requirements to 
increase the machining accuracy of robots, the design of this 
additional actuation mechanism for error compensation is 
presented. Therefore, several rules based on the theory of 
piezo-actors [9, 10, 11] have to be adhered.  
Without knowing all the advantages of ESSJs a concept of 
a conventional motion lever mechanism with ball bearings 
and linear guides was developed, which is shown in Figure 
4, but no longer followed, due to the following 
disadvantages and advantages of piezo-actors. 
 
 
Fig. 4.  Conventional motion lever mechanism  
A. Applications of lever motion amplifiers 
A survey on piezo-actors shows that it is possible to 
obtain actors with great diversity of displacement, stiffness, 
and dimensions (e.g. as piezo-stacks). The aim of an 
additional ESSJ-mechanism is to compensate displacements 
in a range up to 400µm. Because of the length of an actor 
with a maximum displacement capacity of 180µm is about 
200mm no greater piezo-actor was intended to be applied in 
an ESSJ-mechanism. So a motion lever amplifier with a 
lever transmission ratio of 5,5=γ  was designed to increase 
the 180µm up to about 400µm displacement. The use of a 
lever motion induces some loss-effects, thus, a greater ratio 
γ  must be applied in order to compensate the main problem 
in loss of stiffness. The lever mechanism needs to be free of 
backlash and friction to maintain the desired dynamic 
behavior and resolution. Therefore, the use of ESSJ with 
optimum guidance characteristics was applied where 
alternatives such as roller bearings cannot be used due to 
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backlash. Using this lever gear the advantages of a compact 
size (compared to an actor with same displacement and 
length of the piezo-actor) and greater displacement will be 
exploited. The disadvantages of reduced stiffness and 
capacitance of displacement due to working versus a spring, 
and lower resonant frequency need to be considered in the 
design. A further requirement is to ensure that no loss of 
stiffness occurs due to coupling between the piezo-stack and 
the lever motion system. This coupling must be very stiff in 
direction of the displacement and should not transmit forces 
and moments in all other directions to avoid material 
damages of the piezo-stack. Thus, a ball tip is used, as also 
described later for further reasons. 
B. Straight displacement with use of ESSJs to build a 
flexure guiding system 
The common application of ESSJ is to build a flexure 
guiding system to ensure only a one-directional linear 
behavior of the ESSJ-effector. Thus, as named before the 
dynamic advantages can be used, because ESSJs are 
working without friction and stiction and can be designed 
with high stiffness and load capacity. Limiting the stresses to 
appropriate values the mechanism is design to have fatigue 
resistance and thus free of wear. Compared to mechanical 
guiding systems ESSJs are less sensitive to shock and 
vibration, they are maintenance free, and require no 
lubrication or further consumables.  
Different types of ESSJs exist. Some are working as 
parallelogram principle, linear system, lever motion, knee-
lever, parallel or serial kinematics. All these ESSJs have 
special requirements which need to be adhered for 
designing.  
Due to the named advantages an ESSJ-compensation-
mechanism was favored. The way of finding a 
compensation-mechanism is iteratively and follows the 
theory of [10]. The designer obtains the idea from the 
diversity of ESSJ-types. From this point one needs to decide 
the type, which is appropriate for the application. In this case 
the simple motion lever mechanism can be applied as best. 
Then first designs of several ESSJ-elements need to be 
merged together to a guiding system (Figure 5). 
For the iterative design process one needs to consider the 
lever transmission ratio , the force F of the piezo-actor and 
the stiffness  of all ESSJs together. With all these 
considerations several finite element analysis (FEA) 
computer simulations were carried out to optimize the 
translational displacement of the effector while avoiding 
rotation (Figure 5).   
γ
Sk
C. Mounting and Handling of Couplings 
Because of axial pulling loads on the piezo-actor can arise 
from the effector the piezo-actor is provided with a preload 
of 2kN at an entire load capacity of 12,5kN. Tilting and 
shearing forces have to be avoided because they can damage 
the piezo-actor. So with the use of a ball tips at the end of 
the piezo-actor these forces can be excluded.  
 
 
Fig. 5.  ESSJ-mechanism with motion lever mechanism and use of piezo-
actor 
IV. RESULT OF THE ITERATIVELY DESIGN PROCESS OF THE 
ESSJ-COMPENSATION-MECHANISM 
As shown in Figure 5 a first design using a motion lever 
was executed with FEA. The aim is to build a system, which 
ratio  and stiffness  is in balance, so that axial, tilting 
and shearing forces can be compensated not only by actor-
force, but by stiffness as well. Therefore, the entire 
compensation-mechanism was simulated using FEA where 
different variants of main ESSJ were applied to allow for the 
displacement of the effector as shown in Figure 6.  
γ Sk
L
L
The simulations were performed with different kind of 
applied forces and torques, which could occur during 
machining processes. The analysis of static displacements of 
all three translational directions and von-Mises-stress were 
compared. Since the motion lever versus the piezo-actor 
could be characterized as spring, one need to consider the 
remaining displacement Δ  to calculate the resulting 
displacement of the effector. Using equation (3), the exact 
simulated displacement at the piezo-actor position and the 
applied specific force on the piezo-actor one is able to 
calculate the remaining displacement range Δ . 
 
 
Fig. 6.  Different variants for main ESSJ’s Fig. 7.  ESSJ as linear guiding 
    elements  
The displacement of the effector results when following 
the theorem on intersecting lines. The simulation showed 
that variant number 3 will possess the best balance and is 
used for further simulations.  
The results of the FEA simulation of the main ESSJs 
(ESSJ-configuration as shown in Figure 5) have shown a 
small error of rotational displacement around the z-axis. The 
aim of the compensation-mechanism is supposed to 
effector 
main ESSJ 
motion lever
y 
z 
x 
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compensate only in one-translational direction without 
influencing further translational or rotational degrees of 
freedom. Thus, additional design-works had to be done to 
avoid these displacements. The insertion of additional ESSJs 
as shown in Figure 7 were tried to avoid the unintended z-
rotation. Figure 8 shows the implementation into the entire 
compensation-system. Minimal variations of thicknesses 
avoid the rotation and limit the displacement to pure 
translation in y-direction.  
The consequence of inserting additional ESSJs was that 
changes to higher stiffness and thus, smaller displacement of 
the effector arose. Again an iterative process of FEA-
simulation and redesign of the ESSJ-dimensions followed. 
Adaptations of dimensions such as length, thickness, and 
curvature of radius of the additional and the existing main 
ESSJs were done iteratively with the aim of maximum one-
translational displacement and minimum von-Mises-stress, 
whereas the stiffness should stay in a same range as 
simulated without additional ESSJs.  
The final results of the FEA-simulation are shown in [12] 
with consideration of the mass of the used spindle and 
adpater. The result shows the maximum displacement at the 
lower left corner of the motion lever and an effector 
displacement in y-direction of 432.9µm, when considering 
equation (1) and (3) and following the theorem on 
intersecting lines. The maximum von-Mises-stress appears 
in one of the main ESSJs. The amount of von-Mises-stress 
was simulated to 107.6MPa, whereas the material yield-
strength of the applied material is 240MPa. So, an 
acceptable buffer is included for the process, external 
influences, manufacturing, and assembly. The analysis with 
a more accurate mesh for the FE-computation has shown the 
results of 101.2Hz and 242.3 Hz (Figure 9 and 10) as the 
first and second eigenfrequencies of the systems, compared 
to [12] where the result were slightly higher. As assumed the 
first eigenmode results in the designated movement of the 
ESSJ, due to the smallest stiffness in this direction. The 
second mode is pitching around the y-direction, occurred by 
the mass of adapter and spindle. Figure 11 shows the 
implemented compensation-mechanism as controlled 
system. As example a robot signal during a machining path 
in one axis was measured. As one can see the reacting 
compensation-mechanism on this measured robot signal is 
also shown in this Figure, which shows the measured signals 
of the workpiece as command-variable and of the 
compensation-mechanism as feedback-variable for the 
control. The rest error as difference of both signals remains 
in a small range of ±15µm. This is due to a small latency 
effects. Further works of the control of this system will 
identify these effects and go more into detail of machining 
test workpieces. 
 
Fig. 8.  Optimized version of a one degree-of-freedom compensation-
mechanism  
 
Fig. 9.  First eigenmode of the designed system with spindle on it, with 
eigenfrequency of 101.2Hz 
 
 
Fig. 10.  Second eigenmode of the designed system with spindle on it, with 
eigenfrequency of 242.3Hz 
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Fig. 11.  Behaviour of ABB IRB7600 robot (green line), additional 
actuation mechanism which follows the green line (blue line) and the 
difference of rest error when compensated by the compensation-mechanism 
(red line). This behaviour of the robot, occurs during a real milling process 
V. CONCLUSION AND PERSPECTIVES 
This article describes how to improve the accuracy of an 
industrial robot for machining processes. Firstly, the concept 
is introduced based on measuring the current position error 
and superimposing a correction motion. The advantages of 
using piezo-actors in combination with ESSJs for error 
compensation were discussed. Further aspects of design for 
piezo-actors and ESSJs were highlighted and being 
considered. A design study for a motion lever mechanism 
base on ESSJ is presented. An iterative process of FEA-
simulations and redesign of the ESSJs was used to optimize 
the range of pure translational while minimizing von-Mises-
stress. Additional ESSJs were added to avoid unintended z-
rotation. Again an iterative process of FEA-simulation and 
redesign followed due to maximum displacement and 
minimum von-Mises-stress. Simulation results of the 
optimized mechanism were presented where a range of 
translational motion of 432.9µm and a von-Mises-stress of 
107.6MPa could be reached. Compared to [12] and due to a 
better mesh the first frequency-analysis of the entire system 
shows the first eigenfrequencies at 101.2Hz and 242.3Hz in 
the desired direction of motion and as a rotation around this 
axis, respectively. Furthermore a first real test of the 
implemented system could be done as the verification of the 
working principle of an additional compensation-
mechanism.  
After design and FEA-simulation further work will 
contain manufacturing and assembly of the designated 
actuation mechanism with all the designated parts. 
Furthermore, first investigation will be done to verify the 
simulation results of displacement and frequency. An 
interesting point in future work will be assigned to the 
fatigue endurance limit, where a parameter need to be found, 
which characterizes the process behavior of oscillation by 
finding correct values of amplitude and mean stress. 
Continuing the implementation a main task in future work 
concerns the control system of the entire compensation-
mechanism together with the real-time data-processing and 
the application of adequate filter algorithms in order to avoid 
hissing and nonlinearities. Based on these experiences of the 
named future works the final goal is to create a three-
dimensional actuation mechanism for the error 
compensation in all three translational directions. 
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Abstract—In order to simultaneously achieve the logistic 
objectives, low Work in Process (WIP) level, short throughput 
times and high schedule reliability and cope with the 
unexpected events including unpredictable internal disturbance 
(equipment failures, rework etc.) and changing external 
environmental influence (variations in demand patterns, 
unsatisfied quality and quantity of raw material delivery etc.), 
this paper proposes a hybrid control system in which the 
different logistic objective-oriented, central-feedback and 
distributed control modules interact and function together. To 
examine our idea and survey the impact of the different 
combinations of control modules on logistic performance, 
multiple control scenarios are developed by means of discrete 
simulation using practical data. On the basis of comparing and 
analyzing simulation results, several useful principles and 
guidelines for achieving multiple logistic objectives in 
manufacturing control are discussed as well. 
I. INTRODUCTION 
To achieve business success in a globalised market, 
nowadays’ manufacturing enterprises are trying to 
distinguish themselves from their competitors not only by 
producing high quality products at low costs, but also 
increasingly with a superior logistic performance [1], [2]. 
Both of the requirements are primarily demonstrated by low 
WIP level, short throughput times and high schedule 
reliability. Moreover, the robust manufacturing systems are 
being pursued to react adequately to the unexpected events. 
In order to overcome both challenges, this paper proposes a 
hybrid control system, in which the logistic objectives, low 
WIP level, short throughput times and high schedule 
reliability can be simultaneously accomplished by a mixed 
central-feedback/distributed, multiple objectives-oriented 
control approach.   
II. OVERALL CONTROL CONCEPT AND SIMULATION MODEL      
The conflicting orientation of the logistic objectives short 
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throughput times, high schedule reliability, low WIP level 
and high utilisation is known as the scheduling dilemma [3]. 
Although there is no possibility for manufacturers to reach 
all of the four logistic objectives to the highest grade 
because of the confliction between high utilization and the 
other three logistic objectives as shown in Fig.1 [4], the 
logistic objectives, low WIP level, short throughput times 
and high schedule reliability might be in different degree 
achieved due to the mutual support relationship.  
 
 
Fig. 1.  Logistic objectives and scheduling dilemma [4] 
 
However, it is very tricky to achieve the three logistic 
objectives simultaneously, even on individual workstations. 
The Logistic Operating Curves (LOC) [5], as shown in 
Fig.1, demonstrates two options to achieve logistic 
objectives on individual workstations: either to realize short 
throughput times and low WIP level with a moderate 
schedule reliability or to obtain high schedule reliability 
with a moderate throughput times and WIP level. That 
implies that no matter which objective oriented control 
individual workstations is able to possibly accomplish at 
most two logistic objectives. Moreover, even if different 
logistic objective-oriented control tasks are assigned to 
different logistic objects (e.g. orders and workstations) the 
contradiction between local objectives will lead to non-
optimal global performance. Consequently, aiming at 
simultaneous achievement of the three logistic objectives, it 
is necessary to assign different objective-oriented control 
tasks not only to the logistic objects but also to the whole 
logistic system. 
On the other hand, the reason that conventional 
manufacturing systems show a wide range of weaknesses 
regarding the flexibility and adaptability to the unexpected 
events [6] is that they are characterized by non-feedback and 
central control approaches. To cope with the unexpected 
events, it is necessary to shift the ongoing paradigm from a 
non-feedback control towards a feedback control and from a 
central control towards a decentralized control [7], [8]. 
A Multiple Logistic Objectives-oriented Manufacturing Control 
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A. Overall Control Concept 
On the basis of the combined consideration of the above 
two necessities, simultaneously achieving the targeted 
logistic objectives and coping with the unexpected events 
might be realized by assigning a low WIP level-oriented, 
feedback control task to the whole system and assigning a 
high schedule reliability-oriented, distributed control task to 
intelligent orders.  
Therefore, the proposed hybrid control method consists of 
three control modules: a central-feedback WIP control 
module to reduce WIP and throughput times; a distributed 
routing control to increase schedule reliability by reducing 
due date deviation of orders; a backlog control module to 
further enhance schedule reliability by reducing order 
backlog. In the control process, the three control modules 
function and interact together to accomplish the targeted 
logistic objectives and react adequately to the unexpected 
events. 
B. Discrete Simulation Model 
To test our idea, a discrete event simulation model has 
been developed in eMplant using practical data exported 
from a Production Planning and Control (PPC) software 
(FAST/Pro). The simulation model describes a partial 
manufacturing system of a German hanger manufacturer 
and consists of four work systems which represent different 
processing steps including manual turning, CNC turning, 
drilling and CNC center. Each work system works in the 
given shift calendars and consists of different number of 
parallel workstations (i.e. machines). The four work systems 
are connected via the complex material flow including not 
only the top-down flow but also the reverse and the re-entry 
flow as shown in Fig.2, in which the numbers represent the 
total amount of completed orders during a two years period. 
  
 
Fig. 2.  A partial manufacturing system 
 
The manufacturing process is modelled in a dramatically 
dynamic environment. The Failure Availability and the 
Mean Time To Repair of workstations are set at 95% and 10 
minutes respectively, and the incoming orders have diverse 
quantity (i.e. amount, lot sizes, number of operations and 
work content as shown in Fig.3). 
 
 
Fig. 3.  Dramatic changes in market demands 
III. CENTRAL-FEEDBACK WIP CONTROL    
For a manufacturing system, the total WIP level 
determines the throughput time performance. In accordance 
with the Manufacturing System Operating Curves (MSOC) 
[9], the ideal minimum WIP of the manufacturing system 
( MSmin,WIPI ) level represents the WIP level necessary to run 
the system assuming that no arriving order has to wait and 
no interruption occurs in the material flow. As a result, the 
minimal attainable throughput time is able to be achieved by 
maintaining the total WIP at the MSmin,WIPI  level. In order to 
achieve both short throughput times and low WIP level, a 
central WIP controller has been developed to remain the 
total WIP of the job-shop at the MSmin,WIPI  level which is 
calculated with Eq.1 adapted from Schneider [9]:  
 
∑
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)t(WIPI MSmin, : Ideal minimum WIP of the manufacturing 
system [Hrs] 
)t(WIPI imin, : Ideal minimum WIP of workstation i [Hrs] 
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)t(MFCi : Material flow coefficient of workstation i [-]  
W : Number of workstations [-] 
 
The Eq.1 is developed using the same idea of deriving 
MSOC. I.e. the higher workstation’utilisation is, the more 
contribution its ideal minimum WIP makes to the ideal 
minimum WIP of the manufacturing system. The essential 
difference is that the ideal minimum WIP of workstation in 
Eq.1 is expressed not in number of orders but in (working) 
hours. In this way, the complex conversion between the 
MSmin,WIPI  in number of orders and MSmin,WIPI  in hours is 
avoided. In Eq.1, the workstation with maximum WIP level 
is detected as the bottleneck workstation; the material flow 
coefficient describes the percentage of orders that are being 
processed at a single work workstation and is given by Eq.2, 
and the ideal minimum WIP level of workstation is 
calculated using Eq.3.  
 
)t(PER
)t(PER)t(MFC
MS
i
i =                                              (Eq.2) [9] 
Where 
)t(MFCi : Material flow coefficient of workstation i [-] 
)t(PER i : Performance of workstation i in number of orders 
[-] 
)t(PER MS : Performance of the manufacturing system in 
number of orders [-] 
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Where  
)t(WIPI imin, : Ideal minimum WIP level of workstation i 
[Hrs] 
jWC : Work content of operation j [Hrs] 
n : Number of accomplished operations at workstation i [-] 
 
As shown in Fig.4, if the WIP deviations arise, the WIP 
controller prevents a further release of orders into the job-
shop until the deviation is eliminated completely or 
negative. The orders which have not been released will be 
stored in an order pool. 
The WIP controller checks the sum of the total WIP and 
the first operation’s work content of the releasing order 
whether exceeds the MSmin,WIPI  level. If not, the WIP 
controller will release the order into the job-shop. 
Furthermore, the total WIP is dynamic derived according to 
the sum of WIP levels of workstations which are calculated 
by taking the work content of current operation into 
account. In this way, the misestimation of total WIP is 
avoided by bypassing complex estimating the imminent 
operation work content, in contrast to the conventional 
control methods (e.g. Workload control [11], Load Oriented 
Manufacturing Control [12] and Decentralized WIP-
oriented Manufacturing Control [13]). 
 
 
Fig. 4.  Concept of WIP control 
IV. DISTRIBUTED ROUTING CONTROL 
In order to achieve high schedule reliability in the 
production area, manufacturers generally strive to avoid 
completing orders before or behind the due date by 
minimize the due date deviation of all orders [4], [14]. 
Therefore, a hybrid scheduling approach has been 
developed for a distributed order routing control in the 
multiple machine, multiple-processing-step manufacturing 
system in which due date deviation of orders can be 
minimized by a distributed routing control. 
The proposed hybrid scheduling method consists of two 
components: a central, daily scheduling (via FAST/Pro) 
using backward algorithm and a distributed, real-time 
scheduling (via eMplant) using forward algorithm, both of 
which are lumped together and support each other to 
produce the due date deviation information in real time. 
A. Central scheduling 
Since each intelligent order in a distributed control 
system has a dual set of goals, which include not only the 
first set which emphasizes local autonomy to cope with 
unexpected events but also the second set which emphasizes 
optimal global system operation and survival when 
subjected to the unexpected events, some global information 
must exist to improve the global performance [15]. For this 
reason, a central scheduling method has developed to 
provide individual orders with global information using 
backward algorithm. At the backward scheduling, the input 
and output due dates of operations as output values are 
produced mainly based on the target deadlines of orders and 
the previous day’s mean operation and interoperation times 
of the corresponding workstations, which are derived from 
Enterprise Resource Planning (ERP) and Manufacturing 
Execution Systems (MES), respectively. 
B. Distributed scheduling 
Nevertheless, the central scheduling tends to be not 
executable in real time due to the computation and 
communication bound, so shop floor conditions change 
+ 
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significantly caused by the unexpected events after the 
schedule is completely generated. To overcome this 
problem, a distributed real-time scheduling has been 
integrated using forward algorithm. At the forward 
scheduling, the expected completion times of operations are 
delivered by taking current local situation of the shop floor 
into consideration using discrete simulation.  
C. Hybrid scheduling  
By combining both central and distributed scheduling, the 
hybrid scheduling method has been developed to produce 
the expected due date deviations for distributed routing 
control. As a result, intelligent orders are aware of the 
different due date deviations of alternative process routes 
and choose the workstation with minimum due date 
deviation to process next operation on each processing step. 
 
 
Fig. 5.  Concept of distributed routing control 
 
As shown in Fig. 5, the hybrid scheduling method is 
summarized in the following algorithm, and steps 1 through 
4 are repeated as long as output events occur on 
workstations and release station. 
Step 1: After operation j-1 of order i is completed, order i 
searches the output due date of operation j ( )t(D i,j ) by 
gaining access to the central scheduler. 
Step 2: Order i searches the alternative workstations which 
are not failed and can process operation j according to the 
processing plan of order i.  
Step 3: Order i requests all the alternative workstations to 
conduct forward scheduling according to the work content 
of operation j, the actual WIP levels and shift calendars of 
alternative workstations, so as to obtain the expected 
completion times of operation j ( )t(C)...t(C),t(C k,j2,j1,j ). 
Step 4: For operation j, the absolute values of the 
differences between the output due date and the expected 
completion times are derived as the expected due date 
deviations of operation j ( )t(Z)...t(Z),t(Z k,j2,j1,j ). 
 
 
Table. 1.  An experimental example in eMplant 
 
Table.1 shows a detailed experimental example in which 
an intelligent order schedules its next operation with 
consideration of four alternative workstations and chooses 
the work station 37703 with the minimum due date 
deviation (1.03 hrs) to process the next operation based on 
the work content of next operation, the actual WIP levels 
and shift calendar FS7860 (see Appendix A) of alternative 
workstations.  
V. BACKLOG CONTROL 
There might be waiting orders in the order pool because 
of the integration of the WIP control module. Apparently, if 
the waiting orders are released in random sequence, the 
order due date deviation will increase. Therefore, a backlog 
controller has been developed to minimize order due date 
deviations by reducing order backlogs. As shown in Fig.6, 
once an order is released into the job-shop, the current 
backlogs of the waiting orders ( )t(B)...t(B),t(B 1,i1,21,1 ) are 
recalculated based on the present time ( )t(PT ) and the input 
due dates ( )t(D)...t(D),t(D 1,i1,21,1 ) derived from the central 
scheduling [12]. The backlog controller rearranges the 
release sequence of the waiting orders according to their 
current backlogs, and the order with maximum backlog will 
be released first. In this way, not only order backlog but also 
order due date deviation is expected to be reduced. 
 
 
Fig. 6.  Concept of backlog control 
VI. EXPERIMENT AND EVALUATION 
In order to find out the most effective combination of the 
described control approaches and survey the impact of 
different combinations on logistic performance, the 
following six scenarios have been developed: 
Scenario 1: uncontrolled system  
Scenario 2: WIP controlled system 
Scenario 3: distributed routing controlled system 
Scenario 4: WIP and distributed routing controlled system 
Scenario 5: WIP and backlog controlled system 
Scenario 6: WIP, backlog and distributed routing controlled 
system (i.e. proposed control approach) 
For the described scenarios, the order dispatching follows 
the uniform distribution function within each work system, 
i.e. workstations have the same possibility to process 
incoming order on each processing step, as long as the 
systems are not under distributed routing control (scenario 
1, 2 and 5); the incoming orders will be released 
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immediately as long as the systems are not under WIP 
control (scenario 1 and 3); in all scenarios, orders are 
processed following First-In-First-Out (FIFO) rule. For 
simplicity, the simulative scenarios are merely carried out 
for 180 days about 128 SCD.               
Table.2 provides the performance measures and the 
achievement degrees of logistic objectives in different 
scenarios. The schedule reliability describes the ratio of 
completed orders within a defined schedule tolerance and 
the total number of completed orders [4]. The schedule 
reliability parameters are calculated under the condition that 
the schedule tolerance and the mean value of output due 
date distribution are set at +/- 3 days and -3 day, 
respectively. The schedule adherence describes the ratio of 
orders that are completed up to the schedule date and the 
total number of completed orders [4]. The mean utilisation 
is expressed as the mean proportion of working and setting-
up state divided by the mean proportion of planned state 
(31.54%); for all the scenarios the mean proportion of 
unplanned states are 68.46% based on the statistical results 
from simulation runs (see Appendix B). The achievement 
degrees of logistic objectives (in round brackets) and the 
improvement degrees of other performance measures (in 
angular brackets) are ranged from 6 to 1 by comparison of 
the performance measures of six scenarios (6 is the highest). 
 
Resource statistics 
Sc
en
ar
io
 N
o.
 Mean 
order  
through-
put time  
[Hrs] 
Mean 
WIP 
[Hrs] 
Mean 
order 
due date 
deviation 
[Hrs] 
Schedule 
reliability 
[%] 
Schedule
adherence
[%] 
Mean 
output  
rate  
[Hrs/SCD] 
Mean  
utilisation 
[%] 
Mean 
proportion of 
working and setting-
up state [%] 
1 29.55 (1) 
436.82 
(1) 
203.44 
<4> 
45.09 
(4) 
57.57 
<6> 
152.82 
<5> 
71.12 
(5) 
22.43 
 
2 14.39 (3) 
172.32 
(3) 
784.51 
<1> 
5.26 
(1) 
2.81 
<3> 
111.09 
<1> 
51.49 
(1) 
16.24 
 
3 25.75 (2) 
399.11 
(2) 
168.72 
<5> 
48.86 
(5) 
54.86 
<5> 
154.24 
<6> 
71.31 
(6) 
22.49 
 
4 9.47 (5) 
165.25 
(5) 
383.54 
<3> 
9.19 
(3) 
2.57 
<2> 
145.20 
<3> 
67.18 
(3) 
21.19 
 
5 13.65 (4) 
168.88 
(4) 
557.39 
<2> 
6.98 
(2) 
1.42 
<1> 
115.94 
<2> 
53.42 
(2) 
16.85 
 
6 8.98 (6) 
163.19 
(6) 
104.38 
<6> 
68.94 
(6) 
6.26 
<4> 
148.97 
<4> 
68.80 
(4) 
21.70 
 
Table. 2.  Comparison performance measures 
A. Conclusion 1 
By comparing the performance measures of scenario 6 
with those of other scenarios, the schedule reliability, the 
mean order throughput time and the mean WIP have been 
significantly increased or decreased in scenario 6 
respectively, while the mean utilisation and the mean output 
rate have been acceptably decreased compared with the best 
performance measures of scenario 3. But, for scenario 6 the 
schedule adherence has been significantly reduced 
compared to scenario 1. 
Since the different settings of mean value of due date 
distribution and schedule tolerance will change schedule 
reliability parameters (e.g. with the different setting of mean 
value of due date distribution and schedule tolerance the 
schedule reliability increased in the both cases as shown in 
the upper and lower Fig.7), the schedule reliability 
parameters have been re-evaluated under the sampled 
setting of schedule tolerance and mean value of due date 
distribution (+/- 5 days and -3 day; +/- 3 days and -1 day; 
+/- 2 days and -2 day, respectively).  
 
 
Fig. 7.  Influence factors on the schedule reliability [4] 
 
The outcomes show that the achievement degrees of 
schedule reliability are consistent with the achievement 
degrees of mean order due date deviation and the 
achievement degree of schedule reliability of scenario 6 is 
always the highest. Nevertheless, for scenario 6 the mean 
order due date deviation (104.38 hrs about 7 SCD) is still 
too high. The main reason is that the hybrid scheduling as 
the combination of central and distributed scheduling 
inherits the disadvantages of the both inevitably, especially 
the shortcoming of the central scheduling as we discussed in 
section Ш.  
Moreover, the logistic potential is determined not only by 
the mean values but also by the variances of performance 
measures. As shown in Fig.8, a comparison of distributions 
of order throughput times, order due date deviations and 
WIP levels shows the variances of the three performance 
measures of scenario 6 have been also decreased compared 
to those of scenario 1.  
 
 
Fig. 8.  Distributions of WIP levels, order throughput times and order due 
date deviations 
 
The results of both comparisons indicate that the 
proposed hybrid control system is capable of simultaneously 
accomplishing the targeted logistic objectives, lower WIP 
level, shorter throughput times and higher schedule 
reliability in a dynamic environment. 
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B. Conclusion 2 
 In scenario 2, the WIP controlled system realized a better 
achievement of short throughput times and low WIP level, 
but the mean utilisation and the schedule reliability have 
been significantly reduced compared with the corresponding 
performance measures of scenario 1. However, by the 
integration of the distributed routing control module into the 
WIP controlled system, not only the mean order throughput 
time and the mean WIP have been further reduced, but also 
the mean utilisation has been increased. 
An implication of this finding is that, to maximize a 
certain logistic objective value and meanwhile ensure 
acceptable achievement degrees of other objectives, a 
feasible and convenient means is not racking brains with 
focus on the targeted objective, but simultaneously 
improving achievement degrees of other non-conflicting 
logistic objectives. Moreover, the finding also proves that 
the mutual support relationship among low WIP level, short 
throughput times and high schedule reliability (as we 
discussed in section І) not only does exist but also is 
extremely closed. 
C. Conclusion 3 
Another interesting finding is that the impacts of different 
combinations of control modules on logistic performance 
are diverse and significant. For example, the integration of 
the backlog control module into the WIP and distributed 
routing controlled system leads to an improvement of all the 
performance measures, even though our initial intention of 
the integration of the backlog control module is to increase 
schedule reliability by reducing order backlog. 
Therefore, the detailed investigations on impacts of 
possible combinations of control methods on logistic 
performance play a decisive role in simultaneously 
achieving multiple logistic objectives. Discovering an 
optimal combination of possible control methods through a 
lot of experiments might delivery a surprisingly improved 
logistic performance. It is especially important for 
developing advanced manufacturing systems which possess 
multiple types of flexibilities (machine flexibility, product 
flexibility, routing flexibility etc. [16], [17]) 
D. Conclusion 4 
Regarding to the scheduling dilemma, Nyhuis et al. [4], 
[5], [8], [18], [19] argued several relationships between the 
effects of different logistics performance measures as 
following: 1) because high utilisation and high output rate 
of workstations call for high WIP levels, the goal of high 
machine utilisation and output rate in conjunction with short 
throughput times cannot be achieved; 2) long throughput 
times increase the likelihood of the order of the workstations 
being swapped around and result in a decrease in the 
schedule reliability within the production; 3) so, there is no 
possibility for manufacturing enterprises to reach all of the 
four logistic objectives to higher grade. 
Although the described relationships 1) and 2) might exist 
for the individual workstations, it should be noted that both 
of them might be not applicable to the whole manufacturing 
systems. For instance, the mean WIP of scenario 6 (163.19 
hrs) is less than that of scenario 2 (172.32 hrs), but the mean 
utilisation (68.80%) and the mean output rate (148.97 
hrs/SCD) of scenario 6 are much higher than those of 
scenario 2 (51.49%) and (111.09 hrs/SCD), respectively; the 
mean order throughput time (8.98 hrs) of scenario 6 are less 
than that of scenario 2 (14.39 hrs), but the schedule 
reliability (68.94%) of scenario 6 is much higher than that of 
scenario 2 (5.26%). Other examples can be given by 
comparison of those performance measures of different 
scenarios. Now that the relationships 1) and 2) are 
sometimes not applicable to the whole manufacturing 
systems, we argue that there are possibilities for 
manufacturing enterprises to reach all of the four logistic 
objectives, short throughput times, high schedule reliability, 
low WIP level and high utilisation to higher grade. The 
same conclusion can also directly be made by, for example, 
comparing the performance measures of scenario 4 with 
those of scenario 2. 
A possible explanation for this finding is that the high 
WIP level is unnecessary and sufficient condition for the 
high utilisation and high output rate. For example, orders 
continuously arrive one at a time, and the individual orders 
enter the buffer area very shortly before the processing order 
is about to be completed at the workstation. Comparing to 
the situation in which the same orders enter the buffer area 
together, the utilisations of both are equal. But, the former 
situation apparently can obtain lower WIP level and shorter 
throughput times by avoidance of massive orders waiting in 
the queue. 
VII. SUMMARY 
In this article, we have shown that the proposed hybrid 
control system can not only result in a simultaneous 
achievement of the logistic objectives, short throughput 
times, low WIP level and high schedule reliability but also 
effectively cope with the unexpected events. Furthermore, 
aiming at achieving multiple logistic objectives, several 
useful principles and guidelines have been pointed out for 
the design of advanced manufacturing systems. However, 
the main limitation of the proposed approach is that the 
control system performance is, to some extent, dependent on 
the quality of the central scheduling. Only when the 
acceptable results are able to be produced by the central 
scheduling, a superior performance can be obtained by 
applying the proposed method. In future work, the proposed 
control approach serves as a basic control platform for 
developing a dynamic bottlenecks oriented manufacturing 
control mainly based on the Theory of Constraints (TOC) 
[20], [21], [22] and the Bottleneck Oriented Logistic 
Analysis (BOLA) [5], [23], [24], [25], [26], so as to yield a 
much better performance with respect to throughput times, WIP 
level, schedule reliability and utilisation than the proposed 
approach. 
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APPENDIX 
APPENDIX A 
Shift From To Mon Tues Wed Thurs Fri Sat Sun Pause 
Shift-1 08:00 14:30 true true true true true false false 9:00-9:15 
Shift-2 14:30 21:00 true true true true true false false 18:00-18:15 
Table.1. Shift calendar FS7860_1 
 
From To Holidays and maintenance 
16.04.2003 20.04.2003 Good Friday + Easter 
29.04.2003 01.05.2003 Bank holiday in May + Bridging Day 
27.05.2003 29.05.2003 Ascension Day + Bridging Day 
07.06.2003 08.06.2003 Whitsunday 
01.10.2003 02.10.2003 German Unification Day 
20.12.2003 22.12.2003 Stocktaking 
22.12.2003 25.12.2003 Christmas 
27.12.2003 28.12.2003 Stocktaking 
28.12.2003 01.01.2004 New Year’s Eve + New Year + Bridging Day 
08.04.2004 09.04.2004 Good Friday 
11.04.2004 12.04.2004 Easter 
19.05.2004 21.05.2004 Ascension Day + Bridging Day 
30.05.2004 31.05.2004 Whitsunday 
23.12.2004 24.12.2004 Christmas 
26.12.2004 28.12.2004 Stocktaking 
28.12.2004 30.12.2004 Stocktaking 
30.12.2004 31.12.2004 New Year’s Eve 
Table.2. Shift calendar FS7860_2 
APPENDIX B 
Object Working Setting-up Unplanned Waiting, Failed and Repairing 
Nr_37701 21,51% 4,34% 64,19% 9,96% 
Nr_37702 24,32% 4,82% 64,19% 6,67% 
Nr_37704 27,35% 5,49% 64,19% 2,97% 
Nr_37801 18,23% 3,18% 72,45% 6,14% 
Nr_37802 15,39% 2,78% 72,45% 9,38% 
Nr_37903 19,34% 4,90% 66,94% 8,82% 
Nr_37804 14,77% 2,99% 72,45% 9,79% 
Nr_37901 17,46% 4,49% 66,94% 11,11% 
Nr_37902 20,53% 4,77% 66,94% 7,76% 
Nr_37803 14,03% 3,06% 72,45% 10,46% 
Nr_37904 18,46% 4,27% 66,94% 10,33% 
Nr_37905 20,75% 4,78% 66,94% 7,53% 
Nr_38101 16,40% 5,19% 69,70% 8,71% 
Nr_38102 15,65% 4,92% 69,70% 9,73% 
Nr_38104 14,85% 4,94% 69,70% 10,51% 
Nr_38105 14,73% 4,84% 69,70% 10,73% 
Nr_38106 14,29% 5,26% 69,70% 10,75% 
Nr_38107 15,44% 5,09% 69,70% 9,77% 
Nr_38108 16,09% 4,92% 69,70% 9,29% 
Nr_37703 18,66% 5,32% 64,19% 11,83% 
Mean 17,91% 4,52% 68,46% 9,11% 
Table.3. Resource statistics_ Scenario 1 
 
Object Working Setting-up Unplanned Waiting, Failed and Repairing 
Nr_37701 15,90% 3,40% 64,19% 16,51% 
Nr_37702 16,16% 3,40% 64,19% 16,25% 
Nr_37704 21,26% 4,09% 64,19% 10,46% 
Nr_37801 12,94% 2,31% 72,45% 12,30% 
Nr_37802 9,23% 1,99% 72,45% 16,33% 
Nr_37903 15,01% 3,61% 66,94% 14,44% 
Nr_37804 12,68% 2,38% 72,45% 12,49% 
Nr_37901 13,08% 3,27% 66,94% 16,71% 
Nr_37902 12,79% 2,99% 66,94% 17,28% 
Nr_37803 9,94% 2,02% 72,45% 15,59% 
Nr_37904 13,18% 2,85% 66,94% 17,03% 
Nr_37905 15,93% 3,58% 66,94% 13,55% 
Nr_38101 9,64% 3,33% 69,70% 17,33% 
Nr_38102 10,26% 3,57% 69,70% 16,47% 
Nr_38104 11,35% 3,80% 69,70% 15,15% 
Nr_38105 11,73% 3,66% 69,70% 14,91% 
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Nr_38106 15,36% 4,49% 69,70% 10,45% 
Nr_38107 10,62% 3,53% 69,70% 16,15% 
Nr_38108 9,53% 3,62% 69,70% 17,15% 
Nr_37703 13,08% 3,27% 64,19% 19,46% 
Mean 12,98% 3,26% 68,46% 15,30% 
Table.4. Resource statistics_ Scenario 2 
 
Object Working Setting-up Unplanned Waiting, Failed and Repairing 
Nr_37701 25,10% 4,54% 64,19% 6,17% 
Nr_37702 22,95% 5,00% 64,19% 7,86% 
Nr_37704 25,88% 4,55% 64,19% 5,38% 
Nr_37801 14,97% 3,12% 72,45% 9,46% 
Nr_37802 15,79% 2,89% 72,45% 8,87% 
Nr_37903 16,80% 4,09% 66,94% 12,17% 
Nr_37804 16,10% 3,05% 72,45% 8,40% 
Nr_37901 20,01% 5,20% 66,94% 7,85% 
Nr_37902 19,59% 4,57% 66,94% 8,90% 
Nr_37803 15,73% 3,01% 72,45% 8,81% 
Nr_37904 18,90% 4,81% 66,94% 9,35% 
Nr_37905 21,02% 4,60% 66,94% 7,44% 
Nr_38101 18,41% 6,14% 69,70% 5,75% 
Nr_38102 16,45% 5,65% 69,70% 8,20% 
Nr_38104 12,84% 4,53% 69,70% 12,93% 
Nr_38105 15,90% 4,99% 69,70% 9,41% 
Nr_38106 14,60% 4,75% 69,70% 10,95% 
Nr_38107 12,65% 4,28% 69,70% 13,37% 
Nr_38108 16,65% 4,91% 69,70% 8,74% 
Nr_37703 18,60% 6,08% 64,19% 11,13% 
Mean 17,95% 4,54% 68,46% 9,06% 
Table.5. Resource statistics_ Scenario 3 
 
Object Working Setting-up Unplanned Waiting, Failed and Repairing 
Nr_37701 24,76% 4,33% 64,19% 6,72% 
Nr_37702 22,27% 4,35% 64,19% 9,19% 
Nr_37704 17,76% 3,89% 64,19% 14,16% 
Nr_37801 17,08% 3,05% 72,45% 7,42% 
Nr_37802 14,98% 2,84% 72,45% 9,73% 
Nr_37903 18,63% 4,27% 66,94% 10,16% 
Nr_37804 11,85% 2,46% 72,45% 13,24% 
Nr_37901 21,72% 4,58% 66,94% 6,76% 
Nr_37902 19,03% 4,69% 66,94% 9,34% 
Nr_37803 14,24% 2,90% 72,45% 10,41% 
Nr_37904 16,67% 4,28% 66,94% 12,11% 
Nr_37905 15,58% 4,21% 66,94% 13,27% 
Nr_38101 18,82% 5,67% 69,70% 5,81% 
Nr_38102 17,01% 6,04% 69,70% 7,25% 
Nr_38104 17,89% 5,33% 69,70% 7,08% 
Nr_38105 14,46% 4,98% 69,70% 10,86% 
Nr_38106 13,54% 4,56% 69,70% 12,20% 
Nr_38107 11,12% 3,29% 69,70% 15,89% 
Nr_38108 9,04% 3,00% 69,70% 18,26% 
Nr_37703 22,21% 6,41% 64,19% 7,19% 
Mean 16,93% 4,26% 68,46% 10,35% 
Table.6. Resource statistics_ Scenario 4 
 
Object Working Setting-up Unplanned Waiting, Failed and Repairing 
Nr_37701 18,18% 3,60% 64,19% 14,03% 
Nr_37702 17,57% 3,50% 64,19% 14,74% 
Nr_37704 19,31% 3,54% 64,19% 12,96% 
Nr_37801 12,12% 2,29% 72,45% 13,14% 
Nr_37802 13,48% 2,23% 72,45% 11,84% 
Nr_37903 13,62% 3,21% 66,94% 16,23% 
Nr_37804 11,84% 2,43% 72,45% 13,28% 
Nr_37901 13,15% 3,41% 66,94% 16,50% 
Nr_37902 15,54% 3,59% 66,94% 13,93% 
Nr_37803 9,54% 1,86% 72,45% 16,15% 
Nr_37904 14,75% 2,98% 66,94% 15,33% 
Nr_37905 15,54% 3,50% 66,94% 14,02% 
Nr_38101 12,48% 3,41% 69,70% 14,41% 
Nr_38102 9,04% 2,93% 69,70% 18,33% 
Nr_38104 10,97% 3,38% 69,70% 15,95% 
Nr_38105 12,11% 3,81% 69,70% 14,38% 
Nr_38106 12,09% 4,30% 69,70% 13,91% 
Nr_38107 12,01% 3,71% 69,70% 14,58% 
Nr_38108 12,98% 4,75% 69,70% 12,57% 
Nr_37703 14,35% 4,06% 64,19% 17,40% 
Mean 13,53% 3,32% 68,46% 14,68% 
Table.7. Resource statistics_ Scenario 5 
 
Object Working Setting-up Unplanned Waiting, Failed and Repairing 
Nr_37701 23,84% 4,49% 64,19% 7,48% 
Nr_37702 23,02% 4,38% 64,19% 8,41% 
Nr_37704 19,66% 3,83% 64,19% 12,32% 
Nr_37801 18,15% 3,24% 72,45% 6,16% 
Nr_37802 15,21% 3,04% 72,45% 9,30% 
Nr_37903 18,80% 4,15% 66,94% 10,11% 
Nr_37804 12,62% 2,45% 72,45% 12,48% 
Nr_37901 20,86% 5,22% 66,94% 6,98% 
Nr_37902 20,60% 4,80% 66,94% 7,66% 
Nr_37803 13,89% 2,66% 72,45% 11,00% 
Nr_37904 17,97% 4,05% 66,94% 11,04% 
Nr_37905 16,00% 3,94% 66,94% 13,12% 
Nr_38101 18,56% 5,70% 69,70% 6,04% 
Nr_38102 18,18% 5,81% 69,70% 6,31% 
Nr_38104 16,80% 5,36% 69,70% 8,14% 
Nr_38105 15,27% 4,75% 69,70% 10,28% 
Nr_38106 13,64% 3,94% 69,70% 12,72% 
Nr_38107 12,50% 3,97% 69,70% 13,83% 
Nr_38108 9,33% 3,43% 69,70% 17,54% 
Nr_37703 23,35% 6,66% 64,19% 5,80% 
Mean 17,41% 4,29% 68,46% 9,84% 
Table.8. Resource statistics_ Scenario 6 
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Abstract – Precision feeding is essential for micro-stamping, 
especially in multi-stage progressive forming operations, where 
necessary feeding rates also have to be maintained. Research in 
micro-stamping of thinner sheet metals (<100 microns) led to 
investigations of the performance of existing sheet-metal 
feeders, regarding their accuracy and repeatability in high 
speed micro-stamping. The results indicated that the pursuance 
of higher feeding accuracy and repeatability which aimed at 5-
15% of the strip thickness was unachievable with the existing 
micro-feeders. A new high-precision and high-speed feeder was, 
therefore, developed for micro-sheet-forming. The feeder 
design was supported with micro-forming process analysis and 
feeding simulations. It was constructed with collaboration with 
an industrial partner. The initial tests conducted demonstrated 
higher feeding accuracy and repeatability, compared to existing 
commercial feeders, which indicated a promising solution for 
micro-sheet-forming where thin sheet metals are to be fed.  
 
1. INTRODUCTION 
Significant efforts in micro-forming research and 
technological development have been made world-wide 
recently, with a view to: (i). developing new understanding 
of the processes and material/interfacial behaviours, and (ii). 
developing technological measures to transfer the laboratory 
processes to volume production [1-12]. Recent studies [13], 
nevertheless, also identified that more efforts are needed to 
address precision and repeatability issues in feeding thin 
sheet materials for the manufacturing systems and 
production lines for micro-forming. It was shown that 
existing feeders for sheet-forming lack sufficient positioning 
accuracy for micro-forming and no sufficient repeatability 
was observed during prototype production due to 
inconsistent feeding accuracy. With this problem in mind, 
development of a high precision feeder with high 
repeatability was initiated. 
 
2. DESIGN OF THE FEEDER 
A. Micro-Sheet-Forming Specifications 
Developing the micro-sheet-forming machine system [4] 
required to feed thin sheet metals (thickness is below 100 
μm) with rates up to hundreds spm (stroke per minute). 
Depending on the tolerance of the formed components to be 
achieved, positioning accuracy of each feed along the 
feeding direction would be required to be within several 
microns approximately. It also needs to consider the 
transversal accuracy of the strip positioned inside the 
tooling, associated with the use of pilot pins. The feed 
design also needs to consider the characteristics of the strip 
materials and strip/tooling interfaces, such as material 
surface roughness, interfacial friction, etc. as well as 
resistance applied by the sheet-metal coil. The performance 
of the whole feeding system also needs to cope with 
dynamics characteristics of the forming-machine system, 
especially during high-rate stamping.  
 
B. Analysis and FE Simulation of the Feeding Process 
To design the new feeder, a linear motor sizing analysis 
was conducted based on a trapezoidal motion curve. The 
curve was divided into three phases namely as acceleration, 
constant speed and deceleration, 45% of the total time being 
acceleration and deceleration phase respectively. Based on 
the analysis, stage acceleration, velocity, peak and 
continuous forces were determined. 
Finite element analysis (Fig. 1) was performed to study 
the characteristics and dynamic response of the strip material 
during feeding. The analysis served as a useful reference for 
the design of the feeder and key assembly. Dynamic 
performance of the feeding system was optimised through 
the FE simulations.  
 
 
Fig. 1: 3D model and feeding system dynamics analysis with FEM. 
 
C. Design of the Feeder 
24
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009 
 
Similar to a pneumatic feeder concept, the new feeder 
system uses a clamping mechanism to grip and feed, as well 
as to retain the strip position during the return stroke. In the 
pneumatic feeder, all actuations were done by pneumatic 
cylinders. For the new feeder, the linear actuation was 
realised by an ironless linear motor actuation (Fig. 2(a)) 
while the clamping mechanism deploys a separated, stand-
alone system. An ironless linear motor was chosen in order 
to achieve excellent feeding accuracy. 
A comparison study was conducted among air cylinders, 
piezo-electric actuators, and solenoids, in order to determine 
a mostly suitable means for clamping. Based on the studies 
made, the clamping mechanism was realised using three DC 
solenoids. The solenoids were capable of generating a large 
holding force over longer strokes in a fraction of seconds. 
Three digital outputs were used to trigger sequence of the 
clamping signal to the solenoids. These signals were 
amplified up to 1A current by a solenoid driver circuit as 
depicted in Fig. 2(b). The circuit driver was placed into an 
anti-static and anti-magnetism box with all of the connection 
interfaces being ready to connect with the solenoids and the 
servo I/O output interface on the servo drive. 
 
III. CONSTRUCTION OF THE FEEDER 
The stage was intended to be mounted on the frames of a 
micro-forming machine [4] and be on the same level for the 
strip slit entrance when the gripper and its retainer 
mechanism were fitted. Therefore, a mounting frame that 
acts as a platform to securely hold the linear motor stage as 
well as to accommodate the retainer and the strip was 
fabricated as shown in Fig 3. The new platform also acts as a 
compartment to store the stage inside as a safety precaution 
and to avoid dust collection on the linear guide bearings 
mechanism. Clamping mechanism was installed on the stage 
and bolted onto the handlers on both sides of the stage. 
The control architecture was presented as in Fig. 4. The 
feeder was controlled from a linear stage servo drive 
controller which was supplied with the linear motor 
positioning system. The control is a standalone unit that 
communicated with the control PC via RS-232 serial link. 
The servo manager software was used to configure the linear 
motor system and the software, and CODESYS machine 
programming software was used as programming language 
for the motion. 
The integration of the feeder constructed into the micro-
sheet-forming machine system is illustrated in Fig. 5.  The 
machine system was developed with a modular concept. In 
this system a linear motor actuation is used to enable the 
forming process, while the force and motion as well as the 
position of the forming tools are both monitored. Flexibility 
in terms of tooling changes enables uses of various types of 
the forming tools (multi-stages and single-stages) to be used 
with a changeable operative working space of maximum 400 
x 400mm. The feeder communicates with the machine via 
the logic circuit between the two servo drives. Its control is 
also synchronised with a part-carrying and transfer system 
for the separated parts which are not toggled with the sheet-
metal strip after forming.  The bench-top machine sits on the 
top of the worktable without mechanical fixing due to its 
excellent dynamic characteristics during micro-forming 
operations.    
 
 
Fig. 3: The feeder fully assembled. 
 
 
 
Fig. 4: Schematic connection of the developed feeder with the micro-sheet-
forming machine. 
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Fig. 5: Integration of the feeder with the micro-sheet-forming machine 
 
 
 
IV. VALIDATION OF THE FEEDER DESIGN AND FORMING 
EXPERIMENTS 
 
A. The Materials Used 
Material preparation began with cleaning the strip surface 
with degreaser detergent at the place where the strip was 
intended to be fixed. This was to ensure that the surface is 
free from oil/grease to ensure better sticking of the linear 
encoder strip. Sticking of the 150mm linear scale tape onto 
the studied strip was then carried out (in this case,  carbon 
steel 50µm and 100µm thick and 50µm thick stainless steel 
strip, were used) on a cleansed side/edge parallel to the 
feeding direction as shown in Fig 6. 
 
 
Fig. 6: Specimens used in the experiment: depicted are 50µm and 100µm 
carbon steel strips. 
 
B. The Procedure 
The approach began with the design of a long straight 
platform to accommodate a 2m long metal strip. In order to 
eliminate tooling tolerance and inconsistency, non-contact 
measurement was proposed [13]. A linear encoder was used 
to establish the measurement and was mounted on ¾ of the 
length of the platform and four V-guide rollers were 
mounted as a self-aligning mechanism for the metal strip. 
Fig. 7 shows the experiments measurement platform used.  
The platform was then mounted on the micro-forming 
machine such that the accuracy measurement processes will 
exactly mimic the actual feeding process. A separate 24VDC 
power supply unit and a low-frequency function generator 
were used to generate 24VDC signal pulses to trigger the 
motion of the developed feeder. The linear encoder platform 
was mounted onto the machine and readings acquisition was 
carried out by National Instrument (NI) controller interface 
BNC-2120. 
 
 
Fig. 7: Set-up of the linear encoder for the measurements. 
 
The overall experiments set-up diagram was shown in Fig. 
8. Two different feed distances were used - 1mm and 5mm, 
to study correlation between the accuracy and the increment 
of feed distance. The feeding frequency, which was 
measured in parts per minute (ppm), was varied between 1-
2Hz by using a digital signal generator for the desired feed 
distances. The function generator was used so as to be able 
to bypass the micro-forming machine, so that these 
experiments can be performed in a stand-alone mode. 
Initially, 50µm carbon steel strips were tested without 
lubrication being used on the tooling and the strip-guiding 
bridge of the machine. Then, the experiments were repeated 
with 100µm thick carbon steel strips, and following this, 
50µm stainless steel strips were tested. Finally, 50µm thick 
carbon steel strips were tested in a lubricated condition. In 
summary, five varied parameters were used to test the 
accuracy of the feeder:  different feed distances, different 
feeding frequencies, different strip thicknesses and different 
strip materials, and the non-lubricated and lubricated mode. 
All of the experiments results were sorted by determining 
the effect of each of the varied parameters on the accuracy of 
the feeding. Firstly, the variation of the feeding frequency 
for 50µm thick carbon steel strips for both of the feed 
distances in the non-lubricated condition environment was 
performed. Secondly, the effect of the presence of the 
lubrication on the system was compared to its absence. 
Thirdly, comparison of different of strip thicknesses was 
made for carbon steel strips. Lastly, the effect of changing 
the strip material to stainless steel on the achievable feeding-
accuracy was studied.  
 
Fig. 8:  Schematic diagram of the assembly of the linear encoder platform 
and the feeder onto the forming machine. 
 
The experiments were repeated to confirm the observation 
of the feeder behavior during the feeding process and also to 
confirm the accuracy pattern obtained. Accuracy was 
measured by measuring the distance covered in the settling 
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time, the latter meaning the time required for the feeder to 
settle its motion to the designated programmed distance. The 
feeder had demonstrated tendency not to overshoot the 
designated positional distance. The accuracy for each 
feeding was determined by finding the difference between 
the measured distance (Fig. 9) and that pre-targeted, while 
the repeatability was determined by the difference of two 
consecutive accuracy values. Both accuracy and 
repeatability may be expressed below in mathematical 
arithmetic progression.  
Suppose the settle position of the nth feed denoted as SPn 
and the following feed’s settle position denoted as SPn + 1, an 
and rn are positional accuracy and repeatability at n
th cycle 
respectively, n being an integer. Positional accuracy of the 
following consecutive feeds (n ≠ 0) may be expressed as: 
 
dSPSPa
n
nnn −−=
≠
++ 11
0
     
 
where, d is the nominal feed distance. For the first feed 
(n=0), SP0 = 0.  
 
Positional repeatability then may be expressed as: 
 
nnn aar
n
−=
≠
+1
0
 
 
 
Fig. 9:  Illustration of the settle time and the feed distance. 
 
V. EXPERIMENTAL RESULTS 
 
A. 1mm feeding distance 
As shown in Fig. 10(a), at the 1Hz feeding frequency, the 
patterns of the accuracy curve for all material thicknesses 
and types seem consistent. The curves demonstrate that the 
thicker material tends to be positioned less accurate, 
compared to the 50µm thick strip. Based on the curve trend, 
the 100µm thick carbon steel strip or CS100NL was 
positioned 3 times less inaccurately, compared to the thin 
CS50NL strip. For the 100µm thick carbon steel strip, the 
accuracy was 11µm with ±2µm repeatability as depicted in 
Fig. 10(b), while for the 50µm carbon steel strip the 
accuracy was about 4µm with the same repeatability 
performance. 
Positioning a less stiff material also demonstrated less 
accuracy, compared to a stiffer and rigid material, like 
carbon steel. Based on the accuracy curve, the 50µm 
stainless steel strip or SS50NL strip inhibits 2 times less 
accurate and slight deterioration on repeatability, compared 
to the CS50NL strip with a recorded accuracy of 9µm and 
±3µm repeatability. 
Fig. 10: Feeding performance at 1mm feed distance and 1Hz feed frequency 
- (a) accuracy, and (b) repeatability. 
 
Lubrication presence on the system for this low feeding 
frequency demonstrates huge deterioration on the feeding 
accuracy. The accuracy was recorded to deteriorate 3 times, 
compared to the non-lubricated case. 13µm feeding accuracy 
was recorded for the 50µm thick, lubricated carbon steel 
strip and CS50L strip. Nevertheless, this does not affect the 
repeatability performance which was still recorded to be 
within ±2µm. 
At the 2Hz feeding frequency depicted in Fig. 11, feeding 
accuracy deteriorated and the curve demonstrated consistent 
underfed trend for all experiments. Based on the Fig. 11(a), 
CS50NL strip’s positioning accuracy was recorded to be at 
24µm which is almost 6 times deterioration, compared to the 
1Hz feed-frequency accuracy. Slight deterioration on 
repeatability also was observed for the CS50NL strip with a 
value of within ±3µm, as showed in Fig. 11(b). 
Positioning of the thicker material - CS100NL strip, was 
observed to be slightly better, with a recorded accuracy of 
20µm and ±2µm repeatability. Positioning accuracy of less 
stiff material, SS50NL strip, was recorded at 22µm. It is a 
slightly better than the CS50NL strip, but still holds a similar 
repeatability performance as for the CS50NL strip, which 
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was within ±3µm. Nevertheless, based on the trend, 
lubrication seems to have a better role in high frequency 
feeding. CS50L feeding accuracy was observed to be at 
17µm. Moreover, the presence of lubrication was also seen 
being improving feeding repeatability. Consistent 
repeatability performance within ±2µm was recorded for the 
CS50L strip. 
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Fig. 11: Feeding performance at 1mm feed distance and 2Hz feed frequency 
-  (a) accuracy, and b) repeatability. 
 
B. 5mm feeding distance 
Accuracy and repeatability for the 5mm feed distance at 
1Hz feeding frequency were showed in the Fig. 12. The 
trend demonstrates significant deterioration on repeatability 
where mainly at the 5mm feed distance, and only a half of 
the ±2µm repeatability recorded for the 1mm feed distance 
was achieved. Based on Fig 12(a), the accuracy for the 
CS50NL strip was observed to be slightly improved, with 
slight deterioration on the repeatability, which was recorded 
as shown in Fig. 12(b). Both accuracy and repeatability for 
the CS50NL strip were recorded to be at 2µm and less than 
half ±2µm repeatability performance respectively. 
Nevertheless, still, CS50NL feeding accuracy was a best 
result, compared to the rest experiment cases. 
For a thicker CS100NL strip, feeding accuracy was 
observed to be at 15µm with significant deterioration on the 
repeatability at a half of ±2µm repeatability performance of 
the 1mm feed distance. 
Changes on the feeding material demonstrated 2 times 
deterioration of the feeding accuracy, compared to the same 
feed frequency at the 1 mm feed distance. Obvious 
deterioration of the repeatability was observed with no more 
than 40% of consistent ±2µm repeatability was achieved. 
At the low feeding frequency, the presence of lubrication 
did not contribute towards improvement of the accuracy 
significantly. Significant accuracy deterioration was 
recorded to be 13µm. However, lubrication presence 
demonstrated slight improvement on the repeatability. 
The change to the 2Hz feeding frequency showed 
significant improvement on the accuracy trend, as depicted 
in Fig. 13(a). From the figure, CS50NL feeding accuracy 
was recorded to be at 2µm with significant improvement on 
the repeatability. As shown in Fig. 13(b), more ±3µm 
repeatability was achieved compared to the 1Hz feeding 
frequency case. 
3µm feeding accuracy was recorded for the thicker 
material (CS100NL), which was found to be 5 times better 
than 1Hz feeding frequency. CS100NL’s repeatability was 
also recorded to be within ±3µm. 
For a softer and less stiff material (SS50NL), 3 times 
better accuracy range was observed, compared to the low 
feed frequency for the same feed distance. For almost half of 
the feeds, the feeding accuracy was recorded to be at 2µm. 
Nevertheless, SS50NL’s repeatability was observed to be 
greater than ±3µm. 
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Fig. 12: Feeding performance at 5 mm feed distances and 1Hz feed 
frequency – (a) accuracy, and (b) repeatability. 
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Fig. 13: Feeding performance at 5 mm feed distances and 2Hz feed 
frequency – (a) accuracy, and (b) repeatability. 
 
 
VI. DISCUSSION 
 
A. Load Disturbance 
Although direct feed drive employed on this feeder could 
result in better positional accuracy, however direct contact 
between the actuator and load itself was the great 
disadvantage, hence it may also deteriorate the positioning 
accuracy. Direct contact between the moving mass and the 
actuator in the feeder may cause load disturbances in the 
system. Although payload on the feeder could be considered 
fixed, still inconsistency of interfacial/external forces such as 
friction between contacts pairs and changes of strip material 
contributed towards the load disturbance. This suggested that 
each strip has to be respectively ‘motion-optimised’ in order 
to properly compensate for the load disturbance. Proper 
compensation by optimising the feedback controller 
manipulation was suggested as the way to achieve it with 
75% reduction of positional/tracking error could be achieved 
[14]. 
 
B. Feeder’s stability 
Feeding patterns from the experiments still showed 
significant positional/tracking errors. These errors during 
feeding may suggest that the servomechanism itself lacked a 
sufficient stiffness, hence lacked sufficient motion-stability. 
The instability increased with the increase of the feeder’s 
velocity and it resulted in deterioration of the accuracy for 
the higher feeding frequency. To combat the motion 
instability and hence to improve positional accuracy, a larger 
dynamic stiffness is required in the servo control loop [15-
17]. Manipulation of proportional and derivative (PD) gain 
and feed-forward feedback loop on the feeder controller 
could be a simplest solution to increase the feeder stiffness 
and indirectly to improve positional accuracy and 
repeatability. 
 
VII. CONCLUSIONS AND FURTHER WORKS 
 
From the development of a new feeder for micro-sheet-
forming applications and validation experiments the 
following conclusions may be drawn: 
i. For a short feed distance, feeding accuracy tends to 
deteriorate proportionally to the increase of the feed 
frequency. 
ii. For a large feed distance, feeding accuracy tends to 
improve with the increase of the feed frequency. 
iii. Lubrication presence at the system does improve the 
accuracy and repeatability of the feeding, especially 
for shorter feed distances and higher feed frequencies. 
iv. The repeatability tends to deteriorate proportionally to 
the increase of the feed distance and the feed 
frequency. 
v. The higher accuracy and precision achieved during 
the validation trials showed potentiality of the 
applications of the feeder developed to micro-forming 
production. 
 
An optimisation of the control feedback of the feeder is 
being conducted in order further to improve the feeding 
accuracy and repeatability. 
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Abstract— Nowadays product requirements to be satisfied 
have increased leading to more complex products that make 
more difficult both design and manufacturing. As a 
consequence a set of manufacturing processes -called process 
chain- are needed to achieve designs. This work presents an 
activity model which defines all the activities involved to obtain 
a set of viable manufacturing process chains during the 
preliminary design. This model will be used to develop an 
automatic system that will allow the user to know the 
manufacturing process chain while the product is being design. 
The system will allow to adapt in a better way the design to the 
manufacturing needs reducing the development time, cost and 
quality product.  
 
I. INTRODUCTION 
In a context of deep change of industrial market related to 
globalisation and delocalisation, being competitive becomes 
a challenge for all industries [1]. Within this framework, the 
companies are focussed on satisfying as maximum as 
possible the product requirements demanded by the market. 
As a consequence they have to put a lot of effort on design 
process in order to new designs achieve this purpose. 
In design process, the customers' requirements are 
analyzed and the draft is developed. During this process a lot 
of design decisions are taken to satisfy the product 
requirements. But these decisions also commit issues related 
to manufacturing, assembly, process planning or recycling of 
the product. For this reason it is important to integrate 
knowledge about them during design because the collateral 
effects caused for these decisions have a multiplier effect in 
others phases of the product lifecycle impacting strongly on 
development time, product cost and product quality [2,3].  
Nowadays product requirements to be satisfied have 
increased leading to more complex products that make more 
difficult both design and manufacturing. Therefore a design 
is not usually manufactured by a single process but a set of 
manufacturing processes are needed. It implies that the 
manufacturability has to be guarantee for all the processes 
that will form the manufacturing process chain.  
To ensure the manufacturability of design, the 
manufacturing process limitations related to design have to 
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be considered. Most expert designers take into account the 
manufacturability of its designs and use their experience to 
guarantee it. Although the experience is essential for 
integrating manufacturing issues during the design process 
some problems can be met. The first is the lack of 
experience in the manufacturing field by non expert 
designers. The second comes from analyzing common and 
known processes instead of all viable process for 
manufacturing the product. And it leads to new 
manufacturing process are not evaluated. The third problem 
is that outsourcing production of the companies increases 
still more the lack of knowledge about manufacturing 
processes making more difficult its availability. It leads to 
break the link between design centres and productions 
centres, where each production centre will have its resources 
and not all that the company has on the whole.  
Several methods, techniques and tools haven been 
developed in order to assist designer with manufacturing 
issues during product design, for example guidelines to 
design for manufacturing [4,5], tools for manufacturing 
process selection [6-8], methods for capturing manufacturing 
knowledge related to design [9] and CAM and CAPP 
systems [10,11]. The manufacturing processes selection 
tools assist on choosing the more suitable manufacturing 
processes to obtain a product from technical and economical 
point of view [5-7]. Nevertheless, it is recognised that the 
manufacture of a component is rarely achieved by a single 
process. Rather, a sequence of manufacturing steps -called a 
process chain -is usually undertaken [12].  
In this sense the designers need some system that helps 
them for knowing the manufacturing process chains more 
suitable for manufacturing the design. The main advantages 
of this system would be the following. First it would allow 
adapting better the design characteristics to manufacturing 
requirements and validating the manufacturability of the 
design for all of the processes that will manufacture it. 
Second it could reduce the problems found in the companies 
during the manufacturing phase because of unsuitable 
design. Due to these problems could be detected during 
design process. Third, it would allow knowing alternatives 
for each step of the chain and being able to create multiple 
processes chain. And finally the estimation of the production 
cost could be calculated to each one of the process chains.  
The scope of the work is to analyse and define all steps 
involved in obtaining a set of viable manufacturing process 
chains. It means that for each link in the process chain, more 
processes will have to be evaluated and more than a 
processes chain will be created. In order to achieve this goal, 
this paper presents an activity model developed by IDEFØ 
A model for building process chain for manufacturing product 
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technique where all the actions carried out have been deeply 
and correctly studied.  
II. LITERATURE REVIEW  
The research fields related to this work include: processes 
selection, design for manufacturing (DFM) and process 
planning. Nevertheless the most influent is the processes 
selection. Mainly the selection is focused on selecting a 
single manufacturing process based on product 
specifications. Esawi and Ashby [7] and Shercliff and 
Lovatt[13] propose the manufacturing processes selection by 
comparing the design information with manufacturing 
process attributes. Considering to the relation among: 
material-shape-process. They presented a method for 
selecting that consists in two phases: screening and ranking. 
The screening phase seeks processes that are technically 
viable whereas the ranking phase provides economical 
evaluation of these processes. Guiachetti [14] defined that 
the material and manufacturing process selection problem is 
a multi-attribute decision- making problem. He structures its 
system as fuzzy ranges set and works the sets logic.  
Design for manufacturing has as objective to provide 
information about the manufacturing process capabilities 
related to the design in order to ensure the product 
manufacturability [4]. Bralla [4] and Swift [5] provide a set 
of design guidelines that suggest how improves parts design 
for a particular manufacturing process, and how this process 
may affect the shape, dimensions, material and internal 
structure of the part. Gupta et al. [2] integrates DFM 
guidelines into a CAD system for analyzing the 
manufacturability automatically in machining parts. 
Boothroyd et al. [6] combine the design guidelines with 
manufacturing process selection.  
The third research field is the processes planning, which is 
carried out when the process chain has been developed. 
Vidal et al. [15] and Blanch et al. [11] propose a method to 
standardize the route sheets and define an aid system for 
creating them. The application (PAPOM) aids for organizing 
the information in a machining workshop and makes the task 
calculations that compose the route sheet. Ciurana et al. [10] 
joins the process planning information with production 
planning information to optimize productive resources as the 
product lead time. Highlight aspects of these works are 
CAPP analysis, grouping and sequencing of the machining 
operations and use road sheet set each part to optimize the 
production.  
From the point of view of activities model, the IDEFØ 
methodology is widely used in researching for describing 
manufacturing problems. The IDEFØ [16] is a method 
designed to model the decisions, actions, and activities of an 
organization or system. Feng [17] created an IDEFØ model 
for conceptual process planning during de conceptual design 
instead of detail design. It aims at determining 
manufacturing processes, selecting resources and equipment, 
and estimating manufacturing costs roughly. In Ciurana et 
al. [18] work, process planning activities over sheet metal 
processes were studied. An activity IDEF0 model was 
developed and some of the activities analyzed in the model 
were implemented into a computer aided tool. Finally, 
Ciurana et al. [10] define a framework for integrating 
process and production planning in metal removal processes 
by means of definition of a comprehensive IDEF0 activity 
model. 
III. FRAMEWORK APPROACH 
The processes chain is defined as a process map where the 
material blank is transformed until became final product. It 
can also be defined as a sequence of steps to manufacture the 
product in which the previous manufacturing process is the 
input to following process [19]. 
To obtain processes chains that will allow to manufacture 
the product, the product information defined in the design 
phase is needed (Fig. 1). The derivation method is based on 
the capabilities that the processes have for transforming the 
products. In this method is essential to consider the 
processes capabilities and product-manufacturing relations 
set. Once combined, the processes chain can be obtained. 
The figure 1 shows the approach proposed in this paper for 
obtaining process chains. It illustrates the combination of 
manufacturing processes with design information and 
technological constraints for elaborating the processes chain. 
As a result different viable processes chains for 
manufacturing the draft are obtained.  
As it is shown in Fig. 1, in early design phases the 
designer has to analyse the manufacturing processes through 
the design will be produced [20,21]. The purpose is to adapt  
in a better way the design to the manufacturing needs 
reducing the effects on development time, product cost and 
product quality caused by a unsuitable design. Considering 
the different phases to design a product, the best phase to 
start to determine the processes chain is within the 
embodiment design phase [13]. In this point of the design, 
there is lot of information defined such as requirements, 
functionalities and draft but that appropriate information to 
manufacturing processes selection has to be chosen. 
Another important issue in this work is the manufacturing 
processes. The processes chain derivation requires a concise 
description of the manufacturing processes, especially 
regarding the capacity of these processes for modifying the 
design characteristics. 
By other hand this description has to be comparable with 
the product information. As Lovatt and Shercliff [12] stated 
in its research, the design characteristics must be related to 
capacities or attributes of manufacturing processes. 
The manufacturing process attributes are parameters 
which describe a process and its capabilities in order to 
allow direct objective comparisons between design and 
manufacturing information [12]. This attributes include 
process capabilities related to geometrical dimensions, 
material, geometrical features, roughness, tolerance and 
production rates which also define the product. The 
attributes can be of three different types [13]: single values, 
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Fig. 1 Conceptual picture of Derivate process chain 
 
Fig. 1 Conceptual picture of derivate process chain 
ranges of values or defined by a function. To fill the 
attributes, Shercliff and Lovatt [13] use references books, 
manufactures sheets. 
Finally, the set of product-manufacturing relations should 
be considered to obtain the processes chain. This relations 
allow to distinguish viable processes chains from those that 
are not, because not all the processes combinations become a 
viable chain [13]. Therefore, the definition of these 
relationships reduces the complexity of the problem. This 
paper is based on two kinds of relationships (Fig. 1): 
manufacturing processes classification and processes 
sequencing rules.  
• Regarding process classification in this work it has 
been used the manufacturing processes classification 
proposed by Lovatt and Shercliff [8] in which the 
processes are classified according to the 
transformation that they are able to carry out on the 
product. The processes can be: primary, secondary 
and tertiary. The primary processes take unshaped 
material (liquid metal, or a powder, or a solid ingot) 
and give it shape. Thus moulding, casting or 
machining processes are primary. The secondary 
processes modify, add or refine features to an 
already-shaped body. As examples: fine machining 
and polishing are secondary processes, and they are 
ones that can modify, add and refine features. Thus a 
single process- machining- can belong to more than 
one class. And finally, the tertiary processes add 
quality either to the bulk or to the surface of a 
component. An example is shot-peening of surfaces. 
• The processes sequencing rules allow to define the 
technological constrains between different 
manufacturing processes. Therefore to each process 
has to be specified which processes can go before it 
and which ones process can come after or which can 
come both side (Fig. 2). These rules allow defining 
the combination of compatibility between two 
processes and ensuring that the processes chains 
obtained are technologically viable. Figure 2 shows 
an example of the sequencing rules for the milling 
process. 
 
IV. RESULTS 
According to the foundations presented previously, an 
activities model has been developed by IDEFØ. The first 
step in developing this model is to establish the purpose and 
the viewpoint of the model. The purpose is to schematize all 
the activities that allow to obtain the processes chain under 
the designer point of view. It is to derive the process chain 
(Fig. 3). The required inputs to carry out the main activity 
Fig. 2 Graphical example of sequencing rules 
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are a part draft and a manufacturing process pool and the 
output will be the processes chain.  
 
 
The main activity Derive the process chain (A0) is 
decomposed into a four activities shown in Fig. 4. 
 
1) Analyze product (A1) 
In this activity the product information from the part draft 
is analyzed and classified. This classified information is 
organized into three lists depending on the need of 
manufacture and will be used later to select the processes of 
the chain.   
The first list is the "Required properties" list. The 
Required properties are those that all the processes of the 
process chain have to be able to manufacture, for example 
material and shape. The second list is the "Optional 
properties" list. These are the product properties which the 
processes will transform gradually. For example, the 
roughness which a first manufacturing process would 
manufacture the general and a second would adjust it 
according to design requirements. A process does not have 
to transform all the optional properties but all of them will 
be satisfied with the carrying out the whole process chain. 
Finally, the third list is the "Features properties" list. They 
include the geometric characteristics, for example: holes, 
slots, etc. Features will be also satisfied along the chain of 
processes. 
 
2) Analyze and select process level 1 (A2) 
The goal of this activity is to analyze and to select the 
primary processes stored in process pool through the lists of 
properties (Required, Optional and Features). Two outputs 
are obtained: a processes ranking for occupying the first 
position of the processes chain and a list of 
Resolved/Unresolved properties. The Resolved properties 
are those of the product that it have been completely 
transformed or changed by the process (Resolved) whereas 
Unresolved properties are those that will need a later process 
to be accomplished.  
Before continuing the explanation of the activities A3 and 
A4 that are pictured in Fig. 4, next it will be explained the 
decomposition of activity A2 “Analyze and select process 
level 1”. This activity, A2, is also broken down into four 
subactivities which are display in Fig. 5.  
• The first subactivity is to Prepare candidate process 
list (A21). This activity has processes pool and the 
Required properties as inputs. From the list of 
Required properties, material has been extracted to 
filter the processes stored in the process pool. The 
result is a list of processes with material 
compatibility. Lovatt and Shercliff [8] suggests 
restriction between processes and materials, for this 
reason material criterion was chosen as the first 
discriminator. 
• The second subactivity, Check the process 
capabilities (A22), checks if the processes of the 
resulting material compatibility list (from activity 
A21) comply with the other Required properties 
(shape, dimensions and weight). If a process from the 
list of processes with material compatibility does not 
comply with any of the properties from the list of 
Required properties it will not be included in the 
output of this step, the resulting list of viable 
processes. In the affirmative cases, the properties 
from the other lists (Optional and Features) are also 
checked. The result is the list of Resolved properties 
indicating which have been transformed by the 
process. Those that have not been completely 
transformed will be included in the list of Unresolved 
properties.  
• The third subactivity is to Evaluate the transformation 
(A23). The transformation is the capability of each 
manufacturing process for modifying the product 
properties from initial stage or for modifying product 
properties which have been modified by previous 
manufacturing process.  For this reason in this 
activity is needed to calculate the transformation that 
has occurred on the product properties. Next the 
obtained values, product transformation, are 
compared with the manufacturing process 
transformation. If the calculated values are less or 
equal than the manufacturing process transformation 
there is no need to update the list of Resolved 
properties and the process will go from the list of 
viable processes to list of selected processes. If any of 
the calculated values is greater than the transform 
capacity of the process, the list of Resolved properties 
will be updated according to the process 
transformation.  
• In the fourth subactivity, Make a ranking (A24), the 
processes of the list of selected processes are sorted 
according to a technical criterion defined in this 
work. This criteria is based on quantify how much the 
process can achieve the product, consequently is 
called criterion of approach to design. It explains the 
approach of the process regarding to the property lists 
of the product (Required, Optional, Features) and it 
quantifies this result in a numerical value giving as 
output the process ranking of the level 1. 
 
One time, step A2 has been explained in details, the main 
description of the activities included in the firs level (Fig. 4) 
will be taken up again. 
 
3) Analyze and select process level n (A3) 
Fig. 3.Activity model 
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The starting point of this activity is the result of the 
previous step, process ranking level 1, which it is used to 
evaluate a new process ranking for the following position in 
the chain. Taking the ranking as input and the rules of 
sequencing the process pool is going to be filtered for 
obtaining a new ranking. This procedure is similar to 
previous activity (A2) but there are two main differences 
between the current activity (A3) and the previous (A2). The 
first is the change in the starting point, now it is the list of 
Resolved and Unresolved properties of the previous step. 
This list will be updated until all the list of unresolved 
properties becomes solved by the process chain. And the 
second it is that the transformation calculation is reckoned 
using the lists of Resolved and Unresolved properties of 
previous manufacturing process and current process  
 
4) View final process chain (A4)  
 This activity made a report where the selected processes 
that compose the chain of processes is detailed.  
V. CONCLUSION 
This paper presents an activity model developed to 
summarise all the steps needed to derivate processes chain. 
The development of the activity model has led to some 
important goals. The following points highlight those goals:  
• The IDEF has proven to be a very valid tool for the 
development of this type of approach, as well as for 
the continued improvement of the model.  
• The developed IDEF activity model has established 
the framework, the relationships and the data required 
for obtaining processes chains derivation. The 
detailed level of the provided model makes the next 
computer deployment phase possible because it is 
well structured.   
Although, further development of the next actions inside 
the research that is carrying out is necessary, future work 
will include developing a computer system using the 
developed model as a base. This system will helps to the 
designer for creating processes chains. According to one of 
the initial targets of the system that wants to be created, 
economical criterions for estimating the viability of the 
processes chains will be generated and included into the 
global computer system. 
REFERENCES 
[1] A. Skander, L. Roucoules and J. S. Klein Meyer. "Design and 
manufacturing interface modelling for manufacturing processes 
selection and knowledge synthesis in design," Int J Adv Manuf 
Technol, vol. 37, no. 5-6, pp. 443-454, 2008.  
[2] S. K. Gupta, W. C. Regli, D. Das and D. S. Nau. "Automated 
manufacturability analysis: A survey," Research in Engineering 
Design - Theory, Applications, and Concurrent Engineering, vol. 9, 
no. 3, pp. 168-190, 1997.  
[3] M. F. Ashby, Y. J. M. Bréchet, D. Cebon and L. Salvo. "Selection 
strategies for materials and processes," Materials and Design, vol. 25, 
no. 1, pp. 51-67, 2004.  
Fig. 4. Derive process chain activity model 
 
Fig. 5. Analyze and select process level 1 (A2) 
         
 
35
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
[4] Bralla JG. Design for manufacturability handbook. 2nd ed. Boston 
[etc.]: McGraw-Hill; cop. 1999.  
[5] Swift KG. Process selection : from design to manufacture. 2nd ed. 
Oxford: Butterworth-Heinemann; 2003.  
[6] Boothroyd G, Dewhurst P, Knight WA. Product design for 
manufacture and assembly. 2 rev a exp ed. New York etc.: M. Dekker; 
2002.  
[7] A. M. K. Esawi and M. F. Ashby, "The development and use of a 
software tool for selecting manufacturing processes at the early sages 
of design,"Society for design and process science (SDPS),pp. 27-43, 
2000.  
[8]  A. M. Lovatt and H. R. Shercliff. "Manufacturing process selection in 
engineering design. Part 1: The role of process selection," Mater. Des., 
vol. 19, no. 5-6, pp. 205-215, 1998.  
[9] I. Ferrer, J. Rios and J. Ciurana. "An approach to integrate 
manufacturing process information in part design phases," 
J.Mater.Process.Technol., vol. 209, no. 4, pp. 2085-2091, 2009.  
[10] J. Ciurana, M. L. Garcia-Romeu, I. Ferrer and M . Casadesús. "A 
model for integrating process planning and production planning and 
control in machining processes," Robotics and Computer-Integrated 
Manufacturing , vol. 24, no. 4, pp. 532-544, 2008.  
[11] R. Blanch, N. Pellicer, M. L. G-Romeu and J. Ciurana, "Designing a 
dessicion support tool to aid process planning in machining processes 
for small and medium enterprises,"Proceedings of DET2008 - 5th 
International Conference on Digital Enterprise Technology, October 
2008.  
[12] A. M. Lovatt and H. R. Shercliff. "Manufacturing process selection in 
engineering design. Part 2: A methodology for creating task-based 
process selection procedures," Materials and Design, vol. 19, no. 5-6, 
pp. 217-230, 1998.  
[13] H. R. Shercliff and A. M. Lovatt. "Selection of manufacturing 
processes in design and the role of process modelling," Progress in 
Materials Science, vol. 46, no. 3-4, pp. 429-459, 2001.  
[14] R. E. Giachetti, "A decision support system for material and 
manufacturing process selection," Journal of intelligent 
manufacturing, vol. 9th, no. 3, pp. 265, 1998.  
[15] A. Vidal, M. Alberti, J. Ciurana and M . Casadesús. "A decision 
support system for optimising the selection of parameters when 
planning milling operations," International Journal of Machine Tools 
and Manufacture, vol. 45, no. 2, pp. 201-210, 2005.  
[16] Knowledge Based Systems, Inc. (KBSI). IDEF family of methods. 
Available at: http://www.idef.com/. Accessed 03/26, 2009.  
[17] S. C. Feng, "Conceptual process planning - a definition and functional 
decomposition," American Society of Mechanical Engineers, 
Manufacturing Engineering Division, MED, vol. 10th, pp. 97, 1999.  
[18] J. Ciurana, I. Ferrer and J. X. Gao. "Activity model and computer 
aided system for defining sheet metal process planning," 
J.Mater.Process.Technol., vol. 173, no. 2, pp. 213-222, 2006.  
[19] B. Denkena, A. Rabinovitch and H. Henning, "Holistic optimisation of 
manufacturing process chains based on dimensionning technological 
interface," 4th International Conference on Digital Enterprise 
Technology, pp. 322-330, September 2007.  
[20] Dieter GE. Engineering Design: A Materials and Processing 
Approach. Boston: McGraw-Hill; 2000.  
[21] Pahl G, Beitz W, Feldhusen J, Grote K. Engineering Design: A 
Systematic Approach. 2nd ed. London: Springer; 1996. 
 
36
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
  
Abstract— Reconfigurable Assembly Systems (RAS) offer 
the potential to enable rapid exchange of functional modules to 
facilitate a change in product, system requirements or to 
provide equipment redundancy. Current research focuses on a 
capability-based Reconfiguration Methodology. The 
Methodology focuses on multiple system reconfigurations and 
is based upon operator-oriented definition, thereby utilising 
existing knowledge and expertise. However, this approach 
requires a number of specific enablers, including; an 
appropriate Stakeholder Model and the definition of 
Production Scenarios that combine and focus the requirements 
from each of the stakeholders involved. The work presented in 
this paper outlines the challenges faced in the realisation of 
manufacturing system reconfigurations and gives an outline of 
the proposed Reconfiguration Methodology. The proposed 
Stakeholder Model is described and the resulting development 
of Production Scenarios is shown. Key conclusions are drawn 
and future work outlined. 
I. INTRODUCTION 
ECONFIGURABLE Assembly Systems (RAS) offer 
the ability to rapidly exchange process equipment 
modules through the implementation of standardized 
mechanical, electrical and software interfaces. By enabling 
rapid exchange of functional modules, it is possible to 
facilitate a change in product, system requirements or to 
provide equipment redundancy. This is a response to the 
ever-shortening product lifecycles and requirement to 
increase competitive advantage. There have been efforts in 
developing platforms that can be physically reconfigured [1] 
and into appropriate control systems [2], [3]. However, there 
has been little investigation into the planning of multiple 
system reconfigurations. 
The current state-of-the-art in manufacturing systems 
dictates that the majority of new lines are bespoke and single 
purpose. They are built for a single product, or at best a 
product with predicted incremental changes. Generally, the 
system is designed to be as cost effective as possible, i.e. to 
achieve the required production criteria for the minimum 
cost and delivered in the shortest time [4]. This pressure is 
driven by the market, which demands that products are 
available quickly and cheaply. As such, the manufacturers 
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look to solve their immediate problems. [5], [6] There is, 
however, a growing awareness of the short-falls and short-
sightedness of this approach. RASs are researched as a 
means of addressing the key issues presented by 
conventional systems [7]. The reconfigurability is typically 
achieved through the implementation of standardized 
mechanical, electrical and control interfaces. RASs are 
widely accepted as the route for future production systems 
[8]. 
There are a number of key benefits offered by RASs: The 
standardized architecture reduces the design, simulation and 
integration effort which reduces lead-times and initial costs 
[1]. Furthermore, the reconfigurability enables equipment to 
be easily and quickly exchanged and gives the potential for 
rapid response to market and product changes [7]. This 
maximizes equipment reuse and facilitates the rapid 
reconfiguration of the system to allow for new products. 
Furthermore, RASs have the ability to meet system 
requirements at any point in time without exceeding them 
[8]. However, despite the benefits, this approach has not 
been widely adopted within the manufacturing industry. The 
full benefits of RASs are not being realized as they are not 
supported by a methodology that enables several system 
reconfigurations to be considered and planned. There has 
been some effort towards identification of requirements for 
new or reconfigured assembly systems [9], the design of 
new assembly systems [7], operation allocation [10] and 
equipment selection [11]. However, the integration of all of 
these elements within a methodology which considers 
multiple system reconfigurations, and which is applicable 
both to new and to existing systems, is not available.  
Modular Manufacturing Systems (MMS) are researched 
as a means of addressing the key issues presented by 
Flexible Manufacturing Systems (FMS), especially with 
respect to the excess capabilities [7]. The major purpose of 
MMSs are to enable the delivery and realisation of RASs. 
The nature of modularity does however place limitations on 
the hardware and on the range of potential solutions which 
can be realised. Examples of existing MMSs (past and 
present) are shown in Table I. MMS are systems whereby 
each equipment module (which has one or more capabilities) 
can be easily interchanged with another that offers different 
capabilities. This is typically achieved through the 
implementation of standardised mechanical, electrical and 
control interfaces. MMS are more widely accepted as the 
route for future production systems [8] due to (i) their ability 
to meet system requirements at any point in time without 
exceeding them and (ii) the potential for rapid response to 
Enabling a Reconfiguration Methodology for Modular 
Manufacturing Systems 
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market and product changes. However, there are several 
issues that are outstanding with relation to MMS that prevent 
their full potential being realised: 
1. Equipment Interfaces 
2. Capability evaluation and modelling 
3. Equipment selection 
 
NAME YR. TYPE OWNER 
MARK II 1987 Robot IVF-KTH 
MARK IIF 1989 Robot Atlas Copco 
MARK III 1993 Robot IVF-KTH 
DIAC 1994 Robot TU Delft 
RobotWorld 1979 Robot Motoman 
GENASYS 1991 Robot INFACT Machines 
EIMS-R 1993 Robot Matsushita 
MAX 1992 Robot IPA 
Bimu Demo 2004 Robot El.Ma. 
APS 2000 AGV  Denso 
MART 1993 AGV  TU Delft 
KAMRO 1993 AGV  U o Karlsruhe 
Modutec 2006 Either Feintool  
EUPASS 2009 Any EUPASS project 
Table I. Overview of existing systems 
 
The modularity level of the system is defined by the 
architecture, which is developed by the machine builder. 
However, there are no industry-wide standards for interfaces 
between equipment modules and the system (and very few 
standards for equipment to equipment interfaces). The lack 
of standardised interfaces requires that one must be designed 
and manufactured for each module. Whilst this can be 
performed relatively quickly, it reduces the potential 
improvements to lead time and cost. [13], [14]Developing 
and implementing a standardised interface would have great 
benefits to the MMS concept and its uptake within the 
industry. This issue is further raised by Sanchez-Salmeron et 
al [15], which  highlights the recent developments in, and 
requirements for, micro handling systems for micro 
manufacturing. Though the paper highlights some specific, 
low-level issues, (such as gripping, releasing, machine 
vision) it also raises the point that the lack of interface 
standardisation remains. Developing interfaces that enable 
“Plug and Produce” style modules to be implemented within 
a MMS is one of the biggest challenges and obstacles to a 
wider uptake of the technology [7], [14], [15]. 
The proposed approach is intended to broadly follow the, 
currently human-centered, complex decision-making 
approach from the specification of requirements by the 
customer through to the specification and planning of the 
assembly system solution. However, the proposed solution 
requires that a number of other enablers be implemented in 
order for it to function effectively. These being; (i) a 
Stakeholder Model to identify the stakeholders, the 
communication pathways and their relationships, (ii) 
Production Scenarios that encapsulate both the requirements 
for assembly projects and the implications to the decision-
making processes, and (iii) Equipment modules and 
architectures required to deliver the functionality. 
II. METHODOLOGY OVERVIEW 
Current practices in assembly system specification are 
based on a single trade-off: the set of product requirements 
must be delivered by a solution with (for that particular 
application) the best possible combination of financial cost, 
lead time and performance. This trade-off is the major 
consideration for assembly system specification. When 
considering the reconfiguration of an existing system for a 
new purpose, the number of factors, and therefore the 
complexity, increases. The trade-off remains the same, 
however the new factors must account for the use of the 
existing equipment – even at a simple level the existing 
equipment presents additional considerations, which are 
already becoming complex for an engineer to accurately 
assess, let alone predict the outcomes of each option. The 
situation is made more complex when considering limited 
batch production or other specific project requirements. The 
additional complexity presented by multiple products, and 
thus multiple configurations, becomes almost impossible to 
deal with without a structured and defined process. The 
proposed solution is to develop an approach that acquires 
and processes the relevant data and can offer a variety of 
solutions. The proposed approach broadly follows a 
sequential route through a series of processes, represented by 
Fig. 1. These processes describe the decisions that must be 
made – the core of the approach is to define these processes 
so that each can be developed and refined independently, 
without impacting the functionality of the others. 
Specifically, the approach will: 
• Enable structured elicitation of requirements; 
product, process and project related, 
• Define the requirements in a format that is 
adaptable and relevant to all stakeholders, 
• Define the term ‘Capability’ in a taxonomy, 
• Provide a means to define the product and process 
requirements as capabilities, 
• Enable the comparison between multiple capability 
sets and identify matches, overlaps and gaps, 
• Derive suitable solution configurations from the 
comparison results data, 
• Optimize the individual configurations to produce a 
‘system life-plan’,  
• Validate ‘system life-plan’ against requirements, 
• Convert the ‘system life-plan’ into a project plan, 
• Integrate the outputs to tools for management, 
costing and procurement. 
The reconfiguration methodology will have the primary 
role of identifying the optimum system configurations to 
deliver a set of products. However, in delivering this, several 
other opportunities and potential applications are opened; 
including Design for Manufacture and Assembly (DfMA), 
Project Management and Cost Modeling. Furthermore, it is 
also necessary to define a taxonomy to describe the term 
“Capability” which will enable each instance to be 
quantified such that it can be analyzed effectively and 
accessible and coherent for all of the stakeholders.  
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Fig.  1. Overview of the Reconfiguration Methodology developed in this 
research 
 
The initial development of this methodology has 
demonstrated that it would benefit noticeably from a single 
point of reference for all relevant data: one of the biggest 
challenges associated with any manufacturing project is the 
management of requirements, data and designs/plans. 
Therefore it is necessary that the stakeholder model and 
descriptions are revised and truly representative of the active 
parties and their relationships.  
 
III. STAKEHOLDER MODEL 
 
Fig.  2. Simple view of Stakeholder relationships, shows the three 
‘traditional’ stakeholders involved in assembly system development and 
that their relationships are relatively simple and linear. 
 
 
 
Fig.  3. Realistic view of Stakeholder relationships, which is substantially 
more complex than Fig. 2. This shows the multitude of relationships now 
encountered in a manufacturing project and a substantial departure from the 
traditional linear view. 
 
In order for the Reconfiguration Methodology to be 
successful, it must address the key requirements of all of the 
stakeholders involved in the system reconfiguration. The 
traditional view on the stakeholders is that there are three; 
1. The Customer. The purchaser and operator of the 
assembly system. 
2. The System Integrator. The designer and supplier of 
the complete system. 
3. The Original Equipment Manufacturers (OEMs). The 
suppliers of the equipment modules that are brought 
together by the System Integrator. 
The traditional view, exemplified in Fig. 2, represents a 
relatively simple linear group relationship between the 
stakeholders: it is generally representative of manufacturing 
[7], [8], [12]. However, due to the extensive use of 
outsourcing and the extending supply lines, The Customer 
may in fact consist of several different and separate 
companies or divisions. Furthermore, the concept extends 
beyond the System Integrator as well, who may employ 
other System Integrators to provide a ‘sub-assembly’ of 
equipment modules as well as directly procuring some 
equipment modules. This situation, and the resulting 
complex group relationship, is represented by Fig. 3. 
A crucial point to note is that this work makes the 
assumption that there are a number of separate stakeholders 
in the system reconfiguration process: 
• The Consumer. The end purchaser and user of the 
product. This may be a person or company or the 
general public. This stakeholder is left out of the 
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traditional view because they are not direct involved in 
the manufacturing process. They are defined here for 
clarity in the later discussions. 
• The Customer (CUS). The person or company 
requiring the manufacture of the products. The primary 
concern of this stakeholder is the finances. It is 
increasingly the case that the final decision on 
manufacturing capabilities 
• The Product Designer (PD). The person or company 
who produces the product design.  This could be a 
person within the CUS organisation, a division within 
but separate from the CUS or a different company 
contracted to perform the design work 
• The Owner Manufacturer (OM). The person or 
company who own and operate the manufacturing 
system which produces (or will produce) the product(s). 
They will almost certainly be selling the products on 
(rather than using elsewhere in the organisation) and are 
therefore subject to the marketplace. The production 
will be for themselves and not a contracted 
manufacture. The OM can also be the PD and/or the 
CUS. Alternatively, the Contract Manufacturer 
(CM). The person or company who own and operate 
the manufacturing system which produces (or will 
produce) the product(s). The production will be 
contracted manufacture; i.e. they are contracted to 
produce a certain number of products, of a certain 
condition, to be delivered at a certain point in time for a 
fixed sum. This differs from the OM and has 
implications to the reconfigurations. The CM cannot 
also be the PD or the CUS. The generic term for the 
manufacturer, used when the exact nature is unknown 
or irrelevant, is Owner/Contract Manufacturer 
(OCM). 
• The System Integrator (SI). The person or company 
responsible for designing, building and installing the 
system and bringing it to an operable state by the OM 
or CM. The SI will typically be brought in to install a 
system; they will be brought back to perform 
reconfigurations either by prior agreement or on an ad-
hoc basis. 
• The Sub-System Integrator (SubSI). The person or 
company commissioned to provide a certain 
functionality to the system; this will involve integrating 
a number of equipment modules which are supplied to 
the SI. The SI will view this as a single module for 
planning purposes. 
• The Original Equipment Manufacturer (OEM). The 
person or company who builds and delivers individual 
equipment modules. These are specified and procured 
by the SI. They have no direct involvement in the 
system unless specialist consultation is needed or if 
there is an issue with a particular module. 
 
 
Fig.  4. Flow diagram representing a typical assembly system project based 
upon the simplified stakeholder model. It is noted that this diagram includes 
the approval iteration loops. 
 
The increased number of stakeholders does not only 
increase the complexity of the group relationships: it also 
has a dramatic impact on the complexity of the assembly 
system project. Fig. 4 shows a simplified view of the 
assembly system project for the traditional three-stakeholder 
model. The CUS provides all of the requirements to the SI, 
who then develops the system design and the equipment 
requirements. The SI submits the proposed design to the 
CUS for approval. If the design is not approved the 
alterations are made until the design is approved, whereupon 
the SI sends the equipment requirements to various OEMs, 
who provide the necessary equipment back to the SI. The SI 
integrates the equipment in-line with the approved design to 
produce the complete assembly system, which is then 
approved (signed off) by the customer (assuming the system 
is fully functional) who accepts delivery and the project is 
completed. However, Fig. 5 shows a similar flow diagram 
based on the more complex six-stakeholder model. The first 
difference is that the SI receives the requirements from three 
different parties: the CUS, the PD and the OCM. In certain 
situations, these may be very different and even 
contradictory. This gives rise to the need to combine and, 
where necessary, simplify the requirements. The other major 
difference is that the SI not only procures equipment from 
OEMs but may also outsource sections of the system to 
other, generally highly specialised, SIs; thus they are SubSIs. 
In this six-stakeholder model there are noticeably more lines 
of communication and, although there is no major increase 
in the volume of data, it becomes even more important to 
management the movement, use and, perhaps most crucially, 
updating of this data. These two points are addressed by the 
creation and implementation of Production Scenarios within 
the methodology. 
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Fig.  5. Flow diagram representing a typical realistic assembly system 
project, based upon the realistic stakeholder model. It is noted that this 
diagram excludes the approval iteration loops for conciseness but remains 
substantially more complex than Fig. 4. 
IV. PRODUCTION SCENARIOS 
The Production Scenarios (PScens) have the dual 
purposes of: (1) combining the requirements from all of the 
stakeholders (including the SI) and deriving a single 
scenario, the addressing of which will ensure that the 
maximum possible number of requirements are met, and (2) 
providing a single point for collation of the relevant data and 
decisions. This will ensure that updating information is 
relatively simple, thus minimizing errors resulting from the 
use of ‘old’ data. It will also ensure full traceability of the 
project; an essential feature for both Quality Management 
Systems and ISO 9001. 
The PScens will combine the requirements from three 
areas, these being:  
1. Product requirements. 
2. Process requirements. 
3. Project requirements. 
The product requirements are the factors which are 
directly affected or controlled by the product design and the 
component parts. As the method is largely product-centred, 
this area covers most of the technical requirements. This 
includes the following: 
 • Component geometry, tolerance, material 
 • Component performance i.e. stiffness, fragility etc. 
 • Component delivery method 
 • Component liaisons/connections 
The process requirements are the factors which affect 
either the overall assembly process of a product or affect a 
specific process in the sequence, such as: 
 • Process sequence 
 • Specific processes to include or exclude 
 • Environmental and infrastructure 
The project requirements are the factors which are 
controlled from a business perspective. These do not impact 
the immediate technical challenge, but rather focus the 
selection and optimisation processes. This includes: 
 • Product production sequence (if known/defined). 
 • Throughput target 
 • Allowable downtime 
 • Budget 
The next step in defining the PScens is to understand the 
causes, or drivers, behind the need to reconfigure. The 
technical causes that drive the system reconfiguration are 
shown in Table II. This table only includes expected factors 
– failures are not included. It should also be noted that the 
table has been created in order to identify single causes – 
multiple factors can, and probably will, apply. For this 
reason, there are no multiple terms, e.g. Products added as 
each addition are considered to be a separate factor.  
Furthermore, small changes to Products or Processes 
(such as dimensions, tolerances etc.) are regarded as New. 
This enables a clear line to be drawn and simplifies 
definitions. This research only considers planned 
reconfigurations, those drivers that are unplanned (such as 
equipment failure) are not considered at this stage.  
Furthermore, in this stage of analysis, only changes to the 
Required Capabilities are considered. The work is also only 
considering lines producing a single product. Multiple 
product lines will be investigated later in the research. In 
order to extract the full benefits from the model, the user 
selects one of the listed scenarios as the most applicable, and 
then be able to personalize aspects of it.  
The specification of the Scenario will take on a similar 
form to that of the capability definition process, thus 
ensuring that the SI is required to put in minimal effort to 
learn to use the methodology. The SI will select one option 
from a list, each option leads to a new list of criteria to select 
from. There is a finite list of possible outcomes and so the 
most relevant scenario can be applied. As a broad outline to 
the scenarios: 
• If investment cost is the priority then minimize new 
equipment. 
• If cost per unit is priority then optimize value of 
[Operational Costs / Output Volume] 
• If cycle time / output is priority the aim to have 1 
equipment module per required capability. 
• If system downtime is the priority, then minimize 
reconfiguration. 
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CATEGORY CLASS SUB-CLASS 
Product Change Product replaced 
Component 
Change 
Component added, 
removed, replaced 
PRODUCT  
Product Mix 
Change 
Product added, removed 
PROCESS Process Mix 
Change 
Process added, 
removed, replaced, 
moved 
Equipment 
Added 
Duplicate capability, 
additional capability 
Equipment 
Removed 
Temporary, permanent 
EQUIPMENT 
Equipment 
Replaced 
Like-for-like, upgrade, 
downgrade 
Requirement 
Change 
Cost, cycle time, quality 
et al. 
PROJECT 
Environmental 
Change 
Space, conditions, 
parameters 
Table II: Outline of the Drivers for Reconfiguration 
 
There will be a number of options where the primary 
suggestion for corrective action will be outside the scope of 
the model (e.g. product re-design, resourcing components). 
In these cases the model will alert the user to this fact but 
also make as many accommodations within the model as 
possible – it will be highlighted that the solution generated is 
the best possible without the external changes being made. 
This will also serve as justification (or otherwise) for the 
user to make the changes. Ultimately, the entire 
methodology will be operator driven. 
In addition to amalgamating the requirements from the 
three ‘customer’ stakeholders, the PScens will also account 
for the particular needs of the SI. This will be accomplished 
by building in an adjustable biasing factor into each of the 
decision-making factors. When the PScen is implemented 
into the Reconfiguration Methodology, it will be used to 
assist in several stages of decision-making associated with 
the identification, validation and evaluation of system 
configurations. It is here that the SI requirements can be met 
by adjusting these factors towards directions and decisions 
which particularly benefit the SI concerned. This has a 
number of purposes, primary amongst them being to ensure 
that the SIs have control and do not all delivery identical 
solutions (thereby suggesting that there is one perfect 
solution). 
V. CONCLUSIONS & FURTHER WORK 
Through understanding, accommodating and modelling 
the complex stakeholder interactions, it has been possible to 
commence the development of new scenarios which 
encompass the needs of all of the stakeholders and thus drive 
the realisation of a Reconfiguration Methodology for 
manufacturing systems. 
Further work will include: 
• Finalisation of the PScen sets, 
• Integration within the existing Reconfiguration 
Methodology, 
• Evaluation and revision of the PScens and the 
Reconfiguration Methodology. 
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Abstract—Riblets can reduce drag on technical applications 
up to 10 %. On fan and compressor blades riblets can lead to 
an increase of the efficiency of turbo aircraft engines and to a 
reduction of fuel consumption and CO2 exhaust. A promising 
technology for structuring fan and compressor blades with 
defined riblet structures has been developed in the form of an 
incremental rolling process. In this paper the design of the 
incremental rolling process is described. For that purpose a 
FEM model has been developed that enables a realistic 
simulation of the rolling process. Using the FEM model an 
analytical description for the roller design and for the lateral 
offset of the roller could be developed.  
I. NOMENCLATURE 
h [mm] riblet height 
H [mm] maximal achievable riblet height 
s [mm] riblet spacing 
α [°] riblet angle 
b [mm] riblet valley width 
b* [mm] correction coefficient 
e [mm] penetration depth 
F [N] rolling force 
v [mm/s] rolling velocity 
φ [mm/mm] plastic strain 
FF [%] form filling 
Re [-] Reynolds number 
kf0 [MPa] initial flow stress 
C1 [MPa] linear kinematic hardening modulus 
γ [-] kinematic hardening parameter 
Q∞ [MPa] isotropic hardening parameter 
B1 [-] isotropic hardening parameter 
E [MPa] Young’s modulus 
ν [-] Poisson ratio 
ρ [kg/m3] density 
II. INTRODUCTION 
urrent prognoses assume, that the global air traffic will 
grow about 4 to 5 % per annum in the coming years.  
                                                           
Manuscript received on April 29, 2009.  
The authors gratefully acknowledge the financial support of this ongoing 
project with the title “RibletSkin” by the VolkswagenStiftung, Hannover, 
Germany 
B. Feldhaus is with the Laboratory for Machine Tools and Production 
Engineering WZL RWTH Aachen, Steinbachstraße 19, 52074 Aachen, 
Germany (corresponding author: B. Feldhaus; phone: +49 241 8027429; 
fax: +49 241 8022293; e-mail: b.feldhaus@wzl.rwth-aachen.de) 
F. Klocke is with the Laboratory for Machine Tools and Production 
Engineering WZL RWTH Aachen, Steinbachstraße 19, 52074 Aachen, 
Germany (e-mail: f.klocke@wzl.rwth-aachen.de) 
F. Schongen is with the Laboratory for Machine Tools and Production 
Engineering WZL RWTH Aachen, Steinbachstraße 19, 52074 Aachen, 
Germany (e-mail: f.schongen@wzl.rwth-aachen.de) 
Furthermore the Advisory Council on Aeronautics Research 
in Europe (ACARE) has decided in their 2008 addendum to 
the strategic research agenda to halve the fuel consumption 
and CO2 exhaust by 2020 [1]. 
Hence one main challenge of the aviation industry will be 
to increase the already high efficiency of turbo aircraft 
engines. One possibility is the further reduction of profile 
loss of the compressor blades. A promising alternative 
demonstrates the application of riblets to the blade surface. 
Riblets, consisting of tiny grooves aligned in the main flow 
direction, are known to reduce skin friction in turbulent 
flows [2, 3]. In contrast to laminar flows, turbulent flows 
exhibit additional shear stresses, which are produced by a 
movement perpendicular to the wall and which are coupled 
with a lateral movement closely along the wall, see fig. 1 
[4]. These lateral movements close to the wall can be 
eliminated by riblets which finally leads to a reduction of 
wall friction.  
 
Fig. 1.  Viscous flow (longitudinal and lateral components) across riblets 
according to [2, 4] 
 
Furthermore Klumpp et al. confirmed that riblets effect a 
delay of the transition from laminar to turbulent flow. This 
leads to a greater ratio of laminar flow along the blades 
surface and thus to a reduction of profile loss [5]. 
Thereby it has to be considered that the riblet geometry is 
only effective, if its dimensions are designed in 
correspondence to the respective application. For this 
purpose the riblet height h has to be less than the thickness 
of the viscous sub layer. For a controlled diffusion airfoil 
(CDA) at Reynolds number Re = 860,000 according to the 
data of Schreiber et al. [6] at typical flight conditions the 
riblet height has to be in the range of h = 0.035 mm. 
A promising technology for structuring fan and compres-
sor blades with defined riblet structures has been developed 
at the Laboratory for Machine Tools and Production 
Engineering RWTH Aachen University.  
Design of an Incremental Riblet Rolling Process using Finite 
Element Analysis 
B. Feldhaus, F. Klocke, F. Schongen 
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III. ROLLING TECHNIQUE 
Fan and compressor blades are parts of high tech turbo 
aircraft engines and thus, particularly relevant to product 
safety. During take off and landing fan and compressor 
blades are loaded by various mechanical stresses. These are 
static tensile stresses, which are mainly caused by the 
centrifugal forces, and high dynamic torsion and bending 
stresses, which are mainly caused by aerodynamic forces. 
The dynamic bending stresses lead to high tensile and 
compressive stresses in the blade rim zone. The 
superposition of the static and dynamic tensile stresses 
causes a high tensile fatigue stress in the blade rim zone [7, 
8]. When structuring fan and compressor blades with riblets 
the fatigue strength is considerably reduced by the notch 
effect of the riblet structure which can finally lead to an 
early rupture of the blade [9]. 
For this purpose Klocke et al. developed an incremental 
rolling process which allows the cold structuring of high 
strength-materials, e. g. Ti6Al4V [9, 10, 11]. The principle 
of the rolling technique is shown in fig. 2. 
 
Fig. 2.  Principle of the incremental rolling process 
 
Profiled rollers mounted on an axle are used for 
structuring purposes. The roller possesses a diameter of 
approx. 25 mm and is profiled with one negative riblet 
geometry only. This enables a flexible structuring of light 
contorted free-form surfaces. The profiled roller rolls with a 
constant rolling force F over the blade surface. A lateral 
offset of the roller allows to structure entire compressor 
blades with riblets path by path. Beneficial effects which 
result from the incremental rolling process are the 
favourable grain flow [11], the inducement of compressive 
residual stresses below the riblet structure, and the strain 
hardening of the rim zone [9]. These effects reduce the notch 
effect arising from the riblet structure. 
In order to achieve an effective riblet structure including 
the above mentioned notch effect reducing properties it is 
essential to realise a precise riblet structure free from 
defects. 
 
IV. PROBLEM DEFINITION 
Klocke et al. developed rollers for the incremental rolling 
process which are designed with a symmetric negative riblet 
geometry. During the rolling process these rollers are 
laterally offset by an amount equal to the riblet spacing s. 
Using this rolling strategy it was not possible to produce 
defined riblet structures free from defects [10]. As can be 
seen in fig. 3 a wrinkle occurs in the riblet valley resulting 
from excessive workpiece material. This wrinkle will lead to 
a considerable weakening of the structured blade. Thus it is 
essential to develop an improved design of the incremental 
rolling process. The design process will be accomplished by 
means of the Finite Element Analysis (FEA). 
 
Fig. 3.  Numerical simulation and micrograph of the wrinkle formation 
during the lateral roller offset 
V. FEM MODEL 
For the numerical simulation of the incremental rolling 
process the Finite Element Analysis software Abaqus/CAE 
6.8-EF has been used. This offered the possibility to use an 
explicit solver which was necessary to achieve a stable 
simulation of the nonlinear problem. Due to the required 
realistic representation of the resulting riblet geometry the 
mesh density of the FEM model has to be high. Thus the 
FEM model can only represent a small section of workpiece 
and roller because the calculation time increases 
exponentially depending on the number of mesh elements. 
The workpiece was defined as an elastic-plastic 3-D part 
using an adaptive mesh with approx. 58,500 hexahedron 
elements. For the material behaviour the yield criterion 
according to v. Mises, an isotropic linear elastic model, and 
a nonlinear combined isotropic/kinematic hardening model 
have been used, see fig. 4. The roller was defined as discrete 
rigid shell part with approx. 1,900 square elements. This 
simplification could be made because after vacuum 
hardening the hardness of the high speed steel roller 
(~ 65 HRc) is considerably higher than that of the Ti6Al4V 
workpiece (~ 35 HRc). Thus no elastic deformation of the 
roller during the process is expected. As for contact 
conditions, an extended version of the classical isotropic 
Coulomb friction model has been used. Thereby the critical 
stress was limited. 
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Fig. 4.  FEM model of the incremental rolling process 
 
For the verification of the FEM model the form filling FF 
obtained by simulation results at different rolling forces is 
compared with experimental results. The form filling FF is 
defined as the ratio of the actual riblet height h and the 
maximal achievable riblet height H: 
%
H
hFF 100⋅=  
 
Fig. 5.  Comparison of the achieved form filling at different rolling forces 
obtained by FEM simulation and experiments 
 
The dimensions of the riblet structure in simulation and 
experimental tests correspond to the effective riblet 
dimensions of the previous described CDA with a riblet 
height of h = 0.035 mm and a riblet spacing of s = 0.07 mm. 
As can be seen in fig. 5 the comparison between simulation 
and experiment shows a good agreement up to a form filling 
of FF = 70 %.  
Beyond FF = 70 % the rolling forces of the simulation and 
the experiments lightly differ although the material flow and 
the form filling do furthermore correspond. Here the FEM 
model is used for the design of the lateral offset and 
therewith the roller geometry with the aim of structuring 
riblets free from wrinkles. Hence the material flow is 
primarily relevant and the FEM model is deemed to be 
sufficiently verified for the further investigations. 
VI. DESIGN MODEL 
The numerical simulation of the rolling process provides 
information about the material flow during the movement of 
the roller. For this purpose the strains in horizontal and 
lateral direction have to be taken into account. The riblet 
valleys are generated by means of the surface depression 
associated with compressive strain. This compression results 
in horizontal lateral strain of the material below the riblet 
valleys. These lateral strains cause horizontal compression in 
the region where the riblet ridges are generated, thereby 
leading to vertical strains. Thus the upward material flow is 
promoted which enables a full form filling of the riblet 
contour. Furthermore the excessive displaced material flows 
upward along the left and right side of the roller geometry 
and forms bulgings, see fig. 6. 
 
Fig. 6.  Description of the material flow behaviour using FEA 
 
The material flow in longitudinal direction is in contrast to 
the horizontal and vertical direction small and has been 
neglected for the development of the design model. In 
consideration of this knowledge about the material flow it is 
now possible to develop a design model for the rolling 
process which enables precise riblet structures free from 
wrinkles. For this purpose further geometrical dimensions 
besides the riblet height h and the riblet spacing s have to be 
defined. Among these dimensions are the riblet width b, the 
riblet angle α, the penetration depth e and the adjustment 
factor of the riblet width b* see fig. 7 and fig. 8. Thereby it 
has to be considered, that the roller structure meets exactly 
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the complement of the riblet structure so that the defined 
dimensions at the roller geometry are also conferrable to the 
riblet geometry. The riblet width b depends on the kind of 
riblet geometry. For this investigation a trapezoid riblet 
geometry with a riblet angle of 55° has been chosen. This 
choice results from the manufacturing process of the rollers 
which are produced by turning. The corner angle of the used 
indexable inserts corresponds to 55° as well. 
 
Fig. 7.  Definition of roller dimensions 
 
Hence the riblet width b is defined as 












⋅⋅−=
2
2 αtanhsb  
and depends directly on the riblet spacing s which is exactly 
designed according to the application and not changeable 
without decreasing efficiency of the structure. For the first 
investigations of Klocke et al. the roller geometry was 
designed symmetrically. Hence both roller sides have an 
identical width b. Thus too much material has been 
displaced, flowed into the already existing riblet valley and 
formed a wrinkle (fig. 3).  
The design model in fig. 8 reduces the complex 
3-dimensional problem to a 2-dimensional problem and 
describes the partitioning of the different volumes in form of 
sections before the deformation after the lateral offset. 
Thereby the material flow according to fig. 6 is taken into 
account. Section 1 describes the excessive material which is 
defined as: 
 
65321 sectionsectionsectionsectionsection ++−=
 
The aim of the process design is to eliminate section 1 by 
reducing the material volume that has to be displaced when 
the roller moves down after the lateral offset. This can be 
reached by an expansion of the right roller side about the 
adjustment factor b* that is defined as: 
eh
cossection
*b
+






⋅
=
2
1 α
 
Thereby the surface area of section 1 gets reduced about the 
area of section 4, see fig. 8. If the surface area of section 1 
and section 4 are equal, a lateral offset of the roller can be 
realised free from wrinkles and with a full form filling. It is 
important to determine the adjustment factor b* properly. If 
b* is undersize wrinkles occur in the riblet valleys. On the 
other hand if b* is oversize too little material is available to 
achieve a full form filling. 
 
Fig. 8.  Model for design of the rolling process 
VII. VALIDATION  
For the validation of the design model the verified FEM 
model has been used. For this purpose one rolling path has 
been rolled with a symmetrically designed roller. A cut 
through the rolling path allows a partitioning of the material 
volume into the different sections according to the design 
model in fig. 8. The surface areas of the different sections 
have been measured using the software analysis FIVE from 
Olympus. Thus the adjustment factor b* could be calculated. 
The simulation results of the lateral offset using the modified 
roller are shown in fig. 9.  
 
Fig. 9.  Simulated verification of the design model 
 
It becomes clear that the material below the roller could be 
apparently reduced by the expansion of the right roller side 
about the adjustment factor b*. Thereby it is now possible to 
realise additional riblet paths free from wrinkles and with 
full form filling. 
VIII. CONCLUSIONS AND OUTLOOK 
Using the Finite Element Analysis it was possible to 
identify wrinkles in the riblet valleys as the primary defect 
during the incremental rolling process. Decisive for the 
creation of the wrinkles is excessive material which is 
displaced by the usage of symmetrically designed rollers 
during the lateral offset. The development of a design model 
allows the calculation of an adjustment factor b* which 
modifies the roller geometry in order to reduce the excessive 
material. This design model could be verified with numerical 
simulation. In further investigations it will be necessary to 
verify the design model with experimental tests. 
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 
Abstract— Hollow needles are commonly used in many areas 
of medicine, yet there has been limited research on needle tip 
geometry. A better understanding of needle tip geometry can 
lead to the creation of an optimized needle tip geometry design 
which would greatly benefit the procedure of biopsy, where a 
needle is used to cut and remove tissue from the body. This 
research develops mathematical models to calculate the 
inclination and rake angle along the cutting edges of needle tips 
generated by curved surfaces. The parameters of contact 
length, needle insertion length, and inner needle tip surface 
area are also examined. It is found that utilizing curved surface 
needle geometry, as opposed to flat plane geometry, allows for 
greater control in varying rake and inclination angle on the 
needle. This greater flexibility allows for more control in 
designing an optimized needle tip. 
I. INTRODUCTION 
OLLOW needles are commonly used throughout many 
areas of medicine. Needles are utilized in a wide variety 
of procedures including biopsies, regional anesthesia, blood 
sampling, neurosurgery, drug delivery, and the radiation 
cancer treatment brachytherapy [1]. Needle biopsy is a 
medical procedure where the sharp edge of a hollow needle 
tip is inserted into the body to cut and extract tissue for 
diagnosis. The cutting efficiency of the needle dictates the 
volume of tissue that can be extracted from a thin needle. 
The efficiency of an end-cut style needle for biopsy has very 
high failure rate at capturing tissue. Ubhayaker et al. [2] 
reported a 27% failure rate of successful tissue capture in 
end-cut biopsy experiments. Longer biopsy tissue samples 
allow for significantly better cancer detection in the case of 
prostate cancer [3]. 
In biopsy, needle tip geometry plays a significant role in 
needle cutting efficiency [4]. The geometry of the needle tip 
can be characterized by the same critical parameters 
examined in oblique cutting including the inclination angle 
(), rake angle (), and contact length (l) [5], [6]. Other 
geometrical factors that may influence biopsy performance 
include the needle insertion length (L) and inside needle tip 
area (A). Hollow needle experimental results have shown 
that inclination angle affects the needle insertion force and 
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that too low of a  fails to successfully cut the tissue [4], [7]. 
Understanding the needle tip parameters of ,  l, L, and A 
are important for selecting the needle tip geometry for 
efficient tissue cutting in biopsy.  
The inclination and rake angle of needles generated by flat 
planes have been studied [8]. Effects of needle geometry on 
insertion forces and needle deviation were analyzed by 
O’Leary et al. [9] and Podder et al. [10] for solid plane 
needles. Bending analysis of basic bevel plane needles has 
been performed in many studies [11]-[13]. All of these 
studies focus on traditional needles formed by planes, not 
curved surfaces, and neglect to explore l, L, and A. The goal 
of this research is to develop mathematical models to 
calculate  and  for needle tips formed by curved surfaces 
and also study l, L, and A for flat plane needles. 
Traditionally, needle tips are generated by a special burr-
free grinding process where flat planes are cut into the 
needle, as shown in Fig. 1(a). Advance grinding techniques 
could allow for needles of curved surface geometry, as 
shown in Fig. 1(b), to be manufactured. The flat multi-plane 
symmetric needle tip is commonly used in end-cut biopsy. 
This needle tip is cut by planes (P = the number of planes 
used) that are tilted an equal angle relative to the needle axis 
() and placed in equal intervals around the circumference of 
the cylindrical needle, Fig. 2. Currently no curved surface 
needles exist on the market and potential benefits to biopsy 
and other medical procedure are unknown. This research 
explores the curved needles for manufacturing and future 
experimental evaluation. 
 
Fig. 1.  Needle tip formed by (a) flat plane and (b) curved surface. 
One simple and basic type of curved surface needle could 
be formed by one or more surfaces construed from a 2-d line 
being extruded in a linear direction, as shown in Fig. 1(b). 
This style of curved surface needle would be relatively 
simple to grind because the slope of the surface cut into the 
needle is constant in a linear direction across the needle, 
Modeling for Plane and Curved Needle Tip Cutting Edge 
Geometry 
Jason Z. Moore, Qinhe Zhang, Carl S. McGill, Haojun Zheng, Patrick McLaughlin, and Albert J. Shih 
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meaning a grinding profile could be cut straight across the 
entire needle. Other types of curved surface needles could be 
formed by having a curved surface with a varying slope 
along any direction which would be more difficult to 
manufacture. 
 
 
Fig. 2.  One plane and multi-plane symmetric needles. 
The parameters of l, L and A are important to biopsy 
performance. The contact length gives the distance that the 
tissue must travel over the cutting edge as it is being cut. 
Ideally this parameter should be minimized to reduce the 
frictional resistance that the biopsy segment encounters as it 
is cut. The needle tip insertion length and the inside surface 
area of the needle tip are parameters that tell respectively the 
distance of needle insertion necessary to begin capturing 
tissue and the rate at which frictional resistance on the tissue 
will increase when it is being cut. Optimizing these 
parameters along with  and  can lead to optimized biopsy 
performance. 
In this research mathematical models are developed that 
describe the inclination and rake angle of curved surface 
needle tips. The tissue contact length along the needle tip 
cutting edge is explored. The inside needle tip area and 
length of insertion are then discussed.  Lastly a needle force 
model is developed which examines the role needle 
geometry plays in needle forces. 
II. INCLINATION ANGLE OF CURVED NEEDLE 
The inclination angle for any style of continuously 
differentiable, first order derivative of cutting edge is 
continuous (class C
1
), curved needle tip can be found once 
the needle tip geometry of the cutting edge is defined. An 
example of this style of needle is shown in Fig. 3. A xyz axis 
is defined with the z axis coinciding with the needle axis and 
the x axis passing through the lowest point in the z direction 
of the needle tip profile. The outside radius of the needle is 
ro, the inside radius is ri, and the radial position of a point A 
along the needle is defined as .  
 
Fig. 3.  Curved surface needle: (a) outside curved profile and (b) xz cross 
section.  
Parametric equations describe the needle cutting edge on 
both the inside and outside needle edge, (1) and (2) 
respectively. 
 
𝑥o = 𝑟o cos  
𝑦o = 𝑟o sin  (1) 
𝑧o = any continuously differentiable equation 
  
𝑥i = 𝑟i cos  
𝑦i = 𝑟i sin  (2) 
𝑧i = any continuously differentiable equation 
 
For construing a needle using traditional grinding 
techniques, a surface would be cut into a needle that 
mathematically could be described as a two dimensional line 
being extruded in a linear direction. This constant slope 
along the needle edge causes the inside and outside cutting 
edges to be identical except for the radius that describe its 
position, zo′()/zi′() = ro/ri. All of the curved surface needles 
presented in this paper will be of this type. 
The normal vector of the xy plane v = {0, 0, 1} and the 
tangent vector s, shown at point A on Fig. 3(a), can be 
expressed as: s = {–ro sin , ro cos, zo′()}. The angle 
between the Pr plane (plane with normal vector v) and s is 
the inclination angle, . 
 
sin  =  
 𝙨∙𝙫 
 𝙨  𝙫 
 (3) 
 
This leads to the equations for the inclination angle of any 
differentially curved needle: 
 
  =  arcsin 
 zo ′  () 
 𝑟o 2+zo ′  ()2
  
(when  is on outside cutting edge) (4) 
 
  =  arcsin 
 zi ′  () 
 𝑟i 2+zi ′  ()2
     
(when  is on inside cutting edge) (5) 
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Needles formed by 2-d lines being extruded in a linear 
direction contain the same slope along the inside cutting 
edge as the outside cutting edge, meaning the radius 
dependence will drop out of the inclination angle equations 
and (4) will equal (5) around the entire needle (0    360°). 
If the needle tip is formed in another way then special 
attention must be taken to determine where there is an inside 
cutting edge and an outside cutting edge. On one plane bias 
bevel needles for instance, for –90° <  < 90°, the inside 
needle edge acts as the cutting edge and, for 90° <  < 270°, 
the outside needle edge acts as the cutting edge, as marked 
in Fig. 4.  
  
Fig. 4.  Cutting edge can be on the outside or the inside of the needle. 
III. RAKE ANGLE OF CURVED NEEDLE 
As illustrated in Fig. 5, the rake angle of a needle is 
defined as the angle between planes Pr and A measured in 
plane Pn; Pr is the plane with a normal vector as the cutting 
direction, A is the plane tangent to the needle face, and Pn is 
a plane with a normal vector s that is tangent to the cutting 
edge [5]. Unlike inclination angle, the rake angle is 
determined by two parameters, the cutting edge that defines 
the s direction and the location of the needle face defined by 
n, normal vector to A.  
 
Fig. 5.  Rake angle of a curved surface needle. 
If the needle surface is formed by a 2-d line drawn in the 
xz plane being extruded in the y direction (a configuration 
that could be easily ground into a needle), vector s = {–ro 
sin , ro cos, zo′()} around the entire needle and n is found 
based on the needle profile in the xz plane, as shown in Fig. 
5. The derivative vector of the curve in the xz plane is d = 
{1, 0, zo′()/(–ro sin )}, that must be perpendicular to the n 
vector, d  n = 0. Solving this finds n = { zo′()/(ro sin ), 0, 
1}. 
Vectors a and b represent the intersection of planes Pn A 
and Pn Pr, respectively, and can be found as: 
 
a = s x n = {ro cos,  
zo ′()
2  
𝑟o sin 
 + ro sin , –zo′() cot} (6) 
 
b = s x v = {ro cos, ro sin, 0} (7) 
 
 
The rake angle is the angle between vectors a and b: 
 
 = arcos  
𝒂∙𝒃
 𝒂  𝒃 
  
 
= arcos  𝑟o
2+𝑧o
′   2
𝑟o 𝑟o
2+𝑧o
′   2 2+cot 2 +
𝑧o ′   4
𝑟o 2 sin 2
 
 (8) 
 
IV. CONTACT LENGTH OF BIAS BEVEL NEEDLE 
The tool-chip contact length (l) is an important parameter 
in machining. The contact length of a biopsy needle is the 
length that the tissue contacts the needle on the face plane 
A. To solve for l, the chip-flow direction, another parameter 
in machining, must be known. For metal cutting, Stabler’s 
law, that the chip flow angle is equal to the inclination angle 
in an oblique cutting configuration, is commonly used [5]. 
Needle tissue cutting differs from this model because the 
tissue is a continuous material that is very soft and 
compressive. Therefore, Stabler’s law cannot be directly 
applied to determine tissue flow angle. 
As illustrated in Fig. 6, three models are proposed to 
describe the tissue-needle contact length from the first 
contact point C on the cutting edge. Point N is the opposite 
side along the contact length on the noncutting edge. By 
assuming the tissue flow direction is perpendicular to the 
cutting edge, towards the center of the needle, and along the 
xz plane, three contact lengths of lt, lc, and lxz, as shown in 
Figs. 6(a), (b) and (c), respectively, can be defined. The lt 
model is based on the concept of chip flow in oblique cutting 
mechanics with a chip flow angle. The lc model is based on 
the assumption that high vacuum suction force inside the 
needle will drive the tissue toward the center of the hollow 
needle. The lxz model is a fluid-based approach to simulate 
the tissue flowing across the cut surface without any 
constraints. It is difficult to determine which model is the 
most accurate, likely each model is accurate under some 
specific conditions. At   = 0º and   = 180°, all three models 
have the same contact length, i.e., lt = lc = lxz.  
 
Fig. 6.  Bias bevel needle contact length models: (a) measured along vector 
a, (b) along ellipse radial line, and (c) along the xz plane. 
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V. CUTTING LENGTH AND INSIDE NEEDLE TIP AREA 
The cutting length of the needle (L) and the inside needle 
tip area (A) have yet to be explored in needle research. The 
cutting length is defined as the length of the needle tip in the 
z direction, as shown in Fig. 7. This is an important 
parameter because the tissue must travel over this length 
before it can be cut and captured inside the biopsy needle. 
Ideally the cutting length should be as small as possible to 
minimize the needle insertion depth needed to capture the 
tissue.  
The increase in inside needle tip area upon insertion is an 
important parameter because it determines the amount of 
friction the biopsy segment will encounter as it first begins 
to slide into the needle, as shown in Fig. 7. If this initial 
friction force is too great, the biopsy segment may not flow 
into the needle, causing the biopsy to not capture any tissue.  
A MatLab program was created to solve the values of A 
along insertion and L on symmetric multi-plane needle tips. 
The necessary inputs were the number of planes, the bevel 
angle, and the inside needle radius. 
 
 
 
Fig. 7.  Insertion length (L) and inside area (A) of needle tip. 
VI. RESULTS 
A. Inclination Angle 
The inclination angle of convex and concave curved 
surface needles are examined and compared to the 
traditional flat plane bias bevel needle. The inclination 
angles for a bias bevel, concave, and convex needle are 
found using (4) and (5) along with the zo values in Table 1. 
 
Table I.  Bias Bevel, Concave, and Convex Values of zo 
Description zo() Variables 
Bias bevel 
(one-plane) 
𝑟o   1 –  cos  cot  
 = bevel angle 
of the plane 
Concave 
curved bevel 
𝐾 𝑟o  cos   –  𝑟o 
2 
K = positive 
scale factor Convex 
curved bevel 
𝐾  𝑟o  cos   + 𝑟o 
2
+ 4𝐾𝑟o
2 
 
Concave and convex needles are formed by curved 
surfaces cutting through the needle tip profile with a given 
scaling factor K as shown in Fig. 8. As illustrated the z axis 
coincides with the needle axis and the x axis passes through 
the lowest point in the z direction of the needle tip profile. 
The   is the radial position of the needle starting at the x-
axis and going around the needle in a counterclockwise 
direction. 
The inclination angles of concave and convex needles for 
K = 1 and 0.5 on a flat plane bias bevel needle are given in 
Fig. 9. It is observed that varying K scales the maximum z 
value down by that amount. This leads to higher inclination 
angles for higher K values. The inclination angle graphs for 
concave and convex needles are identical with a phase shift 
of 180º applied to the data. 
 
 
 
Fig. 8.  Concave and convex needles at ro = 1 mm, K = 1, and K = 0.5.  
Convex needles contain an extremely low inclination 
angle around   = 180º, whereas concave needle’s inclination 
angle quickly increases around   = 180º. The bevel needle’s 
inclination angle profile is identical at the top and bottom of 
the cutting edge, whereas curved surface needles allow for 
differing inclination angle profiles. Therefore, the curved 
surface needles allow for greater flexibility in designing the 
inclination angle around a needle tip. 
 
 
 
Fig. 9.  Inclination angle for concave, convex, and bias bevel needles are 
given ro = 1 mm, K = 0.5, K = 1, and  = 15º. 
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B. Rake Angle 
The rake angles of concave and convex needles are found 
using (8), and results are shown in Fig. 10. Concave and 
convex style needles have the same the rake angle profile 
given a phase shift of 180º. It is shown in Fig. 10 that higher 
K values create higher rake angles.  
 
  
Fig. 10.  Rake angle for concave, convex, and bias bevel needles are given 
K = 0.5, K = 1, and  = 30º. 
 
Compared to a regular bias bevel needle the curved 
surface needles have a drastically different rake angle, as 
shown in Fig. 10. The curved surface needles contain three 
relative maximums in rake angle which positions and 
magnitudes differ depending on the K value and the type of 
needle, concave or convex. The convex needle contains a 
rake angle α = 0º at the top of the cutting edge ( = 180º) 
while the concave needle contains a maximum rake angle at 
 = 180º. The bias bevel needle contains identical rake angle 
values at the top and the bottom of the cutting edge. This 
symmetry creates a lack of flexibility in designing the needle 
tip rake angle. 
C. Contact Length 
The contact length lt, for a ultra thin wall (UTW) 18 gauge 
(ro = 0.635 mm and wall thickness = 0.076 mm) bias bevel 
needle is calculated for  = 15º, 30º, and 45º, as shown in 
Fig. 11. Increasing the bevel angle corresponds to lower 
maximum contact length values and less variation in the 
contact length around the radius of the needle. 
For  = 15º, it can be seen in Fig. 11 that there exists local 
peaks in contact length lt at  equals about 160º and 200º. 
This occurs because the small  causes the tissue flow 
directions on the needle tip to cross each other, as illustrated 
by the tissue flow lines in Fig. 12. In actual practice tissue 
flow directions cannot easily cross over each other because 
the tissue is a soft but solid and continuous material. 
Therefore, this suggests that the model of measuring contact 
length along the tangent of the cutting edge is not as accurate 
at low  values. 
 
 
Fig. 11.  Contact length lt of a bias bevel UTW 18 gauge needle, with  = 
15°, 30°, and 45°. 
 
 
Fig. 12.  Tissue flow lines based on lt of a UTW 18 gauge needle with 
 = 15°. 
Fig. 13 compares all three contact length models for a 
UTW 18 gauge needle with  = 30º. The lc model is similar 
in shape to the lt model; however, the tissue flow directions 
never cross each other in the lc model. The lxz model is 
drastically different from the other two, reaching 
significantly higher maximum contact length values, 1.19 
mm compared to lc and lt both equalling 0.15 at  = 30°. This 
model is also uniquely different from the other two because 
it is discontinuous where the cutting edge transitions from 
the inside to the outside ( = 90º and  = 270º). All three 
models produce identical values at  = 0º and  = 180º, the 
initial and final needle cutting edge contact points. 
A question arises on which model is correct. This will 
require experimental study to trace the tissue sliding on the 
needle cut surface. As discussed earlier, all three models (lt, 
lc, and lxz) have their rationales. This can only be validated 
via comparison with experimental results. 
 
Fig. 13.  Three contact length models, lt, lc, and lxz, of a bias bevel UTW 18 
gauge needle. 
D. Insertion Length and Needle Tip Area 
Fig. 14 shows A upon needle tip insertion for 18 gauge 
UTW (ri = 0.559 mm) multi-plane symmetric needles with a 
bevel angle of  = 30º and P = 1, 2, 3 and 4.  
 
 
Fig. 14.  Needle insertion depth and inside area of 18 gauge (ri = 0.56 mm) 
multi-plane symmetric needles,  = 30º and P = 1, 2, 3 and 4. 
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This shows a drastic change in L and A of the needle tip 
depending on the number of planes used to form the 
symmetric needles. Higher P values lead to lower final A 
and L values. Biopsy performance experimentation is 
necessary to determine the effect A and L have on the 
efficiency of the needle tip cutting operation. 
VII. DISCUSSION AND FORCE MODEL 
The forces on a biopsy needle upon insertion can be 
modeled as shown in Fig. 15, where F is the force on needle 
insertion, Fw is the wall friction of the needle, Fe is the 
friction force at the cutting edge, Fb is the buildup of force in 
front of the needle, and Ft is the force that acts against the 
needle from the tissue accelerating upon needle contact. Fex 
and Ftx denote the x direction components of Fe and Ft. From 
this model the forces can be balanced in the x direction: 
 
F = Fw + Fex + Fb + Ftx (9) 
 
Equation (9) can be expanded, as shown in (10), given Po 
is the internal tissue pressure that acts against the needle 
wall area of A, µ is the coefficient of friction between the 
stainless steel needle and the tissue, m is the mass of the 
tissue set in motion by the needle and ax is the acceleration 
of the tissue in the x direction that comes into contact with 
the needle edge. 
 
Fig. 15.  Force model of inserting needle given non-specific Fe direction. 
 
F = Fex + Po A µ + Fb+ m ax (10) 
 
Minimizing F is a result of maximizing cutting efficiency 
and is therefore the goal to performing a successful biopsy. 
The tissue flow direction along with Fb determines the 
magnitude of Fex. Therefore, the needle tip geometry is 
directly related to Fex. Minimizing the rate that A increases 
upon insertion is beneficial because this limits the rate that 
the frictional force increases upon initial insertion. High 
frictional force upon initial insertion can cause severe tissue 
deformation, preventing the biopsy sample from entering the 
needle. 
Fb, m, and ax are complicated terms that are dependent on 
the inclination angle, the rake angle, and the contact length 
and require advanced modeling to determine specific 
relationships. In general terms Fb is reduced by changing the 
geometry so that the tissue bonds can more efficiently be 
fractured. Further study is necessary to determine how 
changing λ, α, and l can more efficiently fracture the tissue. 
VIII. CONCLUSION 
The rake and inclination angles were solved for curved 
surface needle tips and the parameters of l, A, and L were 
examined on plane style needles. Curved surface needle tips 
had the ability to create more variation in inclination and 
rake angle than traditional plane needles. Unlike the bias 
bevel needle the inclination and rake angle were not 
identical at both the top and bottom of the needle tip. This 
flexibility in choosing a rake and inclination angle allows for 
greater freedom in creating optimized needle tip geometry. 
Cutting length was solved based on three techniques of 
measuring tissue flow direction. Further study is necessary 
to determine which method is the most accurate for a given 
set of parameters. The values of A and L of symmetric plane 
needle tips were shown to drastically vary depending on the 
number of planes used to create the needle tips. 
In the future needle studies will be conducted to determine 
exactly how of , , l, A, and L influence the biopsy 
performance and forces. This paper presents a general model 
of needle force, (10); however, further modeling is necessary 
to determine an optimized needle tip geometry design that 
will increase the efficiency of the biopsy cut and thereby 
increase the doctor’s ability to make an accurate diagnosis. 
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Z  
The fuel-economy is becoming increasingly important in the 
transport and automotive application. Consequently, the 
manufacturers are aiming to reduce the weight of the 
structures, for example the car body. Next to more efficient 
engines, another promising possibility is the increased use of 
lightweight materials and structures respectively. However, the 
strength of these materials, like aluminium, is significantly 
lower in comparison to steel. Maintaining a similar strength for 
structures a higher material portion is necessary and therefore 
reduces the weight advantage.  
Continuously reinforced extruded aluminium profiles are 
used for increasing the strength of lightweight structures. 
However, the machining of inhomogeneous parts is challenging 
and the simulation can be used for analysing the process. In 
this paper the simulation with the help of finite-element-
analysis is presented, calculating the mechanical and thermal 
effects of machining reinforced extruded parts using circular 
milling. 
I. INTRODUCTION 
IGHTWEIGHT structures become more important due to 
the global demand after fuel-economic cars, next to 
more efficient power trains. The lower density of the 
lightweight materials in comparison to steel leads to a lower 
car body weight with the same size. However, the 
disadvantage is the lower strength of the material. 
Accordingly, there is the aim to increase the strength and to 
obtain a higher stiffness in structures.  
A new innovative extrusion process is the embedding of 
austenitic stainless steel in the aluminium alloy matrix. The 
result is a reinforced extruded profile with a higher strength 
compared to that of conventional aluminium. With the 
higher strength it is possible to substitute functional 
components manufactured by steel or to reduce the weight of 
components made of conventional aluminium. 
However, the machining of inhomogeneous parts, for 
example for producing bore holes, is complex, due to the 
different material characteristics. The parameters for 
machining stainless steel are significantly lower than for 
wrought aluminium and require adapted tools. The main 
cause for tool wear in machining high-strength steel is 
abrasion wear mechanism, but for aluminium it is adhesion 
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wear. Experiments with homogeneous aluminium parts, 
previously carried out, have shown a tool failure in drilling 
processes due to the material adhesion at the cutting edges 
and at the flutes [1]. The tool failure and the increasing burr 
formation require another process. The experiments have 
shown that the circular milling process is more suitable for 
producing bore holes in the wrought alloy. On the one hand 
the large flute of the used single tooth cutter advances the 
chip removal, while on the other hand the burr formation is 
more appropriate in contrast to the drilling process and the 
tool wear is distinctly lower [2]. Therefore, the machining of 
reinforced parts is carried out, by using this milling 
operation.  
Moreover, the simulations of both processes with the help of 
the Finite Element Method (FEM) have shown that the 
mechanical load in circular milling is lower than in drilling, 
regarding the plastic strain and the Von Mises stress 
criterions. However, the thermal simulation of these 
processes points out that the circular milling process leads to 
a higher thermal load regarding the workpiece. Hence, the 
investigations are focussed on the effects on the machined 
component [3], [4].  
For analysing the influence of the residual stresses or plastic 
strains on the following manufacturing steps, a simulation of 
the entire machining process is necessary. It is one aim of 
the Collobarative Research Center SFB/TR10 to simulate the 
entire manufacturing chain. The process chain consists of the 
forming process, the machining and the joining by friction 
stir welding. Thereby, the effects of the machining process 
on the workpiece are in the focus. 
In this paper, the simulation model for the circular milling 
process is presented. The simulations comprise a mechanical 
and a thermal model. The results will be discussed in respect 
to the residual stress, the strain and the temperature on the 
part affected by the machining process. Moreover, an 
influence on the following process steps will be discussed. 
II. FEM IN PROCESS ENGINEERING 
In the last decades, a lot of improvements have been 
carried out in the range of simulation of machining 
processes. In this context most of the investigations were 
published with the topic of the start of chip formation and 
the calculation of the process forces. 
Arrazola et al. [5] developed a numerical cutting model for 
predicting chip forms in machining the material AISI 4140. 
They conducted an explicit 2D-analysis implementing 
Johnson Cook’s constitution equation. A dependence of 
serrated or transitional chip formation on the cutting speed 
and rake angel could be shown. The numerical results were 
FEM-Simulation of Machining Reinforced Lightweight-Structures 
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validated by experiments. However, the FEM can be used in 
predicting a serrated chip formation process.  
The investigations on simulation of high performance 
milling were published by Denkena et al [6]. Several 3D-
FEM-simulations were carried out to analyse the influence 
of the tool corner radius on the thermomechanical loads 
affecting the workpiece. This relationship was observed in 
machining aluminium parts. The results of the simulations 
show a significant influence of the mechanical load in 
contrast to the thermal loads on the residual stress state in 
the peripheral rim of milled aluminium structural 
components.  
Bäker [7] analysed the influence of high cutting speeds on 
the chip formation and the cutting forces for an orthogonal 
cutting process. He used a simplified flow stress law and 
neglected the friction. However, it can be noted that in spite 
of these simplifications the simulation can be used for better 
understanding of the chip formation process. 
A paper for predicting the cutting forces and their associated 
coefficients using the FEM was presented by Adetoro et al. 
[8]. The investigations were carried out for the aluminium 
2014-T6 with the application of the milling process. 
Therefore, an Arbitrary Lagrangian Formulation was 
implemented in the software Abaqus. The results of the 2-
dimensional simulation show a high correlation with 
experimental cutting forces and can used for predicting 
cutting forces. The possibility of calculating previously the 
cutting forces reduces the experimental effort and helps to 
determine suitable process parameters. 
Ceretti et al. [9] presented their investigations regarding the 
accuracy of 2D and 3D simulations of an orthogonal cutting 
process. A C45 steel was machined with an uncoated P30 
tool. In the simulations, the material laws, the friction model 
and cutting parameters were varied. For the friction a shear 
flow stress model and the simple Coulomb’s law were 
analysed. The several material models consisted of the 
Oxley, the Johnson Cook and the Altan approach. The 
authors reasoned that the material laws available in literature 
are inaccurate even if commonly used materials are taken 
into account. 3D analyses should be more extensively used 
in cutting, even in simple processes. 
Nevertheless, it has to be noted that the simulation of chip 
formation and the calculation of cutting forces are associated 
with a lot of uncertain parameters. At first, the simulations 
are usually limited to a process time of a few microseconds. 
Hence the simulation of the entire machining processes is 
not feasible and economical respectively. Furthermore, there 
exists no holistic description of the friction law in the 
separation zone, neither the linear Coulomb’s law nor the 
nonlinear law of Usui [10]. The simulation of chip formation 
processes requires the information about the material 
behaviour like the strain rate at high deformation rates. The 
experimental measurement of these characteristic values is 
carried out by conventional methods such as the uniaxial 
Split-Hopkinson’s test. However, the tests are only for lower 
speeds feasible as necessary.  
FEM-Simulations about the influence of conventional 
drilling upon lightweight structures were performed by 
Weinert et al [11]. Within the investigation, the drilling 
process of a 40 x 40 x 2 mm hollow aluminium profile was 
simulated by an innovative approach. The results depicted a 
small zone of residual stresses localized around the bore 
hole.   In addition to the structural simulation also the 
influence of the process temperature were analysed by 
simulation. The simulated temperature distribution in the 
machined section showed insignificant influence on the 
structure. 
As mentioned already above, the aim in the scope of the 
TR10 is to simulate the whole process chain, beginning at 
the extrusion process via the machining process and at the 
end the welding process. Considering the effects of the 
previous manufacturing steps upon the work pieces requires 
that the entire machining process has to be simulated. 
Microscopic simulation approaches are not sufficient and 
economic for this aim. Consequently, new modelling 
approaches have to be developed. 
III. THE COMPOSITE EXTRUSION PROCESS 
In the composite extrusion process, a wrought aluminium 
(EN AW-6060) billet is used as matrix material. The 
reinforcing material, an austenitic stainless steel (AISI 301), 
is fed into the material flow during the extrusion. The shapes 
of the metallic elements can be wires and tapes respectively. 
The tapes are inserted at a 90° angle into the die (figure 1). 
During the extrusion process, the metal flow leads to a 
tensile stress along the press direction on the surface of the 
reinforcing elements. This and the matrix material are 
directed into the welding chamber [12]. In the welding 
chamber the both materials get in contact with each other 
and are joined under high pressure and temperature. 
 
Fig. 1.  Schematic representation of the composite extrusion process 
IV. MECHANICAL SIMULATION OF THE CIRCULAR MILLING 
PROCESS 
As aforementioned, the circular milling process has 
several advantages compared to the drilling process. Hence, 
it is applied for producing bore holes in the reinforced 
workpieces. These are a flat section with the dimensions 
120 x 56 x 5 mm and three reinforcing elements with a 
cross-section of 4 x 0.7 mm (figure 2). 
However, the kinematics of the circular milling process is 
more complicated compared to the conventional drilling 
process. The single tooth cutter moves along a helical path 
into the part while it is rotating about its central axis.  
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Fig. 2  FEM-model of the reinforced part and the load step sequence 
At first, experimental investigations were carried out for 
determining the mechanical load on the single tooth cutter. 
This procedure is necessary, because the measured 
mechanical load is required as the input parameter for the 
later application in the FEM-model. The used single tooth 
cutter has a diameter of d = 5 mm for machining holes of a 
diameter D = 8.5 mm. The cutting torque and feed force 
were measured with the dynamometer KISTLER type 
9125A. The chosen process parameter features suitable 
values for machining reinforced extruded profiles [13].  
 
Table 1: Process Parameter  
 
 
For simulating the machining of reinforced parts the finite 
element software ANSYS, a general purpose software, is 
used. The simulation of the chip formation is neglected due 
to the above-mentioned reasons. In the FEM an idealisation 
of the real process is necessary to reduce the system 
variables and to split the entire process in a defined number 
of steps. The point of time for the load application is chosen 
for that moment if the minor cutting edge of the single tooth 
cutter is orthogonal to the bore hole wall. At this moment the 
highest load on the bore wall occurs in the machining 
process. Using this concept for splitting the chip removal, it 
can be divided in 24 segments over φ = 360° (figure 2). 
According to the tool movement along the helical path, the 
heights of the segments correlate with feed rate in z-
direction. This means that if the tool advances in the 
workpiece, a larger part of the major cutting edge will be in 
contact with the bore hole wall. For the simulation of the 
entire circular process of the workpiece (five millimetres 
thick), 63 load steps are necessary. After 42 of 63 load steps 
the tool breaks through the flat section and only the major 
cutting edge machined the remaining material in the bore 
hole.  
Moreover, the calculation of the effects on the tool is not 
considered, thus the tool can be idealised. In the developed 
simulation approach the single tooth cutter is idealised as a 
rigid beam. In Ansys, this idealisation is realised by a mass 
element which has six degrees of freedom and can be 
modelled as a rigid beam. According to the real process, the 
mechanical load at the tool shaft is to insert into the 
workpiece via the cutting edges. These are idealised through 
straight lines (figure 3) and their nodes are coupled with the 
master node. If the cutting torque is applied to the master 
node, the mechanical load can be inserted into the workpiece 
via the nodes representing the cutting edges. The force in z-
direction is directly applied to the minor cutting edge. If the 
tool breaks through the profile, the forces will be deleted.  
Considering the advancing chip removal, the appropriate 
segments are neutralised. This means that the element 
stiffness is set to a value approximate zero. Therefore, these 
elements do not influence the following simulation steps.  
 
Fig. 3.  Single tooth cutter and idealization of the load application in the 
workpiece 
The material model for this simulation is a multilinear 
kinematic hardening for the aluminium material. The values 
for the material were calculated using Swift curves and 
previously carried out uniaxial push tests. The stainless steel 
does not show a distinct plastic behavior. Therefore only a 
linear material behavior is assumed. The material 
characteristics are presented in the table 2. 
 
Table 2: Mechanical material properties  
 
 
Figure 4 presents the results of the mechanical simulation for 
the circular milling process. Interpreting the simulation 
results, the equivalent stresses after Von Mises is used. It 
can summarize that the stress is concentrated on the area of 
the load application. As long as only aluminium is machined 
the stress values are marginally higher than the Yield 
strength (load step 1 and 18). Yet, a higher load around the 
peripheral zone is not determined. The stressed area at the 
bore wall shows distinctly the increased movement of the 
tool in the workpiece. The results highly correlate with those 
obtained in previously conducted simulations for machining 
homogeneous aluminium components [2]. However, the 
most interesting point is the part behavior in machining the 
reinforcements and the previous step (load step 22 and 21) 
respectively. The higher stiffness of the steel tape leads to 
increasing mechanical loads during the machining process. 
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The stress values for these load steps are distinctly higher 
than for machining only aluminium. The Von Mises stresses 
exceed the yield strength of the aluminium and affect 
residual stresses in this area of the bore hole wall.  
Summarily, the stress state changes significantly in 
machining the reinforced regions of the workpiece. The 
Yield strength is exceeded and a significant influence on 
following manufacturing steps cannot be excluded. 
Nevertheless, the stress is limited on small areas around the 
load application. 
 
Fig. 4.  Stress distribution in the bore hole wall at defined load steps 
As aforementioned, the stress values exceed the yield 
strength. For analyzing the load influence on the following 
manufacturing process the plastic strain is a suitable 
parameter. The equivalent stress consists of an elastic and 
plastic part but only the plastic part is interesting for later 
process steps. Therefore, the plastic strain can be used for a 
transfer into other FEM software like Sysweld. Figure 5 
shows the equivalent plastic strains for a load step sequence. 
As expected, the strain values increase in those areas in 
which the stress concentration is distinctly rising. In the 
reinforcing elements no plastic strain occurs due to the linear 
material behavior for those. The loaded areas are limited to 
small regions similar to the results regarding the Von Mises 
stresses. 
 
Fig. 5.  Equivalent plastic strains  
V. THERMAL SIMULATION OF THE CIRCULAR MILLING 
PROCESS 
The thermal simulation bases on a similar modelling 
approach like the mechanical one (figure 6). For the thermal 
simulation the height of each segment in z-direction is equal. 
The idealisation of the cutting edges is also realised like in 
the mechanical model. It means that straight lines represent 
the major and minor cutting edges. A rigid beam or mass 
element for the application of the cutting torque is 
superfluously because the temperature can be directly 
applied in the workpiece However, more than the both 
straight lines (cutting edges) are necessary for the load 
application. This assumption is required due to the high 
value of the heat conductivity for the aluminium with 
λaluminium = 187 W/mK compared to that of steel with 
λsteel = 14.7 W/mK. The high thermal conductivity affects 
that the inserted thermal energy flows rapidly into the part 
and leads to high thermal influence of the workpiece. 
Therefore, the heat input during a rotation cannot be 
neglected due to the significantly influence on the thermal 
efficiency. Additionally, two lines are chosen. The first line 
is the circumferential line of the bore hole. The second line 
represents the minor cutting edge after a half tool rotation.  
Applying a temperature as a load is necessary, because the 
heat flux can only be used at surfaces. As mentioned above, 
in the simulating process the material removal is realised by 
neutralizing the elements which represent the chip volume. 
Nevertheless, the software cannot delete the volumes and 
they are still existent. The temperature load is chosen after 
measurements of Spur [14] who has analysed the 
temperature at the cutting edge for different processes and 
materials. At the cutting speed of 375 m/min like in the 
experimental investigations, the cutting edge temperature 
can be assumed with a value between 200°C and 400°C. The 
convection is set to a value of α = 3.5 W/m²K. This is also 
equivalent to the convection at stationary air, and the 
ambient temperature is assumed with T = 20°C [15]. 
 
Fig. 6.  FEM-model for the thermal simulation 
To validate the thermal simulation the temperatures are 
measured during the process. Therefore, three 
thermocouples were inserted into the workpiece at different 
locations for detecting the transient thermal load (figure 7). 
The simulation results are determined at the locations where 
the thermocouples are placed. Reducing the possibility of 
outliers a set of nodes is selected. For this set the 
temperature at each load step is detected and the average of 
the number of nodes calculated.  
After several simulation-runs with the variation of 
temperatures on the idealized cutting edges, the most 
concordant temperature is generated with a cutting edge 
temperature of 180°C. The results of the simulation in 
comparison to the real temperatures are presented in figure 
7. The peak temperatures for thermocouple T2 correspond to 
the absolute values. Only the intervals at which the peaks 
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occur are not concordant. This is a general problem of FEM 
simulations. The simulation results illustrate this problem 
due to the fast temperature increase and decrease in the 
process. This phenomenon becomes distinctly important in 
high transient processes like this one. The cause is that the 
heat conductivity and the calculation of transient thermal 
effects depend on the mesh resolution. Using finer meshes 
lead to better results of the thermal flow in the workpiece. 
However, a refinement generates more nodes and rises 
significantly the calculation time of the model. This is 
becoming increasingly important for larger models like this 
one with a lot of load steps.  
The absolute values of the peaks for the thermocouple T1 
significantly differs from the measured value for the second 
peak. For the third thermocouple the magnitude of 
temperature is correctly calculated, but after the first peak 
the temperature decreases in contrast to the experiments 
because of above-mentioned reasons.  
 
Table 3: Comparison of measured and simulated temperature peaks
 
 
In summary, there is a deeper temperature decrease between 
the peaks in the simulation as it is measured in the 
experiments. Nevertheless, the temperature can be 
sufficiently calculated with FEM.  
 
Fig. 7.  Location of the thermocouples, measured and calculated 
temperatures 
VI. CONCLUSION 
An FEM-simulation for the entire machining process is 
challenging. The simulation on the microscopic layer 
requires too much time and computer performance and is 
therefore feasible only for very small time intervals. Another 
possibility is the macroscopic simulation, in which only the 
workpiece is modelled. The results presents in this paper 
show that it is generally possible to simulate the entire 
machining process and particularly for reinforced 
workpieces, on this layer. A mechanical and thermal 
simulation has been carried out. The results show that the 
machining of the reinforcing elements has a significant 
influence on the remaining stress and strain state. The Von 
Mises stress values exceed the yield strength with the 
consequence of plastic strains in the bore hole wall. These 
plastic strains can influence the following process steps and 
have to be considered.  
However, the thermal simulation shows a high accordance 
with the experiments. The measured and calculated 
temperatures highly correlate but the rapidly heating and 
cooling has to be better simulated. In summary, the 
temperature progress in the process can be sufficiently 
calculated. 
In further simulation steps, the thermal simulation model 
will be improved. Moreover, the transfer of the mechanical 
results in the software Sysweld will be realised. This is 
necessary for developing a simulation chain of the entire 
manufacturing. 
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Abstract—Lean manufacturing systems have become 
popular for industries since early 1990s [1]. Following lean 
principles agile manufacturing has been introduced, based on 
their commons and its advantages. A new paradigm of 
“Autonomy” may contribute as a practical method to achieve 
objectives of the lean and agile concepts in production and 
logistics environments. The paper examines compatibility of 
these three principles to realize the concept of continuous 
material flows through supply chains, as well as their 
implications for efficiency, effectiveness and responsiveness of 
supply chains. This task is achieved by development and 
examination of a discrete-event simulation scenario. 
I. INTRODUCTION 
Ppearance of new constraints and complexities on 
manufacturing systems, competition in markets, 
customer fulfilment, and resources have brought on several 
paradigms and concepts to keep industrial enterprises and 
sectors alive. Following deployment of lean concepts into 
pioneer industries, it was distinguished that sometimes 
leanness, including its zero inventory approach, is not 
capable enough to achieve this objective. This is particularly 
true, when demand is lumpy and highly varying as a result 
of new business environments. For this reason new 
production systems were introduced, which are more 
flexible and able to meet fluctuating demands on time with 
close adherence to desired products. Consequently the 
flexible manufacturing system, the reconfigurable 
manufacturing system, and some other implications of 
agility concept have been introduced. 
Nowadays, it is known to businesses that one of their 
major competitive advantages depends on their supply 
chain’s (SC) structure and how they manage it [8]. On a 
broader scale, lean concepts could be accomplished for 
Make-to-Forecast (MTF) supply strategies under a reliable 
demand forecast, whilst the agile system could be employed 
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for Make-to-Order (MTO) strategies with quick response 
ability, when demand is uncertain and difficult to forecast 
[2]. Both, lean and agile paradigms are accompanied with 
several characteristics and principles which could be 
complied by several tools and concepts. 
For lean manufacturing, because of its precedence, some 
adequate methods and tools have been introduced that direct 
companies to the achievements. However, the core of the 
concept is independent of the tools (e.g. levelling and 
sequencing, one piece flow, JIT, Kanban, continual 
improvement, Kaizen, flexible capabilities value stream 
mapping, and automation [3], [4]). Later some of the tools 
will be explained. In lean systems, emphasis is placed on 
efficiency and cost reduction, although there are some 
additional indirect benefits (e.g. lean culture). For agile 
systems the core concept deals with increasing flexibility 
that makes the SC responsive to oscillating demand with 
reduced sale losses. There are still researches conducted on 
methods and tools to make production systems agile. These 
contribute to realizing the main principles of the concept 
(i.e., virtual manufacturing, agile production design, and 
knowledge management [4]). Meanwhile autonomy in 
functions and decisions could be a practical method for more 
flexibility, agility and lean targets. 
Along with the introduction of new methodologies and 
concepts, the autonomy paradigm has become an attractive 
approach for scientists to tackle the complexities and 
dynamics embedded in the supply chains and their related 
processes under uncertain circumstances [26]. According to 
Scholz-Reiter et al., as a general term, autonomy means: 
“the independence of a system in making decisions by itself 
without external instructions and performing actions by itself 
without external forces” [5]. As a favourable paradigm 
expanding leanness and agility, autonomy may be useful to 
elaborate the targets of the two mentioned concepts. The 
complementary performance of these three concepts will 
become manifest, when they are applied in a supply chain or 
production network working under a dynamic environment. 
Here, at first, a brief introduction to lean principles is 
given. This is followed by discussions of the agility concept 
and of autonomous control in logistics. Some collaborative 
aspects of lean-agile strategies and autonomous control are 
theoretically identified to improve the performance of supply 
chains in terms of some specific logistic performance 
measures i.e., responsiveness, reliability, throughput time 
(TPT), utilization, and WIP [6], [7]. Secondly, some of the 
logistic measures and a specific strategy of pull-push 
variations are explained in order to evaluate the performance 
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A 
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of a network scenario, which is set up by a discrete- event 
simulation software. Thirdly, the simulation results are 
presented followed by concluding them. 
II. LEAN LOGISTICS 
After some progresses in production area, lean concept 
has been applied to the field of supply chain management 
(SCM) and logistics (i.e., in the paper, logistics and supply 
chains are used alternatively) [16]. 
Lean thinking seeks several improvements that have direct 
or indirect effects on the performance of logistics. The 
value-adding and waste elimination activities, beside zero 
inventory approach, are the prominent approaches that can 
be applied promisingly throughout SC.  
A. Value added activities and wastes 
Lean thinking is a special philosophy, which means doing 
more with less. In this context, waste and non-value added 
activities are identified. Generally, in lean philosophy value 
added activities are those activities, which customers 
(internal or external) are willing to pay for. Unreliable 
schedules, extra WIP, long TPT, and under capacity 
utilization (also as logistics performance measures) are 
evidences of non-value added activities. Seven wastes (i.e., 
overproduction, transportation, extra motion, inventory and 
WIP, defects, waiting, unnecessary processing,) are the main 
activities, which bring no value to a lean system and must be 
eliminated as much as possible. 
B. House of Toyota 
As the lean concept is extracted from the Toyota 
Production System (TPS), the principles of this system 
provide the structure of the lean system. There are three 
main parts to make up the house of Toyota: “Heijunka” as 
the foundation of the house (i.e. levelling and sequencing 
approaches), in addition to two pillars of JIT (i.e. pull 
production, one piece flow, and “Takt” time), as well as 
“Jidoka” (i.e. Stop at an abnormality and automation). 
 
1) Levelling and Sequencing: this technique is used to 
balance a production system. It aims at producing or 
dispatching the materials according to the demand sequence 
and distributing the production tasks between different lines, 
according to the queues and capacities, to avoid bottlenecks. 
As a collaborative feature, this could be an implication of 
flexibility and agility, when it is applied instantaneously 
regarding dynamic demands and real-time capacity. 
Although real-time decisions were not possible before its 
introduction, this task could be achieved perfectly by 
autonomous control in the current situation. Just in Time 
(JIT) and just in sequence (JIS) are two contributing 
techniques to this target as well. So, in that case the three 
paradigms (lean, agile, autonomy) will gain benefits from 
their combination with each other. 
The technique could be implemented via autonomous 
control. Specifically when the demand is uncertain, they 
could be used to react instantaneously (in real-time) to 
demand rate and available capacity. This type of 
performance is a realization of agility against varying 
situations. 
 
2) One-piece flow and Pull: Lean philosophy persuades 
material flow systems to approach the flow of one piece at 
any event throughout production lines and logistics. The 
supporting idea is to go toward the zero-inventory and 
continuous flow theories. Despite the fact that practices 
showed pure zero inventories cannot be achieved yet, they 
could be partially realized with application of a pull concept 
and JIT. Material pull is executed upon the demand of 
customer (internal or external) that prevents overproduction 
and consequently less WIP collection. JIT method follows 
the concept of fulfilment at the time of request [9], [11]. It is 
introduced to decrease wastes on one hand, and in some 
extent to increase flexibility [25] to meet customized 
demands through less inventory and MTO strategy. 
However these two tasks are sometimes in contrast to each 
other. Making a bridge between the two could be done 
through awareness of lean and agile principles as well as 
concurrent reactions of autonomous logistic objects to the 
specific demands. 
Furthermore, to overcome the Forrester or “bullwhip” 
effect [10], JIT technique may fail because of inventory 
shortage or stock outs. A combination of JIT technique with 
intelligent and autonomous products could trigger a damping 
effect versus amplification of oscillating demands via 
decentralized accomplishment and proactive decisions. 
 
3) Jidoka: To make the JIT technique feasible, it is vital to 
aim for zero-defect in production systems. Jidoka guides 
systems how to make their machines capable to detect 
abnormalities and stop the operation automatically. 
Nevertheless, stopping affects not only the defective 
machine but the whole production line till the machine will 
get fixed. This task will be done in cooperation with human 
that allows a kind of “autonomation” (autonomy + 
automation) of processes [12], [13]. This type of autonomy 
has been carried out for several years by lean manufacturers. 
However, autonomy (making equipments, products and 
processes autonomous) is a capable approach to cope with 
sudden events and disturbances. 
 
Despite lean logistics achievements, global competition, 
growth in existing dynamics (e.g., fluctuating demand, 
uncertainty), as well as raising material handling and flow 
complexities, are some causes to make lean unable to meet 
its targets under dynamic environment. However, as a new 
suggestion here, integration between the lean, agile and 
autonomy paradigms could be a constructive solution. 
To use the advantages of both lean and agile principles a 
twofold approach exists: First, employment of both concepts 
concurrently in an entire supply chain. Second, employment 
of both but separately in two positions called “leagility”. 
Leagility could emerge from both lean and agile systems by 
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configuration of a decoupling point (DC) [15]. Although, in 
literatures, lean approach is considered for predictable 
demands with low variety and high volume [17], lean 
principles has some flexibility methods and characteristics 
like: pull system, one-piece flow that enables shorter TPT 
and consequently quick response to changing market 
demand [24], as well as single minute exchange of die 
(SMED) technique which brings flexibility to set-up new 
product types (i.e., quick changeover is one aspect of agility 
[17]).  
III. AGILE LOGISTICS 
Nowadays, it is well known to enterprises that turbulent 
demand and volatility are the inseparable conditions in 
global markets. Market uncertainty and shortened product 
life cycles are faced in such a competitive environment. 
These enforce a trade-off between the paradigms of 
economies of scale and economies of scope in confronting 
the market demand and suppliers’ efficiency and 
effectiveness targets. 
Agile logistics, and its principles, have been applied to 
supply chains following the flexible manufacturing system. 
Agility is an organizational oriented and business-wide 
capability with the targets of greater responsiveness, 
customization and flexibility, that embraces organizational 
structures, information systems, logistics processes, and in 
particular mindsets [17]. In other words: “Agility can be 
considered as a need to encourage the enterprise-wide 
integration of flexible and core competent resources so as to 
offer value-added product and services in a volatile 
competitive environment” [4].  
Whereas lean principles can be part of agile systems, there 
are some circumstances that lean fails facing the customer 
requirements at the right time, volume, and variety as well as 
even its effectiveness targets in supply chains; like the 
vehicle manufacturing case by Christopher [17].   
By evolving agile manufacturing, several tools and 
techniques have been introduced, as practical ways, to 
realize agility in supply chains. Network management, 
knowledge management, mass customization, dynamic 
enterprise reconfiguration, virtual enterprises, interoperable 
systems, agile human resources, value chain integration, 
concurrent engineering, and agile technologies are some 
instances of those techniques [4], [18]. Some of them are 
still in development phase. Others already have been 
installed. 
Furthermore, contribution level of those techniques to 
agility is yet different and maybe ambiguous. There have 
been several researches over practical techniques and tools 
to obtain relevant capabilities and abilities to make 
manufacturers agile in their performances [18], [19]. 
Now, imagine how complex the logistics processes of an 
entire supply chain could be to be undertaken by those 
techniques in order to make flexible behaviours and real 
time decisions. Scholz-Reiter et al. [14] and Duffie et al. 
[20] have suggested a new approach to reduce complexity in 
supply chains and manufacturing as decentralized 
controlling and autonomy for logistics objects instead of the 
conventional hierarchical control. 
IV. AUTONOMOUS CONTROL 
Autonomous control (AC) in logistics could be described 
as: “decentralized coordination of intelligent logistic objects 
and the routing through a logistic system by the intelligent 
parts themselves” [21]. Logistics objects include products, 
machines, transportation means, and any other means that 
take part in logistics processes. AC seeks for decentralized 
decision makings by having a heterarchical controlling 
structure [20] to bear flexibility and robustness. 
In addition, AC has shown its capabilities in virtual 
experiments and mathematical calculations to bring the 
required flexibility, and real-time performance that an agile 
system needs [27], [28]. On the other hand, its contribution 
to lean targets like enhancement in utilization, and reduction 
of WIP make the paradigm quite compatible with the both 
lean and agility paradigms in a favourable manner. There are 
several autonomous control methods for product routing 
between logistics means and process priority (e.g. 
production lines, roads, plants, etc.). For example, queue 
length estimator (QLE), Pheromone, earliest due date, are 
some methods [21], [22], [23], [28]. In this paper it is 
decided to apply QLE for its easier and understandable 
operation. It is noticeable that AC is introduced versus 
conventional systems (Conv). 
QLE method gives products the capability to locally 
estimate the next queue length plus the processing time for 
each successive station. Then the product can autonomously 
make a decision for its next processing destination. This 
method leads to smoother flow of material, less processing 
time, and avoidance of blindly waiting in queues (as a 
waste), specifically, when there is a breakdown in a station 
(for more information of QLE see [14], [23], [27]). 
V. LOGISTICS PERFORMANCE MEASURES 
In general, logistics operations have a very crucial role to 
be successful in the growing global competition. 
Nonetheless, performance of logistics objectives in supply 
chains is full of conflictions and contradicted desires. 
Fulfilment of one of the aspects could lead to abortion of the 
other ones. This conflict is called by Gutenberg “dilemma of 
operation planning” [24]. 
In order to optimize the logistics operations of industries, 
performance of the operations should be evaluated. To do so, 
several measures and criteria have been considered to 
estimate the superior results of different experiments. Here, 
the following factors are considered to estimate the 
performance; throughput time (as a factor of responsiveness 
in agility), utilization (as a factor of waste elimination and 
value-adding in lean), WIP (as a factor in lean), Schedule 
reliability (as a factor of responsiveness and agility). By 
considering these measures and their interactions, 
performance of the applied strategies will be more apparent. 
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VI. PUSH VS. PULL 
Universally, application of pull systems in industries has 
been presented by kanban in TPS, or in general, by constant 
WIP (conwip) method, i.e., as a production activities control 
system with maximum throughput through control of WIP. 
Typically, there are two general material flow strategies in 
supply chains. The first one is push strategy, which is based 
on Make-to-Stock (MTS) systems and dependent on demand 
forecasting. This strategy is more efficient and easier to 
realize. With this purpose, capacity utilization is quite high, 
because of in advance planning (predefined logistics 
systems). It is more suitable for mass production or rather 
constant demands. Nevertheless, it suffers from some 
shortcomings confronting the logistics targets like: higher 
WIP and inventory level, blind production, less flexibility in 
plan or schedule. The second strategy is material pull, which 
is triggered by (internal or external) customer orders and is 
based on the MTO / Assemble to order (ATO) systems. The 
latter system is more suitable for lean and agile principles. In 
the pull system storage of WIP and inventory volume is 
normally constant and low (supermarkets instead of WIP 
inventory), obsolete material is avoided, mass customization 
approaches are facilitated [9], and flexibility to meet demand 
fluctuations is increased. Here, the JIT technique is quite 
helpful. In some extent, in an ideal situation no demand 
forecast is needed. 
However, pull systems have some drawbacks. These 
include, in the outlined context: increased risks in material 
procurement, higher lead times for customer orders, fragile 
continuous material flows in case of sudden disturbances 
(e.g. machine breakdowns), and stock-out situation. 
The leagility concept divides supply chains into two parts. 
One part in upstream from DC with a push system, and the 
other part from DC is downstream with application of pull 
system. This strategy uses the benefits of both, lean and 
agile principles respectively push and pull systems [15]. 
 
Source
P21
P22
OEM
DC
 
Fig. 1.  Supply Network scenario 
VII. NETWORK SCENARIO 
In the simulation model, a special leagile supply chain 
scenario has been assumed with quite correlated plants that 
make it similar to a production network. This network is 
chosen to show the characteristics of autonomous control in 
logistics concerning some waste aspects (less WIP, high 
utilization) as well as agility (less TPT and less customer 
lead time). 
There are three stages supposed for the network, with one 
source plant in the first stage, two parallel plants of identical 
capabilities in stage two, and one original equipment 
manufacturer (OEM) in stage three (Fig. 1). The flow of 
products from stage one is equal for either plant in stage 
two. To make the model easier to understand, and to 
undertake the postponement concept [15], the DC point is 
located at the entrance of OEM here. Thus, demand 
penetrates up to this point, i.e., from the source up to DC a 
push system is used. For the rest a pull demand strategy is 
applied as a conwip system. In the conwip system there are 
three types of pallets (each 25) for each product type (there 
are three types of products to produce). For each demand 
order one pallet will be loaded to the exit of DC point to 
carry one piece of the respective product. This is a one-piece 
flow. It should be mentioned that the number of pallets, 
product types and pallet-size, each have a different effect on 
logistic performances. However these assumed values, 
empirically, have been identified as better understandable 
and are left constant in the experiments. 
 
 
TYPE LINE 1 2 3 1 2 3
02:00 03:00 02:30 04:00 05:00 04:30
02:30 02:00 03:00 04:30 04:00 05:00
03:00 02:30 02:00 05:00 04:30 04:00
PLANT
PROCESSING TIMES [H:MIN] AT EACH PLANT
P11; P31 P21; P22
TYPE 1
TYPE 2
TYPE 3  
Table. 1.  Cycle times for each stations for each product type in each plant 
 
Inside each plant, the production system is modelled as a 
(3×3) production line matrix. Each of three stations in a 
column is connected to the three successor stations in the 
next column. Each column of stations has to be met by each 
product only once. Table 1 shows the cycle times of each 
station for each product in the production line matrix for 
each plant. The performance measures inside each plant are 
considered as local factors and the measures for the entire 
network are used to describe its global behaviour.  
 
  
PLANT P11 P21 P22 P31
P11 -- 140 140 ∞
P21 140 -- ∞ 140
P22 140 ∞ -- 140
P31 ∞ 140 140 --
DISTANCE
 
Table. 2.  The distances and connections between SC plants. 
 
Table 2 exhibits the connection of plants in the network 
and their distances. Each two plants are connected via a 
truck driving with a velocity of 70 km/h. It takes almost four 
hours for each round trip. The trucks do not pause during 
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their journeys. Therefore, the carrying load of the truck 
varies each time concerning the delivery rate. It should be 
mentioned that the trucks return empty from their journeys 
and products can meet each plant only once.  
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Fig. 2.  Local TPT (for OEM) under sinusoidal demand without sequencing, 
under Conv and QLE systems. Mean value Conv=8 h, QLE=8 h with STD 
Conv=1:31 h QLE=1:26 h. 
VIII. SIMULATION RUNS AND RESULTS 
To show the compatibility of the three paradigms some 
criteria of each are selected to be represented on the 
resulting figures. Here, material load sequencing and 
levelling, TPT, utilization, and also standard deviation 
(STD) and customer lead time as schedule reliability factor, 
are chosen. 
The results are sorted into four different experiments to 
show the performance of autonomous control (called QLE) 
under fluctuating demand: 
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Fig. 3.  Global TPT under sinusoidal demand without sequencing, under 
Conv and QLE systems. Mean value Conv=67 h, QLE=67 h with STD 
Conv=25:15 h QLE=25:16 h. 
 
Sinusoidal push and pull (both load and demand) rates, 
which is represented as fluctuating or seasonal effect is like 
equation (1). For the three types of products is the same, but 
with a (1/3 × φ) phase difference (shift) for each type (i.e., 
φ=0, 2π, 4π). Two scenarios are considered here. Firstly, 
without sequenced material loads just by loading the three 
product types simultaneously (Fig. 2 and Fig. 3) under QLE 
(with real-time decisions for each line according to the 
queues) and Conv. In Conv products just get processed on 
the lines with the least cycle time for the corresponding 
product type. It totally follows the predefined plan and 
schedule to control. Secondly, with sequencing the loads 
according to the demand sequences (Fig. 4, Fig. 5, Fig. 6, 
Fig. 7 and Fig. 8).  
 
( ) ( )ϕ++=λ tsin..t 15040           (1) 
 
The mean value of the sine rate is 2:30 h.  
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Fig. 4.  Local TPT (for OEM) under sinusoidal demand with sequencing, 
under Conv and QLE systems. Mean value Conv=7 h, QLE=9 h with STD 
Conv=0,7 h QLE=1 h. 
 
It should be mentioned that QLE method, in one view, 
does the task of levelling the lines by dispatching products to 
stations with less queue time and bottleneck prevention. 
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Fig. 5.  Global TPT under sinusoidal demand with sequencing, under Conv 
and QLE systems. Mean value Conv=42 h, QLE=38 h with STD 
Conv=2:43 h QLE=1 
 
As is shown in Fig. 2 and Fig. 4, performance of QLE is 
not better than Conv. Despite the DC separation task, OEM 
here is still dependent of the incoming rate into DC; because 
the WIP is not high enough. In this case, concerning the 
damping effect of transporters and previous plants, the 
supply rates for OEM is constant. Thus, the rate of processed 
products is constant, too (due to limited numbers of pallets 
and constant replenishment rates). So, in this case, under 
constant rate Conv obviously works better.  
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Fig. 6.  Utilization percentage of stations in OEM for Conv and QLE 
systems with sequenced load (WIP in QLE=20 and Conv=15). 
 
With simultaneous load rates, despite sine-like load, 
logistics shows a static behaviour with constant pulse. When 
three loads pulsate concurrently, the first tier of logistics will 
be changed to bottleneck and the rest of the tiers will have a 
constant delivery rate. Hence Conv works the same or may 
be better under a constant circumstance. 
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Fig. 7.  WIP of buffers in OEM for Conv and QLE systems, under sine 
demand and load (WIP of DC in QLE=9 Conv=5). 
 
However, other obvious points are the better performances 
of Global TPTs (with less STD), utilization (Fig. 7) and 
customer lead times (Fig. 8) in QLE under sequencing. 
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Fig. 8.  Customer Lead time for Conv. and QLE, under sine demand and 
load. 
 
Lead time here is the gap between customer order and its 
fulfilment. The simulation was run for 100 days that the last 
60 days of them are depicted on all figures. 
The results show that when there is a phase difference 
between products’ supply rates, exploitation of autonomous 
control makes an improvement, otherwise when the rates are 
simultaneous and not in sequence of demand, then Conv 
could make more sense. 
 
Push of materials with semi-constant loads following normal 
distribution (2) as load rates for each product type. Demand 
follows the same sinusoidal behaviour as before. The push 
mean value (μ=2:35 h, σ=1 h) is a bit more than the mean of 
sine, because of shortage avoidance. This simulates constant 
loads before DC and fluctuating demand after DC as a 
leagile SC. Fig. 9 shows the local TPT in OEM for Scenario 
2. The global TPT in this case is increasing in linear manner. 
Because the push rate is higher than pull rate, thus the DC 
point collects more inventory and therefore more global 
TPT. This is the evidence of material obsolescence. 
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Fig. 9.  Local TPT (for OEM) under sinusoidal demand with random push 
load. 
 
In scenario 2, the DC has enough inventories to supply the 
pull demand, so the QLE performs much better under messy 
(sinusoidal) demand rate. 
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Fig. 10.  Utilization percentage of stations in OEM for Conv and QLE 
systems, under sine demand and random push. 
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IX. CONCLUSION 
In conclusion, after a short introduction to lean, agile and 
autonomy paradigms has been provided, the simulation 
results have illustrated the complimentary aspects of the 
paradigms and their correlations. For this purpose, logistic 
performance measures were considered to show the trade-off 
between the employed strategies’ performances. 
Whereas previous works illustrated the superior 
performance of autonomous control methods in pure push 
systems [23], [28], these results demonstrate the importance 
of improvement in autonomous control methodologies in 
order to suite the autonomy paradigm in particular for, pull 
systems and alternatively more practical strategies. As a 
deduction from simulation results, it could be considered 
that before the DC point is reached, a conventional 
production plan could be applied properly in terms of cost 
efficiency regarding e.g., its zero changeover percentage. 
According to the logistic performance measures and the 
results of this work, the trade-off between the measures 
showed that autonomy could be employed for optimization 
in between of these measures. Furthermore, lot-size, which 
in this paper has been considered as one piece, is another 
aspect to be optimized in logistics. Autonomous concepts 
can deal with dynamic lot-sizes. 
The examined autonomous control method in this level of 
research has been regarded as routing autonomy in supply 
chains. However, other aspects of autonomy beside 
implementation of other lean improvement techniques like: 
hybrid working cells in cooperation with autonomous parts 
to bring more comfortable customization and assembly 
according to real-time orders, could be the other autonomy 
branches to be done in the prospective papers. 
It is noticeable that in these series of papers it is tried to 
address the feasibility aspects of the autonomy paradigm. 
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Abstract— This paper describes the concepts of supply chain
uncertainty and risk and shows how these concepts are measured
and analysed through using an audit method known as Quick
Scan. The ‘Quick Scan’ Audit Methodology (QSAM) provides a
systematic approach to the collection, synthesis and analysis of
qualitative and quantitative data from a supply chain. The audit
concentrates primarily upon analysing the four main elements of
the ‘Uncertainty Circle’ and the interactions that exist between
these elements. From this analysis, QSAM provides a company
with a series of short, medium and long term improvement
opportunities aimed at reducing the uncertainty in each of the
main areas of the circle.
To date the number of audits undertaken in companies is
rapidly approaching eighty world-wide. This paper initially
describes the QSAM methodology and then goes on to analyse the
concept of supply chain uncertainty through use of the
‘uncertainty circle’. From here the paper goes on to analyse
supply chain risk and proposes a hypothesis that when supply
chain uncertainty is low (and moving towards the ideal seamless
supply chain), that risk is increased and that the need to achieve a
seamless supply chain may need to be tempered so as to reduce
supply chain risk.
I. INTRODUCTION
he Quick Scan Audit Methodology (QSAM) is a
systematic approach to the collection and synthesis of
qualitative and quantitative data from a supply chain [1].
The QSAM approach is the initial step in a generic
methodology to identify the change management and
improvement opportunities in a supply chain. As well as
being of operational benefit to specific companies the
QSAM may also be utilised to develop generic research
models of supply chain performance. The results of the
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application of this methodology into a typical automotive
supply chain is evaluated in this paper and concludes that
whilst the company is moving rapidly towards achieving a
seamless supply chain (with a correspondingly low
uncertainty score profile) the supply chain is actually at
greater risk of failure from unexpected market conditions
such as the global credit crisis.
The paper describes how the issue of system
uncertainty is based around short term problems and
undulations in supply chain performance, and as such can be
considered to be ‘common system causes’ capable of being
rapidly resolved through correct systems design and
structure. However, the concept of risk can be considered as
a longer term problem which affects the complete supply
chain often in an unexpected manner with drastic
consequences. Systems risk can be considered to be a
‘special systems cause’ requiring longer term planning and
systems development much of which can only be affected
outside the supply chain system (global credit, oil process
etc).
II. THE QUICK SCAN AUDIT METHODOLOGY (QSAM)
The QSAM was developed by Cardiff University’s
Logistics Systems Dynamics Group. The detail of the audit
methodology is ideally explained in the work by Naim et al
[1]. The structure of QSAM is based primarily on control
systems theory and can be traced back to the work of
Parnaby (1979) [2]. The QSAM involves an in-depth
analysis of the company’s supply chain system by a
specialist team made up of university staff and their
industrial partners who have the knowledge of the supply
chain under scrutiny. Once a suitable supply chain has been
identified and commitment from the company has been
achieved, on-site attendance by the QSAM team is required
for a period of between 3-4 days where semi-structured
interviews and questionnaire completion with key staff
members of the company is undertaken. The complete audit
can normally be undertaken in a ten day period. A detailed
walk-through of company operations is also undertaken in
order to contextualize the questionnaire information and
interviews. This method of data gathering allows the QSAM
team to triangulate the data which further validates the
AUDITING UNCERTAINTY AND RISK IN SUPPLY
CHAINS USING THE QUICK SCAN AUDIT
METHODOLOGY
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information obtained and provide a firm foundation for
further analysis of the supply chain effectiveness to be made.
The scope of the QSAM can vary from company to
company depending upon the supply chain issues
encountered by each company and the relative complexity
and size of their operations and associated supply chain
capabilities. Therefore as a means of ensuring each supply
chain system is analysed in a similar manner, a Supply
Chain Optimisation Modelling Architecture called SCOMA
[1] was developed by the QSAM team. This approach
segregates the supply chain issues dependent on the breadth
of supply chain investigation undertaken.
SCOMA identifies the supply chain issues at four
different levels within the architecture, these are:
Level 1 - Analysis of the structure of the supply chain
(transportation systems, factory location …).
Level 2a - Analysis of the information and material flows
from customers and suppliers
Level 2b - Analysis of the internal planning and control
mechanisms within the production system
Level 3 - Analysis of the individual processes in relation to
the company's material flow.
The QSAM diagnostic is based upon four sources
of data; (i) attitudinal and qualitative questionnaires, (ii)
process maps, (iii) semi-structured interviews and (iv)
archival information [1]. Up to eleven qualitative attitudinal
questionnaires are completed during the Quick Scan Audit.
These questionnaires are undertaken with key members of
the company ranging from; managing director, production
manager, purchasing, supply chain managers, quality
manager, HR manager etc.
The second format of data collection is process
mapping, which provides a detailed understanding of the
material and information flows for the business processes.
The third type of data that is collected during the Quick Scan
is from semi-structured interviews. These are conducted
with a cross-section of the senior and middle management
from all functions and include similar coverage of all the
questionnaires as well as the process mapping. The final
type of data collected during the Quick Scan is archival data.
The archival data is segmented into four categories utilising
a generic Uncertainty Circle model [3] shown in Figure 1.
The Uncertainty Circle model is a convenient way to
categorise the disturbances that may be encountered by a
business in the supply chain. Thus, for example, a business
may find uncertainties associated with; erratic, frequent and
problematic downtime of its machinery and equipment thus
affecting process performance, changing customer schedules
due to poor Voice of the Customer data capture and erratic
demand profiling which leads to increased demand
disturbance in a system, poor supplier delivery performance
which affects adversely supplier performance and inaccurate
and distorted production plans, wrong and inaccurate
process control features which inhibits the company’s ability
to control its manufacturing operations in the way it ideally
should. By understanding which of the four areas causes the
greatest uncertainty a business may prioritise its resources
adequately and focus on improving the areas which provide
the highest scope for business performance improvement.
These four areas of uncertainty identified as Process,
Demand, Supply and Control (PDSO) are shown in Figure 1
in the form of an ‘Uncertainty Circle’. The elements of the
circle are directly taken from the concept of a traditional
manufacturing system.
Fig. 1 Uncertainty Circle based generic model utilised for collecting
archival data during the Quick Scan Audit.
The uncertainty circle method is based on the
control of a company’s internal process in responding to the
effects of customer demand and in turn the ability of the
company’s internal processes to place orders on to their
suppliers [4]. Uncertainty within the supply system can be
significantly affected by the company’s own process not
yielding the required products on time. Supplier interface
uncertainty results from the supply chain’s inability to cope
with the requested demand patterns (frequency and quantity
of order profiles). Demand interface uncertainty is
compounded by lack of accurate tracking of customer
requirements by way of product features, volumes,
frequency of delivery etc, players in the system generating
‘rogue’ orders for price leverage and so on. Finally, further
uncertainty is induced by poor system controls based on the
wrong decision rules and stale, noisy or incomplete
information. As various business improvement programmes
are successfully implemented into supply chains, it is
expected that the corresponding uncertainty will reduce in
size and the result can be a more effective and focused
supply chain capable of moving towards a seamless supply
performance [5].
In seeking to establish the degree of uncertainty in
an individual value stream, complex material flow is a
primary lead indicator [6]. Consequently, it is possible to
produce checklists for supply chain analysts to use when
monitoring the behaviour of their existing systems based
around four groups of complex material flow symptoms.
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These groups are termed; (i) dynamic behaviour,
(ii) physical situation, (iii) operational characteristics and
(iv) organisational characteristics. Table 1 shows the groups
and the elements contained in each group. The presence of
uncertainty will result in a high frequency of these complex
material flow symptoms occurring. This grouping of
symptoms allows the analyst to work through individual
checklists via a combination of data modeling, activity
sampling, process mapping and structured questionnaires in
order to clearly identify the symptoms and to attempt to
provide solutions to these problems via the identification of
a series of short, medium and long term improvement
opportunities. Codification via Likert Scales allows the
analysts to evaluate the statistical relationship between these
four groups of uncertainty symptoms and the four
uncertainty circle segments [7].
A smooth well controlled material flow system lies
at the heart of best SCM design and practice [7] and is
crucial if a company is to avoid the adverse impact of the
bullwhip effect. By identifying the shortfall in smooth
material flow it is possible to highlight those areas most in
need of re-engineering to obtain significant performance
improvement. To this end, a set of 12 rules shown in Table 3
has been devised. Together these rules point the way
forward to smoothing material flow throughout the chain.
They are an amalgam of the principles of planning and
execution of good flow control. The philosophy associated
with the 12 rules is simple yet effective, the analyst and
systems designer must simplify the supply chain system by
designing out problems at source rather than applying more
complex control systems to an already complex system. This
in turn limits the effectiveness, responsiveness and
capability of the supply system. As a consequence of
properly implementing good material flow control systems,
it is found that all important business metrics are
simultaneously improved since the supply chain system is
tackled simultaneously in an holistic manner. Towill [6]
explains that there is no downside to be traded against the
enhanced bottom line.
Simplified material flow is a highly desirable
feature of supply chain operations and can be achieved via
innovative and thorough application of the 12 simplicity
rules. Furthermore, these rules when correctly applied during
BPR programmes produce a significant impact on 'bottom-
line' performance metrics. Furthermore, if material flow is
over complex, then numerous symptoms become clearly
visible and result in ineffective product delivery process
performance. Towill [6] identifies 24 detailed symptoms that
can be categorized into dynamic, physical, organizational
and process characteristics. All can be observed either
physically or via analysing numerical data and/or written
communication within the chain. Additionally, the ‘digital
nature’ of the results obtained allows consistency to be built
up between different analysts auditing the same value
stream.
Table 1. Four classes of symptoms observed in complex material flow.
Source: Towill [6]
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Therefore the 12 simplicity rules have been
designed as a complete set of guidelines by for practitioners
to simplify their material flow, in the sense of developing the
supply chain [6]. Table 2 shows the 12 simplicity rules with
a summary of each which highlights why they have been
included and when they are likely to be of particular
importance.
Table 2 The 12 Simplicity Rules. Source: Towill [6]
It is important to note that in the case of the Quickscan audit,
the uncertainty scores calculated and attributed to the auditee
are not simply an inverse of the complexity score. This is the
value of the process, yet also the area for greatest
improvement, in that the Quickscan team work together to
calculate the uncertainty score based on all of the data
gathering techniques. By using archival data to support
uncertainty scoring which is initially demonstrated by the
presence of complexity, and absence of simplicity rules
application. Further detail is added by the interviews and
questionnaires, which also serve to be a key guide to
structuring the roadmap for improvement, such that the skill
of the audit team lies in balancing and prioritising particular
aspects of the study.
Experienced auditors will argue that this is the
culmination of previous auditing tools which aim to propose
business process re-engineering (BPR) activities. However
in practice, and without fail, it proves to be an invaluable
exercise for drawing out ideas and opinions from all parties
involved and forms a critical part of the implementation
process itself by unifying understanding and purpose.
The specific questionnaire, interview and numerical
results for the company cannot be shown here, but the next
section demonstrates the aggregated scores and their
relevance to the business.
III. QSAM AUDIT AND FINDINGS
This section discusses results of one audit to
exemplify the concept of systems uncertainty and risk. The
company is a Japanese owned Tier 1 supplier to the
automotive industry, with a local UK workforce.
Customer control over the way in which the
company operates is very high and the supply chain
elements are closely controlled and monitored to best in
class performance levels. Following two weeks of detailed
analysis within the company, the QSAM team measured
each of the uncertainty circle points along with the
simplicity and complexity scores. Table 3 shows the scores
of the subject company.
The table clearly shows that the company has lower
than average uncertainty scores and as such a higher than
average level of system predictability and performance. Low
systems uncertainty allows the complete supply chain to
perform more effectively and efficiently since stability is
present and each member of the supply chain is able to work
in a synchronized way knowing implicitly what each player
in the system requires and when.
It was observed during the course of the Quickscan
that company performance monitoring indicated a steady
decline as product demand reduced. This, again,
demonstrated how closely the supply chain was linked to the
customer demand so reflected positively in the Quickscan
questionnaire scoring. However, obviously, reduced
production does not indicate an improving business
situation, so traditionally the Quickscan team would see a
conflict in the business improvement plan; should the
company further develop the seamless supply chain to
reduce liability, or should the outsourcing trend be reversed
somewhat to reduce exposure to risk?
The following section goes on to weigh the
performance benefits of the existing lean system against the
associated risk, using the established and reliable Quickscan
methodology to investigate each.
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Table 3 Average performance scores for the subject company
A. Uncertainty Results
Table 3 shows the average uncertainty scores. A score
closer to 1 shows low systems uncertainty and a greater
robustness within the organization to cope with externally
induced uncertainty whereas a score approaching 4 shows
that the company has high systems uncertainty and hence is
less capable of controlling its supply chain system. In this
case the results suggest that the company is performing well
and is moving towards achieving a seamless supply chain
B. Complexity Results
The second analysis undertaken was that of comparing the
complex material flow symptoms, shown in table 1. Table 3
shows the results of this analysis. Here a mark of 1 is
awarded if a company shows a complex material flow
symptom and a mark of zero given if it does not show the
symptom. Therefore, the lower the average score then it is
suggested the less complex the supply chain system is. In
this case the result suggests that the company is again
performing better than average showing low systems
complexity and simplistic material flow characteristics.
C. Simplicity Results
Finally an analysis of the 12 simplicity rules, shown in
table 2, was undertaken. Table 3 again shows the company’s
supply chain performance measured against the 12
simplicity rules. In this instance each rule is assessed and the
company is given a mark of between 1 and 4 depending
upon its adherence to each rule. Therefore a company is
given a mark of 4 if they always adhere to the rule and is
thus considered to be good. Alternatively a mark of 1 being
awarded shows that the company never adheres to the rule
and this is given a poor or bad rating. Therefore, the higher
the value the more compliant the company is to following
the 12 simplicity rules. Again the simplicity score shows a
high simplicity score and suggests greater efficiency of the
company’s production systems.
IV. SUPPLY CHAIN RISK
The QSAM has been shown to measure with some
robustness the uncertainty within a supply chain.
Uncertainty however can be considered to be a short term
issue and describes the common problems which can arise
when a supply chain system operates. However, in today’s
uncertain economic climate, even the best performing
manufacturing organizations are failing to survive even
though their QSAM performance scores are good. So does
this suggest that QSAM is an ineffective auditing method? A
study into the company’s operations can provide the answer
to this question.
A. The Company
The subject company is seen as being a beacon of
manufacturing excellence in their industry sector. The
application of advanced lean and agile systems is exemplary
and the use of appropriate and capable technologies allows
the organization to perform to its maximum capability
providing top quality products at low cost.
However, under the current global downturn, the
company is experiencing difficulties in meeting
manufacturing targets. Further analysis of their
manufacturing system leads to some tell-tale points of
weakness.
Over the years the company has ‘leaned’ out its
operations in order to achieve greater responsiveness to
undulating demand patterns. This has meant that the
company has pushed sub-assembly build out into its supply
chain and concentrated upon supplier development in order
to reduce its supply uncertainty. By doing so the company
can turn its supplier requirements up or down depending
upon demand and draws in extra supply when they are able
to predict supply problems in the system. This all provides
for an efficient and responsive system and the corresponding
system uncertainty is low since all suppliers perform to an
optimal level so that they synchronize with the company’s
demand requirements.
However, whilst supply uncertainty is low, the
corresponding risk of failure of the whole supply system is
high. The increase in supply chain failure can be explained
through analyzing systems capacity, performance and
synchronization of the interface between the company and
its supplier and customer. The system is designed so that
each supplier operates at optimal levels of performance and
synchronizes its parts manufacture and delivery to company
requirements. This level of complexity exposes the company
to systems uncertainties but these can be catered for within
the supply chain system since sufficient capacity is factored
in for these problems. However, when a supply company
undergoes a catastrophic failure through liquidation or
similar then the complete supply chain is at risk of failure.
Here it can be considered that the supply chain has special
systems causes which have affected the complete supply
chain as a result whereas ‘system uncertainties’ indicate
common systems causes which can be rectified through
correct systems development.
Recently the subject company has experienced
significant problems with their supply companies. Due to the
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global economic downturn the company’s customer
requirements have dropped. The drop in demand has been
regular and the customer company has taken steps to
mitigate risk by lowering volumes slowly and in sufficient
time for the supply chain to react and stabilize. However, for
some suppliers this downturn has been catastrophic and
failure has ensued thus exposing the whole supply chain to a
higher degree of supply chain risk.
Likewise, when systems uncertainty is high there
tends to be a lower level of supply chain risk. This is brought
about through the fact that when systems demand fluctuates
and material demand is erratic, supplier companies build in
spare capacity and responsive systems to cope with the
erratic nature of demand. The increased capacity is used as a
safety mechanism and it is something that is not available to
companies operating in a highly synchronized and seamless
supply chain system where spare capacity is limited due to
demand requirements.
In another QSAM example it was observed that
supply chain uncertainty was very low due to the company
having a single unwavering supplier who provided raw
materials on time and to the correct quality and cost.
However, whilst the QSAM uncertainty score was low, the
corresponding risk of supply chain failure was very high
since if the supplier suddenly changed its strategic position,
product type or became insolvent, the company would fail to
survive as well. This however was never seen by the
company’s directorate and they still operate in today’s
climate with low systems uncertainty but with a high risk of
supply chain failure.
Returning to our subject company, the move
towards ‘leaning’ up operations and outsourcing of their
work into their supply chain meant that they removed or
reduced system uncertainty to some considerable extent but
increased significantly the risk of supply chain failure as a
result. It can therefore be considered that the current QSAM
approach remains a powerful and robust supply chain
systems auditing methodology which now enables auditors
to consider the risk of systems failure as well as being able
to measure accurately the level of uncertainty within the
respective supply chains
V. CONCLUSION
The results obtained from the QSAM audit was an initial set
of findings aimed at identifying the issues surrounding
systems uncertainty, complexity, simplicity and risk. The
following conclusions about the company can be made:
 The complexity score for the subject company was high
and although the score was high, this corresponded to
low system complexity and indicated that the system
performed efficiently with low WIP and fast flow of
product movement.
 The simplicity score for the subject company was low
thus indicating improved supply chain systems
performance.
 The uncertainty scores of the subject company were
very low indicating low systems uncertainty and supply
chain stability.
When considering the process as an indicator for each of
these symptoms The following conclusions about the
company can be made:
 systems uncertainty is measured the short term and
indicates that the company does not have any common
supply chain problems which affect systems
performance.
 A longer term measure which links in systems
uncertainty with performance is that of supply chain
risk. Analyzing supply chain risk would expose special
systems causes which could seriously affect supply
chain effectiveness is they arise.
 Hence, the QSAM procedure could be further
developed in this area to distinguish the symptoms
highlighting exposure to risk as opposed to those which
characterise the ability to manage short term variability
in the system.
A. Further Work
It is recommended that further in-depth studies are
undertaken into the initial set of results to confirm the
findings and to develop a greater understanding of company
performance. The creation of a detailed set of guidelines
aimed at enhancing the supply chain performance of these
companies through the identification of good and bad supply
chain practice will be developed in a similar manner to
previous work within the automotive sector [8]. Also, the
authors will explore some key supply chain questions
namely:
 Is there a clear negative correlation between supply
chain uncertainty and supply chain risk?
 Is there a need to trade-off between uncertainty and risk
in order to optimize supply chain sustainability?
 Is the holy grail of achieving a seamless supply chain
really worth the effort and would the supply chain
expose itself to increased supply chain failure at the
cost of reducing systems uncertainty?
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Abstract – The effective management of spares inventory is a 
critical element in automotive manufacturing.  The reduction of 
maintenance, repair and operations (MRO) inventories is a 
relatively neglected area of investigation, with vehicle 
components and packaging inventories receiving the majority 
of attention from the research community.  MRO spares are 
particularly prone to mismanagement and overstocking as they 
can be slow moving yet critical to operations.  Reducing over-
stocking is of strategic importance, especially in difficult 
economic conditions, to free up financial and physical 
resources.  This paper sets out the information a purchasing 
manager in an automotive manufacturer should seek to gain in 
order to select a partner for this work.  It describes the 
development of an industry questionnaire issued to spares 
inventory specialists and how this informed Toyota Motor 
Manufacturing’s decision. 
I. INTRODUCTION 
UTOMOTIVE manufacturers can achieve improved 
inventory control, reduced operational costs, enhanced 
productivity, and increased cost accounting accuracy by 
successfully reducing and maintaining low MRO inventory 
[1].  It has been known for many years that as the 
technological sophistication of production machines 
improves the pressure to carry safety stocks increases [5] 
and that to tackle this suppliers should be closely involved in 
inventory reduction initiatives [3].  Spares control is 
becoming ever more critical, and a lack of needed spares 
would likely cause unexpected downtimes and financial 
losses [1].  MRO parts often account for 5 to 10% of a 
manufacturers investment base [10], have erratic demand 
patterns and are rarely used (up to 40% MRO inventories 
remain unused in any 2 year period [13]).  In addition, parts 
are often only available on long lead times [1].  There is 
therefore a strong temptation on the part of maintenance 
mangers to hold large safety stocks.  These stock holdings 
tie-up both financial and physical resources and in already 
difficult economic conditions this is no longer tolerable. 
Interviews with supply chain operatives at a major 
automotive manufacturer highlighted that there is a lack of a 
proper understanding of what inventory services are 
available in the market, comparisons of supplier tenders are 
fragmented, and negotiations are protracted with the 
rationale behind decisions difficult to retrace. 
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II. METHODOLOGY 
The aim of this study is to identify suppliers with the 
capability to provide MRO inventory reduction services 
under the technical constraints of a large automotive 
manufacturing facility.  The research was carried out in three 
phases:   
1. Interviews of the Toyota Purchasing Department to 
understand their requirements.  
2. Literature survey to identify questionnaire structure. 
3. Issuing and analysis of the questionnaire.   
The literature review confirmed the challenges identified in 
practitioner interviews and underlined the need to conduct a 
repeatable process of supplier assessment. The questionnaire 
was piloted with the help of a specialist services buyer in the 
company who was not directly involved in this project and a 
small group of research students at Cranfield.   
III. LITERATURE 
A. Machine spares 
There is a trade-off between MRO inventory holding cost 
and costs from stock shortages.  The three main components 
of maintenance inventory costs are physical storage space, 
financial related costs, and the opportunity cost of capital 
[11].  Maintenance inventories are fundamentally different 
than typical Work-in-Progress (WIP) inventories.  WIP 
stocks are used to maintain production flows or maintain 
consistent supplies to market.  MRO parts are used by 
maintenance engineers to keep the production facility 
operational and their demand is unpredictable [9]. 
There are seven common causes and characteristics of 
machine spare parts and their inventories [9]:   
1. Maintenance policy, i.e. replace or repair, temporary 
or permanent. 
2. Robustness of machine monitoring. 
3. Dependencies in machine and production design. 
4. Ability to cannibalise from other machines. 
5. Risks of incurring cost in final product quality. 
6. Machine obsolescence. 
7. Storage policy, i.e. components or assemblies. 
Conversations with Maintenance, Facilities, and 
Purchasing specialists at Toyota highlighted another 
characteristic: 
8. Specification numbers may have been deliberately 
altered up the supply chain. 
B. Partnership selection criteria 
Strategically managed long-term relationships with key 
suppliers positively impact on a manufacturer’s performance 
([2]; [6]; [16]).  Candidate suppliers for strategic long-term 
Supplier Selection for Machine Spares Inventory Reduction 
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MRO partnerships can be identified more easily by 
managers when each supplier has been categorised based on 
performance targets [14].  The development of the initial 
specification can be done with the help of experience buyers 
as they understand how the supplier’s maintenance 
competencies can be exploited [4].   
When considering the value of a supplier’s machine 
spares expertise it is useful to distinguish between the 
strategically relevant and the replaceable [12].  A supplier’s 
particular knowledge of specialist MRO commodities is 
crucial if they are to assist in the identification of 
unnecessary stocks.  A supplier’s wider experience in the 
industry offers the opportunity to bring in expertise from 
other manufacturing domains.  A supplier’s flexibility 
correlates with reduced acquisition costs for the buyer [8], so 
it should prove useful to try and understand which suppliers 
are most flexible and generally adaptable to change.  
Efficiency can be improved by increasing meaningful 
information flow and automating administrative tasks [15].  
Any supplier of MRO inventory services needs the ability to 
interface with the systems as they are, without interference, 
or possible loss/damage to the underlying data and daily 
operations of the company.  Crucial to the success of third-
party inventory reduction is the supplier’s knowledge of 
implementing maintenance, repair and operations 
programmes, company internationalisation, and supplier 
specialisation [7]. 
The competencies discussed above can be summarised as; 
the general financial performance of the supplier company 
(are they a sound business to invest with), experience in the 
sector along with wider experience from other 
manufacturing domains, experience of handing complex 
MRO projects, and what commodity areas (e.g. electrical or 
mechanical) are they most experienced with, and finally 
what IT solutions are offered.   
IV. QUESTIONNAIRE 
The buyer company identified 12 candidate suppliers to 
establish an inventory reduction partnership with.  These 
candidates were selected from a list of the most significant 
suppliers by spend with the company, along with suppliers 
identified through internet search and personal 
recommendations.  After initial contact with each of the 
candidates the questionnaire was sent to the 12 in 
spreadsheet format via email.  They were given 4 weeks to 
submit their answers.  All 12 submitted completed 
questionnaires.   
The sections of the questionnaire are based on the supplier 
competencies identified during the literature review.  The 
questions were designed in consultation with purchasing 
specialists in the buyer company to extract as much relevant 
information as possible, with the caveat that it should not 
prove to be a burdensome task to complete or analyse.  
Several revisions and periods of internal testing were needed 
before the buying company were satisfied that it could be 
sent on their behalf.  The following list gives the format and 
questions of the questionnaire (the notes in brackets were not 
included but are used here to further describe the intent of 
each section): 
 Section 1: COMPANY DETAILS (is the supplier of 
sufficient scale to undertake this project) 
o Number employees 
o Date company established 
o Main company business 
o Principle customers 
o Annual turnover 
o Net income (before tax) 
 Section 2: MRO INFORMATION (what if any 
similar activities are they involved in elsewhere) 
o Number of years experience implementing MRO 
solutions 
o Annual turnover from MRO packages 
o Percentage of overall turnover equating to MRO 
management 
o Do you have experience with vehicle manufacture 
MRO management 
 if yes, who with, and for how long 
o Are your MRO packages bespoke or generic 
o Who else do you implement MRO management 
solutions with 
o What general MRO management solutions do you 
offer 
 Section 3: COMMODITY INFORMATION (do they 
have the engineering expertise) 
o Do you have mechanical expertise, please specify 
o Do you have electrical expertise, please specify 
o Do you have pneumatic expertise, please specify 
o Do you have hydraulic expertise, please specify 
o Do you have cutting tools expertise, please specify 
 Section 4: WIDER EXPERTISE (can they bring 
additional knowledge to the project) 
o What other expertise do you have - please specify 
o Do you offer one-off or continuous support 
packages 
 Section 5: INFORMATION SYSTEMS (how will 
they interact with the company systems) 
o What information systems do you utilise for MRO 
management 
V. RESULTS 
Two senior buyers separately assessed the responses and 
evidence provided by the suppliers against a three point 
grading scale (2 = Good, 1 = Satisfactory, 0 = 
Unsatisfactory).  The majority of the questions asked in the 
questionnaire returned verbose responses.  The buyers used 
these responses along with supporting evidence such as 
online financial data, supplier publications and their 
experience of business dealings to make their assessment.  
Where agreement between the two buyers could not be 
reached, the lower of the two ratings were used.  For 
example one of the buyers felt that the responses given by 
Supplier 4 for their MRO experience were sufficient to be 
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awarded a grade of 2, however the senior buyer who had 
more substantial dealings with Supplier 4 felt that their 
response exaggerated their competency. 
Table 1 shows the results of the buyer questionnaire 
assessment.  Each of the competencies was assigned a 
weighting following discussion with practitioners in the 
buyer company (Table 2). 
Figure 1 shows the result of multiplying the buyer grading 
with the competency weighting.  As can be seen some 
suppliers such as S9 and S10 have not scored well in some 
areas but have sufficiently high scores in the more important 
areas (such as MRO and Automotive experience) to warrant 
further discussions.  Suppliers such as S3 have received a 
favourable initial grading but when the weighting system is 
applied their overall score becomes less significant.  Using 
this system of specialist buyer grading alongside a weighting 
mechanism means that those suppliers who meet the 
standards of the most significant competencies naturally rise 
to the top of the assessment.  In this way it is more difficult 
for peripheral competencies to skew the result. 
 
Table 1. Buyer grading of supplier responses 
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Table 2. Relative importance of each competency 
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Figure 1. Weighted scoring results 
VI. DISCUSSION AND CONCLUSION 
Assessing the candidate machine spares services suppliers 
in a structured form which is based on criteria found in the 
literature can assist purchasing specialists in addressing the 
practical difficulty in choosing an appropriate partner.  In 
this paper we explored the rationale behind partnering with a 
key supplier to reduce MRO inventory in the automotive 
supply chain.  The result of this study was the development 
of a set of criteria that purchasing managers can use in order 
to assess potential partners.  The use of interviews within the 
company along with literature sources allowed for the 
development of an industrial questionnaire through which 
the abilities and merits of each of the prospective companies 
could be assessed.  The work presented here improves the 
basis for a crucial decision taken by purchasing practitioners 
working in the automotive manufacturing sector.  It details a 
methodology for the gathering, analysis and synthesis of 
data required to support one element of wider purchasing 
best practice. 
Section 3 of the questionnaire is designed to find out what 
specific engineering knowledge the supplier has and relates 
to the particular manufacturing and MRO requirements of 
Toyota Manufacturing.  These questions should therefore be 
swapped-out with questions pertinent to the particular 
manufacturer on a case by case basis. 
Suppliers 1 and 8 were identified using historical 
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purchasing transactions and an internet search, and on first 
impressions of their corporate publications and early email 
exchanges, they appeared to be appropriate candidates for 
this work.  However, when the structured questions of this 
questionnaire were asked they both failed to provide 
satisfactory answers (either incomplete or unsatisfactory) to 
score in any of the grading areas.  This goes some way to 
confirming that this approach can yield quick and useful 
results for purchasing practitioners. 
Following the supplier assessment shown in Figure 1, 
suppliers 3, 4, 5, 9, 10, and 12 were invited to the next stage 
of discussions.  Suppliers 3, 4, and 9, subsequently decided 
to form a consortium and submit a joint tender.  Supplier 12 
submitted an individual tender.  The other suppliers were 
eliminated at this stage.  Site visits to two of the current 
MRO inventory clients of the bidders (a large engine 
producer working with a member of the Consortium and a 
leading pharmaceutical company working with Supplier 12) 
confirmed the expertise and organisational fit of Supplier 12 
and they were invited to trial their services at the Toyota 
plant. 
The approach described in this paper makes use of the 
experience of purchasers, not only in their ability to assess 
supplier responses but also any past knowledge of a supplier.  
The reassessment of Supplier 4 shows a weakness in this 
approach in so much as it becomes more practicable where 
experienced buyers have a previous relationship or some 
past knowledge of a supplier.  This then leads us to consider 
whether less well known suppliers’ responses can be 
properly validated.  However, it would be difficult to argue 
that any additional knowledge should be ignored.  To 
address any disparity, subsequent stages of supplier 
negotiations should include more detailed examination of 
supplier capability (this was employed in this case study).  
The judgement of purchasing practitioners and management 
remains an important part of the process.  This method is the 
first in a series of stages needed to reach an agreement for 
MRO inventory services. The aim here is to provide not only 
an effective but also an efficient tool for practitioners.  At 
the extremes we could establish a series of lengthy and 
expensive trials for all of the suppliers, or ask nothing of the 
supplier before entering into the tendering stages.  Neither of 
these approaches would be sensible, so the task is to identify 
where on the scale this initial supplier assessment should sit.  
Time, cost, and accuracy are the considerations practitioners 
in the field are dealing with (particularly in these testing 
economic conditions).  The approach described in this paper 
is designed to balance these variables and therefore there are 
inevitable compromises to be reached. 
The results of the research are current and reflect the 
changes in technology and business climate that have 
occurred in recent years.  The results of these questionnaires 
represent the initial step in a series of negotiations between 
the parties which ultimately led to the establishment of 
vendor managed inventory for machine spares. 
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Abstract— Disruption risk has received immense attention in
the last few years. With the globalization, supply chains are
becoming more vulnerable for financial and other losses.
Disruption can occur anywhere in the supply chain. Such
effects can be diminished by flexibility and responsiveness of
the supply chain. The aim of this paper is to quantify the risk
consisting three tiers of supply chain: suppliers, manufacturers
and distributors and develop a new framework for flexibility
measurement. First part of the paper builds the supply chain
configuration based on the probability factors. Second part
assesses the flexibility of the supply chain and develops some
approaches to built a resilient supply chain.
Keywords: Supply chain management, Risk management,
Flexibility
I. INTRODUCTION
isk for any activity is always embedded with
uncertainty; uncertainty of outcome, uncertainty of
deviation from the expectation etc. In the supply chain
domain, risk can be defined as probability of disruption at
different levels and hence danger of loss. Supply chain risks
have been classified into internal and external factors
disrupting complex structure of numerous entities of diverse
nature (i.e. raw material suppliers, manufacturers,
distributors and markets). Globalization and political issues
have further intensified the supply chain’s susceptibility
towards such risks. Since risks are inevitable, an efficient
risk management process is a requisite to make supply chain
robust, resilient and stable. Efficient supply chain risk
management can be regarded as proficiently combining
suppliers, manufactures distributors and retailers and ensure
proper production in terms of quality, quantity and time.
According to [1] business risk is “the level of exposure to
uncertainties that the enterprise must understand and
effectively manage as it executes its strategies to achieve its
business objectives and create value”. In terms of quantity
risk can be expressed as: Risk = Probability (of the event) ×
Business Impact (or severity of the event) [2].
On the broad platform supply chain risk can be divided
into following sections: (1) Strategic risk, (2) Operational
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risk, (3) Financial risk and (4) Commercial risk. Among
them operational risks are generally given more attention
due to shorter period available for counter-actions,
moreover, all other risks ultimately leads to operational
interruption of the supply chain. The potential for
operational risk comes in many packages, like external
factors such as natural disasters, terrorist attack to internal
factors, for instance plant failure, logistic problem, quality of
supply etc. In order to mitigate the operational risk, supply
chain innovation over the past decade has focused on
flexibility, agility and responsiveness.
Functional view of operational risk management can be
seen as proficient procedure and steps taken for risk
identification, measurement, controlling and monitoring.
Suck risks can be categorized as a function of their
probability of occurrence and overall consequences on the
supply chain. Efficient risk management focuses on
understanding the different risks and minimizing the impact.
Such procedure revolves around two goals:
(1) Identifying and understanding the potential of risk:
-This step calculates the impact of identified risk by
quantifying it. Quantification of risk can be expressed in
terms of probability and cost of impact.
(2) Absorbing the risk in the supply chain and minimizing
its impact:
-This can be achieved by embedding flexibility and
redundancy in the supply chain.
Both the aforementioned issues have been handled
separately by many researchers. [3] [4] calculated the overall
probability of risk in supply chain assuming that a single
source is capable of satisfying all demand of next level. In
this case, overall risk probability can be arranged in series-
parallel combination. In today’s fast developing world
economy and globalization, flexibility has been considered
as a major determinant for smooth functioning of supply
chain [5]. Supply chain performance can be improved by
effective control of flexibility [6].
This paper first determines the operational relation
between different echelons of supply chain. Optimal solution
has been formulated as a weighted sum of supply chain cost
and risks cost. Based on this relation, flexibility of the
supply has been determined in terms of risk absorption
capability.
II. PROPOSED MODEL:
A typical supply chain model consists of multiple
suppliers, manufacturer and distribution center. At every
node of supply chain uncertainty exists in terms of failure of
supply/production. Reviewing the past data can
Supply Chain Risk Management: Flexibility Prospective
Sri Krishna Kumar S. Sahu M.K. Tiwari*
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approximately determine the probability of such occurrence
and the cost associated with them. An optimal policy is
determined on the basis of the initial information. Widely
adopted policy of associating one raw material supplier to a
manufacturing plant and a DC is getting supply from one
plant has been considered here.
A. Mathematical Model:
Notations:
S – Supplier, P- Plant, DC- Distribution center
SP
ijC - cost of supply from i
th supplier to jth plant
PD
ijC - cost of production and transportation of a unit product
from jth plant to kth DC
max
jP
C - maximum capacity of plant j
max
kD
C - maximum capacity of DC k.
DC
kd - demand at k
th DC.( max
k
DC
k Dd C )
P
jd - demand at j
th plant. ( max
j
P
j Pd C )
(.)L - lost revenue function in terms of shortage of demand.
SP
ijP - Probability of failure of supply from i
th supplier to jth
plant
PD
jkP - Probability of failure of supply from j
th plant to kth DC
Decision variables:
ijx =1, if i
th supplier is selected for jth plant, else 0.
jky = 1, if j
th plant is selected for kth DC, else 0.
Objective function:
Min.
1 1
[ [{( ) {(1 ) ( )} }]
J K
PD PD DC PD DC
jk jk k jk k jk
j k
C d L d y
 
  P P +
1 1
[{( ) {(1 ) ( )} }]]
J I
SP SP P SP P
ij ij j ij j ij
j i
C d L d x
 
  P P +( / TP )… (1)
s.t.
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1
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P
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j
y k DC

   ………………………………..(4)
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k
DC
k Dd C …………………………………………..(5)
max
j
P DC
j k jk P
k D
d d y C

  ………………………... …. (6)
Equation (1) minimizes the total cost of operation and
risk cost. First part and second part are the cost between
plants – DCs and suppliers-DCs respectively. Third part is
related to the overall reliability factor of the supply chain.
,  are the weight factor of running cost and reliability
factor. In equation 2, TP corresponds to the expression for
total reliability factor. Supplier-plant and plant-DC
constraint has been in the equation (3) and (4). Equation (5)
derives the capacity constraints of DC. Demand at any plant
has been calculated in the equation (6).
B. Flexibility factor:
Flexibility in the supply chain can be measured as the
ability to absorb risk without much impact. This paper
develops new framework for flexibility measurement and
coined as a risk mitigating factor. With the existing relation
(obtained from first part of the problem) between supplier-
plant and plant-DC, this factor can be expressed as:
(a) Risk mitigating factor for plants:
RMF (P) =
max(1 ) [ ] }
j
SP P
ij ij p j
i j
P
j ij
i j
x C d
d x

 

{ P
(b) Risk mitigating factor for DC:
RMF (D) =
max(1 ) [ ] }
k
PD D
jk jk D k
j k
D
k jk
j k
y C d
d y

 

{ P
Numerator of both the equations defines the ability of
supply chain to utilize its redundant capacity in case if any
disruption occurs. It has been expressed as probability, inter-
echelon relation and redundant capacity. Total demand has
been shown in the denominator.
In order to improve the flexibility of supply chain
effectively, managers define the RMF values in three grades
as shown in the Table 1. ( 2 1,
p p
  ) and ( 2 1,
d d
  )
corresponds to the different threshold values of RMF for
plants and DCs.
Table 1 Different grade for action measurement
Grade RMF(P) RMF(D) Actions
I
1
p
 1
d
 No action taken
II
2 1[ , )
p p
  2 1[ , )
d d
  Investigate the
risk, adjust the
operating policies
or modify business
relationship
III
2
p
 2
d
 Investigate the
risk ,adjust its
operating policies
severely or change
the business
partner
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III. NUMERICAL ANALYSIS:
Proposed model has been studied on the randomly
generated probability data as shown in Table 2 and 3, for 3-
supplier, 2- plants and 5- DCs. Demand at each retailer has
been considered as 160 units, maximum capacity for plants
and DCs is 600 and 200 units respectively. Cost of supply
between different echelons is taken as hundred times the
reliability factor. Table 4 represents the minimum and
maximum values of operational cost, TP RMF (P) and RMF
(D). Minimum and maximum value of operational and risk
cost at different weight has been depicted in the Figure 1.
0 2000 4000 6000 8000 10000
20000
40000
60000
80000
100000
120000
140000
160000
180000
200000
With Min total probaility
with maximum total probability
Fig. 1. Cost graph for Min and Max PT values.
IV. CONCLUSION:
Managers have numerous options available to design a
supply chain. But any effort will not make the supply chain
resilient unless the disruption causes have been studied
carefully and supply chain have been made resilient enough
to mitigate its effect. This paper has developed a three tier
supply chain risk assessment model and proposed new
framework for flexibility measurement and discussed how to
improve the flexibility of the supply chain.
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Table 2.
Supp-Plant Risk Factor
Plant
1
Plant
2
Sup1
0.28 0.15
Sup2 0.10 0.35
Sup3 0.15 0.30
Table 3. Plant-DC Risk Factor
DC1 DC2 DC3 DC4 DC5
Plant
1
0.28 0.15 0,20 0.35 0.20
Plant
2
0.18 0.25 0.30 0.20 0.05
Table 4. Min. and Max value of parameters
OP.
Cost
PT RMF(P) RMF(D)
Min 74656 0.0919 0.3355 0.1810
Max 91004 0.3162 0.4425 0.2100
Cost
Beta
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Abstract—When the tool of a five-axis milling machine 
travels near a stationary point, the rotation angles may change 
sharply leading to unexpected deviations from the estimated 
trajectories.  Several algorithms have been proposed to 
optimize the rotations of the machine drives without increasing 
the number of tool positions or changing the tool orientation. 
The main idea is minimization of the distance traveled by the 
tool in the angular space at the expense of using multiple 
solutions of the inverse kinematics equations and switching the 
rotation angles at certain positions. Considering the entire set 
of angles requires the shortest path techniques to minimize the 
total angular distance. However, inserting new points in such a 
path may not be always possible because switching between the 
solutions requires require large differences between the 
rotation angles. Inserting additional points decreases that 
difference so that the switch is no longer acceptable. In turn, a 
simple removal of the switch is not acceptable either since it 
affects the entire tool path. Therefore, we propose a simple 
algorithm to iteratively switch the angles when the additional 
points are inserted. The efficiency of the algorithm has been 
verified by a virtual machining as well as by real cutting on 
five-axis machine MAHO600E at the CIM Lab of Asian 
Institute of Technology of Thailand.  
I. INTRODUCTION 
Milling machines are programmable mechanisms for 
cutting industrial parts. The machine consists of several 
moving parts designed to establish the required coordinates 
and orientations of the tool during the cutting process. The 
axes of the machine define the number of the degrees of 
freedom of the cutting device. The movements of the 
machine parts are guided by a controller which is fed with a 
numerical control program comprising commands carrying 
spatial coordinates of the tool-tip and angles needed to 
rotate the machine parts to establish the orientation of the 
tool.  
The main goal of five-axis tool path planning is 
minimization the difference between the desired and the 
actual surface while producing the actual surface for a 
minimum time. However, mathematical formulations 
presented in the literature vary in terms of the error criteria 
and the set of optimized variables. The tool path is 
optimized with regard to the machining time, accuracy, the 
length of the tool path, the width of the machining strip, the 
volume of the removed material, the size of the remaining 
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scallops, etc.[1,2,3].  Furthermore, the error analysis and 
optimization in the areas of large variations of the rotation 
angles have not been provided by commercial CAD/CAM 
systems such as Unigraphics, EdgeCam, Vericut, etc. 
Besides, only a few research papers deal with the subject.  
However, the rotations invoke large kinematics errors. 
Besides,   machines with rotation axes on the table often 
have to turn around heavy workpieces. As a result, the 
machines have low capacities for acceleration which 
significantly increases the machining time. This effect is 
amplified in high speed machining, when the rotation axes 
reach greater speeds. In [4] the authors analyze the sequence 
of rotations to minimize the number of the phase reverse 
steps at discontinuities of the first derivative of the surface 
(corners etc). A method of avoiding singularities has been 
presented in [5]. The method certainly has its merits since it 
allows inserting additional points without any 
modifications. However, the computation is complex, 
computationally expensive and does not preserve the 
original CC points. In [6] the authors proposed an angle 
switching algorithm to optimize the sequence of the rotation 
angles by without increasing the number of tool positions or 
changing the tool orientation. The main idea is to minimize 
the distance traveled by the tool in the angular space at the 
expense of using multiple solutions of the inverse 
kinematics equations that is switching the rotation angles at 
certain position. Considering the entire set of angles requires 
the shortest path techniques to minimize the total angular 
distance. In [7] the algorithm was extended to the case when 
the cost function differentiates between damaging undercuts 
and repairable over cuts.  
It has been noticed in [7] that inserting new points in the 
resulting path may not be always possible since the 
optimization is based on replacing large angle variations by 
smaller ones using alternative permissible combinations of 
the angles (switching). Inserting additional points decreases 
the variations so that in the replacement becomes 
unacceptable. In turn, a simple removal of a switch is not 
suitable either since it affects the entire tool path.  
Therefore, we propose a new algorithm to iteratively 
switch the angles when the additional points are inserted. 
The efficiency of the algorithm has been verified by a 
virtual machining as well as by real cutting on five-axis 
machine MAHO600E. We prove experimentally that the 
proposed method requires 47.3 % less additional points than 
conventional schemes performed near the stationary points.   
II. SURFACE SINGULARITIES AND THE SHORTEST PATH 
ALGORITHM FOR ANGLE SEQUENCING  
In this section we present a concise version of the angle 
correction algorithm presented in [6]. Consider a five-axis 
milling machine with rotary axes on the table in Fig.1.  
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Fig.1: Five-axis milling machine MAHO600E      
 
The kinematics of the machine depend on matrix-
functions A(a), B(b) associated with the rotations a and  b 
around the primary (the rotary table) and  the secondary (the 
tilt table) axes shown in Fig.1. A simple analysis of the 
inverse kinematics reveals that a linear trajectory of the tool 
tip in the machine coordinates may produce a non-linear 
trajectory in the work piece coordinates (see Fig.2 generated 
by our simulation software). This effect is amplified when 
approaching a stationary point of the  part surface since it 
involves sharp variations of the rotation angles. Note that a 
fine cut of a smooth surface employing small spatial and 
angular steps may not demonstrate the detrimental effects 
near the singularity points. However, a rough cut 
characterized by large gradients could produce considerable 
errors. The sharp angular jumps produce loop-like 
trajectories of the tool. Moving along such trajectories may 
destroy the work piece and even lead to a collision with the 
machine parts.  For simplicity, assume that the tool is 
aligned along the surface normal. Then the rotation angles 
are given by  
arctan if 0 and 0,
arctan if 0,
arctan 2 otherwise,
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x y
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where ( , , )x y zI I I I=  is the tool orientation vector.  
It is not hard to demonstrate that the inverse kinematics 
admits four solutions given by:     
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Fig.2: Non-linearity of the tool-path in the workpiece 
coordinates 
 
Solutions similar to (2) can be established for other types 
of the machine kinematics such as, "one axis on the tool and 
one on the table" and "both axis on the tool".  
The angle-switching algorithm is employed to select the 
shortest path from the feasible sequences in such a way that 
the kinematics error is minimized. In other words, the 
following problem must be solved   
minimize (ε)
L
,                                                           (3) 
where  
1
, 1
1
ε= ε
N
p p
p
-
+
=
å  is the total kinematics error and where  
 
1
2 1/ 2
, 1 , 1 , 1
0
ε [ ( ) ]Dp p p p p pW W dt+ + +º -ò                      (4) 
is the kinematics error between cutter location points p and 
p+1 and , 1 , 1( ), ( )
D
p p p pW t W t+ +  the desired and the actual 
tool trajectory. Note that in many cases problem (3) can be 
replaced by minimization of the total error variation as 
follows (see also discussion in [5] and [6])   
         minimize ( )w
L
,                                                 (5) 
where  
1
2 2
1 1
1
1= ( ) ( )
1
N
p p p p
p
w a a b b
N
-
+ +
=
- + -
- å  , 
N is the total number of the cutter location points. 
Problems (3)-(4) and (5) can be solved by a standard 
shortest path algorithm. The shortest path techniques 
performed without changing the spatial positions of the tool 
often leads to impressive results. The “before and after” 
trajectories are depicted in Fig.3 and Fig.4 for a rough cut of 
a test surface   given by  
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Fig.3: The original trajectories (bold-undercuts)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4: Trajectories repaired by the shortest path algorithm 
 
Further examples of this algorithm and verification by real 5 
axis cutting can be found in [5]. In [6] the minimization (3) 
has been extended to the case of over cut and undercut error, 
namely, problem (3) has been replaced by 
minimize (ε ε )O O U Uc w+
L
, 
where εO  is the over cut error associated with trajectories 
located over the surface,  εU is a damaging undercut error 
associated with trajectories located under the surface  and 
,O Uw w  the corresponding weighting coefficients. For, 
instance,  if 0, 1O Uw w= =  the over cuts will be ignored 
and the shortest path algorithm is executed only with regard 
to the undercuts.  In this case dangerous undercuts will be 
replaced by less damaging (but possibly larger) over cuts. 
Fig.5 illustrates the case 0, 1O Uw w= = . 
  
Fig.5: Optimal angle sequencing with regard to undercuts. 
 
However, when the number of the cutter location points is 
small, it is necessary to insert additional points. There are 
many methods for such insertions. From the viewpoint of 
kinematics error (3) one of the most efficient methods near 
stationary points is the angular insertion proposed in [7]. 
The method “injects” the points into large loops by equi 
distributing them with regard to the rotation angle having 
the largest variation.  This complies with the idea of 
functional (4) that the angle variation affects the kinematics 
error the most.  
III. ITERATIVE SHORTEST PATH ANGLE SEQUENCING 
In many cases, additional points destroy the integrity of 
the shortest path sequencing. The following is an example 
of such a drawback. Consider a test surface in Fig.6 with a 
tool path obtained by the shortest path angle optimization. 
The largest loop between point 141 and 142 is on the right 
side of the surface.  The rotation angles before applying the 
algorithm are ai = 319, bi = -79, ai+1 = 224, bi+1 = -80. The 
shortest path optimization produces ai = 319, bi = -79, 
ai+1,new = ai+1 + 180 = 404, bi+1,new = -bi+1 – 180 = -100. 
Inserting a point in the middle of the loop yields amid = 267, 
bmid = -82. Taking into account that we have to perform the 
same modification as with ai, bi, we define a new pair of 
angles given by amid = amid + 180 = 447, bmid = - bmid -180 = -
98, which produces a larger loop (Fig.7). Therefore, a single 
additional point destroys the integrity of a particular shortest 
path.  In turn it means that every time an additional point 
has been inserted, the shortest path must be recomputed.  
Therefore, we propose the following insertion algorithm.  
1) Run the shortest path (SP) algorithm [6]. 
2) If the kinematics error is within the prescribed tolerance 
then quit. Otherwise, find the trajectories where the 
kinematics error exceeds the tolerance and select these 
trajectories. 
3) Return to the original tool path (ORG) and using the 
angle insertion (AI) algorithm [7] add some points to 
the selected trajectories even though in the original path 
they may not produce large kinematics errors.  
4) Repeat step 1.  
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Fig.6: Tool path after the optimal sequencing 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7: Tool path after optimal sequencing and inserting one 
point into the largest loop 
 
It is clear that the algorithm converges because in the 
worst case the additional points are inserted into every 
interval. However, in this case switching of the angles is no 
longer accomplishable. Therefore, we are interested in 
solutions when benefits of the angle switching are combined 
with error reduction produced by inserting some relatively 
small number of points. In other words,  it is practical that a 
few points have been inserted to reduce the error and some 
switches are still present in the path. We also are interested 
whether the above mentioned angle insertion techniques 
provides an error decrease similar to that produced by the 
basic insertion method.  In order to answer this question, 
consider the following methods: PI- the equi spaced point 
insertion, AI -the equi angular point insertion. We will 
compare four methods: 1) a conventional point insertion 
(PI) without the shortest path improvement, 2) a bisection 
based angular insertion (AI), 3) the shortest path (SP) with 
PI and 4) the shortest path (SP) with AI.  
Fig.8 shows the test surface subjected to the above 
mentioned four methods after the maximum error has been 
reduced to a certain prescribed value (less than 2.0 mm). 
The efficiency of the algorithm has been verified by the 
virtual milling machine simulator [8] which has been tested 
with the real machines MAHO600E at the CIM Lab of 
Asian Institute of Technology of Thailand and HERMLE 
UWF902H at the CIM Lab of Kasetsart University of 
Thailand [7]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.8: Optimized surface with the proposed methods 
 
Table 1 compares the proposed iterative shortest path 
algorithm (SP-IT) with the shortest path scheme proposed in 
[6] combined with different methods for inserting additional 
CL points. PI stands for inserting equi-spaced points along 
the tool trajectory in the physical space (x,y,z), whereas AI 
stands for points  equi distributed in the angular space (a,b) 
along the angular arc. The maximum allowable error is 2 
mm. Clearly the iterative shortest path algorithm combined 
with the angular insertion requires the smallest number of 
points. This is because the method presents an appropriate 
combination of angle switching and inserting, whereas SP 
and AI use only a single technique.  
 
Table 1: Comparison of the inserted points with several 
methods on the entire surface S 
Methods SP PI AI SP-
IT 
/PI 
SP-
IT/
AI 
#inserted 
points 
0 74 48 56 39 
Maximum 
error  (mm) 
7.45 1.96 1.96 1.96 1.96 
 
Table 2 compares the accuracy achieved by each method 
when the number of inserted points is fixed. The advantage 
of the proposed techniques is transparent. For instance, 
when 3 points are inserted the method improves the 
accuracy by factor 10 which is undoubtedly a very 
impressive gain. 
 
 
 
 
 The largest loop 
 
The largest loop has grown 
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Table 2: Comparison of the proposed iterative angle 
switching scheme with other methods 
#inserted 
points 
Error 
SP 
Error 
SP/ PI 
Error  
SP-
IT/PI 
Error 
SP-
IT/AI 
0 7.45 N/A N/A N/A 
1 N/A 9.457 2.173  2.144  
3 N/A 5.826  0.571 0.543  
7 N/A 3.009  0.144  0.136  
15 N/A 1.51  0.035  0.033  
IV. CONCLUSION 
The proposed iterative sequencing of rotation angles 
based on the shortest path algorithm combined with the equi 
distribution of the cutter location points in the angular space 
improves the efficiency of 5 axis machining. Our 
preliminary results show a 20% improvement over the pure 
angular insertion scheme and about 50% improvement with 
the reference to spatially equi-distributed points. Besides, 
for a rough cut the proposed scheme may increase the 
accuracy by factor 10. However, for fine cuts these 
advantages could be considerably reduced and the proposed 
scheme may even become unnecessary. 
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Comparison of two methods to calculate spindle compliance 
considering machine frame influence 
Petr Kolar, Matej Sulitka 
 
Abstract — Dynamic compliance evaluated at the spindle 
front or tool tip represents an important parameter, based 
on which regions of stable machining can be predicted. 
Usually, calculation of dynamic compliance is performed 
taking into account mechanical system of spindle and tool 
only, whereby the influence of machine frame is omitted. 
However, in the real machining process, especially when 
using big roughing tools, cutting forces can excite the whole 
machine tool structure. Under such conditions, machine 
frame compliance may become critical one and chatter may 
originate mainly due to the machine frame vibration. The 
paper describes two possible approaches to calculate the 
spindle compliance considering the machine frame. 
Influence of the machine frame on the dynamic compliance 
evaluated at the tool tip is demonstrated on an example of a 
real machine tool model. 
I. INTRODUCTION 
ain aim of machine tool design is to achieve long-
time precision and high cutting productivity, which 
directly influences operating costs of the machine. 
However, increasing of the productivity is very often 
limited by chatter of the machine – tool – workpiece 
system. 
Kind of cutting operation and tool employed decides on 
which part of the system will be excited and which begins 
to vibrate. If the complex dynamic properties of the 
machine are to be evaluated, it is therefore necessary to 
employ a coupled model of the spindle and machine 
frame structure. Influence of the machine structure on the 
frequency response function evaluated at the spindle front 
or at the tool tip has been mentioned e.g. in [1]. 
This paper describes two possible approaches for 
creation of coupled models of the spindle and machine 
frame mechanical system. Both approaches employ FE 
modelling technique. The first method is based on 
creation of the whole mechanical system of machine 
frame and spindle in the FE environment, whereas the 
other method utilizes the principle of coupling the FE 
models of separate bodies outside of the FE environment.  
Simulations of the spindle dynamic compliance are 
performed on the example of a real machine tool model. 
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II. FULL FEM APPROACH 
A. Method Characteristics 
Main advantage of the spindle and machine frame full 
FE model is that uninterrupted force flow throughout the 
whole model is ensured. Results of static and modal 
analysis may be well displayed, which can in many cases 
help to visually identify critical regions of the machine 
frame structure. FE model of the system is created in three 
main steps: 
-- FE model of the spindle; 
-- FE model of the machine tool structure 
-- connection of both of the FE models 
-- modal analysis, eventually harmonic response 
calculation. 
Importance of the full FE modelling for complex 
evaluation of the machine structure design is discussed 
e.g. in [2]. 
B. FE Model of Spindle 
Motorized spindle of a German spindle producer has 
been considered. Spindle features bearings in QRT 
arrangement, whereby FAG HCB 7014 E bearings with 
constant preload are used. 
Solid model of the spindle has been prepared in the 
CAD/FEM software I-DEAS (Fig. 1). FE computational 
mesh is created as solid parabolic both for the shaft and 
spindle housing. 
Bearing stiffness is determined by means of the model 
assembled in the RCMT based on the bearing properties 
description introduced in [3]. This model describes 
dependence of the bearing inner state (contact angles, 
contact forces, contact deformation) on external 
conditions (external load, external deformation) [4], [5]. 
Bearing model can also respect changes of the bearing 
stiffness due to shaft rotation. Catalogue data on bearing 
dimensions, Hertz contact theory and bearing inner 
geometry changes due to the ring curvature center 
movement are considered during the calculation. 
For calculation of the spindle properties, boundary 
condition, which fixes all of the DOFs at the front flange 
and the radial movement at the spindle rear end, has been 
applied. Spindle FE model contains also groups of 
auxiliary rigid elements. These elements provide 
interfaces for connection of the spindle model to the 
machine frame and connection between the tool tip and 
the spindle shaft. 
M 
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Fig. 1.  Scheme of the spindle FE model 
C. FEM Model of the Machine Tool Structure 
Spindle mentioned is used in the vertical bridge type 
milling machine. Geometrical model of the machine tool 
structure, as well as the computational FE mesh has been 
prepared in the I-DEAS software (Fig. 2). All of the 
machine tool structural parts are modelled by means of 
solid parabolic mesh. Mechanical structure of ball screw 
feed drives is represented by means of spring and beam 
elements. 
All of the linear motion axes are equipped with MRB 
45 linear guideway. Each carriage is modelled in a 
simplified form by means of triplet of linear spring 
elements arranged lengthwise with the appropriate 
guideway direction. In transversal direction the spring 
elements feature linearized values of stiffnesses according 
to catalogue data, in lengthwise direction there is zero 
stiffness value. 
Model of ram includes two groups of auxiliary rigid 
elements for connection of the spindle. 
 
Fig. 2.  FEM model of the machine 
D. Spindle and machine frame FEM assembly 
Spindle and machine frame FE models are joined in 
two interface points mentioned in the previous chapters. 
Rigid joint representing fixed mounting is established 
between the couple of points close to the spindle front; the 
other couple of points on the spindle rear end is 
interconnected with radial spring, whereby free axial 
movement is allowed according to the real design.  
Detailed view of the spindle to machine ram connection 
may be seen on Fig. 3. 
 
Fig. 3.  Detail of the connection between spindle and ram 
E. Modal Analysis and Harmonic Response calculation 
Frequency response function (FRF) can be obtained by 
means of harmonic response task in the FE environment. 
However, this kind of analysis is quite time consuming 
and therefore the strategy of model transformation into 
the state space description and consequent evaluation of 
the FRF in Matlab/Simulink has been chosen. Since the 
FE environment does not provide direct possibility to 
create State space model, transformation of the FE model 
via modal decomposition technique has been applied. 
During the transformation procedure only the nodes 
needed to evaluate the FRF are selected and at the same 
time number of exported eigenfrquencies is reduced to the 
most important ones. In our case, 30 eigenfrequencies 
have been included. Modal damping of all the eigen-
frequencies has been set constant to 2.5 %. XY 
Z F. Simulated dynamic properties of single spindle 
At first, modal properties of single spindle and FRFs at 
the tool tip have been calculated for two values of spindle 
revolutions. Resulting FRFs may be shown on the Fig. 4. 
The spindle features in static state two significant 
eigenfrequencies. Eigenform at 1010 Hz is characterized 
by bending of the shaft (Fig. 5), at the frequency of 
1530 Hz rear end of the shaft oscillates in the rear 
bearing. Bearing stiffness decreases with increasing the 
shaft revolutions which results in fall of the 
eigenfrequency values and elevated dynamic compliances 
for both significant eigenforms. Therefore it is possible to 
say that the rear bearing stiffness and shaft geometry 
represent the most important parameters, which influence 
the FRFs on the tool tip of the single spindle. 
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Fig. 4.  Calculated FRFs on the separate spindle tool tip. Static case and 
6000 rpm of the spindle shaft is considered 
 
Fig. 5.  Important eigenforms of separate spindle. Eigenform of 1010 Hz 
in static state is shown on the left, eigenform of 1530 Hz is on the right 
G. Simulated dynamic properties of the spindle 
connected with the machine frame 
Full FE model of the spindle and machine frame 
structure enables to observe impact of the machine frame 
on the FRFs at the tool tip. Graph of the Fig. 6 reveals the 
shift of system dominant dynamic compliances from the 
range of above 1000 Hz to the range between 50 Hz and 
200 Hz. Detail of the latter frequency range is shown on 
the Fig. 7. 
Maximum dynamic compliance in the X direction 
occurs at 51 Hz with the ram in the lowest position 
(Fig. 8). Eigenform of this eigenfrequency is 
characterized by bending of the ram in X direction and 
moving of the cross slide in X direction. Frequency and 
dynamic compliance of this eigenform changes with 
different ram positions. 
 
 
Fig. 6. Calculated FRFs at the tool tip of the spindle model connected 
with the machine structure 
 
 
 
Fig. 7. Detail of calculated FRFs at the tool tip of spindle model 
connected with the machine structure 
 
In Y direction the biggest dynamic compliance arises at 
the frequency of 62 Hz, again with the ram in the lowest 
position (Fig. 9). Corresponding eigenform is 
characterized by bending of the ram in Y direction. 
Similarly with the X direction properties, value of critical 
frequency and dynamic compliance is affected by the ram 
position in vertical direction. 
Results clearly show that the tool tip dominant dynamic 
compliance in low frequencies range is determined by the 
machine structure properties and depends on the ram 
position. 
 
Fig. 8. Machine tool structure eigenform of 51 Hz 
 
Fig. 9. Machine tool structure eigenform of 62 Hz 
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III. APPROACH OF COUPLING THE SPINDLE AND MACHINE 
FRAME SEPARATE MODELS 
Effective alternative to the spindle and machine frame 
full FE model creation can be represented by the strategy 
of coupling the separate models of the spindle and 
machine frame outside of the FE-environment. Since the 
spindle unit itself features eigen-frequencies of above 
1000 Hz and for the machine frame main structural eigen-
frequencies below 100 Hz are typical, method of coupling 
the bodies employing the modal decomposition technique 
can be used with the advantage that not a high number of 
eigenmodes needs to be included for relevant 
approximation of the coupled system dynamic properties. 
Applicability of various techniques used for coupling the 
models of elastic bodies is discussed e.g. in [6]. 
 
 
Fig. 10 Coupling of the spindle and machine frame separate models 
 
As described in the Paragraph II. D., connection 
between the spindle and machine frame model is realized 
in two interface points on the spindle axis by means of 
spring elements. Scheme of coupling of both compliant 
bodies by means of X, Y a Z springs is shown on the 
Fig. 10. 
Both the model of spindle and machine frame is subject 
to modal analysis, based on which transformation into the 
state space description is performed. Linear, time-
invariant state space model in modal coordinates is 
written as 
S
SS
t
t
qCy
uBqAq


)(
)(
    (1) 
with u(t) as the input, y(t) output and state vector 
composed in the modal coordinates. . State 
space matrixes are defined as 
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where  is the spectral matrix of eigen-frequencies, Cq 
diagonal matrix of modal damping and V the modal 
matrix of eigen-vectors. 
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Input equation of the state space coupled system arises 
by the joining the equations of separate bodies 
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whereby the superscript 1 denotes the body 1 (machine 
frame) and superscript 2 the body 2 (spindle). 
Mutual force interaction between the bodies is defined 
as 
)( 2121 iiiii xxkuu  .    (4) 
Expressing the vector of linear displacements x = V.q 
as a linear combination of shape matrix V a modal 
coordinates q, after substitution of (4) into (3) the input 
equation is obtained in the form of 
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in which the matrix A is filled with new elements and the 
matrix B and vector u contain only the DOFs of the nodes 
r, which are used as external inputs of the coupled system. 
In the case of the spindle and machine frame model the 
system is externally excited on the spindle front. Model of 
the connected system of spindle and machine frame 
created by means of the presented procedure is further 
denoted as coupled model. Composition of the coupled 
model state space system has been performed in the 
Matlab software. 
 
 
Fig. 11 Dynamic compliancy at the tool tip. Comparison of the full FE 
model and coupled model 
 
On the Fig. 11 comparison of FRF evaluated at the 
spindle front in X a Y direction by means of the full FEM 
model and coupled model is shown. Both the spindle and 
machine frame model contain first 30 eigen-frequencies. 
It may be seen, that all critical eigen-frequencies and 
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compliances are determined by means of the coupled 
model in a very good concordance with the full FE model. 
Shift of the critical compliancy evaluated at the ram 
front in the case of ram without or with spindle can be 
seen on the Fig. 12. In X direction the frequency of critical 
compliancy shifts from approx. 60 to 51 Hz with ram in 
the lower position, in Y direction the frequency of critical 
compliancy shifts from 80 to 62 Hz. 
 
Fig. 12 Dynamic compliancy at the ram front without or with spindle 
IV. CONCLUSION 
The paper focused on the analysis of machine frame 
influence on the dynamic properties evaluated at the tool 
tip. It has been demonstrated on the example of a real 
vertical bridge type milling machine tool that the 
dominant dynamic compliancy evaluated at the tool tip is 
determined by the machine frame structure. Oscillation of 
the machine tool structure can be excited especially by 
roughing machining operations, during which high cutting 
forces arise. Under such conditions, relevant prediction of 
regions of stable machining can therefore be performed 
only by using the coupled model of spindle and machine 
frame. 
Two possible strategies for creation of the coupled 
models have been considered. The first one is represented 
by the full FE model of the whole system. Advantage of 
this approach is that it can provide overall visual view of 
static and modal deformations of the machine structure. 
However, this kind of modelling is connected with higher 
computational time costs and lower flexibility when 
investigating the influence of different parameters of the 
model. 
Alternative to the full FE modelling represents the 
multi-body strategy, in the frame of which models of 
separate bodies are coupled together outside of the FE-
environment. Approach based on the transformation of 
the FE models into the State space description employing 
modal decomposition technique has been used, whereby it 
has been shown, that for the type of machine tool 
structure considered this technique can assure relevant 
approximation of dynamic properties even with relatively 
small number of eigenfrequencies included in the model 
of each flexible body. 
Models prepared by means of the later technique can be 
extended by detailed models of various tools, kinematical 
models of ball screw feed drives and their control, the 
influence of which on the machining process stability is 
studied e.g. in [7]. Modularity of coupled models can 
provide a very effective tool during the machine tool 
development, whereby various factors influencing the 
FRFs at the tool tip can be investigated.  
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An Automatic Localization Algorithm for Machining 
Huge Workpieces 
D. Gao, J.F. Wu, Y.X. Yao, and D.L. Qin 
  
Abstract—The huge workpieces are widely used in the 
significant scientific equipment, whose dimensions are beyond 
the upper limit of the traditional machine tools. It is difficult to 
machine the huge workpieces by the traditional method. In this 
paper, with the proposal of a new automatic localization 
machining method for machining huge workpieces, the 
automatic localization algorithm is presented. The principle of 
the automatic localization mode based on automatically 
determining the position and orientation of the workpiece 
relative to the movable machine-tool is proposed. A movable 
machine tool with a Stewart head is also developed. The 
theoretical analysis and simulation examples indicate that the 
developed method is suitable for machining the huge 
workpieces. 
I. INTRODUCTION 
The huge workpiece is a kind of component used in the 
significant scientific equipment, whose dimensions are 
beyond the upper limit of the traditional machine tools. It 
features with large size, heavy weight, difficult shipment, 
and job-lot production. There are some traditional methods, 
such as huge gantry milling machines and dedicated 
machine tools, that were used to machine the huge 
workpieces[1]-[3]. According to the geometric 
characteristics of the huge workpiece, a huge dedicated 
machine tool is designed and reconstructed by using many of 
guide-rails to enlarge the machining range. This kind of 
special machine tool is only suitable for machining the 
workpiece whose one-dimension size is large and the other 
2-D sizes are small. The cost of the dedicated machine tool 
is extremely high and there is no economical benefit without 
large-lot production[3]. The other method for machining 
huge workpieces is an assembly and splicing method[1]. The 
machined huge workpiece is disassembled into several small 
subparts, which will be assembled again after being 
accurately machined. The accuracy of the huge workpiece is 
mainly determined by the accuracy of the assembling 
process, and the calibration means is usually used to 
improve the assembling accuracy.  
In the traditional manufacturing systems, the machine tool 
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is always fixed on the ground, and the machining process is 
conducted by locating the workpiece on a special position of 
the machine table. However, it is much difficult to move the 
huge workpiece and it is hardly possible to localize the huge 
workpiece to the table of the fixed machine tool directly. 
Thus, based on the large-sized space measurement 
technology [4] and fixture-free manufacturing technology 
[5], an automatic localization machining method for huge 
workpieces is presented in this paper. In this way, the 
workpiece is fixed on the ground by its weight while the 
machine tool moves along the huge workpiece in the 
machining process. By this method, the machining accuracy 
can be ensured, the machining efficiency can be improved 
and the machining cost will be reduced. 
II. PRINCIPLE OF THE AUTOMATIC LOCALIZATION 
MACHINING METHOD FOR HUGE WORKPIECE 
The principle of the automatic localization machining 
method for the huge workpiece is shown in Fig. 1. Firstly, 
the CAD model of the workpiece is pretreated in the control 
system. Secondly, the positions of the workpiece and the 
movable machine tool are measured by the API laser tracker, 
and a Euclidean Transformation Matrix for optimizing the 
generated tool paths is calculated, then the numerical control 
code will be automatically generated. Finally, the NC code is 
imported into the movable machine tool. After machining 
one subdivision of the huge workpiece, the machine tool is 
moved to an adjacent subdivision and the above steps are 
repeated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Laser tracker Control System 
 
 
 
CAD: Workpiece model,
CAM: NC programming
Movable Machine tool 
 
-5-axis machine tool 
 
-Measure the positions of the 
workpiece and the movable 
machine tool 
Large scale Component 
 
MeasureMeasure Erect model NC code
Machining 
Data 
 
-Geometric features 
-Precision require 
Fig.1. The principle diagram of the machining system
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A. The Notion and problem 
A coordinate system is usually represented of four-vector 
containing x-, y-, z- directions and origin, which can also be 
represented by 4×4 matrix. The matrix is denoted B A , when 
frame A  is defined relative to frame B . Point p  and vector 
v  are denoted B p and B v  respectively, when they are 
defined relative to frame B . Point p  is represented by B p  
relative to frame B  and the same point is represented by 
A p  relative to frame A , then B B A . Hence 
B A serves as a 4×4 transformation matrix.   
p = A p
In this paper a sub-machining method is adopted that the 
whole huge workpiece is broken up into some small 
subdivisions on which automatic localization machining is 
performed by the movable machine tool, and the machined 
subdivisions are spliced into the machined workpiece finally. 
The Euclidean Transformation Matrix between the 
coordinate frame of the workpiece and that of the machine 
tool for optimizing the generated tool paths is calculated by 
real-time measurements of the position and orientation of the 
movable machine tool and the workpiece.  
B. Approach 
The procedures of the automatic localization machining 
method are as follows. 
1) Pre-treating the model of the workpiece in CAD/CAM 
system, such as treating the geometric information of the 
workpiece and the subdivisions of the finished surface, and 
generating the tool paths for machining each subdivision. 
2) Determining the workpiece coordinate frame P  by 
measuring some points on the surface of the huge workpiece 
which was arbitrarily placed in the machining site. And 
modifing the tool paths generated in step 1 according to the 
workpiece coordinate system. 
3) Determining the machine tool coordinate frame 
W which is arbitrarily placed above a subdivision of the 
workpiece, by measuring the position of the movable 
machine tool. And calculating the Euclidean Transformation 
Matrix, which is denoted by W P , between the coordinate 
frame of the workpiece and that of the machine tool. 
4) Generating the NC code for machining the subdivision 
of the workpiece by modifying the tool path in step 2 with 
the matrix W P  in step 3. 
5) Moving the machine tool to the adjacent subdivision 
after finishing machining one subdivision of the workpiece, 
and turn to step 3. 
In step 1, theoretic tool path is defined X m  relative to the 
CAD model coordinate system X , which is a measurement 
frame in which workpiece model could be digitized. 
In step 2, the modified tool path is defined  relative to 
workpiece frame , and 
P m
P
= ⋅P m T mX      (1) 
where T  is a 4×4 matrix describing relationship between 
the CAD model and the physical model of the workpiece. 
Since the raw stock and CAD model is fixed, T  is a 
constant in the whole machining processing. 
In step 4, the modified tool path is defined W  relative to 
the machine tool frame and P  relative to the workpiece 
frame , then 
m
m
P
 = ⋅W W Pm  P m     (2) 
where  is a 4×4 matrix describing position and 
orientation of the workpiece frame relative to the machine 
tool frame. Since the machine tool will be moved in the 
machining processing, W  is different when machining 
different subdivisions. 
W P
P
The surface of the huge workpiece is divided into some 
small subdivisions, which satisfies:1) all subdivisions can 
completely cover with the whole surface which ensures that 
the whole surface is completely machined, 2) the area of 
each subsection is covered in the machining range of the 
movable machine tool which ensures feasibility of 
machining, 3) there are some intersecting surfaces between 
adjacent subsections which ensures that the whole surface is 
fair. 
The automatic localization system can calculate the 
position and orientation of the workpiece frame relative to 
the machine tool frame. And the geometrical information of 
the raw stock, the finished surfaces and the unfinished 
surfaces, which is accurately described in the workpiece 
coordinate frame, can be transformed to the machine tool 
coordinate frame. The tool path is preplanned according to 
the machine tool coordinate frame. The movable machine 
tool moves along the fixed huge workpiece in the machining 
processing. Meanwhile, machining efficiency can be 
improved and the cost can be reduced. 
III. THE STRUCTURE OF THE AUTOMATIC LOCALIZATION 
MACHINING SYSTEM 
The automatic location machining system consists of the 
laser tracker module, the movable machine tool module, the 
control system module and the huge workpiece as shown in 
Fig 1. The laser tracker module, the movable machine tool 
module and the huge workpiece are closely combined into a 
whole system by the control system module, the automatic 
localization machining system can make the mini-type 
movable machine tool process huge workpiece with the 
automatic localization method. 
The laser tracker module collects the position and 
geometrical information of the movable machine tool and 
the huge workpiece. The information is transmitted into the 
control system module in the form of points’ coordinates. 
An API Laser Tracker II plus is used in the measuring 
system, its measurement range is up to 60m, and the 
resolution is up to 1×10-6. 
The movable machine tool consists of some modular 
structures such as the machine head, machine bed and travel 
mechanism. The machine tool’s structure can be flexibly 
constructed according to the type of the huge workpiece, 
with super large size in one-dimension, two- dimension or 
three-dimension. The design diagram of movable machine 
91
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
tool for machining huge annular surface is shown in Fig. 2. 
The machine tool’s head is adopted the Stewart structure 
style, whose working accuracy is ±10µm. The travel 
mechanism contains driving unit and steering gear, and it is 
convenient for the machine tool to move.  
The control system module is used to generate NC codes 
according to the demanding accuracy, and predict the 
machining quality. The hardware platform of the control 
system is composed of a computer and the other peripheral 
equipments. The software system is developed based on the 
OpenGL plat. It derives the position and orientation of the 
CAD model frame relative to the known machine reference 
frame according to the processing information, CAD model 
information and measurement information of the workpiece. 
It carries through the subdivision planning for the huge 
workpiece by the machining range of the machine tool. And 
the separate tool path is preplanned in the subdivision. It 
modifies the tool-paths with the computed Euclidean 
Transformation Matrix in order to map the tool-paths in the 
machine reference frame. Finally, the NC code is output and 
the machining procedure is simulated in the system. The 
control system module links with the laser tracker module 
and the movable machine tool by USB port interface, and 
the data transmission can be performed in offline. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
IV. THE AUTOMATIC LOCALIZATION ALGORITHM  
A. The mathematic model 
As described in the above section, it is a key to calculate 
W P  for automatic localization, which can determine the 
position and orientation of the workpiece frame relative to 
the machine tool frame. The space transformation relation 
for machining the huge workpiece is shown in Fig.3. Where 
X,W, P, B are CAD coordinate frame, machine tool 
coordinate frame, workpiece coordinate frame, and 
measurement coordinate frame respectively. The position 
and orientation of frame X  relative to frame B  is defined 
B X . The position and orientation of frame W  relative to 
frame B  is defined BW . The position and orientation of 
frame P  relative to frame B  is defined B P . And the 
position and orientation X  relative to W  is defined W X , 
which is described as following: 
-1 =       = )   ⋅ ⋅W W B B B  (X B X W X .   (3) 
Workpiece coordinate frame P  may contain no obvious 
features and cannot be measured, so the matrix T is 
computed by a search algorithm, and then the theoretical 
tool paths in frame X  are transformed into frame . Then 
 
P
= XT P
According to vector characteristics, the placement of 
frame  relative to W  can be derived as: P
-1= ( )     ⋅ ⋅W B BP W X T .   (4) 
To determine the matrix T , a match of measurement 
point clouds and CAD surface in frame X  must be found. 
Let 3{ ,i R j 1, 2, , n}= ∈ =A y ⋅ ⋅ ⋅  be a dataset of points 
measured from the surface of the workpiece. A 
parameterized surface of CAD model corresponding with the 
raw block is given by a description of the form 
3{ | ,i i iR u= ∈ =B x x (Φ )}iv  
where ( , are referred to the surface coordinates. 3)i iu v R∈
Let 0 (3)SO∈R  and be the orientation and 
position of 
3R∈0p
A  relative to . the matrix T can be described 
by a Euclidean transformations T R .  
B
( , B
( , p)
It is assumed that  describes the distance between )d A
A and , then if d A  is minimized, B ( , )B A will correspond 
with . With respect toB 0ε∀ > , this problem is a nonlinear 
least squares problem [5] with the objective function given 
by 
1
1
1
min ( , , , )
i
=
Travel 
machanism 
Parallel hea
CNC 
system
n 2
n    x xε −
=
⋅⋅ ⋅ −∑R p R y p+i ix
, ,i n
.  
Subject to the inequality constrains 
, , 1,2i δ〈 − + 〉 > = ⋅i iRy x p n ⋅ ⋅   (5) 
where 
,R p —The rotation transformation and translation 
transformation of A relative to  B
δ —Finish allowance of raw stock relative CAD model 
in —The surface normal of  at  B ix
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B. Algorithm 
The flow chart of the algorithm for matching the 
measuring points to the CAD model is shown in Fig 4. The 
input conditions contain the point clouds iy  on the surface 
of the raw stock in frame X  and parametric surface 
equation of the CAD model, and the output is the matrix 
( , )T R p .  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Algorithms One
( ,
 computes the point coordinate on the 
CAD parametric surface, the parametric surface equation is 
denoted )f f u v= , and then the square of the distance 
between measurement points and the parametric surface is 
described as: 
2( , ) || ( , ) ||u v f v v= −d y     (6) 
( , ) ( , )0, 0u v u v
u v
∂ ∂=∂ ∂
d d =    (7)  
The parametric  could be calculated by above formula 
and be input into , and then the corresponding 
point on the parametric surface could be obtained. 
,u v
= ( , )f f u v
Algorithms Two  describes the updated matrix in the 
iterative processing, the research work about matching 
matrix can be found in the work of [6]-[9], tangent plane 
iterative method is globally convergent and has best 
performance in terms of computational efficiency[10],  
Updating equation which adopts tangent plane method is 
given as following: 
ˆk k-1e= ξT T      (8) 
where  can be calculated by 
minimizing the sum of the distances between 
6
1 2 3 1 2 3( , , , , , )v v v Rω ω ω=ξ ∈
ix and iy , and 
iterative function is transformed as the following form 
1 2
1
( ) ( ) ,
n
k k k
k i
i
ε −
=
k
i i= 〈 − −∑ξ R y p x n 〉
1
  (9) 
where  can be solved as following  ξ
1−=ξ M b      (10) 
where 
1 1
1 1
1
1 1
( )( ) ( )( )
( ) ( )
n n
k k k T k k k k T
i i i i i i i
i in n
k k T k k k T
i i i i i
i i
− − −
= = −
= =
⎡ ⎤× × ×⎢ ⎥= ⎢ ⎥×⎢ ⎥⎢ ⎥⎣ ⎦
∑ ∑
∑ ∑
y n n y n y n
M
n n n y n
 
1 1
1
1
1
( ) ,
,
n
k k k k k
i i i i i
i n
k k k k
i i i i
i
− −
= −
=
⎡ ⎤× −⎢ ⎥= ⎢ ⎥−⎢ ⎥⎢ ⎥⎣ ⎦
∑
∑
y n y x n
b
y x n n
 
The Lie algebra of SE(3), denoted se(3), is identified with 
the set of 4×4 matrices of the form: 
ˆˆ
0 0
⎡ ⎤= ⎢ ⎥⎣ ⎦
ω vξ       (11) 
where 
3 2
3 1
2 1
0
ˆ 0
0
ω ω
ω ω ω
ω ω
−⎡ ⎤⎢ ⎥= −⎢ ⎥−⎣ ⎦
 
The updated matrix can be described as: 
ˆˆ 0
0 1
ee ⎡ ⎤= ⎢ ⎥⎣ ⎦
ω
ξ B v                                               (12) 
where 
2
ˆ
2
ˆ ˆ
sin || || (1 cos || ||)
|| || || ||
eω ω= + + −ω ωI ω
ω ω
 
2
0 3
ˆ ˆ
(1 cos || ||) (|| || sin || ||)
|| || || ||
= + − + −ω ωB I ω ω
ω ω
ω  
At last, Equation 8 is updated by e , and the matrix 
will finally be solved by finish allowance. 
ξˆ
T
V. SIMULATION RESULTS 
The simulation of machining a huge flange is used to 
verify the developed automatic location algorithm. Let 
( , , )f x y z be the CAD model function of the huge flange, 
and assume that the functions of the cylindrical surface ( 1f ) 
and the end surface( 2f ) of the flange are parameterized by 
the following formula: 
1
1
| ( )
n
k k
i
ε −
=
= 〈 −∑ R y , |k k ki i i− 〉p x n
Input yi 
 
0 0 1( )−= −i iy R
Initialize k=0, R00=
0
0 0y p
I, p00= y    
Compute xi0 corresponding with yi0 
Compute ni0 corresponding with xi0 
Compute ε0 
k=k+1 
1( , )−k ki i=x alogrithmsOne y f
Compute nik corresponding with 
( , )k k algorithmsTwo=R p
xik 
1 1( , , )k k ki
− −x R p
1( )k k y−y R0 0
k
i i= − p
abs(1-εk/εk-1)<σ ? 
Output R, p 
Yes 
No
Fig.4. Flow chart of the localization algorithm 
93
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
2 2
1
2 2
2
1000000 0
0, 490000 1000000
f x y
f z x y
⎧ = + − =⎪⎨ = = ≤ + ≤⎪⎩
  (13) 
As shown in Fig.5 (a), tool paths on each division of the 
CAD model are generated according to the feature of the 
surface, many random points are sampled on the CAD 
model surface, and the measure points are transformed by 
the rotation matrix  and the translation matrix , which are 
assumed prior, as shown in the table 1. The transformed 
coordinate points is considered as measured points
R p
A .  
Machining surface of the workpiece is divided into 8 
subdivisions. Initial tool paths in each subdivision are 
generated on CAD model. 
Let  be the model surface B 1f  and 2f , then the 
workpiece localization model can be described as matching 
between A  and , this model is computed by Hong Tan 
algorithm[9] realized in Matlab software. The rotation 
matrix  and translation matrix  for matching the 
measured points and CAD model are obtained, as shown in 
the table 1. The plot matching result of the workpiece 
localization is shown in Fig. 5(b). The tool paths completely 
cover with the raw block so that the whole surface can be 
completely machined. 
B
1R 1p
 
Table 1: The comparison between computing result and 
accurate value 
Default accurate value Computing result 
0.9921 0.0694 -0.1045
-0.0546 0.9889 0.1384
0.1130 -0.1316 0.9848
      
      
      
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
=R  
0.9932 0.0687 - 0.1072
- 0.0499 0.9887 0.1354
0.1192 - 0.1279 0.9841
1
      
      
      
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
=R
[ ]100 80 10   =p  [ ]100.1213 79.9543 9.62381     =p
 
 
 
 
 
 
 
 
 
 
 
 
 
VI. CONCLUSION 
Based on the study of the new automatic localization 
method for machining huge workpieces, the automatic 
localization machining system has been developed. The 
automatic localization algorithm is derived by the non-linear 
least square method. The theoretical analysis and simulation 
examples show that the position and orientation of the 
workpiece frame relative to the machine frame can be 
accurately determined, and the results proved that the 
proposed algorithm is feasible for machining huge 
workpieces. 
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Abstract— The present scientific paper describes a method 
for the virtual, early commissioning of a production line and 
the challenges faced during its implementation. The method 
bases on a Hardware-in-the-Loop operation by means of a 
complete simulation of the production system. The 
implementation of the method corresponds to a software tool in 
the form of a novel platform for early testing and optimization 
of technical production software.  
I. INTRODUCTION 
RODUCTION LINES are constituted by a numerous 
quantity of components, which can be sorted in physical 
elements, such as machine tools and transport or handling 
systems, corresponding control software for the individual 
physical elements (Numerical Control, Motion Control, 
Programmable Logical Controller, Robot Control) and 
management software for the entire production facility 
(Manufacturing Execution System or MES).  
The various machineries of the production line and 
corresponding specialized control software are generally 
configured, programmed and delivered by a variety of 
different suppliers. Common practice is to integrate these 
components and test the whole system for the first time 
during the commissioning. Before then, testing the various 
technical production software programs (i.e. the various 
control programs and the MES program that belong to the 
plant) is only possible individually and separately by each 
machine producer, but not in interaction with each other and 
as a whole. Thus software errors of individual components, 
which only become visible during the configuration of the 
overall system, can first be detected during the 
commissioning phase and consequently lead to considerable 
delays at this stage. Fig. 1 shows on the upper half the delays 
that result for the start-up procedure of the MES. These 
delays can take up to 15 % of the total project duration [1]. 
Furthermore, testing the control and MES software during 
the actual commissioning does not ensure the complete 
desired function. For example, dangerous situations and 
precarious facility conditions as well as the corresponding 
reactions of the software to these cannot be tested 
satisfactorily for safety reasons.  
The prior circumstances make methods and tools 
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interesting that are known under terms such as “Virtual 
Commissioning”, “Simulation” or „Hardware/Software-in-
the-Loop“. They are based on the simulation of the 
machine’s or facility’s behaviour and can be used for the 
early commissioning [2, 3]. This allows a shorter process 
from the order to the acceptance of the plant; since the 
commissioning can be partially realized parallel to the 
construction and assembly (Fig. 1). This reduction of the 
entire process duration has clear economic advantages like 
cost reduction for commissioning and by avoiding accidental 
downtimes. 
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Fig. 1. Reduction of the commissioning time of a production line thanks to 
simulation-supported, early commissioning. 
II. DEFICITS IN THE COMMISSIONING A PRODUCTION LINE 
A. Deficits in the simulation of transport systems 
Existing software solutions for the simulation of 
production plants still show deficits that hinder a virtual 
commissioning. Usually they just allow the simulation of a 
single production machine and the testing of the control 
software of this machine. In general, auxiliary controller 
programs, which must be additionally generated, are used 
for testing the software of transport systems. The behaviour 
of the transport system is hereby simulated by estimated 
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transfer times, i.e. that if a piece is expected to move from 
position A to B and a sensor is activated at the end, the 
equivalent transfer time until the activation of the sensor will 
be determined by the auxiliary test program and the sensor 
will be activated by it after that certain time. This procedure 
results in an extensive additional work for the programmer. 
Furthermore, the auxiliary test system does not enclose the 
bus system which translates to increased restrictions during 
the testing phase.  
Software solutions allowing detailed simulation of 
transport units with jams and variable track speed in 
combination with a direct connection to the control software 
are so far commercially available only in an inadequate 
manner [2, 4]. A deficit they present is the lacking ability to 
simulate a scalable material flow in relation to diverse 
transport or handling units like robots, conveyor belts or tool 
changing systems. Consequently, testing of the control 
software for transport systems, which is mainly realized by 
programmable logical controller (PLC) programs, can only 
be carried out to a highly limited extent and with 
considerable additional work. 
B. Shortcomings of testing Manufacturing Execution 
Systems 
Another problem during commissioning occurs during 
testing of the management software. Producers of 
manufacturing execution systems have integrated the 
simplest simulations during the software development 
process to allow the test of the management software [5, 6]. 
But in these simulations the MES program is only tested 
using a highly abstracted state model of a plant. The 
detailing of the simulation is limited to estimated reaction 
times. For this reason, testing a management program is only 
possible to a very limited extent. On the one hand, the 
process cannot be visualized which means that problems 
concerning the course of the process in a production plant 
cannot be identified. On the other hand, process 
optimizations are not possible since optimization potentials 
cannot be detected due to lacking detailed simulation. In 
addition, there are no systematic error tests in the simulation 
which examine the reaction of the management program in 
regard to special test cases in the plant process. 
 Additionally, since the currently used simple simulation 
does not regard the bus system, any problems arising in the 
machines due to the bus connection cannot be anticipated. 
Following the state of the art, machine manufacturers must 
instruct PLC programmers to connect and test the busses of 
MES and machine controllers during the on-site 
commissioning. This step, which can only be executed on 
the installation site, causes as already mentioned a 
substantial delay and extensive additional efforts in 
commissioning the MES as well as the entire plant. 
Consequently, the parallelization of the commissioning of 
transport units is technically complicated. The overall 
process time can therefore not be reduced using simulation-
supported, early commissioning as is the case with 
machining centres or manufacturing cells. 
These deficits shall be corrected by the here presented 
method for a simulation-aided or virtual commissioning of 
an industrial production plant and its corresponding 
implementation. 
III. METHOD FOR THE VIRTUAL, EARLY COMMISSIONING OF 
A PRODUCTION LINE 
The main objective of the presented method is the virtual, 
early commissioning of linked machines and consequently 
of production plants. To achieve this goal the entire plant 
must be modelled. Modelling of production plants does not 
only include the simulation of individual machines but also 
the emulation of material flow, which corresponds to the 
logical behaviour of the whole system as can be seen in Fig. 
2 [7].  
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Fig. 2.  Modelling of production plants enclose the simulation of individual 
machines as well as the emulation of material flow which means the logical 
behaviour of the whole system. 
 
Thanks to a complete simulation of the entire plant by 
means of two simulation levels, namely „logical behaviour“ 
and „machine behaviour“, it becomes possible to conduct the 
virtual commissioning of the MES. The presented method’s 
approach bases on a Hardware-in-the-Loop operation at 
production line level. This involves connecting the MES via 
a real bus system to the real machine controllers and to the 
simulated production line components (i.e. transport, 
handling and manufacturing systems). Thus the management 
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program can already be tested during the development stage. 
In addition, by linking the MES with detailed machine 
models, extensive predictions can be made in regard to cycle 
time, maximum throughput and utilized capacity. This 
means, optimizations in the MES control program as well as 
in the construction can be achieved already during the 
development of the system. 
The simulation of the machine behaviour should be 
realized with a software tool that allows the modelling of a 
single machine in real-time. Real-time is in this case defined 
as the cycle time in which data is transferred between a 
numerical controller (NC) and sensor systems or actuators 
[8]. In commercially available NCs this cycle lies beneath 6 
ms. In this way, the applied software tool is able to react to 
real controller signals, then compute the behaviour of a 
simulated machine and communicate it to the controller via a 
real fieldbus within the same cycle period. Thanks to this 
hardware-in-the-loop operation, it is possible to test the 
complete operation sequence of the controller even before 
the real machine exists. 
Likewise the examination of the material flow must as 
well be calculated in real-time. For this purpose, distribution 
functions of conveyor systems and handling facilities should 
be simulated. Specifically, the behaviour of the conveyor 
system can be replicated by integrating actuators and sensors 
in the simulation of the material flow. Consequently, it 
becomes possible to simulate linked machine tools, which 
results at the same time in a still more detailed model of the 
plant. This allows commissioning, testing of the controllers 
and optimization of the control program parallel to the 
development and assembly of the production system, as is 
already the case with certain production machines. 
The essential technical functionalities required by this 
method can be summarized as follows: 
• Multi-bus capability: multi-connectivity to established 
bus systems used by machine manufacturers as well as 
transport system manufacturers. 
• Emulation of multiple linked machines as well as 
transport devices in one simulation model. 
• Workpiece flow simulation: capability to transport 
simulated workpieces through a simulated machine as 
well as through simulated transport devices. 
• Multiprocessor operability: optimum system 
performance for computing simulations by the use of 
multi-core processors. 
• Secondary communication channel: ability to receive 
instructions from a third party (external software). This 
allows a third party to trigger the testing of the 
simulated facility, the controllers and the MES software. 
In order to apply this method and facilitate the connection 
between real MES, real controllers and the virtual facility 
that allows an early testing and optimization of the technical 
production software, it is necessary to develop an innovative 
software solution. This software solution can be 
implemented in the form of a platform which will be 
described in the following chapter.  
IV. PLATFORM FOR OPTIMIZATION AND EARLY TESTING OF 
TECHNICAL PRODUCTION SOFTWARE (POET) 
The platform for optimization and early testing of 
technical production software (POET) is a software tool that 
supports the connection between a real MES, real controllers 
and a virtual system. The main functionalities of this 
innovative platform comprise monitoring and recording the 
data transfer between the MES and the controllers as well as 
the coordination of simulated scenarios and test cases. 
In order to analyse and evaluate the various software 
components, information from the data transfer between 
MES and controllers needs to be extracted. This results in 
the monitoring and recording task of the platform which 
enables not only the observation and acquisition of the 
communication in the production system but also its 
visualization (Fig. 3). With POET it ought to be possible to 
prioritize and filter the acquired information in order to 
achieve a desired graphical representation. This 
prioritization is especially important in case of a failure, 
because the user can then choose to display only the data of 
the concerned component according to the actual 
application. 
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Fig. 3.  Monitoring and recording task 
 
 Another benefit can be achieved through selective 
triggering and systematic testing of disturbances without 
endangering the production facility or people. Thus, it is 
possible to evaluate the reactions of the MES and the control 
software in regard to dangerous test cases and critical states. 
This is the second functionality of POET, namely the 
coordination of simulated scenarios and test cases (Fig. 4). 
97
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
Real
NC
Real
NC
Simulated
Machine
Simulated
Machine
Real
PLC
POET
MES
Coordination of simulated 
Scenarios and Test Cases
MES
NC
PLC
Manufacturing Execution System
Numerical Control
Programmable Logical Controller
Communication between POET and simulated facility
Si
m
u
la
te
d
Tr
a
n
sp
or
t S
ys
te
m
  
Fig. 4.  Coordination of simulated scenarios and test cases  
 
Scenarios are models that represent entire plants and take 
into account different configurations and situations. These 
scenarios can concern the mechanical configuration, the 
selected hardware and software, the parameterization and 
choice of algorithms as well as different load cases, 
workpiece spectra or malfunction and failure cases. A 
scenario comprises a demand, an outcome and could have 
diverse test cases (Fig. 5).  
The demand describes the workload of the production 
system. Therefore, it encloses the work orders, task 
schedules and NC programs which are fulfilled by the 
facility. 
A test case represents a given failure, disturbance or 
breakdown state. Therefore, a scenario without test cases 
corresponds to normal operation state that is without 
disturbances. Furthermore, a test case can be configured 
describing its conditions and its effect. A condition is a 
requisite that has to be fulfilled so that a failure occurs. Such 
a requisite can be the assumption of a certain state, a feature, 
a number or the time. For example, a virtual production 
system can come into an inoperable state due crossing of an 
optical barrier, a tool fracture at a predefined time or a tool 
fracture after the production of a certain number of 
workpieces. The effect –the failure itself – can be described 
by the configuration of sensors and actuators. 
The output includes data protocols, the time and 
simulation variables to be observed. During the tests of the 
technical production software for functionality and for 
appearing failures, POET records the data transfer between 
MES and the controllers. The recorded data is collected in a 
database. In addition, the corresponding date and time is 
filed together with the data protocol, so that a chronological 
analysis can be made. Afterwards, it is possible to 
graphically illustrate the interrelationship of the chronology 
of the recorded data telegrams on the user interface of 
POET. During the simulation process the user could have 
interest in the current state of some simulation variables. For 
that reason, the user also has the possibility to select and 
observe the desired variables on the user interface of POET. 
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Fig. 5 Scenario structure. 
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Finally the platform provides the option to store all these 
different scenario configurations in a library. This library 
makes the subsequent work with the platform easier for the 
user. On one hand, this predefined information serves as 
templates in the generation of new test cases and thus 
accelerates the configuration phase; on the other hand, the 
library serves later as a basis for future tests and avoids so 
repetitive activities. 
Fig. 6 shows the software architecture of the platform. 
Here the main software elements can be identified, which 
are a real-time capable software module for the execution of 
the test cases, a monitoring module and a user interface 
plug-in that have to be integrated in different areas of the 
simulation tool. The real-time software module must be 
embedded in the real-time simulation core, together with the 
virtual system. The user interface and the monitoring module 
are plug-ins in the non-real-time part of the simulation 
system. The former enables the users to configure the 
scenarios and to observe the results graphically while the 
latter records the system’s data transfer. 
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Fig. 6. Software architecture of POET. 
V. CHALLENGES IN THE IMPLEMENTATION OF POET 
The implementation of such a platform involves 
understandably diverse technical challenges. 
The communication between MES and different control 
systems is not standardized. This means diverse 
communication protocols are used depending on the kind 
and producer of the control system, such as RPC, TCP/IP, 
DCOM, among others. For this reason, monitoring the data 
transfer directly at the fieldbus would require a protocol-
specific module. This situation hinders consequently the 
implementation of a generalized monitoring module. To 
avoid this problem the data logging must be carried out 
either directly in the MES or by accessing the file transfer at 
direct numerical control (DNC) level. The first solution 
requires unrestricted access to the MES, which is in most 
cases not possible for end users and could, therefore, just be 
implemented by the MES producer itself. Consequently, the 
second solution is more adequate for a universal 
implementation.  
Another complexity that arises in the implementation of 
the presented method is a fully automated scenario 
generation and analysis, that is without any human 
intervention at all. This is practically not possible. Therefore, 
an automated scenario generation can be implemented to a 
certain extent. User intervention is initially necessary to 
appoint the test cases specification, which serves as a basis 
for the scenario generation and reaction analysis. 
Additionally, in order to be able to execute multiple test 
cases automatically and in sequence, it is necessary to 
reconstitute the initial situation at the disturbed machine. 
This means the state prior to the occurrence of a failure must 
be restored before another test case can be performed.  
A further requirement for the truthful functioning of this 
method implies the synchronization of all the involved 
hardware devices as well as the deterministic quality of the 
implementation.  The deterministic property is achieved by 
implementing the real-time capable software module and 
assures together with the synchronization the reliability of 
the software reaction analysis. 
VI. APPLICATION AREAS 
The presented method and the related software tool enable 
the potential users to test an entire production plant. The 
application of this tool is of advantage in various cases:  
High-risk commissioning 
For example, defective software could cause considerable 
detriment if operating large-scale facilities like presses, since 
heavy masses are moved and enormous forces are generated 
that could damage the entire plant in case of faulty control.  
Commissioning of custom-made plants 
Mechanical engineers and plant manufacturers who 
construct systems mainly according to customer’s 
specifications have to generate software individually and, 
therefore, cannot only resort to a library with already tested 
software modules, but must adapt these to the customer’s 
specification. In this case a simulation-supported, early 
commissioning of the software would make sense. 
Benefits during the design of a production system 
During the design of a production system the exact 
processing time of individual workpieces or of overall 
production lots is hardly predictable. With a high-precision 
simulation, the processing times and, subsequently, the plant 
capacity can be determined much more accurately. This 
offers significant advantages to the system manufacturer as 
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well as to the future user. The manufacturer can provide 
reliable arguments during the acquisition and marketing; the 
user has a better data quality of the product-specific process 
plans, which has far-reaching effects on operative functions 
of the plant like production or setting up planning. 
Benefits during the construction and early 
commissioning of a production system 
During the early commissioning of the MES, potential 
error sources in its control software can be identified when 
various machines and transport systems are connected. 
During the early commissioning of the machine 
controllers, their software can be tested on real controller 
hardware while they receive real work orders and real NC 
programs from the MES. This enables the recognition of 
potential error sources.  
Thanks to the simulation of different algorithms in the 
MES software, an optimization of the flow rate of the 
production plant is possible. Various scheduling and 
configuration algorithms can so be assessed in regard to their 
performance in a concrete production plant and do not have 
to be analyzed abstractly. Furthermore, an evaluation of 
different configurations and parameterizations becomes 
possible. This applies to the software in the MES level as 
well as to the soft- and hardware of the controllers. In a 
simulation environment several parameterization variants 
can be tested and evaluated. 
Benefits for the user of a production system 
In relation to software updates for an existing production 
system, regression tests in a real-time simulation 
environment will be possible with POET. Thus managing 
modifications is facilitated and secured. When new software 
versions are installed into the real system, much shorter 
downtimes will occur. Consequently, the customer achieves 
a higher production. 
Having the possibility of a true-to-detail simulation offers 
also other profits for the user of a production plant. For 
example, modifications on individual workpieces have an 
effect on the output of a plant just as a complete change in 
the product spectrum does. When changes due to outside 
influences are to be made, consequences can so far only be 
estimated based on the experience of the staff. With the 
simulation of an existing plant under the assumption of new 
products and the related changes in NC programs, lot sizes 
and work order demand, the new output can be 
systematically calculated and early decisions can be taken. 
Thus the simulation results are also important and useful for 
economic and strategic assessments. 
VII. SUMMARY 
A crucial current deficiency in development, 
commissioning and optimization of production systems with 
linked machines is the possibility to test single components 
without having their physical connection to other 
components. Testing and commissioning of complex 
technical production software is so far only partially possible 
before the plant is completely constructed and all its 
components connected. Consequently, the full functionality 
of the code can only be tested or verified in a completely 
installed system. The method described in this paper and the 
related software implementation aim to solve these deficits. 
Summarized they provide following benefits:  
• Operability of the controller and the MES software can 
be tested already at an early stage. Dependency on the 
physical completion of the plant is not so strong or no 
longer existent. 
• Likewise the connection between controllers and MES 
computer can be established and verified already during 
the engineering process using the comprehensive 
simulation of the plant. 
• Reactions of the controller and the MES software to 
dangerous situations can be tested with a simulation 
model. Thus extreme tests are possible which cannot be 
executed in reality. 
• Innovative optimization methods can be tested and 
evaluated using virtual systems. Different algorithms 
allow diverse criteria like workload or the processing 
time to be optimized. Extensive experiments for the 
optimization of such criteria are rarely possible in real 
systems because of the costs involved.  
Summing up, this method and its implementation allow an 
optimization and early testing of production software that 
can be used for simulation-aided, early commissioning of 
production systems and thus lead to shorter total 
commissioning time.  
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Abstract—The paper presents the results of the European 
joint research project NEXT where a configuration 
methodology and software tool – a configurator – have been 
developed that supports the configuration of machine tools and 
manufacturing systems, the visualisation of the 3D layouts, and 
the calculation of several technical and economic attributes in 
order to provide data for life cycle analysis and business model 
evaluation. The configurator has been specially developed for 
the use of salesmen of machine tool builders or system 
integrators. 
I. INTRODUCTION 
ODAY numerous companies provide product 
configurators with which the customers can search for 
products of required features, customise the products via the 
selection of various options, then they may get immediate 
price offers or may directly contact dealers for detailed 
quotes. Typical product examples are cars, computers, 
network systems, where the products are well customisable 
having many options the customers may chose from  [1]. 
Such configurator software tools are available online or only 
used by the salesmen. The product configurators help the 
companies to simply improve their guided selling, or, in 
more complex cases, they are integrated in the build-to-order 
businesses, help to manage product complexity, support the 
supply change management, and facilitate the marketing. 
Some manufacturing system providers use configurators 
as well; examples are  [2],  [3], or  [4]. Even some pioneering 
machine tool builder companies already apply configurators; 
a good example is  [5]. The configurators used in the 
manufacturing industry can be considered rather as layout 
design tools than sales supporting or business model analysis 
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tools. In the metal-cutting machine tool industry we could 
not find any examples of configurators that support the 
guided selling or could provide data for product life cycle 
analysis or for the analysis of various business models. 
Although metal-cutting machine tools (such as lathes, 
milling machines, or grinding machines) or electro-discharge 
machines are not so customisable products as computers, 
there exist several technical and non-technical options from 
which the customer can select. In addition, there could be 
several requirements and constraints to be satisfied. 
Moreover, the capabilities of machine tools are very wide 
today, that means that the same workpiece can be machined 
on different machine tools. Furthermore, not only the price 
but, e.g., the costs and maintainability parameters are also 
needed for accurate life cycle analysis and business model 
evaluation. Thus, the selection and specification of machine 
tools or manufacturing systems composed of machine tools 
could become a difficult problem. This opens space for the 
development of a machine tool and manufacturing system 
configurator. 
In the framework of the European joint research project 
entitled “Next Generation Production Systems” (acronym: 
NEXT) a working group was initiated in order to research 
new business models, develop methodologies, guidelines, 
and software tools that support the planning, configuration, 
life cycle oriented analysis of manufacturing systems and 
value-added services, and facilitate the dissemination of new 
business models in the machine tool industry  [6],  [7],  [8], 
 [9],  [10]. Within this working group we have developed a 
technology oriented configuration methodology and 
software prototype – hereinafter the “Technical 
Configurator” – to support the fast configuration of machine 
tools and manufacturing systems, the visualisation of the 3D 
layouts, and the rapid calculation of specific attributes for 
economic and environmental evaluations. This paper 
describes the main features of the Technical Configurator 
and presents some industrial examples of its application. 
II. CHARACTERISTICS OF THE TECHNICAL CONFIGURATOR 
A. Needs for the Configurator 
The needs for the Technical Configurator were the 
following: Easy configuration tool to be used in the early 
stages of the order management process; Agile 
communication and understanding between machine tool 
builder and end-user; Visual tool to be used by commercial 
people operating in innovative business environments; Easy 
and rapid configuration of systems. 
Development of a Machine Tool and Manufacturing System 
Configurator 
I. Németh, J. Püspöki, G. Arz, S. Marvulli, A. Merlo, J. A. Arrieta, I. Ricondo, and F. Molina Benitez 
T 
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B. Main Functions 
The main functions of the Technical Configurator are to 
support the user to select from a set of predefined machine 
tools, accessories, auxiliary systems and technical service 
options provided by the machine tool builder companies and 
to configure manufacturing system solutions (Fig. 1).  
CONFIGURATOR
Search
Configuration
Calculation
Visualisation
Configured Manufacturing 
System Alternatives
Machine Tools
(e.g. lathes, milling 
machines, machining 
centres, grinding 
machines, EDMs)
Accessories
(e.g. rotary tables, 
turrets, chucks, tool
changers, milling heads, 
grinding heads)
Service Options
(e.g. telemaintenance)
User’s 
requirements
Auxiliary Systems
(e.g. robots, conveyors)
 
Fig. 1.  General configuration scheme of the Technical Configurator. 
 
More specifically, the Technical Configurator supports the 
user in the following tasks: 
-- Search in the database of machine tools, accessories 
and auxiliary systems. 
-- Configuration of manufacturing system alternatives, 
where the user selects machine tools and other system 
components and configures their properties. 
-- Calculation of specific attributes of the configured 
manufacturing system alternatives to be used by the life 
cycle economic evaluation tool developed within the same 
working group of the project NEXT  [10]. 
-- Visualisation: creation of the 3D models of the 
configured machine tools and manufacturing systems and 
performing simple motion simulations to demonstrate their 
capabilities. 
C. The Software Platform 
The Technical Configurator is running under a Microsoft 
Windows operating system where the .NET Framework 2.0 
(or higher) is installed. The databases have been 
implemented in Access 2003 relational databases. The 3D 
modelling and visualisation have been implemented in the 
Visual Components 2009 simulation environment  [11]. 
D. Machine Configurators and the System Configurator 
The Technical Configurator includes several machine 
configurators and a system configurator. The machine 
configurators support the search, selection, and 
configuration of machine tools and/or auxiliary systems 
available in the database. Each machine configurator 
provides a configuration form that is a graphical user 
interface where the user can configure the required machine 
setup by assigning values to the so-called configuration 
parameters, such as machine series, strokes, CNC type, feed 
rate, spindle speed, existence and type of accessories (e.g., 
tool store size, number and type of turrets or milling heads) 
and so on. The machine configurators calculate the so-called 
machine level attributes (see below) and are able to create 
the 3D models of the configured machines. The machine 
configurators may run within or without Visual Components, 
so if the user only wants to calculate the machine level 
attributes without 3D visualisation capabilities, then he does 
not need to have Visual Components. 
The system configurator supports the configuration of 
manufacturing systems where the user can build the 3D 
layout of the system composed of one or more machine tools 
and one or more auxiliary systems. Within the system 
configurator all the machine configurators may also be used 
and the resulted 3D models together with the calculated 
attributes can be imported. Moreover, it is possible to import 
the 3D models of any third party machines and assign 
attribute values to them interactively. The system 
configurator is only functioning within the Visual 
Components environment, i.e., at least a very simple Visual 
Components (3D) representation of every machine or system 
element is needed. The system configurator calculates the 
so-called system level attributes (see below). 
E. Manufacturing System Elements 
The Technical Configurator currently includes the 
following elements from which the manufacturing systems 
can be configured: 
 
1) Machine Tools 
Machine tools are the most important elements. The 
following machine tool types are in scope: 
-- Lathes, milling machines, turning centres, machining 
centres, and mill-turn centres. 
-- External universal grinding machines. 
-- Wire and die sinking electro-discharge machines 
(EDMs). 
 
The formulation of the libraries of the metal-cutting 
machine tools is based on the machine tools of the Danobat 
Group, and that of the EDMs is based on the machine tools 
of the company Ona Electroerosion. These two companies 
are the major industrial partners of the actual working group 
of the project NEXT. 
 
2) Machine Tool Accessories 
The Technical Configurator includes the following 
accessories: 
-- Turning machine accessories: chucks, turrets, slides, 
and measuring devices. 
-- Milling machine accessories: milling heads, spindles, 
pallet changers, tool changers, tool stores, tables, measuring 
devices, fixtures, and swarf conveyors. 
-- Grinding machine accessories: wheel heads and 
grinding wheels. 
-- EDM accessories: electrodes, tool changers, and heads. 
 
3) Service options 
The services currently are limited to technology oriented 
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services, such as maintenance or teleservice. 
 
4) Auxiliary systems 
The auxiliary systems include the machinery serving the 
machine tools, such as material handling systems and chip 
handling systems. Configurators for general purpose 
conveyors and milling tables have been developed within the 
Technical Configurator. In addition, any third party 
machinery - e.g., robots or external machine tools - can be 
added via the system configurator where the user may define 
the necessary attributes. 
III. ATTRIBUTES CALCULATED BY THE CONFIGURATOR 
In order to evaluate different manufacturing systems from 
economic and environmental aspects, the manufacturing 
systems are characterised by some attributes indicating their 
specific characteristics. The attributes have been defined in 
three levels: component, machine, and system level. 
A. Components Level Attributes 
Components include the structural components and the 
accessories of machine tools, e.g., basements, slides, spindle 
heads, motion units, tool changers, turrets, milling heads, 
control system, etc. (for further details see Section  IV.A). 
The following component level attributes have been defined: 
cost, mean time between failures (MTBF), mean time to 
repair (MTTR), and mass. The component level attributes 
are retrieved from databases. We note here that the user has 
the freedom to define specific formulas in the component 
databases that calculate the component attributes in the 
function of configuration parameters (see below). 
B. Machine Level Attributes 
Machine level means the machine tools and the machines 
of the auxiliary systems {see Sections  II.E.1) and  II.E.4)}. 
The following machine level attributes have been defined: 
cost, price, MTBF, MTTR, mass, floor occupation, utilities 
consumption (energy, water, gas, and air), consumables 
consumption (oil, fluid, and tools), waste rate, production 
throughput, number of needed operators, and skills level of 
needed operators. The attributes cost, MTBF, MTTR, and 
mass are either simply retrieved from databases, or they are 
calculated from the attributes of the machine components. If 
the machine level attributes are calculated from lower level 
component attributes, then the formulas to calculate the total 
production cost (C) and the total mass (m) of the machine 
are the following: 
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are the production cost in [euro] and mass in [kg] of 
component i, respectively, whereas k is the number of 
components. Ci and mi are retrieved from the databases of 
the Technical Configurator. 
The machine level MTBF and MTTR are calculated as 
follows: 
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where ),,13 ni p(pfMTBF L=  and ),,14 ni p(pfMTTR L=  
are the MTBF and MTTR values of component i in hours 
[h], respectively, whereas k is the number of serial 
components. MTBFi and MTTRi are retrieved from database. 
The actual values of Ci , mi , MTBFi , and MTTRi in (1)-(4) 
are determined by configuration parameters p1 to pn where n 
is the number of such configuration parameters whereas the 
functions f1 , f2 , f3 , and f4 are defined by the user in the 
databases. 
The floor occupation is measured in the 3D modelling 
space of Visual Components. 
The attributes price, utilities consumption, consumables 
consumption, waste rate, production throughput, number of 
needed operators, and skills level of needed operators can be 
defined by the user for the configured machine after 
configuration time. We note here that another working group 
of the project NEXT is dealing with the research of the 
estimation of energy consumption and environmental 
evaluations where the resulting calculation methods can be 
used to calculate the utilities and consumables consumption. 
C. System Level Attributes 
System level means the machinery configured via the 
system configurator. The machine tools at system level can 
be linked in serial or parallel configuration connected by 
conveyors, robots or other auxiliary systems. Just as the 
machine level attributes, the following system level 
attributes have been defined: cost, price, MTBF, MTTR, 
mass, floor occupation, utilities consumption (energy, water, 
gas, and air), consumables consumption (oil, fluid, and 
tools), waste rate, production throughput, number of needed 
operators, and skills level of needed operators. The attributes 
at system level are calculated from the machine level 
attributes of the machines included in the system. 
The formulas to calculate the attributes cost, mass, as well 
as price, utilities consumption, consumables consumption, 
and the number of needed operators are similar to (1) and 
(2), i.e., such system level attributes are summed up from 
machine level attributes. 
The attributes MTBF and MTTR are similar to (3) and 
(4), respectively, in the case of serial systems or subsystems. 
In the case of a parallel system or subsystem the system 
level MTBF is calculated as follows: 
[ ]h       1_ ∑
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MTBFMTBF , (5) 
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where MTBFi_par is the MTBF in [h] of a single machine 
of the parallel group, where the following assumptions 
apply: a) the machines are in steady-state; b) all the n 
machines are active redundant and identical (there are no 
redundancy units); c) at least k out of n machines have to 
function for the system to function; d) failures result in a 
renewal process. In the case of a parallel system or 
subsystem the system level MTTR is calculated as follows: [ ]h        _ pariMTTRMTTR = , (6) 
where pariMTTR _  is the MTTR of a single machine of the 
group of parallel machines where all the machines are active 
redundant and identical. 
The floor occupation of the system can be measured in the 
3D environment if the spatial layout of the machine system 
is arranged by the user. 
The waste rate of a manufacturing system (W) with 
machines in series is calculated as follows: 
( )∏
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∈−−=
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i
ii WWW
1
1,0     ,)1(1 , (7) 
where Wi is the waste rate of machine i, and n is the 
number of machines in series. The waste rate of a 
manufacturing system (W) with machines in parallel is 
calculated as follows: ( )1,0     ,1 ∈=…==…== ini W W   W    WW , (8) 
where Wi is the waste rate of machine i in the system (all 
machine are identical), whereas n is the number of machines 
in parallel (hypothesis: all the parallel machines have the 
same waste rate). 
The production throughput of a manufacturing system 
(TH) with machines in series is calculated as follows: 
TH = min (TH1, TH2, … THn)        [parts/sec], (9) 
where THi is the throughput of machine i in [parts/sec], 
whereas n is the number of machines in series. The 
throughput of a manufacturing system (TH) with machines 
in parallel is calculated as follows: 
TH= THi*n           [parts/sec], (10) 
where THi is the throughput of machine i in [parts/sec], 
whereas n is the number of parallel machines (hypothesis: all 
the parallel machines have the same throughput time). 
The skills level of the operators of a manufacturing 
system can be calculated as the average of the skills level of 
the single machines composing the system. 
IV. INPUT DATA OF THE TECHNICAL CONFIGURATOR 
The Technical Configurator handles three sorts of input 
data: attributes data, configuration data, and 3D models. 
Attributes data are necessary to calculate the attributes cost, 
mass, MTBF, and MTTR. Attributes data also include the 
calculation formulas that are stored in the databases so that 
the user can define/modify them. Configuration data are 
necessary to define the configuration parameters used on the 
configuration forms. The user can always change the values 
of the configuration parameters in the databases. In several 
cases the number and the type of the configuration 
parameters can also be defined/modified. Attribute and 
configuration data are stored in MS Access relational 
databases where complex relations and queries can be 
defined between the attributes data and the configuration 
data. The 3D models are necessary to retrieve or build the 
3D models of the configured machines or machine systems. 
The 3D models have been built within Visual Components. 
A. Component Data 
Component data contain all the geometric and non-
geometric data of the components of the machine tools and 
auxiliary systems. Moreover, service options are also 
considered as components. Component decompositions have 
been carried out for the machine tools and auxiliary systems 
for which machine configurators have been developed. The 
components of the machine tools are (1) the major structural 
components from which the machine tools are built up (e.g., 
basement, moving column, ram, headstock, etc.) and (2) the 
accessories that are used to configure a machine tool setup 
(e.g., workpiece holder, workpiece loader, turret, rotary 
table, tool changer, milling head, pallet changer, etc.). The 
use of the component data is twofold. On the one hand, the 
machine level attributes are calculated from the attributes of 
these components. On the other hand, in same cases, the 3D 
models of the machinery are composed of the corresponding 
3D models of the components. 
The components of the auxiliary systems are the major 
structural components of the auxiliary systems and their 
accessories. To take the system manageable only the most 
important auxiliary systems have been decomposed. For 
instance, third party robots have not been decomposed in 
order to calculate their attributes or build their 3D models 
from lower level components. On the other hand, modular 
conveyors and general milling tables have been decomposed 
in a certain extent and configurators have been developed 
from them. 
B. Machine Data 
Machine data include the attributes data, configuration 
data, and 3D models of the machine tools and auxiliary 
systems provided by the machine tool builders. In simple 
cases the attributes data are defined in relational data tables 
where the machine level attributes are directly determined by 
the configuration data. In more complex cases the machine 
level attributes are calculated from component attributes. In 
such cases the machine configurators use the component 
data presented above. 
The 3D models of machines are either complete machine 
models or basic structural models to which the 3D models of 
the components are assembled automatically by the machine 
configurators during configuration time. The 3D models are 
parametric so that, for instance, the configurators can easily 
handle the dimensional variations when the user selects 
different working envelopes. In addition, the 3D models are 
active in the sense that the user can perform some motion 
simulation on them - e.g., a simple motion script is written in 
each machine tool model that moves the machine tool axes. 
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We note here that in another working group of the project 
NEXT we have developed an NC simulator to parse the NC 
codes and animate the machine tool motions. 
V. MACHINE CONFIGURATORS 
Within the Technical Configurator suit 14 machine 
configurators have been developed for the following 
machines: 
-- One configurator for the universal horizontal lathes of 
Danobat (series TCN). 
-- One configurator for the horizontal lathes for 
automotive industry of Danobat (series NA). 
-- Four configurators for the milling centres of Danobat 
Group (series TA, TA-A, TA-D, and FS). 
-- One configurator for the high speed milling machines of 
Danobat (series DS). 
-- One configurator for the external and universal grinding 
machines of Danobat (series HG and UG). 
-- One configurator for the die sinking EDMs of Ona 
Electroerosion (series NX). 
-- Two configurators for the wire EDMs of Ona 
Electroerosion (series AE and AX). 
-- Two configurators for the configuration of generic 
horizontal and vertical rotary tables, respectively. 
-- One configurator for the configuration of generic 
conveyor assemblies from predefined modules. 
 
A configuration form and specific databases belong to 
each of these machine configurators. We note here that since 
the Technical Configurator is a software prototype and result 
of a research project, we developed the machine 
configurators to demonstrate various possibilities. The 
configurators reflect the complexity and variability of the 
products to be configured. Some of the configurators are 
very simple having only a few configuration parameters, 
thus simple databases and simple 3D models belong to them. 
On the other hand, some of the configurators are very 
complex (e.g., that of the milling centres): there are many 
configuration parameters, moreover, the machines are 
decomposed to lower level components in order to estimate 
more accurate attributes (cost, MTBF, MTTR, space 
occupation, and mass) in the function of the configuration 
parameters. This implies the complexity of the related 
databases (there are many relational data tables and queries) 
and the complexity of the 3D models that are built 
automatically from lower level components according to the 
configuration parameter settings. 
Furthermore, the machine configurators have been 
developed with different level of future adaptability. The 
structure of some configurators is simple, that means the 
type and the number of the configuration parameters on the 
configuration forms are fixed (hardcoded). On the other 
hand, some advanced configurators enable the user to 
change the type and the number of the configuration 
parameters and define the corresponding attribute calculation 
methods in the related databases. 
A. Example 1: Configurator for Grinding Machines 
Fig. 2 shows the configuration form developed for the 
external and universal grinding machines of Danobat. Here 
the user can select the type of the machine, the type of the 
CNC, the wheelhead configuration, the number of 
wheelheads, specify each wheelhead by its diameter, width, 
and power, specify the length, diameter, and weight of the 
workpiece to be grinded, etc. The values of these 
configuration parameters should be defined in an MS Access 
database, so the user may define even a new series of 
grinding machines. On the top of the configuration form the 
calculated machine level attributes of cost, MTBF, MTTR, 
and mass are displayed (note that the values in Fig. 2 are not 
accurate because of confidentiality reasons). The user may 
define the other machine level attributes (utilities and 
consumables consumption, waste rate, throughput, etc.) by 
defining values via a subsequent dialogue window. The 3D 
model (Fig. 3) of the configured machine can be seen in a 
3D viewer, or, if the configurator is called from the system 
configurator, it can be directly loaded into the system 
configurator together with the calculated attributes. 
 
Fig. 2.  Configuration form of external universal grinding machines. 
 
 
Fig. 3.  3D model of a configured grinding machine. 
B. Example 2: Generic Conveyor Configurator 
The generic conveyor configurator supports the user in 
building up conveyor assemblies from lower level basic 
units - such as linear, arc, and T-form - and/or from basic 
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parametric layouts - such as closed loop, ladder, and combed 
(Fig. 4). The user may define several conveyor types with 
attribute values, configuration parameter values (width, 
length, height, arc angle, number of teeth, etc.), and 3D 
models in a database. Then via the configuration form the 
user selects the conveyor type, specifies the configuration 
parameters, and builds up the layout in 3D. Meanwhile the 
machine level attributes are calculated for the complete 
conveyor assembly. 
   
             Closed loop                          Ladder                           Combed 
Fig. 4.  Basic parametric conveyor layouts. 
VI. EXAMPLE OF SYSTEM CONFIGURATION 
This section demonstrates the use of the Technical 
Configurator to configure a complete manufacturing system. 
The test case is an existing railway axle manufacturing 
system of Danobat. For the configuration of this system both 
the machine configurators and the system configurator have 
been used. Fig. 5 presents the 3D model of the results. The 
machines involved in this system are the following: a special 
machine for ends machining; a lathe for rough turning 
(TCN16-2C-2T); three lathes for finish turning (TCN16-2T); 
a grinding machine for finishing the axle ends (HG-92-3000-
2A2); three gantries and five conveyors for transfer and store 
workpieces. 
 
Fig. 5.  3D model of a configured manufacturing system. 
 
We configured the lathe for rough turning, the three lathes 
for finish turning, the grinding machine, and the five 
conveyors with specific machine configurators we developed 
before. These configurators were able to calculate the 
attributes cost, mass, MTBF, and MTTR. We defined the 
other machine level attributes via the configurators. These 
configurators are also able to create the 3D models, so we 
loaded the created 3D models together with the attributes 
into the system configurator. Since the three finishing lathes 
are working in parallel, via the system configurator we 
defined these three machines to form a parallel subgroup. 
Since machine configurators have not been developed for 
the special machine for ends machining and for the gantries, 
we made simple 3D models with the main dimensions and 
simplified structural layouts of these machines and defined 
all the machine level attributes within these 3D models via 
the system configurator. 
Finally, when the attributes of all machines had been 
defined, we could calculate the system level attributes. The 
results are shown on the bottom left side of Fig. 5 (note that 
the numbers in the figure are not accurate because of 
confidentiality reasons). 
VII. CONCLUSION 
The Technical Configurator supports the fast 
configuration of machine tools and manufacturing systems 
and the calculation of specific attributes for further economic 
and environmental evaluations. A well structured 
configuration methodology and a tested software tool have 
been worked out which can simplify and shorten the quoting 
process and facilitate the involvement of the end-users in a 
much easier and more effective way than before. Moreover, 
an electronic 3D catalogue of machine tools and accessories 
has been made available which, besides the 3D evaluations, 
can also be used for marketing purposes. 
The Technical Configurator is a software prototype: we 
developed it in the framework of a European joint research 
project. It has been tailored for the industrial partners 
involved in the research work. Our Technical Configurator 
can provide a solid base for the development of an advanced, 
more generic, commercial configurator to be used in the 
machine tool industry. 
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 
Abstract—This paper presents a novel multi-objective 
optimisation model for product modularity. At the heart 
of the model is a specially designed multi-objective 
grouping genetic algorithm (MOGGA). In a single 
optimisation run, the MOGGA is able to produce a 
whole set of Pareto-optimal solutions that represent a 
good coverage of the trade-off surface. Trade-off analysis 
is then used to explore the solution set and choose a 
suitable solution. To support this process a product 
modularisation objective hierarchy is used, which is 
based upon the principles of the analytical hierarchical 
process (AHP). By changing the preferences at the 
various levels of the hierarchy corresponding solutions 
can be visualised in real time using radar plots. By 
exploring the solutions in this manner the decision maker 
is then able to make a more informed decision on the 
most suitable modular structure for the product 
 
INTRODUCTION 
Traditional product structuring tends to create a hierarchical 
product architecture split into sub-assemblies for the purpose 
of convenient assembly.   
Alternatively, product modularity is seen as a 
product structuring concept, in which the product system is 
decomposed into smaller more manageable chunks 
(modules) to enable any number of strategic advantages, 
such as increased product variety at lower costs, 
outsourcing, reduced order lead-times, decoupling of design 
and assembly tasks, ease of product upgrade and change and 
ease of service and recycling.  Modularity therefore 
represents an important means of improving competitive 
advantages in fast growing and changing markets 
Although the basic principles of product modularity 
have been well studied there have been few computerised 
models created to guide the product modularisation process 
under these multiple (potentially conflicting) objectives. The 
models that exist use clustering algorithms or simplistic 
(aggregate objective based) grouping algorithms. These 
models do not provide a true multi-objective optimisation 
and hence can not guarantee that truly (Pareto) optimal 
solutions can be found. Furthermore, they do not provide a 
suitable means of performing trade-off analysis to explore 
alternative solutions. 
I. LITERATURE 
The literature surrounding modularity is diverse and large, 
with researchers approaching modularity from various 
viewpoints. Modularity has hence been given many 
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definitions over the years and a large range of measures, 
methods and techniques have been created in the attempt to 
guide the development of modular product architectures.   
Generally speaking one can see a kind of general 
convergence towards the seminal works of Ulrich and Tung 
(1991), who define modularity in terms of two 
characteristics of product design: similarity between the 
physical and functional architecture of the design and the 
minimisation of incidental interactions between physical 
components.  
The first part of Ulrich’s (1991) definition, relates 
product modularity to product functions. Similar 
perspectives on modularity can be seen in other works 
(Stone et al (1999), Baldwin and Clark (1997),  Kusiak and 
Huang (1997), Sanchez (1999), Suh (1990) and Pahl and 
Beinz (1984) and Jiao and Tseng (1999). Following these 
works, product architecture is defined by the way in which 
functional elements correspond to physical components. 
This definition implies that a complex product can be 
decomposed into clearly defined functions and that each 
function can be mapped to physical components. The 
product architecture is said to be modular when it exhibits a 
one to one mapping between functional and physical 
elements. In a modular product functions are less integrated 
(spread among components), so different customer needs 
can be addressed by different modules, allowing a mix and 
match of modules to enable product variety at low costs 
(Ulrich (1991), Pahl and Beinz (1984)).  
The second of part of the Ulrich’s seminal 
definitions of modularity, views modularity in terms of the 
interaction and interface complexity (coupling) between 
components.  Other works also support this idea (Ericsson 
and Erixon (1999), Newcomb et al (1996) , Gu and Solace 
(1999), Gershenson et al (1999), Sanchez (2000), Mikkola 
(2003), Kusiak (1997)). Interactions can be seen as the 
physical and functional relationships between the product’s 
elements (components). Obviously, there is a need to reduce 
the number and complexity of these interactions between 
modules. This will reduce design dependencies, reduce 
assembly complexity and can be used in the pursuit of  ‘plug 
in- plug-out’ or inter-changeable modules to create a large 
number of product variants at low cost.  
Other researchers have chosen to include other 
product lifecycle based aspects into their definitions of 
modular products. Gershenson et al. (1999) view modularity 
from a whole life-cycle viewpoint. Their methods have been 
used in pursuit of service (Gershenson and Prasad, 1997b), 
manufacturing (Gershenson and Prasad, 1997a), retirement 
(Zhang et al, 2001) and assembly (Gershenson et al, 2007) 
based modularity. Similarly, the bodies of work by (Gu and 
Solace (1999), Iksii et al (1996) and Newcomb et al (1996)) 
also see modularity as a means of improving various product 
life cycle goals. 
In regards to actually creating a modular product, 
over the last two decades there have been numerous 
Product Modularity: A Multi-Objective Optimisation Approach 
Mike Lee1, Keith Case1 and Russell Marshall2 
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frameworks and methods developed to create optimal 
modular product architectures. The majority of these 
methods pursue a ‘bottom-up’ approach in which low-level 
product elements (components) are grouped to form larger 
product element (modules). The rationale for grouping has 
been seen to vary considerably, from a more technical 
perspective such as functional and physical interactions to a 
more strategic focus such as the similarity between various 
lifecycle attributes such as service and reliability, reuse and 
recycling, product variety, outsourcing, etc.   
 Pimmler and Eppinger, 1994 use a clustering 
approach based on functional interactions between 
components.  Single objective mathematical optimisation 
models have also been developed; such as the method of Gu 
and Sosale (1999) who have developed a heuristic and non-
linear optimisation model to optimise a weighted sum of 
numerous lifecycle objectives. Similarly Kreng (2004) uses 
a non-linear optimisation GA based weighted sum approach 
to modularise to a number of strategic modular drivers and 
functional/ physical interactions. Manual heuristic based 
methods have also been developed. Erixon and Ericssion’s 
(1996) Modular Function Deployment (MFD) uses a 
comprehensive list of modular drivers which can be used to 
evaluate candidate modules.  Stone et al (2000) work from a 
functional basis using energy, signal of material flows 
between components and use a set of heuristics to form 
modules.  
II.  OVERVIEW OF THE FRAMEWORK 
 
Despite the range of developed techniques there are still 
problems to be solved. Trying to modularise a product with 
respect to multiple lifecycle objectives can be complex and 
laborious, as there are often a huge number of potential ways 
to partition a product’s architecture into modules. Most of 
the developed methods tend to be too ambiguous, non-
repeatable or cannot handle multiple objectives in an 
appropriate manner.  
To address these problems a more holistic computer 
aided modularity optimisation (CAMO) framework has been 
developed that can be used to optimise modularity for 
multiple objectives in a methodological and repeatable way. 
The main contributions of the framework are: 
 
 A ‘modularisation hierarchy’ which cleanly and clearly 
spans the whole of the product lifecycle. Based upon the 
numerous modularity drivers present in the literature, a 
reconciled set of modularisation objectives has been 
arranged into an hierarchy- which can be seen in figure 
1. In total six modularisation objectives have been 
identified, for each of the objectives, the modularisation 
goals have been defined and evaluation guidance 
developed.  
 
  A novel multi-objective grouping genetic algorithm 
(MOGGA) for product modularisation. Unlike 
previously developed algorithms the MOGGA provides 
a true multi-objective approach to product 
modularisation and will generate a whole set of Pareto-
optimal solutions in one single run.   
 
The CAMO framework has five main steps: 1) 
product decomposition 2) Interaction analysis 3) formation 
of modular architectures. 4) Analysis of modular 
architectures and 5) improvement of modular architectures. 
See figure 1. For an overview. 
In summery, the framework uses a matrix based 
approach to represent the various dependencies and strategic 
similarities that occur between a product’s components.  A 
specially designed multi-objective grouping genetic 
algorithm (MOOGA) is used to search the various matrixes 
and produce a whole set (Pareto-set) of optimal modular 
product configurations which can then be explored by the 
decision maker (DM) to find the best compromise solution 
 
III. EXAMPLE  
 
In this section of this paper the various steps of the 
framework will be looked, with an applied example 
modularisation of a car climate control, based upon Pimmler 
and Eppinger’s  (1994) case study.  
 
 
Step 1: Decomposition Analysis  
 
Essentially with the framework we are grouping basic 
product components into larger product sub-systems 
(modules). That is to break the product down into smaller 
elements (components) and group them to form larger 
elements (modules). To do this requires a decomposition 
approach to indentify the basic components before their 
interactions (physical, functional and strategic) can be 
documented. For the car climate control example the basic 
components can be seen in figure 1. 
 
 
Fig 1.  Main functional components of the car climate control system (taken 
from Pimmler and Eppinger, 1994) 
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Fig 2.  Overview of CAMO framework steps. 
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Step 2:  Interaction Analysis 
 
Once the level of decomposition is chosen the dependences 
and similarities between components are analysed for each 
modularity objective and entered in a number of interaction 
Matrixes. For each modularity objective an evaluation form 
has been developed (see fig 4). In fig 3 an example 
interaction matrix can be seen for the physical/ functional 
interactions of the car climate control system.  
 
 
 
Fig 3.  Example interaction matrix for the car climate control system  
 
 
Fig 4.  Example user input form for the ‘loose coupling’ objective. 
 
Step 3: Formation of Modular Architectures. 
 
Now that all interactions have been analysed the MOGA is 
used to generate optimal modular architectures by adjusting 
the membership of components to modules, such that 
components belonging to the same module have a high level 
of interactions and similarities with respect to the modularity 
objectives entered into the various matrices.  
 
 
Step 4: Analysis of Modular Architectures 
 
For the CAMO framework the Analytical Hierarchical 
Process (AHP) concept has been used to produce a modular 
design objective hierarchy as seen in fig  5.  By adjusting the 
slider bar positions at the various levels of the hierarchy the 
importance of the modularity objectives are varied. As the 
user adjusts the preferences the software passes the user the 
four best corresponding modular architectures (that were 
generated by the MOGA). The modularisation objectives 
achievements of these ‘best’ solutions are presented to the 
user graphically using radar graphs (see fig 6).  One of these 
solutions is then chosen as the ‘benchmark’ solution.  
 
 
 
Fig 5.  Modularisation objective hierarchy.  
 
 
The DM then performs trade-off analysis by 
adjusting the modularisation preferences (via the slider bars 
in the hierarchy) and comparing the corresponding set of 
best solutions to the benchmark.  If one of the new solutions 
is considered better, then it can be set as the new benchmark. 
This is repeated in an iterative manner, exploring trade-offs 
until a final solution is be chosen.  
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Fig 6.   Radar plots for optimal modular solutions for the after-sales phase 
and corresponding matrix for solution 3. 
 
 
In the example in fig 6 the radar plots for the best 
corresponding modular architectures can be seen.  These 
solutions are optimal for the After- sales phase, as they have 
high achievement in maintenance and recycling objectives. 
For solution 3 the corresponding modular structure can be 
seen in matrix form.   
Now suppose the user sets the benchmark solution 
to that of solution 3 in fig 6.  The user then adjusts the 
preferences to reflect a higher importance of design and 
production phase (as in fig 7). The corresponding best 
solutions can be seen in fig 8. It is clear to see that these 
modular architectures are better suited to the design and 
production phase - as they have higher objective 
achievements for product variety and outsourcing.   
 
 
 
 
 
 
 
 
 
 
Fig 7. Adjustment of preferences towards that of design and production 
phase. 
 
 
 
 
Fig 8. Radar plots for optimal modular solutions for the design and 
production phase. 
 
IV. COMPARISONS AND CONCLUSIONS 
 
Previous modularity optimisation techniques have used 
simple clustering algorithms or an aggregated objective 
approach for handing the problem of multiple modularity 
objectives. Though simple to apply, these approaches have 
numerous problems. Firstly, the methods cannot guarantee 
that truly ‘optimal’ solutions are found and these methods 
are extremely sensitive to the preference weights used. 
Setting up the right combinations can be difficult, tedious 
and time-consuming.  Lastly, to explore alternative solutions 
these algorithms often needs to be rerun many times.   
For example, in Pimmler and Eppinger’s (1994) 
case study the optimal modular structure was shown is 
shown in fig 9. This structure is based upon the physical and 
functional interactions between components and is aimed at 
the formation of modules for optimisation of product 
development (each module allocated to a design team). 
However, as has been shown in this paper this is just one of 
many other ‘optimal’ modular architectures possible.  In any 
complex decision making process alternative solutions 
should be considered before a final choice is made.  
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15 13 14 5 16 4 2 3 1 11 10 8 9 7 6 12
M
o
d
ul
e 
N
u
m
b
er
P
ar
t 
N
o
Part Name A
ir 
C
o
nt
ro
ls
R
ef
rig
er
at
io
n
 C
o
nt
ro
ls
S
en
so
rs
H
ea
te
r 
H
os
e
s
C
om
m
an
d 
D
is
tr
ib
u
tio
n
R
ad
ia
to
r
E
ng
in
e
 fa
n
C
on
de
ns
er
C
om
p
re
ss
o
r
A
cc
u
m
u
la
to
r
E
va
po
ra
to
r 
C
or
e
H
ea
te
r 
C
or
e
B
lo
w
er
 M
ot
or
B
lo
w
er
 C
on
tr
o
lle
r
E
va
po
ra
to
r 
C
as
e
A
ct
ua
to
rs
1 1 Air Controls 1 1 1 0.5 0.5 0.5 1 1 0 0 0 0 0 0 0.5 0.5
1 2 Refrigeration Controls 1 1 1 0.5 0.5 0.5 1 1 0 0 0 0 0 0 0.5 0.5
1 1 Sensors 1 1 1 0.5 0.5 0.5 1 1 0 0 0 0 0 0 0.5 0.5
2 3 Heater Hoses 0.5 0.5 1 1 1 1 0.5 0.5 0 0 0 0 0 0 1 1
1 4 Command Distribution 0.5 0.5 1 1 1 1 0.5 0.5 0 0 0 0 0 0 1 1
2 5 Radiator 0.5 0.5 1 1 1 1 0.5 0.5 0 0 0 0 0 0 1 1
2 5 Engine fan 1 1 1 0.5 0.5 0.5 1 1 0 0 0 0 0 0 .5 .5
2 5 Condenser 1 1 1 0.5 0.5 0.5 1 1 0 0 0 0 0 0 .5 .5
3 5 Compressor 0 0 0 0 0 0 0 0 1 1 1 1 1 1
3 3 Accumulator 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0
4 3 Evaporator Core 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0
4 3 Heater Core 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0
4 1 Blower Motor 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0
4 1 Blower Controller 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0
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1 1 Air Controls 1 0.5 1 0.5
1 2 Refrigeration Controls 0.5 1 0.5 0.5
1 3 Sensors 1 1 0.5
1 4 Heater Hoses 1 0.5 0.3
1 5 Command Distribution 0.5 0.5 0.5 1 0.5
2 6 Radiator 0.5 1 1 1
2 7 Engine fan 1 1 1
2 8 Condenser 1 1 1 1
3 9 Compressor 0.5 1 1 0.8 0.2
3 10 Accumulator 0.8 1 0.5
4 11 Evaporator Core 0.2 0.5 1 0.5 1 1
4 12 Heater Core 0.3 0.5 1 1 1
4 13 Blower Motor 1 1 1 1 1
4 14 Blower Controller 0.5 1 1 0.5
4 15 Evaporator Case 1 1 1 0.5 1 1
4 16 Actuators 1 1
Coupling 60% 
Functions 6 % 
Variety 75% 
Maintenance 70%  
Recycling 95% 
Outsourcing 75% 
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With the CAMO framework a whole set of 
alternative modular architectures can be generated without 
any prior preference information. This then allows the DM 
to perform a trade-off analysis and make a better informed 
decision on the most suitable modular product architectures.  
Together with the use of the modularisation 
hierarchy and detailed evaluation guidance (not discussed in 
this paper) for each modularisation objective, the framework 
provides a more logical, structured and less ambiguous 
approach to creating optimal module product architectures. 
 
Fig 9.  The modular atritecture of the car climate control system according 
to Pimmler and Eppinger, 1994. 
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Abstract— A dynamic model has been developed in
Dymola/Modelica for evaluation of the robustness of the
control strategy for a side door latch release mechanism for an
automotive application. The model accurately estimates the
degree of mobility of the door latch design by investigating the
required voltage and timing requirements for the
locking/unlocking functions, given a set of parameters within
the normal operating range. The relationship between
performance factors such as frictional losses, gear efficiency
and backlash effects and design factors such as motor
specification, stiffness of the spring coefficients and ratio of the
gears can be determined by the use of this model and this can
aid the development of a prototype of the door latch without
building an actual protype of the product.
I. INTRODUCTION
ODERN vehicles today are fitted with door latches
which are remotely locked and unlocked at the press
of of a button via transmission and authentication through
infrared signals from the handheld key fobs to antennas
located at the front and back of the car. Though on the
surface, this feature looks lke a simple functionality,
complex elctronics are required to enable this mechanism
and in this paper, the automated action of locking and
unlocking is studied in depth. The door latch of an
automobile door assembly has three main basic functions [1-
3]. Its first function is to provide a retention mechanism to
hold the door closed on the vehicle until the driver or
passenger wants to get in or out of the car. The second
essential function is to mechanically lock and unlock the car
thus acting as a theft deterrent module and preventing
unauthorized entrance to the car. The third main function is
to provide occupant protection by preventing the door from
unlatching unintentionally from the striker in the door. The
construction of latching mechanisms vary from one vehicle
manufacturer to another, based on specification such as size,
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functionality, weight and door structure but most door latch
modules are kinematically coupled electromechanical
systems of rotation or rotation translation type. An example
of a door latch assembly for a Ford car is shown in Fig. 1.
Most are either manually operated or power actuated
through a motor, consist of a mechanical sub-assembly, a
gear train arrangement, rigid and elastic elements such as
articulated bars, cams, levers and springs, an actuator in the
form of a locking lever, and microswitches through which
they provide feedback to the door Electronic Controller
Units (ECUs). The switches determine the position of the
lever at the end of an actuation and usually have two distinct
positions: locked or unlocked and they report power
lock/unlock status to the door controlling ECUs. The latch
module also works in conjunction via attached rods and
cables with the inside and outside door handles.
Fig. 1. Example of a side doorlatch assembly in a Ford car (reproduced
from [3]).
Prototyping an optimal door latch assembly is a difficult
and tricky task as it has to take into account several design
considerations. Firstly the door latch has to be small and
compact owing to the vehicle design and space constraints
and has to be limited to the minimal number of components
with the least cost. The chosen motor needs to have the
required power requirement to drive the connected levers
and rods and also overcome resilience of biasing
components like springs and friction between moving parts.
However it is not necessary to put in too big a motor as this
will only add to weight and cost of the door latch and
subsequently the whole vehicle. The inertias of heavy
connecting parts need to be calculated beforehand as this
may impede the locking /unlocking operation of the door
latch if the motor is not too powerful and this in turn might
lead to erronous operation of the door latch. The material
Dynamic Analysis of an Automotive Door Latching Mechanism
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Suguna Thanagasundram, Ross McMurran, Gunwant Dhadyalla, R. Peter Jones, Chris Belton and
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composition, geometry as well the orientation of the
connecting components has to be designed carefully for
reliable operation of the door latch.
The use of a simulation modelling tool such as
Dymola/Modelica in place of actual prototypes can enhance
the overall development of the design process of the product
such as the automotive door latch. Simulating the door latch
instead of building prototypes can reduce the time and cost
required to reach the final physical prototype in the
development lifecycle of the door latch. The inputs used in
the Dymola/Modelica model can be used to predict the
response when parameters of the latch mechanism are
changed and these can be used to ensure the design of the
latch and its electrical control system robustly meet the
quality, safety and reliability requirements in the automotive
industry.
II. COMPONENTS OF THE DOOR LATCH
MECHANISM
This work is primarily concerned with the development of
a physical dynamic model for the locking/unlocking
functionality of one such electro-mechanical automotive
door latching mechanism in a vehicle. The modeled power
door actuator comprises of a Permanent Magnet Direct
Current (PMDC) motor for providing the driving torque, a
control system for regulating the voltage and timing of the
opening and closing actions, a gear reduction stage in the
form of a worm gear, a Pinion and a latch release device for
engaging and disengaging the lever of the latch, a biasing
spring and an electrical switch for providing feedback to the
door ECU to inform the current state of the latch. The
following sections describe each part in detail. The
kinematics analysis of each component of the door latch
system is modeled in Dymola/Modelica through torque
balance and angular equations. A simulation model of the
mechanical components in the door latch is derived from
physical laws governing their behavior and the rotational
dynamics of each subsystem and degree of mobility of the
entire mechanism is observed and studied over some valid
operating ranges.
A. PMDC Motor
Side door latch mechanisms normally have motors which
must be large enough to overcome the inertia of the gear
train and latch components. The motors are the means by
which electrical energy is converted to mechanical energy. A
PMDC motor is the heart of the door latch mechanism
modeled. A PMDC motor consists of a permanent magnet
stator which produces the magnetic flux in the air gap. The
rotor contains the armature windings. When a DC supply
voltage sV is applied to the armature, current aI flows in
the armature. Interaction between the magnetic field
produced by the armature current and that of the permanent
magnet stator causes the rotor to rotate at angular speed  .
Assuming a perfect motor with no friction at all in the
bearings and no electrical power losses, the equivalent
circuit of a PMDC motor can be represented as Fig. 2.
 mT
aI
aR a
L
emfBacksV
Fig. 2. Schematic of a PMDC Motor
The circuit includes the resistance aR and inductance aL
of the motor’s armature windings. Due to the movement of
the armature in the magnetic field, emfBack , a back EMF
(ElectroMagnetic Force) voltage, that opposes the current is
generated. The equations describing the characteristic of a
PMDC motor [4 & 5] are defined as
emf
a
aaas Backdt
dI
LRIV  . (1)
The motor speed  can be varied by controlling the
armature voltage sV or the armature current aI . At steady
state, sV is equal to emfBack , no current flows in the circuit
and the rotor turns at a constant speed. The emfBack is
proportional to the speed of the motor and is expressed as:
 eemf KBack . (2)
The torque developed by the motor mT is proportional to the
armature current and is expressed as
atm IKT  . (3)
The direction of rotation of the motor can be reversed by
reversing the polarity of the voltage applied to the terminal.
If the voltage applied to the motor terminal is reversed, the
direction of current flowing in the armature winding is also
reversed. This will cause the motor to produce torque in the
reverse direction. The motor torque mT is equal to the
summation of the load torque lT and the inertia of the load
J multiplied by the rate of change of the speed. At steady
state, the motor torque balances the load torque
lm Tdt
dJT   (4)
where  is motor speed (rad/s), tK is motor torque
constant (N.m/A) , eK is backemf constant (V.s/rad), aR is
armature resistance (Ohm), aL is armature inductance (H),
aI is motor armature current (A), lT is load torque (N.m)
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and mT is torque developed in rotor (N.m).
The speed of a PMDC motor can be altered by varying the
voltage applied to its terminal. The higher the DC voltage
applied, the higher is the speed developed in the rotor of the
PMDC motor. For a constant DC voltage, as the speed
increases, the available torque to the load decreases. In the
door latch mechanism, the DC voltage signal to the PMDC
motor is provided by the controller logic in the door module
ECUs.
B. Worm Gear
In the door latch mechanism modeled, a worm gear is
used in transmission of motion from the DC motor to the
articulated Lever and Pinion. A worm gear consists of a
screw meshed with a mating spur gear in the form of a wheel
(referred to as Worm and WormWheel in the context of this
study) and rotated on shafts at right angles, transmitting
motion and power at various speeds and speed ratios [6 &
7]. The worm gear is used to transmit power from one
rotational axis to another and has a high speed reduction
ratio. The worm gear converts the DC motor’s high speed
and low torque to match the requirements of low speed and
high torque of the articulated levers. The gear ratio of the
worm gear determines the relationship between the input and
output rotational speed and the relationship between the
input and output torque. Because rotational speed and torque
are inversely related by the gear ratio, there is a tradeoff
between these two quantities. A gear train that increases the
output speed does so at the cost of output torque, and vice-
versa. The gear ratio of the worm gear is determined by
dividing the number of teeth in the spur gear by the number
of threads in the worm
worminthreadsofNumber
gearspurinteethofNumberR  . (5)
In the modeled worm gear, the number of teeth in the
WormWheel is 33 and there are 3 threads in the Worm,
achieving a gear ratio of 11. The Worm and WormWheel are
never 100% efficient as there is always some power loss due
to the friction (rubbing action) between the worm and spur
gear. Factors such as lubrication, sliding velocity of the
worm, material of the worm and spur gear and lead angle of
the worm affect the friction and the transmission efficiency
of the worm gear. The transmission efficiency of the gear
also varies depending on whether the worm is the driving
component or the WormWheel is the dominant one.
Reference [8] defines the efficiency when the Worm is
driving the WormWheel.
)tan(
)cos(1
)tan()cos(1








effWorm . (6)
When the Worm is driven by the WormWheel, the
efficiency is
)tan(*)cos(1
)tan(
)cos(1








effWormWheel (7)
where  is the normal pressure angle (rad),  is the lead
angle (rad) and  is the sliding friction coefficent.
Sliding takes place at the mesh between the Worm and
WormWheel and the sliding velocity slidingV is given by
)cos()cos(
2211



 



rr
Vsliding (8)
where slidingV is the sliding velocity (m/s), 1 is the
angular velocity of worm (rad/s), 2 is the angular velocity
of worm wheel (rad/s), 1r is the radius of the worm (m) and
2r is the radius of the wormwheel (m). The relationship
between sliding speed and friction coefficient can be found
from tables in standard literature [9] and once the required
friction coefficient is found, it is substituted in (6 & 7) to
find the Worm and WormWheel efficiencies.
C. Torsional Spring
There are two torsional springs S1 and S2 in the modeled
door latch mechanism. Torsional springs are linear
mechanical components which twist about their centre of
rotation. The relationship between applied torque and
angular displacement for torsional springs is given by
Hooke’s Law.
  kappled (9)
where k is the spring coefficient and  is the angular
displacement about centre of rotation (rad).
The spring constant k is dependant on the material used to
manufacture the spring and is a constant in the elastic region
of the spring. In this model, values of the spring stiffness had
to be appropriately chosen to ensure secure engagement of
the Lever.
D. Worm Wheel and Pinion
There is a Pinion and Lever in the modeled latch
mechanism and the transfer of torque between them can be
treated like a simple gear train. The gear ratio can be found
by (5) and the relationship between the torque input and
torque output is given by the simple formula
inputoutput R   . (10)
III. MODEL OF LATCH MECHANISM IN DYMOLA
Dymola/Modelica is a flexible tool for modeling and
simulating complex integrated multi-physics, multi-
engineering systems [10-12]. Dymola/Modelica was used to
carry out the modeling and analysis of the dynamics of the
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latch mechanism. Dymola, Dynamic Modeling Laboratory,
is a simulation program consisting of a compiler, graphical
user interface, numerical solvers and plot functions.
Modelica is the object-oriented, simulation language in
which the Dymola models are written and supports acausal
modeling. The physical behaviours of models are described
mathematically in Differential Algebraic Equations (DAE)
in Modelica. Modelica language suits modeling of large and
complex systems and supports the development of libraries
and exchange of models.
In Dymola, components are connected at a high level
using graphical icons that represent models of the
components, in such a way as it would otherwise be in the
real world. The physical couplings between the components
are achieved by means of connectors and the physical
properties of the components are set by initial conditions and
parameter values in dialogue boxes. The same model can be
re-used with different parameters to study different cases.
Dymola is designed to generate efficient code and it can
handle variable structure Modelica models. Dymola finds
the different operating modes automatically and a user does
not have to model each mode of operation separately.
Dymola symbolically translates the Modelica equations and
generates the C code, which is compiled and linked with the
solver routines into a simulation executable, Dymosim.
The high-level model of the automotive latch mechanism
developed in Dymola is as shown in Fig. 3. The system
model encompasses the locking/unlocking function and is
made up of a driving voltage from the door ECU to be fed to
the PMDC motor for torque generation, a lossy worm gear
(consisting of the Worm and the WormWheel) to step up the
torque, a Pinion, a Lever, a preloaded torsional spring S1
with damping and spring stiffness connected between a
variable Fixed Point and WormWheel and a normal
preloaded torsional spring S2 with spring stiffness between a
Fixed Point and the Lever. The components in the Dymola
model (PMDC motor, Wormgear, Pinion, Lever and springs
S1 and S2) are parameterized with values to represent a
typical automotive door latch mechanism. The appropriate
inertias of the connecting components are included in the
system model by taking into account their masses and
geometrical dimensions. Torque is transferred to torsional
spring S1 from the PMDC motor via the worm gear.
Torsional spring S1 is in direct contact with the WormWheel
and when the WormWheel rotates, the spring is deflected in
the positive direction, increasing the angle of deflection from
the centre of rotation and decreasing its diameter. The
torsional spring S1 has two fixed points (hence the fixed
point the spring is referenced to is named as variable
FixedPoint) depending on the direction of rotation of the
worm gear. When the WormWheel changes its direction
from clockwise to anti-clockwise, the referenced fixed point
(from which the angle of deflection is measured) changes
abruptly. This behaviour is modeled as a discontinuity in
Dymola.
The supply voltage, DCVoltagetoMotor, is in the form of
a series of positive and negative pulses. In a locking
operation, the DC motor is provided with a positive voltage
which causes the DCPM motor to generate a positive torque.
The torque is transmitted via the worm gear and the Pinion
and translated to the Lever which moves from its rest
position to a locking position causing a change in the lock
status of the latch. When the power to the PMDC motor is
stopped, the torsional spring S1 acts as a biasing element and
brings back the WormWheel to the rest position while the
Pinion and Lever remains in the locked position. This
reduces the power requirement of the motor since it does not
have to overcome the resisting torque in the biasing spring to
actuate the Lever when it displaces from the rest position to
the locked position in the next cycle. The surfaces of the
WormWheel and the Pinion are spaced apart in such a way
that the Pinion can rotate independently. During a lock
operation, the Pinion is displaced in a clockwise direction by
the WormWheel but not in the anti-clockwise direction since
it looses contact with the worm wheel. The unlocking
operation is the reverse of the locking operation. To
determine the locking status, the angle of the Lever from its
rest position is measured. If the angle rotated is greater than
locked rad (the value of locked is determined by the
actual application), the latch is deemed to be in the locked
status and this information is fed back to the controlling door
ECU via the microswitch.
The angle of deflection of spring S1 from the centre of
rotation is denoted by S1.phi_rel. Spring S1 is preloaded at
an angle of preloaded rad at both directions of rotation (refer
to Fig. 4) and this provides the biasing force to keep the
WormWheel at the home position even when there is no
torque applied by the Worm. When the Worm rotates
clockwise (due to the driving torque from the PMDC motor),
spring S1 is deflected from preloaded to max rad, its
maximum angle of deflection. When the angle turned by
spring S1 is greater than locked , the latch mechanism is in
the engaged state. The locking (clockwise rotation of Worm)
and unlocking (Anti-clockwise rotation of the Worm) are
symmetrical rotational movements about the centre of
rotation of the spring S1. Torsional spring S1 is in contact
with the WormWheel which in turn is connected to the
Pinion that is in turn connected to the Lever. At the
maximum angle of deflection, there is some “bouncing
effect” due to the contact forces which occur when the
Pinion is in contact with the WormWheel and elasticity of
the contact surfaces. In a typical automotive latch, the
WormWheel, Pinion and Lever are made of plastic and at
moments of impact, the elasticity of the materials contributes
to this “bouncing effect”.
IV. RESULTS
A. Motor Characteristics
The behaviour of the motor during a lock/unlock operation is
studied and results are depicted in Fig 5. Optimal values for
motor parameters aR , aL , tK , eK are chosen to capture
the dynamics of the motor as close as possible to the actual
system. A DC voltage of peak amplitude 1V ( 1V is typically
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between 9 and 13 V for automotive applications) is fed to
the PMDC motor. During the lock operation, 1V is on for
250 ms and off for 250 ms. The same voltage signal but with
reverse polarity is applied for the unlock operation. It can be
seen that during the locking operation, when the motor is
started (0 ms), initially a large transient current aI flows in
the motor to overcome the resistance, inductance and the
inertia of the rotor. The motor’s rotor begins to rotate and it
increases its rotational speed until a constant value of  is
reached. At this stage, the motor has reached steady state
and the emfBack produced in the armature nearly balances
the supplied voltage sV and a very small current (from 50
ms to 250 ms) is seen to flow in the motor to keep the rotor
rotating. The maximum rotational speed  of the motor
depends on the amplitude of the supplied voltage sV and
also duration of the signal when it is on (in this case, the
signal is on for 250 ms). The motor is turned off during the
lock operation by applying a zero voltage for a duration of
250 ms. It is observed that a large tranisent current aI , but
of reverse polarity, is produced at 250 ms. The speed of the
motor  starts to decrease until reaches zero when it stops
moving completely. It can be seen that aI , the current
produced in the motor, is proportional to the rate of change
of the speed of the motor and aI is high when the motor is
started or stopped but aI is nearly zero when the rotor of the
motor is stationary or moving with a steady state speed. As
stated in (3), it can be seen that the torque produced in the
motor mT is proportional to the current. When the polarity
of the supply voltage is reversed during the unlock
operation, the motor is also seen to rotate in the opposite
direction as expected.
B. Worm Gear Characteristics
In this section, the worm gear characteristics for the model
presented in Fig. 3 are discussed. In this case, a DC voltage
of 1V (denoted as DCVoltagetoMotor.v) is fed to the PMDC
motor. During the lock operation (refer to Fig. 6), the
voltage signal is on for 100 ms and off for 400 ms. From 0 to
approximately 110 ms, the Worm is driving the WormWheel
as the main driving torque seen here is provided by the
PMDC motor. Though the driving torque is only provided
for 100 ms, it takes a slightly longer time of 110 ms for the
rotational speed of the motor’s rotor to die off. When the
motor is turned off from 100 ms to 500 ms, the biasing
torque in the torsional spring S1 becomes predominant force
and the WormWheel is seen to rotate in the reverse
direction, hence driving the Worm. During the unlock
operation, again the Worm is driving the WormWheel from
500 ms to 610 ms, but in the opposite direction this time as
the polarity of the supply voltage is also reversed. From 610
ms to 1s, the WormWheel is driving the Worm. It can be
seen that the sliding velocity of the Worm slidingV (denoted
as Wormgear.SlidingVelocity in Fig. 6) and the friction
(denoted as Wormgear.Friction) between the meshing
surfaces of the Worm and WormWheel are inversely related.
The higher the sliding velocity slidingV , the lower is  ,
the sliding friction coefficient. The actual value of  can be
obtained from published tables as stated in the earlier
section. Since the friction is not constant, the efficiencies of
the Worm and the WormWheel, as given by (6 & 7), are also
varying. The efficiencies are low when the friction is high.
Depending on whether the Worm or the WormWheel is
driving, the necessary efficiency needs to be taken in
account when calculating the transfer of torque from the
motor side to the final Lever side. When the Worm is
driving, the effWorm needs to be applied but when the
WormWheel is driving, effWormWheel is the one required
for the calculation of the torque. The efficiencies also affect
the backlash in the gear system affecting the clearance
Fig. 3. Door Locking/Unlocking function of Door Latch Mechanism in Dymola.
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Fig. 4. Spring S1 preloaded in both directions of rotation due to variable FixedPoint. “Bouncing effect” observed when Pinion makes contact ith the
WormWheel in both directions.
Fig. 5. The rotational speed, current in the armature windings and torque produced in the rotor during a lock/unlock operation
between the gear teeth and the mating components. The
Worm’s torque (denoted as Wormgear.WormTorque) and
the WormWheel’s torque (denoted as
Wormgear.WormWheelTorque) are shown in the last two
diagrams in Fig. 6. It can be seen that the torque experienced
by the WormWheel is much larger than that for the Worm.
Since it is known that the gear ratio of this worm gear is 11,
the Worm torque is reduced by a factor of 11 and transmitted
to the Worm from the WormWheel. But similarly, the speed
of the Worm will be 11 times larger than the speed of the
WormWheel (this effect is not shown in Fig. 6). That is why
worm gears are known as high speed reduction gears.
C. Investigation on Required Timing
The effect of varying the timing of the supply voltage on the
latch mechanism is investigated in this section. In this case,
a DC voltage of 1V is used. However, the duration for which
the voltage signal 1V is applied is varied. Voltage 1V is
applied for 50 ms (Fig. 7 (a)) and 20ms (Fig. 7 (b))
consecutively for the lock operation. It can be seen that
though the peak voltage is the same in both cases, when 1V
is applied for only 20 ms, the latch fails to actuate to its
locked position as not enough torque is developed in the
PMDC motor which in turn translates to smaller angles
Lock UnLock
Clockwise Rotation of Worm Anti-clockwise Rotation of Worm
preloaded
“Bouncing
effect” at maxlocked

unlocked
Centre of
Rotation
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turned by the torsional spring S1 (denoted as S1.phi_rel) and
Pinion (denoted as Pinion.angle_pinion). The Pinion has to
rotate an angle greater than locked in order for the Lever to
be engaged and for the output of the microswitch to change
from the locked state (denoted as “1” in Fig. 7(a)) to
unlocked state (denoted as state “0” in Fig. 7(a)). When
voltage 1V is only applied for 20ms, the biasing torque in
spring S1 is much greater than the opposing torque produced
by the PMDC motor. Though the worm gear steps up the
torque by a factor of 11 before delivering it to the Pinion, the
resulting torque is not big enough to overcome the preloaded
torque in the spring S1, failing to bring the Lever to the
engaged position and the Lever remains in the unlocked
state. The torque produced in the PMDC motor is a function
of the area under curve of the peak voltage supplied
multiplied by the time. This reinforces the fact that not only
the peak voltage is important in the design consideration for
the latch mechanism to work correctly, but the time the
voltage is applied for is also an important consideration
which needs too be selected carefully.
V. CONCLUSION
An accurate emulation of an automotive door locking
mechanism has been achieved with a Dymola/Modelica
model of the door latch. Initial values to be input into the
component models were calculated from textbook equations
using typical values of a door latch mechanism. The
dynamics of the PMDC motor have been verified. Non-
linear effects such as elasticity of the parts, sliding friction
contact and backlash between the gear teeth are also
accounted for. Discontinuities in the model are also modeled
depending on the direction of motion of the worm gear.
Virtual prototyping of the door latch mechanism through a
simulated physical model allows the prediction of the
functional latch performance over various test conditions.
These were helpful in determining general requirements for
the optimum latch system locking performance. It was
proven that the Dymola/Modelica software is useful for
seamlessly modeling and simulating the multi-body multi-
domain latch mechanism and this can aid the design process
and product development of the door latch. Future work on
this study encompasses an evaluation of the door latch
mechanism model in a real time environment using a
multiprocessor setup and also a comparison study with other
simulation tools like Simulink and SimScape from
Mathworks.
Fig. 6. The behaviour of the worm gear during a lock/unlock operation
Worm driving WormWheel driving Worm driving WormWheel driving
Lock UnLock
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(a) 50 ms on; 450ms off
(b) 20 ms on; 480ms off
Fig. 7. Varying the timing of the supply voltage to the PMDC motor in the simulated model of the latch mechanism in Dymola/Modelica.
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Manufacturing of Membrane Electrode Assemblies for Fuel Cells
Babar M. Koraishy, Jeremy P. Meyers, Kristin L. Wood
Abstract—Research in proton-exchange membrane fuel cells
(PEMFC) and direct methanol fuel cells (DMFC) has matured
to a point where, in addition to fundamental research in
new catalysts, membranes and other materials, manufacturing
processes used to make the various components in a fuel
cell are drawing much needed attention. One of the key
components in a fuel cell is the membrane electrode assembly
(MEA) where the actual chemical reactions occur. Small-scale
MEA manufacturing in academia and industry is done entirely
by manual processes, which besides being time consuming
and labor intensive, offer opportunities for inconsistency and
defects. If the fuel cell technology is to evolve to a point where
it can be commercially viable, the manufacturing costs of
the MEA must be driven down, and continuous, automated
production technologies developed and optimized, so that
volume production can be undertaken. In this paper, we
present the design of a modular test bed, which is being
used to study different coating methods for depositing the
electrode material onto the polymer electrolyte, the key step
in MEA fabrication. The flexible design of the test bed has
allowed for the study of various coating technologies and
process parameters, with a high degree of repeatability. Initial
results of PEMFC MEA’s produced on the test bed are
also presented, which show much promise for the overall
continuous manufacturing process being developed.
I. INTRODUCTION
As will be discussed in elaborate detail in the proceed-
ing sections, the membrane electrode assembly is a key
component of a PEMFC and DMFC fuel cell. Its com-
ponents, its design and its fabrication directly contribute
to the overall cost of the system and its performance.
The porous electrode in the MEA is formed by depositing
‘catalyst ink’ onto a substrate, which upon drying forms
a three dimensional porous structure, which allows for
the transport of the fuel and oxidant to the electrode and
for the reaction products from the reaction sites on the
catalyst surface. Additionally the electrode must also be
electronically conductive to allow for the movement of the
electrons produced in the reaction to the external circuit,
and allow for the protons to move through the ionically
conductive membrane to the other electrode to complete
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the overall reaction, as shown in Figure 1. Limiting the
mobility and transport of any of these species reduces the
catalyst utilization and the overall performance that can be
extracted from a given amount of catalyst.
Fig. 1. Reaction at a catalyst particle showing mass, electronic and
protonic transport
So it is essential to ‘engineer’ the electrode for maximum
performance and minimal consumption of the expensive
catalyst material. In this research effort it is hypothesized
that the design and fabrication of the electrode is influenced
by the composition of the ‘catalyst ink’ itself, the method
of deposition and the rate at which it is solidified. In order
to study the said variables it is essential to have a flexible
platform where in a controlled and repeatable fashion the
interactions of these process variables can be studied and
optimized.
Additionally, it is important to develop a continuous
manufacturing process for the fabrication of fuel cell MEA’s
to harness cost benefits and allow for volume production.
A comparison based on performance, as well as economic
considerations of the various ink deposition/ coating tech-
nologies available will allow for the design and construction
of a cost effective MEA fabrication process. Such an effort
again requires the availability of a platform where coating
processes can be compared.
Having identified these two needs, we have developed
a test bed which will allow us to: engineer the cata-
lyst layer so as to optimize the transport of the reaction
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species through the MEA, as well as test, consider and
model different coating technologies which will lead to
the development of a continuous manufacturing process
for fabricating PEMFC and DMFC membrane electrode
assemblies.
II. BACKGROUND
A. Working Principles of PEMFC and DMFC Fuel Cells
Fuel cells convert the free energy of a chemical reaction
directly into electrical energy. A typical DMFC using a
polymer electrolyte is shown in Figure 2. On the anode
methanol and water react to produce carbon dioxide, pro-
tons and electrons. On the anode, the protons produced
migrate through the polymer electrolyte membrane to the
cathode side where they react with oxygen to produce
water. The electrons are free to travel through the external
electrical circuit where they can drive an electrical load [1].
Fig. 2. DMFC using a polymer electrolyte membrane and supported
platinum catalyst
A PEMFC works in very similar fashion: on the anode
side, humidified hydrogen gas is supplied through the flow
fields in the bipolar plate, which then permeates through
the porous diffusion media, into the anode electrode, where
it breaks down into protons and electrons. The electrons
travel through the external circuit driving the load, whereas
the protons permeate through the polymer electrolyte, and
combine with oxygen on the anode side to form water.
B. Key Components of a Typical PEMFC and DMFC
As shown in Figure 3, the key components of a fuel cell
are;
1) Membrane Electrode Assembly: The membrane elec-
trode assembly (MEA) provides sites for chemical reactions
occurring inside a fuel cell to take place, to convert the fuel
into usable electrical power. Different research groups and
manufacturers use different terminology. Some refer to the
MEA as just the membrane and electrodes; whereas some
refer to the five-layer assembly (membrane, catalyst layers,
and diffusion media) as the MEA.
2) Bipolar Plates: Bipolar plates perform a few key
functions in a fuel cell. They provide paths for the fuel and
oxidant to reach the membrane electrode assembly and for
the reaction products to be removed, function as a current
collector and are connected to the external circuit, and also
provide mechanical stability to the entire assembly.
3) Sealing Media: Sealing media is placed in between
the MEA and the bipolar plates so as to prevent any
exchange of fuel or oxidant between the cell and the
environment.
Fig. 3. Structure of a typical direct methanol fuel cell
C. MEA Components
The membrane electrode assembly (MEA), shown in
Figure 4, is essentially the heart of a DMFC. As the name
implies an MEA consists of a proton-conducting membrane
sandwiched between anode and cathode electrode layers,
with a gas diffusion layer (GDL) on either side. A brief
discussion of each component of a MEA follows.
1) Membrane: The membrane has two major functions
in a fuel cell; the first is to separate the fuel and the oxidant,
and the second is the transport of protons across from the
anode to the cathode to complete the redox reaction. It
also must provide strong mechanical, chemical, and elec-
trochemical stability in a harsh chemical rich environment
over a range of operating conditions, while at the same
time offer a long life, low reactant permeability, high proton
conductivity and serve as an effective electrical insulator.
Fig. 4. Cross section of a typical membrane electrode assembly
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2) Gas Diffusion Layer: The diffusion layer, is porous
media which allows for the transport of reactant from the
flow field and evenly disperses it over the catalyst sites.
Besides this key role, it also serves as a conducting path
to the external circuit via the bipolar plates, therefore it
should have low electronic resistivity. Carbon cloth or paper
being conductive and stable in the fuel cell environment is
the obvious choice, and has been widely employed as the
diffusion media.
3) Electrodes: The electrodes are typically porous struc-
tures of nanometer-sized catalyst particles dispersed in
a suitable binder medium. Additionally, catalysts can be
supported on carbon media to promote dispersion and lower
catalyst loading. It is important to allow adequate pathways
for diffusion of the reactant media to the catalyst site,
removal of reaction products, as well as good electrical
and protonic conductivity. The electrons generated dur-
ing the reaction have to be transported to the external
circuit, whereas the protons have to cross the electrolyte
to complete the reaction at the counter electrode. Elec-
trical conductivity in a electrode is either provided by
the carbon support, in case of supported catalyst, or the
catalyst particles themselves in case of unsupported ones.
The interfaces between the MEA components and the three
phase boundary between the reactant, the catalyst and the
ionomer dictate the performance of the fuel cell.
Previously PTFE was used as a binder in the electrode
and subsequently very high catalyst loading were required
for adequate performance. Wilson et al. [2], [3] proposed
a new electrode structure where the catalyst and ionomer
are blended together to form an “ink” and cast to form
the catalyst layer, with no PTFE content. Such electrodes,
where an ionomer is used as a binder (typically Nafion) are
called the “thin film” electrodes.
III. MEA TYPES
There are essentially two types of MEA’s, and they are
differentiated on the basis on where the catalyst ink is
deposited to form the electrode, as shown in Figure 5.
”Catalyst Coated Membranes” (CCM) are those where
catalyst ink is coated directly onto the membrane. If the
catalyst ink is coated onto the diffusion media to form an
electrode and then sandwiched onto a polymer membrane,
such MEA’s are called ”Catalyst Coated Substrate” (CCS).
Additionally an intermediate step can be introduced in
making CCM type MEA’s, by casting the electrodes on
a temporary substrate such as Teflon film, which are then
hot pressed on to a membrane and then the Teflon film
is peeled of. This method is called the “decal transfer
method”(DTM).
DTM method helps solve the problem of Nafion swelling,
which causes considerable problems in coating and drying
of the electrode directly onto the membrane. Results re-
ported in the literature [4] show that CCM type MEA’s
prepared with direct application of ink on the membrane
performed the best, followed by MEA’s made by the decal
transfer method, and the lowest performance is by the
CCS type MEA’s. This is attributed to the fact that the
direct application of ink on the membrane produces a
more intimate contact between the catalyst layer and the
membrane extending the three phase region.
Fig. 5. Types of membrane electrode assemblies
IV. MEA MANUFACTURING
This section discusses the steps involved in processing
each of the three MEA components. The processing re-
quired for the diffusion media and the membrane is rela-
tively simple and is discussed briefly, whereas the electrode
fabrication process is discussed in elaborate detail.
A. Membrane Processing
The polymer electrolyte membrane is usually procured in
roll form as an end product from its manufacturer, and the
only processing steps required on it is to boil it in hydrogen
peroxide, dilute sulphuric acid and water. These steps serve
to clean the membrane, and to ensure that it is protonated
[5].
B. Diffusion Layer Processing
The gas diffusion layer is made up of two layers, the
Macroporous layer and the Microporous layer. The Macro-
porous layer is essentially a region where the diffusion
media has been treated with a hydrophobic agent(PTFE).
Hydrophobicity is a key requirement to prevent flooding
of the channels in the diffusion media with water. The
precursor for the diffusion media is generally carbon cloth
or carbon paper, and the macroporous layer is formed by
applying teflon solution onto the substrate. The microporous
layer which assists in managing the water content of the
MEA [6], is a much thinner layer made by coating the
macroporous layer with a mixture of carbon black and
PTFE. PTFE content in both layers is also very important,
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it directly affects the porosity and hydrophobicity of the
diffusion media which in turn affects the mass transport
of reactant media to the catalyst layers [7]. The manner
in which this mixture is deposited is very similar to how
the electrode layers are formed, so the same processes can
be used to fabricate the microporous layer. The process-
ing steps in the manufacturing of the diffusion layer are
summarized in Figure 6.
Fig. 6. Gas diffusion layer fabrication steps
C. Electrode Fabrication
As mentioned in the previous paragraphs, there are two
types of MEA’s, the catalyst coated substrate (CCS) and
the catalyst coated membrane (CCM), and the difference
between them is basically the substrate on which the
electrode is cast. The following paragraphs discuss the key
steps in thin film electrode fabrication.
1) Ink formulation: Thin film electrodes, follow the
same general recipe as developed by Wilson [2], [3] at
LANL. The catalyst ink typically consists of 4 components
• Solvent (DI water, IPA ,Glycerol, etc)
• Binder ( mainly PFSA , or other ionomer in protonated
form)
• Catalyst (supported / unsupported platinum , platinum-
ruthenium)
• Additives (gelling agents, release agents, pore formers
etc..)
Various ink formulations have been developed and are
available in literature [2], [5], [8], but all contain a binder
which is usually the same ionomer as used in the mem-
brane. The viscosity of the ink can be tuned to suit the
application process. The solid content of an ink is typically
defined as the percentage of the mass of solid in an ink,
divided by the total mass of the ink. This gives an indication
as to how ‘thick’ the ink is. When it comes to coating
processes this factor plays an important role, because it
essentially dictates the wet layer thickness that has to be
deposited on the substrate to form the electrode.
Typically DMFC utilize a supported platinum-ruthenium
catalyst, and the catalyst loading is around 4 mg/cm2,
whereas for a PEMFC, a supported platinum catalyst is
used, with a loading of about an order of magnitude lower,
as low as 0.1 mg/cm2. A wet layer thickness model was
developed to understand the requirement for a coating pro-
cess. Figure 7 shows how the required wet layer thickness
varies with respect to the ink solid content and the catalyst
loading. These results are for a particular ink composition,
but depict the general trend.
Fig. 7. Wet layer thickness model
2) Ink Application: The catalyst ink application onto
the surface of a substrate is a common step for electrode
fabrication (Figure 5), irrespective of the type of MEA
being made. In the ink application step, the catalyst ink is
uniformly deposited onto the surface of the substrate. It is
of extreme importance that catalyst loading is kept uniform
across the width and length of the electrode. In academia
as well as by some commercial entities, ink application is
done manually, on discrete units of substrate. Such manual,
low volume procedures result in high cost and variation in
MEA quality, and increased defects. Figure 8, shows typical
ink application processes used to make MEA’s [2]–[4], [6],
[7], [9]–[12]. The microstructure of the electrode formed
during the ink application and drying stage is critical, it is
important to avoid agglomeration of the catalyst particles,
or of the binder, so as to ensure a electrode where the cata-
lyst is thoroughly dispersed, and the triple phase boundary
is maximized. This will ensure high catalyst utilization.
As PEMFC and DMFC technology nears commercializa-
tion, it is important to identify processes that can be scaled
up for mass production of MEA’s. It must be pointed out
that for every ink application process, suitable ink has to be
formulated, where essentially the ink viscosity is modified
to match the application.
Fig. 8. Common ink application processes
Additionally processes that would readily lend them-
selves to be automated, and perform coating on a con-
tinuous web of substrate are also identified in Figure 8.
Continuous MEA fabrication processes aim to scale and
improve on the above mentioned thin-film electrode fabrica-
tion processes, the foremost goal being to reduce the costs
associated with manufacturing a MEA, maintain uniform
quality, reduce and eliminate defects, while maintaining the
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actual fuel cell performance levels.
A few of the bigger players in industry have developed
continuous coating lines, but obviously due to the propri-
etary nature of the information, no one is willing to talk
about the particular coating method they have employed.
A patent search was carried out to survey what processes
have been patented by which company, because at the very
least that might identify the processes that are being actively
considered in the industry. Table I, provides a snapshot of
some of the processes along with the year, and company
name.
TABLE I
COMMERCIAL MEA FABRICATION PROCESSES
Component
Type
MEA Fabrication
Process
Company Year US Patent
Reference
CCM spray coating Samsung
SDI
2007 7169500
CCM Flexographic printing Dupont 2007 7316794
MEGA,
CCS
Spraying Hyundai 2007 7056612
CCM Magnetron DC sput-
tering
Samsung 2004 6749892
CCS,CCM Electron beam PVD Gore 2007 7303834
GDL, CCM Extrusion,Calendering 3M 2002 6432571
CCM tri layer co-extrusion Ballard 2001 6291091
CM+CCS Screen printing Japan
gore-tex
2004 6723464
CCM Screen printing Honda 2007 7306876
CCM Bar coater Asahi
glass
2007 7157176
CCM Die coater Matsushita 2005 6855178
CCM+CCS screen printing Umicore 2006 7141270
There is minimal information available in literature on
how the performance of a fuel cell varies across these
different ink application methods. From purely a coating
process standpoint, quite a few of the technologies can
deposit the required wet layer thickness of material on
a substrate, but there is no good answer as to how the
choice of the process and the drying parameters effect the
actual microstructure, if at all, and what is the best process,
and optimal processing parameters. Furthermore from an
economic standpoint cost comparison of these processes
are also necessary so that an economically feasible process
is selected and the over all MEA fabrication process is
designed around it.
3) Drying: The microstructure of the electrode is formed
during the drying stage, and the rate of drying will have
a significant effect on the quality of the electrode. The
drying time is intimately related to the solvent used in the
ink formulation. Drying too fast causes the surface of the
electrode film to boil and peel and is highly undesirable. In
a continuous process typically a combination of infrared
and convective heating is used in the dryer, whereas in
laboratory scale processes, MEA’s are typically vacuum
dried in an oven.
4) Substrate Management: An added step in continuous
manufacturing which would be common to all the ink
application processes is the substrate management step. The
substrate can be either the polymer electrolyte membrane,
which is typically Nafion, or alternatively it can be an
intermediate substrate such as teflon film for decal transfer,
or if CCS type MEA’s are being made, it can even be the
diffusion media, which is typically carbon cloth or carbon
paper. Each of these substrates will have be to properly
unwound, and rewound and proper tension applied during
the entire process. Nafion poses a significant challenge in
this regard, because it can absorb significant amounts of
water/ solvent and swells up. Upon ink application and
drying, different areas of the material have different levels
of hydration, which cause the Nafion substrate to wrinkle
up. So if a Nafion substrate is used, web management be-
comes a significant problem, that is why generally the DTM
method is preferred, as it simplifies the web management.
V. MEA MANUFACTURING TEST BED
Based on the discussion presented in the prior sections,
the authors felt the need to develop a test apparatus where
the various coating methods could be tested out and applied
to the manufacturing of PEMFC and DMFC fuel cells.
The goal is to be able to study the various ink application
methods, different ink formulations and the effect of drying
rates on the electrode performance. Such a study permits
the direct comparison of the electrode fabrication process
on the performance of a fuel cell. Then the entire MEA
process would be designed around this electrode fabrication
step and further economic analysis can then also be done.
Such a study would identify process which can then be
further optimized and refined.
With this intent in mind an initial concept for a test
bed for continuous electrode fabrication was developed, as
shown in Figure 9. The concept as shown, has modules
for web management: web unwinder, rewinder and the
tensioning module. The catalyst ink is applied via the
ink application or coating module and solidified the dryer.
These key modules would be common to most of the
coating processes that will be tried out on this platform.
Such a flexible approach allows for the test bed to accept
multiple coating heads, and the web parameters such as
tension, feed can be modified to suit the particular web
material and drying conditions.
Fig. 9. Coating test bed concept
The key design requirement are as follows
• Multiple coating heads/ Ink application modules
• Variable web feed rate
• Variable drying rate
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• Web tension management
• Easy replacement of web cores
• Future expansion
• Modularity
A. Test Bed Design and Details
Keeping the requirement and constraints in mind, a
design of a modular coating test bed has been developed.
A CAD model of the machine showing the main parts and
modules is shown in Figure 10, while the actual machine
that has been built is shown in Figure 11. A six-inch-wide
web can be mounted onto the machine using core holders,
which allow for rapid mounting and removal of a new web.
At this stage the design intent was to have the ability to
very closely monitor the deposition process and the drying
process, therefore the machine was designed to be able to
operate at a web feed as low as 0.2 ft/min, and as high
as 1.2ft/min. The entire drive train is very modular and
if need be can be upgraded in future to allow for higher
speeds and torques. A 3.5 KW combination infrared and
convection dryer module has been designed and installed
into the test bed. The dryer module is reconfigurable so
as that individual heating elements can be repositioned and
reoriented to better accommodate the drying requirement
of the different ink formulations and application processes.
Two zones have been built into the test bed were coating
modules can be plugged in. One zone will provide for
‘over web’ access and the other for ‘under web’ access.
This is required due to the nature of the specific coating
modules used, for instance spraying needs ‘over web’
access, whereas a gravure coating head would require an
‘under web’ access. The coating modules are described in
the subsequent sections. Web tension control is done via a
disk brake arrangement which provides friction to the web
unwind roller, whereas the drive unit is mounted onto the
web rewind roller. As shown in Figure 11, at present all
operations in the machine are manual but ample space has
been left for further automation, which will be done when
the ink application processes are further short listed.
B. Ink Application Modules
1) Spraying Module: The spraying module Figure 12,
allows for the movement of the spray head in the web
feed direction. This in rapid traversal in combination with
the web feed will allow for multiple spray passes on the
substrate. A vacuum table is mounted under the web sur-
face, so that in addition to continuous web handling, even
discrete samples of substrate can be mounted in the test bed
and coated. Two different spraying heads can be mounted,
one is an ultrasonic spray head, which works without any
pressure, which can potentially minimize catalyst loss, and
the other spray nozzle is of a conventional type with a wide
spray band. The height of the spray head is adjustable so
as to allow for adjustment of the spray width.
Fig. 10. CAD model of modular coating test bed showing different
modules and parts
Fig. 11. The actual modular coating test bed
2) Tape Casting/Doctor Blading Module: In Figure 13,
the design of a tape casting head is shown. The doctor blade
is held in place by micrometers, which can be used to adjust
the gap. This controls the wet layer thickness of the ink
being deposited onto the substrate. In the same figure the
actual catalyst ink layer deposition is being shown.
3) MEA’s manufactured by Tape casting: Figure 14,
compares the results of MEA’s manufactured by hand vs
those manufactured by tape casting on the test bed. Manu-
facturing MEA’s by hand is truly an art form, and the results
shown represent the best efforts by us to date, in literature
higher performances have been achieved. The results of the
tape casting MEA compare favorably with typical results
expected from the catalyst at the given loading and testing
conditions. These are the first results and improvement are
expected in the due course of this research.
Figure 15, show the electrodes as they are cast on to
the substrate in a roll form. Individual electrodes are cut
out from the roll and then hot pressed on to a membrane
to form the overall MEA. The subsequent processing steps
(die cutting and lamination) right now are done by hand but
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Fig. 12. Spray head module and Ultrasonic spray nozzle
Fig. 13. CAD model of tape casting module and actual tape casting
results on machine
can be easily automated and incorporated into a continuous
process.
4) Future Modules: Right now, two modules have been
built and tested on the test bed. But the design has al-
lowances for more modules and in the near future the fol-
lowing modules will be built and tested with the machine.
• Ink jet module
• Slot die extrusion module
• Gravure coating module
• Mayer bar coating module
VI. CONCLUSION AND FUTURE WORK
This paper discusses the components and the manufac-
turing of the membrane electrode assembly for PEMFC
and DMFC fuel cells. It further highlights the underlying
need to engineer the porous electrode of a fuel cell for
optimal mass transport; as well as the need for a continuous
process for the manufacturing of MEA’s. In lieu of these
arguments, we have presented the design and the key
features of a novel, modular coating test bed which will
facilitative the study of various coating processes, drying
parameters and ink formulations. Initial results of PEMFC
MEA’s manufactured using the test bed are also shown,
which highlight the capability of the platform. Experiments
conducted on this test bed will identify an optimal process
for electrode fabrication, around which an overall MEA
fabrication process can be designed.
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Fig. 14. Results from MEA manufactured by Tape Casting on test bed
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Fig. 15. Tape Casting of electrodes on test bed
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Abstract—This paper describes the investigation of the
effects on cash inflow and costs of production for a
Automatic Pipeline, Variable Inventory and Order Based
Production Control System (APVIOBPCS) production
system using as an example electronic RAM production.
The investigation includes varying the order up to
inventory and WIP gains as well as the effects of PID
control to illustrate the profit gain from using control
analysis. The results show that a PID controlled
production system will allow payback sooner that a
proportionally controlled one. A higher value of desired
inventory level also allows earlier payback.
I. INTRODUCTION
HE current economic climate has made the
economic consequences of inventory control even
more important than usual. Companies continue to
search for competitive advantage, Wipro[1] claim E-
procurement allows for a reduction of inventory costs of
25-50%. This combined with a reduction of delays in
the pipeline obtained by considerable attention to the
supply chain process over the years has allowed a very
competitive environment. Lalonde and Pohlen [2]
identify a critical need for supply chain management to
deal with costs on a regular basis.
Benita Beamon [3] in her benchmark review of 1997
discusses various sets of criteria used by many
researchers to categorise supply chain design methods.
Many of these include cost as pivotal criteria. She
categorises supply chain performance measures
involving economics as:
 Cost minimisation
 Sales Maximisation
 Profit maximisation
 Inventory investment minimisation
 Return on investment maximisation
These have been investigated by a number of authors,
but with no single definitive solution proposed.
Costs a significant issue in the design and
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manufacturing process have been revolutionised in
recent years by the availability of the DFM-C software
systems [4]. However these systems do depend
critically on the rate of production and knowledge of
the interrelationship between design/production costs
and supply chain costs. It is only in the last few years
that analysts have paid any attention to marketing trends
in the sales problem [5]. In order to make any realistic
offers to customers they would need to know the
implications of their choices on their inventory strategy,
in so far as the offers included promises of delivery.
The purpose of this paper is to explore the development
of a model that can be used in realtime to compute
profit and costs of various inventory ordering policies.
Disney and Grubbström [6] have examined the
APVIOBPCS model, which is used here to obtain
analytic expression for the economic performance of a
generalised order-up-to policy for random demands.
They do show that an optimal costs solution is no
longer the same as that for inventory alone. Several
authors have used Net Present Value (NPV) Analysis to
investigate e-commerce [7], disassembly processes [8],
MRP systems [9], EOQ models [10] and make –to-
order and make-to-stock systems [11]. Whilst
producing sound analysis most business operators do
not understand NPV and it may not be as relevant in
todays almost zero interest economic climate.
II. APVIOBPCS MODEL
The problems of production and inventory have posed
significant problems throughout the history of
manufactured goods. Many different analytical
techniques, such operational research methods, have
been used with no one technique being wholly adequate
in providing all the necessary solutions to planning and
optimisation. However the consideration of the
information flows, the effects of batch sizes and
scheduling has now reached a position where the
economic penalties of excess stock and the western
poor practices are thrown into sharp relief by lean
production regimes, such as that practiced by Toyota in
the global market place. New e-manufacturing
environments are concerned with rapid response and are
generally concerned with Factory-to-Business (F2B)
and Business to Business (B2B) initiatives with the use
of Lean and Agile manufacturing processes driving
manufacturing engineers to look for greater efficiency
and flexibility in the Supply Chain. Disney & Towill
[12] at Cardiff University as well as White and Censlive
The Effect of Control System Decisions on the Cash Flows in
APVIOBPCS
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[13] have analysed Supply Chains with Automatic
Pipeline, Inventory and Order Based Production
Control Systems (APIOBPCS) and more latterly
APVIOBPCS, extensively, to determine system
stability and optimisation [14]. In these systems, the
actual inventory at the distributor is compared with the
agreed re-order point. The reorder decision is arrived at
by balancing consideration of Customer Service Levels
(CSL) whilst not building up excessive stocks. The
agreed procedure embedded in the APIOBPCS model
was found by Riddalls and Bennett [15] to follow
human behaviour as reported by Sterman [16] in
observations of business executives playing the ‘Beer
Game’.
In this APVIOBPCS model of a factory and sales
system we see that the distributor produces virtual sales
orders assuming a typical pattern of behaviour. These
orders are further modified by the factory using human
experience of the learning curve over time (this has the
effect of producing an exponential delay). This is
added to a fraction of the inventory error, plus a fraction
of the Work In Progress (WIP) error. This comprises
the order rate, which then will after a delay, cause
production to be completed. From this completion rate
the virtual sales rate is subtracted and the excess
accumulation of these products leads to the inventory.
Simon [17] originally proposed the application of
transform techniques to inventory and order based
production systems. Tustin [18] and Vassian [19] also
applied z transform techniques to economic and
inventory systems in the 1950's. Later in the 1960's
Forrester [20] applied the methods of Industrial
Dynamics simulation to the problem. Forrester devised
the method of System Dynamics to describe problems
that were not amenable by other means, primarily those,
which included human decisions. The principle
arguments were that ALL such processes could be
described by the feedback loops inherent in the
information flows and the delays represented in those
flows. Since he recognised the inherent non-linearity of
all the processes being described he was only able to
use a basic continuous simulation package to obtain
numerical results [20]. He used exponential transfer
functions to represent the delays, as he believed that
they were a better representation of physical reality for
many real situations.
In the late 1960's Adelson [21] had used z transforms in
an inventory and order-based system, producing an
analytical expression for the “bullwhip” effect. More
recent work using analytical methods by Towill's group
at Cardiff University is the origin basis of the work
presented here. Towill and his students modelled the
operations at a biomedical equipment factory, Biomet
Ltd. Although no validation data has been published,
their APIOBPCS model was derived from the
manufacturing procedures adopted by Biomet. A
derived family of different forms of IOBPCS models is
described in Ferris and Towill [22].
The main criticism raised by Riddalls et al. of
Forrester's simulation methods is that they do not give
general management decision support Towill's control-
theoretic models allow an analytical approach to the
inventory problem, while retaining the dynamics of the
situation, unlike traditional operational research (OR)
methods described by statistical or quasi-static methods.
The disadvantage of the System Dynamics models with
their extensive ad hoc non-linearity's, is that few or any
general analytical predictions can be made. In principle
they capture the main features of the systems while
allowing a greater depth of analysis. These problems
can also be represented as state-space equations, either
as continuous or discrete models.
In the early descriptions of System Dynamics, delays
were assumed to be exponential in form, in control
terms exponential lags. Hence the delays due to the
actual production processes, for example, are described
by a simple single time constant Tp. This is typically
the modelling process used in Stella ® or Vensim ®. In
the models used here the differential equations can be
modelled using Laplace transforms assuming that a
large number of items are being handled ,or for a
smaller set of objects, that are better described by
difference equations, these can then be modelled using
z transforms. Both these techniques are limited to
linear models but have great utility in allowing both
general expressions and detailed values to be obtained.
The key to the dynamic behavior of the inventory
system is the rate of ordering. The main structural
system that has been investigated in this present work is
that of the Automatic Pipeline, Variable Inventory and
Order Based Production Control System
(APVIOBPCS). The inventory error (EINV) is
represented by the difference between a desired level of
inventory (DINV) and the actual inventory (AINV). A
smoothing function is used to obtain the average sales
consumption (AVCON) as a function of the virtual
consumption rate VCON. In his earlier work, Towill
[23] showed that the averaging techniques used in
industry to determine long term sales trends could be
modelled by an exponential lag in a continuous model.
This value is then used to obtain the order rate
(ORATE) given to the production facility, wherever it
is. There is generally a production delay inherent in the
manufacturing processes.
The Order rate (ORATE) is obtained from the sum of
a fraction of the exponentially smoothed virtual sales
plus a fraction of the error in inventory plus a fraction
of the perceived error in Work In Progress. The error in
inventory is supplied by a variable demand. Payment is
often requested at this point. (the term “error” is used in
the control engineering sense for the fed back difference
signal ).
This model, implemented in SIMULINK, is shown in
figure 1 with the cost functions included.
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Fig. 1. Schematic of the APVIOBPCS with cost functions implemented in SIMULINK.
The basic structure of these models as implemented by
Towill’s group uses a proportional controller in the loops
carrying the inventory and WIP error signals. Other authors
[24] and [25] have proposed PID controllers. These were
shown by Censlive [26] to give lower inventory stock outs
than the best proportional control. A second model was
therefore implemented with PID controllers to see whether
they were more effective in the cost based system models.
III. CASE STUDY
The example used here uses the costs and throughput data
of an automated PCB assembly plant described in Deif [27].
The product in this case is a RAM module. Deif used data
from a real case, with the following cost functions which
allow for:
 Holding cost CH, calculated from the quantity of
unsold RAM/week, QH, and then converted to
holding cost using the following equations:
)1(demandproductionQH 
)2(rHH iPQC 
 The backlog cost, CB, is calculated from backlog
quantity QB and then multiplying by the backlog
penalty PB and the cost of loss of goodwill CLGW
as shown below:
  )3(HB QproductiondemandQ 
  )4(sLGWBBB PCPQC 
The values quoted by Deif [27] are:
Pr=$30
Ps=$100
PB=0.01% of the selling price
CLGW=0.01% of the selling price
i=0.2%
Since there is a high volume flow rate of product we have
used a continuous model in this case.
IV. RESULTS
The model simulates 52 weeks of activities and the results
for the weekly profit are shown in figure 2 for the
proportional control using Disney and Towills’ gain values [
] and for the better gains found by Censlive. These are
plotted with data using the optimum PID gains found by
Censlive using an ITSE criterion.
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Fig. 2. Weekly Profit Output of the APVIOBPCS with comparison of
Proportional and PID control for a step change insales input of 105 RAM
chips.
The plots show profit is initially negative for all three
situations but becomes positive after 7 weeks for the ITSE
optimised PID and 10 and 14 weeks for the other two cases.
The response is initially oscillatory for the optimised PID
controlled system, suggesting slightly worse cost conditions
but this is for a very small time period. The cumulative
profit is shown in figure 3 illustrating the economic
superiority of the PID controlled system. The above noted
oscillations are seen as not impacting significantly on the
profit curve
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Fig. 3. Cummulative Profit for the APVIOBPCS with comparison of
Proportional and PID control for a step sales input.
The PID system has a lower value of deficit (negative
profit) than the Proportional system and is seen to be paid
back in a shorter time.
Real production systems have physical limits such as the
production capacity; figure 4 shows the effect on the
financial situation of limiting the production capacity. Here
the capacity has been limited from 140000 units/week to
114000 units/week. As expected, the effect is to increase the
time before payback is achieved. The payback period is
pushed back from 17 to 23 weeks.
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Fig. 4. The effect of capacity limits on the APVIOBPCS for proportional
control for a step sales input.
In the paper by Deif the sales rate varies from month to
month and this effect is shown in figure 5 using Diefs data.
The inventory follows the sales rate after the initial stock out
at the start of the simulation. Notice that the variable
“desired inventory level” is a smoothed version of the sales
rate. After the initial peak both the order rate and the
completion rate follow the sales demand.
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Fig. 5. Inventory Performance of the APVIOBPCS with proportional
control using sales data from Deif (2007).
For this set of sales input data, the cash inflow and costs
are plotted in figure 6. No cash inflow occurs before week
10 and the costs peak at $4 million/week, while the “money
in from sales receipts peaks at around $11 million/week.
Changing the desired inventory constant, Tv, only affects the
point at which cash inflow starts, hardly changing the costs.
This is confirmed in the weekly profit figures (figure 7).
The deficit is nearly the same but the date at which profit
starts coming in is earlier for the higher Tv constant.
The cumulative profit is greater when the desired
inventory constant is higher as shown in figure 8 with a
payback period reduced by 2 weeks.
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Fig. 6. Flow of Money in the APVIOBPCS with proportional control using
sales data from Deif (2007) for two values of desired inventory gain.
The model we have used here is a standard linear
representation of APVIOBPCS but with non-linear features
to compute the cash flows. These equations can be modified
to include different formulations of costing or additional
terms. The actual numerical values can be changed very
easily to allow “what if” scenarios to be investigated
numerically.
It is clear that the performance measures described by
Beamon can be evaluated relatively easily using this model.
It is also clear from our model that in this case of high
volume order rates the level of inventory does not have the
penalty effect commonly assumed.
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Fig. 7. Weekly Profit for the APVIOBPCS with proportional control using
sales data from Deif (2007) for two values of desired inventory gain.
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Fig. 8. Cummulative Profit for the APVIOBPCS with proportional control
using sales data from Deif (2007) for two values of desired inventory gain.
V. CONCLUSIONS
 PID control allows profit to be generated earlier
and at a larger rate than for proportional control
 Variable desired inventory allows earlier payback
for higher values
 Production constraints cause later payback
VI. SYMBOLS
AINV Current Inventory level
APVIOBPCS Automatic Pipeline Variable Demand
Inventory and Order Based Production
Control System
AVCON Average sales rate
CONS Sales consumption or market demand
COMRATE Rate of production
CSL Customer service levels
CLGW estimated cost for lack of goodwill
EINV Error in inventory level
EPOS Electronic point of sale
EWIP Error in WIP
DINV Desired inventory
i Interest rate
ORATE Outstanding level of orders placed with the
supplier
PS Selling Price
Pr Production costs
TINV Target inventory
Ta, Smoothing time constant
Ti Inventory order constant time.
Tw WIP order constant time.
TP Production delay time
TPbar multiplier from smoothed sales to WIP
demand
TV Constant multiplier to AVCON to give
DINV
WIP Work In Progress
z z transform
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A Manufacturing-based Cost Model for Shell and Tube Heat 
Exchangers 
Antonio C. Caputo, Pacifico M. Pelagagge, and Paolo Salini 
 
Abstract—Traditional costing methods for heat exchangers 
rely on simple parametric functions based on the overall heat 
exchange surface. This makes them unfit for utilization during 
the design phase. In fact, parametric functions are unable to 
assess the effect of detailed design decision or changes in the 
equipment architecture on the overall cost. Moreover, they are 
not detailed enough to be used in computerized design 
optimisation procedures. In order to provide a more precise 
costing approach, in this paper a generative – analytical cost 
estimation procedure for shell and tube heat exchangers is 
developed. This allows to obtain a costing procedure linked to 
geometrical features and manufacturing processes which is 
better suited to computerized design and optimisation of heat 
exchangers. It can also be used for bidding purposes when 
responding to quotations for make to order equipment.  
I. INTRODUCTION 
OST estimation is a major activity during new products 
development since a large part of the product life-cycle 
costs are defined during the design stage [1], [2]. Moreover, 
the capability of rapidly and correctly estimating 
manufacturing costs for bidding purposes is critical for 
engineering-to-order manufacturers of non standard 
equipment with customer defined designs and specifications 
[3]. In this case, a cost overestimation bears the risk of 
making the firm uncompetitive and losing a customer, while 
underestimating the cost leads to winning a contract but 
incurring a financial loss [4]. In both the preliminary and 
detailed design phases, being able to estimate future costs 
before the actual production takes place allows cost-based 
decision making, and enables designers to assess the 
economic effects of their choices before product architecture 
or manufacturing methods decisions are finalized [5]-[7]. 
Furthermore, when engineers try to optimize the architecture 
of a product by changing the values of design parameters so 
that the investment cost and operating costs are minimized, 
they often rely on sophisticated optimization methods, and 
the lack of precise cost estimation techniques able to capture 
the effects of design changes severely impairs the 
effectiveness of such an optimization process. 
A typical case of engineering-to-order equipment where 
cost-optimal design is important, is the field of heat 
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exchangers manufacturing, considering their functional 
importance and widespread utilization in process plants.  
In recent times a renewed interest in the optimal design of 
heat exchangers has been witnessed in the literature. This 
corresponds to the availability of new optimization 
techniques, such as genetic algorithms, able to handle a large 
number of design parameters including both discrete and 
continuous variables [8]-[12]. However, most of these 
sophisticated approaches still rely only on very simplified 
cost functions to build a cost-related objective function. 
Almost always, in fact, the equipment capital investment is 
estimated basing only on the exchanger surface area and 
resorting to statistical correlations of market data. Since such 
investment cost functions are not dependent on the 
construction arrangement of equipment, or on the actual 
manufacturing operations, the possibility of an effective 
design optimization is thus questionable.  
In order to contribute to a solution of this problem, in this 
paper a manufacturing-based detailed cost estimation model 
for shell and tube heat exchangers is developed to be utilized 
for both design optimization and bidding purposes. 
In the paper, following a literature review and a 
description of the traditional cost estimation techniques, the 
heat exchangers manufacturing process is described. An 
analytical-generative costing model based on the actual 
manufacturing process is then developed. Finally, an 
application example is provided.  
II. HEAT EXCHANGERS COSTING METHODS 
Quantitative cost estimating methods are usually 
classified into statistical models, analogous models or 
generative-analytical models [4], [13]-[16]. Statistical 
methods utilize regression models to identify the causal links 
and correlate costs and product characteristics in order to 
obtain a parametric function with one or more variables. 
However, artificial neural networks (ANN) have also been 
employed thanks to their ability to classify, summarize and 
extrapolate collections of data also showing superior 
performances respect traditional parametric methods [4], 
[17]-[21].  
The main drawback of statistical models is that they do 
not consider the characteristics of the production process or 
do not show the details of the cost structure but, rather, just 
establish an overall correlation between the total 
manufacturing cost and some cost-driving product 
characteristics (i.e. variables related to the product 
configuration or physical characteristics such as weight, size 
C 
134
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
etc.). However, this requires that cost influencing product 
attributes should be known in advance and that the models 
can not be utilized for generative design when new 
manufacturing technologies are introduced. Furthermore, 
owing to the low level of detail they usually do not allow a 
cost-based comparison between alternative products. Finally, 
they require historical data which are usually lacking. 
Nevertheless, statistical models have the advantage of not 
requiring a detailed definition of the single manufacturing 
process phases which is appreciated when few products 
information are available or when it is not possible to carry 
out a detailed product design. An advantage of ANN is that 
they can effectively extrapolate and generalize because an 
input-output mapping is allowed without understanding the 
functional relationship between variables. However, ANN 
require a large set of training cases. 
Analogous methods, instead, identify a similar product, 
and reuse the cost information to estimate the future cost by 
analogy, adjusting the cost for the differences between the 
products. Analogous models thus infer a similarity in the 
cost structure from a functional or geometrical similarity 
among products features. The strength of the similarity is 
proportional to the correspondence of the relevant 
characteristics [13], measured, for instance, as the distance 
between the points of a multi-dimensional features space. 
Alternatively, case based reasoning and expert systems also 
rely on similarities between products to generate estimates 
and are effective in case of modular products with variants 
[22], [23]. Analogous models have drawbacks similar to 
statistical methods and are only as reliable as the capability 
of correctly identifying the differences between the studied 
product and the reference one. 
Generative-analytical methods are the most accurate in 
that they try to depict the actual product creation process. A 
detailed analysis of the production process and 
decomposition into the single manufacturing operations is 
carried out. Specific models analytically estimate the cost of 
each processing phase attributing a monetary value to the 
resources consumption on the basis of the technical 
parameters characterizing the operation. A bottom-up 
approach is then utilized to properly aggregate the costs 
incurred during the process of fabrication through 
summation of each cost item. A detailed model uses 
estimates of labour time and rates, material quantities and 
prices to estimate the direct costs of a product or activity and 
an allocation rate is used to allow for indirect/overhead 
costs. Therefore, a detailed costing estimate results from a 
generative process plan which also allows specific cost 
drivers to be identified. In so doing alternatives to adjust 
products cost can be derived and trade-offs can be examined. 
Process oriented methods often include direct integration 
with CAD models to extract cost-driving geometrical 
product features [24], [25] or rely on data bases of standard 
times, cost rates and best-practice manufacturing methods, 
which may be integrated with computer aided process 
planning software and knowledge-based methods [26], [27]. 
Analytical techniques even form the basis of Design-for-
Manufacturing methods, and provide detailed models for 
single technological processes [28], [29]. However, 
analytical models, utilize a very large amount of 
information, and are much more time consuming as they 
require a detailed design of the product and processes 
knowledge, often resulting difficult to implement and utilize. 
Available cost models for heat exchangers, mainly belong 
to the first two of the above cited categories. Presumably this 
is a result of their standardized structure and fairly simple 
configuration or a consequence of their wide utilization in 
the fields of chemical engineering and process industries 
were parametric equipment costing methods are historically 
well established. However, the accuracy of such models is 
often quoted in the ± 10% to ± 30% range. The basic 
parameters involved in parametric cost functions for heat 
exchangers is the heat transfer area, which is an effective 
indicator of the equipment size. Simple power law cost 
function based on the exchanger surface area have been 
developed, for instance, by Hall [30], [31]. An example of a 
cost function for stainless steel exchangers is given as 
 
EC = 13324 + 431·A0.91    (1) 
 
where EC is the capital investment (€), to be intended as 
FOB cost, while A is the surface area (m2). Respect the 
original Hall equation this has been updated here on the 
basis of the CPI cost index, and the currency changed from $ 
to €. Different equations were developed for other 
combination of materials and size ranges. 
More precise methods attempt to correct the basic surface-
related estimates through multiplication with some 
application-dependent factors. This approach can be 
regarded as an hybrid of parametric-statistical and analogous 
methods. As an example Corripio et al. [32] define the base 
cost of a standard type of heat exchanger (carbon steel 
construction material, internal pressure < 690 kPa, floating 
head, surface area comprised between 13 and 1114 m2) as,  
 
( )( ) ]ln06811.0)(ln30863.0551.8[ 2AAeb +−=   (2) 
 
while the cost of the actual exchanger is EC = b Fd Fp FM, 
being Fd the correction factor accounting for the exchanger 
type, Fd the correction factor accounting for the actual 
operating pressure, and FM the construction materials factor. 
Such corrective factors, in turn, depend on exchange area 
and the application range through specific correlations. In a 
similar manner, Seider et al. [33] propose a cost function for 
the base case exchangers (surface area between 14 m2 and 
1100 m2, carbon steel material, ¾ (in) tubes with pitch to 
diameter ratio of 1.25, length of 6.1 m and operating 
pressure up to 6.8 bar) as 
 { })](ln)[ln( 2321 AKAKK
B eC
+−=    (3) 
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and compute the actual equipment cost as EC = CB FB M FL FP, 
where FM is a material corrective factor, FL is the exchanger 
length corrective factor, and FP the operating pressure 
corrective factor. 
A further evolution of parametric-analogous approach is 
the Purohit method which represents one of the most 
detailed and sophisticated heath exchanger costing 
estimation technique available to date. It has an error margin 
lower than ±15% [34]. The method applies to a number of 
exchanger types: fixed sheet, U-tube, split ring floating head, 
pull-through floating head. It is valid for shell diameter 
comprised between 0.3 and 3 m, length comprised between 
2.44 and 11 m, tubes diameter between ¾” and 2”, from 1 to 
8 tube passes, shell side and tube side fluid pressure from 6.8 
to 190 and 170 bar respectively. The model is based on a 
reference carbon steel heat exchanger 6.1 m long, having 1 
or 2 tube passes, and an operating pressure lower than 10 
bar. The assumed cost of the reference exchanger, based on 
correlation of US market data for 1982, is 
 
( )[ ] rfpeb SD ⎥⎦
⎤⎢⎣
⎡
−= − 27/71
6.6     (4) 
 
where Ds (in) is the internal shell diameter, p is a corrective 
factor accounting for tubes external diameter, pitch and 
arrangement, while f and r are corrective factors related to 
the type of front and rear TEMA heads [34]. 
Then the following correction factors Ci are factored in, 
namely, CL (tube length correction), CNtp (tube passes, when 
greater than 2), CPS (shell side pressure), CPT (tube side 
pressure) correction when internal pressure greater than 10 
bar, CG (tube gage, when tubes are > 14 BWG), construction 
material correction factors (if different from carbon steel) for 
tubes (CMT), shell (CMS), channel (CMC), tube sheets (CMTS). 
All of these correction factors are estimated through 
empirical correlations based on some constructive details of 
the equipment. Then the total 1982 estimated cost is  
 
ACbE
i
iC ⎟⎠
⎞⎜⎝
⎛ += ∑1     (5) 
 
Finally, it should be reported that even ANN techniques 
have been recently applied to heat exchanger cost estimation 
[35]. However, all of the above approaches, although widely 
utilized, are not suited for precise cost estimation during 
detailed design because, 
• are obtained referring to a specific base case or are 
generated from statistical correlation of cost of exchangers 
having standard architectures, which may be different 
from the architecture of the specific heat exchanger to be 
designed, 
• do not explicitly include manufacturing related variables 
or the detailed geometrical features characterizing the 
equipment architecture. 
This is especially critical when excessively simplified cost 
functions, such as Hall correlations (1), are used as a basis to 
build objective functions in numerical design optimization 
procedures, as often happens. The fact that cost correlations 
based on the sole surface area or on similarity issues are not 
suited for design optimization routines becomes obvious if 
one considers that exchangers having the same surface area 
(i.e the same cost according to heat transfer area-based 
correlations), but very different configurations, necessarily 
have different actual manufacturing costs. For instance, let 
us consider two exchangers having the same heat transfer 
area but very different length to diameter ratio. This means 
we are comparing an exchanger having few long tubes with 
one having many shorter tubes. In the latter case the shell 
will have a much greater diameter and, for a given internal 
pressure, will have a greater thickness. Moreover, the 
number of holes on the tubesheets will be different as is the 
number of tubes to be mounted. This also implies a different 
weight of the labor costs, which Purohit [34] demonstrated 
to be the main cost item in heat exchanger manufacturing. 
Furthermore, exchangers designed according to standard 
methods tend to have a length to diameter ratio between 3 
and 15, but specific design requirements or computerized 
design procedures can give rise to non standard 
configurations for which standard parametric correlations 
may not apply. Therefore, parametric cost functions should 
be limited to budget estimates instead of design applications. 
In order to provide a cost estimation procedure having the 
required degree of detail to capture the actual exchanger 
architecture and its manufacturing process characteristics, as 
influenced by the chosen design parameters, a generative 
analytic approach will be applied in the following section. 
III. HEAT EXCHANGER COST MODEL 
DEVELOPMENT 
This procedure is referred to the AEL TEMA type heat 
exchanger, with one shell and tube pass and front and rear 
end channel type (Fig. 1). The bonnet end type is generally 
less expensive due to the reduced bolts number and welding 
length. Although each manufacturer can adopt specific 
construction procedures and proprietary equipment, a 
general flow chart for manufacture of fixed tube sheet 
exchangers has been given by Kuppan [36]. 
 
 
- A - 
Channel & removable 
cover
- E -
One Pass Shell
- L - 
Fixed tube sheet like "A" 
stationary head
tDH
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LCH
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Fig. 1.  Scheme of AEL TEMA type shell and tube heat exchanger. 
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The manufacturing process includes construction of three 
main subassemblies, namely, the shell, front and rear ends, 
and the tube bundle, resorting mainly to traditional carpentry 
and machining operations such as cutting, edge preparation, 
welding, drilling and reaming. After the base parts have been 
machined several cleaning and testing operations are 
necessary before and after assembly.  
In general the machining cost for cutting plate and tubes, 
drilling and reaming, rolling a plate, and edge preparation 
can be estimated referring to the time consumed and to the 
hourly cost of each process. An operation time estimate can 
be made using the feed approach [28], [37] 
 
TM = L / F     (6) 
 
being TM the machining time (min), L the length (m) of 
machining in the feed direction augmented of the tool’s 
pretravel and overtravel length. F is the feed rate (m/min) 
and it can be defined as  
 
F = f N 10-3     (7) 
 
for rotational cut feed, where f the is the feed rate (mm/rev) 
and N the tool rotation speed (rpm), whereas F is the linear 
cut velocity for linear cut feed. The machining cost is  
 
MC = CSU + (TM/60) (HMC + LR)  (8) 
 
being CSU (€) the setup cost, HMC (€/h) the hourly 
machining cost and LR (€/h) the labor hourly cost. The 
welding cost MCwel (€/m) can be computed as sum of fixed 
and variable costs. The fixed cost includes setup cost and 
tooling cost, whereas the variable cost is the sum of labor, 
electrode material, shielding and power cost.  
 ( )
VPCVGCVECLC
L
WFCHSUTSU
MCwel +++++=  (9) 
 
The fixed cost in (9) is calculated referring to the unit 
welding length, being TSU the setup time (h), HSC the 
hourly setup cost (€/h), WFC the fixed welding cost (€), L 
the welded length for each setup (m). The components of 
variable welding cost per meter (€/m) are computed in (10) 
to (13), where LC is the labor cost, VEC the electrode or 
welding material cost, VGC (€/m) the shielding gas or flux 
cost used to protect the weld metal and VPC is the power 
cost [37]. 
 
LC = LR / (3.6 S OF)    (10) 
VEC = WDM (EC/EMY)    (11) 
VGC = (GFR GC)/(3.6 S)    (12) 
VPC = (I V PC/1000)/(3.6 S M)   (13) 
 
In the above equations S is the electrode travel speed 
(mm/s), OF the operator efficiency, WDM the weld metal 
deposition rate (kg/m), EC the electrode cost (€/kg) EMY the 
electrode metal yield, GFR (m3/h) is the inert gas flow, GC 
is the specific gas cost (€/m3), I the welding current (A), V 
the voltage (V), PC the energy cost (€/kWh) and M the 
welding equipment efficiency. The cost CC of parts cleaning 
before welding or assembly can be evaluated on a surface 
basis, being CSC the cleaning cost per surface unit (€/m2) 
and A the surface to be cleaned (m2). 
 
CC = CSC A     (14) 
 
The heat exchanger shell can be produced by different 
technologies depending on its size. Generally, up to internal 
diameter (Ds) of 610 mm a commercial seamless tube can be 
used, whereas for larger size the shell is made rolling a plate 
welded at the edge. The two options determine different 
production cycles and costs. The latter procedure is much 
more expensive. The main operations of shell construction 
are cutting, preparing the edge, welding, and cleaning parts 
(Fig. 2a). 
 
 
 
 
(a) 
 
 
(b) 
Fig. 2. Shell/Channel production flow chart 
 
Shell cost SC (€) is the sum of material cost (Cmat,k) and 
labor. The labor cost is generically represented by machining 
(MCi), testing (TCi) and cleaning cost (CCi) as in (15), 
 
ii
O
i i
K
k kmat
CCTCMCCSC +++= ∑∑ == 11 ,   (15) 
 
where K is the number of components and O is the number 
of processing steps to be carried out. If the shell is made by a 
commercial pipe, shell cutting is simply the cutting of the 
pipe to the exact length. The cutting process includes 
machining, gas cut or plasma cut. However, the machining 
cost can be computed by (16), being CSUcut the setup cost 
for cutting equipment, Vcut the cutting velocity (m/min), 
HMCcut the hourly cutting cost.  
 ( )[ ]( )LRHMCVDCSUMC cutcutscutscut ++= 60/, π  (16) 
 
LR is the worker hourly cost and Ds the shell diameter (m). 
Since the end of the pipe must be prepared before welding to 
the flanges, the edge preparing cost must be considered, as 
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( LRHMC
V
D
CSUMC edg
edg
s
edgsedg ++= 602, )π   (17) 
 
where CSUedg,Vedg, and HMCedg are the setup cost (€), edge 
preparing velocity (m/h) and the hourly machining cost 
(€/h). In case the shell diameter is greater than 0.61 m, 
calendering of one or more commercial plates is generally 
required followed by edges preparation and both 
longitudinal and circumferential seam welding. If W (m) is 
the plates width along the exchanger body axis and LHE is 
the heat exchanger’s length, the required plates number Nf is  
 
WLN HEf /=      (18) 
 
Following eq. (8) the calendering operation machining 
cost results in eq. (19) being CSUcal (€/setup) the calendering 
machine setup cost, TSUcal,u the time to change the 
calendering plate, Vcal the calendering velocity (m/min) and 
HMCcal the hourly calendering cost (€/h). 
 ( )[ ]
( ) fcal
calsucalcalscal
NLRHMC
VDTSUCSUMC
+
×++= 60/,, π  (19) 
 
For edge preparation the length to be machined is equal to 
the welding length. If the heat exchanger’s circumference is 
less than the plate length Lpl (m), the length useful for 
welding cost computing (Lwel,a) and edge preparing along the 
heat exchanger’s axis is equal to the heat exchanger’s length 
LHE. Otherwise, if more than one plate is necessary to make 
a shell section, the axial welding length is computed as 
 ( )plsHEawel LDLL /supint, π=    (20) 
 
For circumferential welding and edge preparation the cost 
is referred to the total circumferential length Lwel,t (m), which 
includes the flanges welded junctions  
 ( )( 1/, += WLDL HEstwel )π    (21) 
 
Axial (MCwel,t) and circumferential MCwel,a welding costs 
(€) can be computed using (9)-(13) considering the proper 
length Lwel,a, or Lwel,t. The total shell welding cost for 
(MCwel,s) is the sum of previous ones. Edge preparation cost 
(MCedg,s) concerns a total length equal to the welding length:  
 ( )[ ]( )( )
( )[ ] ( )( )LRHMCVLTSUCSU
LRHMCVLCSUMC
tedgtedgtweluedgtedg
aedgaedgawelaedgsedg
+++
+++=
,,,,,
,,,,,
60/2
60/  (22) 
 
where CSUedg,a and CSUedg,t are setup costs (€), Vedg,a and 
Vedg,t are the edge preparation velocity (m/min) for the axial 
and circumferential machining respectively, and TSUedg,u is 
the time to load the machine or rotate the part. 
Following plates rolling and longitudinal welding the 
product must be checked for thickness, diametral dimension 
and circularity, bearing a cost TCdim,s. As the operations are 
slightly dependent on parts size, the cost accounting is made 
on items number basis. Being (TCdim,u) (€/check) the single 
checking operation cost, the total cost is  
 
fus NTCTC dim,dim, =     (23) 
 
Once the dimensional check is made, and circumferential 
welding too, a fundamental task is the welding check, made 
by an inspector examining the weld penetration, oxided 
metal removal and absence of defects. The task cost TCwel,s 
can be computed on a welding length basis, according to the 
adopted testing methodology (e.g. radiography), 
 ( ) ( ) TVLLHTCTVLHTCTC twelpwelswel // ,,, +==  (24) 
 
being HTC the hourly checking cost of welded joint (€/h), 
TV the testing velocity (m/h) and L (m) the welding length to 
be checked. It must be noted that before each welding 
process the working material must be cleaned to assure an 
optimal joining. The cleaning cost CCs is computed on the 
extension of surface to be cleaned, 
 
2HEss LDCSCCC π=     (25) 
 
where CSC is the specific cleaning cost f (€/m2). For sake of 
simplicity the flanges at the shell ends are assumed to be 
made starting from a plate. This is the usual practice for non 
overly stressed flanges. If thermal or load stresses are high 
the flanges are produced by casting processes and 
machining. The minimum dimension of the starting plate 
necessary to the flange construction, including off-cuts is  
 
1000/2 fs hDSF +=     (26) 
 
being hf the flange height (mm). The flange cutting length 
Lcut,f allows to estimate the cutting cost for a flange (MCcut,f). 
 ( )( )sfsfcut DhDL 1000/22, +=π    (27) 
 
To evaluate the flange welding cost (MCwel,f) the welding 
length for each flange (Lwel,f) is required (m), 
 
sfwel DL π=,      (28) 
 
The drilling cost of the flange is function of holes number 
and depth. Being Nh the hole number, Lp and Lo respectively 
the drill pretravel and overtravel and Ll the drill lead (mm), 
the total drilling time TMhole (h) is  
 ( ) ( )( )( )60// hdrilllopfhole NNfLLLtTM +++=  (29) 
 
where f (mm/rev) is the feed rate and Ndrill (rev/min) the drill 
rotational speed. The total drilling cost includes the setup 
cost too. The setup phase is split in two different steps: the 
first one is due to flange positioning on the drill (Tsu,drill) and 
it is independent on Nh, the latter (Tsu,h) is necessary to move 
the drill head on the correct position for each hole.  
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The total effective drill time is: 
 
holehsuhdrillsufdrill TMTNTTM ++= ,,,   (30) 
 
The drilling cost for each flange can be computed as 
 ( LRHDCTMMC fdrillfdrill += ,, )    (31) 
 
where HDC is the hourly drilling cost (€/h). 
The flange machining cost is thus 
 
fdrillfwelfcut MCMCMCFC ,,, ++=   (32) 
 
Considering the shell and its two flanges the total material 
cost (Cmat,s), on weight basis, can be computed as 
 ( ) 1000/,2, wmatfssHEsssmat CtSFLtDC ρρπ +=  (33) 
 
where ts is the shell thickness (mm), tf the flange thickness 
(mm), ρs the steel density (kg/m3), and Cmat,w the material 
cost per unit weight (€/kg). 
The shell can have two or more nozzles. Each nozzle costs  
 
nflangencutnedgnwelnmat CMCMCCCNC ,,,,, ++++=  (34) 
 
The nozzle is made by a commercial seamless tube, the 
material cost is  
 
6
,, 10/nunnnnnmat CHtDC ρπ=    (35) 
 
being Dn the nozzle diameter (mm), tn the nozzle thickness 
(mm), Hn the nozzle length (m), and Cu,n the steel cost per 
unit weight (€/kg). For edge preparation and welding the 
length to be considered is 
 
1000/2, nnwel DL π=     (36) 
 
while the nozzle’s flange cost (Cflange,n) is considered as input 
information, being a standard fitting related to Dn and 
pressure rating. Finally the shell body costs SC is  
 
BCnNCFCCCCTC
TCMCMCMCSC
smatsswel
sswelsedgscal
+++++
++++=
22,,
dim,,,,  (37) 
 
being n the supports number, and BC the total cost for each 
support (including the joining to the shell). 
For the TEMA type AEL the front and rear end of the heat 
exchanger are channel type. As the channel type has a 
construction procedure very similar to the shell body (Fig. 
2b), the same equations can be used, utilizing the channel 
length LCH instead of LHE. Furthermore, the channel type end 
is bolted at one end to the shell, and to the other end it 
requires a dished end bolted to its flange. The dished end 
cost (DEC) is calculated factoring in material cost and labor 
cost for cutting, hole making and drilling a plate, 
( ) ( )
DEDEdrillDEcut
DEmatsDEfs
DCMCMC
CthDDEC
++
++=
,,
,
2 1000/1000/2 ρ
 (38) 
 
Cutting cost (MCcut,DE) is referred to a cut length  
 ( )1000/2, fsDEcut hDL +=π    (39) 
 
The drilling cost DCDE is calculated as in (31), 
considering the hole depth tDE (dished end thickness, mm) 
instead of tf, and, only if the dished end material is different 
from the flange material, at different feed rate and drill 
speed. In case the dished end is bolted to the channel, the 
hole number is the same of the flange. However, it is 
possible to weld the dish to the channel, changing MCdrill,De 
with a MCweld,DE. The channel cost (CHC) is computed as a 
sum of channel body cost, nozzle cost, and dished end cost.  
The tube sheets in AEL heat exchangers are generally 
two. However, it is possible to have a double plate 
construction. The proposed approach is used to compute the 
cost of each tube sheet. The tube sheet construction needs 
particular attention and it is one of the major time 
consuming tasks. Frequently, the heat exchanger reliability 
is strongly dependent on the tube-tube sheet junction, as it 
can cause of leakage and corrosion attack. To allow a defect-
free construction the tube sheet must be drilled and reamed, 
assuring the adequate roughness. Cleaning is always carried 
out after machining. The drilling procedure is expensive due 
to sheet thickness and material hardness. The tube sheet 
production cost is computed as 
 
( )
tstsreamtsdrill
tscuttsmatstss
CCMCMC
MCCtDTSC
++
++=
,,
,,
2 1000/ ρ
  (40) 
 
where tts is the tube sheet thickness (mm), Cmat,ts the tube 
sheet specific material cost (€/kg), MCcut,ts the cutting cost 
referred to the circumferential length of the tube sheet. 
MCdrill,ts is the drilling cost evaluated by (31) using as hole 
depth the sheet thickness and the tube bundle number Nt as 
the hole number. CCts is the tube sheet cleaning cost after 
machining and it is computed according to (15) considering 
sheet sides and the holes surface (m2). 
The reaming cost MCream,ts is computed as 
 ( LRHRCTMCSUMC reamreamream + )+=   (41) 
 ( )[ ]( 60// treamreamtsreamream NNftTSUTM )+=  (42) 
 
being CSUream the reaming machine setup cost, HRC the 
hourly reaming cost (€/h) and TMream the reaming time, 
where fream is the reaming feed rate for (mm/rev), Nream the 
reaming head speed (rpm) and TSUream the the reaming tool 
positioning time.  
Baffles are often segmental type. They are made starting 
from a plate, so the material cost Cmat,B is computed 
considering the original square plate. 
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( ) BBusBsBmat NCtDC ,2, 1000/ ρ=    (43) 
 
being tB the baffles thickness (mm), Cu,B the baffles specific 
material cost (€/kg) and NB the baffles number. Baffles 
machining cost is related to cutting (MCcut,B) and hole 
making (MCdrill,B) costs. For cutting cost estimate, knowing 
the angle β of the segmental baffle (Fig. 3) the cut length is  
 
( ⎥⎦
⎤⎢⎣
⎡ −+= βπβ 2
22
sin,
s
sBcut
D
DL )    (44) 
 
h
Ds/2
α
β
ch
h1
 
Fig. 3. Segmental baffles geometry 
 
Baffles cutting cost is 
 ( )( )( ) BcutBcutbcutBcutBcut NLRHMCVLCSUMC ++= ,,,, /  (45) 
 
being CSUcut,B the baffle cutting machine setup time. 
Drilling is made bundling all the baffles and firmly holding 
them during the operation. This practice allows to have all 
holes in line, without axial position errors. Being Nt the total 
tube number and Ntw the tube number in baffle window, the 
net drilling time is 
 ( ) ( )
60,
twtt
drill
LopB
Bhole
NN
Nf
LLLt
TM
−+++=   (46) 
 
The total drilling time follows, including the setup time, 
 ( ) BholeBhsutwttBdrillsuBdrill TMNTNNTTM ,,,,, +−+=  (47) 
 
where the Tsu,drillB (min) is the time for bundling all baffles 
and to position the bundle on drill, while Tsu,h (min) is the 
setup time to move the drill head to the correct hole position. 
Baffles drilling cost MCdrill,B, and total baffles cost (BC) 
are thus 
 ( LRHDCTMMC BdrillBdrill += ,, )    (48) 
 
BdrillBcutBmat MCMCCBC ,,, ++=    (49) 
 
Passing to the tubes bundle fabrication, it is possible to 
assemble it outside of the shell body and then insert it into 
the shell, or to assemble the bundle directly inside the shell 
body. The latter option is more common, given the 
simplicity of handling lighter parts instead of a heavy 
subassembly of tube bundle. Frequently, baffles are set and 
hold by tie rods and spacers. The cost of these ancillaries 
(AC) is computed on a weight basis as 
 ( )( ) AuspBtrtrtr CwNWLNAC ,1++=   (50) 
 
where Ntr is the tie rods number, Ltr the length of a tie rod 
(m), Wtr is the tie rod specific weight (kg/m), wsp is the 
weight of a spacer and Cu,A is the ancillaries specific material 
cost (€/kg). The tube bundle material cost (BuC) is based on 
weight and estimated as 
 
Tutttt CLwNBuC ,=     (51) 
 
being wt the tube weight per unit length (kg/m), Ltt (m) the 
tube length and Cu,T the specific tube material cost (€/kg). 
The assembly is an hand made operation and the total 
time to insert the tubes into the rack of baffles and tie rods 
can be correlated to the time to insert the tube in one hole. 
The total time for bundle assembly AT (h), can be roughly 
estimated as  
 ( )( )3600/2 ITNNAT Bt +=    (52) 
 
where IT is the mean tube insertion time in one hole (s). The 
total insertion cost (IC) is  
 
LRATIC =      (53) 
 
After tubes have been set they are joined to tube sheet at 
the final assembly stage, resorting to rolling-in process, an 
explosive joining or an hydraulic expansion. Afterwards, 
several reliability checks can be made on joints including 
pull-out or push-out procedures and leak tests. Whatever the 
labor cost for joining of the expansion procedure will be, it 
can be referred to the operations number, as 
 
ut ECNEC 2=      (54) 
 
being ECu the cost for single expansion operation (€/op). 
Testing cost (ST) is related to number of tube connections,  
 
tt ECNST 2=      (55) 
 
where ECt (€/tube) is the cost for a tube-sheet joint check. 
To assemble the ends to the shell body and the dished 
ends to the channels a bolted connection is generally used. 
The main cost of these operations is due to bolts cost and to 
bolt tightening procedure.  
The bolting cost (BoC), considering four bolted 
connection, is 
 ( )( )3600/4 , BTLRCBNBoC Boltu +=   (56) 
 
where BN is the bolts number for each flanged connection, 
Cu,Bolt (€/item) is the cost of a bolt and BT is the mean time 
to tighten a bolt. Finally, several additional costs can be 
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factored in including painting or cladding (PC) the heat 
exchanger surface,  
 
utot PCAPC =      (57) 
 
being Atot (m
2) the total painted or cladded surface and PCu 
the cost per unit surface (€/m2). Handling cost can be 
significant but it is difficult to account as it depends on 
factory layout. However it is possible to include the handling 
cost on a distance and weight basis. For each of the above 
described tasks, it is possible to estimate the handling cost 
HC (€) as 
 
∑ = −= Oj jjj HCDHC 1 ,1     (58) 
 
where HCj (€/m) is the specific handling cost to move the 
item from machine j-1 to the next machining operation j 
(depending on item weight, volume and the material 
handling device utilized), Dj-1,j (m) is the distance between 
the two workstations, and O is the operations number.  
Finally the total heat exchanger manufacturing cost HE 
(€), factoring in the overhead cost (OH) can be computed as 
 
( )OHHCPCBoCSTECIC
BuCACBCTSCCHCSCHE
++++++
++++++=
1)
(
 (59) 
IV. APPLICATION EXAMPLE AND CONCLUDING 
REMARKS 
In order to show the sensitivity of the above costing 
method to changes in the equipment constructive details, we 
compute the cost variations of a sample heat exchanger from 
the literature, having a surface area of 281.5 m2, when the 
internal architecture is changed while maintaining the 
overall surface area and a prescribed minimum heat duty. 
Such cost values are also compared with the (invariant) cost 
estimated by Hall’s correlation (1). Cost estimates with the 
proposed method (59) have been carried out assuming 
typical values of the involved technological and economic 
parameters. However, to provide a calculation comparable to 
the Hall’s estimate, which refers to the FOB market price, an 
overhead rate of 20% has been considered, and an additional 
20% transportation charge and 35% mark-up has been 
added. However, the point here is not to compare absolute 
cost values from different estimation methods, but rather to 
assess the sensitivity of the cost estimation methods to 
design changes. Results are shown in Table 1. Respect the 
original design the exchanger architecture has been changed 
by reducing the baffles spacing, reducing the tubes 
diameters, and reducing both parameters simultaneously. 
One observes that while Hall estimate, being based on the 
overall surface area remains obviously unchanged, the 
proposed costing method is quite responsive to modification 
in the constructive details and that variations in the range 
+6.5% / -13% respect the average cost of 94670 € are 
obtained simply changing some design parameters. This 
confirms that the proposed method, while providing more 
realistic estimates than traditional parametric functions, can 
even provide guidance to designers when finalizing the 
equipment architecture during the design phase in order to 
pursue a cost minimization. 
 
Tab. 1. Cost estimates comparison 
   This Work 
  Hall Original HE Lbc ↓  Dt↓ Dt↓;Lbc ↓ 
Ds [mm] 894 894 894 894 894 
Dt [mm] 20 20 20 16 16 
Ntt [-] 919 919 919 1787 1787 
LHE [mm] 4880 4880 4880 3140 3140 
Lbc [mm] 356 356 178 356 178 
Nb [-] 14 14 28 28 14 
S [m2] 281.5 281.5 281.5 281.5 281.5 
Ci [€2008] 86475 86836 100860 82320 100850 
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Data Modelling and Optimization in Cost Estimation for Innovative 
Low Volume Product Development 
Wai M. Cheung, Linda B. Newnes, Antony R. Mileham, Robert Marsh and John D. Lanham 
  
Abstract—This paper reports on the progress of the research 
and development of a data modelling and optimization method 
to support cost estimation in the product development process. 
This paper forms part of an investigation into Through-Life 
Costing of innovative low volume long life defence electronic 
systems. The paper briefly covers the literature review in the 
area of cost estimation in product development, in particularly 
the data sets needed to perform cost estimation and the method 
of modelling the data and the optimization techniques. The 
propose approach will be used to support cost estimation in 
product development decisions of innovative low volume 
product development.   
I. INTRODUCTION 
OR accurate and reliable cost estimates require historical 
data and information to be made. This is applicable in 
mass production and high volume products. As pointed out 
by Bode [1], cost estimation at the early stage of product 
development has always been difficult due to the availability 
of limited attributes. In addition, accurate and reliable cost 
estimation can only be obtained at a later stage of the 
development process when more information and data are 
presented.  This is due to the fact that the cost models and 
systems used required a large amount of detailed data before 
a cost calculation could be made [2]. 
It is common knowledge that in each phase of the 
development of a product, a company spends money and 
also incurs costs. The Ford Motor Co Ltd estimates that 
although the design stage only constitutes 5% of the total 
product cost, the influence on the total product development 
cost is as high as 70% [3]. Therefore, the final cost of a 
product under development is usually an important design 
attribute as illustrated in Figure 1. It is thus essential to 
understand the value of this cost design attribute as early as 
possible in the design cycle and preferably in the conceptual 
design stage. The more the project is advanced the greater 
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the difficulty of reducing the final cost because of the high 
costs of modification and change [4]. 
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about cost
Designers’
influence on cost
Product Development Time
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Low
 
Fig. 1. Cost Estimation Dilemma in Product Development [1] 
Over the years many researchers have made considerable 
research efforts to tackle the problems of cost estimation at 
the earliest stage of product development. Some typical 
approaches and techniques used to support decision making 
in cost estimation of product development are parametric, 
product family, variant, analytical, learning curve, neural 
network and life cycle costing [1, 5-11]. 
However, these methods in general would not be 
applicable for innovative low volume products. In 
comparison, cost estimation in low volume innovative 
product development is usually hindered by the lack of 
statistically significant data and reliable methods. This paper 
therefore proposes a new approach of performing data 
modelling and optimization to address cost estimation in 
innovative low volume product development. The layout of 
this paper is as follows: Section 2 presents the literature 
review of data modelling and optimization; Section 3 
describes the data needed to support the new approach; 
Section 4 discusses the data sets and searching mechanism; 
Section 5 discusses the methods of data optimization and 
finally the conclusion and further work. 
II. LITERATURE REVIEW 
Research that addresses cost estimation at the early stage 
of product development using traditional cost estimation and 
optimization techniques are as follows. 
Bode [1] compared the performance of neural networks 
and other conventional cost estimation methods at the early 
stage of bearing development. Neural networks are non-
parametric techniques have the ability to be trained and 
learned to perform accurate estimation with limited 
attributes that fit non-linear curves. However, the technique 
F 
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relies on past case data. Tu et al [7] presented a cost data 
index structure with two traditional cost estimation methods 
namely, generative and variant cost estimation, for the 
development of a computer-aided cost estimate and control 
system in mass customization of sheet metal products. For 
cost optimization, an optimal algorithm for the selection of 
alternative operation routines and suppliers was developed 
using the dynamic programming technique. However the 
methodology relies on past knowledge and experiences. 
Kaufmanna et al [12] proposed an optimization 
framework to minimize the direct operating cost at a part 
level based on the cost/weight optimization of composite 
aircraft structures. The framework has been implemented 
based upon the parametric method. Shehab and Abdalla [13] 
developed a prototype object-oriented and rule-based system 
for product cost modelling and design for automation to 
support decision making at the early design stage. The 
prototype system was implemented in a combination of 
heuristics data, algorithmic approach and fuzzy logic 
techniques. The system allows users to generate accurate 
cost estimates for new designs by exploring alternative 
materials and production processes.  Deiab and Al-Ansary 
[14] developed a systematic multi-phase procedure to 
optimize the design and manufacturing parameters using the 
genetic algorithm method. The aim was to minimize the total 
manufacturing cost under dimensional, weight, and machine 
power constraints. Similar to parametric methods, the 
approximations are based on past case data where cost is 
known.  
The research projects mentioned in this review are 
relevant to high volume products, where typically, past and 
historical data are available to support their methodologies. 
The next section of this paper will focus on the discussion of 
the data needed in product development of innovative low-
volume long-life electronic products. 
III. TYPE OF DATA FOR COST ESTIMATION IN LOW VOLUME 
INNOVATIVE PRODUCT 
The focus of this paper is to propose a method of utilizing 
data and rule-based techniques to optimize the performance 
of cost estimation of defence electronic systems at the early 
stages of a product development process. A modular 
approach of constructing a Bill-Of-Materials (BoM) of a 
product from a ‘Digital Library’ has been used. The Digital 
Library is a data structure used to capture cost data and 
information of a set of domains namely: mechanical, 
electronics modules/components, product, process and 
resource [15]. The BoM of the new product is made up by a 
set of elements such as cost models and cost data from the 
Digital Library. The decision on what elements the model 
will be constructed from is based on a number of questions, 
and the answers to these questions may be obtained by 
implementing, for example, a rule-based “production 
system”. To establish what rules should be used to 
implement such a system, two further primary questions 
need to be met: 
a) Is there an existing cost model or data in the library for 
a new product? 
b) How relevant is the data in the library? (The degree of 
relevance will be used to determine the accuracy of the 
estimation.) 
Only after the above analysis, will the elements from the 
library be used or be acceptable in a new product 
configuration. If the elements were not be applicable, it 
should be established what other alternatives could be used. 
Thus, this could be solved either: 
a) Construct the model from finer detail (e.g. sub-modules 
of a BoM), or 
b) Choose an element that is the nearest match. 
This fundamental aspect is the basis of deriving the data 
sets that are used to support the data searching method in the 
cost estimation process. 
IV. THE DATA SETS TO SUPPORT THE DATA SEARCHING 
MECHANISM 
A study has been carried out on how industry utilizes data 
to perform cost estimation. There are five types of data set 
that have been identified which could influence the impact 
of the accuracy and confidence levels of the cost estimated. 
The data set is refereed to as the Data Searching Mechanism 
(DSM) as represented in Figure 2. 
The rules that are used in the DSM are built upon the data 
sets which are explained as follows: 
1) Commercial-Off-The-Shelf (COTS) - fixed standard 
cost data from supplier. 
2) Parametric - cost outputs that are directly dependent 
upon the characteristics or parameters of the product such as 
weight, volume, length and the number of inputs/outputs. In 
the case of electronic products, for example, ‘material type’, 
‘size of PCBs’, ‘number of components (resistors, ICs) etc 
3) Variant - in general, new variants of current products 
usually involve incremental changes rather than a novel/new 
design. Thus, variant design applies a ‘product family’ 
approach. Cost is derived from a mixture of existing and old 
products. 
4) Detailed - when parametric data is unavailable, or a 
more accurate result is required and a number of sub-
systems exist for further cost analysis, cost data can be 
obtained using a Bill-of-Materials (BoM) approach in which 
the available BoM for the selected design enables historical 
data to be accessed. 
5) If new and uncertain technology is involved then the 
cost can be modelled using: 
(a) Monte Carlo simulation to analyse the uncertainty. 
This analysis is based on input values from a range of 
similar products in order to simulate a probability 
distribution. Thus ‘New Technology against Cost’ 
characteristic can be obtained.   
(b) The application of ‘Monte Carlo’ simulation depends 
on similar technologies and historical data.  If there is no 
information or data available to support ‘Monte Carlo’ 
simulations, another approach is needed.  As illustrated in 
Figure 2, this research has adapted the ‘technology 
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Fig. 2. Rules for Data Searching Mechanism
forecasting’ method to evaluate the impact of this scenario. 
The Technology forecasting technique depends on 
‘technology readiness level’ (TRL) [16]. According to 
Moorhouse [17], TRL consists of nine levels from ‘basic 
technology research’ to the technology ready to be ‘launched 
and operated’. In order to check the impact of emerging 
technologies, there are three techniques available: 
(1) If the emerging technology is in its infancy stage, i.e. 
below level 3, the application of the ‘Delphi Method’ should 
be used to predict the growth pattern of new and uncertain 
technologies, thus, by ‘quantifying’ the prediction, the data 
can be used to support a cost model.  
(2) If the emerging technology is above level 3, 
techniques such as ‘S-Curves’ and ‘Trend Extrapolation’ 
will be used. S-Curves are a mathematical modelling 
technique used for analysing technological cycles and 
predicting the introduction, adoption and maturation of 
innovations [18]. Trend extrapolation uses ‘correlation 
studies’ and ‘analytical models’ to see what will happen in 
the near future [16]. 
The method and techniques used to implement the DSM 
are discussed in the following section. 
V. THE DATA MODELLING AND OPTIMIZATION APPROACH 
A. Data Algorithm for Optimization 
Figure 3 illustrates an example of a modular approach in 
cost estimating of an electronics system. The figure indicates 
that a system has a number of subsystems, and a subsystem 
could consist of different kinds of component and assembly 
operations. Therefore, a subsystem could consist of different 
types of cost data. It is important that an intelligent search 
method is used to optimize the availability of the cost data so 
that the cost can be accurately predicted. 
 
 
Fig. 3. Example Modular Approach 
 
The definition of the ‘data searching algorithm’ is shown 
in Figure 4 which is represented as ‘if/then’ statements. The 
algorithm represents the procedural steps of performing data 
searching, and these procedural steps are based on the set of 
rules in the DSM. For example, in order to search what kind 
of data is used in ‘subsystem_2’ (as shown Figure 3), a 
search will begin to check the existing data type as follows: 
1). If it is ‘variant’ then return a new value based on 
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‘existing product data’, this could help the designer to 
adapt or modify the nearest existing product to perform 
cost estimation.  
2). If it is ‘COTS’ then return a new value based on a ‘fixed 
price’. 
3). If it is ‘Parametric’, derive the cost from a Cost 
Estimation Relationship (CER).  
4). If it is a ‘detailed/BoM’ then the search will reiterate 
again or perform a detailed design to accurately predict 
the cost in the early stages.  
5). If it is an ‘uncertain technology’ then ‘run a Monte 
Carlo simulation’ or run the ‘technology forecasting 
technique’.  
Run through the conditionals of the datasets 
     then  
        beginSearch 
            x = 1 
            value  
            NewCostData 
 { 
 if Concept&Subsystem(x)&(Variant) exists then  
    Variant = True 
    value(x) = NewCostData(x)  
NewCostData(x) = (ExistingProduct(x) +  
     ExistingProduct (x+1) + … 
ExistingProduct (n)) / n 
    return value 
else 
    if Concept&Subsystem(x)&(COTS)exists then  
     COTS = True 
     value(x) = NewCostData(x) 
    return value 
 else  
   if Concept&Subsystem(x)&(Parametric) exists  
then  
     Parametric = True 
     value(x) = NewCostData(x)  
NewCostData(x) = Derived from Cost Estimation  
Relationship (CER) 
    return value 
 else 
   if Concept&Subsystem(x)&(Detailed/BOM) exists  
then  
      Detailed/BOM = True 
    {  
      value(x) = NewCostData(x) 
      breakdown to finer elements 
            begin search on  
   ‘variant’, ‘parametric’, ‘fixedCost’,  
          ‘Uncertain tech’, ‘BoM’. 
           end search 
     }  
   return value 
 else 
   if Concept&Subsystem(x)&(UncertainTech) exists  
then  
      UncertainTech = True 
    {  
      Check for historical data 
  If ‘true’ then  
          {run Monte Carlo Simulation} 
  else 
          {technology forecasting techniques}  
    } 
   check the statistical significance of the result 
           end if 
        x = x+1 
     end search 
end run 
Checking 
for 
variant  
Declarations 
Checking 
for 
parametric 
Checking 
for 
Detailed/
BOM 
Checking for 
variant, 
parametric, 
fixedCost and 
UncertainTechs 
in the existing 
BoM 
Checking 
for 
fixedCost 
Checking 
for 
Uncertain
Tech 
 
 
Fig. 4. The Rule-Based Searching Algorithm 
 
The implementation of the DSM is under development 
and the techniques used for its development is discussed in 
the following section. 
B. Implementation of the DSM 
The algorithm of the DSM has been developed using rule-
based techniques [19]. Currently, the DSM has been 
implemented using a forward chaining method (also known 
as data-driven reasoning) using a First In, First Out queue 
processing technique [20]. As illustrated in Figure 5, the 
purpose of the DSM is used to search for relevant cost 
information during the early design configuration process.  It 
is at this stage that the cost of alternative design concepts 
needs to be determined and as precisely as possible to 
support a designer’s decision making in the product 
development process. 
 
Rule-based Techniques
Forward Chaining Method
First-In First-Out
Generate and optimize 
alternate design concepts
Cost data from 
the initial 
design 
configuration
Repeat until a 
desire solution 
is achieved
Product development decision
Cost Models
 
Fig. 5. Optimization Method 
 
A pilot demonstrator has been implemented as shown in 
Figure 6, where rule evaluation is fired from the button on 
the Graphical User Interface. This utilizes standard inference 
engine with if/then statements. The inference engine then 
matches the agenda contents to the rules in the rule-base(s). 
If they match, the appropriate rules are fired which produce 
new facts on the agenda. This mechanism repeats until the 
agenda is blank or the goal is satisfied. A goal is used in the 
case of a known model being selected. The percentage (%) 
new product is used to select the best kind of model. If some 
of the product is new then a variant approach is favoured. 
The novelty of the approach is a combination of (1) a data 
driven, (2) multi-model selection process, and (3) an 
evaluation of the models in parallel with a measure of 
relevance to the available data attached. 
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Fig. 5. Optimization Method 
VI. CONCLUSIONS AND FUTURE WORK 
A new approach in data modelling and optimization to 
support cost estimation for low volume innovative products 
has been proposed. The method is currently under 
development and will be applied to address product 
development in defence electronic systems. The new and 
uncertain technologies evaluation has also been defined 
which will be implemented as part of the DSM. Further 
research to explore is (1) the utilization of the result from S-
Curves and Trend Extrapolation to feed into the cost models 
and (2) to quantify the expert opinions from the Delphi 
method into numerical form so that the result can be used to 
support cost estimation. 
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Abstract— The need to account for the effect of design decisions 
on manufacture and the impact of manufacturing cost on the 
life cycle cost of any product are well established. In this 
context, digital design and manufacturing solutions have to be 
further developed to facilitate and automate the integration of 
cost as one of the major driver in the product life cycle 
management. This paper is to present an integration 
methodology for implementing cost estimation capability 
within a digital manufacturing environment. A digital 
manufacturing structure of knowledge databases is set out, and 
the ontology of assembly and part costing consistent with the 
structure is provided. Although the methodology is currently 
used for recurring cost prediction, it can be well applied to 
other functional developments, such as process planning. A 
prototype tool is developed to integrate both assembly time cost 
and parts manufacturing costs within the same digital 
environment. An industrial example is used to validate this 
approach. 
I. INTRODUCTION 
ODERN manufacturing enterprises are facing 
unprecedented competitive pressure to improve 
productivity, migrate rework rate and make the 
right decision at first time. This is to reduce cost and shorten 
the time for products on markets. It is estimated that about 
seventy percent of manufacturing cost is determined at the 
design stage, in which there is not enough production 
information available. Many research efforts have been put 
in bringing manufacturing knowledge into design domain at 
the early design stage. Latest research shows that some 
DFMA tools have been developed, which facilitate design 
decisions making for manufacturing and assembly [1-7]. 
However, most these tools are only piece of the simulation 
or functional modules, and they have not been effectively 
integrated into a comprehensive digital manufacturing 
environment that covers the whole product life cycle. 
Nowadays, an increasing number of manufacturing 
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companies are resorting to the digital manufacturing 
software to implement truly lean enterprises [4, 5, 8-10].  
    Digital manufacturing is defined as the ability to 
describe every aspect of the design-to-manufacturing 
process digitally – using tools including digital design, 
CAD, office document, PLM systems, analysis software, 
simulation, CAM software and so on [11,12]. Digital 
manufacturing is an emerging software technology which 
will become a fundamental and liberating component of 
product lifecycle management [13]. This technology 
provides a concurrent engineering platform for integrated 
product teams to achieve optimal product life cycle 
solutions. However, such tools cannot be embedded blindly 
and they often need to be company-specific. This poses new 
challenges on knowledge capture, date definition and 
transformation, as well as the development of effective and 
efficient decision making tools to achieve truly lean 
production [14, 15]. Digital manufacturing solutions have to 
be applied within a framework of carefully developed and 
deployed closed-loop processes for both manufacturing 
planning and information management. 
The work in this paper focuses on the integration method 
for cost estimation capability, which is part of a big project 
for implementing lean enterprises through digital 
manufacturing. This paper elucidates the development of a 
digital design and manufacturing modeling platform with 
integrated cost analysis capabilities. This work provids a 
truly collaborative methodology and concurrent engineering 
tool, which facilitates assembly production, so as for 
reducing aircraft life cycle cost. Digital manufacturing 
framework is analyzed, and requirements for developing 
assembly cost estimating functionalities within it are 
addressed. A digital manufacturing structure of knowledge 
databases are set out and the ontology of assembly and part 
costing consistent with the structure is provided. This will 
help design, manufacturing and IT engineers to bridge their 
knowledge gap. A digital platform solution for 
implementing rapid and effective assembly cost assessment 
is addressed. The assembly cost is composed of two parts. 
One is resulted from the assembly time costing, and the 
other is from parts manufacturing cost. A structure oriented 
method, supported by an expert system and standard time 
library, has been proposed for automated time analysis in 
our previous paper [6]. The current paper will provide 
general guidelines for function developments and integration 
methodology with a digital manufacturing platform. 
Techniques for implementation parts costing and the 
integration methodology will also be introduced.  
An Integration Methodology for Automated Recurring Cost 
Prediction using Digital Manufacturing Technology 
Yan Jin, Ricky Curran, Joseph Butterfield, Robert Burke, Brian Welch 
M 
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II. LITERATURE REVIEW 
    It is reported that around seventy percent of the 
manufacturing cost is determined at the design phase [14, 
23]. Many companies and researchers have put their efforts 
in developing design for manufacturing/production tools by 
integrating cost metrics [1-3, 16-20]. However, most of their 
works are only piece of the simulations or function modules, 
which do not cover the whole product life cycle. A 
comprehensive PLM environment is imperatively required. 
More and more manufacturing companies, such as Airbus, 
Boeing and Bombardier, have recently started utilizing 
digital design and manufacturing tools to implement truly 
lean enterprises [4, 5, 17, 18]. The development of a more 
integrated approach to design and digital manufacturing has 
also been the ongoing topic of many research groups [4, 5, 
14, 16, 18]. Freedman [14] compared the engineering 
process of traditional “physical” engineering and modern 
virtual engineering. He discussed the benefits of digital 
manufacturing, such as collaborative engineering and 
simulation based design resulting in significant cost/time 
reduction. He also pointed out the challenges of 
implementing a fully digital enterprise, including the 
establishment and management of product, process and 
resource knowledge base across the whole enterprise. Curran 
et al. [4] proposed a concurrent approach for integrating cost 
capabilities into digital design and manufacturing modeling 
at the conceptual design phase. This approach allows the 
user to readily exploit the digital manufacturing simulation 
capabilities, and to obtain optimal solutions within the 
context of the whole aircraft life cycle cost. However, the 
implementation techniques, such as knowledge capture, 
transfer and storage, have not been introduced yet. Scanlan 
et al. [21] introduced a cost estimation tool using multi-
level-abstraction models in support of preliminary design of 
aero structures, especially useful for an emerging design 
from initial conceptual phase to detail design phase. 
Weustink et al. [7] presented a generic framework for cost 
estimation and control for product design. The framework is 
constructed by basis elements associated with all cost 
attributes, including geometry, material, processes and 
production planning. The costs can be determined at 
different aggregation level by adding up the values of the 
cost attribute of every corresponding element. But the work 
was not implemented in a digital PLM environment. Zheng 
et al. [22] introduced a six-level hierarchical model to 
facilitate systematic knowledge implementation, and to 
generate process plans rapidly and effectively. By using this 
model, a variety of process knowledge at different 
granularity level can be easily managed and reused for 
developing process plans for new products. Butterfield et al. 
[5] has investigated the benefits of using digital 
manufacturing tools by a case study on the assembly process 
optimization of aircraft fuselage. This work clearly shows 
digital manufacturing can bring many advantages, such as 
accelerating process and production planning, providing 
prerecorded simulations for operation training, and reducing 
the number of design iterations. It also admits that various 
functional modules and tools are urgently required to be 
customized and developed for a company. This requires 
much collaboration between IT engineers, manufacturing 
engineers, and university researchers. In summary, 
knowledge and intelligence have become the key challenges 
to evolve the manufacturing enterprises to modern lean 
enterprise, which requires an effective, rapid and accurate 
cost assessment throughout the whole product life cycle 
[19].  This paper will propose guidelines for integrating 
knowledge and intelligence with a digital manufacturing 
environment. 
III. DIGITAL MANUFACTURING FRAMEWORK 
More and more enterprises have started using DM PLM 
software to lead their competitive advantage [4, 5, 17, 18]. 
However, they often have to tackle the challenges of making 
full use of the DM platform. In addition, most of the 
companies are lack of resource and knowledge to develop 
their company-specific functionalities, which is key to the 
successful application of a DM platform. Therefore, 
understanding DM framework and identifying requirements 
for to-be-developed functionalities are always the first step 
to achieve modern digital enterprises. 
 Figure 1 shows a generic digital manufacturing 
framework for modern manufacturing enterprises. The 
framework holds a three-layer structure, i.e. interface layer, 
application objects layer, and background layer with 
knowledge base and data base. Application objects instances 
provide the carriers for all data and functionalities. Various 
digital tools are implemented through effective organization 
of these application objects instances. Each object has its 
attributes which represent object features, and its behaviours 
which manipulate attributes for certain functions, as shown 
in Fig. 2. Each object associated with its features and 
behaviors forms the basis element in DM tools. The data 
stored in databases are the attributes values associated with 
every object instance. In a digital manufacturing 
environment, application objects are generally divided into 
three domains, i.e. product domain, process domain, and 
resource domain. Each domain holds a hierarchical 
architecture to map the inherent break-down feature of 
product, process and resource (PPR). For instance, a product 
is often composed by several sub-assemblies, and each sub-
assembly consists of a number of parts/components.  
Database is used to store attributes values of objects and is 
shared by all functional divisions for realizing concurrent 
engineering, such as design, manufacturing and IT. 
Designers can utilize the existing manufacturing data to 
guide their design, while manufacturing engineers can read 
the CAD files directly for planning. With all data being 
stored in the databases, it is important to manipulate these 
data with user-friendly interfaces by developing various 
digital functionalities. Existing commercial software, such as 
Delmia Digital Process Engineer, provides digital 
manufacturing platforms with a generic and open 
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architecture with common functionalities, such as building 
up a product tree. However, some functionalities need to be 
company specific, and the corresponding interfaces need to 
be customized with particular requirements with the 
capability to save and retrieve data effectively and 
efficiently.  
 
 
Fig.1 Architecture for a modern digital manufacturing system 
 
 
Fig. 2 Fundamental structure of digital manufacturing software 
 
Intelligence has become the necessary symbol of a 
modern lean enterprise, as it helps companies realize their 
maximal productivity and makes fully use of the digital 
manufacturing platform while reducing the error-prone 
manual process to minimum. Although each company likes 
to have the intelligence, to create and integrate intelligence 
into their system platform has been a big challenge.  In 
essence, intelligence is often implemented through effective 
reasoning by inference engines linked with knowledge rules. 
Modelling these knowledge rules is to find out the casual 
relationships between design, manufacturing and resource 
data, i.e. object attributes. Three levels of relationships 
between attributes are to be modelled as follows. 
  --In one object: Relationships in between two or more 
attributes of one common object, such as the volume and the 
material density of a part will determine its weight.  
  --In one domain: Relationships of two attributes in the 
same domain, e.g. the material cost of an assembly will 
result from material costs of all its components/parts, while 
both the assembly object and component/part object belong 
to the product domain.  
  --Cross domain: Relationships in between two attributes 
of two objects in two domains respectively, such as the size 
of a part will determine the time of its manufacturing 
operation, because a part lies in the product domain while an 
operation stays in the process domain. 
    The objective of this paper is to provide automated and 
intelligent cost estimating capability for aircraft assembly in 
a digital environment. To achieve this, digital engineering 
capabilities are coupled with manufacturing cost estimating 
models.  Cost models for recurring and nonrecurring costs 
are developed together with part cost modelling based on 
geometry and process data. Assembly cost modelling is 
carried out based on time analysis and process data. Delmia 
Process Engineer (DPE), as a graphical user interface which 
is linked to the central database through application objects, 
and cost models will be integrated using our newly 
developed scripts. SEER-DFM software (commercial 
software for manufacturing cost estimation) is integrated as 
a computation engine for precise part fabrication costing. 
Generally speaking, this development includes breakdown 
analysis for identifying required attributes, knowledge 
modeling for intelligent reasoning from CAD design to 
manufacturing information, and seamless integration with 
the DPE platform. 
IV. METHODOLOGY 
A. Automated Assembly Time Costing 
In order to facilitate the automatic generation of assembly 
times for different levels mapped to the different production 
phases, a suitable architecture is required to support effective 
information management and functionality development. 
This allows all required information to be efficiently and 
effectively captured, utilized and manipulated. The 
architecture must be able to capture all assembly breakdown 
information and time consumption procedure for producing 
the assembly. Based on shop floor practices, an object 
oriented hierarchical architecture is proposed to capture all 
assembly breakdown information and time consumption 
procedure for producing the assembly, as shown in Fig. 3. 
The architecture follows a top-down approach where each 
parent object is composed of several child objects in the 
level below. Such a architecture or template will facilitate 
both the process planning and the time generation explained 
below. The lowest level of this architecture is the human 
activity associated with MOST (Maynard Operation 
Sequence Technique [25]) motions and with their associated 
standard times. MOST provides models for time 
measurements of manual operations based on pre-
determined time standards associated with human activity. 
As the speed of MOST is far from sufficient to compute 
every time standard economically on a direct basis, a level of 
sub-operation, which is built up by the activities, is required. 
The operation level is defined by the type of assembly 
operation and relates to the basic ergonomic operations 
carried out on the shop floor. These basic elements referred 
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in the work instructions are equated to operational objects, 
which become the basic units for process planning, where 
generally only the runtime is associated with each operation. 
Subsequently, sequential operations designated as a group-
operation are formed, with the setup time being input at this 
level. Each process plan consists of a sequence of group-
operations with an associated setup time, relating to other 
parameters, such as the time taken to prepare tooling and 
review instructional materials. Similarly, a sequence of 
process plans makes up a process view, where the setup time 
for building workstations will be taken into account. Finally, 
at each level, the user has the ability to build the network for 
the next higher-level assembly.  
Process View
Process 
Plan
Process 
Plan
Process 
Plan
Group
Operation
Group
Operation
Group
Operation
Operation Operation Operation
Sub-operation Sub-operation Sub-operation
Activity ActivityActivity Activity ActivityActivity Activity ActivityActivity
Process structure Time
Total Asy. / Line
Run & Setup
Total Asy. / EPR
Run & Setup
Total Asy. / Group
Run & Setup
Standard hrs/Operation 
Runtime
Standard hrs in library
Basic MOST
 Fig. 3 Architecture of work breakdown structure utilized in time analysis 
Considering the functionality of the DPE process tree and 
ease of its application, the operation level to the top level of 
the process structure will be implemented in DPE. The sub-
operations with standard hours will be saved in a library. As 
there is no group operation level in the process tree for the 
default platform, one more assembly level is created to align 
with our proposed structure. The configuration can be 
customized to conform to any company’s unique structure. 
A knowledge system is developed so that the design 
knowledge can be intelligently retrieved for implementing 
time analysis automatically, as shown in Fig. 4. The time 
generation is implemented in the DPE process tree for every 
operation object which is supported by the DPE product tree 
with all associated part objects attributes and a standard 
times library.  In order to store the design knowledge for 
each part object in DPE, a transformation tool is developed 
for retrieving design knowledge from CAD files in CATIA 
and transferring them to corresponding part objects in the 
DPE product tree through shared database. Therefore, the 
part object in DPE is configured, and graphical user 
interfaces are developed to store, visualize, and edit these 
part attributes. Intelligence is realized by modeling the 
relationships between cross domain objects (Part objects and 
Operation objects) and objects in the same domain such as 
Operation, Group-Operation and Process-Plan objects in 
process domain. All these relationships are associated with 
the expert system. Once the expert system is started, the user 
can select an operation type through an option dialog.  The 
operation type will be further refined by its corresponding 
part attributes. The corresponding standard times can then be 
retrieved and calculated with quantity information based on 
predefined algorithms. Finally, the runtime of the operation 
is set as one of its attributes through the customized 
interface. 
Automation is implemented by deploying behaviors of 
objects of each level to manipulate these attributes with 
established knowledge models. As shown in Fig. 5, 
‘Populating times’ is used to trigger the expert system to 
populate cycle time for every operation through a heuristic 
method, and ‘Calculate cycle time’ of Group-Operation 
object is used to roll up cycle times of all operations in this 
group plus corresponding setup time and time allowance. 
Other functionalities have also been developed for each 
object, such as output report and integrate learning curve for 
“Process Plan” objects. Please refer to [6] for the details. 
 
Fig. 4 Intelligent time prediction for assembly operations 
 
 Fig. 5 Attributes and behaviors of objects for time estimating   
B. Automated Part Costing 
    To rapidly obtain cost estimation capability for any 
components, SEER-DFM software is selected as the 
computation engine for part cost calculation. SEER-DFM is 
a commercial software, which provides cost estimation 
capability with parametric cost models based on 
manufacturing processes. To utilize SEER-DFM, the user 
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generally needs to have expert manufacturing knowledge 
and manually input the required design and production 
information for accurate cost estimates. To avoid the tedious 
manual input process and make full use of digital 
manufacturing, an automated data manipulation mechanism 
needs to be developed. An integration methodology, which  
involves two major steps for achieving the closed loop 
process in between DPE and SEER-DFM, has been 
proposed in this work. The first step is to get ready all 
required attributes for part costing, and the second step is to 
send these attributes data to SEER-DFM computation engine 
to calculate cost results and return the results back to DPE. 
The two steps are introduced in details as follows.                   
B.1 Attributes analysis and GUIs design 
Attributes analysis is the process of capturing all required 
attributes for implementing part costing, classifying these 
attributes into different domain, and finding out their 
ownerships in each domain so as to configure attributes 
associated with their corresponding objects. If the attributes 
are common features for all objects in one domain, the 
attributes should be created in the base class so that it can be 
inherited by all child class objects. 
 
Fig. 6 Required objects and associated attributes for part costing 
 
Implementing part costing requires three types of 
information: (1) product information such as part raw 
material size, part finished size, material, and material cost;  
(2) process/production information, such as operation type, 
operation time, production quantity, learning curve, etc.; and 
(3) resource information, such as machine cost, tooling 
amortization quantity, and labour rate. Figure 6 shows 
samples of the required objects and associated attributes. 
Obviously, part cost should be an attribute of ‘Part’ object. 
Functionalities for setting or retrieving required attributes 
values and calculating cost using cost models should be 
created for ‘Part’ object. Attributes of machines and tools 
need to be created to construct the manufacturing process. 
All these information is stored as attributes associated with 
corresponding objects in databases. Clearly, finding out the 
casual relationships between these objects attributes is a 
cumbersome task of knowledge capturing, and is generally 
company specific. Gilmore [24] has presented a 
categorization hierarchy for manufacturing process selection 
with given early design information, such as part length, 
width, thickness and material type. The highest level is 
‘manufacturing Centre’, which houses a number of similar 
processes that are linked by similarity in function. In each 
manufacturing centre, categorization will be further refined 
to lower levels by part material type, material form, size and 
capability and part family based on the process steps and 
available machines. This categorization hierarchy can be 
modelled into our digital manufacturing system as 
knowledge rules, so that the casual relationships between 
part attributes and machine, process and tooling attributes 
can be automatically related.  
 
B.2 Attributes analysis and GUIs design 
Application program interfaces (APIs) are offered in DPE 
for creating bespoke functions associated with application 
objects. To provide required data for part cost estimates, 
GUIs are created for users to visualize and edit these cost 
required attributes in DPE by VB scripts as shown in Fig.7. 
Ideally, all these attributes should be automatically 
generated by retrieving relevant design manufacturing and 
resource information with support from knowledge systems. 
Even though some interactions with user may be 
indispensible, the interaction should be minimised. In this 
work, only several knowledge rules have been built up for 
demonstration purpose as follows. 
 
If Part.Formtype = ‘Sheet ’ & Materialtype = ‘Alloy’ or ‘Titanium’ or 
‘Steel’ then 
MachiningCenter = ‘Sheet Metal Manufacturing Centre’ 
End if 
If Part.Shape = ‘FlatRectangular’ then 
Part.BlankLength = round(Part.Length + 2.5) 
Part. BlankWidth = round(Part.Width  + 2.5) 
Part.BlankThickness = Part.Thickness 
End if  
… 
 
B.3 Integration with SEER-DFM for part costing 
SEER-DFM offers the functions of using Server Mode 
scripts commands to run the computation engine for cost 
results, which can then be saved in a spreadsheet 
automatically. Based on the attributes in DPE, the server 
mode scripts commands for SEER-DFM can firstly be 
generated by our customized scripting program into a 
spreadsheet. Then SEER-DFM will be automatically 
invoked to run through these commands for calculating the 
part costs. Finally the cost results are saved in a spreadsheet, 
and required cost results are sent back to DPE. 
To sum up both time and parts costs together, digital 
functionality is developed in DPE in this work by using VB 
scripts. To develop the algorithm for the assembly cost 
calculation, the learning curve model needs to be carefully 
integrated into the assembly time costing and repetitive 
costing for the same part should be avoided, because one 
part may pass through multiple operations. Figure 8 shows 
the procedure of calculating assembly cost. To integrate the 
learning curve model correctly, the system asks the user 
input for the total number of sets of assemblies. The time 
costing will be averaged by the total number of assemblies. 
To avoid repetitive summation of part cost, all related part 
IDs associated with all operations need to be retrieved and 
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repetitive ones should be removed. As a result, the average 
time costing is summed with all parts costs forming the 
assembly cost in the output report.                            
 
 
Fig.7 GUI for setting manufacturing process attributes 
 
Ask the user to input the number of this assembly
Compute time costing by multiplying time and rates
start
Get all node_IDs of all operations
Retrieve standard assembly cycle time
Calculate the required assembly time based on 
learning curve
Retrieve associated Part IDs, cost and quantities
Remove these repetitive Part IDs
Calculate total Parts Cost 
end
Sum up the time cost and part cost
Output report in spreadsheet
Assembly 
Time 
Costing
Part 
Costing
 
Fig. 8 Flowchart for calculating assembly cost 
V. VALIDATION 
An exemplar study is carried out using the Uplock & 
Apron Assembly for one of Bombardier’s current regional 
passenger jets.  The original assembly book for this panel is 
composed of 250 operations associated with 148 parts. The 
book is written by a process planner based on experience, 
without considering any assembly time.  Previously, 
methods engineers need to calculate the time for each 
operation manually based on the assembly book which 
contains twenty pages of text and drawing references but no 
graphical illustrations. This used to be a very time 
consuming and error prone process, and rework was often 
required on the assembly book due to the unbalanced line, 
where different modules have different times making 
difficult to be balanced. Based on the proposed process 
structure mentioned in Fig. 3, the assembly book can be 
easily modeled, and the objects of different production level 
can be easily established as shown in Fig. 9. The assembly 
book maps to the process plan level, and the next lower 
level, such as Operation 10 and Operation 30, maps to the 
Group Operation level. Each Group Operations is consisted 
of a number of operations, such as “locate skin panel”. 
These functional modules on each level have been 
implemented by VB scripts in Bombardier Aerospace in 
Belfast, UK. 
 
Fig. 9 Implementation of the object oriented process structure in DPE 
 
Assembly time was calculated by rolling up operations run 
times as well as setup times based on the proposed 
architecture in Fig. 3 [6]. Assembly time cost is a product of 
assembly time and labor rate. As the assembly time is the 
optimal time obtained by the “best” methods, it maps to a 
bottom point on the learning curve after gaining adequate 
experience from sufficient times of repetitive work. 
Therefore, assembly time needs to be calibrated using 
learning curve in order to calculate its cost for a certain set 
of assembly. In this project, the average unit assembly time 
will be used to calculate unit cost for a set of repetitive 
assemblies. 
For part costing, a part “Skin Panel” example, was used. 
The flat rectangular part is made of aluminum alloy, with the 
dimensions (in inches) 45.68 × 35.246 × 0.063. The part is 
made by profile routing from an aluminum alloy sheet plate, 
followed by roll bending, and in-process inspection and 
packaging. The size and material information can be directly 
retrieved from part CAD files, so that the blank sheet form 
and the blank size can be automatically set in the interface 
shown in Fig. 7. The other attributes need be set manually at 
current stage, although the final objective is to transfer all 
data automatically. Once all data have been set, they will be 
saved by clicking the OK button in Fig.7. After clicking the 
context menu for linking SEER-DFM, Server Mode Scripts 
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will be automatically generated in the background. SEER-
DFM will be automatically triggered to run through all these 
scripts commands to compute part cost and save detailed 
cost estimates in a sheet. Subsequently the required results 
(unit cost in this case) are then returned to DPE as an 
attribute of the part “Skin Panel”. The user can also open the 
spreadsheets of the Server Mode scripts and detailed cost 
results for a double check later on. With all the  parts costs 
available, assembly cost can be calculated by summing up 
the time cost and all parts cost.  
VI. CONCLUSION 
    Although cost models have been studied in the last two 
decades and some software tools are available for cost 
analysis, the integration within digital manufacturing 
environment is still out of literature. This paper addresses 
this issue and fills in the gap for developing a digital 
platform solution for rapid and effective cost assessment. A 
digital manufacturing structure of knowledge databases is set 
out, and the ontology of assembly and part costing consistent 
with the structure is proposed. A generic digital functionality 
development process is introduced to clear off the 
knowledge barrier in between engineering and IT. A 
methodology for implementing automated and intelligent 
cost estimation is presented. A prototype tool is developed to 
integrate both assembly time cost and parts costs within a 
digital environment. An industrial example is used to 
validate the method. This work helps to bridge the 
knowledge gap between design, manufacturing and IT 
engineers. It also provides guidelines for developing 
bespoke functionalities coupled with advanced digital 
manufacturing capabilities. 
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 
Abstract— In this paper, the camber defect in cold-rolling 
has been investigated. This defect is usually created when 
upper and lower rolls are not parallel. The defect causes the 
strip to move sideward between the roll gap. The FE model was 
used to determine strip camber and strip walk. In this work, 
experiments have been performed in a pilot plant rolling mill to 
verify the results. After validation of the simulated results, the 
effects of some rolling parameters such as reduction, diversion 
angle and roll radius on the camber curvature of strip were 
also investigated. Results show that curvature of strip increases 
by increasing the diversion angle and thickness reduction, and 
it decreases by increasing the roll radius. Finally, by 
combination of above parameters a new parameter was 
introduced to investigate its effect on strip curvature. 
 
I. INTRODUCTION 
nvestigation of rolling defects is a vital problem that has 
been performed by many researchers in recent years. One 
of these rolling defects is camber phenomenon. Longitudinal 
curvature in the plan view of a slab or strip is known as 
camber. This defect causes the strip to move sideward 
between the roll gap. Several authors have studied the causes 
of camber including introducing models or suggestions to 
improve the strip tracking [1-4]. The measurement of slab 
camber in on-line and off-line methods is common in 
industries. Montague et al. [5] have investigated the 
measurement of slab camber in a production-line. An FE 
simulation of camber in hot strip rolling was performed by 
Nilsson [1]. In his work, finite-element simulations have 
been carried out to model camber and lateral movement 
(strip walk) during hot rolling. The most of these researches 
are in hot rolling process. In the majority of the researches, 
the camber and crown defects were discuss together. 
Deflection of work roll necessitate that roll producers 
produce rolls in a convexity form. Whereupon strip tracking 
problems have increased in recent years due to the improved 
crown control systems in the mills. In this regard, Tucker [6] 
has studied camber for improved straightness of hot rolled 
coil. A good understanding of the causes of camber has thus 
been obtained. However, these studies are based on 
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qualitative camber assessment, pilot plant trials or 
simulation. 
In this work, the variation of the gap between rolls is the 
main parameter to be discussed. When the roll gap is not 
uniform, the bite angle will not be constant across the roll. 
So reduction, forward slip and friction coefficient vary 
across the strip. Also acquiring of profile of friction 
coefficient on strip face was performed by experiment 
method. After validation of the results, effects of three 
parameters such as diversion angle of top roll, reduction and 
roll radius was investigated on the curvature strip by using 
ABAQUS/explicit code. 
II. MATERIALS, EQUIPMENT AND PROCEDURE 
A. Equipment and Material 
Experiments were carried out on a two-high rolling mill 
designed at IUST by a constant speed of 3.45 rpm. The 
work-rolls dimensions are 63 mm in diameter and 100 mm 
in length. The mill is instrumented with two load cells 
placed on the two arms which were installed on the top of 
the rolls. The roll gap can be set by a wedge which adjusts 
the bottom work-roll. Figure 1 shows a view of the rolling 
mill. 
 
 
Fig. 1. A photograph of the rolling setup 
 
Test was carried out on the Al-1050 aluminum alloy. 
Samples with 4.87mm thickness, 37mm width and 150mm 
length were prepared with longitudinal rolling direction. The 
true stress–strain behavior of the alloy has been presented in 
Figure 2. 
Experimental and Numerical Investigation of Camber Defect in 
Aluminum Strip Cold Rolling 
M. Sedighi, M. Honarpisheh 
I 
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Fig. 2. Uniaxial stress-plastic strain curves obtained from tension test of Al-
1050 
B. Procedure 
The rolling mill machine has the capability of changing 
the reduction across the rolling contact. Rolling mill works 
with two systems to adjust gap between rolls. A system 
adjust main gap (main reduction) between rolls and another 
system create various reduction across the rolling contact. 
Second system was used to create condition for camber 
defect by adjusting for a certain diversion angle. The 
assumed diversion angle has been measured and is equal to 
about 0.15 degree.  
After measurement of diversion angle, the test was 
performed to observe camber defect. Test is performed on a 
strip with 4.84mm×37mm×160mm dimensions. The 
thickness reduction percentage is equal to 3.72% and strip 
center line is passed through the middle of the work-roll. 
Figure 3 shows the rolled strip presenting the camber defect. 
 
 
Fig.3. Rolled strip and its camber defect 
III. MEASUREMENT OF VARIATION OF FRICTION ON            
THE STRIP 
In general, the camber defect is created by variation of 
friction coefficient on the strip surface along the strip width. 
Variations of friction coefficient can exist due to the 
difference between reductions on the two opposite edge of 
strip on one face of the strip. Experimental measurement of 
friction coefficient can show these variations. "Strip marking 
method" is an experimental method that has already been 
explained by Liu et al [7]. Equation (1) can be used to 
calculate the mean value of friction coefficient during the 
roll bite [8]: 
2
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After transformation, Eq. (1) can be rewritten as
 
equation 
(2): [9] 
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The forward slip fS can be determined by the strip 
marking method experimentally using Equation (3): 
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Where L0 and L   is the circumference of the roll and the 
marked length on the strip after one revolution respectively. 
Also V is the exit velocity of strip and
rV  is the linear 
velocity of rollers. So variation of friction coefficient can be 
measured by this experimental method. 
Figure 4 and 5 show variation of forward slip and friction 
coefficient on the face of strip respectively. It was seen that 
the forward slip and the friction coefficients varied across 
the strip from a minimum to a maximum value. The delay 
time at the bite zone across the rollers can be expanded 
through the whole rolling time and it will be accumulated. 
Camber defect is the result of this procedure. 
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Fig. 4. Variation of forward slip on the strip face 
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Fig. 5. Variation of friction coefficient on the strip face 
IV. NUMERICAL STUDY OF THE PROCESS 
A. Numerical Procedure 
For the numerical model the package ABAQUS was used. 
The model was developed in a three dimensional geometry. 
Elastic-plastic constitutive relations are used for modeling of 
the materials deformation process. A set of 15500 elements 
(type-C3D8R) was used in the model to simulate as a 
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deformable solid, and the roll was simulated as a discrete 
rigid surface. The material elastic behavior is: E=69GPa 
and  0.33. The plastic materials properties are obtained 
from the true stress-plastic strain presented in figure 2. The 
yield stress of the material is equal to 81 MPa. In the 
analysis, it is necessary to provide an initial motion for the 
strip to move it through the roll gap. This allows the 
simulation to reach a steady state frictional condition 
between the roller and the strip, where the roll is assumed to 
bite the strip and the strip motion will be governed by 
friction. This initial motion is provided through an analytical 
rigid frictionless surface in ABAQUS, called the ram, set to 
move at a constant velocity of V=11mm/s. 
The applied friction coefficients in FEM have been 
obtained by a loop cycle using equations 2 and 3. At first, an 
initial value of friction coefficient is used in the simulation. 
By using the simulation result and equation 3, the forward 
slip can be obtained. This value of forward slip and equation 
2 give a new value of friction coefficient. The simulation is 
performed by the new value of friction coefficient and above 
stages will be repeated. Finally a fixed value of friction 
coefficient will be obtained. 
B. Variation of Numerical Results 
Experimental results show that curvature is equal to 0.13 
m
-1
 and FE results show a value equal to 0.118 m
-1
. So, the 
error value is equal to %9 which is an acceptable error. So 
the numerical method can be used for evaluating camber 
parameters. 
In this regards, the curvature can be measured by using 
simple geometrical equation such as equation (4) and (5). 
The required parameters have been shown in figure 6. 
 
 
Fig. 6. Required parameters for calculation of curvature of strip 
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And the curvature value (k) will be obtained: 
r
k
1
  
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V. RESULTS AND DISCUSSION 
In this section, firstly an overall view of plastic 
deformation of the strip is discussed. Then a parametric 
study will be carried out to investigate the effects of 
different parameters on the process. 
A. Variation of Plastic Strain across the Strip 
The effective strain of strip is presented in figure 7 after 
rolling. It shows that plastic strain vary from a maximum to 
a minimum value across the strip. The outer camber 
curvature is related to the maximum value of plastic strain 
(A region) and the minimum value of plastic strain happens 
where the inner camber is seen (B region). 
 
 
Fig. 7. Plastic effective strain on the face of strip 
B. Effect of Diversion Angle on the Curvature of Strip 
Effect of diversion angle of top roll on the curvature of 
strip was investigated in this section. For this purpose, four 
angles 0.1
°
, 0.2
°
, 0.3
°
 and 0.4
°
 were used. The roll radius and 
reduction are 100mm and 0.6mm respectively. Dimensions 
of strip are 4mm×40mm×75mm. The results of simulation 
have been shown in figure 8. 
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Fig. 8. Effects of diversion angle on the curvature of strip 
 
It shows that by increasing of the diversion angle the 
camber curvature will be increased. It also presents that 
effect of diversion angle on the curvature of strip is the most 
important parameter. 
C. Effect of Roll Radius on the Curvature of Strip 
For investigation of effect of roll radius on the camber 
defect four different radii 80, 100, 120 and 140mm were 
used. The diversion angle and reduction in the simulation are 
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equal to 0.2
°
 and 0.6mm respectively. The result of 
simulation was shown in figure 9. 
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Fig. 9. Effects of roll radius on the curvature of strip 
 
It shows that in the same diversion angle and thickness 
reduction, by increasing the roll radius, the camber curvature 
will be decreased. The effect of roll radius on the camber 
defect can be explained by equation (6): 
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In this equation, R and L indices are related to right and 
left edges of the strip. By increasing the roll radius, the 
friction coefficient will be decreased (equation 1). By 
decreasing the friction coefficient, the forward slip can be 
decreased as equation 3. Therefore the velocity of strip at its 
edge is decreased and it causes the camber curvature to be 
decreased. 
D. Effect of Reduction on the Curvature of Strip 
For investigation of effect of thickness reduction on the 
camber defect four different reductions 0.4, 0.6, 0.8 and 
1mm were used. The roll radius and diversion angle in the 
simulation are 100mm and 0.2
°
 respectively. The result of 
simulation has been presented in figure 10. It shows that the 
camber curvature of strip will be increased by increasing the 
reduction value. 
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Fig. 10. Effects of reduction on the curvature of strip 
 
E. Definition A Combined Parameter an Studying Its 
Effect on the Camber 
Finally, for better understanding of interactions between 
different parameters, a new combined parameter has been 
suggested in this paper. This numerical formula was 
obtained by combination of diversion angle, roll radius and 
thickness reduction. The best combination was obtained by 
trial and error method. This parameter was presented 
as RhX  . Figure 11 shows relation between X 
(the new parameter) and the camber curvature of strip. 
 
 
Fig. 11. Effect of composition parameter on the curvature of strip 
 
The fitted trend-line was obtained from figure 10 as 
equation (7). 
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
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R
h
k

 (7) 
 
For validation of the formula two examples were chosen. 
The main experimental data was chosen in the first model. In 
this case, the parameters are:  
X=0.559 ( mmRmmh 5.31,18.0,1.0 0  ) and the 
outcome from equation (7) will be: k=0.133. On the other 
hand, from experimental result the actual value of the 
curvature was 0.13. This means that error value for this case 
is equal to %2.5.  
Another try was performed to test the simulation model 
with parameters as: mmh 8.0,3.0
0  mmR 140,  . 
The camber curvature was equal to 1.51 for simulation and 
1.63 extracted from equation (7) (X=3.538). The error value 
in this case is equal to %7 which is an acceptable error. 
VI. CONCLUSION 
In this paper, the numerical and the experimental study 
have been performed on the camber defect in cold rolling 
process. The parametric study was performed to investigate 
the effect of the parameters such as diversion angle of top 
roll, reduction and roll radius on the curvature of strip. 
Finally, for better understanding of interactions between 
different parameters, the combined parameter was presented 
as RhX  . It was seen from this work that: 
1- When the roll gap is not uniform, the bite angle will not 
be constant across the roll and so the camber defect is 
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created. 
2- The forward slip and the friction coefficients varied 
across the strip from a minimum to a maximum value. 
The variation of friction coefficient across the strip was 
measured by "strip marking method". The outer camber 
curvature and the maximum value of friction coefficient 
are created at the same place. 
3- The simulation results shown the maximum value of 
plastic effective strain at the outer camber curvature. 
4- By increasing the diversion angle of the top roll, the 
camber curvature of the strip will be increased. 
5- By increasing of the reduction, the camber curvature will 
be increased when the diversion angle and roll radius 
are kept constant. 
6- By increasing of roll radius, the camber curvature will be 
decreased when the diversion angle and reduction are 
kept constant. 
7- Finally, a combined parameter was suggested to present 
the effect of the parameters as diversion angle of top 
roll, reduction and roll radius on the camber curvature.  
 
SYMBOLS 
 
circumference of the roll 
0L  
marked length left on the strip after the roll turns L   
Initial thickness 
1h  
Final thickness 
2h  
Roll radius R   
exit velocity V  
linear velocity of rollers 
rV  
Friction coefficient μ 
Bite angle 
1  
Forward slip fS  
Thickness reduction h  
Diversion angle   
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 
Abstract— One of the important problems in the metal 
spinning process is the failure and wrinkling of the workpiece. 
In this paper, the spinning process of annealed Al-1100 sheet 
has been studied numerically and experimentally to investigate 
the wrinkling behavior, the thickness changes and radial 
deformation. Firstly, a series of tests have been carried out to 
study the influence of clearance between the roller and 
mandrel. The experimental results have also been used for 
verification of the simulation. A number of 3D FE simulations 
have been implemented to study the effects of blank thickness 
and number of rollers on wrinkling and workpiece finish angle. 
It was shown that the so-called sine thickness can be only 
achieved at high blank thicknesses and higher number of 
rollers. At low blank thickness, the process trends to more 
unstable results presenting wrinkles at the workpiece edge. 
Also the results show that three roller spinning process can 
provide satisfactory results from both wrinkling and finishing 
angle points of view. At the end, the spinning force of different 
cases has been compared and it shows that the wrinkling has a 
significant effect on the amount of required spinning force. 
 
Keywords: Spinning, Wrinkling, Thickness change, FEM.  
I. INTRODUCTION 
The spinning process is a cold forming operation where a 
rotating disk of sheet metal is formed between a rotary 
mandrel and a roller with axial and radial movements. Sheet 
metal spinning is a very old manufacturing process for 
which long term knowledge and experience of a skillful 
worker are essential. Nowadays, CNC machines are used 
and the process is getting widespread in field of aerospace, 
weaponry and etc. Critical conditions of this process is due 
to unstable dynamic behavior of the nature of spinning 
process which results insufficient workpiece quality, 
wrinkles, cracks and failure. 
Many researches have been carried out to limit the product 
failure. Some of the relevant works in the last decade are as 
follows: The influence of flow forming parameters on the 
mechanical properties and the surface roughness were 
studied [1, 2]. Analyses of deformation mechanism of the 
spinning have been studied under three different paths of 
roller [3]. Analyses of the stress and strain distributions with 
an elastic plastic FE method was investigated [4]. An 
experimental study has been done on shear spinning of pure 
aluminum sheets with a general purpose mandrel [5]. From 
process design point of view, wrinkling in spinning has been 
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studied experimentally [6]. As a numerical work, the 
modeling of spinning process has been carried out by Quigly 
[7] in a finite element static model using MSC MARC 
software. In 2006, a 3D dynamic simulation of spinning 
process has been done by using LS DYNA software [8] and 
in 2007 Lio [9] and Zhan [10] have simulated the process by 
dynamic explicit method. 
In the present research, firstly experimental tests are 
implemented to study the clearance effects (between the 
roller and mandrel) on the thickness changes in the annealed 
Al-1100 sheet. Then a dynamic explicit 3D finite element 
simulation is carried out using Abaqus code [11]. After 
verification of the simulation results with experiments, the 
effects of rollers' quantity and dimension on forces, 
thickness and wrinkles are studied. It has been tried to 
conclude how to control and decrease the wrinkling 
phenomenon. 
 
II. BASIC THEORY 
A. True strains in Metal spinning 
Metal spinning is a sheet metal forming process in which 
generally hollow symmetrical parts are produced by rotation. 
Lange [12] characterizes this process that the deformation 
does not occur in an annular zone around the axis of rotation 
but that the tools act upon a much localized area in which 
plastic flow takes place. Tangential compressive and radial 
tensile stresses are observed in deformation zone. Spinning 
process can be categorized based on the nature of applied 
strains which are: 1) Shear forming 2) Constant thickness. 
Since in this work only shear forming process is studied, a 
brief review of this type of the process will be presented. 
In shear spinning, it has been assumed that the distance from 
cone center line of each element on the blank remains 
contact during spinning. So, the thickness can be calculated 
by using the sine law defines in equation (1). 
 
𝑡𝑐 = 𝑡𝑏  sin α                                            (1) 
 
Where the initial thickness of blank (tb), the final thickness 
of cone (tc) and semi-angle of the cone isα. In accordance 
with the sine law, the movement of the blank edge is straight 
(parallel to the center line axis) and the final outer diameter 
will not be changed. In general, spinning is a sensitive 
process and can be easily got unstable causing defects such 
as severe wrinkling and failure. The main reason for these 
defects could be related to deviation from this law. To 
reduce wrinkling phenomenon the number of rollers could 
be increased which is one of the objectives of the presented 
work. 
 
Experimental and Numerical Investigation of Wrinkling and 
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M. Sedighi, A. Razmavar 
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Fig. 1.  Relatives dimension of mandrel and blank. 
 
A conical shell is obtained from a blank disk with radius rb 
and thickness tb and 2α as cone angle by shear spinning. As 
shown in figure 1, lm is distance between round base and top 
of semi cone then 𝑙𝑚 sin 𝛼 and 𝑙𝑚 cos α  are height and base 
radius of semi cone respectively. In this process, there are 
three kinds of strains that included, thickness strain ε t, hoop 
strain εh (εh is zero according to the sine law) and axial strain 
εl which can be defined as below: 
 
εh = ln
𝑟𝑐
𝑟b
           2         εt = ln
𝑡𝑐
𝑡b
        3      εl = ln
𝑙𝑚
𝑟b
  (4) 
 
Based on the common assumption for volumetric strain 
metal forming:  
 
 εh + εt + εl = 0                                                             (5)  
 
But these relative are being changed in experimental tests 
because hoop strain cannot be zero and calculated as 
follows:  
 
𝑡𝑐rc lm
tb rb
2 = 1       
𝑡𝑐 lm
2 sin α
tb rb
2 = 1        𝑙𝑚
2 =
𝑡𝑏𝑟𝑏
2
𝑡𝑐 sin 𝛼
            (6) 
 
Also the deviation of sine thickness is defined by 𝑓 factor 
coefficient where ts is sine thickness:  
 
𝑓 =
𝑡𝑐
𝑡𝑠
                                                                                      (7) 
 
   tc = 𝑘𝑡𝑠 = 𝑘𝑡b sin 𝛼                                                           (8) 
 
In accordance with relation (6) and (8): 
 
𝑙
𝑚= 
𝑟𝑏
sin 𝛼 𝑓
                                                                         (9) 
 
In accordance with relation (9) and (2): 
 
𝜀ℎ = 𝐿𝑛
𝑙𝑚 sin 𝛼
𝑟b
= 𝐿𝑛
1
 𝑓
                                                 (10) 
 
If f=1 and .h=0, the sine law can be confirmed, but in reality 
two different conditions can be observed: 
1)  When f <1, εh >0, hoop tensile stress causes sheet failure 
by thinning.  
2) When f >1, εh <0, hoop compression stress causes 
increasing in thickness and wrinkling. 
III. THE MODEL PROPERTIES 
In spinning as medium speed metal forming process, the 
matter of strain rate dependency of the process can be 
considered. The effect of strain rate in the shear forming 
process is more than other forming process. The effective 
stress is determined as below [13]: 
 
𝜎
𝑒
= 𝐾𝜀 𝑚𝜀𝑛                                           (11) 
 
Where K and n are the constants for the material work 
hardening behavior (σ = kεn), m is sensitivity parameter 
representing strain rate dependency behavior (m>0). The 
diagram of strain rate dependency ( 𝜀 ) of AL-1100 is 
illustrated in figure 2. Table 1 also illustrates the material 
properties of Al-1100.  
 
 
Fig. 2.  Strain rate dependency of Al-1100-O [14].  
 
 
Table. 1.  Material properties Al-1100.  
Elastic modulus 
(Gpa) 
Density 
(Kg/m3) 
Poisson's 
ratio 
Stress-strain curve 
 (MPa) 
 
69 
 
 
2710 
 
 
0.33 
 
𝝈 = 𝟏𝟏𝟐.𝟐 𝜺 ̅   𝟎.𝟏𝟖𝟕 
 
IV. EXPERIMENTAL PROCEDURE 
The experimental tests have been carried out on blanks made 
from Al-1100-O with 150 mm diameter and 1.02 mm 
thickness. The rotation speeds of mandrel used in this study 
are 500 and 710 rpm and the process is defined as one pass 
operation. A metal spinning setup has shown in figure 3 
which includes: Cone mandrel (cone angle 2α =70ᵒ, 
dH=109.6 mm, dL=56.2 mm and Lm=1 mm); Roller 
(diameter= 62mm edge, radius= 2.5 mm and width= 110 
mm); and Tail stock: (dt=54 mm). Spinning experiments 
were carried out by a lath machine (TN50BR) at room 
temperature. Diamond RO10 or DIN 51501-N was used as 
lubricant. The final product has been shown in figure 4. 
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Fig. 3.  The experimental spinning setup 
 
 
 
Fig. 4. Spun cone (the product) 
 
 
As first series of experimental test, the effects of clearance 
between the roller and mandrel and spindle speed on 
thickness have been studied. The spindle speed and feed-rate 
were 500and 710 rpm and 0.1 and 0.0724 mm/rev 
respectively. Equation (12) shows the relation between 
clearance and thickness: 
 
∆=
 ∆0−𝑡b  
𝑡b
                                                               (12) 
 
Where ∆0 is absolute clearance between the roller and 
mandrel, tb is initial thickness.  
Fig5 shows the effect of ∆ and spindle speed on thickness 
change. The thickness is decreased by decreasing the 
clearance ∆ and is increased by increasing spindle speed. 
Toward the outer edge of the final product, the thickness is 
being increased due to created hoop compression strain and 
stress which results in increasing the back force of sheet to 
the roller. The thickness near the tail stack is less then sine 
thickness which is due to the tensile stress in conical shell 
leading to thinning and failure. 
 
 
 
 
Fig. 5.  The effects of clearance (between the roller and mandrel) and 
spindle speed on thickness. 
 
 
V. SIMULATION 
A. Definition of the geometrical model and process 
parameter  
A 3D finite element model has been made by the Explicit 
ABAQUS code using dynamic solution method. Mandrel 
and roller elements have been defined as rigid body that 
helps in decreasing the analysis time and increasing the 
accuracy. The workpiece is meshed by deformable 3D 
triangular elements (quantity 3187) using the Second Order 
Accuracy and Hour Glass controls. Figure 6 shows the 
whole FE model. For investigation of the rollers' quantity 
effects, the process has been simulated using one to four 
rollers at three different blank thicknesses (1, 2 and 3mm). 
The acceleration of the mandrel for achieving the rotating 
speed of 84 rad/s is equal to 5 rad/s
2
. The roller radius has 
been supposed 30mm and the roller feed rate is equal to 2 
mm/rev. The two diameters of the mandrel cone are 128mm 
and 300mm; the edge radius is 4mm; the semi angle is 35
ᵒ
 
and the blank diameter is 300mm. The strain rate dependent 
material properties of Al-1100-O have been defined in the 
code using information presented in figure 2 with the mass 
scaling equal to one. 
A typical contact condition has been defined between the 
surfaces and the algorithm of contact was Penalty Method 
and the surface-to-surface contact mode was used. The 
Coulomb friction law was used to describe the contact. The 
amount of friction coefficient between tool and blank is 
equal to 0.04 and between the blank and the mandrel is equal 
to 0.2. 
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Fig. 6.  The finite element models for the case with four rollers. 
 
B. Validation of the simulation results  
Figure 7 show a comparison of experiment and simulation 
results for thickness variation against roller stroke. The 
change of wall thickness variation has been measured along 
a spun cone made from annealed Al-1100-O sheet with 
thickness of 1.02. The comparison shows a good agreement 
with max error equal to 18%. 
 
 
Fig. 7.  Comparison of experiment and simulation result for thickness 
variation vs. roller stroke.  
VI. RESULTS AND DISCUSSION 
Twelve cases with four different number of rollers and three 
different thicknesses have been modeled by a 2.2 MHz CPU 
and 60 hours has been consumed for each simulation. The 
effect of number of rollers on the change of thickness in 1, 2 
and 3mm sheets has been offered that in all of the 3 
thicknesses ∆ is supposed to be equal to zero. Some of the 
outcome parameters of the process are the reaction force, the 
wrinkling on the edge of the cone and the wall thickness 
variation. Also, the effect of changes in the cone's angle and 
the number of the rollers can been discussed.  
In figure 8 shows the variation of the reaction forces vs. the 
roller stroke one roller spinning process at three different 
thicknesses.  
Increasing of the sheet thickness results in an increase of 
forming force. Also in figure 9, the reaction force in all four 
rollers case are compared and it can be observed that 
increasing the number of rollers from 1 to 2 results in a 
considerable decrease in force on each roller but from 3 
rollers to 4 rollers the force is decreased a little. 
 
 
Fig. 8.  Effects of thicknesses (1, 2 and 3mm) on reaction force for the case 
with 1 roller.  
 
 
Fig. 9.  Effects of number of rollers (1 to 4 rollers) on reaction force for 
sheets with 3 mm thickness.  
 
With respect to equation 8 in an ideal condition when f=1, 
the final diameter of the product must be equal to the initial 
blank (300 mm). In table 2, the final diameters of products in 
experiences are presented and show that these amounts are 
less than ideal conditions and means f<1. By increasing the 
number of rollers, these amounts get close to the initial blank 
diameter and it means f will get closer to 1.  
Also by increasing the thickness in each sample the diameter 
of the product get closer to 300 mm and the amount of hoop 
strain decreases. Figure 10 shows the variation of cone's 
semi-angle in two modes of 1 and 4 rollers on 1 mm 
thickness blank. 
  
Table. 2.  Twelve cases of simulation considering the variation of the cone 
diameter. 
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Fig. 10.  Effects of number of rollers on the half-cone angle for sheets with 
1 mm thickness. 
 
The shape of wrinkles at the edge is Quasi-sine shape. The 
radial position of the cone edge from the cone central axis is 
defined as a sine shape curve. This curve will have the most 
and least distance from the central axis. When the number of 
rollers increased, the oscillation of the curve will be 
increased and the distance between the most and least 
distances (oscillation amplitude) will be decreased. Figure 
11 shows this Quasi-sine shape curve for 1 mm thickness. In 
the four rollers case, more oscillation but less oscillation 
amplitude can be observed in comparison with one roller 
case. 
 
 
 
Fig. 11.  Effects of number of rollers on oscillations of cone edge for sheets 
with 3 mm thickness. 
 
 
 In figure 12, the variation of the wall thicknesses in four 
rollers case are presented and it shows that the wall 
thickness is closer to sine law at the zone near the holder; 
and at the zone near the edges it gets away from the law. On 
the other side, the edge wrinkles when f>1. By increasing in 
the number of rollers, the thickness gets closer to the sine 
thickness ts, so the wrinkling at the edge will be decreased.  
 
 
 
 
 
 
 
Fig. 12.  The effects of the number of rollers on the thickness and 
comparison with sine thickness A) 3mm B) 2mm C) 1mm. 
 
VII. CONCLUSION 
In this study, the following results are achieved: 
 
1. A series of experimental tests have been carried out 
to verify simulation results and also the effects of 
clearance (between the roller and mandrel) and 
spindle speed on thickness have been studied 
experimentally. 
2. The spinning process was simulated in one–pass by 
using 1 to 4 rollers setup and the simulation 
includes using of contact, meshing control and the 
strain rate material properties. 
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3. The oscillation amplitude of semi sine shape of 
wrinkles in the edge of product decreases by 
increasing in the number of rollers and makes the 
product's cone angle close to the die. By increasing 
the sheet thickness and the number of roller, the 
thickness gets closer to the sine thickness and the 
final diameter gets closer to the blank's initial 
diameter and wrinkling will be decreased. 
4. In the metal spinning by decreasing the distance 
between the roller and mandrel and by increasing 
the rotation speed, the thickness will be decreased. 
Near to the edge of the cone, the thickness is 
increased due to the compression hoop strains.  
5. The reaction force will be increased 3.5 times by 
increasing the thickness from 1mm to 3 mm. By 
increasing the number of rollers these forces will be 
decreased. 
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Abstract—Titanium material has been widely used in 
aerospace, automotive, chemical and biomedical industries for 
it superior combination of mechanical properties with low 
density and excellent corrosion resistance. This paper deals 
with mechanism and experiment study on the role of cooling 
and lubrication on tool wear and cutting force in milling Ti-
6Al-4V alloy.  The cutting performance of dry milling, wet 
cooling, cryogenic air cooling, minimum quantity lubrication 
(MQL) and cryogenic cooling with MQL technologies are 
investigated. The experimental results show that, the 
application of cooling (wet cooling and cryogenic air cooling, 
cooling air with minimum quantity lubrication) brings about a 
slower tool wear and cutting force rate compared dry and 
minimum quantity lubrication (MQL) conditions. The effect of 
the cooling environment provides a lower cutting temperature 
and cutting force, and results in a decrease of wear rate and 
consequently increases the tool life. The application of 
lubrication (MQL, cooling air with MQL) plays a significant 
role in reducing the volume of built up edge material between 
the tool and the chip. Due to the comprehensive effects of 
cooling function of cooling air and significantly better 
lubrication in MQL, the cooling with MQL environment leads 
to lower cutting force and reduced tool wears. 
I. INTRODUCTION 
UE to environmental concerns and the coming 
legislations from national and international authorities, 
pollution-free and eco-friendly green machining has become 
focus of attention in manufacture field. The development of 
minimum quantity lubrication (MQL) [1-4] cutting 
technology and its extensive application has promoted 
because of the requirement for the reduction associated with 
cutting fluids and the restrictions on the use of dry 
machining. During MQL cutting, the media used is generally 
straight oil, which a high degree of lubricity is provided. 
However, without the cooling function, there will be more 
friction and adhesion between the tool and the work-piece, 
since they will be subjected to higher temperatures, which 
will surely result in increased tool wear and hence reduction 
in tool life, especially for difficult-to-machine materials. 
Moreover, the characteristics of micro-drops [5] (size, 
density, viscidity) affect the heat transfer from tool to the 
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chip, how to systematically vary these parameters is very 
important. 
The cutting temperature which generated in primary 
deformation zone, chip-tool interface and work-tool 
interfaces will substantially influence the chip formation 
mode, cutting forces and tool life. Therefore, the most 
practical and effective way to enhance the cutting 
performance is to reduce the cutting temperature. 
Application of conventional cutting fluids can provide some 
reduction in cutting temperature[6], but it is not only the 
main source of environmental pollution but also brings about 
manufacturing cost increase due to strict environmental 
regulations[7-8]. Thus, the investigation of pollution-free 
and eco-friendly green machining technique has been 
predominant emphasis in each country.  
Cryogenic cooling is one of the effective technologies for 
controlling the temperature in the cutting zone and 
improving tool life with a better surface finish [9]. 
Cryogenic cooling machining would be of maximum interest 
because of many reasons: non-pollution of the atmosphere 
(or water); no residue on the swarf which will be reflected in 
reduced disposal and cleaning costs; and it is no danger to 
health. 
Titanium alloys has been identified as one of the 
manufacturing processes most in need of new developments 
to obtain the required improvements for applications in 
aerospace, automotive, chemical and biomedical industries 
[9]. Titanium alloys, such as Ti–6Al–4V, have been the 
focus of considerable research recently because of their 
superior combination of mechanical properties with low 
density and excellent corrosion resistance [10]. However, 
these certain inherent metallurgical characteristics of 
titanium alloys make them more difficult and expensive to 
machine and often result in tool damage such as adhesion, 
thermal damage and mechanical damage. 
In the past, some good results have been obtained with 
machining of Ti–6Al–4V alloys under several cooling 
techniques. A.K. Nandy [11] reported that application of 
high-pressure cooling using neat oil and water-soluble oil 
provided significantly higher tool life, lower cutting force 
and desirable chip breaking, than the currently used 
industrial practice while turning Ti–6Al–4V alloy. In order 
to analyze the function of cryogenic cooling by liquid 
nitrogen, K.A. Venugopal and S. Paul [12] conducted an 
experiment on turning of Ti–6Al–4V alloys under cryogenic, 
dry and wet cutting environments. The result showed that 
cryogenic cooling enabled substantial improvement in tool 
life through reduction in adhesion–dissolution–diffusion 
tool wear through control of machining temperature 
Effect of coolant strategy on tool wear and cutting force in milling Ti–
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desirably at the cutting zone. The review of the literature 
suggests that cryogenic cooling can be used for machining 
Ti–6Al–4V alloys both for its excellent cooling ability and 
environmental friendliness. 
However, these studies focused almost entirely on 
moderate cutting speeds in turning Ti–6Al–4V alloys. 
During turning process, it is not very difficult to set the 
nozzles at appropriate position, which is very important for 
obtaining the optimum effect of the MQL flow. Compared to 
turning, with its continuous cutting process, milling is an 
intermittent cutting process, which may be affected by 
thermal shock caused by cutting fluid. Nevertheless it 
appears that very few works have been done to investigate 
the effect of different coolant strategy on cutting 
performance in milling Ti–6Al–4V alloy. The objective of 
the present investigation is to study the relative role of 
cryogenic cooling and lubrication on tool wear and cutting 
force in milling Ti-6Al-4V alloy. The experiments were 
carried out with five different milling strategies. These are 
dry milling, wet cooling, cryogenic air cooling, minimum 
quantity lubrication (MQL) and cryogenic cooling with 
MQL.  
II. EXPERIMENTAL SETUP AND PROCEDURE  
Machining tests were performed on TC4(Ti-6Al-4V) alloy 
[13] with the chemical composition of Al 6.5%, V 4.25%, Fe 
0.04%, C 0.02%, N 0.015%, O 0.16%, H 0.0018%, Ti, Bal. 
and it was prepared in 120×100×30mm block. The lubricant 
oil is one kinds of ester; it has the density of 0.92g/cm3 at 20
℃ and has the viscosity of 47 mm2/s at40℃. The flash point 
of the lubricant oil is 265℃. The air was cooled by a vortex 
tube with appropriate flow rate and application pressure. The 
air has been used because using the other coolant will 
increase the cutting cost to some extent. The experimental 
conditions are given in Table 1. The cutting data was 
selected based on the recommendations from our industrial 
sponsors. 
Table 1 
Experimental condition 
Machine tool XK7132 CNC milling machine, China 
Work 
specimens 
TC4(Ti-6Al-4V) alloy, 120×100×30mm 
block 
Cutting tool Stellram,7792 VXD09 
Inserts Stellram, XDLT-D41, Ruthenium/cobalt 
alloy substrate; Ground circumference 
one face pressed chip-breaker 
Cutting velocity 126m/min 
Depth of cut 0.25mm 
Feed rate 0.25mm/rev 
MQL supply oil:80ml/h; air: 88L/min 
Cooling air -25℃; 280L/min 
Environment dry, wet, cryogenic air cooling, minimum 
quantity lubrication (MQL) , cryogenic 
cooling with MQL 
The schematic view of the experimental set up is shown in 
Fig. 1. The system consists of a vertical machining center, a 
three component dynamometer, a charge amplifier, an 8-
channel data recorder and a PC based software for online 
monitoring and recording of the cutting force. The MQL 
system in this work has been designed, fabricated and used. 
Oil was atomized at the nozzle tip area and impinged to the 
cutting zone with high velocity. 
Tool wear progression at a predetermined location was 
measured after each subsequent pass using a toolmakers 
microscope. The cutting force during each cut was measured 
by a three-component dynamometer Kistler (Type 9257B) 
under different cutting conditions. 
 
Fig.1.  The schematic view of the experimental set up 
 
III. RESULTS AND DISCUSSION 
A. Coolant strategy on tool wear 
A tipped milling cutter has been used for easily collecting 
the flank wear after each subsequent pass. Each cutting tool 
was examined and the tool flank wear measurements were 
repeated more than three times. Fig. 2 reveals the growth of 
average flank wear VB with machining time. As is generally 
accepted, in the break-in period, the sharp cutting edge 
wears rapidly at the beginning of it use, which can be seen in 
the first 3 min (Fig.2). The flank wear increased as usual 
with the influence of cutting time under dry, wet, MQL, 
cooling air and cooling air with MQL conditions. It is 
obvious that the dry cutting environment provides the 
highest flank wear, which due to the generation of large 
amount of heat and cutting temperature makes the tool tip 
deformation and shearing easier and does a lot of harm to the 
tool. For a set tool life criteria of VB = 300 μm (ISO 
3685:1993), dry machining resulted in a tool life of 
approximately 11 min, respectively whereas, cryogenic 
machining and MQL machining offered a longer tool life 
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because the tool wear under these environments does not 
reach the tool life criteria with 13min as can be seen in Fig.2. 
It is seen in Fig. 2 that MQL machining exhibited a good 
tool life; this could be attributed mainly to the fact that the 
quantity of the built up edge reduced considerably with 
MQL compared to the dry cutting operation (as can be seen 
in Fig.3) [14]. However, the benefit of slower tool wear rate 
and hence longer tool life in all the cases with cryogenic 
cooling is very evident. The reasons for the tool wear in 
machining of titanium alloys [15] were the high cutting zone 
temperature localized in the vicinity of the cutting edge and 
enhanced chemical reactivity of titanium with the tool 
material. It is thus obvious that MQL cannot provide 
effective control of cutting zone temperature with only a 
small amount of spray oil mist be used. 
Moreover, at lower temperatures, the retaining tool 
hardness helps in reducing abrasion, adhesion and diffusion 
types of wear which are highly sensitive to temperature. The 
wet and cooling air conditions provide the similar rate of 
development of flank wear, which can indicates that the 
application of cutting fluids has only a limited cooling and 
lubrication functions. Under similar cutting conditions, the 
mixture of oil mist and cooling air significantly reduced the 
growth rate of flank wear greater than those in other 
conditions. This improvement can be reasonably attributed 
to cooling function in cooling air and significantly better 
lubrication in MQL. From the results, it is possible to 
believe that oil mists form a lubrication film in tool-chip 
interface enhancing its lubrication effect. Also, the cooling 
effect reduced the deformation which is controlled mainly 
by a thermally activated mechanism [16]. 
The photographs of the flank wear after being used for 
about 13 min of machining under all cutting conditions are 
shown in Fig3. Under all the environments, abrasive scratch 
marks appeared in the flanks. The wear width under 
lubrication environments (MQL, cooling air with MQL) 
showed almost no built up edge of the work material to the 
tool edge. This may due to the oil particles can penetrate into 
the tool-chip interface and form a relatively strong boundary 
film on the metal surface, which is strong enough to sustain 
low friction and to avoid adhesion of work material [14, 17]. 
 
Fig. 2.  The growth of average flank wear (VB) with machining time 
 
 
 
 
 
Fig.3. The photographs of the flank wear after being used for about 13 min 
of machining under (a) dry, (b) MQL, (c) cooling air, (d) cooling air with 
MQL and (e) wet conditions 
B. Cooling effect of MQL on the cutting force 
The variation in cutting force with machining time under 
all environments is shown in Fig.4. As expected, the 
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resultant cutting force increases correspondingly as the 
machining time increased with all cutting environments 
because the flank wear increased (as shown in Fig.2) and it 
has a significant effect on the cutting forces. It appears from 
Fig.4 that the cutting forces were different between dry 
machining and other machining environments, which 
indicate that the effects of lubrication and cooling were 
important factors for cutting forces. Higher cutting force was 
observed during dry machining which can be attributed to 
high generation of heat and friction in tool-chip interface. 
The MQL conditions provide a lower cutting force 
compared to dry machining, but it is higher than the other 
cutting conditions. This may due to the sliding of the chip at 
high temperatures and stresses destroyed the lubrication film 
when machining titanium alloys. Similar increase in cutting 
force in wet and cooling air conditions is seen in Fig.3, and 
the force is lower than MQL which indicate that  the 
material became harder and less sticky, and the friction force 
smaller, especially cooling the chip and tool interface area 
[18]. The minimum cutting force was observed for air 
cooling with oil mists conditions. From the above mentioned 
results, with oil/air lubrication and cooling, the growth rate 
of flank wear decreased obviously (Fig.4) and it results in 
the lowest built up edge on the tool. Furthermore, the cutting 
fluid is fragmented into tiny globules by MQL system which 
can penetrate into the tool-chip interface [19-20] and form a 
relatively strong boundary film on the metal surface in lower 
temperature environment. 
 
Fig.4. The variation in cutting force with machining time under all 
environments 
IV. CONCLUSIONS 
Based on the experiments performed in this study, the 
following conclusions can be made: 
1)  The order of cutting force and flank wear level from 
low to high is cooling air with MQL, wet, cooling air, 
MQL to dry conditions, and moreover, there was no 
significant difference between the wet and cooling air 
cutting environments. 
2)  The effect of the cooling environment provided a 
longer tool life and lower cutting force. The application 
of lubrication is much more effective in reducing the 
volume of built up edge material. 
3)  The cooling air with MQL environment leads to lower 
cutting force and reduced tool wear, which can be 
attributed to the comprehensive effects of cooling 
function of cooling air and significantly better 
lubrication in MQL. 
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Investigations on Role of Weld Overlays in Enhancing Slurry
Erosion Resistance of Some Steels
Sandeep Singh, Harpreet Singh and Balraj Singh
Abstract—Hydraulic power plant components especially
the turbines suffer from slurry-erosion problems. Continuous
research is going on to develop hardfacing coatings to reduce
the same. There is need to develop and investigate the slurry-
erosion behaviour of hardfacing alloys which can be used as a
coating on the turbine blades, guide vanes etc. In the current
paper, the slurry erosion behaviour of mild and SA-516 steels
has been investigated. The test specimens were deposited with
E309Mo15 electrode coating using Shield Metal Arc Welding
(SMAW) process. A coating thickness of 0.5mm was achieved.
Comparison of the slurry-erosion resistance of coated and
uncoated steels was made. Experimental results show that the
E309Mo15 weld coated specimens have much better slurry
erosion resistance than their uncoated mild steel and SA-516
steel counterparts.
I. INTRODUCTION
LURRY erosion and corrosion of materials cost a high
economic loss to every country. Slurry erosion is a
serious problem in a number of Indian hydropower stations
especially those located in Himalayan region [1]. In
hydraulic plants electricity is generated by converting the
kinetic or pressure energy of water into the shaft power by
means of turbines. As feed water is coming from the
heights or hills, therefore the water contains sand particles
and stones. In the hydraulic power plant setup the turbine
blades and nozzles in the hydraulic machinery have to
tolerate this perpetual high speed water with or without
solid particles impingement, and hence they must have
excellent strength, toughness and erosion resistance [2].
However, the erosion resistance of conventional turbine
blades, made of low carbon steel, low manganese steel,
stainless steel, white cast iron or plastic resin, is low. These
turbine blades are easily damaged under high speed water
with or without solid particles impingement, thus
interrupting hydraulic power generation. It has been
reported that such interruption of plant cause a loss of the
order of US$ 120–150 million in a year for these hydro
power stations due to drop in efficiency, forced outages,
and repair [1]. As the erosion is a surface phenomenon and
occurs mostly at outer surfaces, therefore it is appropriate
_____________________________________________________________________________________________________________________________ __________________________________
and economical to use surface modification methods than
using the high cost erosion resistant bulk materials.
Attempts are being made to reduce the damage caused by
silt erosion either by reducing the particle velocity,
controlling their size and concentration, or by using high
velocity oxy-fuel (HVOF) coatings, surface hardening by
plasma nitriding and welding techniques [1]. Other
coatings, such as oxides applied by atmospheric plasma
spraying technique, chemical vapor deposition (CVD),
spraying by detonation, physical vapor deposition (PVD)
and recently developed cold spray technique are also
considered to enhance the wear life of mechanical
products. This is because the coatings themselves have
high hardness and have excellent wear resistance, which
makes it possible to protect the surface from erosive and
corrosive environments [3]. Number of investigators have
done a wide research for the development and slurry
erosion behaviour of hardfacing alloys which can be used
for coating purposes in the turbine blades, guide vanes etc.
In this work the slurry erosion behaviour of some weld
overlaid steels namely mild and SA-516 steels has been
investigated.
II. EXPERIMENTATION
A. Substrate and Overlay Materials
Two different substrate materials were selected for the
investigation, namely mild steel and SA-516 steel. The
chemical compositions of steels have been reported in
Table I. Hollow cylindrical specimens each measuring
12mm in length, 10mm and 6mm external and internal
diameter respectively were prepared for the slurry-erosion
testing. These steel specimens were then deposited with
weld overlay coatings by E309Mo15 electrode material.
The chemical composition of electrode E309Mo15 by
weight percentage is given in Table II. Shield Metal Arc
Welding (SMAW) process was used for coating process.
AC arc welding machine was used for this purpose. The
thickness of coating was nearly 0.5mm, which was
measured after the final turning of deposited specimens.
The specimens were polished with abrasive paper of
800grit to get the surface finish. The employed coating
parameters are presented in Table III.
S
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Table I: - Chemical composition (wt. %) of the
substrate steels
Table II: - Chemical composition of electrode
E309Mo15 used for the coating
Table III: - Welding parameters of the Shielded
Metal Arc Welding (SMAW) Process
B. Experimental setup
A high speed erosion test rig [Model- High Speed
Erosion Tester, DUCOM, Bangalore, India] was used to
evaluate the erosion resistance of weld overlaid as well as
uncoated specimens. The test rig has been shown in Fig.1.
The high speed erosion testing involves the abrading of
standard test specimens with chosen slurry. The test
specimen are pressed against the rotating wheel and
clamped, while the grit erodes the test specimens. The
rotation of wheel is such that the slurry passes through top
three outlet pipes into slurry tank and fresh amount of
mixture enters from bottom three inlet pipes into the slurry
chamber. Experiments have been done on the 4500 ± 20
rpm of machine for a run time period of 1 hour per cycle.
The silica sand has been used as an erosive medium by
mixing it in water by a suitable amount. The sand was
brought from B. B. M. B. Hydraulic Power Plant, Nangal,
Punjab (INDIA). The specimens were weighted on a
microbalance before and after the each cycle and the loss
of mass was recorded per unit surface area of the
specimens. The severity of erosion depends upon velocity
of erosive media, the abrasive particle size, shape and
hardness, the magnitude of stress imposed by the particles,
and frequency of the contact of slurry with specimens. In
this set up, these parameters were controlled to be uniform
to achieve a comparative data. The value of this test
method lies in predicting the ranking of materials under
similar conditions in terms of their erosion resistance. The
specimens were fastened on the rotor of the rig as shown in
Fig.1 (b). TableIV presents the conditions of the testing.
Fig. 1. (a) Complete slurry-erosion test set up with electronic control unit
(b) Rotor of the high speed slurry erosion test rig with specimens fixed in
position
Table IV: - Specifications of the experiment
The run time setting of machine was done from the
electron control unit. After a run of specified time period,
the specimen were removed from the rotor cooled to room
temperature, brushed lightly to remove attached sand
particles, weighed and fixed again in exactly the same
position in the rotor so that the orientation of the erosion
surface remains unchanged. The weights were measured by
(a)
(b)
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a micro balance to an accuracy of 0.001g and the plots
were drawn between cumulative erosion rates per unit
surface area exposed to slurry erosion versus the run time.
C. Factors influencing the Slurry Erosion
There are many factors that influence the slurry erosion
rate. The flow conditions along with the properties of
target material as well as the fluid and particle influence
the impact dynamics of the impinged particle-to-target
surface interactions and thus the erosion rate. The general
expression for erosion rate, W, has been established
empirically as below [2]:
  nPP VKfMW 
Where, MP is the mass of impinged particles impacting the
surface, VP is the particle velocity on impact and f (α) is a
functional relationship for the dependence of the erosion
rate on the impact angle. K and n are constants depending
on the properties of the target material, such as the
hardness, elastic modulus, facture toughness and surface
roughness. Besides, the thermal expansion, bond strength,
residual stress and thickness of the hardfacing coatings also
have important effects on the erosion behaviors. The
erosion rate also depends upon the shape of the erosive
media. However, impinged particles with irregular shape
will cause serious erosion damage. Apart from a
metallurgical properties, many testing parameters for
example the erosion time, impingement speed and
impinged flow speed affects the erosion phenomena [2].
III. RESULTS AND DISCUSSION
The results of the slurry erosion wear testing expressed
in terms of weight loss per unit surface area with respect to
time in hours for the uncoated as well as coated specimens
of mild and SA-516 steels have been shown in Fig.2 and
Fig.3 respectively. It can be seen that the overlaid
specimens showed significantly higher erosion wear
resistance than their uncoated counterparts in general.
Further it is seen that the slope of the coated steels are
lower than those for their respective uncoated steels. This
shows that the rate of the erosion has also decreased after
the deposition of the coatings. Based upon the result of the
investigations, the erosion resistances for tested materials
follow the order as below:
E309Mo15 overlaid mild steel > E309Mo15 overlaid SA-
516 steel > uncoated mild steel > uncoated SA-516 steel.
It is also concluded from these Figs.2 and 3 that the
cumulative weight loss per unit surface area of specimens
varies nearly linearly with time of experimentation at speed
of 4500 ± 20 rpm of rotor.
Fig. 2. Variation of cumulative erosion rate of uncoated as well as weld
overlaid mild steel with respect to time subjected to slurry erosion for a
total time of 4 hours at 4500 ± 20 rpm
Fig. 3. Variation of cumulative erosion rate of uncoated as well as weld
overlaid SA-516 steel with respect to time subjected to slurry erosion for
a total time of 4 hours at 4500 ± 20 rpm
Fig. 4 depicts the cumulative erosion wear for four
hours for all the investigated cases. It shows the reduction
in erosive wear by weight for both the substrates in the
coated as well as in uncoated conditions. It has been
observed from the overall results of investigation that the
overlaid SA-516 steel and overlaid mild steel has nearly
same cumulative erosion by weight. The cumulative
erosion wear of deposited mild steel is less than deposited
SA-516 steel by 5.8% for four hours of experiment.
Similarly, cumulative erosion of uncoated SA-516 steel
and uncoated mild steel is also nearly same. Similarly the
erosive wear for mild steel substrates is less than SA-516
substrates by 0.95% for hours of experiment.
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Fig. 4. Variation of cumulative erosion rate of uncoated as well as
overlaid SA-516 and mild steels subjected to slurry erosion for a total
time of 4 hours at 4500 ± 20 rpm
It can be seen from Fig. 4 the deposited specimens
offered much better slurry erosion resistance as compare to
both substrate materials. For mild steel specimen 40.20%
of cumulative erosive wear has been reduced after the
deposition of overlay for 4 hours at 4500 ± 20 rpm.
Moreover, there is 43.1% reduction for SA-516 steel
specimens after the deposition of overlay under same
conditions. It also has been seen that the coatings were
found to be successful in keeping their surface contact with
the substrates steels when subjected to the erosion testing.
IV. CONCLUSIONS
(1) The SMAW process provides the possibility of
deposition of E309Mo15 on mild steel and SA-516
steel. A uniform weld coating thickness of 0.5mm was
achieved.
(2) The erosion resistances for the substrates and SMAW
weld E309Mo15 overlaid substrates have been found
in the following order: E309Mo15 overlaid mild steel
> E309Mo15 overlaid SA-516 steel > uncoated mild
steel > uncoated SA-516 steel.
(3) The coatings were found to be successful in keeping
their surface contact with the substrates mild steel and
SA-516 steel when subjected to erosion test.
(4) The cumulative erosion rate is nearly directly
proportional to time for the uncoated as well as the
coated mild and SA-516 steels at 4500 ± 20rpm under
the stated conditions of erosion testing.
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Abstract—Now-a-days Micro Electro discharge machining
(micro-EDM) is one of the widely used techniques to fabricate
complex microstructure. Some of the reasons of its popularity
are low setup cost, high accuracy, large design freedom, ease of
fabrication of complex three-dimensional structures with high-
aspect ratio with respect to other conventional machining
processes like turning, drilling and milling etc. However to
produce different varieties of 3D structures on machine micro
electrode fabrication is necessary, which is one of the prime
challenges in field of micro-EDM. Among the conventional
electrode fabrication processes Localized Electrochemical
Deposition (LECD) is found to be one of the simplest,
inexpensive and damage-free ways to fabricate complex shape
electrodes for micro-EDM. The main focus of this paper is
divided into two fundamental processes. One is the on-machine
fabrication of the complex cross-section microelectrodes with
the help of LECD process and the other is the EDM of the
workpiece in micrometer range with the deposited electrode. In
order to fabricate the electrode a non-conductive mask is
placed between the anode and cathode where the cathode is
placed above the anode and mask and the system is immersed
in a plating solution of acidified copper sulfate. By applying a
pulse DC voltage between the anode and cathode an electrode
can be fabricated. Finally, micro-EDM using R–C spark
control circuit is done directly by the deposited electrode
without removing the tool or changing its orientation. The
performance of the deposited electrode in micro-EDM
operation is evaluated in terms of the material removal rate
(MRR), tool relative wear ratio (RWR), and dimensional
accuracy.
I. INTRODUCTION
N recent years micro-EDM has become one of the
advanced machining technologies which are capable of
fabricating micro features. It is based on the thermoelectric
energy which is applied between a workpiece and an
electrode in a submerged dielectric fluid. A spark is applied
between the workpiece and electrode when they are
separated by a specific small gap; material is removed from
the workpiece through melting and evaporation. Now-a-days
numerous developments in micro-EDM have been focused
on the fabrication of micro-features. Therefore, EDM
electrode shape would be a significant factor in machining
different shapes.
There are many variations of micro-EDM technology for
manufacturing micro-features, depending on the type of
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electrode and electrode/workpiece movement as micro-wire
EDM, die-sinking EDM, micro-EDM drilling, and micro-
EDM milling [1, 2]. At the present time, micro-EDM is a
widespread technique used in industry for high-precision
machining of all types of conductive materials such as:
metals, metallic alloys, graphite, or even some ceramic
materials, of whatsoever hardness [3]. Since micro-EDM
provides such advantages as the ability to manufacture
complicated shapes with high accuracy, and can process any
conductive materials regardless of hardness, it has become
one of the most important methods for manufacturing micro-
features and parts with sub-micrometer order size. In recent
year’s micro-EDM has been used extensively in the field of
micro-mould making, production of dies, cavities and even
complex 3D structures [4]. In die-sinking micro-EDM,
micro-EDM drilling or milling, different techniques and
devices can be employed to help conducting and
manipulating small electrodes and parts with complex cross-
sectional shape. Die-sinking is more effective for fabricating
micro-feature than the other trajectory EDM (EDM milling).
One or more electrodes are required for fabricating micro-
features by die-sinking EDM. There are several methods of
micro electrode fabrication. B H Kim et al [5] investigated
reverse EDM to fabricate multiple electrodes with various
shapes. H S Lim et al [6] fabricated on-machine micro
electrode tools with high-aspect ratio. From an electrode
thicker than the required diameter, a cylindrical electrode is
fabricated by EDM process using a sacrificial electrode. F T
Weng et al [7] studied a multi-EDM grinding process to
fabricate micro-electrodes. Equipments such as a wire EDM
machine and a traditional CNC-EDM machine were used for
machining micro-electrodes. Partt et al [8] first introduced a
rapid method for fabricating a precision electrical discharge
machining (EDM) electrode. Y Tang et al [9] applied rapid
prototyping (RP) technology to fabricate an abrading tool
which is used to abrade graphite EDM electrodes, thus
reducing the cost and cycle-time. However, the main
weakness of this technique is that the abrading accuracy of
the electrode is limited by the eccentric radius of the
translational worktable. J Zhao et al [10] showed Selective
laser sintering (SLS) as a suitable process to manufacture an
EDM metal prototype directly. F T Weng [11] fabricated
multi-headed microelectrodes which were machined by a
combined sequence process of WEDG, ultrasonic-aided
chemical etching and an electrochemical anodic etching
procedure. H J Lim et al [12] used electrochemical etching
as an alternative method for the simple and cheap fabrication
of microelectrodes. M Rahman et al [13] used conventional
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material removal processes, such as turning, milling and
grinding to fabricate micro-structures by introducing a single
point diamond cutter or very fine grit sized grinding wheels.
On the other hand, J Chae et al [14] mentioned that electrode
fabrication by micro machining a lot of challenges and
limitations is present.
Most of the techniques involved in micro-EDM electrode
fabrication process are not able to avoid clamping error in
EDM machining. Since these processes are not fabricating
on-machine electrodes. Although some mechanism like RP
reduces clamping error but the whole procedure is very slow
relative to other procedures. Takahata et al. [15] showed a
fabrication technique combining lithographie,
galvanoformung, und abformung (LIGA) and micro-EDM.
This LIGA process is not a simple and not cost effective
technique. The alternate of this process is LECD process
which is introduced by M. A. Habib et al. where EDM
electrodes with complex cross-section can be formed
without any difficulty and form distortion, and also with
minimum cost [16, 17]. In this LECD process to form
complex shape of deposition a non-conductive mask is used
which is shaped by micro milling operation. The substrate is
fixed on the machine z-axis which is over the anode
electrode because it eases the next operation subsequent to
the deposition. The electrode clamping error can be
minimized and the production rate can be increased with this
fabrication method.
This paper presents an attempt to fabricate micro-holes on
a brass workpiece and the machining is divided into two
basic processes. One is the on-machine fabrication of micro-
electrode tools by LECD, and the other is the EDM of the
workpiece in the micrometer range. In order to evaluate the
LECD electrode, the performance of the micro-EDM
process is evaluated in terms of the material removal rate
(MRR), relative wear ratio (RWR), and dimensional
accuracy. Influences of the various operating parameters of
the micro-EDM process, such as the operating voltage,
resistance and capacitance values in the R–C spark control
circuit are discussed.
II. EXPERIMENTAL SETUP AND METHOD
A. Construction of A Multi-purpose Machine Tool
In the experimental setup two separate sub-setups are used
one for LECD and another for EDM operation. Both of them
are mounted on a four axes multi-process machine tool. Figs.
1 and 2 show the structure of the desk-top miniature
machine tool. It has the maximum travel range of 210mm
(X) × 110mm (Y) × 110mm (Z). Each axis has optical linear
scale with the resolution of 0.1 µm, and full closed feedback
control ensures accuracy of sub-micron. Machine enables
changeable high speed, middle speed and low speed spindles
for micro-milling, micro-turning and micro-grinding on the
machine. The low speed spindle is electrically isolated from
the body of the machine so that electrical machining, such as
EDM and ECM, can be performed on the machine. The
motion controller can execute a program downloaded from
the host computer independently; thus a good EDM gap
control can be achieved in a real time. For electrode
fabrication a Voice coil motor with the resolution of 0.1 µm
is attached with the machine. Voice coil motor is capable of
sensing the mask and maintaining the constant distance
between the anode and cathode by giving the feedback
motion by measuring the current of the system by the Pico-
ammeter. The base electrode where deposition will take
place is attached to this voice coil motor. Finally, the
deposited electrode which is attached to the voice coil motor
can do the EDM without changing the tool position which
Fig. 1. Diagram of LECD EDM combined process setup.
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enables success online electrode fabrication.
The LECD sub-setup consists of two main parts: a
cathode electrode holder and a deposition tank. The
electrode holder is attached with a voice coil motor, which is
fixed on the z-axis of the machine. The deposition tank
consists of the working electrode (anode) and the mask. A
micrometer screw is used in the deposition tank to adjust the
gap between the mask and anode. The mask is made from a
non-conductive material like PMMA (Poly methyl
methacrylate) because of its advantages over other material
in terms of transparency, ease for fabrication, excellent
alkaline and good acidic chemical resistance. The masks are
machined in different kinds of cross-sectional shapes by
using micro-milling process such as “X”. The workpiece
clamped on a table inside an EDM tank and the dielectric is
supplied in the working area with the help of a nozzle.
Fig. 2. LECD and EDM combine setup.
B. Workpiece, Electrode, Electrolyte and Dielectric
The workpiece material used in this study was Brass of
Grade CZ114 with a composition of 57% Cu, 40% Zn, 1.5%
Mn, 0.75% Fe and 0.75% Sn. It was fabricated and ground
to 50 µm thicknesses of dimension 40mm ×15mm and the
tool electrode material was pure Copper. The electrode
surface was polished by the successive grade of 600, 1200,
1500 and 2000 silicon carbide papers. Finally, to obtain a
smooth and mirror surface a final fine polishing was done by
1.0μm diamond paste on nylon cloth. The electrolyte used
for electrode fabrication is acidic copper sulfate solution is a
combination of Copper Sulfate (CuSO4.5H2O) 200 gm/liter,
Sulfuric Acid (H2SO4) 1.0 M, Thiourea ((NH2)2CS) 0.04
gm/liter [16, 17] and the dielectric fluid was commercially
available “Total EDM 3” oil having relatively high flash
point, high auto-ignition temperature and high dielectric
strength. The fluid is a clear mineral oil exhibiting good
resistance to oxidation; contains very low aromatic contents,
low volatility, and low pour point creating possibility of
outside storage and low viscosity which ensures that metal
chips are evacuated easily.
C. Experimental Procedure
In LECD, electrode is deposited on the base of cathode
which is placed over the mask and an optimum gap is
maintained between the mask and anode. When a pulse
voltage is applied metal is deposited on the base of the
cathode through the mask. In the micro-EDM, selection of
electrode polarity is important. Generally in micro-EDM,
positive electrode polarity results in extensive electrode wear
compared with material removal rate from the workpiece. In
contrast, negative electrode polarity gives much better
material removal rate, low electrode wear and controlled
performance [18]. Hence, the experiments were carried out
with the electrode as negative polarity. To ascertain the
optimum conditions to obtain quality micro-hole in Brass
with LECD electrode a series of experiments were
conducted by varying major operating parameters. In a RC
type pulse generator the resistor was fixed at 1 kΩ,
capacitances were 100pf, 220pf, 470pf, 1000pf and 2200pf
and voltages were 60V, 100V and 140V respectively.
Therefore, to evaluate the dimensional accuracy of the
micro-holes the spark gaps were also measured and these
were calculated as the distance between the diameter of the
micro-holes and the electrode diameter. Fig. 3 shows the
average spark gap measuring procedure. Where, a = Actual
dimension (Mask) and d1, d2, d3, d4 = Machined dimension
(Hole).
Therefore, average spark gap 1 2 3 4
d +d +d +d1 × -a
2 4
 
  
 
Fig. 3. Measurement of average spark gap.
D. Equipments Used For Measurement and Analysis
For measuring the dimensions and observing the
electrodes and micro-holes the Keyence VHX Digital
Microscope (VH-Z450) was used and a scanning electron
microscope (SEM) (JSM-5500, JEOL Ltd.) to obtain better
picture of surface quality.
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III. RESULTS AND DISCUSSIONS
Fig. 4. X shape deposited electrode (a) before EDM (b) after EDM.
A. Electrode Fabrication
Localized electrochemical deposition is an extraordinary
method for making complex cross sectional electrode easily.
This process has advantages in terms of fabrication time and
cost compared to any other micro fabrication methods. In
order to fabricate a mask is placed between the anode and
cathode, which is immersed in mixed electrolyte of a plating
solution of acidic CuSO4.5H2O with a Cu2+ ion
concentration of 1.0 to 1.25 M and some organic additives
such as thiourea. An optimized electrode gap of 0.5 mm is
maintained between the two electrodes. The deposition of
copper is localized on the cathode surface using a mask and
applying pulse voltage of amplitude of 1.6 volt, frequency of
1 MHz and duty ratio of 0.5 [17]. When the deposition took
place on cathode surface, the effective distance between the
cathode and anode starts reducing. This effective distance
represents the resistance between the two electrodes. This is
why the current starts increasing with the decrease of
resistance in a constant applied voltage. The increasing of
current value is easily observable in the ammeter. Finally in
order to maintain the effective distance constant as well as
reduce the current value, the cathode is lifted up with the
help of a voice coil motor. In this way a constant distance is
maintained between the electrodes and to do this whole
process a close loop feed back system is developed. In this
fashion a smooth, fine-grained, and low porosity deposited
copper electrode of 150µm is fabricated within 15 minutes
for EDM application. Fig. 4 shows the SEM images of
deposited electrode before and after EDM process.
B. Micro holes EDMed by LECD electrodes
Figs. 5 (a) and (b) show that, at almost all level of
discharge energy the micro-holes obtained were free of burrs
and recast layers and good circularity is achieved. By using
very low value of capacitance the discharge energy can be
minimized which can give good surface finish and edge
linearity can be achieved. Therefore, as the energy per pulse
is smaller in RC circuit, smaller craters are generated which
means smaller amount of material is removed per cycle. For
this reason, it is easy to wash away the debris from the
machining zone by the low-pressured side dielectric
flushing.
C. Parameters influencing the micro-EDM of LECD
electrode
In RC type pulse generator the discharge energy are
mainly determined by the gap voltage and the capacitance.
Fig. 5. (a) Entrance and (b) Exit side SEM image of micro hole with LECD electrode at different energy level of discharge energy.
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In RC-type pulse generator the maximum discharge energy
per pulse that can be obtained from RC circuit is:
21 (1)2dsE CV
Where, C= capacitance and V= gap voltage. For the fine
finish micro-EDM the discharge energy should be
minimized which can be more easily done in RC-generator
by controlling the values of voltage and capacitance.
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Fig. 6. Effect of gap voltage on (a) MRR (b) RWR (c) Average spark gap.
1) Effect of gap voltage: The gap voltage plays an
important task in micro-EDM application. Figs. 6 (a) and (c)
show that with the increase of voltage the material removal
rate as well as average spark gap increase for all values of
capacitance. This is because; from equation (1) it is clear
that when gap voltage increases the discharge energy
increases as well as spark gap also increases. In RC type
pulse generator relatively smaller craters is generated due to
its lower energy per pulse and debris created by machining
is flushed away from the machining zone by the dielectric.
Fig. 6 (b) shows that the relative wear ratio increases with
the increase of gap voltage due to increased discharge
energy. In case of dimensional accuracy, Fig. 6 (c) shows
that dimensional accuracy decreases as the average spark
gap increases due to increase of gap voltage. It has been
observed that the average spark gap does not vary
significantly with different settings of gap voltages. In
appropriate gap voltage and capacitance value, it is possible
to achieve around 1 µm average spark gap that can increase
the dimensional accuracy.
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Fig. 7. Effect of capacitance on (a) MRR (b) RWR (c) Average spark
gap.
2) Effect of capacitance: The capacitor plays a significant
role in micro-EDM application. In RC type pulse generator
it controls the charging and discharging pulse frequency.
Therefore, nano pulse can be generated in RC-type with very
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short pulse duration. Thus, by using very low value of
capacitor the pulse energy minimization can be easily
fulfilled. Consequently, by changing the capacitor value
good dimensional accuracy can be achieved. Fig. 7(a) shows
that with the increase of capacitance the MRR increased as
the discharge energy increases. Therefore, the larger
capacitance results in deeper craters which increases the
MRR. The relative wear ratio also increased with the
increase of capacitance. However it is found from Fig. 7(b)
that at very high value of capacitance the relative wear ratio
decreases. In this study the electrode wear was measured as
a ratio of volume of electrode material eroded to the volume
of material removed from the workpiece. Therefore, at a
very high value of capacitor the average spark gap increases
which cause more material removal with respect to electrode
erosion that also reduces the dimensional accuracy (Fig.
7(c)). For this reason, the ratio shows a decreased value
although more material is removed from the electrode
compared to that of lower capacitance.
IV. CONCLUSIONS
In order to obtain a better quality micro-hole in the micro-
EDM with LECD electrode, a detailed experimental
investigation has been conducted. It has been shown in the
paper that electrode fabricated by LECD process is capable
of making good micro hole with good dimensional accuracy
with the help of EDM process. This on-machine electrode
fabrication process is also capable of minimizing the
clamping error. From this study, we can draw the following
conclusions:
 A smooth, fine-grained and low porosity copper
electrode has been fabricated by LECD and EDM has been
done with the deposited electrodes. In this process complex
shape micro holes have been fabricated with minimum cost
and time.
 LECD electrodes can produce micro-holes with good
surface quality with rim free of burr-like recast layer. In the
process good circularity and dimensional accuracy of the
micro hole can be achieved by controlling the discharge
energy, which is resolute by voltage and capacitance only.
 In the EDM process at higher value of capacitance the
MRR increased so much compared to electrode wear which
presents decreased value of RWR at higher value of
capacitance. This is an indication of good performance in the
micro-EDM with LECD electrode. This can help to reduce
the production time and cost.
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Abstract—Consumer preferences and information on 
product choice behaviour can be of significant value in the 
development of innovative products. In this paper, product 
customization evaluation and selection model is introduced to 
support imprecision inherent in the decision making process of 
customers and designers. Focusing on customer utility 
generation, a design selection approach based on fuzzy set 
decision-making is proposed, where design attributes priority is 
identified from customer preferences using an analytical 
hierarchy process. In addition, a multi-attribute analysis 
diagram is developed to visualize the preference of each 
attribute from the evaluation of expert’s group decision. The 
use of the method is illustrated with a case example that 
highlights the utility of the proposed method. 
I. INTRODUCTION 
N today's global and competitive business environment, 
product design is under increasing pressure to perform and 
satisfy different market demands to provide competitive 
advantage for the organization. The design decision process 
of selecting a particular design for a given product is perhaps 
the most critical stage in the product design when further 
product development is required.  
Product design selection is influenced by many factors 
such as market demand based on customers' preferences, 
designer's preferences based on his/her knowledge and 
experience with design and manufacturing issues [1]. 
Moreover, there are numerous difficulties associated with 
the product evaluation and selection process which lie in the 
problem-solving complexity, the use of various decision 
criteria, and the product performance assessment [5]. Many 
researchers have endeavoured to solve these problems.  
Multi-attribute utility theory is a structured methodology 
designed in handling the tradeoffs among multiple objectives 
for product design selection and evaluation. Such utility 
functions are used to quantify the desirability of certain 
alternatives in the areas of engineering and marketing for 
decision making. Besharati [1] proposed a generalized 
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modelling approach for supporting the selection of product 
design. They used a multi-attribute utility theory approach to 
capture the designer's preferences. To reflect customer 
preferences in the multi-attribute design evaluation process, 
numerous evaluation procedures take into account the 
relative importance or weighting factor for each criterion 
been considered [5]. The analytical hierarchy process [7] has 
been proven to be a more rigorous procedure for determining 
customer preferences because it is relatively easy to use and 
can effectively handle both qualitative and quantitative data.  
Conjoint analysis [4] is another approach used for multi-
attribute decision making problems where the focus is 
preference elicitation at the individual customer level [1]. 
Chen [2] discussed a product definition and customization 
system using an integrated methodology of conjoint analysis 
and Kohonen association techniques. The deterministic 
models such as the first choice model based on the 
customers' utilities have been applied to select the product 
with the highest customer utility in an effective way.  
From a practical viewpoint, a consumer reflects on the 
psychological requirements which are conceptually vague 
with uncertainty and frequently presented in linguistic forms 
[9]. Fuzzy analysis, based on fuzzy set theory, excels in 
capturing semantic uncertainty with linguistic terms. It is 
capable of dealing with qualitative or imprecise inputs from 
customers and designers. An effective product evaluation 
method needs the development of trade-off techniques to 
consider both tangible (e.g., physical dimensions and 
production cost) and intangible (e.g., reliability and 
compatibility) criteria, along with quantitative and 
qualitative performance measures. It is difficult to quantify 
intangible criteria such as some of the qualitative design 
criteria in early design stages [8]. For these reasons we 
developed an approach that takes the advantages of approach 
not only is able to consider the customers' needs and 
designer's preferences in the selection and evaluation of 
product design, but also allows the use of fuzzy set to 
analyse the uncertainties of customers and designers.  
The proposed approach that is an extension of our 
previous work [6] aims to help consumers select the “right” 
product to meet their needs. Furthermore, a product 
evaluation and selection model is defined to offer a strategy 
for associating with technical criteria based upon customer 
needs. A multi-attribute analysis diagram is proposed in this 
paper to visualize the preference of each attribute from the 
expert's point of view. A case study on mobile robot 
selection and evaluation has been used to illustrate and 
validate the modelling approach and the use of the decision-
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making method. 
This paper is organized as follows. In Section 2 provides a 
description of the fuzzy decision-making method. Section 3 
introduces identification of customer’s expectation. Section 
4 describes expert’s fuzzy evaluation. In Section 5, conjoint 
analysis for customer utility generation is proposed. Section 
6 illustrates an application of the proposed approach. Finally, 
the conclusion of the paper is provided in Section 7. 
II. FUZZY DECISION-MAKING METHOD 
A. Representation of triangular fuzzy numbers 
Zadeh [11] introduced a fuzzy set is defined by a 
membership function which assigns to each object a degree 
of membership within a certain interval [0, 1]. A triangular 
fuzzy number p%  as a particular case of fuzzy sets and its 
membership function ( )p xm %  are used. This concept 
1 2 3( , , )p p p p=%  is shown in Fig. 1, where p1, p2 and p3 are 
real numbers satisfying the condition: 1 2 3p p p£ £ .  
Fig. 1.  Membership function of a triangular fuzzy number. 
Triangular fuzzy numbers have a number of advantages 
such as simple representation, speedy calculation and 
sufficient precision that are relatively more effective than 
other methods to represent customer's expectations and 
expert's satisfactions [10]. 
B. Ranking fuzzy numbers 
In practical environment, ranking fuzzy numbers is a very 
important decision making procedure. For example, the 
design concept of optimum or best choice to come true is 
completely based on ranking or comparison. Chen [3] 
employed the concept of maximizing set and minimizing set 
to decide the order of the fuzzy numbers. The maximum and 
the minimum limitation, xmax and xmin respectively, are used 
as the boundary of the given fuzzy numbers. Let the 
maximizing set M(xmin, xmax, xmax) be defined by the 
membership function fM, and the minimizing set G(xmin, xmin, 
xmax) be defined by the membership function fG, as shown in 
Fig.2. In any given design problem, the membership 
functions of G and M intersect the boundaries of the 
membership function of fuzzy numbers, where the cross 
points are UM and UG (Fig.2). Thus, UM (i) and UG (i) denote 
the right and left utility value of each fuzzy number i defined 
as: 
( )( ) sup ( ) ( )M M i
x
U i f x f x= Ù                                                  (1) 
( )( ) sup ( ) ( )G G i
x
U i f x f x= Ù                                                  (2) 
The total utility value of each fuzzy number i is then defined 
as: 
[ ]( ) ( ) 1 ( ) / 2T M GU i U i U i= + -                                              (3) 
By calculating the total utility value of each fuzzy number, 
the fuzzy numbers can be ranked in consequence. 
Fig. 2.  Membership function of triangular fuzzy numbers. 
III. IDENTIFICATION OF DESIGN ATTRIBUTES 
PRIORITY. 
A. Customer expectations using linguistic sets 
The preference reflection of customers is frequently 
presented in linguistic forms and is captured difficultly by 
means of a definite structure. Fuzzy set theory is a rational 
approach that uses linguistic characterizations toward 
decision-making taking into account human subjective 
judgments. In the proposed approach any number of fuzzy 
sets can be used. The number of fuzzy sets will depend on 
the problem at hand. As an example, for ease of explanation 
the level of expectation of customer needs, six linguistic sets 
have been developed: (1) Very Low, (2) Low, (3) Medium 
Low, (4) Medium High, (5) High, (6) Very High. These 
linguistic sets can be quantified with corresponding 
triangular fuzzy numbers as shown in Table 1 and Fig. 3. 
 
Table 1.  Linguistic variables for the importance and the ratings. 
 
Fig. 3.  Fuzzy membership function for expectation of customer needs. 
B. Fuzzy evaluation of relative importance 
The customer expectation preferences are modeled in 
1
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1f
minx maxx
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linguistic sets on Table 1 and the corresponding linguistic 
variables are obtained on the basis of customer's needs. Let 
1 2 3( , , )ql ql ql qlp p p p=%  denotes the measure value of expectation 
of the qth customer for the lth need, [1, 2,..., ]q s" Î , 
[1, 2,..., ]l k" Î . s denotes the number of customers and k 
denotes the number of customer's needs. The customers' 
expectations are used to compare the relative importance in a 
pairwise comparison way. 
To obtain pairwise comparison ratios in the term of the 
fuzzy numbers, the peak value 2
qlp  of fuzzy number qlp%  is 
taken to represent the importance intensity for the lth need. 
The relative importance alv is considered as the important 
ratio of the lth need compared with the vth need, can be 
described as: 
2 2 , 1 /lv ql vq vl lva p p a a= - =                                                      (4) 
where 2 2 , , [1,2,..., ], [1,2,..., ].ql vqp p l v k a s³ " Î " Î  
C. Identifying the importance of customer needs 
The pairwise comparison method, developed by Saaty [7], 
is utilized for ranking customer needs by their importance. A 
k×k matrix A is obtained from the pairwise comparison 
with relative importance of fuzzy customer expectations. 
The matrix A satisfies Equation (5). 
11 12 1 1 1
21 22 2 2 2
1 2
...
...
... ... ... ... ... ...
...
k
k
k k kk k k
a a a w w
a a a w w
k
a a a w w
é ù é ù é ù
ê ú ê ú ê ú
ê ú ê ú ê ú=
ê ú ê ú ê ú
ê ú ê ú ê ú
ë û ë û ë û
                                      (5) 
Since each item is equally important as itself, the value of 
a diagonal element in the matrix is equal to 1, namely aii=1. 
The values of the elements in the upper triangle of the matrix 
are the reciprocal values of the elements in the lower triangle 
of this matrix, so only k(k-1)/2 comparisons are needed.  
Saaty introduced the consistency index CI to judge the 
consistency of the judgments between the maximum 
eigenvalue maxl and k. CI is the measure to evaluate the 
deviation from consistency of the pairwise ratios and is 
calculated as: 
maxCI=( ) / ( 1)k kl - -                                                         (6) 
When values of the elements of a comparison matrix are 
generated randomly, the CI for such matrix is represented as 
a random consistency index RI. The values of RI for 
different orders of matrices are summarized in Table 2. 
 
Table 2.  Consistency indices for random matrices with different orders. 
 
The consistency ratio CR=CI/RI. A CR of 0.1 or less is 
acceptable and it reflects the pairwise comparison matrix is 
considered to be adequately consistent. Otherwise, the 
decision-maker is advised to check the elements of matrix A 
to produce a more consistent matrix. 
In the process the importance of each customer needs can 
be obtained by identifying the maximum eigenvalue maxl  
and the corresponding eigenvector, 1 2( , ,..., )kW w w w= , of 
matrix A.  
D. Identification of the attributes priority from the 
customer preference 
Since each individual alternative have several design 
attributes, evaluation of design candidates can be easily 
accomplished based on these specifications. The design 
attributes, i.e., technical terms used by design engineers, are 
seen as techniques criteria. However, the designer deals with 
technical attributes that are not of any interest to a customer 
(or are beyond customer's knowledge) and customers are 
only aware of their own needs without thinking about 
technical attributes that can be easily used for evaluating 
design alternatives. For this reason, the relationship between 
customer needs and product attributes has to be developed 
when the design candidates are evaluated and selected to 
satisfy customer preferences. Hence, the development of 
product customization is structured into different 
hierarchical levels to provide representing and quantifying 
relating criteria. The overall customer goals are obtained 
from multi-level structure for evaluating alternative 
solutions. The used analytic hierarchy process structure is 
shown in Fig. 4 which reveals the relation between various 
criteria used for the selection of product customization 
development. 
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Fig. 4. The analytic hierarchy process structure for the selection of product 
scheme. 
As Fig. 4 shows, the overall goal is expressed as a root 
node. Each criterion is categorized from the goal level. All 
attribute nodes as design subcriterion are the sub-nodes of 
corresponding criterion nodes and listed in the subcriterion 
(attribute) level. In this multilevel taxonomy, each node is 
stemmed from the high-level design goal, and each criterion 
influences on design alternatives in the lowest level of the 
hierarchy. In actual practice, the number and content of 
nodes may be changed depending on the different goals that 
can be set in the problem. 
Customers' needs are derived from each node of the 
criterion level in the hierarchy. To quantify relative priority 
of a given set of customers' needs, the importance measures 
of k customer needs in the criterion level are identified as: 
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1 1 1 1
1 2
( , ,..., ,..., )
l k
X Y y y y y
W w w w w® =                                              (7) 
The nodes' relative meaning and importance are judged 
using pairwise compare method in attribute level. 
Y ZW ® denotes the priority of attributes in the subcriterion 
level is identified from corresponding each criterion from 
the criterion level. Thus, the overall priority of attributes 
Y ZW ®  is achieved as: 
( )1 2 1 2 1 2
1
,..., ,...,
Y Z l Y Z k Y Z
X Z X Y Y Z y y y y y y
W W W w w w w w w
® ® ®
® ® ®= × = × × ×   (8) 
Accordingly, the consistency of the judgment matrix is 
satisfactory when every CR is less than 0.1. It is said that the 
judgment matrix is logical. The overall consistency index 
CIX Z®  and random consistency index RIX Z®  are computed 
using the following functions: 
1 1
1
CI CI CI
l l
k
X Z Y Z X Y y y
l
W w® ® ®
=
= × = ×å                                   (9) 
1 1
1
RI RI RI
l l
k
X Z Y Z X Y y y
l
W w® ® ®
=
= × = ×å                                   (10) 
CR CI / RI 0.1X Z X Z X Z® ® ®= £                                              (11) 
IV. FUZZY EVALUATION OF PRODUCT 
ALTERNATIVES  
A.  Expert satisfactions using linguistic sets 
It is necessary to identify the designer's preferences from 
the expert's point of view. Due to lack of sufficient 
information, the design attributes of alternatives are usually 
evaluated by the experts in ambiguous terms such as 
“reliability is not good”. Thus, the satisfaction of experts 
with respect to design attributes of product is described by a 
measure correspondent to six linguistic sets, which are used 
to model this measure: (1) Very Poor (VP), (2) Poor (P), (3) 
Medium Poor (MP), (4) Medium Good (MG), (5) Good (G), 
(6) Very Good (VG), as shown in Fig. 5. 
Fig. 5.  Fuzzy membership function for satisfaction of experts. 
B. Fuzzy measure matrix of product alternatives 
Different experts have different specific skill or 
knowledge. In such conditions, this usually causes imprecise 
evaluation and serious difficulties during the decision-
making process. Thus, the current study proposes to use a 
group decision that improves the original evaluation based 
on various experts’ independent evaluation. 
Suppose all experts comprise a set, 1 2{ , ,..., }QE e e eº , 
where Q denotes the total number of experts. Each expert, 
| [1, 2,..., ]qe q Q" Î evaluate | [1,2,..., ]ir i m" Î  alternatives 
with respect to design attributes metrics | [1,2,..., ]jt j n" Î . 
Thus, 1 2 3( , , )qij qij qij qijp p p p=% denotes the evaluation value of 
alternative i by expert q with respect to criterion j. 
ijp%  
denotes the overall evaluation for alternative i with criterion 
j and is calculated as follows: 
T 1 2 3
1 2, ,..., ,..., ( , , )ij ij ij qij Qij ij ij ijp p p p p p p pé ù= =ë û% % % % %                    (12) 
where 
1 1 2 2 3 3
1
min , / , max
Q
ij qij ij qij ij qij
q
p p p p q p p
=
= = =å                            (13) 
where [1, 2,..., ]i m" Î , [1,2,..., ]j n" Î . 
The overall measure matrix mnP  is achieved: 
11 1 1
1
1
... ...
... ... ... ... ...
... ...
... ... ... ... ...
... ...
j n
i ij inmn
m mj mm
p p p
p p pP
p p p
é ù
ê ú
ê ú
ê ú=
ê ú
ê ú
ê úë û
% % %
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where m denotes the number of design alternatives and n 
denotes the number of design criteria. 
C. Visual comparison on the alternatives 
Each individual design alternative may contain several 
attributes of the design specifications. In order to obtain the 
most desirable alternative, the comparison between attributes 
is necessary. A visual way represents the relative preference 
levels of attributes of design alternatives, and is presented in 
Fig.6. 
Fig. 6.  Multi-attribute analysis diagram. 
The illustrative multi-attribute analysis diagram shows 
that each attribute of alternatives indicates the quantitative 
measure of expert’s satisfaction level. The measure value is 
the peak value of the corresponding fuzzy number  
ijp%  which 
is the satisfaction of experts with respect to alternative i. 
Some attributes of one design alternative under 
consideration have a superior value when compared to 
others alternatives, but other attributes of the same 
alternative are inferior to others'. Therefore, the multi-
attribute analysis diagram attempts to identify strong and 
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weak points of each attribute of alternatives. The diagram 
shows a gap between the alternatives in each attribute, and 
then along with customer preferences provides more 
information in the whole decision-making process.  
The final selection of the desirable design scheme is 
obtained through a series of evaluation, weighting, 
transformation, and computation processes. It is apparently 
that the multi-attribute decision-making method under 
customer expectations is essential for ranking the candidates. 
With these results the following section introduces the 
conjoint analysis method to obtain a customization selection 
based on customer's and designer's preferences.  
V. CUSTOMER UTILITY GENERATION  
The conjoint analysis, proposed by Green [4], is used to 
evaluate multi-attribute alternatives on the assumption of 
individual that customer's responses are approximately 
intervals in a measurement level. It is appropriate method 
that makes decision for the select of product customization. 
In this method, conjoint analysis strategy is used to obtain 
the best satisfied product from various alternatives with 
respect to the customer preferences based on the customer's 
utility generation. By integrating design attributes priority 
for customer preferences and product alternatives, a multi-
attribute preference ranking approach for product 
customization using customer's utility metric is proposed. 
Herein, a customer utility metric forms the basis for a 
decision modelling that supports the selection in product 
design. The utility function representing the customer 
preference on design alternatives is shown as: 
T
sn mnU O P=                                                                         (14) 
where U is the customer utility for design alternatives. Osn 
denotes the preference matrix from customer with respect to 
the design criteria. Pmn denotes the measure matrix of 
product alternatives from various experts. 
This conjoint analysis procedure has to be performed for 
the overall design alternatives under consideration, and the 
output of the decision-making is the alternative with the 
highest customer's utility value that meets both designer's 
preferences and market demand the best. For instance, the 
design alternative ri, which is ranked first as the customer 
preferred choice, is related to the maximum utility value Mi. 
1
max , 1,2,...,i ijj iM u i s£ £= " =
                                               (15) 
Therefore, the customer information is input into the 
conjoint analysis procedure in terms of customer and 
designer preferences ratings, which affect the final results of 
the design decision-making in terms of the customer utility. 
VI. ILLUSTRATIVE APPLICATION 
A case study was applied to demonstrate the effectiveness 
of the introduced evaluation and selection approach for 
product customization development. In this example, 
product design alternatives for a mobile robot with tracked 
locomotion are analyzed using the fuzzy decision support. 
As a demonstration of our approach, we only consider three 
robot design alternatives for their rank ordering in Table 3. 
The proposed approach meets individual customer 
requirements via product customization as a result of 
different customers having different requirements. For this 
purpose, the identification of the best design candidate was 
carried out by different customers in the following steps. 
 
Table 3. The basic information of three robot Alternatives (rm).  
 
Here, C is Controller, M&AC is Manual& Autonomous Control, S is Speed 
and a unit is km/h, VS is version sensor, OC is omnidirectional camera, R is 
radar, RC is radar and camera, W is wireless communication, O is optional, 
RS is rain sensor, HC is Hill Capability and a unit is degree, P is price. 
 
The representation of analytic hierarchy process structure 
for the selection of robots is built in Fig. 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.  The analytic hierarchy process structure for the selection of robots. 
The respondents (or customers) were chosen from 
different groups, which play a key role in product 
development of robot design. Different customers were 
chosen to contribute their preferences on the needs. There 
are two specific customers in this case study. One customer 
concerns the goal for practical applications in the industry 
which requires high quality to accommodate the real 
environment; the goal of another customer is applied for 
teaching and research that the robot has cheap price and 
basic performances. 
The customer expectations have three performance needs: 
(1) engineering performance; (2) economy performance; (3) 
environment performance. Each customer is required to 
select the corresponding linguistic sets based on personal 
requirements. Thus, customer C1 expects three performance 
needs “VH”, “L”, “H” respectively; customer C2 gives the 
expectation of three performance needs according to “ML”, 
“VH”, “L”. 
The importance of customer expectations is determined by 
the pairwise comparison method in Table 4. The eight 
design attributes priorities from two specific customers are 
Selection of 
alternatives
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given in Table 5. 
Table 4.  Result of pairwise comparison matrix. 
 
 
Table 5.  Attributes priority of two specific customers (O). 
 
There are four experts from design, manufacture, usage 
and maintenance aspects which were asked to contribute 
their satisfaction on each design alternative with respects to 
design criteria. These experts picked out suitable linguistic 
sets according to Fig. 5 to evaluate each alternative. For 
example, the measure value of four experts and the overall 
evaluation result with respects to design alternative r1 using 
Eqs.(11)-(12) is shown in Table 6.  
 
Table 6.  Measurement of four experts and the overall evaluation result with 
respects to design alternative r1. 
 
The customer utility metric for different alternatives is 
obtained using Eq.(14). Table 7 lists the customer utility 
values by two specific respondents of customers for each 
alternative. The results of the fuzzy decision-making method 
for each design alternative were used to help the decision 
maker (product manager or customer) make a final decision. 
 
Table 7.  Customer utility U from two customers. 
 
The alternatives' fuzzy evaluation membership functions 
shown in Figs. 8-9 were used to arrange these alternatives in 
descending order of U using Eqs. (1)-(3). The product design 
alternative having the highest customer utility value is the 
best choice for the selection of product customization. 
Figure 8.  Membership function for the utility ranking of Customer C1. 
The result was that two customers showed different 
preference in selecting design alternatives, i.e. customer C1 
will select robot alternative r1 which has high performance, 
while customer C2 prefered robot alternative r3 which 
satisfies the need of low price. 
Figure 9.  Membership function for the utility ranking of Customer C2. 
As demonstrated in the example, the approach guides the 
designer to determine which of the alternatives could 
possibly satisfy corresponding customers and thus gain a 
higher potential demand for further product development. 
VII. CONCLUSION 
This paper introduced an evaluation and selection method 
for product customization development based on fuzzy 
decision-making. The proposed approach accounts for 
customers and designer's preferences as well as fuzzy sets. 
The fuzzy set makes it possible to better reflect the 
designers' estimate of the performance of design alternatives 
and customer's expectations. It facilitates more accurate and 
precise linguistic inputs, and provides a ways to “fuzzify” 
numeric inputs. This method is beneficial in improving 
design capability in terms of enabling engineers to evaluate 
design alternatives with related criteria such as the 
customer's points and engineering's points.   
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Abstract—Rule induction as a method for constructing 
classifiers is of particular interest for data mining because it 
generates models in the form of If-Then rules which are more 
expressive and easier for humans to comprehend. Several rule 
induction algorithms have been developed to learn 
classification rules. However, most of these algorithms are 
based on crisp sets. This paper presents a novel algorithm 
called FuzzySRI (Fuzzy Scalable Rule Induction) for inducing 
fuzzy classification rules based on the principles of fuzzy sets 
and fuzzy logic. The algorithm integrates the knowledge 
comprehensibility and popularity of rule induction methods, 
and the ability to deal with inexact and uncertain information 
of fuzzy sets. Experimental results demonstrate the validity of 
FuzzySRI for efficient learning of highly accurate and 
comprehensible fuzzy classification rules.  
 
Keywords – Fuzzy sets, rule induction, classification, machine 
learning, data mining 
I. INTRODUCTION 
ACHINE learning has been studied intensively   
during the past two decades. It is concerned with 
enabling computer programs automatically to improve their 
performance at some tasks through experience. A great deal 
of research in machine learning has focused on concept 
learning or classification learning, that is, the task of 
inducing the definition of a general category from specific 
positive and negative instances of that category. Among the 
various machine learning approaches developed for 
classification, rule induction techniques are perhaps the most 
commonly adopted in real-world application domains [1]. 
The study of inductive rule learning is mainly motivated by 
the desire to automate the process of knowledge acquisition 
during the construction of expert systems. Inductive rule 
learning has gained attention recently in the context of data 
mining and knowledge discovery in databases [2].  
Rule induction algorithms have been employed for 
solving different engineering problems [3-5]. However, they 
have shortcomings that limit their efficiency and widespread 
use. First, most rule induction algorithms do not deal with 
imprecise or ambiguous data. For example, when classifying 
a new instance, small changes in the attribute values of this 
instance may result in sudden and inappropriate changes to 
the assigned class. Second, rule induction algorithms 
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implicitly perform a kind of “hard” (crisp) discretisation to 
transform the values of a continuous attribute into a smaller 
number of intervals. An attribute value must belong to only 
one interval without considering whether it has relevance to 
other adjacent intervals, which causes notable information 
loss. Finally, rule induction algorithms generate crisp rules 
with decision boundaries that are always parallel to the 
domain axes, which may be too restrictive for some learning 
problems. To overcome these shortcomings, this paper 
proposes a novel rule induction algorithm, FuzzySRI, that 
uses fuzzy sets to induce fuzzy classification rules from data. 
FuzzySRI generates fuzzy rules that use linguistic terms in 
their antecedents. Linguistic terms are described by fuzzy 
sets, which are more robust in tolerating imprecise, conflict, 
and missing information. Furthermore, FuzzySRI constructs 
“soft” (fuzzy) partitions of continuous attributes domains. 
Fuzzy partitioning allows overlapping in the adjacent 
intervals, and thus attribute values can belong to more than 
one interval. Finally, the decision boundary of the fuzzy 
rules produced by FuzzySRI may be nonlinear, and need not 
be axis parallel.  
The remainder of this paper is organised as follows. 
Section II reviews the necessary fundamentals of the fuzzy 
set theory to enable the development of the FuzzySRI 
algorithm. Section III provides a detailed description of 
FuzzySRI. An empirical evaluation of FuzzySRI is 
presented in section IV. Section V discusses further research 
and concludes the paper.  
II. BASIC FUZZY SET THEORY 
Given a universal set U, a crisp set A can be defined by a 
characteristic function, ),(uAµ that declares which elements 
of U are in the set. 
        



∉
∈
=
Aufor
Aufor
uA
,0
,1
)(µ                             (1) 
where Uu ∈ and UA ⊆ . 
A fuzzy set is an extension and a generalisation of a crisp 
set, and can be defined as: 
]1,0[:)( →UuAµ                                  (2) 
where ),(uAµ  now called the membership function, 
describes the degree to which an element u belongs to the 
fuzzy set A. )(uAµ can take values ranging from 0 to 1, with 
)(uAµ = 1 meaning absolute certainty that u belongs to A, 
and )(uAµ = 0 absolute certainty that u does not belong to A. 
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Let A and B be two fuzzy sets in U with membership 
functions )(uAµ  and ),(uBµ  respectively. The following 
fuzzy operators and measures can be defined [6]. 
1) The Union Operator:  
)()()( uuu BABA µρµµ =∪                        (3) 
where ρ  is an s-norm operator. Some instances of the s-
norm operator a ρ b are max(a, b) and a+b-a*b.  
2) The Intersection Operator:  
)()()( uuu BABA µτµµ =∩                         (4) 
where τ  is a t-norm operator. Some instances of the t-norm 
operator aτ b are min(a, b) and a*b.  
3) The α-cut Operator:  
})(|{)( αµα ≥∈= uUuUA A                    (5) 
where αA  is an α-cut of a fuzzy set A. αA  contains all 
elements in the universal set U that have a membership 
grade in A greater than or equal to the specified value of α. 
4) The Cardinality Measure:  
∑= ∈Uu A uAM )()( µ                            (6) 
where )(AM  is the cardinality measure, also referred to as 
the sigma count, of a fuzzy set A. )(AM  is the sum of all 
membership degrees of the set A. 
III. THE FUZZYSRI ALGORITHM 
FuzzySRI is an extension and a generalisation of the SRI 
crisp rule learner [7], previously developed by the author. 
This section describes modifications to the SRI algorithm to 
allow the creation of fuzzy rules. 
A. Representation 
In FuzzySRI, each instance I in the training set T is 
described by a vector of an  attributes called linguistic 
variables }....,,...,,{ 1 ani AAA  Each linguistic variable is 
described by a set of ln  linguistic values called linguistic 
terms }....,,...,,{ 1 iniji lLLL  Each instance I is classified by a 
set of nominal classes }....,,...,,{ 1 cnk CCC  
A fuzzy classification rule R can be written in the form: 
)()(...)(...)( 11 R
n
R
n
RR CisClassThenLisALisALisAIf aaii ∧∧∧∧ (7) 
where iRL  is the linguistic value of the i
th
 attribute in rule R 
and RC  is the class value of rule R. Each linguistic value 
represents a fuzzy set for which every instance in the 
training set has a corresponding membership value.   
B. Fuzzy Matching of Rules 
In the crisp case, there is no ambiguity of whether an 
instance matches a rule or not. In the fuzzy case, however, 
instances match a rule to a degree in the range [0, 1]. The 
degree of match of a particular instance I with the antecedent 
of a rule R, ),(IRµ  can be computed using the intersection 
operator (4) as follows:  
)(...)(...)(
)(...)(...)()(
1
1
III
IIII
a
a
n
RRR
n
RRR
LLL
LLLR
i
i
µµµ
µµµµ
∩∩∩∩=
∧∧∧∧=
         (8) 
Using the “minimum” instance of the t-norm operator, 
)(IRµ can be defined as follows: 
))(...,),(...),(min()( 1 IIII an
RRR LLLR
i µµµµ ∧=            (9)  
where )(Ii
RL
µ  is the membership degree of instance I to the 
linguistic term iRL . It could be noted that if one membership 
degree is equal to zero, )(IRµ  will also be equal to zero. 
Also, if )(IRµ  = 0, the instance is said to be not covered by 
the rule and if )(IRµ  > 0, it is covered. If a rule covers an 
instance, it is also said that the instance matches the rule.  
In practice, instances may match rules to a very small 
degree. This may be undesirable for finding good rules, and 
to prevent such instances from being covered, a predefined 
α-cut threshold can be applied to the instance memberships. 
The membership of an instance to a rule is defined to be zero 
when it lies below the α-cut threshold value. When the value 
of )(IRµ  is greater than or equal to the specified value of α, 
rule R is said to α-cover instance I. The set of instances in 
the training set T that are α-covered by a rule R can be 
defined using the α-cut operator (5) as follows: 
})(|{)( αµα ≥∈= ITITR R                      (10) 
where α  is a user-defined threshold.  
A rule set RS is the disjunction of a number of rules 
}.......{ 1 rnl RRR ∨∨∨∨  The degree of instance I covered by 
the rule set RS can thus be evaluated using the union 
operator (3) as follows: 
)(...)(...)(
)(...)(...)()(
1
1
III
IIII
r
r
nl
nl
RRR
RRRRS
µµµ
µµµµ
∪∪∪∪=
∨∨∨∨=
      (11) 
If there are only two rules 1R  and 2R  in the rule set, 
)(IRSµ  can be defined using the “algebraic” instance of the 
s-norm operator as follows: 
)(*)()()()(
212121
IIIII RRRRRR µµµµµ −+=∪      (12) 
If there are more than two rules in the rule set, Eq. (12) 
will be used recursively. 
The concept of fuzzy matching is used in the FuzzySRI 
algorithm to handle vagueness. 
C. Fuzzy Rules Generation 
FuzzySRI follows the general one-rule-at-a-time 
procedure of rule induction algorithms. It searches the rule 
space in a top-down fashion. Fig. 1 provides a simplified 
description of FuzzySRI. Given a training instance list and a 
beam width, the algorithm starts with an empty rule set. It 
generates fuzzy rules for each class in turn.  Having chosen a 
class on which to focus, it extracts a new rule that will cover 
a subset of the positive instances (instances belonging to the 
chosen class). The generated rule is then simplified using an  
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Fig. 1.  A simplified description of FuzzySRI  
 
incremental pruning procedure that is based on the minimum 
description length (MDL) principle [8]. If the pruned rule 
has an empty body, it is assumed that no further rule can be 
found that explains the remaining positive instances and the 
learning process stops for the current class. Otherwise, the 
pruned rule is added to the rule set and all covered positive 
instances are temporarily removed from the training set. 
Rules are learned in this way until no positive instances are 
left. Once all the rules for one class are produced, all 
removed instances are put back into the training set before 
inducing rules for the second class. In this way, the 
algorithm is always based on all available training instances 
to form rules for a specific class.  
To generate a rule (see Fig. 2), FuzzySRI performs a 
pruned general-to-specific beam search for a rule that 
optimises a given quality criterion. The search for rules aims 
to cover as many positive instances and as few negative 
instances as possible. FuzzySRI uses several effective 
search-space pruning rules to avoid useless specialisations 
and to terminate a non-productive search during rule 
construction, which substantially increases the efficiency of 
the learning process. The pruning rules can be implemented 
by associating the two sets ValidTerms and InvalidTerms to 
each candidate rule. The first set contains the valid linguistic 
terms that may still be used to specialise a rule. Initially, this 
set includes the linguistic terms constructed for all possible 
values of each attribute in the data. The second set contains 
the invalid terms that cannot lead to improved rules. 
The learning of single rules starts with the most general 
rule that has no conditions on the left hand side of the rule 
and gradually specialises it by adding conditions of the form 
)( iji LisA  to its body. For continuous attributes, the linguistic 
values ijL  can be obtained by defining membership functions 
on the domains of the attributes as described in section III.E. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.  A simplified description of the induce-one-rule procedure of 
FuzzySRI. 
 
Nominal attribute values are converted to linguistic terms 
by assigning crisp functions with membership degrees of 
either 0 or 1. One new rule is created for each condition by 
appending the condition to the current rule. The term used to 
form the appended condition and all other terms belonging 
to the same attribute of this term are removed from the 
ValidTerms set of the new rule to prevent repetition of 
specialisation effort. Each new rule is then evaluated using 
the quality measure defined in the next subsection and if the 
evaluation is better than that of the best rule found 
previously, the best rule is set to the new rule. 
 Input the training data 
set and the beam width 
Create the two rule lists PartialRules and NewPartialRules, and 
initialise the first list with the BestRule and the second to empty 
While PartialRules is not empty 
Add NewRule to  
NewPartialRules  
Initialise the best rule (BestRule) with the most general rule, 
and associate the two sets ValidTerms and InvalidTerms to it 
For each rule in PartialRules  
For each term in ValidTerms  
Form a new rule (NewRule) by adding the term to the current rule 
and remove the appended term and all other terms belonging to the 
same attribute of this term from the ValidTerms set of the rule 
Compute the score of NewRule using the training set and if its evaluation is 
better than that of the current BestRule, replace BestRule with NewRule 
No 
Delete all duplicate rules from NewPartialRules 
if the beam width w is greater than one 
Return BestRule 
End 
Remove the rule from NewPartialRules and 
add the last linguistic term used to generate 
this rule to the InvalidTerms set of its parent 
For each rule in NewPartialRules  
If the optimistic score of 
the rule cannot improve on 
the current BestRule 
Replace all rules in PartialRules with the best w rules from 
NewPartialRules and remove all rules in NewPartialRules  
Remove all InvalidTerms from the corresponding 
set of ValidTerms for each rule in NewPartialRules 
If NewRule  
covers no positive instances or 
 does not exclude any new negative instances or  
becomes consistent 
 
No 
Discard NewRule and add the last linguistic 
term used to form this rule to the InvalidTerms 
set of its immediate parent, the current rule 
 
 
Form the two sets ValidTerms and InvalidTerms, and 
initialise the first set with Terms and the second to empty 
Construct a set of fuzzy linguistic terms (Terms) 
for all possible values of each attribute in the data 
Yes 
Yes 
 Input the training set 
and the beam width 
 
Initialise the rule set to empty 
 
For each class in 
the training set 
While there exist instances 
for the current class 
Induce a new rule 
Prune the generated rule 
using the whole training set 
 
If the pruned rule 
has an empty body 
Yes 
Remove all instances labelled with the 
current class and covered by the pruned 
rule into a temporary instance list 
Add the pruned rule to the rule set 
No 
Return the rule set 
End 
Move the instances from the temporary 
list back into the training set 
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The new rule is examined to determine if it can be pruned 
away. A rule that covers no positive instances or does not 
exclude any new negative instances is removed from the 
search since it cannot be improved upon. After being 
considered for identifying the best rule overall in the current 
specialisation step, a rule that has become consistent (i.e. 
covers none of the negative instances) need not be further 
specialised as this will make the rule more restrictive and its 
evaluation can thus only become worse. If the new rule is 
discarded, the last linguistic term used to form it is added to 
the InvalidTerms set of its immediate parent, the current 
rule, so as to ensure that it will be removed from the other 
specialisations of the same parent rule. Otherwise, the rule is 
inserted into the NewPartialRules list. Thus, 
NewPartialRules only contains useful rules that can be 
employed for further specialisation. This process is repeated 
until there are no remaining rules to be specialised in the 
PartialRules list. 
Another test that allows sections of the search space to be 
pruned away is now applied to each rule in the 
NewPartialRules list after the best rule overall in the current 
specialisation step is identified. Rules are removed from 
NewPartialRules if their optimistic values of the quality 
measure cannot improve on the current best rule. A simple 
optimistic value is obtained by determining the quality 
measure value of a rule with the same positive cover as the 
current rule but with a negative cover of zero. The last 
linguistic terms used to generate these rules are added to the 
InvalidTerms of their parents. All InvalidTerms are then 
deleted from the corresponding set of ValidTerms for each 
rule in NewPartialRules. Such terms cannot lead to a viable 
specialisation from any point in the search space that can be 
reached via identical sets of specialisations and thus 
excluding them will prevent the unnecessary construction of 
ineffective specialisations at subsequent specialisation steps. 
After eliminating all duplicate rules, the best w rules from 
the NewPartialRules list are chosen to replace all rules in the 
PartialRules list. The specialisation process is then repeated 
until the PartialRules list becomes empty. During 
specialisation, the best rule obtained is stored and returned at 
the end of the procedure. 
D. Fuzzy Rules Evaluation  
The SRI algorithm employs an evaluation function called 
the m-probability-estimate to score rules during the learning 
process, and to select the set of best candidates for further 
exploration. For a rule R, this function can be defined as 
follows:  
mnp
CmPp
RmAccuracy t
++
+
=
)()( 0                      (13) 
where p(n) is the number of positive (negative) instances 
covered by the rule, )(0 tCP  is the a priori probability of the 
target class tC  and m is a domain dependent parameter.  
Let A => C denote a rule, where A is the rule antecedent (a 
conjunction of conditions) and C is the rule consequent (a 
predicted class). The fuzzy variant of the m-probability-
estimate function can be defined using the α-cut operator (5) 
and the cardinality measure (6) as follows:  
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where )( CAM ∩  is the fuzzification of the number of 
positive instances covered by the rule (p), and )(AM  is the 
fuzzification of the number of instances covered by the rule 
(p + n). This paper only considers crisp class attributes and 
therefore )( CAM ∩  can be calculated as ∑ ∈ )( )(PRI R Iα µ , 
where )(PRα  is the set of positive instances that are α-
covered by rule R and it is defined as 
}.)(|{)( αµα ≥∈= IPIPR R Similarly, )(AM  can be 
calculated as ∑ ∈ )( )(TRI R Iα µ , where )(TRα  is the set of 
instances in the training set that are α-covered by R and it is 
defined as }.)(|{)( αµα ≥∈= ITITR R  
In FuzzySRI, the m value is set to cn , the number of 
classes, and the a priori probability )(0 tCP  is assumed to be 
equal to the training accuracy of the empty rule that predicts 
the target class, namely, NnCP
tCt /)(0 = , where tCn is the 
number of instances belonging to the target class 
tC  and N is 
the total number of instances in the training data set.  
E. Fuzzy Partitioning of Continuous Attributes 
The SRI algorithm handles attributes having continuous 
values using an entropy-based discretisation method [9], 
which discretises the attributes prior to the learning process. 
This method generates “hard” (crisp) cut points, which are 
exactly half-way between two continuous attribute values. 
Unseen instances that have to be classified with the learning 
algorithm might be near to this threshold value and therefore 
might be classified incorrectly. To overcome this difficulty, 
FuzzySRI handles continuous attributes with fuzzy methods. 
FuzzySRI fuzzifies the crisp cut points by assigning 
appropriate fuzzy membership functions. Membership 
functions can be assigned by domain experts or derived from 
statistical data [10]. Fuzzy clustering can also be used to 
determine membership functions [11]. This section proposes 
a new method that generates membership functions 
automatically.  
The fuzzy membership functions most commonly used in 
practice are the triangular and trapezoidal membership 
functions. Since the former can be considered as a special 
case of the latter, only trapezoidal membership functions are 
considered in this paper. These functions can be obtained 
from the boundary points of the crisp intervals using the 
following algorithm. The example given in Fig. 3 is used to 
illustrate the steps of the algorithm. Fig. 3 (a) shows the cut 
points obtained using the entropy-based discretisation 
method. In Fig. 3 (b), the idea of the cut points is described 
in the sense of fuzzy logic. A set of disjoint intervals can be 
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formed using the cut points. The value 1 is assigned to each 
membership function if the attribute value is placed inside 
the corresponding interval. The remaining membership 
values are equal to 0. In Fig. 3 (c), overlapping membership 
functions are shown.  A point near to a cut point belongs to 
two fuzzy sets with a membership degree less than 1 and 
greater than 0 for both membership functions. Assuming that 
the sum of two adjacent membership functions is always one 
and the crossing points of these functions coincide with the 
cut point in the interval partition, the trapezoidal 
membership functions can be described as follows. 
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where v is a value in the domain of a continuous attribute A, 
jL  is the jth fuzzy linguistic term associated with attribute A 
and )(vjLµ  is a fuzzy membership function specifying the 
degree to which the original value v of attribute A belongs to 
the respective linguistic term of the attribute. 
The linguistic terms )(vjLµ  (j = 1, …, ln ) can be specified 
by  determining  the  values  of ja  and jb for  j  =  2, …, ln . 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  Fuzzy intervals and membership functions determination. 
These values can be determined from the cut points kp (k = 1, 
…, ln -1) based on the following idea. The entropy-based 
discretisation method generates cut points between adjacent 
continuous attribute values belonging to instances with 
different classes. It is reasonable to locate fuzzy partitioning 
boundaries between such attribute values. Therefore, the 
value ja  is assumed to be equal to the first attribute value 
(all attribute values are sorted) just preceding the cut point 
kp . For example, in Fig. 3 (c), the value 2a  in the second 
linguistic term is equal to the attribute value just preceding 
the cut point 1p . Since the cut points are exactly in the 
middle of two attribute values, the value jb  can be 
calculated as kp + ( kp - ja ). Note that, from the definition 
of the membership functions given in Fig. 3 (c), the values 
1a , 1b , lnc and lnd are equal to 1.  
F. Fuzzy Inference Procedure 
When the rule set is used to classify a new instance, three 
outcomes are possible: 
1) Only one rule or multiple rules having the same 
consequent covers the new instance, 
2) More than one rule covers the new instance and the 
matched rules have different consequents, or 
3) No rules cover the new instance. 
Each case requires a different classification procedure to 
predict a label for the new instance. FuzzySRI adopts a 
similar classification procedure to the SRI algorithm. The 
difference is that the concept of fuzzy matching will be used 
when computing the coverage of rules. In the first case, 
FuzzySRI simply assigns the class predicted by the matched 
rule(s) to the new instance. To solve the conflict between 
rules in the second case, FuzzySRI employs a method that 
takes into consideration the effect of all matched rules as 
follows. When classifying a new instance, each rule is 
examined and rules that α-cover the instance and belong to 
the same class are collected. The degrees of match of such 
rules are probabilistically summed to form a value for the 
entire class (12). When all the rules have been scanned, the 
class with the largest membership value is taken as the class 
of the new instance. To classify a new instance in the final 
case FuzzySRI uses the default rule which simply assigns 
the most frequent class in the entire training set to the new 
instance to be classified, independent of its attributes.  
IV. EXPERIMENTAL RESULTS 
This section compares FuzzySRI with the SRI algorithm. 
SRI has achieved better performance results compared to the 
best performing induction algorithms commercially 
available [7]. The data sets used in the experiments were 
obtained from the University of California at Irvine (UCI) 
repository of machine learning databases [12]. The selected 
data sets either have only continuous attributes or a mixture 
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of nominal and continuous attributes. They are summarised 
in Table 1. The test method was as follows. For large data 
sets with more than 1000 instances, each set was randomly 
divided once into a training set with two-thirds of the data 
and a test set with the remaining one-third. For small data 
sets with fewer than 1000 instances, the above procedure 
was repeated ten times, and the results were averaged. 
FuzzySRI and SRI each has a number of parameters whose 
values determine the quality of their induced rule sets. For 
FuzzySRI, the α-cut threshold is set to 0.5. The default 
parameters of SRI were used.  
Table 2 shows the results obtained. The table 
demonstrates that in total FuzzySRI outperforms SRI with 
respect to classification accuracy. FuzzySRI obtained the 
best classification accuracy results for 21 of the 30 data sets. 
A comparison of the rule set sizes obtained demonstrates 
that FuzzySRI produces shorter and more comprehensible 
rule sets. FuzzySRI obtained the smallest rule sets on 25 data 
sets. The table also shows that FuzzySRI achieved much 
better results in terms of the number of rules evaluated 
during the search process. The total number of evaluations 
was significantly fewer for 25 data sets.  
V. CONCLUSIONS AND FUTURE WORK 
This paper has presented a novel algorithm called 
FuzzySRI for inducing fuzzy classification rules. The 
combination of FuzzySRI’s fuzzy rules construction 
methodology, fuzzy rules evaluation, fuzzy partitioning of 
continuous attributes and fuzzy inference procedure has 
enabled efficient induction of accurate and simple rules.  
In this paper, continuous attributes are discretised prior to 
the learning process. A method for fuzzy discretisation of 
continuous attributes during the learning process could be 
considered. Incorporating discretisation into the learning 
process has the advantage of taking into account the bias 
inherent in the learning system as well as the interactions 
between the different attributes. 
 
TABLE 1 
SUMMARY OF THE DATA SETS USED IN THE EXPERIMENTS 
Data Set Name
No. of 
Instances
      No. of       
Nominal Attributes
         No. of          
Continuous Attributes
No. of 
Classes
Abalone 4177 1 7 29
Adult 48842 8 6 2
Anneal 898 32 6 6
Australian 690 8 6 2
Auto 205 10 15 6
Balance-scale 625 0 4 3
Breast 699 0 10 2
Cleve 303 7 6 2
Crx 690 9 6 2
Diabetes 768 0 8 2
German 1000 13 7 2
German-organisation 1000 12 12 2
Glass 214 0 9 7
Glass2 163 0 9 2
Heart-disease 270 0 13 2
Heart-Hungarian 294 5 8 2
Hepatitis 155 13 6 2
Horse-colic 368 15 7 2
Hypothyroid 3163 18 7 2
Ionosphere 351 0 34 2
Iris 150 0 4 3
Letter 20000 0 16 26
Lymphography 148 15 3 4
Satimage 6435 0 36 6
Segment 2310 0 19 7
Shuttle 58000 0 9 7
Sick-euthyroid 3163 18 7 2
Sonar 208 0 60 2
Tokyo 961 0 46 2
Vehicle 699 0 18 4
 
TABLE 2 
RESULTS FOR SRI AND FUZZYSRI 
                           SRI                    FuzzySRI
Data Set Name
Acc.       
(%)
# 
Rules
# 
Conditions
# Rules 
explored
Acc.       
(%)
#  
Rules
#     
Conditions
# Rules 
explored
Abalone 25.1 64 329 21086 24.1 29 112 8643
Adult 81.1 5 11 4763 84.6 9 15 6972
Anneal 97.7 17 41 1291 95.4 7 10 981
Australian 87.8 15 42 1622 86.5 5 11 1433
Auto 62.3 13 39 2511 63.8 11 31 2145
Balance-scale 81.8 16 44 834 82.3 11 29 619
Breast 95.3 6 7 528 96.7 4 6 221
Cleve 76.2 12 21 1259 80.6 7 15 955
Crx 82.5 5 8 724 83.0 4 7 683
Diabetes 67.6 5 9 572 69.5 3 6 303
German 70.6 6 13 1744 74.8 5 11 1633
German-organisation 72.1 8 25 2592 75.6 4 11 1928
Glass 66.2 9 17 795 72.5 12 21 947
Glass2 80.0 9 14 500 83.6 14 25 718
Heart-disease 76.7 6 8 629 80.0 4 7 472
Heart-Hungarian 77.6 6 10 562 76.5 2 4 378
Hepatitis 86.5 2 2 277 86.5 2 2 277
Horse-colic 85.3 3 4 758 82.4 2 3 683
Hypothyroid 99.0 6 13 662 98.9 5 11 524
Ionosphere 84.6 8 12 2078 92.9 6 10 1112
Iris 94.0 6 9 93 96.0 4 5 60
Letter 73.2 261 472 71805 76.7 184 328 43686
Lymphography 84.0 7 13 809 84.0 5 7 630
Satimage 80.6 142 413 165181 84.2 78 238 45149
Segment 93.5 27 90 6868 93.8 19 57 2743
Shuttle 99.7 9 24 1928 99.9 7 15 1379
Sick-euthyroid 95.4 10 39 2179 97.6 6 21 1855
Sonar 74.3 10 18 2544 74.3 7 13 2126
Tokyo 91.5 6 8 2081 93.8 9 15 4959
Vehicle 66.3 31 101 8264 70.9 13 32 2550
Total 2408.2 730 1856 307539 2461.2 478 1078 136764
 
Bold figures indicate the best results 
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Abstract— This paper demonstrates the applicability of 
collaboration patterns through a range of examples identified 
in published literature and shows the general applicability of 
this approach through examples of collaborations that have 
been identified and presented from several application areas 
including manufacturing, education and construction.  
Patterns have been proposed in many contexts to support 
common or recurring activities, processes or knowledge 
management requirements.  Research is currently being 
undertaken into web-based Collaborative Knowledge 
Services as part of the FP7 SYNERGY project.  These 
services should potentially support all stages of the lifecycle 
of virtual organizations (VOs), where a VO consists of a 
collection of companies or institutions with complementary 
competencies who have agreed to work together to achieve a 
purpose.  Collaboration patterns may be used to guide the 
collaborative processes of a VO and provide methods based 
on experience to use and reuse proven ways of organizing 
communication and joint activities for specific collaboration 
tasks.   
I. INTRODUCTION 
The pattern concept provides a logical way of looking at 
tasks as well as imparting information about how they may 
be supported.  There is seldom a single approach to a task 
which is always correct and a pattern must therefore 
capture both “how” the task may be implemented as well 
as “when” it should be used, i.e. the context, constraints, 
conditions, activators, possible alternatives etc which 
impact on the use of a pattern are also important [1]. 
Patterns are useful for addressing recurring activities or 
problems as they are flexible and compatible with human 
approaches to problem solving.  Typically an expert will 
solve a problem by recalling a similar problem which has 
already been solved and reuse the main features to solve 
the new problem.  Patterns define relatively stable 
solutions to recurring problems at the right level of 
abstraction.  Patterns should be concrete enough to be 
useful, whilst sufficiently abstract to be reusable [2]. 
A collaboration pattern guides a collaborative process. A 
collaboration comprises a group of people or organizations 
working jointly towards a common goal.  Collaboration 
patterns provide methods based on experience to use and 
reuse proven ways of organizing communication and joint 
activities for specific collaboration tasks.  According to de 
Moor [2] collaboration patterns are “a particular class of 
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patterns that capture socio-technical lessons learnt in 
optimizing the effectiveness and efficiency of 
collaboration processes”.  A collaboration pattern can be 
used in its original format within the same application 
domain or it can be abstracted and used as a primitive 
building block beyond its original domain. 
The concept of collaboration patterns for Virtual 
Organizations VOs [3], [4] is currently being researched in 
the SYNERGY project [5].  A VO consists of a formal but 
temporary collection of independent organizations with 
complementary competencies who agree to share 
resources and skills to achieve a purpose. A VO provides 
services and functionalities to the outside world as if it 
were a single, unified organization.  VO partners remain 
independent, and possibly competitive, in all other 
activities than those related to the VO’s purpose. In 
SYNERGY, a collaboration pattern model has been 
developed for workflows within VOs [6] and this has been 
tested using information from a range of examples of 
published collaborations.  This paper demonstrates the 
applicability of the SYNERGY collaboration pattern 
model [3], [4] using the identified collaboration examples.  
II. SYNERGY 
The research reported here forms part of the European 
Union funded SYNERGY research  Project [6].  The 
objective of Synergy is to develop next generation 
enterprise collaboration utilities and semantically-enabled 
knowledge services for collaborative working 
environments.  To achieve this objective an interoperable 
virtual collaborative project management system with a 
range of example services for Small Medium Sized 
Enterprises (SMEs) is being developed by the participating 
project partners. 
III. COLLABORATION PATTERN MODEL STRUCTURE 
For reasons of space an abbreviated model structure is 
demonstrated using only 4 contrasting examples here.  For 
details of the full model please see [3],  [4].  SYNERGY’s 
collaboration pattern model consists of a collaboration 
pattern structure and diagrammatic description.  The 
examples below demonstrate that the structure clearly 
provides details of “how” and “when” each pattern may be 
used  The diagrammatic description uses the business 
process management notation (BPMN) [7] to depict the 
collaboration pattern. 
IV. COLLABORATION PATTERNS EXAMPLES 
Many examples of collaborations found in the literature 
are not described in sufficient detail to support the 
development of a full collaboration pattern.  However, the 
following four examples have been identified, selected and 
A Demonstration of Collaboration Pattern Applications in Virtual 
Organizations 
C. Palmer, B.P. Das, R. Swarnkar, J.A. Harding, R.I. Young, M. Wulan,  X. Dai and K. Popplewell 
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documented as SYNERGY Collaboration Patterns, to 
demonstrate patterns for a range of different collaboration 
activities. The application areas selected include 
manufacturing, education and construction.  
A. Example 1: Collaboration Patterns for – Complete a 
discussion of a draft report [2] 
This example considers a collaboration pattern in which all 
the members of a VO are being polled for comments on a 
report in an asynchronous brainstorming process. The VO 
consists of less than 6 and more than 2 members.  After a 
draft report has been released, a private, synchronous, 
evaluation discussion must take place between the VO 
members using a platform such as a web site, in which the 
list of their ideas is discussed one by one.  If the improved 
report is approved after the discussion, the task for the VO 
is completed. If no approval can be reached in the 
discussion, the authors of the report must be invited into 
the discussion for further deliberation. A coordinator is 
assigned to organize the VO discussion. The duration to 
finish the discussion is limited to 4 hours. 
 
Collaboration Pattern Structure: 
1. Name:  <Complete a Draft Report Discussion> 
2. Problem:  All VO members must be polled for 
comments on a report in an asynchronous 
brainstorming process. 
3. Context: VO operation  
4. Pre-conditions:  
i.Less than 6 and more than 2 VO members. 
ii. Co-ordinator available. 
 
iii.A common web site should be provided for the VO 
members to discuss the report. 
5. Triggers:  Draft report has been released. 
6. Roles:  VO Coordinator, VO members 
7. Input Information:  Draft report, Project’s description 
of work (DoW) 
8. Solution:  The VO has the following actions: 
i.Coordinator schedules the draft report discussion.  
ii. Coordinator notifies the VO members to start the 
discussion & comments. 
iii.Report is discussed and, when agreed, accepted. 
iv. Report and collaborative experience can be stored in a 
knowledge base. 
9. Output Information:  Draft report comments, 
collaboration experience document 
10. Duration:  4 hours 
11. Exception: <Postpone Discussion>, <If the draft is not 
approved> 
12. Post-conditions:  
i.Draft report is approved. 
ii. Draft report and collaboration experience are stored in 
the knowledge base. 
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Figure 1: Diagrammatic Description of < Complete a Draft Report Discussion> CPat 
 
B. Example 2: Collaboration Patterns for Inter-
organizational knowledge integration [8] 
Inter-firm collaborative product development is an 
important business strategy for enhancing product 
competitiveness.  New product development is a complex 
business process involving integrating information across 
several organizational functions.  In technology-based 
enterprises technical knowledge is the key asset for 
product development.  Successful new product 
development depends on integrating knowledge across 
collaborating organizations.  Engineering knowledge 
cannot be readily acquired and used, but is achieved 
through experimental problem solving.  Technical 
knowledge cannot be used for solving problems directly 
but must be represented physically as procedures, rules 
and recipes.   
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Collaboration Pattern Structure: 
1. Name:  <Inter-organizational knowledge integration> 
2. Problem:  New product development, current design 
method inefficient. 
3. Context:  VO operation – collaborative product 
development. 
4. Pre-conditions:  
i. Basic knowledge of specialized field. 
ii. A project team exists. 
iii.Practical experience from previous projects. 
5. Triggers:  New specifications, e.g. new product 
features or testing methods. 
6. Roles:  Team members 
7. Input Information:  New specification documentation 
8. Solution:  The knowledge integration process consists 
of the following activities: 
i.The project team analyses the problem and identifies 
new knowledge requirements to solve it. 
ii. All team members acquire their knowledge 
contributions from their existing knowledge. 
iii.The project team combines their knowledge 
contributions  and generates a potential solution to the 
identified problem. 
iv. An experimental design for the potential solution is 
proposed. 
9. Output Information:  Experimental design and 
experimental conditions 
10. Duration:  Until a satisfactory design is achieved. 
11. Exception:  <Delay in design > 
12. Post-conditions:  
i.New design/ improved design method. 
ii. Methods, procedures, recipes and rules produced. 
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Figure 2: Diagrammatic Description of <Inter-organizational knowledge 
integration> CPat 
 
C. Example 3: Collaboration Patterns for Tactical and 
strategic recommendations: a multidisciplinary virtual 
student team [9] 
In this example the VO comprises an association between 
five universities and a telecommunication company. A 
high level view of the collaboration is presented.  Students 
from different faculties are tasked with providing tactical 
and strategic recommendations for improving the 
company’s business. The task involves two phases: in the 
first phase the students work together at a single location; 
in the second the students perform the task at their 
respective universities. The first phase sees problems like 
lack of common language whilst the second phase must 
enforce certain rules/etiquettes for virtual meetings, e.g. 
identifying oneself before talking, talking in turn, showing 
respect to other teams’ ideas etc.  A facilitator oversees the 
virtual meetings. 
 
Collaboration Pattern Structure: 
1. Name: <Provide tactical and strategic 
recommendations> 
2. Problem:  Improve the business of the company. 
3. Context:  VO operation - iterative business design 
cycle. 
4. Pre-conditions:  
i.More than 2 VO members. 
ii. Every VO member should have agreed to common 
vocabulary. 
5. Triggers:  This collaborative process can be triggered 
by one of the following: 
i.A certain number of months have passed after the 
previous recommendation is applied. 
ii. Studies show that the business practices applied in the 
company are outdated. 
6. Roles:  VO members, VO virtual meeting facilitator 
7. Input Information:  Reasons why task is to be 
performed, descriptions of current business practice 
8. Solution:  The process involves the following action 
list: 
i.All parties agree to a common vocabulary and/or 
become aware of the domain vocabulary of other 
partners. This step is achieved by co–locating the 
students during summer term for the first phase of the 
project. 
ii. Whilst working as dispersed groups, the students are 
overseen by staff faculty members. A faculty member 
is elected to be “on call” every week. 
195
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
iii.Recommendations made by the virtual team are 
analysed by the faculty members and the company 
representatives. 
iv. VO members have access to the following tools: group 
chat software, windows net meeting or similar 
software; a community web site. 
9. Output Information:  Recommendations for 
improved business practices. 
10. Duration:   One academic year 
11. Exception:  < Recommendation rejected by one of the 
faculty members > 
12. Post-conditions:  
i.Recommendations are applied by the company. 
ii. Recommendations stored in VO’s knowledge base. 
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Figure 3: Diagrammatic Description of <Provide tactical and strategic recommendations> CPat 
 
D. Example 4: Collaboration Patterns for Completing a 
client’s order in supply chain Environment [10] 
In this scenario, there are four VO partners – a 
construction company, a small manufacturing company, a 
small transport company, and a small retailer, besides the 
main customer, whose main point of contact is the 
construction company. In response to a request from the 
customer, the construction company formed a VO with the 
manufacturer, the transporter and the retailer. A product 
supply date was fixed by the VO members. A range of 
activities takes place before the final product is delivered 
to the customer.  A simplified pattern consisting of a 
subset of these activities given below. 
Collaboration Pattern Structure: 
1. Name:  <Complete a Client’s Order> 
2. Problem:  Completing a client’s order in a supply 
chain environment avoiding the penalty for late 
delivery. 
3. Context: VO operation – construction industry 
4. Pre-conditions:  
i.A VO has been formed. 
ii. Every VO member should have access to a designated 
secured common web site that displays the work-in-
progress situation. 
5. Triggers:  Receipt of a Client’s order. 
6. Roles: VO Coordinator, VO members, Client 
7. Input Information:  Client’s order Information 
8. Solution:  Involves an actions list: 
i.Process client’s order. 
ii. Raise purchase order for retailer. 
iii.Send purchase order to retailer. 
iv. Raise goods arrival instruction. 
v.Notify goods arrival instruction to construction site. 
vi. Prepare payment to retailer. 
vii.Instruct payment to retailer. 
viii.Close retailer’s account. 
9. Output Information:  Details of the product 
delivered, collaboration experience document 
10. Duration:  Until agreed supply date 
11. Exception:  <Postpone delivery date> 
12. Post-conditions:  
i.Product delivered. 
ii. Collaboration experience document stored in VO’s 
knowledge base. 
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Figure 4: Diagrammatic Description of <Complete a Client’s Order> CPat 
V. CONCLUSIONS AND FUTURE WORK 
Four examples of collaboration patterns used in VOs have 
been selected from a literature survey. The examples are 
described using the SYNERGY collaboration pattern 
model [3], [4] to demonstrate that the model is capable of 
capturing operational collaboration patterns.  The 
examples were chosen to demonstrate a wide range of 
application areas. 
 
In order to be useful to VOs collaboration patterns need to 
integrate with existing collaboration tools such as email 
and wikis.  They should also be able to support a range of 
services to empower and facilitate the activities of the VO.  
The Synergy project will consider the development of a 
collaboration pattern-based system that collects and 
controls many types of content without relying on native 
interfaces.  Techniques and service-based tools for 
collaboration-pattern management and use will also be 
researched and prototypes will be developed. 
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Abstract— The disassembly of manufactured products when 
combined with the repair and reuse of reclaimed components is 
seen as an attractive option for reducing life cycle costs and 
environmental impact.  It is particularly appealing when 
compared to the impact of other options such as disposal and 
recycling. However, in order to design and plan disassembly 
environments, i.e. flow processing lines, it is essential that the 
remanufacturing process has been thoroughly studied. In this 
paper an overview of research in remanufacture has been given 
and a simulation approach has been used to investigate the 
important steps in the remanufacturing process. After the 
running of the trials a diagnostic evaluation was formed. The 
proposed research showed that there is a strong connection 
between the number of the parts from disassembly in the 
remanufacturing workshop and the number of the completed 
remanufactured products. In general the simulation model 
showed a potential advantage in the planning and control of the 
remanufacturing process.  
I. INTRODUCTION 
N recent years, there has been tremendous concern 
expressed on environmental degradation and the depletion 
of natural resources is a constant challenge for sustainable 
development. Manufacturers with international markets are 
under pressure to integrate social and environmental 
concerns into their business operations and in their 
interaction with their stake-holders on a voluntary basis [1]. 
It is viewed as the contribution that firms make to 
sustainable development, requiring them to commit to 
balancing and improving environmental and social impacts 
without damaging economic performance [2]. This 
represents a move from the conventional view of the firm as 
a provider of goods and services to society to one which sees 
firms as contributing to the welfare of society [3, 4]. 
Particular concerns are raised with proposed European 
“take-back” legislation which requires manufacturers to 
reclaim their product at the end of the product lifecycle and 
recycle a certain percentage of it [5]. A typical example is 
the European Directive 2000/53/EC on End-of-life Vehicles 
[6]. This directive makes the responsibility of recycling and 
recovery of end of life vehicles a legally binding 
requirement for the original remanufacturers. It requires a 
minimum of 85% of a vehicle’s weight to be recovered, with 
a minimum of 80% by weight to be recycled from July 2006. 
By 2015, these requirements will be raised to 95% and 85% 
respectively.    
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    In addition to legal compliance, efficient product recovery 
management has a financial benefit as well [7].  When a 
product reaches its end of life cycle, there are various 
options available to recover the value from them. According 
to Thierry et al. [8] five options are given in order of 
preference for material sustainability, namely: 
(1) Repair and reuse – to return the used product in 
working order 
(2) Refurbishing – to bring the quality of returned 
products up to a specified level 
(3) Remanufacturing – to bring the used products up to 
a quality standard that are as good as new products 
(4) Cannibalisation – to recover a relatively small 
number of reusable parts and modules from the 
used products 
(5) Recycling – to reuse materials from used products 
and parts by various separation processes and reuse 
them in the production of the original or other 
products.  
   These recovery options have been adapted by Krikkle, le 
Blanc & van de Velde [9] and used in the multi-loop product 
life cycle. As shown in Fig. 1, goods flows may over time 
follow several loops of reuse through different levels of 
recovery and serve different purposes. It is possible that a 
particular item can be a different kind of return at different 
stages of its life cycle. 
 
 
Raw 
Material
Manufacturing
Sales and 
Distribution
Customer
Service
Re-fill
Repair
Test
Refurbishing
Cannibalisation
Reuse-
manufacturing
Recycling
Disposal
Disassembly
 
Fig. 1.  Application of the recovery options in multi-loop product life cycle. 
 
II. REMANUFACTURE LITERATURE 
    Remanufacturing begins with the reclamation of used 
durable products. Typically called “cores,” these products 
are then disassembled at the module or the component level, 
Developing a Simulation Approach to Support Sustainable 
Remanufacturing Planning and Control 
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to repair or substitute components and modules that are worn 
out or obsolete. In addition, the whole equipment is 
refurbished and critical modules are overhauled or 
substituted. One interesting advantage that often occurs with 
remanufactured goods is that several bugs that existed in the 
original design are eliminated. Components in a 
remanufactured product tend to have much lower infant 
mortality than in an originally manufactured product. On the 
other hand, it is clear that components subjected to stress 
will have accumulated some fatigue – microscopic fractures 
that gradually compromise its performance. However, the 
reduction in the expected life of non-critical components 
often does not affect the expected life of the whole. It is the 
slack in expected life of valuable components that makes 
remanufacturing technology viable [10]. 
    Remanufacturing research has been carried out for several 
decades; the most notable work was primarily performed by 
Robert Lund [11] who conducted a survey among 
remanufacturers in the early eighties. The survey collected 
data from more than 11,000 trade group members and 
provided a thorough first look at the US remanufacturing 
industry [12]. All manufactured products as suggested by 
Hormozi [13] are classified into five categories: industrial 
equipment, commercial products, residential products, 
automotive, and military equipment. Useful discussions are 
performed in relation to the planning and control challenges 
faced by today’s automotive parts remanufacturing industry.   
    Bras and McIntosh [14] provide a comprehensive 
literature review of existing work in fields related to product 
remanufacture. Two main classifications are given based on 
the product’s intended purpose and contribution: 
 
• Descriptive work that seeks to characterize the 
current state or future of remanufacture; and 
• Development work that seeks to improve product, 
process, and/or organizational aspects of 
remanufacture. 
    There are two major structural limitations that preclude 
the expansion of remanufacturing activities [15]. The 
existing infrastructure is not suitable for the return flow, and 
most products do not take into account the design for 
remanufacturing philosophy when the product reaches the 
end of first useful life. In addition, changes in legislation 
will require manufacturers to take back the durable products 
for disposal. Consequently, when the industry adopts 
efficient reverse logistics and design for the environment, a 
substantial increase in the remanufacturing activity may 
appear, even if the regulation fails to require it.   
    There is substantial literature on remanufacturing dealing 
with tactical, operational and strategic questions [14, 16]. 
Guntini and Andel [17] have argued that current 
manufacturing technologies, practices and processes can and 
should be used in support of remanufacturing operations. 
Thus, in many ways, remanufacturing has the same broad 
goals as manufacturing such as quality, cost, speed and 
flexibility. Therefore, the transfer of relevant best practices 
between these different operational settings is an important 
issue. Technologies in the past have shown that there is a 
trend towards larger manufacturing systems with 
intensification in planning activities which have resulted, 
and can be assumed to result, in more structured system 
planning processes. Simulation has proved to be an adequate 
means for the planning and control of the manufacturing 
process. In this work virtual tools are applied and adopted 
for the special needs of remanufacturing processes. 
III. SIMULATION OF THE REMANUFACTURING PROCESS 
    The presence of high levels of variability in component 
wear is an overriding feature of the manufactured parts and 
sub-assemblies seen during maintenance.  In addition, the 
work content of their disassembly and repair tasks also 
exhibit a high level of variability. The importance of using 
a flow processing line to undertake the disassembly of 
large, high volume products consisting of numerous 
components has been highlighted by Gungor and Gupta 
[18], who state that “the objective of such lines is to utilize 
the available resources as efficiently as possible while 
meeting the demand for recovered parts”. In achieving these 
objectives, they identified the existence of many 
‘complicating matters’ that need to be taken into 
consideration. In this respect, when compared with the 
earlier flow processing assembly operations, the subsequent 
disassembly operations have significantly greater levels of 
product, process and demand variability to contend with. 
That is to say, the disassembly process is inherently less 
deterministic.   
    To overcome the problems, approaches such as queuing 
networks and other mathematical modelling techniques have 
been utilized but the results showed reduced efficiency [19]. 
Simulation methods could be an effective approach in 
optimizing a remanufacturing process. In this work, a car 
engine remanufacturing process has been investigated and a 
number of the issues have been considered when 
constructing the simulation model. 
Remanufacturing data were collected from KAR Engine 
Services, a remanufacturing company specializing in 
supplying new and remanufactured cylinder heads. The 
simulation model derived is from a 16 valve Mini (Fig. 2). 
Remanufacture for cylinder heads requires a series of 
remanufacturing steps to create the finished remanufactured 
cylinder head. A remanufacturing process is shown in Fig. 3. 
Table 1 describes the remanufacturing process. 
 
 
Fig. 2.  “K” series 16 valve cylinder head 
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Table 1.  Engine remanufacturing procedures 
Stripping the 
head 
The impact guns remove the camshaft retainer, nuts and bolts. The camshaft caps must be placed in the order 
they were removed for position and number placement. Valve springs and calve cotters are released with 
purpose built hand operated presses or pneumatic presses 
Cleaning Alkaline hot spray wash. Hot caustic chemicals are also used to remove rust; however it can not be used on 
aluminium or white metal. 
Shot blasting An airless shot blaster is used to propel 0.4mm shot from a 2250 rpm 4 blade paddle wheel on to the 
disassembled cylinder head. Care has to be taken on the threaded holes as they would close up/become 
smaller due to the peening effect on the machined surface. 
High 
pressure 
washing 
High pressure washing is performed after all machining is carried out. In view of oxidization/rust, one has to 
get the head exceedingly hot to allow latent heat of the casting to evaporate the water. A heavy duty traffic 
film remover is also employed to assist in finally removing any traces of oil and staining. 
Head 
refacing 
Refacing the cylinder head to block surface to provide a flat surface for the head gasket. Purpose built 
automotive head resurfaces are used, where cutter/wheel speeds are predetermined. 
Pressure 
testing 
On popular heads, rubber gaskets and 13mm thick plates are used to replicate the block. The cylinder head is 
bolted on to the gasket and plate, all water outlet holes are sealed off and the head is then pressurized with air 
in a tank of 90 oC water.  
 
 
Fig. 3.  Engine remanufactures process 
 
    The goal of the simulation model is to better understand 
the production capability of the remanufacturing process by 
investigating the affects of part release policies and of the 
different queue control at the work centres. A number of 
experiments were run: 
 
• Vary the number of parts that enter the 
remanufacturing workshop to show if there is 
enough inventory stock and if the delay of available 
inventory produces a wave through the system. 
• Vary the distribution of the parts that enter the 
remanufacturing workshop to demonstrate any 
effect of improper loading of the system. 
• Vary the buffer capacity of these work centres: 
stripping the head, cleaning, shot blasting, high 
pressure washing, head refacing and pressure 
testing. This is to investigate any affects on 
throughput.   
  
    For each case, three experiments with three different 
levels of simulation trials are run with 5, 10, and 20 
replications respectively. This adds up to 198 experiments in 
total. The simulated time period was two weeks of 
production and the model was run for 8 hours a day, 5 days a 
week. In this way, reasonable results can be obtained within 
affordable efforts.   
   
 
  
    In all simulation studies, a number of parameters were 
obtained and assumptions were made during construction of 
the simulation model and the environment in which it 
operates, as follows: 
 
• Customer demands are pushed through the 
remanufacturing process, 
• External suppliers are reliable 
• Capacities are limited throughout the 
remanufacturing process, 
• Travel time between the work centres and buffers is 
zero, 
• The holding cost of work items in stock is £0.02 per 
unit per minute in each of the inventory areas, 
• The usage cost per unit in each work centre is £1, 
• Delivery costs per unit are £5 and revenue costs per 
unit are £15. 
IV. SIMULATION RESULTS 
    Upon running the simulation of a time period of 
4800mins, the following scenarios are investigated and the 
output data are observed and stored for analysis:  
A. Investigating the Number of Parts that Enter the 
Remanufacturing Workshop 
    As can be seen from Fig. 4, as the number of parts 
entering the remanufacturing workshop increases, the 
throughput significantly reduces, from 218 to 71. The 
simulation has been further studied when conducting 
different numbers of trials; however the same results have 
been obtained.  
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Fig. 4.  Effect of varying the number of parts 
B. Investigating the Distribution of Parts that Enter the 
Remanufacturing Workshop 
    In this simulation study, four different types of 
distribution have been used to measure the model validity. 
Exponential, average, fixed and Poisson distributions have 
been chosen to cover the wide range of possible scenarios of 
remanufacturing parts arriving. The results as shown in Fig. 
5 indicate that there is a general trend with increasing 
numbers of parts going through the remanufacturing process 
tending to lead to decreased throughput and this is confirmed 
in study A. When compared with four different distributions, 
with the same number of parts going through the 
remanufacturing process, there is not much difference 
between them when compared with the throughput. For 
example if the part number =15, the throughput based on 
exponential, Poisson, average and fixed will be 150, 163, 
158, 160. However, the exponential distribution showed 
least throughput and the Poisson distribution showed highest 
throughput. 
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Fig. 5.  Effect of varying the distributions 
 
C. Investigating the Buffer Capacity of the Work centres 
    Despite varying the buffer capacity of each work centre, 
there is no sign of changes in throughput if the number of 
the parts going through the remanufacturing workshop 
remains the same. This can be seen in Fig. 6 when an 
investigation of queuing time is carried out. It is revealed 
that the Str buffer has the biggest average queuing time of 
90.56 minutes and the HR buffer has the smallest average 
queuing time of 9.93 minutes. Apart from the Str buffer and 
SB buffer, the rest of the buffers have the highest queuing 
time to start with and then it gradually reduces every 10 
minutes until it reaches zero. 
    It was noted from Fig. 7 that the work centre utilization 
has a similar effect: when the number of parts increased, the 
utilization reduced. 
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Fig. 6.  Queuing time of buffers 
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Fig. 7.  Utilizations of the work centres 
 
V. CONCLUSION 
    In recent years, remanufacturing has been seen as a 
potentially growing segment of the manufacturing industry. 
This is not only for its environmental benefit but also its 
added value for recovery. However, due to the variability 
and uncertainty during the remanufacturing process, it 
makes the planning and control of such activities unstable. 
Many repair processes are so comprehensive that very little 
remains of the original part with the exception of its part 
number and serial number.  
    In this article, an overview of research in remanufacture 
has been given. A novel aspect of the work presented in this 
paper is the modelling approach used to simulate the effect 
of the part distribution policy from disassembly into the 
remanufacturing shop and the different buffer capacities for 
queue control at the work centres. A case study has been 
used to investigate these factors during a car engine 
remanufacturing process. The results revealed that there is a 
strong connection between the number of parts from 
disassembly in the remanufacturing workshop and the 
number of completed remanufactured products. It is 
expected that with further development and testing, the 
simulation model could be utilized as a decision tool to 
address the business and environmental results of a 
remanufacturing system and their green impact within the 
organization, industry and society at large.  
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Abstract—This paper presents evidence to show that a 3D
parametric table driven computer aided design (CAD) system
has considerable advantages over a 2D non-parametric CAD
system with regards to making design changes for a small
enterprise designing and manufacturing made to order
electrical switchboard enclosures. The industrial case study
presented indicates achieved reductions in time and human
inputs required which offers both a reduction in direct costs
and scope for human errors.
I. INTRODUCTION
&T Enclosures (ATE) are sheet metal fabricators
based in Dudley, the West Midlands in the United
Kingdom. They specialize in designing and manufacturing
made to order enclosures for the Low Voltage LV
switchgear industries. ATE’s two main product groups are
LV switchboards used in building services and Motor
Control Centres (MCC) used mainly by water authorities.
The majority of the products produced by ATE are
constructed from welded sheet metal. This is generally the
norm in the switchgear industry and in some cases a
requirement. ATE is well established in this market and
produce for a board base of customers each with their own
standards, ATE also produce a product range of LV
switchboard enclosures manufactured without any welding
instead using only mechanical fixings, mainly pop rivets.
ATE’s facilities include a team of sales people, a team of
design and manufacturing engineers, computerized
numerical controlled (CNC) punches, CNC press breaks, a
team of qualified welders and fabricators, an automated
degreasing plant, powder coating facilities, a team of fitters
and it’s own transportation capabilities. This gives ATE the
ability to control every stage of the manufacturing process;
ATE is accredited to ISO9001:2000[1]
ATE face various challenges in the design and
manufacture of enclosures, all products have to meet BS: EN
60439 [2], comply with customers’ required Ingress
Protection (IP) (BS EN 60529:1989) [3] rating, conform to
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the ATE type tested arrangements [4] and be manufactured
to ATE’s high quality standards all within tight deadlines.
This is currently achieved by the engineers applying their
knowledge of the ATE design rules and using past product
templates.
A simple customer request to change an existing
enclosure can take a considerable amount of redesign to
execute. The traditional way ATE undertook this is to
manually modify an existing past product template. In
following through all the necessary linked changes it is
possible to fail to complete them all and introduce faults.
These faults cause rework and delays as they are often not
found until after manufacturing has begun. The rework and
delays add extra costs and introduce the possibility of ATE
failing to meet customer delivery expectations and hence,
adversely affect ATE’s reputation.
ATE has decided to move away from manual past
experience based design, and to work toward automated
design. Section II describes the manual design process: 2D
non-parametric design.
II. 2D NON-PARAMETRIC DESIGN
Fig. 1 contains a flow chart showing the design
modification route, from past product template to customer
ready enclosure. The route is for a simple customer
requested design modification using the 2D non-parametric
design system.
Radan’s Radraft [5] is the CAD system ATE has used for
many years. It is a 2D drafting package. All past product
templates are stored and edited using this system.
The process starts with an enquiry from a customer; this
enquiry is handled by the sales department. They develop a
quotation on their past experience of similar projects. If the
customer accepts the quotation they place an order with
ATE, this is then passed on to an engineer who will analyse
the customer’s drawing(s) and request any additional details
required to design the enclosure.
With all the required details the engineer will decide on
the best past product template to base the design upon. Once
the template has been identified the engineer will determine
what changes will be required. It maybe at this stage the
engineer decides that what the customer has requested is not
viable and may speak to the customer to negotiate changes
which may change the starting template and design changes
required.
Using Design Tables to Automate Design Changes of Electrical
Enclosures
Michael Leslie, Darren Legh, Tim King, and Diane J. Mynors
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Fig. 1. Design modification flow chart: 2D non-parametric system.
The required changes are then made to the CAD data.
Using the Radraft package to make the changes is time
consuming with a large number of operations required to
complete each change. With each of the operations required
there is the possibility of a human error.
Because of the possibility of errors the designs are then
checked by the engineer, this is even more time consuming,
than making the design changes, if done thoroughly. If any
errors are identified they are then corrected and re-checked
before the designs are issued for manufacture.
If an error has not been found during the design checking
stage it has a detrimental effect which manifests itself as:
1) Scrapped material costs resulting from the rework
requirement
2) Additional material costs
3) Cost of labour already utilised
4) Delays in delivery
5) Enclosure appearance deficiencies caused by rework
Before an enclosure is shipped to a customer it undergoes
a thorough final inspection, quality check, and then as long
as it meets the customer requirements it is shipped to the
customer.
III. 3D PARAMETRIC TABLE DRIVEN DESIGN
ATE wish, in the future, to increase their market share,
improve profitability and expand; they plan to do this by
improving their current service and product quality. To help
achieve these goals they are introducing a new parametric
3D CAD system: Dassault Systems Solidworks [6] and plan
to use Microsoft Excel Spreadsheet [7] tables to drive
configurable designs.
ATE intend that the introduction of the system will lead to
improvements in the modification route from past product
template to customer ready enclosure. Fig. 2 contains a flow
chart of the intended system’s operation.
The four key benefits of the 3D parametric table driven
design will be:
1) Quotations based on actual designs not on the sales
department’s approximation
2) Reduced time for design changes
3) Reduced scope for human error
4) Removal of the design checking process
Section IV contains a comparison of the number of user
operations required and the time taken to modify an
enclosure using the 2D non-parametric design and 3D
parametric table driven design methods.
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Fig. 2. Design modification flow chart: 3D parametric system.
IV. SYSTEM COMPARISON
Fig. 3 depicts an example of a simple enclosure,
consisting of eight unique sheet metal components,
manufactured by ATE.
A customer wishes to purchase a similar product but with
different height, depth and width dimensions. To achieve
this, the existing design and hence manufacture must be
modified.
For both the 2D non-parametric system and the 3D
parametric table driven design method the number and hence
the time associated with file and directory management are
approximately the same in both cases and hence, can be
ignored in the comparison of the two design systems.
Fig. 3. Simple enclosure.
The number of operations required to change width (X),
depth (Y) and height (Z) using the 2D non-parametric are
shown in Table I.
Table I. Number of operations using the 2D non-parametric system.
Component Number of changesrequired per axis Total
X Y Z
LH Side Panel 0 3 1 4
RH Side Panel 0 3 1 4
Rear Panel 1 0 1 2
Door 1 0 1 2
Internal Panel 1 0 1 2
Top Plate 1 2 0 3
Bottom Panel 1 2 0 3
Front rail 1 0 0 1
Total 21
Table I shows that 21 operations are required to modify
the design contained in Fig. 3. The types of operations
required include extending each panel’s major surface
keeping panel flanges unchanged, Fig. 4, repositioning
fixing holes on the newly defined geometries.
Each of the operations undertaken within Radan’s
software should take approximately 20 seconds.
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Fig. 4. Panel major surface change; panel flanges unchanged.
Hence, assuming that the engineer understands fully all
that is required, does not make a single mistake and is not
interrupted; then to complete all 21 operations would require
seven minutes.
After completing the changes it is ATE’s best practise to
arrange the components of the enclosure, within the CAD
package, in such a way as to check the relationships between
all the parts including interfaces and alignments between
parts. The process requires the engineer to manually copy
the geometry of each part, move and or rotate the part so that
it geometrically matches how it would mate when assembled
as show in Fig. 5.
Fig. 5. Relationship checking.
The example in Fig. 5 contains five interfaces; one is
indicated on Fig. 3 with an ‘I’.
The five interfaces are:
1) Top panel to side panels, rear panel and front rail
requires 5 copy, 4 move and 3 rotate operations, in
total 12
2) Bottom panel to side panels, rear panel and front
rail requires 5 copy, 4 move and 3 rotate operations
in total 12
3) Side panels and front rail twice requires 4 copy, 3
move and 3 rotate operations in total 10
4) Rear panel and side panels requires 3 copy, 2 move
and 0 rotate operations in total 5
5) Door on right hand panel requires 2 copy, 1 move
and 0 rotate operations requires total 3
Total for enclosure design check requires 42 operations
The checking of all five interfaces requires 42 operations;
again assuming 20 seconds per operations the total time
required for checking is 14 minutes
The minimum time to make the changes is 7 + 14 = 21
minutes assuming all operations are undertaken correctly
first time and the engineer was not disturbed.
The CAD model depicted in Fig. 3 is a 3D parametric
model where each dimension is represented in the model as
a parameter related to other parameters through equations.
The numerical values of the parameters are stored within an
Excel spreadsheet embedded within Solidworks as shown in
Fig. 6, the spreadsheet is the home to what is known as a
design table.
If a key dimension is changed in the definition of a
component, in this case an enclosure, then the other
dimensions defining the enclosure will be automatically
changed in-line with the equations defining the CAD model.
With the enclosure, Fig. 3, already defined as a parametric
model all that is required to change the width (X), depth (Y)
and height (Z) is to open the design table within Solidworks
and change the values in the three cells C3, D3 and E3 for
height, width and depth respectively, Fig. 6. The design table
development is such as to ensure that inappropriate data
values cannot be entered.
Once the data has been entered and saved Solidworks
automatically rebuilds the CAD model with the new
dimensions. The time estimated for the engineer to enter the
data into the spreadsheet is approximately 1 minute with the
model rebuild time being of the order of 30 seconds.
Therefore the total time taken to make the changes is 1.5
minutes.
Table II contains a summary comparison of the changes
and hence, time requirements associated with enclosure
modification.
Fig. 6. Design table.
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Table II. Summary comparison.
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2D 21 07:00 42 14:00 21:00
3D 3 01:30 0 00:00 01:30
Fig. 7 shows the side elevation of a more complex
enclosure designed and manufacture by ATE. Although
already produced in certain standard sizes a typical request
from a customer could be that the height of the centre
compartment is changed to their specification. Changing this
height requires 26 parts to be redesigned
Hence, assuming that the engineer understands fully all
that is required, does not make single mistake, is not
interrupted and that the average number of operations per
part is the same as in the previous simple example enclosure
then the number of operations to complete the change is
Parts x average operations per part = total operations
26 x (21/8) = 68.25
the total time
Operations x time per operation = total time
68.25 x 20 seconds = ~23 minutes
Adding twice this time for the checking process
23 minutes + 46 minutes = 69 minutes
Unfortunately in practise this does not hold true and ATE
generally allow approximately four hours for this kind of
change operation. Hence, the idealised minimum time is ~69
minutes and in practice this is more likely to be 240 minutes.
To make the changes using the 3D parametric table driven
system all that is required is the changing of one cell in a
spreadsheet requiring approximately 30 seconds and an
additional (approximately) 60 seconds of model rebuild
time.
In an overall comparison the simple enclosure takes 21
minutes to change using the 2D non-parametric system and
only 1.5 minutes to change using the 3D parametric table
driven system. In the more complex example the difference
is more profound, reducing from 240 minutes to 1.5 minutes.
The differences show that there are advantages to using
the 3D parametric table driven system in not only time but
for reducing the scope for human error. In the simple
example human inputs are reduced from 21 to 3. Again this
difference is more profound in the complex example
reducing from approximately 68 change operations down to
1 change operation
Fig. 7. Complex enclosure.
V. OTHER ADDED BENEFITS OF THE 3D PARAMETRIC TABLE
DRIVEN SYSTEM
The new system will implicitly implement design
standards; they will be built into the design tables which will
mean that if two independent engineers are working on
different parts of the same project everything is guaranteed
to be compatible and built to the same standard and style.
While in the current system the design rules are open to
interpretation and differences can occur if more than one
engineer is working on a project. These differences can
cause problems when the entire project comes together and
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this can result in inconsistencies noticed by the customer
through to incompatibility requiring rework.
The existing 2D non-parametric system is used to produce
flat form developments of all ATE’s sheet metal parts
required for manufacture and layout drawings where
required. Not all of ATE’s workforce and customers have
the required skill and experience to understand an
enclosure’s structure from only sheet metal flat forms. A 3D
model provides the 3D imagery that can be easily
assimilated enabling a fast appreciation of how the final
enclose will look and function. This is a major advantage to
non-engineering staff, including the sales department, and
customers old and new; and should ensure greater customer
interaction and satisfaction.
The ability to create a 3D view also helps with the
manufacturing process. It makes it easier for the company’s
fabricators and assemblers to understand how the product
components fit together; the press break operator also has
the opportunity to see the direction and end location of the
folds to be generated.
Using modern 3D CAD ensures that the company can
fully interact with its customers and develop a reputation for
using the latest technology; hence enhance the company’s
standing and increase the probability of acquiring and
maintaining new customers. Using tools such as 3D portable
document files [8] which can be easily emailed to customers
provides the sales department with an important
communication tool with which to interact with customers.
VI. CONCLUSION AND FUTURE WORK
To the authors' knowledge this approach has never been
applied in the Electrical Switchgear Enclosure
Manufacturing Industry.
This paper has explored two different routes by which
changes to the designs of electrical enclosures can be
implemented. The two routes were 2D non-parametric
design and 3D parametric table driven design.
The results presented show that utilizing a 3D parametric
table driven design system can greatly reduce the time taken
to implement a design change. The scale of the reduction
increases with the complexity of the design change. In
addition to the reduction in time there was an implicit
improvement in the potential quality of design changes i.e.
the routes and frequency of access to routes by which errors
could be incorporated into a design had effectively been
minimized or even eliminated.
In future the lead author intends to look at the affect
implementing a 3D parametric table driven design system
has had on the quotation process.
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Abstract—Even during ramp-up phases in the electronic 
industry technical product changes are inevitable. Swift and 
spontaneous reaction is therefore required for meeting the set 
market entry date. At the same time, risk estimation of 
different solution alternatives is needed to evaluate the effects 
of product changes on product and processes. In this context 
unstructured procedures observed in practice lead to 
unsatisfactory solutions and unforeseeable effects. This 
dilemma of product change management has been countered 
with the development of PCMEA (Product Change Mode and 
Effect Analysis) and its combination with TRIZ (Theory of 
Inventive Problem Solving). 
I. INTRODUCTION 
N effective management of critical ramp-up phases in 
supply chains is a precondition for the realisation of 
predetermined market entry dates of new series products. 
Generally, ever shorter product life cycles, short time slots 
for product development as well as concurrently increasing 
amounts of variant types put a high risk on this goal. In 
addition to already existing problems of series ramp-ups 
(e.g. machine set up and break-downs, unstable material 
supplies, missing availability of tools etc. [1]) normally huge 
amounts of technical product changes occur (Fig. 1). This 
can mostly be traced back to the fact that during ramp-up 
phases, product, process, production system, and employees 
come in contact with each other for the first time whereby 
components of the product may have to be adapted. More 
important is the often unfinished product development, when 
a product undergoes several time-consuming modifications 
during ramp-up [2]. With regard to this it is complicated to 
meet the customer’s demands while realising the set ramp-up 
goals, like a fast ramp-up, low costs, and a high product 
quality. 
Inefficient management of technical product changes 
during ramp-up phases endangers the set market entry date 
while technical changes additionally mean extra costs for the 
company. Furthermore, product quality may be affected 
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negatively, because implementing product changes during 
ramp-up is mostly assessed as time-critical. For supporting a 
fast ramp-up, swift and spontaneous reaction concerning 
product changes is urgently required. In practice, most 
manufacturing companies already trigger an implementation 
of product changes during ramp-up phases directly after they 
occur. Nevertheless, this observable reactivity is often 
characterised by unstructured procedures with regard to the 
implementation process as well as by an ineffective 
knowledge management whereby solutions for product 
changes cannot be detected earlier [3]. Thus different 
solutions for one specific product change are implemented 
successively in order to realise the best solution for the 
existing problem. This phenomena in today’s product change 
management can be associated with the Theory of Inventive 
Problem Solving (TRIZ) since according to TRIZ all 
technical systems evolve the direction of increasing their 
degree of ideality [4], [5]. With regard to reference [6] a 
higher product complexity in the electronic industry can be 
identified as the main reason for increasing product change 
lead times. Finally, set market entry dates are endangered by 
this sort of inefficient product change management, which 
cannot assure a short, structured, and goal-oriented solution-
finding in supply chains of the electronic industry. 
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Fig. 1.  Amounts of technical product changes during ramp-up in series 
production [7]. 
Therefore, in practice risk estimation of product changes 
and evaluation of possible solutions are needed, whereby 
unforeseeable effects on product and process as well as 
unsatisfactory solutions can be eliminated. In order to 
support product change management during time-critical 
ramp-up phases in supply chains of the electronic industry, 
Methods for Product Change Procedures during Ramp-Up 
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this paper presents a concept concerning the combination of 
two methods: Product Change Mode and Effect Analysis 
(PCMEA) and TRIZ. Thereby a short and structured 
solution-finding as well as an evaluation of solutions will be 
enabled, in order to implement the most goal-oriented 
solution at the beginning of a product change procedure. In 
this way, the procedure of realising the highest degree of 
ideality of technical systems will be improved. 
II. SITUATION IN PRACTICE 
In product development, well-known models for problem 
solving are already in use (problem solving procedure model 
[8] and generic solving procedure [9], to name the most 
ordinary models). Although these have been highlighted in 
technical literature as well, problem solving models show 
deficits with regard to a goal-oriented implementation of 
product changes in time-critical ramp-up phases. Of decisive 
importance is the fact that these models do not vary notably 
from each other, whereby they can be reduced to the 
problem solving cycle of systems engineering [10], 
consisting of the following steps: Problem analysis, problem 
formulation, system synthesis, systems engineering, 
evaluation, and decision. So rather an imprecisely procedure 
is described than an approach for using effective design 
methods for solution-finding concerning technical problems. 
For enhancement, with some success, problem solving 
models have early been combined with facilitation 
techniques such as brainstorming, morphological analysis, 
synectics etc. [11]. Furthermore, techniques like checklists, 
design catalogues, TRIZ etc. are commonly used in order to 
find solutions for existing problems. 
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Fig. 2.  Traditional and structured product change path adapted to Meta-
Algorithm of invention [12]. 
With regard to this, Fig. 2 illustrates two possibilities for 
solving technical problems: A traditional product change 
path (currently used in practice) and a structured product 
change path supported by TRIZ. These paths differ from 
each other regarding the inherent procedures in solution 
finding. The traditional product change path is characterised 
by an unstructured procedure, because facilitation techniques 
are applied to the specific problem. Thereby, problems of 
successively solution implementation occur, since the first 
solution is seldom identified as the best solution. This time- 
and money-consuming procedure can be substituted by the 
approach via TRIZ. This structured product change path 
implies the formulation of an abstract problem as well as 
abstract solutions. An advantage of the structured product 
change path is the goal-oriented usage of the facilitation 
techniques, because abstract solutions are already described. 
In this way, finding the right solution will be supported. 
III. INVENTIVE PROBLEM SOLVING 
The procedure for inventive problem solving is based on a 
Meta-Algorithm or rather action program which supports the 
identification of physical contradictions with regard to 
specific problems and the identification of system parts that 
have to be changed in order to overcome the contradiction 
and to solve the problem [13]. 
A. Solution-finding via TRIZ 
Fig. 2 shows the simplified procedure of problem-solving 
via TRIZ (solid line arrows). Here, ‘diagnostics’ represents 
the first step where a specific existing problem of a technical 
system will be analysed, especially concerning its factors 
which evoke physical contradictions. Identified 
contradictions will be examined more precisely within 
‘reduction’ by analysing the operative zone of the problem 
(entirety of a technical system’s components linked to each 
contradiction). Additionally, the ideal solution will be 
formulated. In order to realise this solution the main physical 
contradiction has to be eliminated. By using the 
contradiction matrix [14], which consists of system- and 
physical-technical factors, the specific inventive principles 
will be identified and applied to the problem in order to 
formulate abstract solutions (‘transformation’). Within the 
last step ‘verification’, solutions will be evaluated first with 
regard to contradiction elimination and second with regard to 
effectiveness [14]. At this point facilitation techniques may 
be used for creating the idea of a most ideal solution 
concerning the technical system with its inherent problem. 
B. Using TRIZ for Product Change Management 
TRIZ represents an effective method for handling product 
changes in series ramp-ups of the electronic industry. 
Advantages for a fast ramp-up are clearly seen in the 
inherent structured procedure for modification of technical 
systems as well as in the contradiction analysis, whereby 
time-consuming product changes and unsatisfactory 
solutions will be avoided. In consideration of the fact that 
product changes occur by appearance of contradictions, 
contradiction identification in TRIZ will be supported 
significantly. 
Nevertheless, using different inventive principles for one 
specific problem, with regard to the implementation of a 
product change, will lead to different solutions. In order to 
identify the most ideal solution early on, an objective 
solution evaluation via PCMEA combined with TRIZ 
procedure is required. 
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Table I.  Exemplarily application of the TRIZ-oriented Product Change Mode and Effect Analysis (fictitious values). 
IV. PRODUCT CHANGE MODE AND EFFECT ANALYSIS 
Referring to the well-known Failure Mode and Effect 
Analysis (FMEA) a concept for evaluating possible product 
changes was developed at the BIBA – Bremer Institut für 
Produktion und Logistik at the University of Bremen, called 
Product Change Mode and Effect Analysis (PCMEA) [15], 
[16]. PCMEA enables impact measurement of future 
technical product changes on product and process by using 
the following steps: 
• Identifying the probability of occurrence. 
• Estimating the product change effect on product 
(additionally affected components), process 
(logistics, production processes etc.), and customer. 
• Identifying the probability of loss resulting from a 
missing implementation of the product change. 
By a weighted evaluation of these three points with a 
value from 1 to 10 and their subsequent multiplication the 
Product Change Priority Value (PCPV) results (specific 
weighting can be made by experts with regard to the 
assembly group which is affected by the product change). 
Thereby future product changes as well as their overall 
effect on the realisation of the set market entry date can be 
estimated by an expert team during ramp-up. 
But, evaluation of future product changes demands 
engineers that are skilled and trained in PCMEA. Hence 
implementation of PCMEA in product change management, 
especially during ramp-up, is complicated, not only because 
of huge amounts of product changes but also because of 
increasing product complexity. As shown in Table I, 
PCMEA has therefore been adapted with regard to cause 
analysis, objective information analysis of product change, 
and evaluation of solution-findings. Implementing PCMEA 
with TRIZ in this way offers a possibility for engineers to 
gain experience with PCMEA and to use PCMEA in its 
intended structure in near future. 
V. RISK ESTIMATION OF PRODUCT CHANGES AND  
SOLUTION EVALUATION DURING RAMP-UP 
The concept of the combination as well as the effect on 
handling product changes during ramp-up will be pointed 
out. TRIZ has been established as a methodology for goal-
oriented solution-finding in practice. Therefore, it has been 
adapted to different situations and methods before (e.g. [4], 
[17], [18]). But TRIZ, combined with a solution evaluation 
method, was not specifically analysed by needs of product 
change management during ramp-up. 
A. Procedure of using the combined Methods 
Referring to the structure of the exemplarily filled out 
Table I, procedure of risk estimation of technical product 
changes as well as solution-finding and solution evaluation 
will be presented. The matrix of TRIZ-oriented PCMEA 
offers a practical overview of product changes in model 
ranges as well as a guideline in efficient handling of 
technical changes. Descriptions of known failures or defects 
are listed (1). In order to initiate product change procedure 
via TRIZ and PCMEA, the following steps will be used. The 
analysis of the failure’s inherent physical contradiction is 
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supported by cause analysis and by information processing 
about the component which has to be changed in order to 
overcome physical contradiction. Within cause analysis, the 
existing problem and identified cause will be clearly 
documented (2). In order to identify the component to be 
changed, the detailed analysis of the physical contradiction 
(3) has to be finished (according to TRIZ: Diagnostics and 
reduction of the specific problem). Result of the cause 
analysis will be the documented component which has to be 
changed (4). In the next step evaluation of the specific 
component (5) can be initiated. Following factors will be 
weighted and evaluated by an expert team consisting of 
responsible engineers: 
• Connectivity: Evaluation of a possible impact on 
associated parts or components. 
• Complexity: Inherent complexity of the component 
which has to be changed (effect of changes on the 
component itself). 
• Production effort: Evaluation of required effort for 
production, assembly etc. (expenditure of time). 
• Development effort: Evaluation of required effort 
for development of the new system. 
By calculating PCPV_1 (6), critical product changes will 
be identified (risk estimation) and ranked by priority. With 
regard to the identified physical contradiction, inventive 
principles suggested by contradiction matrix (7) will shortly 
be described (8) and evaluated (9), by considering the same 
factors for calculating PCPV_1 (according to TRIZ: 
Transformation and verification of identified solutions). 
Thereby, TRIZ-solutions are not only ranked by 
effectiveness and contradiction elimination [14], but also by 
their overall effect on the component that has to be changed 
and on the system the component is embedded in (10). 
Comparing PCPV_1 and PCPV_2, the most ideal solution 
can be pointed out whereby the most ideal product change 
can be implemented (minimum value of PCPV_2 has to be 
smaller than PCPV_1). 
B. Case Study: Application to past Product Change 
Because combination of TRIZ solution-finding and 
PCMEA has not been implemented in practice yet, the 
invented method will be exemplarily applied to a well-
known product change, which took place in the past of the 
automobile industry. Therewith, no evaluation of the product 
change’s success is addressed. Moreover, it should be 
pointed out that with TRIZ-oriented PCMEA same result 
would have been achieved. 
A few days after an automobile manufacturer launched a 
new product, a technical problem was identified by 
specialised journalists, testing the car’s cornering ability. 
The car overbalanced in sharp corners. Because product was 
launched and distribution channels were already filled, the 
situation not only meant lots of rework but also a loss of 
image to the manufacturer. An efficient and goal-oriented 
product change management was required in order to solve 
the problem and to warrant the car’s safety. 
Finding the most ideal solution for this problem, TRIZ-
oriented PCMEA might have been used as follows (compare 
Table I with fictitious values): By deriving both factors (P1: 
Speed, P2: Force), evoking the physical contradiction (the 
car should have a heavy weight for not loosing wheel grip 
whereas the car should have a light weight for having a fast 
acceleration), the following inventive principles can be 
applied to solution-finding [13]: 
• 04c: Replace static fields with dynamic ones. 
• 07a: The characteristics of an object are changed to 
optimize every work procedure (e.g. electronic 
system for controlling the acceleration and 
breaking for each wheel independently). 
• 07b: Disassemble an object into parts that are 
moveable among each other. 
• 07c: Make an object moveable that is fixed. 
• 08c: Use the breaks between impulses for other 
functions. 
• 11b: Make a moveable part of an object fixed or a 
fixed part moveable. 
By evaluation of the identified TRIZ-solutions, PCPV_2 
will highlight the ideal solution. The comparison of PCPV_2 
with PCPV_1 shows the product change’s overall effect on 
component (driving and coupled axles) and system it is 
embedded in. This chosen example is simple but regarding 
inventive principle 07a it can be stated that the use of this 
principle leads to the same solution (Electronic Stabilisation 
Program). Furthermore, using other principles for solution-
finding leads to the conclusion that connectivity, complexity, 
production effort, and development effort will be higher than 
these of inventive principle 07a (e.g. 07b: Dynamic 
allocation; 07c: Sloping wheels; 11b: Sloping chassis etc.). 
Using TRIZ-oriented PCMEA for this case, inventive 
principle 07a is identified as the ideal solution. 
VI. CONCLUSION 
The combination of TRIZ and PCMEA enhances product 
change management’s efficiency in ramp-up because 
product change implementation procedures will be 
structured by TRIZ (Meta-Algorithm of invention), whereby 
generated solutions can be evaluated by PCMEA. Even 
though time- and money-savings can not be pointed out 
exactly in case study, application of TRIZ-oriented PCMEA 
would have highlighted the chosen solution in the past. 
Because of the presented structured procedure, the inherent 
risk estimation, and the solution-evaluation, it can be 
assumed that the complicated product change could have 
been implemented faster, while an innovative product for 
performing the car’s safety might have been simultaneously 
invented. Therefore this presented concept of TRIZ-oriented 
PCMEA should be used for not every product change but for 
very complex problems. Furthermore, using PCMEA for 
already existing product changes will train engineers in 
handling PCMEA to use it as a method for estimating future 
product change effects on product and process. 
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Abstract— Assembly process-induced dimensional variation
caused by fixtures has a direct impact on product quality and
functionality. To compete globally, industries are assembling
multiple products on a single assembly line by implementing
concepts of fixtures (tooling) reconfigurability and reusability
and introducing modular design of product family. However,
these strategies make adjustments and calibration of assembly
fixtures much more complex due to the sharing of tooling
between products. Furthermore, current product complexities
coupled with parts compliance/flexibility often results in ill-
conditioned assembly systems which add to the challenges of
fixture root cause analysis and process adjustment.
This paper proposes a model-based process adjustment
approach to eliminate assembly fixture induced product failure
root causes in multi-station assembly system that produces
multiple products (product family) on a single assembly line.
The proposed approach takes into consideration ill-conditioned
multi-station assembly systems. Though such systems are
common in the industry, however, process adjustment to
eliminate six-sigma faults root causes in such systems is a
challenging task since their assembly response function and
diagnostic matrix becomes singular.
The developed model-based process adjustment method uses
T2-control chart to identify the fault/no-fault scenario of the
production system followed by fixture fault root cause isolation
using the Enhanced Piecewise Least Square (EPLS) approach
which allows diagnosing ill-conditioned systems. The process
adjustment approach used to eliminate the isolated fixture
failure is estimated using the Kalman filter, a recursive filtering
technique.
The proposed methodology is validated based on a beam-based
model of two automotive truck body assembly models with
compliant parts which are produced on a single assembly line.
I. INTRODUCTION
In today’s intensely competitive market, manufacturers
must continuously produce a variety of customized products
at reduced cost and improved quality to successfully attract
and retain customers. These challenges often result in shorter
product life-cycle and smaller batch sizes with increasing
number of customized product variants.
While tooling (fixture-related) cost and time can be
justified for mass production, such investments can seem
excessive when it comes to per-part for small batch
production [1]. To deal with cost concerns engineers must
design multi-products for same line that share common
fixture locating schemes, an issue indicated by Figure 1
below. The figure illustrates an assembly of side frame of
1 The Digital Laboratory, WMG, University of Warwick, Coventry,
West Midlands CV4 7AL, United Kingdom
2 Industrial and Systems Engineering, University of Wisconsin–Madison,
WI 53706, USA
3 Corresponding author: d.j.ceglarek@warwick.ac.uk
Website: www.digiPLM.org
two sport utility vehicles (SUVs) differentiated by short
wheel base (model 1) and long wheel base (model 2) models
with the following assembled parts: A-pillar, B-pillar, rail-
roof side panel and rear quarter. To keep manufacturing
costs down both models share common locating points
during the assembly process. An example of a multi-
products design for same line configuration sharing common
locating schemes in station 1 and 2 is illustrated by Figure 1
below.
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Fig. 1. Fixture layout for assembly of multiple products (SUVs) on single
assembly line
Figure 2. Line configuration of fixturing during assembly of model 1 and 2
The model can be divided into two process routes where
process route refer to set of stage and station representing a
route from input to output. For example, the line
configuration for SUVs assembly as shown in Fig. 2 has two
process routes, {SS11, SS21, SS31} and {SS11, SS21, SS32}
where SSpq represent the qth station at pth stage. Based on the
assembly line configuration, the commonality matrix (C)
can be generated. The commonality matrix (C) is composed
of Np models j=(1, 2, … Np), process routes i=1, 2, …R and
n fixtures t=(1, 2, … n). Values of the matrix ( ijtc ) are 1
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when jth model in ith process route requires tth fixture during
assembly and 0 if otherwise. The commonality matrix for
fixturing of both SUVs in Fig. 1 is shown in Table 1.
Therefore, to stay competitive and maximize return on
capital production equipment investments, industries are
increasingly implementing flexible and reconfigurable
assembly tooling to enhance the capability to produce
multiple products (product family) on a single assembly line.
Such strategies create tremendous challenges for
dimensional quality control and process improvement efforts
due to (i) increased run-to-run product variation caused by
tooling set-ups required for assembly of a given product
family, and (ii) reduced capability for process (fixtures)
adjustments to eliminate fixture failure root causes since the
same fixture is used for multiple products.
TABLE 1: PRODUCT-FIXTURE COMMONALITY MATRIX
Locator
Product
u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11
C11 1 1 1 1 1 1 1 1 0 0 0
C12 1 1 1 1 1 0 0 0 1 1 1
Dimensional variation is a major cause for necessary
engineering changes during the launch of new assembly
processes. Research suggests that two-third of all quality
related engineering changes in the automotive and aerospace
industries are caused by dimensional variation related
failures [2]-[3]. In general, the main causes of dimensional
variation in automotive body assembly systems with
compliant parts can be classified into four categories: (i) part
variation due to errors in fabrication processes; (ii) part
positioning and clamping error in assembly fixtures; (iii)
part/subassembly variation due to joining process [4]-[7];
and (iv) part/subassembly spring back due to part release in
assembly station. Within these four categories, 70-75% of
root causes of product dimensional variations are due to
fixture-related problems. Based on studies involving sport
utility vehicle automotive body assembly process, 63% of
fixtures have 3-2-1 layout as used for rigid parts and 37% of
fixtures have a non 3-2-1 layout, specifically, N-2-1 fixture
layouts used predominantly for compliant sheet metal parts.
However, currently, there is a lack of methods for multi-
station process adjustments that can eliminate dimensional
variation root causes in assembly processes with compliant
parts. Equally important, there are no methods at present for
process adjustments for flexible and reconfigurable multi-
tooling assembly systems that produce multiple products on
a single assembly line.
The multi-station assembly systems for products with
compliant parts are frequently ill-conditioned due to
colinearities of fixtures locators, especially critical for N-2-1
fixture locating schemes used for compliant parts.
Additionally, cost effective design of assembly line for
multiple products introduces and maximizes usage of
common fixture locators used for multiple products (product
family). Both trends create tremendous challenges by
adding complexity to fixture adjustment approaches needed
to eliminate dimensional variation root causes. For example,
it is challenging to: (i) isolate six-sigma fault root causes in
the ill-conditioned multi-station assembly system given that
the diagnostic matrix, which is frequently an inverse of the
stiffness matrix, can become singular; and (ii) adjust fixtures
in the multi-station assembly system with common fixture
locators used for multiple products given that each locator
adjustment can exert varying impact on each product due to
varying structural sensitivity.
Traditional methods for process adjustment to eliminate 6-
sigma fault root causes are primarily based on: (i) statistical
process control (SPC) with a focus on process inspection and
process change detection rather than root causes
determination and process shift adjustments; and (ii)
automatic process control (APC) and engineering process
control (EPC) which uses a feedback control to counter the
effect of root causes and to reduce process variation [8].
APC/EPC approaches reduce the variation caused by process
variables not by removing the root cause itself but rather
transferring the variation into another variable, the
manipulated variable [9]. These proposed adjustment
methods do not consider the process configuration and
typically restricted to single process stage [10]. Therefore,
these methods are inadequate for the purposes of eliminating
6-sigma fault root causes by adjusting assembly processes
which involves multiple stations with large number of KPCs
and KCCs. Several researchers have conducted research in
the area of adjustment considering the process configuration
however most of the work in this area is carried out
considering single product/ single tooling scenario rather
than a product family produced on hybrid line configuration
using multi-tooling for assembly process.
This paper proposes a model-based process adjustment
approach to eliminate assembly fixture failure root causes
such as wear and offset of a clamp for properly constrained
parts occurring in multi-station assembly system that
produces multiple products on assembly line (product
family) having hybrid configuration. The proposed model-
based process adjustment approach takes into consideration
ill-conditioned multi-station assembly systems. Though ill-
conditioned multi-station assembly systems are common in
industry, however, the root cause diagnostics of such
systems is very challenging since their diagnostic matrix
(generally inverse matrix of stiffness matrix for assembly
systems with compliant parts) becomes singular due to
similar fault patterns.
The proposed model-based process adjustment approach
uses T2-control chart to identify the fault/no-fault scenario of
the production system followed by fixture fault root cause
isolation using the Enhanced Piecewise Least Square (EPLS)
approach which allow diagnosing ill-conditioned systems
[11]. The process adjustment approach used to eliminate the
isolated fixture failure is estimated by applying the Kalman
filter, a recursive filtering technique. The Kalman filter is
used to deal with the imprecision associated with the
estimation of EPLS in ill-conditioned systems. The Kalman
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filter is a recursive, object-by-object fitting technique [12].
Further, the Kalman filter helps in continuously updating of
adjustment estimate based on the future data which no
longer corresponds to the historical data used for modeling.
The remainder of the paper is organized as follows:
Section II presents an assembly response function for
variation propagation model for N-2-1 fixture layout for
assembly line producing multiple product and its process
control strategy. Section III details the proposed
methodology for process adjustment of dimensional
variation caused by fixture failure. The proposed
methodology is illustrated and validated through a case
study on automotive truck body assembly consisting of
compliant parts as presented in Section IV. Finally,
conclusions are summarized in Section V.
II. ASSEMBLY RESPONSE FUNCTION FOR ASSEMBLY
SYSTEM WITH MULTIPLE PRODUCTS
To eliminate 6-sigma faults quickly and effectively a model
is needed which relates the process response with the
process variables. This section discusses a variation
propagation model, namely, stream of variation analysis
(SOVA), which is equivalent to the assembly response
function. The SOVA model describes the product variation at
key product characteristics (KPCs) as a function of the key
control characteristics (KCCs). The next sub-section
discusses the SOVA model for multi-station assembly
process with N-2-1 fixturing layouts.
A. Stream of Variation Analysis (SOVA) Model for N-2-1
Fixture Layout
The variation propagation model for multi-station
assembly system with compliant parts, i.e., SOVA is
expressed in Eqs. (1-2) [2]-[6]:
)()()()()()( kkkk-1k-1k ijijijijijij wuBxAx  (1)
)()()()( kkkk ijijijij ξxΓy  (2)
where, Aij(k-1) is a state matrix and Bij(k) is the input
matrix related to ith process route and jth product type from
product family. The transformation of quality information
for jth product along ith process route from stage k-1 to stage
k is represented by )()( k-1k-1 ijij xA . Bij(k)uij(k) represents
process faults which occur due to fixturing error or part
fabrication error at stage k. )(kijΓ is the observation matrix
for product j assembled in process route i, which represents
distribution of measurement stations and layout of
measurement points in each measurement station. For a
measurement station located after any assembly stage k,
0)( kijΓ for k=1, …, Ki. In case 0)( kijΓ only for k=Ki,
then we have a case with end-of-line measurement station. A
layout of measurement points in stage k is represented by
non-zero elements of matrix (k)ijΓ . The matrices Aij(k-1),
Bij(k) and (k)ijΓ are constant for a given product and process
design and can be determined based on CAD/CAM models.
The diagnostics of assembly systems modeled for each
product associated with process route is represented as a
linear input-output relation in Eq. (3)
ijijijij exDy  (3)
where, 1
ijnijy represents the model output (end-of-
line measurements) for ith process route and jth product type
from the product family and 1
ijmijx represents vector of
ijm error sources related to process route and jth product type.
The vector ije represents a white noise which also includes
noise due to any un-modeled factors in the process. The
errors are assumed to be independently and identically
distributed (iid). In case of rigid assembly, each column of
diagnostic matrix ijD represents fault pattern related to the
failure of key control characteristics (KCCs), whereas, in
case of compliant assembly diagnostic matrix ijD is
equivalent to the inverse stiffness matrix of the product [13].
Each column of inverse stiffness matrix ijD represents the
impact of a unit fault on deformations of the assembly
structure. The inverse stiffness matrix can be developed for
each process route and product type.
B. Process Adjustment Strategy
This section discusses the process adjustment strategy for a
multi-station assembly system to compensate the deviation
of parts/subassemblies caused by a fixture error. The
adjustment is determined based on the minimization of the
combined variation of all the products produced using the
common locator points. Let )(kijf represents the action
vector then the Eq. (1) can be rewritten as:
(k)(k)(k)(k)(k)((k-1)(k-1)(k) ijijijijijijijij wεfuBxAx  )
The objective function used to determine the action vector is
minimization of variation in all process routes i associated
with the failure. The objective function can be written as:
)(
i
iJminmize
where, iJ for tth fixture adjustment for ith process route can
be determined using Eq. (4).
 
j
ij
t
ij
t
ij
t
ijTij
t
ij
t
iji cJ ))ˆ()ˆ(( xDyQxDy for j=1, 2, …, NP (4)
s.t. maxmin )( ufu  kij
where ijtc =1 if ith process route for jth product uses fixture t
and matrix Q is the diagnol and positive definite weight
matrix where each diagonal element of the matrix represent
the relative importance of the KPCs. In case faults
associated with KCC(s) are not shared by products produced
on the assembly line then action vector )(kijf is determined
independently. However, if the fault is in common KCC(s)
shared by multiple products, i.e., KCC(s) is common fixture
locator(s) then the process adjustment is determined by
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minimizing the combined variation in the assembly line
using Eq. (4).
III. PROCESS ADJUSTMENT METHODOLOGY
The proposed process adjustment methodology is based on a
variation propagation model, namely, SOVA, as discussed in
Section 2. The steps for process adjustment involves: (i)
identification of fault/no-fault scenario using T2-control
chart; (ii) root cause isolation of fixture fault using the EPLS
approach; and (iii) process adjustment to eliminate the
isolated fixture failure is estimated using Kalman filter. The
control scheme used for the developed process methodology
is shown in Fig. 3.
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Fig. 3. Adjustment architecture for assembly
A. Identification fault/no-fault scenario using T2-control
chart
To monitor the quality of assembly process a two-phase
multivariate process control procedure based on T2 statistics
is used [15]. Phase I is established based on reference
samples to estimate the process parameters and to calculate
the control limits for Phase II. Phase II is established to
monitor the future observations.
1) Phase I: reference sample preparation
For N sample size, measurements related to each KPC are
obtained that can be represented by yij where
T],,,[ 21
ij
pm
ij
p
ij
p
ij
p yyy y for j=1, 2, …,N.
The T2 statistic for an individual observation can be
calculated using Eq. (5).
)()( ijijp.
Tijij
p.
ij
p ijQ yySyy
-1
y  (5)
where S represents the covariance matrices based on
measurements related to to ith process route and jth product
type.
2) Phase II: process control for new observation
Phase II of this process control procedure is used to
monitor the new incoming product. Let, yi(new) represent new
observations obtained during assembly. The T2 statistic for
the new observation is evaluated using Eq. (6).
)()( )()( ijnewijTijnewijijp ijQ yySyy
-1
y  (6)
The control limit to monitor the process is determined
using Eqs. (7-8).
mNNFmNN
NNmLCL 

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 ,;2/1)(
)1)(1(
 (7)
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)1)(1(
 (8)
The monitoring helps to identify fault/no-fault scenario
during assembly processes. Once the monitoring system
identifies that the process is out-of-control, the EPLS is
activated to identify the root cause of the variation.
B. Root cause isolation based on Enhanced Piecewise
Least Squares (EPLS) Regression Approach
Generally, faults in manufacturing processes manifest
through measurements points. While measurement data can
represent occurrence of dimensional variation, however, they
do not directly relate to the root causes of the faults that
create these variations. In order to diagnose the fault, the
variation pattern of the KPCs must be extracted from the
covariance matrix of the multivariate data. Most diagnostic
approaches assume that the inverse stiffness matrix D has
independent columns, though this assumption does not
always hold for most manufacturing processes with
compliant parts which are ill-conditioned.
The developed EPLS method enhances the traditional PLS
algorithm. The goal of EPLS is to predict response yij from
state vector xij. The EPLS regression searches for a set of
components called latent vectors that perform a
simultaneous decomposition of xij and yij under the defined
process constraints such as incase of negative ill-conditioned
systems the latent vector ( ijV~ ) consists of only positive
correlation components to explain most of the covariance
between xij and yij. The decomposition of inverse stiffness
matrix Dij is done to obtain the sensitivity of each latent
vector ijV~ . EPLS generates the relevant fault parameters for
diagnosis, which satisfy the linear structure of the model as
expressed in Eq. (2). Equation (9) determines the latent
vector of EPLS based on the projection of response yij on the
variation patterns of diagnostic matrix Dij with the
constraints as shown in Eq. (10).
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Using first latent vector ( ij1
~V ) obtained from Eq. (9) linear
regression is performed as shown in Eqs. (11) and (12)
ijijijij a )1(11
~ yVy  (11)
ijijijij )1(
11
~ DbVD  T (12)
where, ija1 and
ij
1b are regression coefficients and regression
vector respectively. Dij (1) is the input residual vector and
y(1)ij is output residual vector. If the residual vector y (1)ij is
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important, a second EPLS component
ij
2
~V is calculated on
input residual vector. A regression of yij on first latent
vector (
ij
1
~V ) and second latent vector (
ij
2
~V ) is shown in Eq.
(13).
ijijijijijij aa )2(2211
~~ yVVy  (13)
The process of regression is repeated on the residual
obtained from the previous step. After S number of
iterations, the SOVA assembly model can be represented as
in Eq. (14). The estimated quantity is denoted by "ˆ"
ijijij
ξyy  ˆ (14)
where, ijijij VΩy  ; ]~...~~[ 21
ij
s
ijijij VVVV ; and
T][ 21
ij
s
ijijij aaa Ω and Sij is the total number of iterations
for ith process route and jth product. Once the fault is isolated
the adjustment is estimated to eliminate the fault using
recursive Kalman filter. The next sub-section provides a
model based adjustment strategy for estimating the
adjustments.
C. Process adjustment to eliminate the isolated fixture
failure based on Kalman filter.
The automatic process adjustment is developed based on
measurement from the sensors to compensate the
dimensional variation generated due to fixture failure errors.
As the considered multi-stage assembly process which
assembles multiple products consisting of compliant parts is
ill-conditioned, thus diagnostic matrix Dij is singular leading
to an imprecise estimation of process adjustment.
Additionally, the difference in fixture layout and parts
geometry between two models lead to different structural
stiffness matrices in the case of multiple products (product
family) produced on the single assembly line sharing
fixtures. The non-similar stiffness matrices lead to different
sensitivity of products against dimensional variation in
common fixture locators.
The result from the EPLS module is used to estimate the
adjustment for fixtures variation in assembly process using
Eqs. (15-16).
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where, {as} is measure of sensitivity of each latent vector to
a given response yij, and {bts} represent the sensitivity of tth
fault parameter ijtxˆ with respect to the latent vector
ij
sV
~
. In
case parallel stations are used in same stage to perform the
same task for same type of product then significance
analysis of mean difference is conducted to identify the root
cause of variation in the process. Let ijtxˆ and vjtxˆ represent
two parallel stations identified based on the EPLS where
vi  then significance analysis between the parallel stations
at same is conducted using Eq. (17).
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For independent parallel line the Iterative Kalman filter is
used to estimate the adjustment using the SOVA assembly
response function for fixtures having higher estimated value.
In case of common fixture locator, all process routes and
product associated with the faulty fixture are used to identify
the adjustment. Let, fxˆ be the fault estimated for fth product
by EPLS. The value estimated by EPLS is used as initial
adjustment and taken as input to Kalman filter. In the
Kalman filter error covariance matrix, ( itrβ ) for iteration itr
are evaluated using Eqs. (18-19).
][ Titr E β (18)
)ˆ()ˆ( fitr
fff
itr
f xx Dyy  (19)
where, itr=1, 2, …, ITER, at each iteration fxˆ is updated
based on Kalman gain Kitr and previous generation
adjustment estimation as shown in Eq. (20).
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The Kalman gain Kitr is evaluated using Eq. (21)
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where Z is the covariance matrix of response noise fitre for
faulty product f. In this research, the noise is assumed
stationary. The ijxˆ is estimated based on each process route
and product associated with the identified fixture failure.
The final adjustment ( axˆ ) is estimated based on the
optimization where ])ˆmax()ˆ[min(ˆ ijija XXx  . The Eq. (4) is
used as objective function while determining optimal
adjustment axˆ for product family.
IV. CASE STUDY
The proposed methodology is tested on an automotive
truck body consisting of a 5-stage multi-station assembly
process with compliant parts as shown in Fig. 4.
Fig. 4. Five station multi-stage assembly process for clamping operations
Two models (1 and 2) are considered for the case study
with both having 14 KCCs and 65 KPCs whose relations are
modeled with 87 beam elements. For every beam elements,
the stiffness information parameter is defined as follows:
product material is referred to steel characteristics; inertia
moments Iyy and Izz and cross section areas are calculated
according to the three different types of beam shapes (
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shape, U shape and L shape). The ANSYS beam model for
models 1 and 2 are shown in Fig. 5.
Z
X
Y
(i) Model 1 (Short-wheelbase truck)
Z
X
Y
(ii) Model 2 (Long-wheelbase truck)
Fig. 5. ANSYS beam model for 5-stage multi-stage assembly process for
model 1 and 2
Models 1 and 2 differ in the rear quarter of the assembly.
Both the models are supported by 14 KCCs with 10 common
fixture locators (KCCs). Both models follow assembly
processes consisting of five operations, conducted in five
stations where the following parts are assembled: right door
frame, left door frame, front bow, central bow and rear bow
in stations 1-5, respectively. The commonality matrix (C)
for KCCs is shown in Table. 2. Inverse stiffness matrix
obtained from the ANSYS finite element simulation
software is used to simulate different fault scenarios with
noise in the assembly system.
Multivariate T2 statistics is used to monitor 6-sigma faults
during assembly processes based on the KPCs
measurements. Phase I is established for process capability
one, i.e., Cp=1 and ijQ for new measurement y
ij(new) are
determined in Phase II to monitor mean shifts and variations
of different assembly processes.
Once the process is detected to be out-of-control based on
T2 statistics the EPLS module is activated to isolate the root
cause. The EPLS module uses the inverse stiffness matrix to
search for a set of components called latent vectors which
explain the response. The inverse stiffness matrix (Dij for j=1
and 2) obtained from ANSYS for truck models 1 and 2 are
singular with a rank 7. To deal with the singularity in inverse
stiffness matrix Dij while performing least squares
estimation as shown in Eq. (12), QR factorization is used.
Qij obtained from QR factorization is a full rank orthogonal
matrix, i.e., QijTQij=I with dimension 195x195 and Rij is an
upper triangular with dimension of 195x14.
The EPLS methodology isolates the root cause(s) with the
initial estimate of adjustment; however, the adjustments
evaluated by EPLS are imprecise because of singularity. To
refine the adjustment Kalman filter is applied on the EPLS
estimate.
To illustrate the proposed methodology, a case study has
been carried out on beam based models as shown in Fig. 5.
The fault is simulated in KCC shared by both models and
their effect on the decrease in variation for different
adjustments values are studied for both models individually
and with combined objective functions as mean of variation
that occur in both the models.
Due to differences in the inverse stiffness matrices, models 1
and 2 have different responses toward the process
adjustment needed to minimize the product variation
associated with the individual model. Thus, variations
associated with all the products (product family) needs to be
considered while determining the process adjustment for
tooling shared by multiple products on single assembly line.
To demonstrate the effectiveness of the proposed
methodology, an extensive simulation is conducted on a
KCC shared by models 1 and 2. The process adjustment is
evaluated with the objective function determined using Eq.
(4). Further, the objective functions for models 1 and 2 are
evaluated, individually. The results obtained are shown in
Fig. 5.
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Fig. 5. Result obtained from the proposed method
As shown in Fig. 5, the process adjustment resulting in
minimum variation for common fixture locator (KCC)
failure is between the best solution of model 1 and model 2
as both models have different sensitivity toward the same
fixture. Hence, the individual optimal solution for each
product is not the optimal solution for the product family.
The value of objective function for models 1 and 2 are
evaluated using Eq. (23) is shown in Table 3. From Table 3,
it can be seen that the optimal solution is achieved when
both models are simultaneously considered for adjustment.
TABLE 2: PRODUCT-FIXTURE COMMONALITY MATRIX BETWEEN MODEL 1 AND MODEL 2
Fixture
Product
u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12 u13 u14 u15 u16 u17 u18
Model 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0
Model 2 1 1 1 1 0 1 1 0 1 1 0 0 1 1 1 1 1 1
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TABLE 3. OBJECTIVE FUNCTION VALUES FOR VARIATION ANALYSIS
Model 1 Model 2 Model 1 & 2
(together)
Process adjustment
based on model 1 (2.19
mm)
215 212.6 427.6
Process adjustment based
on model 2 (2.51 mm) 216.5 210.7 427.2
Process adjustment
based on Mean variation
of model 1 and model 2
(2.35 mm)
215.3 211.2 426.5
V. CONCLUSION
This paper developed a new model-based adjustment
approach to monitor, diagnose, and adjust fixture fault
failure in ill-conditioned multi-stage assembly system with
compliant parts. The methodology uses the Stream of
Variation Analysis (SOVA) as assembly response function
which can be ill-conditioned due to the compliant
characteristics of the assembled product which causes non-
additive propagation of the dimensional faults making
adjustment estimation imprecise by direct evaluation
methods such as Least Square (LS) Estimation. The
proposed model based adjustment approach is based on
integration of T2-control chart for fault identification, the
Enhanced Partial Least Square (EPLS) methodology, for
fault isolation and Kalman filter for adjustment estimation in
ill-conditioned multi-product assembly systems that have
large numbers of highly collinear factors.
The verification of the proposed method is presented
through a series of computer simulations for single fault case
and the effect of feedback is evaluated using the SOVA
assembly response function. The case study conducted in
this paper shows that in the case of multi-product assembly
line optimal adjustment carried out based on individual
model is a sub-optimal solution for the system. This is due to
the fact that sensitivity of each model toward common-PLP
is different due to the differences in inverse stiffness
matrices. The proposed model based adjustment approach is
robust in providing feedback for single fault scenario for
multi-product multi-stage assembly processes. The current
method also provides a viable approach for engineers for
designing product family for a single line. Engineers might
consider making all products of the product family
positively ill-conditioned to minimize the difference in
response Y for common fixture failure. The current method
needs to be further explored for adjusting multiple faults
scenarios for multi-product assembling in same assembly
line.
REFERENCES
[1] Chou, Y.C., Chandru, V. and Barash, M.M., (1989), “A Mathematical
Approach to Automatic Configuration of Machining Fixtures:
Analysis and Synthesis,” ASME J. Eng. Ind., 111, 299–306.
[2] Ceglarek D., and Shi J., (1995), “Dimensional Variation Reduction
for Automotive Body Assembly,” Manufacturing Review Journal,
8(2), 139-154.
[3] Shalon, D., Gossard, D., Ulrich, K., and Fitzpatrick, D., (1992),
“Representing Geometric Variations in Complex Structural
Assemblies on CAD Systems,” Proceedings of the 19th Annual
ASME Advances in Design Automation Conference, Vol. DE-44(2),
121–132.
[4] Shiu, B. W., Ceglarek, D., and Shi, J., (1997), “Flexible Beam-Based
Modeling of Sheet Metal Assembly for Dimensional Control,”
Transactions of NAMR/SME, XXV, 49-54.
[5] Camelio, J., Hu, S.J., Ceglarek, D., (2003), “Modeling Variation
Propagation of Multi-station Assembly Systems with Compliant
Parts,” Trans. of ASME, Journal of Mechanical Design, Vol. 125(4)
pp. 673-681.
[6] Phoomboplab, T., Ceglarek, D., (2008), “Process Yield Improvement
through Optimal Design of Fixture Layout in 3D Multi-station
Assembly Systems,” ASME Trans., Journal of Manufacturing Science
and Engineering, Vol. 130, No. 061005.
[7] Shiu, B.W., Apley, D., Ceglarek, D., and Shi, J., (2003), “Tolerance
Allocation for Sheet Metal Assembly Using Beam-Based Model,”
Trans. of IIE, Design and Manufacturing, 35(4), 329-342.
[8] Box, G.E.P, Luceno, A., (1997), "Statistical Control: By Monitoring
and Feedback Adjustment," John Wiley & Sons, Inc., New York, NY,
USA.
[9] Xing, A. W., and Mahajan, R. L., (1996), “Artificial Neural Network
Model-Based Run-to-Run Process Controller,” IEEE Transaction on
Components, Packaging, and Manufacturing Technology-Part C,
19(1), 19-26.
[10] Tsung F., Li Y., Jin M., 2008, “Statistical process control for
multistage manufacturing and service operations: a review and some
extensions,” International Journal of Services Operations and
Informatics, 3(2), pp. 191-204
[11] Ceglarek, D., Prakash, Tripathi A., and Kong Z., 2007, Diagnosis of
Product Failures in Ill-Conditioned Multi-station Assembly Systems
using Enhanced PLS Method, Proc. 40th CIRP Int. Man. Sys. Sem.,
Liverpool, UK.
[12] Kalman R. E., 1960, “A new approach to linear filtering and
prediction problems,” ASME Trans., Ser. D: J. Basic Eng., 82, 35-45.
[13] Rong, Q., Shi, J., and Ceglarek, D., (2001), “Adjusted Least Squares
Approach for Diagnosis of Compliant Assemblies in the Presence of
III-Conditioned Problems,” ASME Trans., J. Manuf. Sci. Eng.,
123(3), 453–461.
[14] Ding, Y., Jin, J., Ceglarek, D., Shi, J., 2005, "Process-Oriented
Tolerancing for Multi-station Assembly Systems," IIE Transactions on
Design and Manufacturing, Vol. 37, No. 6, pp. 493-508.
[15] Tracy, N. D., Young, J. C., and Mason, R. L., (1992), “Multivariate
Quality Control Charts for Individual Observations,” J. Quality
Technology, 24, 88-95.
220
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009

Abstract—Increasingly, globalization coupled with
environmental requirements, have spearheaded new levels of
requirements for product end-of-life, the last phase of product
lifecycle management (PLM) especially, for product
remanufacturing and recycling which involves product disassembly
to retrieve the desired parts and subassemblies. Selection of optimal
disassembly schedule is a major concern for remanufacturing and
recycling industries as it directly affects the inventory of the
manufacturing unit and influences the final product cost.
This paper proposes the Constraint Based Fast Simulated
Annealing (CBFSA) algorithm methodology to determine the
ordering and disassembly schedule to minimize inventory level for
products with general assembly product structure, i.e., the general
structure with parts commonalities.
The proposed CBFSA algorithm uses constraint based genetic
operators integrated with the SA approach to make the algorithm
more search exploratory (guarantee the optimal or near optimal
solution) and converge efficiently (less time consuming). The
proposed algorithm provides a greater likelihood of avoiding the
local optima in comparison to the standard simulated annealing and
genetic algorithms by exploring a population of points, rather than
a single point in the solution space. The proposed methodology is
validated based on a numerical case study for disassembly
scheduling problem with parts commonality.
I. INTRODUCTION
Environmental concerns have led to increased attention on
product disassembly due to the potential of value recovery
from used products. The disassembly process is recognized
as one of the basic activities in product and material
recoveries such as re-use, remanufacturing, and recycling.
Gungor and Gupta [1] state seven disassembly objectives
which are as follows: (i) recovery of valuable parts or
subassembly (in short supply), which are common to other
products still being produced; (ii) retrieval of parts or
subassemblies of discontinued products to satisfy a sudden
demand for these parts; (iii) removal of hazardous parts; (iv)
increasing the purity of the remainder of the product for the
purpose of chemical reclamation; (v) extraction of parts
from the remainder of the product, which can be sent as
inventory for future use; (vi) decreasing the amount of
residue to be sent to landfills; and lastly, (vii) achieving
environment friendly manufacturing standards (i.e. meeting
the required ratio of using recycled parts to using new parts).
The process of material recovery incorporates recycling
1 The Digital Laboratory, WMG, University of Warwick, Coventry, CV4
7AL, United Kingdom
2 Industrial and Systems Engineering, University of Wisconsin–Madison,
WI 53706, USA
3 Department of Industrial Engineering & Management, Indian Institute of
Technology, Kharagpur, 721302, INDIA.
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and utilization of recovered material content of the used
product. Product recovery targets to remanufacture the
parts/components by performing the required disassembly,
sorting, refurbishing, and other operations [2]. In both types
of recovery processes, disassembly is an important step but
currently, operational problems in disassembly such as
disassembly planning and scheduling are not well
developed. Generally, an ad hoc disassembly process
without planning and scheduling is prevalent in most
remanufacturing and recycling companies, which results in
significant cost pressures [3]. It has been observed that very
little work has been done in the area of disassembly
scheduling [4]-[5]. Below, we briefly review the current
state-of-the-art.
Various researchers have applied stochastic and
deterministic algorithms to determine the optimal
disassembly sequence of complex products. Lambert et al.
[6]-[7] used the disassembly graph concept to determine the
optimal disassembly sequence of discarded products. A Petri
net based disassembly model has also been used to address
the disassembly planning problem [Xirouchakis and Kiritsis
[8], Moore et.al [9]-[12], Zussman et al. [13]-[14], Rai et al.
[15], Singh et al. [16], and Tiwari et al. [17]]. Prakash and
Tiwari [18] applied the psychoclonal algorithm approach to
address the disassembly line balancing problem with task
failure. Gupta and Taleb [19] and Taleb et al. [20] addressed
the scheduling aspects of disassembly of a discrete part
produced by developing a reverse Material Requirement
Planning (MRP). Lee et al. [21] proposed an Integer
programming model to solve the disassembly scheduling
problem. Kim et al. [24][25] addresses disassembly
scheduling by using direct approaches such as Lagrangean
heuristic algorithm and Branch and Bound algorithms.
In this paper, the problem of disassembly scheduling of
product structure as discussed by Taleb et al. [20] is
considered and a heuristic approach, namely, “constrained
based fast simulated annealing” (CBFSA) is developed and
applied to solve the problem. The algorithm aims to
determine the ordering and disassembly schedules of a
product to generate a near optimal schedule by primarily
considering end-of-life requirements as criteria. The
disassembly scheduling helps the manufacturing units to
determine which product, when and in what amounts have to
be disassembled in order to meet the market demand of
components/subassemblies and also keep inventory at a
minimum. In general, the disassembly problem can be
regarded as a reverse MRP problem [19]. However, as the
assembly process converges to a single demand source: final
product (convergence property), the disassembly process
Constraint Based Fast Simulated Annealing (CBFSA)
Approach to Solve the Disassembly Scheduling Problem
PKS Prakash1, 2, Dariusz Ceglarek1, 2, 4 and Manoj K. Tiwari3
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diverges to its multiple demand source of
product/component (divergence property). Thus, complexity
grows drastically with the number of products to be
disassembled and the existing lot-sizing algorithm (MRP-
based approaches) cannot be used directly to solve the
disassembly scheduling problems. The disassembly problem
is considerably more complicated when compared with the
MRP problem; mainly due to multiple demand sources in the
case of disassembly as compared to a single demand source
in the assembly processes.
The computational complexities involved in the
disassembly problem are motivating researchers to develop
an algorithm that is free from the disadvantages associated
with previously developed simple genetic algorithm (GA)
and simulated algorithm (SA). Some of the drawbacks
associated with GA are premature convergence, extreme
alliance of crossover; and too slow a mutation rate. SA has a
very high tendency of getting trapped into the local optima.
This paper proposes the CBFSA approach to address the
aforementioned two issues in solving the complex problem
of disassembly scheduling. The main feature of the CBFSA
algorithm is its ability to converge to a near optimal solution
quickly, despite the challenges related to the disassembly
scheduling problems such as high dimensionality,
discontinuity and multi-modality.
The rest of the paper is arranged as follows: Section II
provides the mathematical model of the problem. The
background and the proposed CBFSA algorithm, is
discussed in Section III. The CBFSA based heuristic
solution methodology is presented in Section IV. Section V
contains the result and discussion of the proposed solution;
and section VI provides concluding remarks.
II. MATHEMATICAL MODEL
Deciding a delivery schedule in order to have quick and
timely deliveries of components/sub-assemblies requires a
high level of synchronization between all business processes
from decision on sourcing to deliveries. The objective of the
paper is to decrease products inventory and economically
optimize product structure disassembly by considering parts
and materials commonality. In the disassembly structure,
part commonality refers to the product itself to be ordered
and leaf item represents an item that is not to be
disassembled further. The part commonality in the
disassembly scheduling problem refers to common items
that can be obtained from more than one parent. For
example, in Fig. 1 Part 5 is a common item and can be
obtained from either Parent 2 or Parent 3. The commonality
in disassembly helps to lower inventory cost and
disassembly cost due to quantity discount. It also helps in
reducing the use of parts/materials across several end
products. Part commonality makes the problem of
scheduling more complex since it adds more degrees-of-
freedom to the problem while creating dependencies
between the components in the product structure. This
section discusses the mathematical formulation used for the
disassembly scheduling problem.
A. Assumptions
As the problem of disassembly is quite complex, for the
purposes of this paper, the formulation of disassembly
scheduling problem is done based on several assumptions:
1) There is no shortage of the root item, i.e., products
used for disassembly. The root item can be supplied
whenever they are ordered.
2) The parts coming from external sources and not just
from disassembly are also considered in this paper.
The scheduled receipts from the external sources are
assumed to be known.
3) Demands of leaf items are given and deterministic.
4) There is no deadlock occurrence; hence, the parts are
produced on time.
5) Disassembly task failure rate is considered zero.
6) The disassembly lead-time, i.e., the time required to
disassemble the product is known and deterministic.
7) Inventory holding costs are computed at the end-of-
period
B. Notations
p
qc : Purchase cost of root item in period q.
d
rqc : Cost of disassembly of item r in period q.
s
rc : Set-up cost of item r.
I
rqc : Inventory holding cost of one unit of item r in
period q.
rqD : Amount of item r disassembled in period q.
rqE : Item r purchased from external resources in period
q.
qP : Purchase quantity of root item in period q.
iR : Total number of leaf items.
rqH : Level of inventory for item r in period q.
Jrq : Demand of item r in period q.
xrn : Number of units of item r obtained after
disassembly of item x.
)(r : It represents the part commonality for item r.
The basic objective functions for disassembly scheduling
problem as described by Lee et. al. [21] is given in Eq. (1).
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0Pq  for q = 1, 2…Q (1d)
0H rq  for r = 1, 2… R, and q = 1, 2, … Q (1e)
0rqD for r = 1, 2… Ri, and q = 1, 2, … Q (1f)
Equation (1) represents the objective function which
minimizes the production cost of the disassembly
operation(s) for a given product structure by taking into
consideration the purchasing cost, setup cost, inventory
holding cost and cost of disassembly. Equation (1a)
represents a decision variable which helps in deciding
whether there is a setup change for item r in period q.
Equation (1b) represents the inventory effect at the end of
the period q for item r when the parent items are
disassembled. Inventory of the leaf item r at period q can be
calculated by using Eq. (1c). Equations (1d-1f) represent the
constraint boundaries for selecting Pq, Hrq, Drq.
Most researchers have addressed the disassembly-
scheduling problem with the main aim to minimize the
number of products to be disassembled [20]-[21]. Lee et al.
[22] and Kim et al. [23] extended the disassembly
scheduling problem by incorporating the capacity constraints
for single and multi-products. This paper extends the
previous work by taking into consideration the capacity
constraints and parts coming from external sources during
disassembly scheduling. The objective function used for
solving the problem of disassembly-scheduling in this
research is the minimization of the total inventory holding
with the total number of root item disassembled as given by
Eq. (2).

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The CBFSA approach is used to determine the disassembly
schedule taking into account common parts and common
materials.
III. PROPOSED CONSTRAINT BASED FAST
SIMULATED ANNEALING
Intricacies involved with the satisfaction of constraints in
disassembly scheduling problems make the exact methods
such as mathematical programming and branch and bound
time consuming, whereas heuristic approaches do not
guarantee the optimal solution. Thus, there is a tradeoff
between computational time for solution evaluation and
quality of solution.
Several algorithms such as GA, SA, Tabu Search (TS),
ant colony, and neural network among others have been used
to solve challenging optimization problems. The diversity of
the aforementioned algorithms motivated authors to develop
the CBFSA algorithm, which endeavors to strike a balance
between the problems of exact and heuristic methods. The
CBFSA algorithms uses the constraint based genetic
operators integrated with the SA approach to make the
algorithm more search exploratory and converge efficiently.
The CBFSA algorithm satisfies all the problem constraints
defined by Eqs. (1d-1f) using the constraint based genetic
operator. The objective function as shown in Eq. (2) is used
to guide the solution toward the optimal/near optimal
solution. Simulated Annealing enhances the probability of
the algorithm to escape the local optima. In the upcoming
Sections A and B a brief review of SA and GA is presented.
A. Simple Genetic Algorithm
Genetic algorithms (GA) are stochastic search techniques
that rely on the mechanics of natural selection and natural
genetics [26]. In GA, the search starts with an initial set of
random solutions known as population. Each solution of the
population is referred as chromosome. Each of the
chromosomes of the population is evaluated using some
measure of fitness function. Based on the fitness function, a
set of chromosomes is selected for breeding. In order to
simulate a new generation, several biologically inspired
operators such as selection, reproduction, crossover and
mutation are applied on the selected set of chromosomes.
Based on the fitness value, parents and off-springs are
selected, while rejecting some of the chromosomes to keep
the population size constant. The execution of the algorithm
continues until the optimal or near optimal solution is found.
Care must be taken while designing the GA operators,
their probability and stopping criteria otherwise there is
always a chance for this approach to get trapped into some
local optima [27]-[28]. Moreover, due to the large search
space, the computational time needed to converge to the
final solution can be large making the approach inefficient
for handling multi-objective multi-constrained combinatorial
problems.
B. Simulated Annealing
The Simulated Annealing (SA) approach was proposed as
a mechanism to overcome the difficulties arising from GA
[29]-[30]. SA is a random local search technique analogous
to the physical annealing of solids. It starts with an arbitrary
estimate of the optimal solution. New estimates are obtained
by introducing random changes into the previous solution
and an energy function is used to determine the next
generation solution. In SA, uphill moves (for a minimization
problem) are also accepted, though with certain probability,
for coming out of the local minima [31]. The value of the
probability depends on two factors: (1) the difference
between energy functions of the current state and the
previous solution; and, (2) a parameter known as
temperature. The search is initiated with a high temperature
and as the search progresses, the temperature declines
according to an assumed cooling schedule. After several
generations, the algorithm converges to the optimal solution
of the problem. Although the technique proposes a useful
approach to constrained optimization problems, the use of
computationally expensive Monte Carlo simulation [32]
appears to prohibit its application for large-sized problems.
The novel search technique, CBFSA proposed in this
paper amalgamates the salient features of GA and SA, with
some modifications, in order to have a greater likelihood of
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escaping from the local optima by uphill and downhill
moves. Besides, the number of initial population could also
be reduced. Below, the proposed algorithm is explained in
detail.
C. Constrained Based Fast Simulated Algorithm
The proposed Constraint Based Fast Simulated Algorithm
is a general-purpose search technique that combines the
elements of the directed and stochastic search with a balance
between exploration and exploitation of the search space. At
the beginning, there is a randomly generated diversified
population. Constraint based crossover and mutation
operators are then used to explore the widespread solution
space. Later, SA is introduced as the selection process for
the acceptance of the best children as parents. The proposed
CBFSA algorithm employs a probabilistic transition rule
rather than a deterministic descent rule. In CBFSA, the
Boltzmann function is replaced by the Cauchy function in
the annealing process. The Cauchy function provides the
algorithm with a greater opportunity to move away from the
local minima. Fitness function is used throughout the
evolution operation to decide which solution will be fitter to
survive in the new population. The process is repeated for a
finite number of generations or till the temperature freezes to
allow convergence to take place at the optimal or near
optimal solution to the problem. The basic structure of the
algorithm is as follows:
1. Start with initial temperature To.
2. Randomly generate P organisms as parents.
3. Children are produced from each parent.
4. The best one in every family is selected by competition
among children ;
5. The parent for next generation is obtained for each
family.
Best child is adopted as parent for next generation, if
∆G=F2-F1 (difference of energy function between
different states, where energy refers to the objective
function pertaining to the various types of problem)
If ∆F>0 or ψ
FΔ)φ(T
)φ(T
22 >+
Where F1=energy function of children.
F2=energy function of its parent.
T (φ) is temperature at φ th generation
ψ is a random number between 0 and 1.
6. Reduce the temperature as follows
T (φ) =k T (φ )
where, k is a temperature reduction factor
7. Repeat step 3 to 6 for a finite number of generations or
till the temperature freezes
IV. SOLUTION METHODOLOGY
The proposed CBFSA was tested on a well-known
problem of disassembly scheduling of product structure
taken from Taleb et al. [20]. This section discusses the
different design issues of the CBFSA in a disassembly
scheduling problem.
A. Problem description
The disassembly structure of a product incorporating part
and material commonality is shown in Fig. 1 [20].
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(.) = Represent number of parts obtained after disassembly
Figure 1: Disassembly of single product type with parts commonality
Figure 1 represents the product structure, where the
number in the parenthesis represents the yield of that item,
i.e., units of item obtained when its parent is disassembled.
Parts 5, 11 and 12 in Fig. 1 represent the part commonality
of Product 1. Table 1 presents the data related to the
disassembly lead time (DLT), i.e., the time needed to
disassemble a certain item and ordering lead time (OLT),
which is the time it takes for an order to arrive. Table 2
shows the demand of leaf in different time periods.
Additionally, Table 3 contains the data on procurement of
parts from external sources. The parts coming from external
sources are considered deterministic in nature. Table 4
provides the initial inventory present in the disassembly
firm.
TABLE 1. DLT AND OLT OF DIFFERENT PARTS GIVEN FIGURE 1
1 2 3 4 5 6 7 8 9 10 11 12
OLT 1 0 0 0 0 0 0 0 0 0 0 0
DLT 1 1 2 1 2 0 0 0 0 0 0 0
TABLE 2. DEMAND FOR LEAF ITEMS
Time Period
Leaf item 1 2 3 4 5 6 7 8 9 10
6 0 0 0 0 0 75 50 150 100 25
7 0 0 0 0 0 0 15 20 500 50
8 0 0 0 0 0 0 15 0 100 0
9 0 0 0 0 0 25 50 300 0 600
10 0 0 0 0 0 130 20 450 0 10
11 0 0 0 0 0 0 20 20 50 400
12 0 0 0 0 0 0 40 20 600 400
TABLE 3. PARTS PROCURED FROM EXTERNAL SOURCES
Time Period
Part 1 2 3 4 5 6 7 8 9 10
1 0 0 0 2 0 1 0 0 2 0
2 0 0 2 1 0 0 0 0 0 0
3 0 0 1 0 0 0 0 0 2 0
4 0 25 0 0 11 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 2 0 0 0 0
7 0 0 0 4 0 0 0 8 0 0
8 0 0 0 13 0 0 0 0 25 0
9 0 0 0 0 0 25 0 0 0 0
10 0 1 0 1 0 0 3 0 0 0
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11 0 0 0 0 10 0 0 0 0 0
12 4 0 0 0 0 8 0 0 0 0
TABLE 4. INITIAL INVENTORY
part 1 2 3 4 5 6 7 8 9 10 11 12
Initial Inventory 2 1 5 0 5 8 10 0 12 4 10 12
B. Encoding Schema
Keeping in mind the influence of an encoding scheme on
all the subsequent steps of the algorithm, it is crucial to have
a good encoding scheme that can clearly describe the
problem-specific characteristic. The disassembly scheduling
problem considered in this paper can be divided into two
sub-problems: minimizing the number of parts disassembled
during disassembly and minimizing inventory. As the
disassembly-scheduling problem is complex in nature due to
large search space, the concept of masking is initiated in
order to decrease the search space and to speed up the
convergence rate of CBFSA. In masking, positions to be
masked are determined in the gene using Eqs. (3-4). Masked
positions are considered as infeasible genes.
Notations:
Q =total number of Periods.
lr =longest disassembly time for parent item r.
Sr =shortest disassembly time for parent item r.
Irf =period at which first demand is made for parent item
r.
l
rqM =masking status for part r at interval q using longest
disassembly time.
s
rqM =masking status for part r at interval q using shortest
disassembly time.
Mrq =final masking status for part r at interval q.

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
 
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else
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rq 0
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where, q = 1, 2 … Q and r = 1, 2 … Ri
MM srqrq 
l
rqM (5)
where, lrqM and
s
rqM are obtained from the decision
variable given in Eqs. (3-4). The Boolean operator between
l
rqM and
s
rqM are used to determine Mrq . If the obtained
Mrq is equal to one then the gene is masked and cannot be
scheduled for disassembly. For the present problem the total
number of period Q is taken as 10. lr and Sr are calculated
using the precedence relation product structure, for example
lr and Sr for part 2 is 3 and 1 units, respectively; the path
used in calculating the lr and Sr for part 2 is shown in Fig. 2.
An example of chromosome generated is given in Table 5.
For clarity the masked positions are represented by ‘*’ in the
given chromosome. Table 6 illustrates the inventory status
for the chromosome.
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11
Represents the Longest path of parent item to reach leaf item
Represents the shortest path of parent item to reach leaf item
Figure 2. Shortest and longest paths for parent 2 to reach leaf item
TABLE 5. INITIAL SOLUTION
Items
Period
1 2 3 4 5 6 7 8 9 10
1 * 60 35 50 500 0 0 0 * *
2 * * 60 30 59 450 50 0 0 *
3 * 0 40 10 50 400 60 50 * *
4 * * * * 124 20 450 0 10 *
5 * * * 20 20 156 450 500 * *
Table 6. Inventory Status for initial solution
Periods
Items 1 2 3 4 5 6 7 8 9 10
1 2 0 0 0 0 1 1 1 3 3
2 1 1 3 9 0 50 0 0 0 0
3 5 5 146 241 341 1441 1381 1331 1333 1333
4 0 25 25 85 2 41 41 91 81 81
5 5 5 5 45 95 8 58 8 68 118
6 8 8 8 188 278 382 1682 1690 1590 1565
7 10 10 10 14 54 64 99 479 39 39
8 0 0 0 13 53 63 98 498 483 533
9 12 12 12 12 12 384 394 1444 1444 874
10 4 5 5 6 6 0 3 3 3 3
11 10 11 11 11 21 165 185 771 1171 1281
12 16 16 16 16 16 44 24 160 10 110
C. Initialization and Evaluation
The proposed CBFSA operates on a population of
randomly generated individual strings called chromosomes.
Each element of a chromosome is called a gene. The number
of chromosomes in a population is called population size
denoted by pop_size. Researchers have taken either
heuristics procedures or random techniques to generate
feasible strings that form the initial population. Here, the
initial population is generated randomly. It is believed that a
more diverse population initiates a more effective search. It
is also a known fact that the computational efforts are
reduced by improving the fitness value of the initial
population. Therefore, the population is generated randomly
to improve the average fitness value of the population. The
initial temperature (To) is initialized at the start of the
algorithm. After initialization, the evaluation of each
chromosome is carried out using the fitness function given in
Eq. (2). The fitness function plays an important role in
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deciding the population for each generation. The pqc and
I
rqc cost associated with the disassembly problem is 15 and 1
units, respectively. The fitness function calculated for
chromosome as shown in Table (5-6) is evaluated as 36795.
D. Selection
The best offspring produced in each family is included in
the next generation’s population according to some selection
criteria. The selection criteria used in CBFSA algorithm is
inspired by the transition probability function used in the SA
approach. The transition probability function accepts both
uphill and downhill moves thus the function is capable of
avoiding entrapment at the local maxima. These criteria can
be given as:
1) Fitness function criterion
If an offspring chromosome is fitter than the parent
chromosome, it will move to the next generation. This can
be calculated as,
ΔF = F2 - F1 (5)
where,
F2 = fitness function of the best offspring in each family,
F1 = fitness function of the parent of that family.
If ΔF comes greater than zero, then the best offspring of the
family is accepted as a parent for the new generation.
2) Probabilistic criterion
Even if the best offspring of any family is inferior to its
parent, i.e., it may have a lower fitness value, there is still
some probability for its acceptance in the new generation, so
as to escape the chances of convergence at any local
optimum. The probabilistic function used here for this
purpose is the Cauchy distribution defined as:
C(T(), ΔF) = 




22)(
)(
FT
T (6)
where, T() is temperature during the th generation
decided by the cooling schedule. If an inferior offspring
moves to the next generation C(T(), ΔF) should be greater 
than , where  is any randomly generated number
between 0 and 1.
In this research the conventionally used Boltzmann
distribution function is replaced by the spherically
symmetric Cauchy distribution function due to its ability to
escape the local optima much more effectively. The
justification to use spherically symmetric Cauchy function as
a transition function instead of the Boltzmann distribution,
during the SA stage for the selection of best children as a
parent is provided in [33].
E. Cooling schedule
Cooling schedule determines the value of the transition
probability function used in the selection criterion and thus
carries significance. In the proposed algorithm, the cooling
schedule employed is defined by Eq. (7).
T (φ) =k T (φ ) (7)
where, k is the reduction factor. The value of k in this
research has been set to 0.9 after carrying out several
simulation runs.
F. Constraint Based Crossover
Crossover is a process by which two parent strings
recombine to produce two new offspring strings. The idea
behind crossover is that the new solution may be better than
both parents if it takes the best characteristics from each. In
the literature there exist several crossover operators that
have been used for sequencing and scheduling problems
such as partially mapped crossover (PMX) [34], and order
crossover (OX) [35]. In this research, the constraint based
crossover operator proposed by Cormier et al. [36] has been
used to solve the disassembly scheduling problem. In
constraint-based crossover, depending on the problem
constraints, the attribute values are assigned from the parents
into the child. Two parent solutions are randomly selected
from the survivor population and then attribute values from
the parents are assigned to the offspring. The pseudo-code of
the constraint-based crossover is given as follows:
Nomenclature:
Ac,r(t, q) :Value of characteristics s for chromosome c at
generation t in period q.
Dc,r(t, q) :Domain for characteristic s of chromosome c
at generation t in period q.
Wq : Set of attributes in period q where Wq={1, 2,
…R}
Pc : Population generated from crossover
Cp : Set of leaf item having more than one parts
parents in the product architecture.
Update(Pc) : Function that update the characteristics r of
the chromosome c at generation t and period q
Pseudocode of the constraint-based crossover algorithm
For x = 1 to n; nx  // for every new child in the pool
{ P=[P1, P2 …, Pn] // P is set of available Parent }
Select two parents {P1 P2} where P1P2 and P}{ 21 PP
Wq = {1, 2, …, R} // a set of attributes
Pc=random(P1, P2)
For q=1 to Q; Qq 
{ If AP1,r(t, q) Dc,r(t, q) && AP1,r(t, q)  Dc,r(t, q)
{ Ac,r(t, q)= AP1,r(t, q)
Update (Pc)
Elseif AP1,r(t, q)Dc,r(t, q) && AP1,r(t, q) Dc,r(t, q)
Ac,r(t, q)= AP2,r(t, q)
Update (Pc)
Elseif AP1,r(t, q) Dc,r(t, q) && AP1,r(t, q) Dc,r(t, q)
Ac,r(t, q)=min{ AP1,r(t, q), AP2,r(t, q)}
Update (Pc)
Else
If rCp
{ Update (Pc) // update the population
s. t., Ac,r(t, q)  Dc,r(t, q)
Elseif rCp
Update (Pc) // update parent items producing r in product
structure, randomly
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s. t., Ac,r(t, q)  Dc,r(t, q)
}
}
}
In the present disassembly scheduling product structure
problem, the crossover takes place between two scheduling
matrix of order QR i  by interchanging the rows where Ri
represent the parent items and Q is the total number of
periods considered for scheduling. The rows interchange
during crossover may lead to a violation of constraint
defined by Eqs. (1d-1f). Thus, constraint based crossover is
needed to satisfy all the required constraints.
G. Constraint Based Mutation
Constraint based mutation is a unary genetic operator that
operates on a single chromosome at a time and generates
off-spring by altering one or more values in a solution, based
on the user-definable mutation probability pm. The mutation
probability, defined as the percentage of the total number of
genes undergoing alteration, controls the rate at which new
genes are introduced into the population for trial. Mutation
modifies the attribute values to introduce variety into the
population of design alternatives. The main aim of the
constraint based mutation operator is to prevent mutation
from rendering a previously feasible alternative which may
be infeasible in the constrained environment. The pseudo-
code of the constraint-based mutation is given as follows:
Psuedocode of the constraint-based mutation algorithm
P=[P1, P2 …, Pn] // list of populations
For K = 1 to M // for each mutation to be performed
{ Select population P, i.e., PP
PM =mutation (P); // perform mutation
Wq = {1, 2, …, R} // a set of attributes
For q=1 to Q; Qq 
For r=1 to R; Rr 
{ If AM,r(t, q) Dc,r(t, q)
{ If rCp
{ Update (PM) // update the population based on
disassembly product structure
s. t., AM,r(t, q)  Dc,r(t, q)
Elseif rCp
Update (PM) // update parent items producing r in product
structure, randomly
s. t., AM,r(t, q)  Dc,r(t, q)
} } } }
Constraint based mutation is carried out by interchanging the
gene in the same row by taking into account the demand of
leaf items. In the present problem, mutation helps to
reschedule the items that lead to the minimization of the
inventory level.
H. Stopping criteria
The stopping criteria for the proposed CBFSA algorithm
are as follows:
1. As the temperature falls to a certain prescribed value,
the iterations are stopped.
2. If GEN=MAX_GEN, then the search procedure
terminates and the maximum value of the objective
functions is obtained.
3. For collecting the number of rejection of perturbed
solution, a reject counter is set as REJECT_MAX. In the
case of the rejection of a solution, the reject counter
increases by 1. As soon as the counter reaches a
predetermined fixed value, the search procedure terminates
which signifies that a near optimal solution has been
achieved. REJECT_MAX in this paper is set to 3 which
signify the algorithm will be terminated if the solution is not
improved in the last 3 steps.
V. RESULTS AND DISCUSSION
The results obtained for the disassembly scheduling
problem illustrated in Section IV.A are shown in Table (7-
9).
TABLE 7. OPTIMAL CHROMOSOME
Items
Periods
1 2 3 4 5 6 7 8 9 10
1 * 0 84 17 460 0 0 0 * *
2 * * 0 88 17 460 0 0 0 *
3 * 0 0 0 66 400 60 50 * *
4 * * * * 124 17 450 0 10 *
5 * * * 0 16 20 600 400 * *
TABLE 8. INVENTORY STATUS FOR OPTIMAL CHROMOSOME
Periods
Items 1 2 3 4 5 6 7 8 9 10
1 2 2 0 0 0 1 1 1 3 3
2 1 1 3 0 0 0 0 0 0 0
3 5 5 6 258 243 1223 1163 1113 1115 1115
4 0 25 25 25 0 0 10 10 0 0
5 5 5 5 5 77 74 0 0 60 110
6 8 8 8 8 272 250 1580 1438 1338 1313
7 10 10 10 14 14 14 65 445 5 5
8 0 0 0 13 13 13 64 464 449 499
9 12 12 12 12 12 384 385 1435 1435 865
10 4 5 5 6 6 0 0 0 0 0
11 10 11 11 11 21 145 158 608 1158 1168
12 16 16 16 16 16 24 0 0 0 0
Table 7 shows in which period and how much of the
parent item should be send for disassembly so that demand
for the leaf item can be met. Table 8 shows the effect of
disassembly on the inventory of the manufacturing unit.
Based on the ordering lead time (OLT) for the root item 1
purchasing schedule can be prepared to mean the demand of
all the leaf items. Table 9 shows the purchasing schedule of
the root item.
TABLE 9. PURCHASING SCHEDULE FOR ROOT ITEMS
Root item
Periods
1 2 3 4 5 6 7 8 9 10
1 0 82 17 458 0 0 0 0 0 0
The solution determined using the proposed CBFSA
methodology is compared with the solution obtained by
Taleb et al. [20]. The Taleb et al. [20] identified the
disassembly schedule for ordering root parts without taking
into consideration the inventory holdings of items. The total
number of root part disassembled is reduced from 560 to
557 and the total inventory holding is reduced from 23760 to
23016 as obtained by Taleb et al. [20].
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The CBFSA based algorithm was coded in C++ language
and the program was run on IBM PC with Pentium CPU at
2.0 GHz.
VI. CONCLUSION
This paper presents a novel algorithm, namely, constraint
based fast simulated annealing (CBFSA) to tackle
constrained optimization problems. The proposed CBFSA
algorithm uses the constraint based genetic operators
integrated with the SA approach to make the algorithm more
search exploratory. The algorithm’s robustness has been
enhanced by incorporating the Cauchy function, which
provides a greater likelihood to escape from the local
optima.
The verification of the proposed methodology is presented
through a case study of a disassembly-scheduling problem
with parts commonality. The proposed methodology is
robust in identifying the optimal/sub-optimal solution for
disassembly scheduling problem involving constraints.
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Abstract— А static job-shop contains n jobs and m different
machines each of which processes only one job at а time. Each 
job consists of а chain of operations each of which needs to be 
processed during an uninterrupted period on а given machine. 
The processing time for each operation is already determined.
Each job may require more than one machine and may use
them in а different order. The problem is to determine the 
starting times of each job-operation to minimize the total
scheduling time.
Such job-shop problems, especially for large size models, can be
solved by using numerous priority rules. We selected several of
the most effective and well-known rules and examined their
relative improvement rates for different job-shop problems,
mainly of large size ( 000,40 nm ). Extensive experimentation
was undertaken to determine ( nm  )-areas where а certain 
priority rule performs better than the other ones. Conclusions
were drawn on the basis of computational results.
I. INTRODUCTION
Many scheduling problems are based on а general job-shop
problem with n jobs and m machines. Unlike dynamic
scheduling models [see, e.g., Conway et al. (1967), Eilon
(1979), Ramasesh (1990),
etc.] with the objective function of minimizing mean flow
time rather than the makespan, minimizing the makespan is
the most common criterion for static job-shop models [see
Coffman (1976), Garey and Johnson (1977, 1979), French
(1982), Sen and Gupta (1984), Adams el al, (1988), Carlier
and Pirson (1989), van Laarhoven et al. (1992), Lourenco
(1995), etc.].
We consider a static deterministic job-shop without job
delivery dates or lateness of completed jobs. А static job-
shop contains n jobs and m different machines each of
which processes only one job at а time. Each job consists of 
а chain of operations each of which needs to be processed
during an uninterrupted period on а given machine. The 
processing time for each operation is already determined.
Each job may require more than one machine and may use
them in а different order. No jobs are processed at the same
time on the same machine.
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Job-shop problems, especially for large size models, can be
solved by using numerous priority rules that have been
developed in the last three decades [see Muth and Thompson
(1963), Gere (1966), Panwalker and Iskander (1977),
Golenko (1973), Graves (1981), Blackstone et al. (1982),
Barker and Graham (1985), Scully (1987), Haupt (1989),
Dell’ Amico and Trubian (1993), Golenko-Ginzburg and
Kats (1994), etc.]. The objective is to minimize the
makespan (the schedule time) according to the starting times
of job-operations obtained by using priority rules.
We will select several of the most effective and well-known
priority rules in order to examine their relative improvement
rates for different job-shop problems, mainly of large size
( 2001  m , 2001  n ).
A basic concept is implemented in this selection:
It is well-known [see, e.g., French (1982)] that for the
objective of minimizing the makespan, the “most work
remaining” rule performs better than most other priority
rules. Therefore we will select and then examine five rules
based on the “longest remaining time” concept; these are
LRT (Longest remaining time), TSW (tense + SPT +
waiting), TS (tense + SPT without waiting), PC (pairwise
comparison) and TPC (tense + pairwise comparison). Note
that those priority rules assign job-operations for which all
predecessors are already scheduled [13-14].
Extensive experimentation will be undertaken to determine
 nm  -areas where а certain priority rule performs better 
than the other ones.
Conclusions will be drawn on the basis of computational
results. The computing program producing those results is
available on request from the authors. It is written in С
++
programming language on а Vax 8500.
II. NOTATIONS
Let us introduce the following terms:
n - number of jobs iJ , ni 1 ;
m - number of machines kM , mk 1 ;
iO -  -th operation of iJ , im 1 ;
im - number of operations for job iJ ;
it - processing time of iO (pregiven);
im - index of the machine on which iO is
processed, mmi  1 (pregiven);
Comparative efficiency of preference rules in large
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i mtV , - initial data matrix;
iS - starting time of operation iO on
machine im (to be determined);
 tTi - time moment job iJ has entered the
line for a certain machine and
proceeds waiting in that line at
moment t ;
  



i
i
ii
i
StSM
,,
minmax  - makespan
(scheduling time).
The job-shop problem is as follows: determine optimal
starting times
iS to minimize the schedule time
  





 



i
i
ii
iS
StS
i ,,
minmaxmin
s.t.
0iS , ni 1 , im 1 ,
 iii tSS  ,1, , 11  im .
The selected priority rules to be examined are outlined
below.
III. PRIORITY RULES CONSIDERED
Each priority rule fully determines the way a job is chosen
for the machine from а line of jobs ready to be processed on
that machine. Assume that at а certain moment t , q job-
operations
qqiii OOO  ,...,, 2211 are waiting to be processed on
machine kM , i.e., relationships kmmm qqiii   ...2211
hold.
In order to compare the selected rules with some well-known
bench-marks we have inserted two additional classical rules,
namely [13-15, 21-22]:
Rule 1: SPT (Shortest Processing Time) [see Muth and
Thompson (1963), Gere (1966), Panwalker and Iskander
(1977), etc.].
Choose job
i
J with
rriqr1i
tmint




.
Rule 2: FIFO (First In - First Out) [Muth and Thompson
(1963), Gere (1966), Panwalker and Iskander (1977), etc.].
Choose job
i
J with    tTtT
rriqr
i 


1
min

.
Thus the job which first entered the line is served first.
The rules under comparison are as follows:
Rule 3: LRT (Longest Remaining Time) [Muth and
Thompson (1963), Gere (1966), Panwalker and Iskander
(1977), etc.].
Choose job
i
J with 




ri
r
r
i m
v
viqr1
m
v
vi tmaxt




.
Rule 4: TSW (Tense + SPT + Waiting) [Gere (1966),
Golenko (1973), Golenko-Ginzburg and Kats (1994), etc.].
The rule is realized by determining, at moment t , the so-
called "tense job" which is chosen from all n jobs and
which, in reality, causes а bottleneck in the job-shop.
From all jobs n1 J,...,J choose at moment t job J with
longest remaining processing time, i.e.,





i
i
m
dv
ivni1
m
dv
v tmaxt



,
where
 ttS:bmaxd 1b,i1b,ii  
and
 





.tmomentatprocessedisOifStt
;tmomentatprocessednotisOift
t
iii
ii
i
ididid
idid
id
If

J (we will henceforth call it the tense job) is not in the
line for kM , then carry out а check: has J already passed
machine kM ? If yes, then choose the job according to rule
SPT, i.e., choose job
i
J with
rriqr1i
tmint




.
If not, then calculate kT - the earliest moment J can be
processed on machine kM . If
tTtmin kiqr1 rr   ,
then choose job
i
J . If tTt ki    wait until kT and
then process

J on machine kM .
If

J waits in the line for machine kM it has to be chosen,
i.e., tS d  .
The operational significance of "waiting" is as follows: in
certain cases it is reasonable not to choose a job from the
line waiting for a machine when it becomes available for
use, but to keep the machine idle until the "bottleneck" job is
ready to be served on that machine. Such a policy may result
in decreasing the makespan. Rule 4 is similar to the "look
ahead" and "insert" mechanisms suggested by Gere (1966).
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Rule 5: TS (Tense + SPT; No Waiting) [see Gere (1966),
Golenko (1973), etc.]. If the tense job

J is not waiting in
line for machine kM , choose job J according to Rule 1.
If the tense job is in the line, it has to be chosen.
Rule 6: PC (Pairwise Comparison) [see Gere (1966),
Golenko (1973), Barker and Graham (1985), etc.].
Arrange a pairwise comparison between the first
competitive job-operations
11i
O

and
22i
O

as follows:
If
 
 























1
1
1
2
2
222
2
2
2
1
1
111
,max/
,max/
1
12
1
21
ii
ii
m
d
di
m
d
dii
m
d
di
m
d
dii
tttiiEst
tttiiEst




(1)
job operation
11i
O

wins the competition. The winner
competes with the next job - operation
33i
O

in the line, etc.,
until only one winner is left. The latter has to be chosen for
machine kM .
Value  21 i/iEst is the minimal time period within which
both jobs
1i
J and
2i
J can be accomplished, on condition
that
1i
J is operated first and
2i
J afterwards. Calculating
 21 i/iEst is based on an assumption that future job-
operations
1i111 m,i1j,i
O,...,O

and
21i222 m,i1j,i
O,...,O

will
not have to wait in lines. Value  12 i/iEst is calculated
for the case in which job
2i
J is operated first.
Several modifications of heuristic pairwise comparison have
been successfully used to simulate job-shop problems, e.g.,
the "alternate operation" mechanism [Gere (1966)].
Rule 7: TPC (Tense + Pairwise Comparison) [see Golenko
(1973), Golenko-Ginzburg and Kats (1994)].
If the tense job (see Rule 4) waits in the line, it has to be
chosen. Otherwise choose according to Rule 6.
As to all competitive single-directional rules TSW, TS, TPC
and PC, they all are of complexity  mnO 2  .
Rule 8: BIDIR. To expanse the comparative rules' area
Rules 1-7 have been supplemented with the well-known
BIDIR rule [7].
IV. EXPERIMENTATION
In order to compare the efficiency of the rules outlined
above, extensive experimentation was carried out within two
stages. At Stage I, fifty job-shop models, mostly of large
 100,1  nm size were considered. For each model, 1,000
initial data matrices (simulation runs) were simulated: all
values ijt are whole numbers uniformly distributed between
1 to 99, while for each job iJ we obtained im1i m,...,m , by
simulating a random permutation from  m,...,2,1 . For each
initial data matrix, makespans were calculated for schedules
obtained by using each priority rule. Then, average
makespan values were calculated for each rule and each
combination of m and n .
In order to determine the relative improvement rate of each
priority rule against the others, all average makespan values
for one and the same job-shop model were subdivided by the
minimum of those values, i.e., by the minimal average
makespan obtained by using the best priority rule.
We examined the convergence of those relative values for
1,000, 2,000 and 3,000 simulation runs. The results obtained
show that for all priority rules and all job-shop models, their
relative improvement rates, beginning from 1,000
simulations, remain practically unchanged.
Each  nm  -job-shop model corresponds to a certain
heuristic rule (amongst those under comparison) which, for
that job-shop, performs better than all other rules. It can be
readily recognized that for such a priority rule, the
corresponding  nm  -nodes are not scattered in disorder
within the range 2001  n , 2001  m , but have a
tendency to be concentrated in a certain restricted  nm  -
area. All nodes belonging to that area correspond to the one
and the same "best priority rule". Figure 1 represents three
 nm  -areas for which the best rules are TSW, PC and TS,
respectively. In order to define those areas more precisely,
additional experimentation for boundary nodes between the
areas as well as for job-shop models with small n and m
was undertaken.
V. CONCLUSION
The following conclusions can be drawn from the study:
1. For static job-shop problems of medium and high
model size, the bench-mark priority rules SPT and
FIFO are from 4% to 12% less efficient than
Rules 3-8.
2. Amongst priority rules 3-8, heuristics TSW, TS,
PC and TPC are from 1.0% to 3.0% more
efficient than the simple priority rule LRT.
3. The relative improvement rates of simple priority
rules (SPT, FIFO and LRT) against other more
complicated heuristic rules, in case nm  do not
depend on the model size and seem lo be about
constant. But for a fixed n , increasing m results
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in increasing the relative improvement rates for
rules SPT, FIFO and LRT against heuristic rules.
On the other hand, an increasing n with fixed m
results in a tendency of the relative improvement
rates of simple priority rules to decrease. Thus, in
case mn  , e.g., 20n  , 100m  , the
relative improvement rates of SPT, FIFO and LRT
are very close to the best heuristic rules, while in
the case mn  , e.g., 100n  , 20m  ,
rates SPT and FIFO do not work well and are
from 10% to 12% less efficient than the heuristic
rules.
4. Heuristic rules TSW, TS, PC, TPC and BIDIR are
practically non-sensitive to changes in values m
and n .
5. For boundary nodes between the areas, both
corresponding heuristic rules can be used in
practice. The difference in the relative
improvement rates is about 0.1% to
0.3%.
6. The results obtained enable the solution of any
industrial  nm  scheduling problem of
practically any dimension. One has only to
determining the corresponding best priority rule
for the couple  n,m under consideration and
later on to determine the corresponding
deterministic schedule by means of that priority
rule.
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Abstract—Manufacturing enterprises have to cope with an 
increasing pressure from the global marketplace that leads to 
frequent changes of demand volumes and technological 
characteristics of products. The competitiveness of an 
enterprise can be strongly affected by its ability to find a 
proper trade-off between capital intensive investments in 
system flexibility as well as in productivity. Here we tackle this 
problem by presenting a method for designing Focused Flexible 
Manufacturing Systems (FFMSs) in face of variable and 
evolving demand. So as to capture uncertain demand we take a 
scenario based approach, and apply stochastic programming 
for finding system configurations that minimize the expected 
investment and operating costs. Thanks to efficient 
decomposition techniques the solutions of multi-stage stochastic 
programs can be re-iterated in a rolling horizon scheme. 
Through a set of computational experiments we corroborate 
the viability of this novel approach to manufacturing capacity 
planning, as well as compare and analyze various modelling 
and solution options.   
 
I. INTRODUCTION 
anufacturing flexibility is seen as one of the general 
answers for surviving in markets characterized by 
uncertain demand and fast evolution of technology. 
Flexibility traditionally refers to the tactical ability of an 
entire manufacturing and logistics system to change with 
reasonably little time and effort to the production of new – 
although similar – mix of products [1]. However, the 
competitiveness of an enterprise can be strongly affected by 
capital intensive investments in system flexibility; therefore, 
any manufacturing system should be endowed with a 
flexibility level that is tailored to its anticipated production 
problem [2]-[4]. Focused Flexibility Manufacturing System 
(FFMS) is a novel manufacturing system architecture that 
rationalizes system flexibility by finding the best trade-off 
between productivity and flexibility [5]. Consequently, an 
FFMS typically contains such a combination of general 
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purpose and dedicated resources that fits the mix of 
anticipated demand in a way that minimizes the expected 
investment and operating costs. 
In this paper we tackle the problem of designing FFMSs 
in face of variable and evolving demand. This is basically a 
capacity planning problem when future demand has to be 
matched with capacities on a medium term by relying both 
on uncertain (demand related) and certain (technology 
related) information. The proposed design model aims at 
defining an appropriate plan of system configuration and 
future reconfigurations to cope with the changes affecting 
the external and internal production environment. For 
handling uncertainty inherent in this capacity planning 
problem, we combine three generic methods of production 
management.  
First, the problem is formulated on an appropriate level of 
aggregation. Here we emphasize that aggregation not only 
reduces the complexity of the capacity planning problem 
when deciding over future system configurations, but also 
addresses uncertainty of production: it does not allow 
generating detailed plans for a future that will certainly be 
different from what we anticipate now [6]. 
Secondly, we not only generate immediate resource 
acquisition and assignment decisions, but also provide 
information on alternative future situations. Decisions 
referring to the future are provisional because they will be 
affected by demand uncertainty at the time of decision 
making. In order to capture stochastic demand with as few 
assumptions towards underlying market processes as 
possible, we take a scenario based approach [7] and apply 
stochastic programming [8]. This enables us to describe 
complex, two- and multi-stage decision mechanisms. Note 
that stochastic programming with alternative demand 
scenarios captures the essence of the process of designing an 
FFMS, since it allows for the revision of earlier design 
decisions as soon as more information about once uncertain 
demand is revealed. 
Finally, controlling the future by planning is possible only 
if one has accurate status information about past and present 
affairs. Hence, capacity planning has to be re-iterated from 
the current state that is matched to the real one time and 
again, on a regular basis. This means following the well-
proven managerial practice of planning on a rolling horizon. 
When adopting and combining the above methods in the 
design of FFMSs one has to consider the following key 
issues. Aggregation is necessary, though, at the same time, it 
entails the risk that the solution of an aggregated formulation 
cannot be refined into an implementable disaggregated 
Rolling Horizon Stochastic Programming Approach to Designing 
Focused Flexible Manufacturing Systems 
Walter Terkaj, Tullio Tolio, József Váncza 
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model. Hence, even though working with aggregate demand, 
we took a special care when modelling the production 
technology that provides the link between demand and 
capacities: a fine-grained model was built that includes all 
the key resource types that are used in production and 
transportation, the routings of production operations, as well 
as the technological constraints that link specific products, 
operations and resources [4].  
The resulting mathematical program is extremely 
complex, because demand and production resources are 
interlinked by a system of technological constraints and the 
model handles interrelated resource acquisition and resource 
assignment problems; moreover, the size of the problem 
instances quickly grows with the number of alternative 
future scenarios that are considered. Hence, a series of 
decomposition methods have been elaborated to keep the 
necessary computational efforts controllable. These methods 
are reported in detail elsewhere [9], [10]. Herein, we discuss 
only the basic concepts and the results of applying them in a 
rolling horizon scheme, where capacity planning decisions 
are made for a given number of periods with projected 
stochastic demand. After implementing the first period’s 
decisions the horizon is rolled forward to the next one. 
To the best of our knowledge, the combination of 
stochastic and rolling horizon planning is a novelty in the 
field of capacity planning; such kind of combination is 
reported in [11] for scheduling supply chain operations in 
face of stochastic exogenous demand and also in [12] to plan 
outsourcing in manufacturing-to-order environments.  
Recently, multi-stage stochastic programming has been 
successfully applied for capacity planning in the 
semiconductor industry. These problems can be 
characterized by highly expensive resource investments on 
the one hand, and uncertain, volatile demand on the other 
hand [13]-[16]. Finally, here we can but note that investing 
into flexibility, or balancing resource flexibility and 
productivity, makes it possible to postpone some production 
decisions that are related to uncertain demand [17]. 
The complete problem statement will be presented in the 
next section (Sect. II), whereas the main features of the 
FFMS design model will be defined in Sect. III. Then, since 
the proposed capacity planning approach is based on 
probabilistic scenarios, attention must be paid to the 
generation of these scenarios (Sect. IV). The Rolling 
Horizon approach that exploits both the FFMS design model 
and the scenario generation method is presented and tested 
in Sect. V. Finally, we give main conclusions and refer to 
future developments (Sect. VI).  
II. PROBLEM STATEMENT 
A. FFMS Design problem 
This paper addresses the design of FFMSs in a production 
context characterized by mid to high demand volume of well 
identified families of products in continuous evolution [3]. 
Input information consists of data on demand, on the set of 
selectable resources and on the feasible process plans to 
machine the products. Since the attention is focused on 
FFMSs, the considered resources are CNC machine tools, 
transporters, load/unload stations and pallets. The output of 
the system design problem consists of the selection of 
resources and process plans to satisfy the production 
requirements during the whole system lifecycle.  
Process plans are an important input of the system design 
problem, since they specify how the resources can be used to 
produce the part types. It is assumed that such technological 
analysis has already been carried out so that the system 
designer can choose from a set of alternative process plans 
generated considering all the possible resources. Indeed, 
process planning defines the necessary operations and the 
setups required to execute the operations. We focus the 
attention on systems producing prismatic components which 
can be loaded on pallets to be machined on CNC machines, 
therefore operations and setups must be assigned to pallets. 
It must be noted that the choices related to process planning 
have also an economic impact; in fact selected process plans 
must be tested before starting mass production by checking 
if all operations are properly executable on the machines to 
which they are assigned. This testing phase, called process 
validation, has a cost because it is time consuming, thus 
reducing the plant capacity. 
The demand is characterized by a set of part types with 
their volumes and technological features. Volumes and 
features can evolve, e.g., new part types can be introduced 
and demand volumes can significantly change. Since 
managing information in an evolutionary perspective can be 
quite complex, a scenario tree representation can help to 
simplify the analysis. The considered scenario tree (Fig. 1) is 
a directed graph composed of nodes representing the 
outcomes of a set of random variables defining the 
production problem characteristics [7]. 
 
 
Fig. 1. Scenario tree representation 
 
Each node of the scenario tree contains the information 
related to the time period (e.g., six months, one year, etc.) 
that it is associated with. A sequence of linked nodes in the 
tree models the information evolution along the planning 
horizon. A path from the root node to a leaf node in the last 
time period identifies a scenario. The notation adopted to 
define the scenario tree is reported in Table I. 
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TABLE I. NOTATION FOR THE DEFINITION OF A SCENARIO TREE 
Notation Description 
z Scenario node belonging to the set {1,..., Z} 
k Time period belonging to the set {1,..., K} 
prz Realization probability associated with scenario node z 
npz Time period associated with scenario node z  
parz Parent node of scenario node z 
Treez Set of scenario nodes belonging to the scenario tree 
having node z as root node 
Pathz Set of scenario nodes consisting of the path from the 
root node to scenario node z  
 
The information represented by a scenario tree can be 
exploited by formulating a model according to the stochastic 
programming technique. A stochastic programming model 
allows to consider different decision stages and the initial 
decisions can be modified by future recourse actions 
according to the realization of the different scenarios [8]. 
Therefore this type of mathematical model gives as output 
the initial system configuration and the future 
reconfigurations. When a stochastic programming model is 
solved, the expectation of an objective function is optimized 
against the realization probabilities of the scenarios, while 
respecting a set of constraints. Depending on the number of 
times that the decision maker can revise the designed system 
solution, it is possible to model single-, two-  or multi-stage 
problems. Herein, we make the hypothesis that a decision 
stage corresponds to the beginning of a time period. The 
multi-stage approach should be adopted in production 
contexts characterized by frequent changes since it 
guarantees a precise modelling of the future evolutions and 
of the way to cope with them. As already anticipated, the 
proposed stochastic programming FFMS design model will 
be briefly described in Sect. III. 
B. Planning on a Rolling Horizon 
Previous works like [4] and [18] have shown that the 
FFMSs can offer a competitive advantage both in 
deterministic and evolutionary environments. However, so 
far the modelling of the production problem evolution has 
been limited to scenario trees characterized by two time 
periods and a few scenarios. The development of a 
decomposition algorithm presented in [9] and [10] has given 
the opportunity to solve problems that better represent what 
can happen in the future. In particular, it is possible to 
increase the length of the planning horizon, thanks to a 
higher number of time periods in the scenario tree, and the 
range of outcomes, thanks to a greater number of alternative 
branches. Even if the future evolutions of the production 
problem have been considered, the study was restricted to a 
static evaluation. Indeed, the evaluation of a system design 
method should be carried out simulating the real world 
evolution and taking into consideration the dynamics related 
to the actual implementation of the reconfiguration options. 
Such dynamic evaluation can be carried out by adopting a 
rolling horizon approach, as highlighted in the previous 
section. In this way the system design method is launched at 
each reconfiguration stage to determine the decisions that 
are required to better tackle the production problem in the 
incumbent time period. The steps required to apply the 
rolling horizon approach to the FFMS design problem are 
summarized in Table II. 
 
TABLE II. STEPS OF THE ROLLING HORIZON APPROACH 
Step Definition 
0 Set the number of time periods (H) in the planning horizon and 
the number of decision stages (D) in the system design model. 
Initialize the incumbent time period (k) to 1. Go to Step 1. 
1 Gather information about the present system configuration (if 
available), the selectable devices, the present demand and its 
possible evolutions. Go to Step 2. 
2 Generate a scenario tree with D time periods and root node in 
time period k. The number of branches at each time period 
must be set as well. Go to Step 3. 
3 Solve the D-stage stochastic programming FFMS design 
model associated with the new scenario tree. Save, implement 
and calculate the cost (CCk) of the system reconfiguration 
associated with the root node in time period k. Go to Step 4. 
4 If k = H, calculate the overall system cost (HC) associated 
with the complete planning horizon (1) and stop; otherwise set 
k:= k+1 and go to Step 1. 
 
The overall system cost (HC) accumulated on the 
complete planning horizon is calculated as follows:  
 
  11 1
H
k
k
k
CC
HC
r 

   (1) 
 
where r is the discount rate and the other parameters and 
variables are defined in Table I and Table II. 
III. FFMS DESIGN MODEL 
In this section a synthetic version of the FFMS design model 
is presented. For sake of simplicity we made the hypothesis 
that the resources cannot be dismissed. The sets of elements 
that are necessary to model the problem together with their 
notation are reported in Table III; moreover, the notation 
defined in Table I still holds.   
 
TABLE III. MODEL NOTATION 
Index Set 
i Machine Type belonging to the set {1,..., I} 
e Part Type belonging to the set {1,..., E} 
l Process Plan belonging to the set {1,..., L} 
w Operation belonging to the set {1,..., W} 
p Pallet Type belonging to the set {1,..., P} 
 
The Machine Type set contains all the types of machining 
centres that can be acquired or that are already available in 
the present system configuration. The Part Type set is 
composed of the part types that must be machined in the 
system to satisfy the demand. A part type requires a set of 
236
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
operations to be produced and all these operations are the 
elements of the Operation set. The parts are mounted on 
pallets to be processed by the machining centres and a 
process plan can be seen as an ordered sequence of pallet 
types. Input data are summed up in Table IV. The stochastic 
data of the problem consist of the demand for various part 
types.  
 
TABLE IV. MODEL DATA 
Parameter Definition 
De,z Demand of parts of type e in scenario node z 
mce Penalty/outsourcing cost for one part of type e 
vc Cost of process plan validation and refinement 
N0i Number of machines of type i already present in the 
initial system configuration 
Cmi Investment cost of a machine of type i 
Q0 Number of transporters already present in the initial 
system configuration 
Ct Investment cost of a transporter 
S0 Number of load/unload stations already present in the 
initial system configuration 
Cl Investment cost of a load/unload station 
T0p Number of pallets of type p already present in the 
initial system configuration 
Cpp Investment cost for pallets of type p  
r Discount rate 
 
The decision variables (see Table V) define the 
acquisition of the resource types (i.e. machining centres, 
load/unload stations, transporters, pallets) and the decisions 
regarding process planning and outsourcing. 
 
TABLE V. DECISION VARIABLES 
Variable Definition 
zINV   Investment Cost in scenario node z 
,i zN   Number of machines of type i acquired at the 
beginning of the planning period associated with 
scenario node z 
zS   Number of load/unload stations acquired at the 
beginning of the planning period associated with 
scenario node z 
zQ   Number of transporters acquired at the beginning of 
the planning period associated with scenario node z
,p zT   Number of pallets of type p acquired at the 
beginning of the planning period associated with 
scenario node z 
zOP   Operating Cost in scenario node z 
 , 0,1l znew   Equal to 1 if process plan l must be validated at the 
beginning of the planning period associated with 
scenario node z, 0 otherwise 
,e zMISS   Shortfall/outsourcing volume of parts of type e in 
the planning period associated with scenario node z
 
The objective function (2) of the model aims at 
minimizing the expected cost of the manufacturing system 
during the planning horizon considering all the stochastic 
data. This expected cost depends on the reconfiguration 
costs that are weighted according to the discount rate r and 
the realization probability of the associated scenario node z. 
 
 
  11min 1 z
Z
z z z
np
z
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 
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The reconfiguration cost of each scenario node z consists 
of two terms: an investment cost (INVz) and an operating 
cost (OPz). The investment cost (3) is related to the 
acquisition of the resources. The operating cost (4) is 
increased when the manufacturing system cannot meet the 
demand thus incurring in penalty or outsourcing costs. 
Moreover the operating cost takes into account the cost 
related to the validation of new process plans. 
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The full version of the FFMS design model considering 
all the constraints regarding the process planning, the system 
functionality, the operation assignments and resource 
capacities can be found in [4]. 
IV. EXPERIMENTAL SETUP 
A. Test Case Definition 
In this section we present details of the scenario 
generation method which is crucial when solving a FFMS 
design problem as defined above. Departing from the 
practice of a machine tool manufacturer, a test case has been 
built to evaluate the performance of the proposed FFMS 
design model over a long planning horizon. A subset of 5 
part types has been chosen for the test case, resulting in a 
total number of machining operations equal to 49. The set of 
selectable machines consists of 7 machine types with a 
different cost and performance. Of these machines one is a 
general purpose machine, three are drilling machines and 
three are roughing machines. Moreover, 16 pallet types are 
considered. The evolution of the demand of the part types 
has been modelled by means of a scenario tree (see Sect. 
II.a). Given the demand in the root node, we made the 
following hypothesis: in each scenario node z the demand of 
the five part types depends on the demand of the parent node 
and is influenced by two random variables taken from 
lognormal distributions. The first lognormal distribution (z) 
takes into account the increase/decrease of the aggregate 
demand, whereas the second lognormal distribution (e,z) 
describes the increase/decrease contribution to the demand 
of the single part type e. The variation of the aggregate 
demand introduces a positive correlation among the demand 
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of all the part types, whereas the second contributions are 
independent from each other. The reference [14] already 
suggested to use the lognormal distribution to generate a 
scenario tree, but the demand of each product was 
independent, not considering the effect of the aggregate 
demand. The expression to calculate the demand evolution is 
shown in (5) and the parameters are defined in Table VI. 
 
 , , , ,   : 1ze z e par z e z zD D z st        (5) 
 
TABLE VI. SCENARIO GENERATION DATA 
Parameter Definition 
 z() An i.i.d. sample from a lognormal distribution with 
expectation  and standard deviation representing 
the increase/decrease of the aggregate demand in 
scenario node z compared to its parent scenario node. 
e,z() An i.i.d. sample from a lognormal distribution with 
expectation  and standard deviation representing 
the increase/decrease of the demand of part type e in 
scenario node z compared to its parent scenario node. 
B. Scenario Generation Method and its Evaluation 
In the related literature it is quite common to make the 
hypothesis that the scenario tree perfectly models the 
evolution of the production problem [14]. However, real 
world problems are often characterized by a large or infinite 
number of possible future scenarios and, even if the 
stochastic parameters are modelled by discrete distributions, 
the number of combinations quickly reaches astronomically 
high values. Therefore it is not viable to solve the exact 
formulation of the stochastic programming problem and a 
key role is assigned to the scenario generation [19]. Instead 
of solving the exact problem, it is possible to address an 
approximated version of the problem by applying the 
Sample Average Approximation (SAA) method [20], [21]. 
The approximated stochastic programming problem does not 
include all the possible scenarios, but only a sample of N 
scenarios. Therefore, the optimal solution xN and the 
objective function value ZN of the approximated problem can 
be different from those obtained solving the true stochastic 
problem (x* and Z*, respectively). 
The quality of the approximated problem solution depends 
on the number of the sampled scenarios. In case of linear 
stochastic problems with discrete distributions [22], the 
optimal solution of the approximated problem gives an 
optimal solution for the true stochastic problem with a 
probability that exponentially approaches one by increasing 
the sample size N. Moreover, it was demonstrated that the 
solution converges also when the feasible region of the first 
stage variables is discrete and finite [20], [21]. 
Given the promising results presented in the literature, the 
SAA method has been applied to the FFMS design problem. 
Herein the analysis is limited to the two-stage version of the 
stochastic programming model, therefore the generated 
scenario tree consist of two time periods. The application of 
the SAA method requires to choose the optimal number of 
scenarios to sample before solving the approximated 
stochastic problem. The goal of this subsection is to study 
how the objective function depends on the sample size N. 
The objective function of the stochastic program consists in 
the Expected Cost (EC) over the two time periods of the 
scenario tree. The choice of the sample size of the scenarios 
must be made considering the trade-off between the solution 
quality and the computational effort required to solve the 
problem. The greater is N the higher is the quality of the 
approximated problem solution; on the other hand the 
computational effort grows at least in a linear way, but often 
exponentially, with the sample size N.  
The scenario trees have been generated sampling from 
lognormal distributions characterized by parameters  = 1.2 
and  = 0.2, thus applying a Monte Carlo simulation [8], 
[19]. The experiments have been designed considering 6 
levels of sample size (5, 10, 20, 50, 100, and 200 scenarios) 
to formulate the approximated stochastic problem. Each 
level of sample size has been investigated through 50 
replicates solving the approximated stochastic problem with 
a different sample of scenarios. 
The results of the experiments are shown in Fig. 2 and 
Table VII. It can be noted that the larger is the sample size 
N, the lower is the standard deviation of EC. Moreover, 
except the case with N=5, all the other sample sizes have a 
similar mean EC. All the costs are expressed in terms of cost 
unit (c.u.).  
 
 
Fig. 2.  Boxplots of the Expected Cost EC against the sample size N 
 
TABLE VII. RESULTS WITH DIFFERENT SAMPLE SIZE N 
N Mean  EC 
St.Dev. 
EC 
Mean 
InitInv 
St.Dev. 
InitInv 
Mean  
Algorithm
Time [s] 
5 331.051 12.493 317.775 9.798 1.19 
10 335.709 10.834 317.325 10.031 2.09 
20 336.877 7.584 319.350 8.752 3.95 
50 339.100 4.848 317.250 6.629 10.78 
100 338.208 3.520 318.150 0.000 25.85 
200 338.363 2.660 318.150 0.000 73.24 
 
The low value of the mean EC when N=5 can be 
explained by the fact that with a small sample size it is less 
probable to sample from the right tail of the lognormal 
distributions, thus excluding the cases characterized by a 
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large demand growth. 
The initial investment (InitInv) is another important 
parameter to evaluate the performance of the sample sizes. 
Small sample sizes are associated with a high variability of 
the initial investment, whereas increasing the sample size the 
initial investment tends to converge. Indeed, all the 
replicates of the test cases with 100 and 200 scenarios gave 
solutions with the same initial investment. The stability of 
initial investment (i.e. the first-stage solution) plays a key 
role for the applicability of the SAA method in a rolling 
horizon approach, where only the first-stage solution will be 
actually implemented. It is crucial that the first-stage 
solution does not depend on the actual sampled scenarios. 
V. TESTING THE ROLLING HORIZON APPROACH 
The previous section has shown promising results 
regarding the applicability of the SAA method to solve the 
two-stage stochastic programming FFMS design problem. 
As anticipated the analysis cannot be limited to a single 
launch of the model and it is necessary to evaluate the 
performance of the method with a rolling horizon approach 
in order to simulate a real world application. Only the root 
node represents a real state of the world, whereas the nodes 
associated with the following periods are used to 
approximate what could happen in the future. In fact, a new 
scenario tree is generated with the SAA method every time 
when the planning horizon is rolled forward. This means that 
the new root node does not necessarily coincide with any of 
the previous second period nodes, even if they have the same 
parent node and are generated by sampling from the same 
lognormal distributions. 
One hundred test case instances have been generated to 
evaluate the performance of the FFMS design methodology. 
The problem settings are the same as in Sect. IV.A and the 
scenario trees have been generated by sampling again from 
lognormal distributions characterized by parameters  = 1.2 
and  = 0.2. The planning horizon consists of 6 time periods 
and the sample size of the scenarios generated with the SAA 
method has been set equal to 100. Indeed, the previous 
section demonstrated that this sample size suffices to 
guarantee the stability of the first-stage solution. Therefore, 
the root node of the scenario tree will have 101 child nodes; 
100 of these nodes will be used to formulate the approximate 
two-stage stochastic programming model, whereas the 101st 
node will be the new root node after rolling forward the 
planning horizon. 
Summarizing the test results, 6 scenario trees have been 
generated for each of the 100 test case instances in order to 
feed 6 launches of the FFMS design model that are required 
to plan the system capacity over the complete horizon. Each 
test case instance has been solved adopting three different 
design models within the rolling horizon approach: 
 The single-stage (1S) model that considers only the root 
node of the scenario trees; 
 The two-stage stochastic programming model (2S-SP), 
applied to scenario trees generated with the SAA method; 
 The two-stage expected value model (2S-EV), that is built 
considering the expected value of the stochastic 
parameters over the two time periods. 
The characteristics of the three design models are reported 
in Table VIII. 
 
TABLE VIII. DESIGN MODELS 
FFMS  
Design 
Model 
Model 
Short 
Name 
N.  
Stages 
N.  
Model 
Launches 
Overall 
Planning 
Horizon 
Cost 
Single-stage 1S 1 6 HC(1) 
Two-stage 
Stochastic 
Programming 
2S-SP 2 6 HC(2) 
Two-stage 
Expected 
Value 
2S-EV 2 6 HCEV(2)
N. Model Launches = number of times that the model must be launched 
to cover the whole planning horizon 
 
The results of the experiments have been analyzed 
defining the performance indicator Value of Multi-stage 
Solution (VMS). The VMS(2) tells which is the percentage 
advantage given by the two-stage stochastic programming 
model compared to the single-stage model (6). 
 
      
1 2
2 100
1
HC HC
VMS
HC
   (6) 
 
Beyond the VMS, another performance indicator is 
necessary to compare the two-stage stochastic model and the 
two-stage expected value model; therefore the definition of 
the Value of the Stochastic Solution over the planning 
Horizon (VSSH) is proposed in (7). 
 
      
2 2
2 100
2
HCEV HC
VSSH
HCEV
   (7) 
 
The results of the experimental campaign regarding the 
VMS(2) and VSSH(2) parameters are reported in Table IX 
and shown in Fig. 3. 
 
TABLE IX.  SYNTHETIC RESULTS FOR VMS(2) AND VSSH(2) 
Performance 
Indicator 
Sample 
size 
Mean Minimum Maximum 
VMS(2) 100 3.068 -5.16 17.745 
VSSH(2) 100 3.507 -5.16 19.849 
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Fig. 3. Dotplots of VMS (a) and VSSH (b) 
 
The results show that on average the two-stage stochastic 
programming (2S-SP) model performs better than the other 
two models. Even if in several test case instances the value 
of VMS and VSSH is quite high (i.e. greater than 10%), there 
are some cases where VMS and VSSH are negative, thus 
reducing the overall mean values (see Table IX). Two 
examples are illustrated in the following part of this section 
to better comprehend the phenomena leading to such 
variability of VMS and VSSH. The first example (CaseA) 
analyzes an instance where the 2S-SP model performs well, 
whereas the second example (CaseB) highlights the causes 
of a negative performance. 
The evolution of the investment costs associated with 
CaseA is shown in Fig. 4. It can be noted that until the 
decision stage n.3 the three models require the same 
investment cost and a closer inspection shows that the 
solutions are also identical behind the identical cost values. 
In decision stage n.4 the actual system configuration is no 
more able to satisfy the demand and a new machine must be 
purchased. The 1S and the 2S-EV models suggest to buy a 
machine characterized by low performance and low cost; on 
the other hand, the 2S-SP model leads to purchase a more 
expensive and performing machine in order to have more 
system flexibility to cope with possible future demand 
changes. In fact, this investment in flexibility is repaid in the 
decision stage n.5 where after a further demand growth the 
1S and the 2S-EV models are bound to purchase another 
machine, whereas no reconfiguration is required by the 
solution of the 2S-SP model. 
 
 
Fig. 4. Evolution of the investment cost over the planning horizon of CaseA 
 
The evolution of the investment costs associated with 
CaseB is shown in Fig. 5. The difference between the 2S-SP 
model and the 1S and 2S-EV models is all due to the 
decisions taken in the first stage. The solution of the 2S-SP 
model requires a higher investment cost because a more 
performing machine is purchased in the first stage to better 
cope with possible future demand changes. However, unlike 
CaseA, this system flexibility in excess cannot be exploited 
in the future because the demand does not grow enough and 
no system reconfiguration is required for the system 
solutions given by the 1S and 2S-EV models. 
 
 
Fig. 5. Evolution of the investment cost over the planning horizon of CaseB 
 
The negative performance of the two-stage stochastic 
programming model in CaseB can be explained also 
considering that the two-stage stochastic model tends to give 
solutions that have a good performance on average, but this 
does not mean that the solution will be the best in any 
possible scenario. We can say that the experiments designed 
in this section risk to underestimate the potential value of the 
stochastic solution. Future research will be aimed to better 
evaluate real value given by the stochastic programming 
approach. 
It is also known for a long time that rolling horizon 
planning may lead also to so-called system nervousness 
caused by various capacity acquisition decisions in 
successive planning cycles [23]. We measured the system 
nervousness in terms of system reconfigurations required 
during the planning horizon. The experiments confirm that 
pairing the rolling horizon approach with a stochastic 
programming model enables to reduce the system 
nervousness, beyond decreasing the expected system cost. 
The 2S-SP model allows to reduce the number of 
reconfigurations by 12.5% compared to the 1S model, thus 
highlighting the importance of looking ahead when 
designing a manufacturing system. Even considering only 
the expected values of the future demand volumes brings a 
benefit in terms of reduction of system nervousness. In fact, 
the 2S-EV allows to reduce the number of reconfigurations 
by 6.7% compared to the 1S model. 
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VI. CONCLUSIONS AND FUTURE DEVELOPMENTS 
In this paper we presented the latest developments to 
design Focused Flexibility Manufacturing Systems over a 
long planning horizon characterized by evolving demand. 
The testing experiments show that the proposed capacity 
planning method improves the economic performance, in 
terms of investment cost reduction, and decreases the system 
nervousness, in terms of required system reconfigurations. 
These benefits can be enhanced by further developments that 
will be focused on exploiting the SAA method to solve 
multi-stage instances of the FFMS design problem. To 
enable this application of the SAA method, it will be 
possible to refer to some works in the literature that have 
presented techniques aimed at reducing the variance of the 
stochastic solution using the same number of scenarios (e.g., 
quasi-Monte Carlo method and the Latin Hypercube 
Sampling [24]). In the literature, the applicability of the 
SAA method to multi-stage stochastic programming models 
has been preliminarily addressed in [25]. Finally, much 
depends on the correct assessment of scenario node 
probabilities. This is an extension of the traditional demand 
planning problem [23]. Estimating the occurrence 
probabilities of scenarios requires both processing historic 
data and taking into account relevant information about the 
possible evolutions of the market. Since all potential future 
factors are hard to be formalized, human judgement is 
inevitable here. 
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Abstract—Versatile job-shop factories enable efficient 
manufacturing of parts composed of common geometric 
features where small quantities with great variety are 
required. This paper presents an approach for planning job-
shop factories based on product features. Genetic algorithms 
are applied for automatic resource selection and 
dimensioning as well as for the determination of the material 
flow network and resource schedule. To visualize the results 
a draft factory layout is created by employing a placement 
heuristic. It can serve as a base for further manual 
refinement to incorporate complex environmental 
constraints. 
I. INTRODUCTION 
HIS document presents an approach to planning 
versatile job-shop factories for sheet metal parts. 
These can be employed for efficient manufacturing if the 
production of different parts in varying quantities 
composed of common geometric features is considered. 
The manual design and optimization of such factories 
under incorporation of several criteria, e.g. related to 
processing time, material flows, costs or capacity 
utilization, is a complex and error-prone task mostly 
resulting in non-optimal solutions. Our approach applies a 
multi-objective optimization method based on 
manufacturing features that is able to automatically solve 
this task in appropriate time with good solution quality. 
Possible applications include partial substitution of line 
structures, e.g. press lines, with a job-shop of machines 
manufacturing simple features without cost-intensive 
progressive tools. This helps in dealing with decreasing 
batch sizes and dynamic demand. On the downside, the 
resulting transportation effort represents a major 
disadvantage requiring optimization strategies for resource 
selection, dimensioning and arrangement. 
The presented method is based on the notion of an 
integrative optimization incorporating the selection and 
dimensioning of resources as well as the definition of 
material flows in between. This includes the determination 
of suitable machine types and the number of their 
instances (individual machines) as well as the sequencing 
of manufacturing operations for parts and the scheduling 
onto the machines. The result is a preliminary structure of 
the job-shop factory. 
Existing approaches to factory and production planning 
and operation that can be found in the literature (group 
technology/cellular manufacturing [1]-[5], layout design 
[6], [7], process planning and scheduling [8]-[15]) 
consider problems with a known set of machines or a 
predefined system structure. 
Group technology/cellular manufacturing approaches 
are used for the definition of product-dependent machine 
cells. They focus on part similarities and cell assignments 
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in a limited problem space, e.g. few parts, cells, machines 
and production steps. 
Layout design techniques are based on material flow 
intensities. In order to develop layout alternatives, 
available space, machine dimensions and several other 
constraints, e.g. technological compatibility, are taken into 
consideration. 
Process planning determines and sequences the 
manufacturing operations needed to produce a given part 
so that one or more goals are achieved while a set of 
domain constraints is satisfied. The structure of the 
production system including machines and transport 
equipment is known in advance. 
Scheduling approaches determine the allocation order of 
manufacturing operations to machines under consideration 
of their temporal relationships and the capacity limitations 
of shared resources. Manufacturing operations, suitable 
machines and individual processing times are inputs for 
the algorithms. 
Starting with a notional production programme, the 
proposed approach automates the steps resource selection 
and dimensioning within the factory planning process. By 
incorporating several of the existing methods into a single-
step co-evolutionary algorithm, it creates a material flow 
network suitable as input for further planning steps. 
We demonstrate this by applying a simple placement 
heuristic to generate a draft layout of machine instances. 
II. DETERMINING THE MATERIAL FLOW NETWORK 
The algorithm automatically determines the estimated 
material flow network based on a production programme 
for different parts, defined features on these parts as well 
as available machine types and their processing 
capabilities. 
A. Problem definition 
The algorithm generates a material flow network. The 
result is a set of machine instances identified as being 
suitable for producing the relevant part features along with 
the individual material flows among them. 
The selection and dimensioning of machines, order of 
feature processing, individual allocation of manufacturing 
operations to machine instances and the resulting material 
flows are all subject to optimization in the co-evolutionary 
algorithm. We thus try to overcome the problem of locally 
optimised results often present when sequentially 
executing the individual steps. 
Prerequisites to determine an optimal material flow 
network include 
• the available production time T,  
• a set of manufacturing lots 
{ }( , , ) |1 , ,Li i i iL i p s i N p P s= ≤ ≤ ∈ ∈ℕ  where 
NL represents the number of lots and each lot is 
Planning of Job-Shop Factories Leveraging Genetic Algorithms 
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a triple including the lot number i, the part to 
produce pi as well as the lot size si, 
• a set of parts P where each part p P∈  is 
defined as a partially ordered set of 
manufacturing features pF , 
• a set pp PF F∈=∪  as the union of the features 
of all parts, 
• a partially ordered set 
{ }( ) ( , ) | ( , , ) , pF L l f l p L f F= = ⋅ ⋅ ∈ ∈  where 
each element ( , )l f  uniquely identifies a 
feature f within a lot l and the order constraints 
of F(L) are induced by the constraints defined 
for each pF , 
• a set of machine types M where each machine 
type m M∈  is able to produce zero or more 
features contained in the set F, 
• a function :p fm F M→  where fM M⊆  
denotes the set of machine types that are able 
to produce feature f F∈ , 
• a function :pt F M× → ℝ  where ( , )pt m f  
calculates the mean processing time (including 
the availability and other relevant factors) 
required by machine type m to produce feature 
f and 
• a set of normalized optimization criteria Copt 
with associated weights ( )1i optr i C+∈ ≤ ≤ℝ . 
Due to the fact that the layout of the manufacturing 
system can only be created in a subsequent step we 
constitute that aspects involving set-up and transport are 
not considered. We therefore assume the related times to 
be zero. 
The material flow network is defined as a weighted 
directed multigraph ( , , )F M F FG I E w=  where 
MI M⊆ ×ℕ  denotes the set of machine instances and 
F M ME I I L⊆ × ×  the set of material flows between 
adjacent machines instances as well as a function 
:F Fw E → ℕ  that assigns a flow value to each edge.  
A set ( )MA I F L⊆ × ×ℝ  is defined to capture the 
machine allocations where ( , ( , ), )
m
i l f d A∈  represents the 
required allocation time d on a machine instance im to 
produce the feature f of some or all parts in the lot l. 
Additionally a set 
s
T A⊆ × ×ℝ ℝ  is defined to capture a 
production schedule where an operation ( , , )= ∈
s e s
o a t t T  
represents the starting time ts and the ending time te for an 
allocation a A∈ . 
Let S be the set of possible solutions. 
The objective is to find an optimal solution 
( , , )F ss G A T S= ∈  according to the optimization criteria 
Copt where each optc C∈ is a function : [0,1]→c S  whose 
value should be maximized. Hence the problem could be 
defined as selecting a solution s within the set of possible 
solutions S  which maximizes the weighted average of all 
optimization criteria: 
 
,1
1
( )
max
opt opt
opt
i
c C i C
s S
i
i C
r c s
r
∈ ≤ ≤
∈
≤ ≤
 ⋅
 
 
  
 
∑
∑
 (1) 
B. Normalization of Optimization Criteria 
Implementing a weighted multi-objective optimization 
requires the criteria to be normalized. Since normalization 
is often hard to achieve for some criteria we transform 
real-valued criteria : → ℝc S  (to be minimized) into 
normalized criteria ' : [0,1]→c S . Let ⊆iS S  be a set of 
solutions. The normalization can then be done according 
to (4). 
 ( )min ( )
∈
=
i
c
s S
min c s  (2) 
 ( )max ( )
∈
=
i
c
s S
max c s  (3) 
 
( )
'( ) 1 −= −
−
c
c c
c s min
c s
max min
 (4) 
Note the restriction that the resulting function 'c  can 
only be applied to solutions within the set iS . 
C. Selected Optimization Criteria 
This section lists some optimization criteria which are 
relevant in planning job-shop factories.  
Each criterion is defined as a real-valued function 
(( ( , , ), , ))F M F F sc G I E w A T=  which should be minimized. 
1) Processing Time (PT) 
 
( ) ( , , )m M mi I f F L i f d A
PT d
∈ ∈ ∈
= ∑ ∑ ∑  (5) 
This approach focuses on minimizing the processing 
times for all operations involved in manufacturing the 
selected parts. 
2) Number of Material Flows (MF) 
 FMF E=  (6) 
Based on the notion of minimizing the number of edges 
within the material flow network this optimization 
criterion aims at reducing the total number of transports. 
3) Investment Costs (IC) 
 
( , )
costs( )
Mm I
IC m
⋅ ∈
= ∑  (7) 
This simple metric aggregates the investment costs for 
each machine instantiated in the solution. 
4) Average Deviation of Machine Utilization (D) 
 
( ) ( , , )( , )
1( , ) ( , )
1 ( , ) ( , )
m
m M
m M
f F L i f d A
m
M m
i IM
m M
i IM
d
u i A
T
u I A u i A
I
D u i A u I A
I
∈ ∈
∈
∈
=
=
= −
∑ ∑
∑
∑
 (8) 
The utilization of each machine and average utilization 
across all selected machines are determined. These values 
are used in order to minimize the average deviation of 
machine utilization. 
5) Schedule Tardiness (ST) 
 ( )( )( , , )max max ,0s e s et t TST t T⋅ ∈= −  (9) 
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This focuses on reducing the tardiness of all operations 
within the schedule Ts against the available production 
time T which implies a minimization of the total makespan 
time for the given production programme. 
 
D. Implementation of the Genetic Algorithm 
We employ a genetic algorithm which starts with a 
random initial population of solutions 0S  and iteratively 
computes evolutions by applying the genetic operators  
• crossover, 
• mutation and 
• natural selection 
to a population iS  to obtain a new offspring population 
1iS + . The size of the population and the number of 
evolutions are problem-specific parameters. For the 
example problem detailed in section E we used a 
population size of 21 and 200 evolutions. 
To reduce the uncertainty introduced by randomly 
generating the initial population and randomly applying 
genetic operators the whole evolutionary process is 
repeated multiple times. Again, for the example, it was 
repeated 5 times. 
1) Chromosome Structure 
The genetic algorithm requires a tailored representation 
for the chromosomes to encode a specific trait of a 
solution, the so-called genotype. A hierarchical structure is 
used to encode the assignment of machine types to 
features, the global manufacturing order for all features in 
F(L) and the bin-packing rules for optimizing the resource 
allocations.  
 
Fig. 1.  Chromosome representation for machine type assignment, feature 
manufacturing order and bin-packing rules 
 
Fig. 1 shows the chromosome encoding where mik 
represents the assignment of a machine type to the feature 
fk from the feature set ipF  belonging to the part pi of the lot 
li. The range of mik is the set of machine types 
kfM determined by the function ( )p km f .  
The global manufacturing sequence for the features of 
all lots is represented as an array where an element 
( , ) ( )j j jl f F Lpi = ∈  determines which feature should be 
produced in position j.  
Since a bin-packing heuristic is applied to instantiate 
machines according to the assignments of features to 
machine types mik we introduce rules to allow or forbid the 
production of two different features f1 and f2 on the same 
machine instance im. This is necessary to improve the 
overall machine utilization and to resolve conflicts that 
prevent the construction of good production schedules. 
The rules are encoded by integer-valued elements 0ikb ≥  
upper-bounded by the count of all features in all lots. 
The proposed encoding allows the incorporation of the 
individual planning steps outlined earlier into a single-step 
co-evolutionary algorithm. 
2) Initial Population 
The algorithm starts by creating an initial population S0. 
The assignments 
kik fm M∈  are randomly chosen and the 
manufacturing sequence is set to a random linear extension 
of F(L). All bin-packing rules bik are initialized to the 
value 0. 
3) Genetic Operators 
We employ a standard one-point crossover operator in 
combination with a simple mutation operator to generate 
different solutions for assignments of machine types to 
features. The integer-valued rules for bin-packing are 
modified using the same sort of operators. 
The manufacturing order for the features in different 
lots is customised by applying a precedence preservative 
crossover operator (PPX) as defined by [16] in 
combination with a precedence preservative mutation 
operator. Both operators account for the partial-order 
constraints on the features specified for each part. 
4) Building the Phenotype 
Given a genotype encoding as shown in Fig. 1 a 
solution instance ( , , )F ss G A T S= ∈  can be created. First 
the two sets IM and A are determined which are required 
for creating the material flow network GF in a second step. 
Using these results the third step creates a valid schedule 
Ts. 
a) Determine Machine Instances and Allocations 
The algorithm is a modified bin-packing procedure and 
starts by initializing the sets IM, A as well as an auxiliary 
variable B to the empty set.  
For each mik representing a machine type to feature 
assignment the corresponding lot ( , , )i i il i p s L= ∈ , the 
feature 
ik p
f F∈  and the bin-packing rule bik are 
determined. Then ( , )ik i p ik ku s t m f T= ⋅  is the portion of 
utilization which is required to produce feature fk of all 
parts in li on a machine of type mik. Let ( )ikn m  count the 
number of already existing machines of type mik in IM.  
The algorithm creates iku    new instances of machine 
type mik according to (10) resulting in ( )ik ikn m u+     
instances of type mik working to full capacity. 
 { }
{ }
( )
( , ) |
(( , ), ( , ), ) |
m ik
M M ik m m ik
ik i k m m ik
n n m
I I m j n j n u
A A m j l f T n j n u
=
= ∪ < < +   
= ∪ < < +   
(10) 
If uik is not integer then a rest of utilization 
ik ik iku u u′ = −     is calculated and inserted into the set B. 
 { }( , , )ik ik ikB B m b u′= ∪  (11) 
The set B now contains manufacturing operations which 
do not require the whole production time T. These 
operations are allocated on new machine instances by 
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applying a bin-packing algorithm with first-fit-decreasing 
strategy [17]. 
First the set B is sorted descending on each utilization 
value.  
For each ( , , )ik ik ikm b u B′ ∈  the corresponding lot 
( , , )i i il i p s L= ∈  and the feature ik pf F∈ as well as the 
manufacturing duration ik ikd u T′ ′= ⋅  are determined. The 
heuristic tries to find an existing instance 
m Mi I∈  with 
sufficient capacity according to  
 ( , , , )mik i d A
d d T
⋅ ⋅ ∈
′ + <∑  (12) 
which is not in conflict with the bin-packing rule bik. This 
means that for each 
' '
( , , , )
m i ki l f A⋅ ∈  the condition 
' 'ik i kb b≠  must hold. If a suitable instance im is found then 
it is used for production and the set A is updated (13). 
 { }( , ( , ), )m i k ikA A i l f d ′= ∪  (13) 
Else a new machine instance has to be created according to 
(14). 
 
{ }
{ }
( , ( ) 1)
(( , ( ) 1), ( , ), )
M M ik ik
ik ik i k ik
I I m n m
A A m n m l f d
= ∪ +
′= ∪ +
 (14) 
b) Determine the Material Flow Network 
Having defined the sets IM and A a material flow 
network ( , , )F M F FG I E w=  is created starting with 
FE = ∅  and Fw = ∅ . 
The algorithm considers pairs ( , )i kpi pi  of consecutive 
manufacturing steps with ( , )i i il fpi =  and ( , )k k kl fpi =  for 
the same lot i kl l l= =  and i k< . It is common that step i 
uses a different amount of machines than step k to produce 
the associated features of all parts of lot l. A good 
mapping of material flows between the machines of each 
step has to be created to minimize the overall number of 
transports. 
For each pair ( , )i kpi pi  this is done by a bin-packing 
heuristic with fragmentation using two priority queues  
( ) ( ){ }
( ) ( ){ }
, ( , ) | ( , )
, ( , ) | ( , )
, ( , ),
, ( , ),
im p i m
m p k m
i
k k
IN i d t m f m
OU
i l f d A
T i d t m f mi l f d A
 = = ⋅ 
′  = = ⋅
∈
′ ∈
 (15) 
where each element represents a machine and a number of 
parts. These queues are sorted descending on the number 
of parts.  
While IN  is not empty the first element ( , )
m
i w  from 
IN and the first element ( , )
m
i w′ ′  from OUT is removed. 
The amount min min( , )w w w′=  is the number of parts 
which must be carried from im to mi′ . According to (16) a 
new edge with weight minw  is inserted into the material 
flow network for this transport. 
 
{ }
{ }min
( , , )
( , , )
F F m m
F F m m
E E i i l
w w i i l w
′= ∪
′= ∪ ֏
  (16) 
If w is greater than wmin an element min( , )mi w w−  is 
inserted into IN. If also w′  is greater than wmin an element 
min( , )mi w w′ ′ −  is inserted into OUT.  
When this algorithm terminates all required material 
flows have been inserted into GF. 
c) Building the Schedule 
Since the actual optimization is to be done by the 
genetic algorithm, there are no dedicated scheduling rules. 
Instead, upon evaluation of a possible solution, the 
identified manufacturing steps are simply scheduled to 
their appropriate machine instance in the order given by 
the chromosome. 
Let Π= = = ∅L MT T T  represent sets of known starting 
times for each lot l , manufacturing step ( , ) ( )l f F Lpi = ∈  
and machine instance im. Let three functions ( )lt l , ( )tpi pi  
and ( )
m m
t i  return those times or zero if not known. Then: 
1) Get next step ( , )i i il fpi =  from the solution. 
2) For all allocations ( , ( , ), )
ii m i i i
a i l f d A= ∈ : 
a) Determine the earliest possible starting time 
( )max ( ), ( ), ( )= is l i i m mt t l t t ipi pi  for the identified 
allocation of machine instance 
im
i  for step ipi . 
b) Update {( , )}Π Π= ∪ i sT T tpi  if ( ) 0=itpi pi  to start 
split lots from bin-packing as parallel operations. 
c) Calculate ending time = +
e s it t d . 
d) Update the schedule {( , , )}= ∪
s s i s eT T a t t . 
e) Update {( , )}= ∪
iM M m e
T T i t  if ( )>
ie m m
t t i . 
3) Update {( , )}= ∪L L i eT T l t  if ( )>e l it t l . 
4) Repeat 1) until all steps have been processed. 
The resulting schedule 
s
T  has to fulfill two constraints. 
The first one specifies that operations ( , , )= ∈
s e s
o a t t T  on 
a machine instance 
m
i  may not overlap. This means that 
for each ,i k so o T∈  where = =i km m mi i i  the implication 
< ⇒ ≤
i k i ks s e s
t t t t must be valid. 
Furthermore, for each oi, ok on the same lot = =i kl l l  
the sequence of features ∈ pf F  has to conform to the 
partial ordering of features for the relevant part p . 
Therefore ⇒ ≤≺
i ki k e s
f f t t must also be valid. The built 
schedule is verified against both constraints. 
5) Fitness Function 
As described in section B, a normalization of the 
optimization criteria is required before calculating the 
fitness values. We therefore employ a bulk fitness function 
that calculates the fitness values for all chromosomes of a 
population in a single step. 
Given a population popS S⊆  containing a sub-set of all 
possible solutions the fitness ( )f s  of each chromosome 
pops S∈  is calculated as shown by (17).  
 
,1
1
( )
( ) opt opt
opt
i
c C i C
i
i C
r c s
f s
r
∈ ≤ ≤
≤ ≤
⋅
=
∑
∑
 (17) 
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E. Example problem 
Our example problem consists of a notional production 
programme for three types of parts including different 
manufacturing orders of their features (Fig. 2): 
• 5000 pieces of type A, lot size 1000, 
• 3000 pieces of type B, lot size 600 and 
• 2000 pieces of type C, lot size 400. 
The allocation time for each available machine and 
manufacturing feature is shown in Table 1. 
For real world problems the functions mp and tp may be 
implemented by rather complex logic that might use 
methods of simulation for determining which machines are 
able to produce a certain feature and for calculating the 
required processing time.  
As for the example, the available time for the 
production programme given above is set to one shift (8 
hours) with a machine availability of 85 percent working. 
The objective is to select type and amount of machines 
as well as placing them in the shop floor using the 
optimization criteria 
• minimal processing time,  
• minimal material flows, 
• minimal investment costs, 
• minimal average deviation of machine 
utilization and 
• minimal schedule tardiness 
to generate a draft layout. 
 
Fig. 2.  Feature graphs 
 
Table 1.  Resource investment costs and allocation times for features 
 
F. Experimental results 
The means and standard deviations of processing time 
(PT), number of material flows (MF), average deviation of 
machine utilization (D), investment costs (IC) and 
schedule tardiness (ST) are presented for three different 
algorithms in Table 2. 
The performance loss (L) indicates to which factor an 
approach is slower than the A3 algorithm. 
Table 2.  Result table 
 
A1 works as described in section D computing the set of 
resources IM, the resource allocations A, the material flow 
network GF as well as a production schedule Ts in a single 
step. A2 first computes IM, A and GF in parallel and then 
uses an additional step to compute Ts while A3 computes 
GF and Ts in two consecutive additional steps. 
As can be seen from Table 2, A1 performs best in the 
metrics PT, MF and ST. The mean and standard deviation 
of D and IC is higher than with the other two approaches. 
The higher means are caused by using more resources for 
the layout than A2 or A3. The higher deviations of D and 
IC in A1 are due to optimizing all criteria at once leading 
to many Pareto efficient solutions while A2 optimizes ST 
independently of the other metrics and A3 additionally 
considers MF as independent. 
Using 200 generations for A1, a good convergence of 
the fitness function is achieved (Fig. 3). 
 
Fig. 3.  Evolution of fitness for A1 
III. DETERMINING THE DRAFT LAYOUT 
In order to generate a draft layout of machine instances, 
we are using a heuristic according to the triangle method 
[18]. In a first step, the machines with the most material 
flows in between are placed on a virtual grid of equilateral 
triangles. Furthermore, all machines are placed on the 
triangle corners in order to minimize estimated 
transportation quantity and distance (Fig. 4). 
 
Fig. 4.  Draft layout of machine instances for example problem using A1 
 
The draft layout can serve as the starting point for 
manual review and refinement with respect to 
environmental constraints. A full representation of all 
relevant constraints (equipment plinths, columns, media 
supply, etc.) would be necessary in order to completely 
automate this step which is beyond the scope of this paper. 
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IV. CONCLUSION 
The presented approach is the result of attempting to 
incorporate multiple factory planning steps into one single 
co-evolutionary algorithm. It started out with resource 
selection and dimensioning followed by subsequent 
execution of the other steps involved in the process.  
We investigated different encoding strategies for the 
genetic algorithm to incrementally modify the multi-step 
approach (A3 and A2) into the presented single-step co-
evolutionary algorithm (A1). 
By incorporating the manufacturing sequence and the 
scheduling of operations to machines into the algorithm 
we attempted to improve the planning results with respect 
to their practical applicability. This concerns the capability 
to create feasible schedules for real-world production 
programmes on the resulting manufacturing system.  
The results of testing the different intermediate 
solutions against the test case outlined in the paper show 
gradual improvements and indicate the benefits of 
integrating sequence planning and scheduling into the 
algorithm. Scheduling will also be necessary for 
considering additional aspects of transportation and set-up 
that we have currently omitted. 
Future work might deal with introducing flexible 
production programmes to improve the generality of the 
computed results. Furthermore, the integration of layout 
design for the manufacturing system may be subject to 
investigation. Integrating this into the algorithm would – 
in conjunction with the already existing scheduling – 
enable the consideration of transportation and other 
aspects related to the structure of the shop floor. 
The implementation and test of new optimization 
criteria, e.g. energy consumption of the planned shop floor 
is another appropriate direction for further development. 
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Abstract—Management of shopfloor workforce allocation 
has seen several stages of evolution in order to accommodate 
continuously changing requirements within the production 
environment. In this paper a transitional review of workforce 
allocation together with its definition is presented. The 
readiness of workforce allocation systems to cope with changes 
and disturbances is then examined according to both system 
architecture and workforce perceptions. Available models and 
techniques of workforce allocation are investigated with the 
aim of further development towards more responsive systems. 
A model based on the principles of holonic manufacturing 
system is proposed and preliminary tested through an 
industrial case study. The results showed that the proposed 
system enhances the performance of the conventional manual 
decision making approaches.   
I. INTRODUCTION  
Since the beginning of modern industrial organisation, 
Workforce Allocation (WA) has served as a managerial 
function [1]. Dividing labour management into levels, job 
specialisation, work simplification, employment standard 
procedures and workforce performance measurements are 
examples of principles applied in the early industrial 
management. Today, workforce management is defined as a 
systematic technique to forecast company labour 
requirements of the future [2]. Workforce Allocation 
functions in production shopfloors aims, firstly, to balance 
the supply-demand relationship between jobs and labours, 
and secondly, to integrates various Human Resource 
Planning (HRP) elements including i) labour’s preferences, 
ii) skills, and iii) experience as selection criteria.  
The traditional management of human resource began 
around 1900s and continued into the 1920s [3]. Traditional 
or classical management focuses on efficiency and includes 
bureaucratic, scientific and administrative management. 
Bureaucratic management relies on a rational set of 
structuring guidelines, such as rules and procedures, 
hierarchy, and a clear division of labour. Scientific 
management focuses on identifying the best approach to do a 
job. Administrative management emphasises the flow of 
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information in the operation of the organisation. The 
Therblig technique created by Frank and Lillian Gilbreth in 
1930s [4], recorded the motion patterns of the jobs 
performed to simplify jobs in the assembly. Nevertheless, 
the need for workforce behavioural studies grew and WA 
progressed towards acknowledgement of workforce 
motivation as the factor that increases job effectiveness. 
Behaviour management studies, emerged in 1930s, 
emphasised on human relation. The behaviour studies 
attempted to identify effect of working conditions on 
productivity [5]. It was found that there was no cause-and-
effect relationship between working conditions and 
productivity. Worker attitude was, however, found to be 
important. In the early 1950’s, the focus of WA was 
primarily on hourly paid production workers to improve 
efficiency, increase productivity, and introduce greater 
objectivity to the workforce [6], [7].  
New technologies and interests in workforce behaviour 
also added complexities to the initial manpower planning 
system. In 1960s, as production technologies developed, 
rapid corporate expansion and diversification boosted the 
demands for talented workforce to control high technology 
programmes. To handle this upsurge, WA practices turned 
their focus on balancing supply with demand, and demand 
for managerial, professional and technical personnel. 
Subsequently in the late 1960s, WA became a system that 
networked an organisation to its environment [8]. The most 
common application of WA was to forecast future workforce 
[1]. In 1970s new legislation compliances, court decisions 
and governmental regulations relating to labour unions were 
introduced. WA also integrated new apparatus such as career 
planning, activity analysis, and reshaping of work [1].  
During the 1980s and early 1990s, workforce 
management researchers placed greater emphasis on 
employee attitudes and personnel enhancement, motivation 
and commitments [9]. The increase of uncertain socio-
economic climate during the 1990s resulted in HRP 
becoming an activity-based system to handle the necessary 
changes in production volume and workforce. Concentration 
was placed on satisfying customer needs, leading to 
organisational requirements to be redesigned. The role of 
current workforce allocation is therefore seen as a shift from 
rigid forecasting to offering attractive organisational 
environment where the individual feels inspired to grow and 
develop his/her competence [9]. The socio-economic climate 
uncertainties, shorter product life cycles and technological 
development have been affecting workforce allocation. In a 
labour market which is increasingly characterised by shorter 
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employment time and contracts, there would be a constant 
necessity to link competence demand with competence 
supply. With the shifts in economic, social political 
transitions and technological advancements in the late 
1990s, the requirements of workforce in shop floor have 
changed tremendously. Workers are expected not only to 
work effectively, but also to have the capabilities to learn 
and possess multiple skills as seen from the shifting trend in 
workforce allocation systems. Flexible working patterns 
could be seen more commonly practiced than in the past 
[10]. In a reported survey reported 57% of the respondents 
said that they are in some form of flexible working scheme 
[11]. Figure 1 summarizes the evolution of workforce 
management, changed from a method of simple, strict 
workforce management into placing more emphasis on the 
well- being of individual workforce. 
  
 
Fig. 1.  Summary of the Evolution of Workforce Management 
 
II. DEFINITION OF WORKFORCE ALLOCATION 
 
The main purpose of WA system is to allocate workforce 
accordingly and justly, which can be further categorised into 
six objectives, based on the changes in WA system 
discussed earlier: 
 
Objective 1: To provide the company with a broad, 
forward-looking insight not only on the number of 
employees, but also employees’ type, skills, and attributes 
that will be required in the future. The allocation system 
reveals information and fills in the gaps between demand 
and supply of people [12], [13].  
Objective 2: To establish the necessary training and 
development schemes to ensure both existing employees and 
new recruits retain the required skills at the right time. It is 
noted that the longer and more specialised is the training, the 
more effective is the workforce to the company.   
Objective 3: To assist in the recognition of how 
organisations can be staffed more cost-effectively, especially 
during expansions or new market ventures.  
Objective 4: To anticipate future redundancies and allow 
remedial actions to be taken such as recruitment freezes, 
retraining, and early retirements. 
Objective 5: To use collective bargaining effectively. WA 
supplies vital information for use as bargaining power with 
labour union. Forecasted information enables estimation of 
impact on pay increment and work hour reduction against 
the productive working methods and processes.  
Objective 6: To assess company's needs during 
expansion, such as office space, car parks, and other 
workplace facilities. With various scenarios of the forecasted 
data, the company will be able to plan for further resources 
to cope with the increasing future workforce.  
 
Based on the six general objectives presented, a generic 
WA system architecture entails the followings:  
• Prediction of workforce quantity and skills 
requirements at all levels in an organisation [14]. 
• Estimation of workforce wastage levels 
according to the workforce supply versus 
organisational demands. A system that drives 
multi-cultural networks of people against 
available jobs in organisations [12]. 
• Formulation of alternatives in order to narrow 
down WA demand-supply gap.  Provisions of 
people with skills and knowledge for non-routine 
tasks, leaving routine labour to machines, etc. 
[13]. 
• Assimilation of intelligent element and 
information management to assist in autonomous 
decision making of WA model, and monitoring 
of key indicators and factors that influence WA 
[15]. 
• Enabling of managers to reconfigure WA rapidly 
to adjust to changing market trends without 
human intervention in the routine operations. 
III. WORKFORCE ALLOCATION FOR RAPID RESPONSE TO 
CHANGES AND DISTURBANCES (CD) 
Frequent changes in product models, introduction of new 
technologies, newly established environmental regulations, 
shift in workforce working attitudes, and alteration in 
policies are examples of changes that affect WA. The 
readiness of WA to cope with such issues as well as frequent 
disturbances in manufacturing is the capability to react to the 
situation with the least human intervention. This section 
discusses the readiness of WA from two perspectives: 
readiness in WA architectural design, and readiness of 
workforce to face the changing trend. 
A. Responsiveness of Workforce Allocation System  
During the 1960s and 1970s, WA developments were 
mainly in mathematical formulation. Development was 
focused on increasing its accuracy in forecasting workforce 
figures. However, the resulting techniques were expensive, 
required vast quantities of historical data as input, and 
generated outputs that were too complex to be understood 
and analysed. Furthermore, forecasted figures became 
inaccurate due to changes and disturbances [16]. This was 
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impractical as it could not rapidly respond to CD and could 
not be understood by the user [17]. Organisations demanded 
balanced criteria for developing plans and goals [18], [19]. 
The developed systems were insusceptible to cope with CD 
rapidly and their actual implementation was still problematic 
[20]. In the academically developed systems, valuable goals 
were ill defined, and practical plans were somewhat 
disorganised, erratic and ambiguous [21]. A more realistic 
system would allow an organisation to keep itself ready to 
replace its plans, and to match and exploit environmental 
unpredictability at all times [19][22][23].  
This prompted a need in appropriate intelligent system to 
support WA in order to respond rapidly to CD. A responsive 
WA has to include a wider range of functions to diagnose 
company constraints, labour market forces, financial 
constraints, alternative employment policies, employee 
morale and so on. Even though reinforced technologies do 
substantially decrease the time required to perform a wider 
range of analysis, they indirectly increase complexity of the 
system. This also causes difficulties of practical WA system 
to be implemented in industry [24]. Organisations must 
devise a number of possible outcomes through an intelligent 
and dynamically reactive allocation system. Updatable 
flexible plans can be formulated to cover different 
possibilities to handle CD. In essence, any systematic WA 
model has to accommodate varying future requirements, 
permit internal mobility and long-term strategic objectives. 
B. Workforce Perceptions and Attitude 
Besides a shift in WA systems, work training also needs 
to evolve since working practices are going through a 
transformation period. Production automation and increased 
use of high technologies in manufacturing companies have 
intensified production complexities. This causes a growing 
dependency on highly qualified and skilled workforce to 
manage the technologies [25]. In the past, permanent full-
time workers were generally employed to work in a line 
assembly within the shopfloor. However, due to sporadic 
product demands, temporary workers are employed for a few 
months within a year’s period to cope with the surplus [26]. 
Flexible workforce is interpreted as temporary worker who 
fills in a space of the worker that is temporarily unavailable. 
Moreover since 1990s, there have been an increasing 
number of women and workers with family entering the 
workforce [27]. Such changes in workforce market 
eventually altered the working variables where flexible 
working practices, child care programs, and family related 
policies were used more frequently than ever. 
Furthermore, since April 2003, the United Kingdom’s 
definition of flexible workforce has changed considerably as 
parents with children under six or disabled children under 
eighteen may request to work flexibly according to their 
desired work pattern [10]. This is, however, only feasible as 
long as the employer has the capability to accommodate 
such practices. Through this scheme, the eligible worker can 
request for a change to working hours, time flexibility (flexi-
hour) and working from home. It has been shown that 
satisfied workers will be more productive [28]. A survey 
shows majority of employers do not find part-timers to take 
leave or report sick compared to full-timers [29]. In fact, 
flexi-working environment obliterates overtime, improves 
productivity and quality of work because the workers work 
and are paid according to their own terms and agreement. 
However, there are few who associate flexi-working with 
negatives impacts. The emergence of flexi-working is linked 
to the decline of jobs available. Skilled workers began 
working for different companies, moving from different 
workplaces and homes [26]. Lowly paid, intensified 
production processes, unsociable hours, high rates of 
turnover and minimal job trainings are also regarded as some 
of the possible issues of flexi-working that need to be 
addressed before flexible working scheme can be 
implemented [30]. The way the management view their 
workforce is also a debatable issue [31]. As flexible 
workforce is not present at the company on a full time basis, 
little care has been offered by companies to promote job 
satisfaction in the shop floor [32]. Despite the drawbacks of 
flexi-working, figures still show that 50% of current workers 
would prefer to work under flexible schemes. This is evident 
through a rise in British employment rate of mothers from 
57 percent in 1990 to 65 percent in 2000 [10]. In summary, 
the benefits of flexi-working are: 
• Companies will be able to optimise the use of 
available labour force. 
• There would be an increase in morale and 
efficiency for dual income families. 
In general, workforce in recent years has been showing 
discontentment to their jobs more frequently compared to 
the past. An unhappy worker would indirectly become 
stressed and consequently affecting the quality of his/her 
work [33]. Employees resist to changes and are discouraged 
when companies introduce new methods or practices without 
either providing the benefit of such practices, or clarify them 
[34].  
The consolidation of workers and company’s needs is a 
major challenge for human resource planners [35]. Any 
future WA model that is ready to respond rapidly to change 
and disturbance must therefore have the following functions: 
• Ensures workers learn as they perform tasks. 
• Provides company (management) with real-time 
information on the status of historical experiences 
of the workers. 
• Enables workforce to collaborate seamlessly at any 
stage in the production system. 
• Provides managers with simulated alternative to the 
operational decisions in uncertain conditions. 
• Enables managers rapidly reconfigure WA to adjust 
to the changing market needs with least human 
intervention in the company’s routine operations. 
• Provides people with skills and knowledge for non-
routine tasks, and leaves routine labour to the 
machines. 
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IV. DEVELOPMENT IN WORKFORCE ALLOCATION MODELS 
In early years, mathematics was used to construct 
appropriate models to address simple WA constraints. 
Example are the introduction of a linear programming model 
to solve WA problems [36], demonstration of a cost-based 
model [37], and inclusion of skill availability as a criterion 
to assign jobs to labour [38]. Although those models were 
useful for WA, their development concerned mainly 
matching labour single criteria with different jobs [39]. A 
system using heuristic1 search and integer programming was 
further developed which determined the minimum 
workforce level required to perform jobs [40][41]. Finding 
optimal solutions in particular manufacturing situations such 
as assembly line of highly customised products is another 
example [42].  
Use of intelligent tools in building WA model has been a 
further development in the field. A decision support system 
(DSS) was developed to support WA of part-time workers 
[43]. A workforce allocation model that has the capability to 
predict workload and absenteeism has been constructed by 
[44]. The model is divided into three levels where the first 
level searches over a set of workforce sizes, percentage of 
floats (multi-skilled people who can work across 
departments), and work shifts.  The second level uses 
dynamic programming to select work time of the personnel 
at each department in each month using options from the 
first level. At level three, the cost of each option from level 
two is calculated by using simulation of workload and 
absenteeism. This model performs well for finding optimal 
solutions, but may be impractical to a wider range of 
options. 
A number of research efforts have been made on WA 
using artificial intelligence tools such as genetic annealing 
[45]. A case-based reasoning2 workforce scheduling 
application has been also applied as a tool to develop WA 
[46]. Generalised patterns of workforce allocation are used 
to build a schedule that is adjusted to remove any problem. 
The resulting schedule is then re-generalised to store as a 
new case, thus creating a learning behaviour within the 
system. Multiple criteria and constraints were applied and a 
model was constructed using simulated annealing3 to find a 
schedule to minimise the total number of workers based on 
their travelling distance and idling time [47][48]. 
Another recent approach related to artificial intelligence is 
distributed allocation and agent-based models. Reference 
[49] presented a solution based on this concept with multi-
criteria objectives. In this work the emergence of good 
global solutions from a distributed algorithm was shown. 
                                                           
1
 Heuristic is a simple and efficient rule of thumb, which has been 
proposed to explain how people make decisions, come to judgments and 
solve problems, typically when facing complex problems or incomplete 
information. 
2
 It is the process of solving new problems based on the solutions of 
similar past problems. 
3
 It is a generic probabilistic algorithm for the global optimization 
problem, namely locating a good approximation to the global optimum of a 
given function in a large search space. 
This work has been subject of further development [50][51]. 
Contract net protocol is also widely used in agent-based 
models as a strategy for distributed scheduling.  
A comprehensive annotated bibliography of personnel 
scheduling has been presented, which classifies many 
application areas including manufacturing. [52] Despite 
numerous ramifications of WA research, many small 
companies still use WA plans by simple tools (e.g. human 
experience, spreadsheets). This is pervasive, even in 
medium-sized companies and in individual sections within 
larger enterprises. In its simplest form WA models allocate 
workforce according to the production requirements from 
start to finish. These models may or may not have a 
continuous feedback mechanism that affirms each 
production point with data gathering along the way [53]. 
WA softwares allow generating detailed allocation lists 
for individual production workstations, machines, labours 
and other manufacturing resources. These allocation lists 
consider capacity-constraint resources being allocated. The 
main focus of commercial WA software is not on 
optimisation paradigm, but rather on issues such as 
integration with ERP systems, user friendliness of its graphic 
interface, customised report generation or dynamic 
monitoring of the shopfloor. The current perception of most 
software suppliers is that it is a decision support system 
assisting the scheduler rather than a fully automated 
independent system [54]. Table 1 compares a number of 
commercial software where automated allocation is 
generally conducted using the first come, first serve rule 
(FIFO), and by taking other considerations of various 
constraints in the shop floor.  
 
TABLE 1.  WA COMMERCIAL SOFTWARE 
WA System Country Company System Summary 
MFGPro UK Paragon FIFO 
MAPS UK MSW FIFO, knowledge based system 
Quintiq Netherlands Quintiq software 
solutions 
FIFO, real time 
monitoring system 
Succession 
Wizard UK 
Norchard 
Solutions Ltd 
Knowledge based 
system 
GMT Planet US GMT FIFO 
Preactor UK Preactor International 
Knowledge based 
system 
 
There are still many inadequacies in current WA system 
such as their size, and the high cost of their implementation, 
execution, data collection, and maintenance [55]. 
V. A PROPOSED NEW WORKFORCE ALLOCATION MODEL  
Inadequacies of WA models have been widely discussed 
and calls for the development of intelligent, generative, rapid 
response system. [17][28][31][33]. Due to the nature and 
performance of holonic manufacturing concept holonic WA 
model is expected to react well to production shop floor real-
time situation, where workforce allocation is affected [56]. 
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The model can also include workforce skills and experience 
attributes. Development of such a WA system is achieved 
through the fusion of WA architecture and holonic features. 
Workforce is allocated to various jobs using multiple 
criteria, with special focus on labour-intensive 
manufacturing shop floor. Figure 2 shows the primary input 
– process – output of the proposed holonic WA. 
 
 
 
Fig. 2.  Holonic WA Primary Input – Process – Output 
 
Holonic WA system includes data components, their 
functions, interfaces, and interactions among holons. 
Holonic WA has an open hierarchical and heterarchical 
structures to enable new labour holons (workers) to be added 
into the system without affecting the overall system 
structure. Basic characteristics of holons are defined as 
autonomy and cooperation.  These provide flexibility to 
disturbances, and can readily integrate with the rest of the 
system to strive for common global objectives. Contrary to 
purely distributed systems, in the holonic model a central 
holon hierarchically coordinates interactions among other 
holons. It has an overview of the entire system, allowing 
coherent decision making for global optimisation. Central 
holon makes basic allocation considering objectives 
specified by company. However, when a change or 
disturbance occurs, all related local holons might be 
involved before final decision is made on the adjustment. 
Several negotiations between central and local holons will 
be conducted before an agreement is reached. Each local 
holon has its own set of rules and strategies incorporated 
within it.  
In a preliminary experimental case study the labour 
intensive shop floor of Synnex UK computer manufacturing 
company was used, where production processes are mostly 
performed by manual labours. Synnex UK receives large 
orders directly from Sun Microsystems. A major 
characteristic of the company is its fluctuating order arrival. 
Shopfloor workforces are mostly weekly paid assembly 
operators. With the fluctuation of orders the company often 
experiences difficulty in maintaining an acceptable balance 
of labours to jobs at short notice. There is therefore a heavy 
reliance on the experience of the production manager to 
match the available staff to the scheduled jobs. A holonic 
model was constructed and implemented through a relational 
database system, and tested using Witness simulation 
software. The model exhibited enhanced workforce 
allocation capability in rapid response to changes and 
disturbances resulting from order fluctuation compared with 
conventional manual allocation process.   
VI. CONCLUSION 
This paper presents an overview of the research effort in 
workforce allocation (WA) within manufacturing 
shopfloors. The objectives of WA have been outlined. 
Particular attention has been given to the concept of WA 
capability in handling changes and disturbances in the 
production environment. Readiness in WA architectural 
design and readiness of workforce to face the changing trend 
were considered. Application of artificial intelligence and 
agent-based systems in WA offer the provision of more 
advanced criteria in the decision making process. However, 
many current systems suffer from high cost of 
implementation and maintenance. A proposed holonic-based 
model was successfully constructed and tested. The results 
offered an enhanced WA solution compared with the 
conventional manual method practised in the case study 
company.  
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Abstract—Research in manufacturing systems has seen 
shifting trends in recent years in an attempt to cope with 
significant changes and unpredictable disturbances. Emerging 
new paradigms, including biological, holonic, and 
reconfigurable systems, are the result of initiatives taken by 
both industry and academia to investigate, understand and find 
possible solutions in this regard. This paper examines the most 
important common characteristics of these manufacturing 
paradigms in relation to handling changes and disturbances. A 
review and discussion on the capability of each system in 
handling changes and disturbances is presented against three 
enabling criteria including reconfigurability, autonomy, and 
self-learning.  A real manufacturing case study of workforce 
allocation in a shop floor was used as a test bed to demonstrate 
the effectiveness of responsiveness to changes and disturbances.  
Holonic manufacturing system was chosen as the most suitable 
approach for the case.  The results showed that the holonic 
approach has improved the conventional, experience-based 
decision making process. 
I. INTRODUCTION 
Changes and disturbances are major concerns in daily 
manufacturing operations, and cause difficulties for 
companies to forecast and realise production plans. In this 
study changes are considered as pre-planned, intentional 
interruptions to production such as those due to new product 
introduction, advance customer orders, or stoppages due to 
maintenance schedule.  Disturbances are defined as 
undesired interruptions such as those due to machine 
breakdown or unaccounted workforce unavailability.  
Companies often struggle to respond effectively and rapidly 
to such occurrences as a result of rigid structure in their 
organisation and/or the practiced manufacturing system. 
Initiatives have been taken by both industry and academia to 
handle the issue particularly since early to mid 1990's when 
respective researches focused on finding solutions for next 
generation manufacturing systems. Effective and rapid 
handling of changes and disturbances is now known as one 
of the main traits of emerging manufacturing systems. 
This paper provides a brief overview on three major 
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emerging paradigms including biological, holonic, and 
reconfigurable systems considered in this research, and 
delivers a discussion on the concept of change and 
disturbance. A classification of changes and disturbances is 
presented to categorise the issues based on various studies 
conducted. Three possible characteristics for rapid response 
to change and disturbance are outlined. The capabilities of 
the manufacturing systems in each case are then reviewed 
and analysed. The paper finally presents a model to apply 
holonic manufacturing system through an industrial case 
study for handling changes and disturbances in the specific 
field of workforce allocation within a shop floor.  
II. THREE EMERGENT MANUFACTURING SYSTEMS  
Research and development in new manufacturing systems 
is one of the many initiatives taken by the academic domain 
in an effort to provide feasible solutions to rapid response to 
changes and disturbances. Biological, Holonic, and 
Reconfigurable systems are three renowned examples that 
are considered here and will be examined for their 
capabilities to cope with manufacturing change and 
disturbance. 
In general these manufacturing systems have many 
common characteristics. Examples are best demonstrated in 
the field of multi-agent systems, which is a concept derived 
from artificial intelligence. The commonalities include the 
use of distributed individual units, which can be grouped or 
combined to become bigger systems. Specific terms that are 
used include “agent”, “holon”, “cell”, “module” or “unit” 
which represent the single component in manufacturing 
system. These concepts involve some form of intelligence 
inside the unit, which enables it to act autonomously to 
handle changes and disturbances. Furthermore, each 
autonomous unit will have cooperation function that allows 
them to have a common goal to be achieved in the overall 
system. Both HMS and BMS have emphasis of using units 
that act autonomously on their own but show cooperative 
nature or combined with other units to perform tasks [1]. 
Nevertheless, the focal point of each paradigm is 
different. HMS emphasises on control architecture design, 
scheduling and production system. It uses top-down 
approach in the architectural design by first designing the 
overall systems (holarchy) before defining each holon. BMS 
on the other hand, concentrates mainly on developing 
intelligent assembly systems especially in the development 
of self-organising assembly units and transporters. BMS is 
different from HMS as it uses bottom-up approach from 
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single unit to whole system, imitating the structural and 
behavioural design of life system function. RMS places 
emphasis on two elements: modular machines and open 
architecture control systems. It considers reconfiguration of 
machining systems in automation, and the concept of 
modular machines that can be dismantled and reconfigured 
to produce various different products or processes.  
III. CHANGES AND DISTURBANCES 
MASCADA consortium [2] defines change as ‘an 
intentional alteration to the current production (environment, 
company) conditions’. Disturbance is ‘an unanticipated 
change to production condition with negative effect on the 
goal, (e.g. equipment failure, late/wrong material delivery, 
rush orders)’.  
Changes are divided into three categories: economic 
needs, social political environment, and technology 
advancement as mentioned in NRC survey [3] on grand 
challenges to be faced in handling changes and disturbance 
in 2020. In the early 1990s, Bessant [4] already predicted 
that elements of the changes would include social, 
organisation and technologies advancement. He outlined the 
co-relations between technology advancement and change in 
organisation (social changes). In this study it was argued that 
the requirements for moving from single skill to multiple 
skills worker are linked to support the increasing complexity 
and opportunities of technologies. Mazda [5] identifies 
change based on six categories: customer requirements, 
technology, workforce, competitions, raw materials and 
environments. 
In other works the sources of change are mentioned as 
globalization [6], and as consumer (customer satisfaction), 
competitor, technology and resources [7]. Levy [8] in a 
report sponsored by the Institute of Electrical Engineers 
discussed economic and social changes as the major factors 
influencing the changes of manufacturing companies 
internationally as well as in the UK. The report also 
evaluates the challenges faced by UK manufacturing based 
on four key parameters (output, productivity, share of world 
trade and import penetration, and balance of payments). It is 
predicted that the sources of external change or variation are 
not subject to management control [9]. Due to economic 
growth and societal changes, the desire of the individuals to 
possess special goods different from others increase, and this 
leads to a demand for specially ordered products, causing a 
decrease in product life cycle [10].  This tendency results in 
a wide variety of low volume (small batch) production. In 
addition, lead time from the receipt of the order to the 
shipment of the product is vital to be as small as possible in 
order to win in the competitive edge. NRC [3] assesses the 
elements of change. The main aim of this report is to 
identify area for investments in research and development 
that will meet the needs of handling changes and 
disturbances.  
Disturbances are regarded as unplanned changes that 
happen independently of system intention but to which it has 
to respond [11]. They are activities that occur independently 
of any conscious managerial action. Disturbance is classified 
into source, nature and propagation [2]. Source of 
disturbance is further divided into internal and external [12]. 
They further divide the external disturbance as resource 
related, demand (customer) related, or supplier related. The 
source of internal disturbance and two types of external 
disturbances are identified as: upstream and downstream 
[13]. Internal disturbances include equipment failures, 
quality miss, lack of coordination and workforce 
unavailability. The nature or characteristics of disturbance 
(known as stimuli) is categorised according to novelty, size, 
frequency, certainty and rate of disturbance [11]. Based on 
these natures, they provided seven descriptive 
recommendations on managing the disturbances. Farhoodi 
[14] classified disturbance by using causations tree. The 
work was followed by Chatima [15] who extended the 
disturbance categories. Reference Frizelle et al. [16] have 
formulated a model to investigate the responsiveness if 
disturbances are applied to the schedules. A more strategic 
approach was taken by Beach et al. [17] where they charted 
the strategies (both past and present) taken by various 
companies to cope with the volatile (disturbing) 
environments.  
In general, changes imposed are considered mainly as 
benefits, however disturbances are usually known as 
unwanted. In some cases, however, a change in a 
manufacturing company might be regarded as a disturbance 
in another, and vice versa. Nevertheless, both change and 
disturbance do bring unwanted effect(s) to current 
manufacturing system in companies. Exploiting benefits of 
decentralised control concept may provide a useful step 
towards addressing this issue as described in the agent-based 
model presented by Yu et al. [18].   
IV. ENABLING CRITERIA IN RAPID RESPONSE TO CHANGE 
AND DISTURBANCE 
Rapid response to change and disturbance in each of the 
manufacturing systems considered in this paper depends on 
specific intelligence factors including reconfigurability, 
autonomy, and self-learning. These manufacturing systems 
could be attributed as distributed agent-based systems which 
have great potential in absorbing sudden changes due to 
redundancy in functions and responsibilities [19]. In 
providing rapid response to change and disturbance, RMS 
offers a more relevant approach when dealing with 
distributed equipment, while HMS and BMS are more 
pertinent to distributed control logic of manufacturing. A 
comparative discussion for each of the enabling criteria 
within the particular manufacturing system is presented 
below. 
A. Reconfigurability 
A reconfigurable system will have the capability to adapt 
(at low cost) to environmental variations both internally and 
externally by changing the facilities within manufacturing 
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systems and particularly through cooperation among the 
individual units of the system.  
In HMS, such reconfiguration is mostly achieved by 
means of negotiation and cooperation among holons via 
similar interface information, materials and resource 
exchange to reconfigure into desired production plan [20]. 
Holons negotiate through given requirements to identify the 
best possible configuration to react to current change or 
disruption in the production plan. In addition, the use of 
open hierarchical and heterarchical structures allows the 
introduction of a new holon into the systems without the 
need for correction in the overall system structure. Holons 
can be aggregated in a set of related holons to form a bigger 
one with its own identity. Moreover, self-similarity or fractal 
shape of holons is a big advantage in reconfiguration as they 
can be added, removed, and substituted. All these show that 
HMS can provide a concept that is less rigid and more 
adaptable for dynamical reconfiguration of the systems. 
McFarlane presents reconfiguration of HMS control system 
through cooperation [21]. Development of reconfiguration to 
rapid response is also conducted in holonic scheduling [22]. 
Dynamic and simple reconfiguration or plug and play 
operation when a new machine is integrated in a holonic 
manufacturing system (as a change) has also been presented 
[23][24].  
In RMS, each manufacturing component is catalogued, 
stored individually, and restructured into a modular group 
when it is needed. The component will be dismantled once 
the module finished its tasks. New equipment is added and 
stored similar to the existing components. There are five 
aspects of reconfiguration needed to be designed [25]: 
reconfiguration of system design, software, (new) machine 
controller, building blocks of machine and modular process, 
to achieve overall reconfigurability in manufacturing system. 
The design of reconfigurable tools, open architecture 
controller and systematic ramp up systems are the three 
major research works conducted in RMS to meet the 
reconfigurability challenge. An intelligent software system is 
considered in RMS as the re-configurator that plans and 
structures machines. A number of conceptual examples 
related to reconfigurable manufacturing factory have been 
provided [26]–[31]. Open architecture is the control system 
used in RMS which separates the control structure and actual 
data so that data can be modified locally to facilitate 
different manufacturing configuration [31], [32]. Plug and 
play or plug and go are presented as the capability of 
reconfigurable manufacturing systems[33][34][35]. 
Example of manufacturing systems autonomous 
reconfiguration is illustrated by Vaario et al. [36][37]. 
Simulation environment is used in BMS to examine the 
reconfiguration of production when change or disturbance is 
detected based on the attraction and repulsion of force field 
placed within each individual components.  
B.  Autonomy 
Autonomy allows the system to take action accordingly 
during disturbance and continue to operate instead of 
collapsing completely. Autonomous production unit re-plans 
dynamically in case of any equipment breakdown or quality-
miss. Autonomous capability allows decision making and 
control ability within the low level structure.  
In HMS, autonomous unit (holon) has predefined rules 
and process function embedded within the individual unit. 
The autonomous nature of holon allows it to operate on its 
own through defined regulations and internal goals with the 
aptitude of assessing problems and eliminating them within 
itself. When a job is sent to holon with the required 
specification, it will internally decide how this job should be 
carried out effectively so that the given specification can be 
met [38]. Holon will be in stable form which can survive 
disturbances since it is not tied directly to the overall system 
structure. If a unit breaks down, only that single unit is 
affected, not the overall structure. The failed holon will be 
replaced through the announcement made within production 
in order for a similar function holon to replace its task. 
Application of autonomous holonic robotic assembly system 
with distributed control systems is illustrated by Matsumoto 
[39].  
In BMS, manufacturing systems is seen as a collection of 
autonomous (self organised) units or the society of 
individual cells [40]. Autonomous unit has its own local 
information necessary for individual unit to make decisions. 
These units collectively respond to environment stimulus by 
producing products [40]. Self-organisation approach will 
allow network (layout) to be established by themselves [36]. 
This is done by communication among each manufacturing 
cells through bidding or broadcast and each station or cells 
decides for itself which signal it should respond to. 
Broadcast of requirements is made by the general system to 
self organised unit that will bid for the job based on 
individual available capability [36]. An application example 
of how autonomous work in BMS is discussed in [37]. They 
proposed a simulation method for dynamic shop floor layout 
configuration concept to illustrate this approach. Self-
organisation uses continuous adaptation as the 
manufacturing system is gradually and continuously taking a 
new shape. The application of autonomous unit in BMS is 
tested for a car chassis lineless production [41].  
In RMS, a selection policy process is developed which is 
decoupled from performance measurement to autonomously 
select the best configuration rule to implement according to 
the need of current situation [42]. Knowledge based 
technology is used in RMS to autonomously detect 
unfeasible configuration [43][44]. 
C. Self-Learning 
Apart from the first two characteristics (reconfigurable 
and autonomous) to achieve rapid response, manufacturing 
systems also need to have the capability of self-learning and 
to learn from past experience. Self learning or self 
improvement intelligence will provide feedback and 
maintenance to the system so that solution can be retrieved 
in faster pace rather than finding solution from scratch every 
time when changes or disturbances occur. This means 
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evolution of the system by converting information into 
knowledge for effective decision making in an 
organisational level. Therefore, even in the face of sudden 
disturbance, the system intelligence, based on past 
experience will know what action to take. 
Self learning capability or dynamic evolution can be seen 
very well in BMS, especially in application in product 
development phase [36]. In BMS, self-learning is the genetic 
information that describes both product and process 
information. Information is gathered and combined along 
each stage of the production through evolution or self-
learning [45]-[47]. Self-learning allows product and process 
design to be improved to better combination every time the 
product or process is repeated. Based on the product 
information, new product can be designed through 
evolutionary (genetic variations), editorial (genetic 
engineering based) or fusion (genetic cross over) design 
[36]. Neural network is an example of evolutionary approach 
where self learning occurs evolutionary. 
HMS has a good potential in self-learning. Detection of a 
disturbance, followed by its identification, classification and 
characterisation, using data and other information from other 
disturbances that occurred previously, was presented in [48]. 
In a Holonic architecture, the set of symptoms for each 
disturbance is continuously updated according to the 
knowledge acquired in previous disturbance occurrences. 
When the detected symptoms do not allow reaching a 
conclusion, learning mechanisms may be programmed to 
discover the disturbance type in similar cases, or to request 
external intervention to teach the system. In both cases, 
knowledge is acquired and stored [48][49]. 
Similarly, RMS can be designed to be self-learning 
especially by using multi-agent models. A case of self-
learning model of multi-agent RMS based on complex 
adaptive system has been presented [50]. The study analyses 
a complex adaptive mechanism which is simpler and more 
optimised by reducing data transmission amount. 
V. AN INDUSTRIAL CASE STUDY 
Synnex UK is a computer manufacturer with an assembly 
plant in Telford, UK which attracts many sizeable contracts 
from Sun Microsystems to manufacture various computer 
products. The order arrival usually experience significant 
variation over time. Most production processes are labour 
intensive assembly operations. As operations intensify, the 
need for the right shop floor workforce at the right time 
performing the right job is important to respond rapidly to 
customer demands. Therefore an attempt has been made in 
this research, to identify a flexible workforce allocation 
system that will rapidly respond to frequent changes and 
disturbances in order to improve traditional decision making 
process (for example, decisions made only based on 
experience of production manager). 
HMS was chosen to deal with changes and disturbances 
affecting workforce allocation in this case since it has very 
good capabilities according to the above mentioned criteria, 
as well as the fact that this developed and popular concept is 
known as a promising tool for managing complexity, 
changes and disturbances within the field of agent-based 
systems [51][52]. Further, in a comprehensive survey the 
holonic paradigm as the solution for next generation 
manufacturing systems is considered [53]. RMS would not 
be an appropriate system to deal particularly with workforce 
problem, and BMS is less developed than HMS, hence 
possessing a lower state of readiness to test real industrial 
applications.  
A holonic model was then formulated for allocation of 
labour as one of the main production resources. For this 
purpose, HMS workforce allocation system architecture was 
constructed based on holonic manufacturing reference 
architecture PROSA [38], as shown in figure 1.  
 
Fig. 1.  Relationship between HMS PROSA and Holonic Workforce 
Allocation System 
 
Workforce allocation system includes three main parts: 1) 
resource allocation (RA), 2) resource allocation execution 
(RAE), and 3) individual labour holon, as described below: 
Resource Allocation (RA) prepares and plans the 
allocation of jobs to workers according to the availability 
announced in the workforce allocation holarchy. Workers in 
labour holon supply their time constraints, skills and job 
preferences as inputs for RA selections. RA conducts its 
allocation by utilising available resource and generates a 
planned assignment of resource to the announced order. The 
workers are defined as holonic where the autonomy 
elements enable them to bid for jobs according to their 
preference and time, while cooperative elements allows 
them to follow the policies and rules specified in the 
company in terms of skills and experience level.   
Resource Allocation Execution (RAE) executes the 
allocated plan produced by RA, identifies actual status of 
shop-floor and makes necessary alterations to the plan to 
react to change and disturbance. RA and RAE communicate 
simultaneously to exchange schedule and update status of 
shopfloor. When performing allocation, RA tries to find 
optimal solution to the job allocation while the RAE 
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performs online controlling and monitoring functions. If 
resource holon has any sudden change, it will notify RAE 
about the status change so that further alternatives can be 
decided on the job.  
Labour holon holds details, capability and availability of 
workforce. Labour holon in this research represents each 
individual labour and contains various production 
performance details as well as individual information. The 
labour holon communicates its availability with RA for all 
interested work orders. It also notifies RAE about its 
changed event, when it is available, occupied, or fully 
booked in the near future. When status changes, such as 
sudden cancellation of orders or absentees, it notifies this 
event to RAE. 
In holonic workforce allocation, the system can 
dynamically switch between hierarchical and heterarchical 
control. In other words, RA plans the allocation of labour to 
the jobs, but labours are still able to organize their jobs to 
suit them by giving the preferences, experience and skills, as 
shown in figure 2. 
 
 
Fig. 2.  Information received by RA when order is initiated 
 
Application of the model has been realized through MS-
Access relational database software together with Witness 
simulation package that uses the case study information. The 
holonic WA system as described above, systematically 
assigns labours to the jobs, so that not only a best fit occurs 
from labours skills level point of view, but also maximum 
possible satisfaction of the labour is obtained. This has been 
the first advantage of the system in decision making, when 
compared with conventional performance.  
In addition, the system shows enhanced capability when 
shop floor workforce experience unexpected events. In the 
developed system, RA finds the best possible solution of 
labour assignment for the production line, and RAE module 
is run within simulation package accordingly, until a 
disturbing event occurs concerning workforce. An example 
of such disturbance is when one or more labours suddenly 
become unavailable due to an emergency, and no immediate 
return to job is expected. In such circumstances, 
conventional practice is to replace the absent workers by 
new ones based on the decision of the production manager. 
Often there is a learning curve period, and training on the 
job needed for the new operators; hence some standard 
operation times would no longer be valid. It is therefore 
expected that the entire production performance is affected 
due to the inevitable increase in operation times.  
In the proposed WA system, RAE reports the disturbance 
(unavailability of one or more labours) to RA, and asks for a 
new allocation plan, taking into account the available 
resources and the remaining jobs. Here the goal is to 
minimise adverse effects of the disturbance. Based on the 
defined criteria and characteristics of individual workers, 
RA systematically provides a fresh plan, so that any required 
training on the job and learning curve of the worker is kept 
to a minimum, and therefore the standard process times and 
production performance are less severely affected.  
VI. CONCLUSION 
This paper considers and discusses the capability of three 
emerging manufacturing systems, namely holonic, 
reconfigurable, and biological, with reference to key 
enabling criteria needed for rapid response to changes and 
disturbances. The enabling criteria used are 
reconfigurability, autonomy, and self-learning.  In order to 
assess effectiveness of such systems in manufacturing 
changes and disturbances, a systematic workforce allocation 
model using holonic paradigm was tested in an industrial 
case study. The preliminary results were successful, 
suggesting that HMS possesses a responsive feature in 
dealing with changes and disturbances, and can considerably 
improve traditional methods used in manufacturing 
companies. 
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Abstract: The purpose of this paper is to outline a
structured guide and evaluation technique through which
it is possible to consider the need, purpose, design, cost
effective application and environmental impact of
packaging a product. Ideally, the methodology and
evaluation technique outlined in the paper should be used
at the conceptual stage of a package design, but could,
and should, also be employed before any changes to an
existing packaging design are contemplated and
implemented during the life cycle of the product.
I. INTRODUCTION
In the current economic climate, there is an increasing need
for companies to be even more competitive, in order to
survive in both national and international markets. This fact,
coupled with the emergence in recent years of a strong
environmental lobby and government legislation, have forced
managers to be even more vigilant and effective in the
appropriation of the funds within their control which are
allocated to product packaging. In addition to government
regulation, most companies have found it politic and
necessary to exhibit an increasing respect for the wishes of
their customers, consumers, shareholders and other
stakeholders in the business, with regard to the environment
and its protection from the effects of packaging waste.
As a consequence, one such internal company function that
has undergone a remarkable change of emphasis, and which
has also increased significantly in cost, is that associated with
the design of product packaging. This explosive change has
been occasioned by several factors. These include the ever-
increasing technological choice of materials and techniques
that have become available to the packaging designer, the
vast increase in the actual number of products requiring
packaging together with the consequential environmental
impact, plus the enormous changes in product advertising
and marketing that have emerged in recent years.
Coupled to this increasing problem of expanding consumer
demand, is a developing need for providers to be more
accountable for the products they produce, and as a
consequence of this increased responsibility, be in a position
whereby they can, for example, exercise lot traceability on
their products, should the need ever arise [1]. Given the
foregoing pressures, it is evident that progression in the
future will be dependent upon a continuing concerted effort
to improve packaging design, its application and
environmentally friendly disposal. This will require that
adequate facilities, resources and techniques such as TRIZ
[2] are available so that the design process is able to address
the challenge.
Therefore, this contribution contends that should the
packaging designer be asked to consider package design, at
whatever stage of the product’s life cycle and for what ever
reason, it is essential that consideration be given to ensuring
that any suggested proposal does not detract from the
original concept of the package design and that an adequate
structure exists within the company to examine, support and
record the effects of all decisions on any design change as a
matter of company policy. Accordingly, the most urgent
demands upon the packaging designer are for a considered
analysis of the efficient use of the most effective packaging
materials, coupled with accuracy of record in regard of
packaging need, purpose, design, application and disposal,
all of which is to be achieved at minimum cost.
II. DEFINING PACKAGING REQUIREMENTS
In order to clarify the position of packaging in its functional
sense, it is first necessary to review its broader context.
Packaging has been defined in many formats but, because of
its diverse nature, each definition has only summarised the
needs and aims related to an individual industry or company.
It was not until the British Standards Institution (BSI) [3],
initially in co-operation with Government and then in
conjunction with manufacturers and users, formulated their
definitions that some measure of general acceptance was
achieved.
The most recent definition of packaging, as delineated by the
British Standards Institution [4], can be stated as: -
“That which, in addition to containment should provide
protection and preservation, identification and
information, market appeal and user convenience and
achieve this with economy”.
This brief definition can be expanded to detail first, that
containment is the function primarily concerned with the
presentation and maintenance of the product in a form that is
acceptable to those directly involved with the product, i.e.
manufacturers, distributors and consumers. Secondly, the
functions of protection and preservation are included to
ensure that the product does not, under given circumstances,
deteriorate in, nor adversely affect the environment in which
it exists for the period of containment and ensures that the
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package design is such as to withstand the mechanical,
chemical, environmental, biological and other hazards that it
may be subjected to.
Thirdly, the functions of identification and information
have a dual role in that they seek to inform and advise those
within the supply chain as to storage; hazards etc., and also
satisfy the demands of any legal requirements, declarations
and required consumer knowledge in respect of the product.
Finally, the functions pertaining to market appeal and user
convenience have been included in the most recent standard
to acknowledge that the pattern of retailing in the consumer
market has developed to such a degree, that it is now
appropriate to consider brand recognition, shelf identity and
the convenience of use, plus disposal as aspects of the
broader activity of packaging.
Subsequent to the foregoing, if a further provision is included
to relate the above factors to the minimisation of life cycle
cost, then a set of criterion is established which can guide the
packaging designer towards attaining a more effective
package. Unfortunately, the most recent BSI definition,
whilst stating the overall objective of packaging and, in other
sections of the standard, providing information on certain
technical aspects, is of little use in guiding the designer upon
the individual packaging needs of a product. Therefore, in
order to establish the actual requirements for each product, a
more systematic approach is now proposed.
III. DEFINING PACKAGING TYPES
Within the broad remit of packaging, there are two distinct
packaging requirements that can be clearly identified. These
are defined, by the authors, as firstly Integral Packaging,
which is: -
“That packaging, without which, the product could not be
transferred to anyone in the distribution chain.”
Consequently, it is common for this class of packaging to be
associated with the retail trade. Hence, this form of
packaging, by its very definition, is often employed to add
value to the product.
The other packaging requirement is that of Indirect
Packaging which is defined as: -“That packaging added to
the product to eliminate the necessity for the ultimate
purchaser or agent to collect the product directly from the
supplier.”
Consequently, this form of packaging does not usually add to
the value or aesthetics of the product but does ensure the
satisfaction of some aspects of the BSI definition in respect
of protection and preservation. In essence, the reduction in
Indirect Packaging is the motivation behind The Producer
Responsibility Obligations (Packaging Waste) Regulations as
enacted in the UK5.
In order that these two definitions can be of benefit as an
aide-memoire guide to packaging design, there is need to
further extend the relevant aspects of both in order to
delineate the other necessary attributes of the final package.
Accordingly, the following is proposed as a structured guide,
based upon the foregoing definitions, of some of the more
important attributes of packaging. Its purpose is to encourage
the designer to create a comprehensive design, that satisfies
the remit of the original packaging requirements and which
also ensures that any design proposal does not overlook
important package attributes because of a lack of discipline
in the design process. It could also be argued that the
methodology proposed and outlined in Figure 1 should be
used to evaluate all existing package designs for possible
change with the aim of improving overall packaging cost
effectiveness.
Figure 1. Outline of Packaging Design Methodology
IV. THE ATTRIBUTES OF PACKAGING
For any product, the packaging designer must consider the
following attributes at the outset of the design process.
Distribution: The changing patterns, of supply and purchase,
such as the advent of supermarkets, product group
specialisation and internet ordering have in both retail and
wholesale distribution changed the methods of product
management. These changes of emphasis have directly
affected the modus operandi of the supply chain, and as a
consequence, it is increasingly necessary for packaging
designers to re-examine container design and dimension with
the objective of minimising distribution costs and
maximising the utilisation of product handling equipment,
both within and outside the control of the item manufacturer.
Duality: If it is accepted that consumers purchase containers,
other than those which are integral with a product, for storage
and other purposes, and it can be argued that it is
environmentally desirable to reduce this secondary demand,
then consideration should be given to the design and
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construction of containers which comply with the
requirements of Function, but which are also then capable of
meeting consumer need as post function containers or
refillable packages. The marketing benefit of offering dual
usage containers has been proven, and this coupled, with a
reduction in the problem of eventually having to dispose of
these unnecessary containers, can have a tremendous impact
on the purchasing behaviour of the environmentally
conscious consumer and thereby offer commercial advantage
that will aid the saleability of the product.
Environmental: The intensifying environmental awareness
of the average consumer, coupled with the increasing costs of
waste disposal and having to conform to anti-pollution
legislation, has caused both packaging providers and disposal
authorities, to urgently re-examine their roles and
responsibilities in limiting the adverse environmental effects
of the disposal of redundant product and its packaging [5].
Now that the inherent dangers and difficulties of such
practices have become evident, the importance of
considering the design and construction of containers such
that the product is compatible with the environment both
during and after use cannot be over stressed and therefore
must be of prime importance in the design phase.
Function: Throughout the life of a product, the functional
attributes of the container/packaging design should be such
as to ensure that no deterioration of the product occurs once
access to the package has been initiated. In addition, it must
be so designed as to permit controlled access to the contents,
as required, during use and also to satisfy user convenience
requirements in respect of its storage capability.
Information: The primary function of any text or symbol is
to inform and advise all those connected with the package on
such life cycle facets as shipment, content, usage and
disposal, and can be considered to consist of four primary
aspects. These are: -
Initially, it should provide the necessary information
such that the user can make an informed decision on
the choice of product, i.e. content listing, additives,
volume/weight per unit cost and price information via
barcoding etc.
Secondly, it should include information without
which the product may be incorrectly applied or used,
typically the ubiquitous ‘Best Before Date’.
Thirdly, there should be information, without which
product damage may occur, either by storage or
shipment, during the pre-consumption stage.
Finally, it should provide information pertaining to
the effective, environmentally acceptable disposal of
the product and any of its remaining contents after
use.
Legal Requirements: Aside from the statement on
Information above, designers must consider package design
in regard of the layout and presentation of any text and
symbol necessary to satisfy the many legal and pseudo-legal
requirements associated with the package and its contents.
Merchandising or Presentation: The sphere of activity that
can be considered under this heading is enormous, in that it
can encompass a spectrum of activity from the promotion of
corporate colour identity, to the silhouette shape of, for
example, wine bottles. However, from a functional stance, it
is more usual to limit this aspect to the consideration of those
attributes of package design, usually aesthetic, that by their
very nature are intended to directly aid the saleability of the
product. In addition, distinction should be drawn to the
fundamental difference between that packaging which is
included to add value and that which is added simply to
increase profit potential, but which does not add value per se.
The former could be argued to be an acceptable aspect of
merchandising, whilst the latter, although appearing to be
integral with improving presentation, is in fact built in
redundancy and is frequently the sale, in one package, of two
unrelated products.
Reuse: When high volume products, such as milk, beer and
wine containers, are considered or, as is the example of
liquefied gas, where safety requirements demand a secure
container for the product, and when it can be argued that to
supply a new container with every issue would increase the
cost to the consumer to an unacceptably high level, then the
option of employing containers which are capable of being
reused should be considered. Apart from the obvious
advantage of not having to produce an increasing number of
containers, multi-shot reuse offers several other advantages
which are: -
First, the supplier has total control over the container
form and can thus configure the necessary processing
and distribution facilities to minimise variability and
maximise utility.
Secondly, it is possible to recoup the container costs
from the consumer, over the life cycle of the
container.
Thirdly, it is possible to use the container form for
product identity and promotional purposes.
Proof of Performance: One attribute of package design that
should initially be considered by designers, is the ability of
the design to withstand the rigours of performance. However
even though standards and methods of testing have been
available for many years, transit, storage or in-use damage, is
still evident. Biscuits for example are notorious in this
respect. This is primarily due to companies failing to be
cognisant of the changes that have occurred in handling
methods and in not undertaking regular package testing,
throughout the total distribution chain, within the life cycle of
the product.
Protection of Contents: Recent patterns of consumer
behaviour are far less tolerant of deficiencies in supplied
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goods, and thus the minimisation of in-container product
deterioration or modification, due to inadequate container
design, is therefore of increasing importance. Consequently,
container design and construction must be such as to ensure
that the eventual consumer receives the product in a
condition coincident with the intention of the original
manufacturer. This would naturally include discussion on
such topics as the appropriateness of container/product
suitability and compatibility, and consider the environmental
effects on the product of extended storage.
Reprocessiblity: The rapid expansion of the environmental
lobby in the last three decades, has forced manufacturers into
ensuring that the selection of container materials is such as to
allow packaging to be easily disposed of and reprocessed for
alternative use. This attribute should not be confused with the
concept option of reuse, which is a multi-shot function. In
that with reuse, the inputs to, and outputs from, the process
are always the same. For example, milk and glass bottles as
inputs and filled milk bottles as outputs. Whereas with
reprocessibility recycling, the inputs and outputs are not
constant. For example, empty aluminium drink cans as inputs
are normally reprocessed into aluminium billets as outputs.
Safety: A primary need that must be addressed by every
packaging designer, is to ensure that container design is such
that it will protect the product contents from contamination
or interference by all those involved in the supply chain and
equally protect both those and the ultimate user, at all times,
from any possible danger of the contents. This is now key
requirement particularly in food packaging given the
hightened possibility of terrorism and criminality [6].
Security: Increased consumer awareness of defect, coupled
with the marketing advantages of offering proof to the
consumer that the package has not been tampered with, has
meant that an increasing number of manufacturers are
undertaking to include in packaging design, assurances that
the contents of the package remain as declared prior to the
final completion of sale. To ensure this the packaging on
many digestable products are now fitted with a safety seal. A
secondary function of package security pertains to the hybrid
relationship between Function, Legal Requirements and
Security. This exists in the context of, for example, child
resistant container design, where the design should be such as
to permit controlled access by authorised users, restrict
access by unauthorised users, whilst also satisfying any legal
requirements.
Supplier Confidence: The extent and nature of modern
product packaging is such that very little vertical integration
between packaging suppliers and packaging users exists in
practice. This is evident when one considers the cost,
diversity and complexity of the technology necessary to
produce the packaging for a typical high street product. Thus,
because of the possible litigation that could be evoked if a
package fails in service, it is necessary for manufacturers to
ensure that, as a purchaser of the packaging, a complete
production and composition history of the supplied
packaging is available from the supplier.
Traceability: As a function of manufacturers wanting to
register as preferred suppliers under certain quality assurance
schemes [1], [7] it has now become necessary to be able to
identify the existing manufacturing history of a product and
its packaging. Therefore, a need is created to incorporate
information into the product and package design, other than
that normally included under Information and Legal
Requirements that would permit a record of the product and
its history to be made available should the necessity arise.
Printed barcode batch and/or date numbers are a typical
example of meeting this attribute in packaging practice.
Visual Inspection: Certainly, since the advent of the
supermarket, consumers have exercised their desire to
examine the content of packages prior to purchase. The
merchandising importance of being able to visually inspect
product quality and quantity therefore cannot be over
emphasised. However, this behaviour has a certain dualism,
in that it cannot be denied that the opportunity to visually
inspect a product can positively aid its saleability, whilst it
must also be accepted that if, after visual inspection and
handling, a purchase is not executed, then subsequent
consumers may find that the prior acts of visual inspection
have had a detrimental effect upon their perception as to the
saleable quality or quantity of the goods. Consequently,
designers should ensure that if their packages are designed to
be visually inspected, then it is also incumbent upon them to
ensure the package does not deteriorate in, or is affected by
the process. A typical example of this in practice is the
transparency or not of bread packaging to allow the
consumer to check the thickness of the slices against what is
stated on the package.
V. EVALUATION FOR COST EFFECTIVENESS
For any manufactured product, and that includes packaging
as a product in its own right, cost effectiveness can be
defined as income divided by expenditure or more commonly
for companies as follows: -
Cost Effectiveness = Product Sales Price / Total Cost to
Produce > 1.0
This simple ratio of sales price divided by the total cost to
produce has to be greater than one in order for the product to
be cost effective from the manufacturers point of view. Any
product which costs more to produce than it can be sold for
is obviously cost ineffective and would return a value of less
than one in the above ratio. The difference between the sales
price and the total cost to produce, fairly obviously, being the
company’s profit. So in the case of box of fish fingers for
example, the packaging manufacturer must be able to
produce the box at a cost which is lower than that which he
sells it to the fish finger manufacturer to make a profit.
Likewise the box and its contents, as the complete product,
must be produced by the fish finger manufacturer at a lower
cost than its sales price to the supermarket or retailer for it to
be cost effective.
This example leaves aside more complicating factors in
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overall company profitability such as market dictated sales
prices, volume discounting and special offer or lost leader
products within a firm’s overall product portfolio etc, to
illustrate packaging cost effectiveness in its simplest form.
As a consequence, it should now be obvious that packaging
manufacturers have to produce their product to a sales price
which not only has to be cost effective for them, but which
also does not ruin the cost effectiveness of the final product
to its manufacturer, the retailer and increasingly to the
consumer. If this is not so, then the packaging will not be
attractive to the final product manufacturer, retailer or
consumer due to its cost and hence will not be bought by one
or other of them. By extending this simple example and
considering the viewpoint of the product end user or the
customer for the fish fingers, has revealed an important
aspect of packaging cost effectiveness.
From the consumers point of view the product contents may
well be desireable, that is the fish fingers in this example, but
not necessarily its packaging, although this may be
convienient for handling and might also be useful for storage,
as in this case keeping the fish fingers in the freezer
compartment of a fridge. However, when assessing the cost
effectiveness of purchasing such a product, the consumer is
at a distinct disadvantage, for whilst the cost of ownership
may be fairly easy to calculate the potential benefits of the
purchase are not. In the case of the fish fingers, the cost of
ownership would be the purchase price, as there are no
complicating factors such as maintenance costs, resale
values, disposal costs assuming no bin tax or other
environmental charge is to be levied, or any significant life
cycle to consider there being no loss in the purchasing power
of money over the short life cycle of this product.
Assessing the potential benefits to be gained from the
purchase in monetary terms is much more difficult, as here
we are concerned with the consumption of food. The likely
benefits to be gained by a person from eating fish fingers are
energy to work and protein to maintain health and fitness.
Each contribute to a persons ability to generate potential
income but the link between cash generation and specific
food consumption is so complex as to be totally unclear.
Consequently, placing a cash value in the numerator of the
equation is well neigh impossible for most consumers and as
a result most purchases are based on intuition and luck in
respect of their cost effectiveness. The consumer is therefore
left with a simple choice to buy the product or not and the
importance of cost effectiveness in packaging is that the
perception of it can be a deciding factor in either direction.
As a result, if the consumer is put off purchasing an item by
perceived cost ineffective packaging, the loss in sales is felt
throughout the supply chain and may eventually lead to the
discontinuation of that product.
VI. CONCLUSIONS
The foregoing is an attempt at outlining a logical
methodology for companies to adopt when designing product
packaging. It contains a reasonably comprehensive, but not
exhaustive guide to the attributes that should be considered
when designing a package to meet a given specification.
However, since each package will have a different purpose, it
is impossible to absolutely rank the attributes in order of
importance. The alternative therefore, is to consider each
attribute according to its relative importance and then to
align this with the particular objectives of the individual
company. Consideration can then be given to identifying the
particular materials and constructions best suited to satisfy
these objectives along with their cost effectiveness. This will
have the effect of concentrating on the most important
attributes first and hence produce a cost effective package,
which best suits, the needs of the product and all aspects of
its life cycle.
REFERENCES
1. International Standards Organisation (ISO)
9000:2000, "Quality Management Systems - Requirements",
ISO 2000.
2. Mazur, G. “Theory of Inventive Problem Solving
(TRIZ)”, http://www.mazur.net/triz/, 2009.
3. British Standards Institution (BSI), "Packaging
Code", BS 1133 (1943). BSI 1943.
4. British Standards Institution (BSI), "Packaging
Code Introduction to Packaging", BS 1133, Sections 1-3,
BSI 1989.
5. UKGovernment, Statutory Instrument 1999 No.
1361 The Producer Responsibility Obligations (Packaging
Waste) (Amendment) Regulations 1999.
6. Mail online, Conman tried to blackmail supermarket
by putting bleach into baby food, 22nd January 2008.
7. Automotive Sector Quality Management System,
ISO/TS 16949:2002, ISO 2002.
264
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
A Conceptual Framework For Deciding Upon The Need For
Re-configurability In Manufacturing systems
Johna E. G., Daviesa A., Hammondb J., Thomasc A. J. & Kuznecova A.
aCardiff School of Engineering, Cardiff University, Cardiff, CF24 3AA. U.K
b BMW Group, Munich, Germany
c Newport Business School, University of Wales, Newport, NP20 5DA
Abstract: The configuration of manufacturing
facilities to best meet the needs of the products being
manufactured, has challenged the ingenuity of
engineers since the industrial revolution. Typically, if
the production load is coherent and limited in
variety, then product structures are preferred, but if
in contrast, the production load is incoherent and
expansive in variety, then functional structures are
preferred. This contribution addresses the problem
of structural choice. It proposes a methodology,
based upon process similarity and flow measures,
which enables engineers to derive a measure which
can be used to establish whether the current
production load would be more effectively produced
if the current facility structural design were to be
either, left unchanged, re-configured or re-defined as
a virtual environment.
I. INTRODUCTION
Since the demise of cottage industries and the
introduction of factories, engineers have been charged
with improving throughput, increasing efficiency and
reducing costs. One facet of this drive has been to
consider the physical arrangement of the facilities
within the system. Various strategies and solutions have
been suggested developed and implemented, with
differing degrees of success or failure. In this context
the facility design problem exhibits at its worst in the
batch manufacturing environment. When addressing this
problem, solution approaches have ranged from
conducting production in a pure functional structure at
one extreme, to adopting a strict product structure
environment on the other. In addition, it is also almost
universally accepted that exact long term solutions to
this problem are unobtainable for three fundamental
reasons related to the variability of the production load.
First, the variety and diversity of product demanded
will change, secondly the frequency of order placement
will vary and finally the quantity required will fluctuate
according to demand. In an ideal world, changes to
these variables should be accommodated by the
provisioning system, however these structural factors
are, in general, so unpredictable that any facility design
becomes, but a transient of the production load data
used in the analysis at the time the design was
developed and can rapidly become inappropriate if, or
when, the production load changes. Thus, if in the
fullness of the operational existence of a facility design,
little or no regard is taken of changing business
conditions, then it is not uncommon for the provisioning
system to drift out of conformance and it could be that
the current facility arrangement, then ceases to be ‘fit
for purpose’. It is the problems of pattern matching and
maintaining ‘fitness for purpose’ that this contribution
attempts to address.
II. FACILITY DESIGN TO MEET NEED
There are two universal realisms in facility design. The
first, previously alluded to, is that any facility design,
even under relatively stable production load conditions,
has to be considered as but a transient of time and its
efficacy as such, is unlikely to extend beyond a two year
period and probably a lot less. Secondly, conventional
wisdom on facility design to meet a perceived demand,
is typically addressed, excluding the extremes of ‘fixed
position’ and ‘continuous process’ structures, in the
context of either ‘Product’, ‘Functional’ or ‘Hybrid
(Cellular)’ designs. Although as another option, a
relatively recent strategy for addressing the difficult
decision problem on system structure is to consider an
approach employing the concept of virtual cells (VC’s).
In this philosophy, the approach is to ignore the physical
arrangement of facilities problem, and to concentrate
only on the necessary flow patterns for the current
production load. Excluding for the moment, the VC
option, it is generally accepted practice to organise the
available facilities either by ‘process function’ (i.e.
Functional (by Process) Layout) or configure the
facilities according to the needs of the products, i.e.
adopt Product Layout. Between these extremes, the
conceptualisation of Hybrid (Cellular) design is an
attempt to meet the objective declared by Durie1, when
he defined his concept of Group Technology, as being
“…..the replacing of traditional jobbing manufacture by
the analysis and grouping of work into families and the
formation of groups of machines to manufacture these
families on flow line principles with the object of
improving setting and throughput times". A cursory
reading of this definition, should indicate that the nub of
the problem lies in the words ‘analysis and grouping’,
and that if, the correspondence of the current production
load to the existing facility arrangement can be assessed
in real time, then it should be possible to identify system
inefficiency. If it is not possible or sensible to adopt any
of the foregoing options, then ultimately, the facility
arrangement would become, ‘in extremis’, a totally
‘random’ arrangement of facilities (the VC).
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III. VIRTUAL CELLS AND VIRTUAL GROUPS
McLean et al2, in a formative contribution, defined the
concept of a virtual cell (VC) in the context of
presenting the manufacturing control system with the
illusion of a permanent set of assigned resources, thus
extending the concept of the GT cell by allowing the
time sharing of workstations with other virtual cells,
that produce different part families, but which have
overlapping resource requirements. They also contend
that a virtual cell is no longer an identifiable fixed (co-
located) physical group of machines, but is a structure
capable of having a flexible and re-assignable existence.
In another contribution, and in apparent contrast, Prince
and Kay3 define virtual groups (VG’s) by referring to
‘Groups of machines that have the potential to form
manufacturing cells, except the inability to move the
machines confines then to a functional layout’. They
also contend that ‘virtual groups are considered as
physical cells for management purposes’, and that ‘The
benefits of VG’s relate to the change in focus from the
management of processes to the management of the
production of products’.
Semantics apart, it is difficult to understand that any
difference between the two contributors exists. For
example, the VC’s of McLean et al2 are ‘groups of
machines which are not identifiable as a physical
grouping, but as data files, processed by a controller’.
However, given this it has to be assumed, that during
the process of converting raw materials into finished
goods they must, become physical cells for
management purposes as described by Prince and Kay3.
Likewise, by a similar argument, the VG’s of Prince and
Kay3 are groups of machines that have the potential to
form manufacturing cells, and therefore must, again in
the process of converting raw materials into finished
goods, present the manufacturing control system with
the illusion of a permanent set of assigned resources
which allow the time sharing of workstations with
other virtual cells, that produce different part families,
but which have overlapping resource requirements as
defined by McLean et al2.
Thus, it could be argued, that both contributors are
describing the same concept, one of which considers the
problem by a ‘top-down’ approach (McLean et al2),
whilst the other considers the problem from a ‘bottom-
up’(Prince and Kay3) perspective.
A more comprehensive overview of the development, of
what is now considered to be Virtual Cellular
Manufacturing (VCM), is offered in the contribution of
Ko and Egbelu4.
Given the foregoing, it would be reasonable to ask when
and where, in the spectrum of system design structural
options, are VC’s / VG’s an appropriate choice, and if
indeed they are an appropriate choice, how are they to
be constructed and operated. The difficulties of
construction and operation are sequential to the scope of
this current contribution, but it is accepted that the need
to address the problem of appropriateness is primary to
the overall debate on the choice of system structure and
the philosophy of VCM is considered in this
contribution for completeness.
IV. MAPPING THE CURRENT PRODUCTION
LOAD TO THE EXISTING FACILITY DESIGN
For any future projected planning period, a Master
Production Schedule (MPS) should be created by those
responsible for the planning function within the
organisation. When issued, a fundamental problem that
should be addressed is in respect of the dynamic
correspondence of the changed production load,
embodied in the MPS, to the current facility
arrangement. This correspondence will vary from ‘an
ideal fit’ to being ‘totally inappropriate’, and, it could be
argued that it is this correspondence that is the key
element in the decision making process on the choice of
facility structure. However the prime difficulty that
exists in the resolution of this problem is how the degree
of correspondence can be measured and then how such
a measurement could be used to improve the production
load/facility arrangement match.
V. DECIDING UPON A FACILITY STRUCTURE
In the development of a facility design/structure,
fundamental decisions are necessary. Typically these
involve intractable decisions relating to the ultimate
objective of the analysis, the simplicity/complexity of
the solution required, the data that should be considered,
the skill/knowledge abilities of those undertaking the
exercise, the analysis methodology and many other
facets of the problem and the consequent ramifications
upon the system of any created solution.
VI. DATA AND INFORMATION INPUT FORM
In essence there are only two possible forms of data and
information input to the facilities design problem. These
are either qualitative, (the relationship [REL] chart) or
quantitative, [the From - To or Travel chart]). Although
hybrid forms, such as that used by CORELAP5, which
are transformative (a qualitative input [the REL chart]
transformed into a pseudo quantitative measure, the
Total Closeness Rating [TCR]), have also been devised
and successfully applied. However, an examination of
many research studies suggests that, more extensive
combinations of data and system variables have been
considered as being core to the solution methodologies.
Yet despite these many erudite contributions to the
problem, in reality, the everyday data, employed in most
production systems, is of a much more mundane nature.
Unsurprisingly the prime focus is on process route and
quantity data, as required by the MPS. Material
specification and availability, together with a plethora of
other enablement data, including processing times and
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quality requirement specifications are also subsequently
included for the purposes of control. But having
examined industrial practice and considered the
published research on the need for input data, it is
evident that the fore-mentioned two data fields of route
and quantity predominate.
VII. MAPPING PATTERNS IN DATA INPUT
In essence, the aspects of any given production situation
that can be said to be ‘known’, are that knowledge
relating to the existing facility arrangement and that
related to the established process routes and the
quantities required of the current production load.
Hence if it were possible to pattern map and measure
the correspondence of the current production load
requirements to the existing facility arrangement, a
decision could then be made which could indicate if the
existing facility arrangement is appropriate to the
currently demanded production load. To illustrate this
point, consider a single process route, let it be
represented by:-
A  B  C  D  E
If then, there is an existing facility arrangement which
has the same pattern, it is evident that there would be no
need to make any amendment to the design of the
facilities. If however the existing facility arrangement
was:-
E  A  D  B  C
then a decision would be needed in respect of either,
leaving the arrangement unchanged, re-configuring it or
re-defining it as a virtual environment. Obvious as this
may seem, the difficulty that exists, is in establishing a
means and measurement criteria by which a decision on
the mapping pattern could be made. In addition to
addressing sequence, the problem becomes even more
complex when the demanded volume of the current
production load is also included.
VIII. CONTRIBUTIVE SOLUTION APPROACHES
In considering the building blocks of a possible solution
methodology, three research contributions bear mention.
The first is that proposed by Burbidge6, in which he
argued that component geometry was not the only
employable data available for the creation of a facility
design. His formative contribution on Production Flow
Analysis has formed the basis of hundreds of research
contributions for over forty years. The second is the
contribution of Foulds and Robinson7 on the adaptation
of Graph Theory to create an adjacency graph (and
subsequently its dual and thence a block plan). The final
contribution is the publication of Ho, Lee and Moodie8,
which suggested two Heuristic Pattern matching
algorithms for flow-line design. In this contribution they
created both linear and network arrangements of
facilities, using similarity measures, which were
planned to best integrate the given source process
sequences. Each of these contributions, in turn, contain
elements of a possible approach to developing a spectral
metric which could be used in support a decision
making process to address the problem discussed in this
contribution.
IX. AN ILLUSTRATION OF THE SOLUTION
If the argument on Production Flow Analysis of
Burbidge6 is accepted, and, crucially, if production
volumes can be incorporated into the analysis, then a
basis exists by which the efficiency of facility
arrangements between existing and projected production
loads can be assessed. Fundamental aspects of this
problem were in fact, addressed in a 1999 contribution
on Weighted Flow, by John and Hammond9 when they
applied graph theory to material flow problems. This
contribution showed that by-pass interrelationships in
process sequences bear consideration in the facility
design problem. The paper, took as its input the demand
and process sequence data shown in Table 1. and firstly
transformed it into the format shown as the From-To
chart in Table 2.
TABLE 1: (ANEKE AND CARRIE)10
TABLE 2: FROM-TO CHART FOR THE DATA IN TABLE 1
1 2 3 4 5 6 7 8 9 10 11 12 13
1 0 245
2 0 240 5
3 0 208 320 5
4 0 209 45 8
5 5 40 0 200 4 250 30
6 0 200 4
7 4 0 200 45
8 30 0 450
9 5 0 200 250
10 0 208
11 0 450 87
12 45 0 450
13 0
Having generated a From-To, chart the next building
block is to employ a methodology to construct the
corresponding Adjacency Graph (Figure 1). [The ‘S’
method of Foulds and Robinson7 was used in this
contribution]. This graph then becomes the founding
stage of an appropriate facility arrangement for the
original production load shown in Table 1.
Product Demand Operation Sequence
1 250 3-5-8-9-11-12-13
2 5 1-2-4-5-3-9-4-7-12-11-13
3 40 1-2-3-5-4-7-12-11-13
4 30 8-3-5-11-13
5 4 4-5-7-6-11-13
6 8 3-4-10-11-13
7 200 1-2-3-4-5-6-7-8-9-10-11-12-13
267
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
13
4
1
12
52
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8
7
6
9
11
10
Figure 1. Adjacency Graph of the production load shown in Table 1.
X. MEASURING ADJACENCY GOODNESS
In Graph Theory it is common practice to measure the
‘goodness’ of solution by identifying which edges,
existent in the original data, are also existent in the
constructed adjacency graph. This is a well accepted
measure, that has proved popular, since it is known that
within a Maximally Planar Weighted Graph (MPWG)
only (3V - 6) edges can exist. (where V = number of
vertices (facilities)) Given this knowledge, it is then
possible to create a comparative measure between the
total figure provided by the summation of the highest
weighted (3V - 6) edges (the Euler measure from the
From-To data) and the value derived by the summation
of the flows along the created edges present within the
adjacency graph as a comparative measure of goodness.
On this basis, the adjacency graph will be maximally
efficient if the highest weighted (3(13) - 6) = 33 edges,
shown in the From - To chart (Table 2) appear in the
adjacency graph. However, it has been argued, by John
and Hammond9, that a more realistic comparison of the
goodness of the adjacency graph is to measure the
actual product process flows through the graph and to
relate this to the theoretical minimum flows determined
from Table 1.
XI. COMPARING THE FLOW MEASURES
The ‘Minimum’ and ‘Actual flow’ measures, shown in
Table 3., are calculated as follows. The ‘Minimum
Flow’ column is obtained by multiplying the demand,
for the each product, by the total number of inter-stage
(by-pass) moves to process the product. Thus for
Product 1 this would be calculated as:-
Six (inter-stage moves, from processor 3 through to
processor 13) multiplied by the demand for product 1
(250) yielding a flow value of 1500. This is then
repeated for the other six products. The ‘Actual Flow’
value is determined by determining the smallest number
of nodes that a product has to visit in order to
sequentially pass through every processing stage within
its route. The totals for comparison are shown in the
final row of the table.
TABLE 3: COMPARISON BETWEEN MINIMUM AND ACTUAL PROCESS
FLOWS
Product
Identity
Minimum
Flow
Actual Flow:
From-To
1 1500 1500
2 50 70
3 320 400
4 120 150
5 20 28
6 32 40
7 2400 2600
Total 4442 4788
Thus it can be seen that, given this production load and
the facility arrangement, created by the graph theoretic
methodology of Foulds and Robinson7, the actual total
flow figure value of 4788 is 7.78% worse than the ideal
figure of 4442. i.e. ((4788 – 4442)/4442)%. Thus this
affords a simple means of evaluating the ‘fitness for
purpose’ of a facility arrangement for a given
production load.
XII. CHANGES IN PRODUCTION LOAD
Having created the facility arrangement (adjacency
graph shown as Figure 1) for the data in Table 1. and
measured the actual ‘fitness for purpose’ against the
theoretical minimum, it is then possible to consider a
situation where the production load changes to that
shown in Table 4.
TABLE 4: NEW PRODUCTION LOAD
Product Demand Operation Sequence
1 25 4-6-3-8-10-5-9
2 50 2-3-1-6-9-11-7-5-10-13-12
3 400 4-6-5-8-11-7-9-10-1
4 3 4-5-2-12-10
5 40 6-5-8-4-1-3
6 80 3-8-7-10-12
7 20 7-6-8-10-11-1-3-5-12-2-4-7-13
If the existing facility arrangement remains unchanged,
then Table 3 can be re-calculated to again show the
comparative differences between the theoretical
minimum and the actual flow for the new production
load. This data is shown in Table 5.
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TABLE 5: COMPARISON BETWEEN MINIMUM AND ACTUAL PROCESS
FLOWS FOR THE CHANGED PRODUCTION LOAD
Product
Identity
Minimum
Flow
Actual Flow:
From-To
1 150 325
2 500 900
3 3200 5200
4 12 21
5 200 320
6 320 480
7 240 420
Total 4622 7666
Table 5. shows that the difference between the
theoretical minimum and the new value of actual flow
has now increased to 65.8% i.e. ((7666 – 4622)/4622)%.
If however a new facility arrangement (adjacency
graph) is constructed (Figure 2) the excess flow for the
changed production load can be measured This is shown
in Table 4, to be 4947, which gives a percentage
difference of 7.03%. i.e.((4947 – 4622)/4622)%. Thus
the net effect of not re-configuring the facility
arrangement is an increase of excess flow from 7666 –
4947 = 2719.
6 58
74
1
2
3
11
9
10 12
13
Figure 2. Adjacency Graph for new production load
XIII. DISCUSSION
If the foregoing is accepted as a functional metric, there
are several issues which need to be addressed before the
approach could be adopted. These issues relate first to
the validity of using an adjacency graph to represent the
production situation and, in consequence, the difficulties
of efficiently finding the shortest route between any two
nodes in the graph. Secondly how the percentage
differences, which are developed between an existing
and a new production load, are to be interpreted and
finally the options and costs of reconfiguration need to
be debated.
In consideration of the first point, it is clear that the
validity and application of Graph Theory in facility
design is well established in the research literature and it
has been shown to be a consistent means of creating a
network of interconnected facilities. By conventional
application practice, the objective is to create a
Maximally Planar Weighted Graph (MPWG), however
generating the adjacency graph using the established
procedures can create a network which incorporates
edge connections which do not appear in the original
production load data and can thus limit the efficiency of
the graph by de-limiting the later establishment of more
relevant edges. This difficulty has been explored by
John and Hammond11 and it has been shown that
improvement in the efficiency of the graph is possible if
the focus of the graph is changed from a Maximally
Planar Weighted Graph (MPWG) to a Maximally
Weighted Planar Graph (MWPG). Supplementary, and
in another contribution John and Hammond12, have also
shown that adopting the MWPG approach can create
and identify distinct individual cells if no
interconnection between facilities exists within the
problem set.
In regard of traversing between two specified nodes in
the adjacency graph, it is evident the greater the number
of edges existent in the adjacency graph, the greater is
the problem of establishing the shortest distance
between any two nodes in the graph. This problem has
been addressed by numerous researchers over a number
of years, and, in consequence, several efficient ‘shortest
route’ algorithms have been developed for the facility
design and other applications.
If the problem of how the percentage differences are to
be interpreted is considered, several philosophical
arguments have to be addressed. The first of which is
what exactly does the measure imply and what are the
limits of extent of its value. The measure itself is a
simple well established comparative which measures the
correspondence between the current facility
arrangement and the production load it is intended to
process. It is self evident that the minimum difference
between the two will be zero, i.e. perfect
correspondence. On the other extreme, accepting that
the given facility set does incorporate all the necessary
functionality to process the production load, the worst
case difference must equate to a condition where the
individual sequential stage pairs of each of the products,
within the production load, is maximally dislocated
within the adjacency graph. In practice however, it
should become apparent that, as the current production
load changes over time, the value of the correspondence
will also change and the limits of acceptability can be
decided by experience or by developing a cost model
which incorporates actual values of additional cost.
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XIV. CONCLUDING COMMENTS
This contribution has suggested a conceptual framework
for mapping current and original production loads to a
given facility arrangement. It should prove to be an
effective system of benchmarking the existing
correspondence and quantifying future drift within a
manufacturing environment and, in consequence, aid
decision making on facility re-design.
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Abstract — This article discusses the relationship between
“Capability” and ‘Product-Service Systems’ (PSS) and the
need for the assessment of ‘Capability Readiness’ (CR) for
PSS. It is suggested that this assessment is essential to
determine whether or not the elements of capability for PSS
are in place and maintained for the successful delivery of a
sustainable PSS.
Keywords: Capability, Capability Readiness, Product-
Service Systems, System Readiness, System Maturity
I. INTRODUCTION
USTOMER focus is shifting away from product features
to benefits, which forms the basis of the notion of
product-service systems. There is an increasing demand
from customers for manufacturers to shift towards selling
solutions and results instead of physical products to satisfy
their needs. As a result of this change in customer demand,
there is even greater emphasis on ensuring that the product-
service systems have the “capability” of operating
successfully in the real world to allow customers to purchase
the solutions provided with confidence. Manufacturers must
be able to provide a system of products and services that are
capable of satisfying customer needs.
Customers want to achieve the business benefits that a
product, if utilised appropriately, enables, rather than be
interested in the features of the product. A product alone
cannot provide these benefits. These benefits require many
elements to be in place to achieve them. These elements are
capability elements. An assessment of ‘Capability
Readiness’ informs judgement of whether these elements are
in place and is useful both at the outset and in ensuring the
means to deliver the benefits are maintained. Therefore,
providing a sustainable capability leading to a sustainable
product-service system. This notion is useful in product-
service systems which focuses on the sustainable delivery of
a service linked to the achievement of business benefits.
This paper is structured as follows. We discuss the
relationship between “Capability” and ‘Product-Service
Systems’ (PSS) and the need for the assessment of
Manuscript received April 30th 2009. This work was supported by the
UK Economic and Physical Sciences Research Council (EPSRC) and BAE
Systems.
‘Capability Readiness’ (CR). Finally, conclusions are drawn
and recommendations provided for further research.
II. THE RELATIONSHIP BETWEEN CAPABILITY AND PRODUCT-
SERVICE SYSTEMS
In this section, we discuss the relationship between
Capability and Product-Service Systems (PSS). We start by
providing definitions for both Capability and PSS. In the
study by Baines et al., [2] the authors state that, “the first
formal definition of a Product-Service System was given in
[3]. Since then, most contributors have broadly adopted this
definition and generally interpret a PSS as a ‘product(s) and
service(s) combined in a system to deliver required user
functionality in a way that reduces the impact on the
environment’. Goedkoop et al., [3] add further clarity by
also defining the key elements of a PSS; namely the
following.
1. Product: a tangible commodity manufactured to
be sold. It is capable of ‘falling on your toes’
and of fulfilling a user’s needs.
2. Service: an activity (work) done for others with
an economic value and often done on a
commercial basis.
3. System: a collection of elements including their
relations [2].”
In [1] we provided two definitions for the term of
Capability. The first definition was by [4]: “A measure of
the system’s ability to achieve the mission objectives, given
that the system is dependable and suitable. Examples of
“capability measures” are: accuracy; range; payload;
lethality; information rates; number of engagements;
destructiveness; design constraints; and/or technical exit
criteria. Capability is a systems engineering metric.” The
second definition was by [5]: “Capability is the enduring
ability to generate a desired operational outcome or effect,
and is relative to the threat, physical environment and the
contributions of coalition partners. Capability is not a
particular system or equipment (see Figure 1)”.
These definitions all refer to issues which are relevant to
military capability, but similar notions can also be applied to
PSS capability.
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However, “capability” is the emergent property of a set of
elements working together, so there is a “Capability
System”. Capability should not be limited to the
characteristics of the technological aspect of the product.
Capability must look at the interaction with other products in
its operational environment. This is analogous to the notion
of Capability in Systems Engineering, but the analogy can
also be applied to Product-Service Systems. The intention
of PSS is to provide a System of Products and Services
which are jointly capable of fulfilling specific client
demands [2], [6]. In order to deliver a system of products
and services a number of different elements need to be in
place before this can be successfully achieved. These
elements will need to be maintained in order to provide a
sustainable level of capability for PSS.
Capability is very much outcome based rather than
focused on a product features for example. The customer is
only concerned with the ‘capability’ they receive, i.e. the
quality of the capability provided and whether or not it
fulfils their needs with confidence. From the customer
perspective they don’t really care about the technologies
involved or the details of the solution itself as long as they
achieve their capability objectives from that product.
Therefore, ‘capability’ is largely solution independent, for
example, a customer wishing to get from A to B as quickly
and as safely as possible. The customer doesn’t care how it
arrives at his or her destination, whether it’s by car, bus,
train or by air. If the customer is taken to its destination by
rail for example, then the infrastructure needs to be in place.
Trains need to be available and with qualified drivers.
Infrastructure and training are examples of capability
elements which need to be in place before a capability can
be provided to the customer. These capability elements will
need to be maintained in order to provide a sustainable
product-service system.
Figure 1: The Components of Capability
In the study by Baines et al., [2] three types of PSS were
discussed and each one focused on the importance of being
able to provide a ‘service’ in order to satisfy customer needs.
Some of the services mentioned included for example,
“maintenance”, “reuse”, “replace”, “recycle”, “training”,
“leasing” and “sharing”. However, we would argue that,
individually, each one is indeed providing a service for a
Product-Service System (PSS), but they all need to exist
collectively and need to be working interchangeably in order
to successfully deliver the overall “capability” of a PSS. In
other words, these “services” could be looked upon as
attributes of Capability, i.e. capability elements of a PSS. In
the study by Baines et al., [2] the first type of PSS discussed
was ‘Product-Oriented PSS’ and in the following description
a number of services where mentioned some of which we
have reiterated above. We would argue that these are
examples of Capability elements which are required for the
successful delivery and sustainable PSS.
However, it is important to point out that the ‘perspective’
is important when you look at the services mentioned by
Baines et al., [2] either from the provider perspective or
from the customer perspective. In other words, from a
customer perspective only some (or other) services
mentioned may be relevant as capability elements depending
on the capability they want. Whereas, from the perspective
of the provider all of the services mentioned may be relevant
and could be considered as capability elements. Further
research is required to clarify the capability elements
required for a given context from both the provider and
customer perspective, because they are unlikely to be the
same. We would argue that Capability is context dependent,
but solution independent, i.e. the customer doesn’t care
about the solution, but is more interested in receiving the
overall capability from a PSS. The third type of PSS
mentioned was ‘Result-Oriented PSS’ which is an excellent
example of where the capability is the most important thing
rather than the solution, i.e. the overall capability we want to
achieve rather than the solution we want. For completeness,
the second type of PSS mentioned was ‘Use-Oriented PSS’.
III. THE NEED FOR THE ASSESSMENT OF CAPABILITY
READINESS FOR PRODUCT-SERVICE SYSTEMS
In this section, we discuss the notion of Capability
Readiness by exploring its definition and look at some of the
Capability Elements which form an important part of the
overall process for the assessment and measurement of
Capability Readiness. We then relate this back to Product-
Service Systems to illustrate the reasons why we need to
assess the Capability Readiness for PSS.
First, we need to look at the definition of System
Readiness and then Capability Readiness. In [1] we
discussed that System Readiness is a relative metric based
on context and use, i.e. ‘Fitness for Purpose’ and we
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provided the following definition: “System Readiness (SR) is
the validation and Boolean (either the product is ‘ready’ for
use or not) aspect of the system development and overall
lifecycle and occurs after System Maturity, i.e. the product
must first be fully ‘mature’ before it can be made ‘ready’ for
use. The process starts from User Requirements and
finishes at System Validation. System Readiness determines
whether or not the product is now ‘ready’ for use in its
intended operational environment. Therefore, System
Readiness is context dependent. To achieve System
Readiness the Product must be validated against the User
Requirements, i.e. you will achieve SR by building the right
product for a given context (Tetlay and John, 2009).
Validation answers the question of “Did you build the right
thing? [6]”. Note that this question is implicitly context
dependent, i.e. “right” for what? In [1] we mapped ‘System
Readiness’ against the System Development and overall
Lifecycle as depicted in Figure 2. For an explanation of
‘System Maturity’ you would be advised to read [1].
However, just because a PSS is now considered to be
“ready” for use in its intended operational environment
doesn’t necessarily mean that the PSS’s Capability is also
ready. Therefore, the concept of “Readiness”, i.e. System
Readiness may be further expanded and related to
“Capability”, i.e. Capability Readines. The capability of the
PSS needs to be assessed, because there is no formal
assessment and measurement for the capability of the PSS
for a given context in its intended operational environment.
There is no proven, tested, systematic index of ‘Capability
Readiness’. Novel approaches are required for evaluating
the progress of decisions towards a successful “Capability”
operating in the real world [1].
In [1] we mapped ‘Capability Readiness’ against the
System Development and overall Lifecycle as shown in
Figure 2. We placed ‘Capability Requirements’ at the very
beginning of the V-Model and before User Requirements
which has traditionally been the starting point of the model.
The premise for this is to ensure that we capture the full
“complete” requirements starting from and including the
‘Capability Requirements’ which we need to build and
factor into the System Development and overall Lifecycle.
In [1] we provided the following definition for Capability
Readiness: “Capability Readiness (CR) determines whether
or not the product has the ability and the capacity to
completely fulfil the operational capability of the product for
a given context in its intended operational environment
within the scope of the Capability Requirements and its aims
and objectives. Once we know that the product has achieved
System Readiness then we can raise the Capability
Readiness question. Like System Readiness, Capability
Readiness is looking at the validation of the product and is
also context dependent. The process starts at Capability
Requirements and finishes at Capability Validation. To
achieve Capability Readiness the system must be validated
against the Capability Requirements, i.e. you will achieve
CR if you can “demonstrate” that the product does have the
ability and the capacity to completely fulfil the operational
capability of the product for its intended operational
environment as prescribed by the Capability Requirements
(Tetlay and John, 2009)”.
Figure 2: What is Capability Readiness?
It’s important to note that when we refer to the term
“product” in the above definition we are referring to a
collection of products and services, i.e. a system of products
and services which is the notion of PSS. It’s important to
distinguish this from the ‘produced/engineered’ product
which is composed of conventional development (see for
example the V-Model). This is a key distinction between
‘Capability Readiness’ and ‘System Readiness’. System
Readiness is only concerned with the engineered produced
product, whereas, Capability Readiness is concerned with a
system of products and services, i.e. PSS. Therefore, we can
only apply the notion of Capability Readiness to PSS and
not System Readiness.
As you can see from the definition of capability readiness
and from the diagram depicted in Figure 3, “Capability”
translates to the Product’s Ability (actual/physical behaviour)
and Capacity (assumed/predicted ‘potential’ behaviour) to
achieve a need. In terms of the assessment and measurement
of capability readiness, this consists of three things: the
‘assumed’ (based on assumptions, conjecture and anecdotal
evidence), ‘predicted’ (based on historical evidence;
development of a simulation for example) and ‘actual’
(based on current, physical/real-life and real-time) result of
the behavioural aspects of a product using both qualitative
(non-formal methods) and quantitative (formal methods)
techniques.
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Figure 3: Capability Readiness Definition
We have already suggested that a number of different
capability elements need to be in place and maintained in
order to successfully deliver a sustainable PSS. Some of
these elements may be dependent on other elements and in
some cases, depending on the context, all the elements in
place may need to be working interchangeably. Figure 4
provides some examples of capability elements
(Interoperability, Evolvability, Extensibility, Sustainability,
Maintainability, Reliability and Affordability) which could
be used for the assessment and measurement of capability
readiness for PSS. However, these elements have been
informally derived and further research is required to
determine how a generic set of capability elements could be
formulated and then used for assessment. Further research
should also determine who has ownership for maintaining
these elements from both the provider and customer
perspective.
Figure 4: Capability Elements
Figure 5 simply provides a definition of the capability
elements used in the diagram depicted in Figure 4. Once
again, these have been informally defined and further
research should determine how they should be formally
defined and documented.
Figure 5: Definition of Capability Elements
Figure 6 presents a high-level conceptual view for the
potential assessment of capability readiness. The Generic
Reference Model (GRM) [8], [9], which looks at both the
internal and external views of any product, could be used to
elicit the generic set of capability elements (static).
However, exactly which model(s) to be used in order to
elicit the context dependent capability elements is still yet to
be determined and further research is required.
Nevertheless, we have suggested that both the static
capability elements and the context dependent/specific
capability elements need to be used for any capability
readiness assessment of PSS. The formal process for the
assessment of capability readiness is currently part of the on-
going research in this area. The intention is to develop an
overall framework for the assessment and measurement of
capability readiness.
Figure 6: Capability Readiness Assessment Model
We can take a view of PSS in terms of the capability
elements, but who is responsible for delivering the elements
(ownership)? Figure 7 illustrates the shift in ownership as
well as the changing states of capability and the contractual
boundaries as you move up the Product-Service Spectrum.
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Figure 7: Product-Service Spectrum
As you move up the Product-Service Spectrum, the
judgement of Capability Readiness becomes much closer to
the contractual relationship between the customer and the
supplier. As you move up the Product-Service Spectrum,
the provider is taking responsibility for the elements of
capability and the customer is taking less. The sole
responsibility of achieving and maintaining the capability for
PSS lies with the provider (manufacturer) who is also the
owner in the third type of PSS mentioned above. The
customer does not obtain ownership of the product, service
or the solution in the third type of PSS. Therefore, the
provider is always responsible for achieving and maintaining
the capability for PSS.
According to [2], “an illustration of both the business and
environmental benefits of a PSS is apparent in the Total-
Care Package offered to airline companies by Rolls-Royce
plc [7]. Rather than transferring ownership of the gas
turbine engine to the airline, Rolls-Royce (R-R) delivers
‘power-by-the-hour’. The gas turbine technology is world
leading and the spares and maintenance service they offer
exemplary. Furthermore, as R-R maintains direct access to
the asset they can collect data on product performance and
use. Such data can then enable the improvement of
performance parameters (for example, maintenance
schedules) to improve engine efficiency, improve asset
utilization and so reduce total costs and the environmental
impact [2]”. In this example, we could use ‘efficiency’ and
‘cost’ as well as others as capability elements for the
Capability Readiness of the Total-Care Package, so that the
degree of capability can be regularly monitored and
maintained to avoid it falling below the required level and
thereby providing a sustainable level of capability for PSS.
We strongly recommend that a greater emphasis needs to
be placed on achieving and maintaining the overall
capability of a PSS rather than just focusing on the product,
service or the product and the service as a solution for PSS.
We already know the importance of both ‘sustainability’ and
‘maintainability’ for PSS and would argue that a formal
assessment of the ‘degree of Capability’ i.e. the Capability
Readiness of a PSS should be undertaken by the provider
where sustainability and maintainability, amongst others, are
included in the overall assessment process for Capability
Readiness.
Capability Readiness assessment is therefore very useful
for the provider if they want to deliver a sustainable PSS to
the customer. The customer wants to purchase the solutions
provided with confidence. Therefore, manufacturers must
be able to provide a system of products and services that are
capable of satisfying customer needs. Customers want to
achieve the business benefits that a product, if utilised
appropriately, enables, rather than be interested in the
features of the product. A product alone cannot provide
these benefits. These benefits require many elements to be
in place to achieve them. These elements are capability
elements. An assessment of capability readiness informs
judgement of whether these elements are in place and is
useful both at the outset and in ensuring the means to deliver
the benefits are maintained, therefore providing a sustainable
capability. This notion is useful in product-service systems
which focuses on the sustainable delivery of a service linked
to the achievement of business benefits. Therefore, it is
imperative that manufacturers achieve and maintain the
capability for product-service systems. The capability
elements would need to be defined and one way of
determining these elements is to identify the context of use
for the PSS.
IV. CONCLUSIONS
There is an increasing demand from customers for
manufacturers to shift towards providing solutions and
results instead of physical products to satisfy their needs. As
a result of this change in customer demand, there is even
greater emphasis on ensuring that the product-service
systems have the “capability” of operating successfully in
the real world to allow customers to purchase the solutions
provided with confidence. Customers want to achieve the
business benefits that a product, if utilised appropriately,
enables. A product alone cannot provide these benefits.
These benefits require many elements to be in place to
achieve them. These elements are capability elements. An
assessment of ‘Capability Readiness’ informs judgement of
whether these elements are in place and is useful both at the
outset and in ensuring the means to deliver the benefits are
maintained. Therefore, providing a sustainable capability
leading to a sustainable Product-Service System (PSS).
V. FURTHER RESEARCH
Further research is required to determine the capability
elements needed for a given context from both the provider
and customer perspective, because they are unlikely to be
the same. A generic set of static capability elements and
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context dependent/specific capability elements need to be
formally derived and documented. Who has ownership of
maintaining these elements in order to deliver a consistent
level of capability for a sustainable PSS needs to be
investigated. A clear, useful framework for assessing and
measuring ‘Capability Readiness’ needs to be established,
including the development of a rigorous “metric” and a
process for its use. The framework needs to be rigorously
applied, tested and refined, as appropriate, for use and wider
applicability.
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Abstract—This paper proposes a framework to integrate
uncertainty management into uncertainty modelling in
service cost estimation for a product service system (PSS). It
classifies three phases including; (1) the identification,
assessment and evaluation of uncertainty, (2) the integration
of major cost drivers and uncertainties, (3) control of
uncertainty. Within the first phase, the paper introduces an
uncertainty identification tool that aims to prioritise
uncertainties through the analytic hierarchy process (AHP).
The second phase proposes the use of agent based modelling
to link uncertainties to cost drivers. The third phase suggests
the importance of uncertainty control. In conclusion, by
adopting this framework it is expected that the confidence in
service cost estimates at the bidding stage in the defence and
aerospace industries will improve.
I. INTRODUCTION
anufacturing based companies, particularly in
developed countries, are increasingly adopting
service oriented strategies to deliver value to
customers. Within a defence and aerospace context some
of the main reasons for this trend include (i) pressure in
the UK national defence budget; (ii) the UK defence
customer’s ambition to transfer financial uncertainty from
itself to industry and (iii) the UK industry’s ambition to
grow its share of the diminishing defence budget across
both the life cycle (e.g. CADMID1) and the defence lines
of development (e.g. TEPIDOIL2) [1]. Service strategies
are currently achieved through performance oriented
contracts, which have typically focused on the availability
of equipment. Such integration of products and services
has been studied within the Product-Service System (PSS)
literature, where a definition was provided in Baines et al.
[2] “a PSS is an integrated product and service offering
that delivers value in use”. Furthermore, the specific case
that applies to the defence and aerospace industries is an
industrial product-service system (IPSS). This is also
known as technical-PSS, which focuses on provision of
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1 The Concept, Assessment, Demonstration, Manufacture, In-service,
Disposal cycle has been used by the United Kingdom Ministry of
Defence (MOD) since 1999, when it was devised as part of the Smart
Procurement initiative, since replaced by Smart Acquisition, to deliver
equipment capability within agreed performance, cost and time
parameters.
2 The United Kingdom’s defence lines of development are training,
equipment, personnel, information, doctrine and concepts, organisation,
infrastructure and logistics
services for a product core that has a high net value and
involves transactions in a B2B context [3]. The essence of
such contracts necessitates a life cycle view of equipment
at the design stage [4]. Furthermore, through the bidding
process the availability is agreed based on the customers’
affordability level and the OEMs’ capacity and
profitability. Whilst the significance of the in-service
phase as a source of cost has increasingly been
acknowledged by the customer, the length of contracts to
encapsulate the operational life of the equipment has
grown. This has particularly created additional challenges
for the OEM and the customer due to uncertainties when
developing cost estimates at the bidding stage of such long
lasting contracts [5].
Uncertainty has typically been defined by the needs of
particular research fields. However, at the centre of the
issue lies the level of certainty in the prediction of the cost
outcome. Uncertainty specifically fits to cases where it is
not possible to specify numerical probabilities to outcomes
[6]. On the other hand, risk can be considered to be a sub-
category of uncertainty, where driven by experience or
available data it is possible to attach an impact factor in a
probabilistic manner to events which pose threats. The
source of uncertainty may be in the form of environmental
variability (aleatory) or ambiguity, which is driven by
knowledge (epistemic) [7]. Along with this, research in the
management of uncertainty as opposed to risk has received
lesser interest. Although, an integrated approach across
uncertainty identification, assessment, mitigation and
control has been proposed in literature, its application has
been limited [8].
This paper presents a framework to manage uncertainty
in service cost estimation for a PSS. The following section
describes the uncertainty challenges that arise from
adopting a PSS. Subsequently, the methodology for the
paper and the proposed framework is explained. The paper
ends with discussion and conclusion.
II. BACKGROUND
A. Uncertainty in cost estimation for a PSS
Shifting from a traditional contract, which focuses on
the sale of equipment, in to a performance centred contract
such as availability necessitates consideration of a wider
set of uncertainties for the Original Equipment
Manufacturer (OEM), due to the customer’s transfer of
responsibilities. There are two major drivers of
uncertainties when moving into a PSS context [1]:
 Additional uncertainties arising from the in-
service phase of CADMID. Under traditional
arrangements these additional uncertainties were
managed under follow-on contracts signed
towards completion of the manufacturing phase
(e.g. for spares, repairs, training services,
Managing Uncertainty in Service Cost Estimation for Product
Service Systems
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obsolescence management, technology refresh,
and disposal). Under availability contracts
consideration of uncertainties is bundled and
concurrent for both suppliers and customers.
There is also the challenge of offering new
services that were not traditionally offered (e.g.
training).
 Availability contracts also demand ‘left shift’ of
the point-in-time at which some uncertainties are
addressed yet the information needed to resolve
some of them may not have been developed at
bid time (e.g. the design of the support solution
cannot be firmed-up before the product solution
has been designed, the supplier’s initial
assumptions on in-service environment have to
be clarified and confirmed, and the boundary
between supplier and customer responsibilities
may not have been negotiated).
As the customer has transferred operational and service
related responsibilities to the OEM, the quantification of
uncertainty during the bidding process and the
management of uncertainty after the bidding process have
become more important, due to financial implications.
However, the challenge is driven by the lack of experience
in PSS to account for the uncertainties that arise from the
service delivery system, whose main components are
represented in Figure 1.
Figure 1. Managing a Service Delivery System [4]
B. Uncertainty Management in Cost estimation
There is little consensus to define the relevant sources of
uncertainties, their characteristics and how the
characteristics can be related for uncertainty to be treated
or managed. Uncertainty management is not just about the
management of perceived threats; it also involves
opportunities and their implications. The process involves
the identification and management of all the many sources
of uncertainty which derive and drive our perceptions of
threats and opportunities. This necessitates the exploration
and the understanding of the origins of uncertainty before
seeking to manage it. Key concerns are understanding
where and why uncertainty is important in a given project
context, and where it is not [9]. To be able to establish
reliable cost estimates and sustain efficient and effective
project management, it is necessary to select the
appropriate management approaches for all the sources of
uncertainty.
Only through an iterative process can the management
of uncertainty be addressed, because initially identification
of significant uncertainties and methods to manage
uncertainty are unknown [10]. Along with this, as more
information becomes available it is necessary to revisit
earlier steps, test decisions and assumptions and make
revisions as appropriate [11]. Each phase has its own
objectives, which varies in terms of identifying the
relevant uncertainties, their significance and the approach
to respond and control over a given project duration.
Taking a step by step approach aims to enhance effective
use of time and other resources throughout the uncertainty
management process. However, there is a need to take a
systematic approach along the iterations, which avoids the
assumption of linear information acquisition [10].
The uncertainty management process begins with the
identification of uncertainties. It subsequently is concerned
with the analysis/assessment of uncertainties, which aim to
derive an understanding of the significance of
uncertainties, in order to distinguish areas to focus on. The
latter stages are concerned with reasoning assessments that
aim to effectively manage significant uncertainties that
arise and to assure that a management/control procedure is
sustained for a given project. There is a need to consider
how uncertainty evolves over the project duration or
equipment life cycle. For instance, while imprecision is
dominant at the conceptual stage, where limited data is
available, in latter stages such as support or disposal the
influence of variability grows.
Uncertainty management has not traditionally been
considered in cost estimation. The integration would
enable consideration of the dynamic nature of
uncertainties over project duration.
III. METHODOLOGY
The research began with a literature review to
understand the state of the art in cost uncertainty
modelling within a service oriented context. The research
also focused on identifying the main challenges that are
faced within the area. This approach was taken to better
realise the suitable approaches to address the challenges.
The main databases contributing to this paper were
ProQuest, Scopus, Web of Knowledge, Science Direct,
EBSCO, and Google Scholar.
Driven by the outcomes of the literature review semi-
structured interviews were devised with four major
partners in the project. These comprised three defence
companies and one defence customer (UK MoD). The
research with the partners was designed to confirm which
of the techniques for uncertainty prediction suggested by
the literature review were actually being used and to
capture experience of their use. However, the focus within
the context of this paper was on the elicitation of the
challenges for future research.
A total of over 33 hours of semi-structured interviews
were conducted with cost engineers, project managers,
support managers, engineering managers, and functional
experts (e.g. on risk and uncertainty), which a subsection
of the responses to the questions contributed to this paper.
The duration of each interview did not exceed two hours.
Furthermore the research also benefitted from documents
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that were provided by the industrial partners. The content
varied, including: stakeholder involvement in the bidding
process, life cycle management frameworks, software and
engineering estimation guidelines, cost uncertainty
modelling approaches, service definition elements.
IV. FRAMEWORK
This section outlines the phases to consider uncertainty
management in service cost estimation. As depicted in
Figure 2, the identification of uncertainties is followed by
the assessment and evaluation of uncertainties. These
applications support the selection of uncertainties that are
more likely to influence the cost estimates. Furthermore,
the framework proposes the use of the analytic hierarchy
process to apply these applications in a structured manner.
Phase 2 concentrates on linking the influential
uncertainties with the cost drivers, which is achieved
through an agent based modelling approach. Along with
that, this phase aggregates the distributions for the cost
drivers. As a result of the implementation of the first two
phases it is expected that rigour in cost estimates will
improve. The final phase is concerned with the control of
uncertainty, which necessitates an iterative consideration
of the influences on the cost estimates.
Figure 2. Uncertainty management in service cost
estimation
In the defence and aerospace industries, the common
approach to consider uncertainty in cost estimation has
been through probabilistic models. There is a range of
ways to represent cost outputs bearing in mind the
uncertainty. The most common approach involves the
development of 3-point estimates for parameters of
interest (e.g. maintenance cost, spares cost). A 3-point
estimate captures the high, medium and low points of cost
estimates to represent uncertainty [12]. Tools such as
@risk or Crystal Ball are commonly used to produce
outputs, involving cost S-curves for given scenarios.
Alternatively, through sensitivity analysis the influence of
variation in inputs over cost estimates has been assessed.
Through interviews, it has been realised that considering
the sources of uncertainty in a cost estimate would
enhance the reliability of a bid.
A. Phase 1: Identification, assessment and evaluation
of uncertainty
Phase 1 is concerned with the identification of major
uncertainties. Firstly, to identify uncertainties it is
necessary to recognize and document all associated
uncertainties that are known (e.g. apart from unknown-
unknowns) This phase aims to address the likelihood and
the severity of uncertainty, while setting the context
through qualitative questions such as what, when, where,
how, and why. The answers to these questions support the
identification of uncertainties as well as its quantification
and management. The identification of uncertainty may be
achieved through semi-structured interviews,
brainstorming techniques, the nominal group technique,
the Delphi technique, identification tools (e.g. systems
dynamic models), identification aids (e.g. checklists),
UML diagrams, SWOT (strengths, weaknesses,
opportunities, threats) analysis [11] and a Weidema
pedigree matrix [13]. Most uncertainty identification
processes, typically, use expert judgment and experience
of people from past projects. Furthermore, through
interviews it has been acknowledged that the main sources
of uncertainties in service cost estimation for a PSS
involve the equipment hardware or software and the
service delivery process itself. In addition to these, there is
variability or ambiguity that derives from the customer’s
contractual requirements such as for the availability level.
Uncertainty that derives from the cost estimation process,
macro factors (includes inflation, exchange rate, etc.) and
customer affordability level also needs to be considered
when examining the uncertainties related to services.
Figure 3 represents the sources of service uncertainties.
Figure 3. Sources of service uncertainties
To accomplish part of the objectives in the first phase, an
uncertainty identification tool has been developed. The
tool focuses on a generic list of uncertainties that have
been elicited from the literature review and through
interviewed projects related to industrial sponsors. The
tool requires 118 questions to be answered by ranking one
to seven the variability of each factor. The questions are
classified following the categories represented in Figure 3.
However, the elements are further classified for each of
the categories. For instance, the equipment/software
category is considered by reliability and maintainability.
Furthermore, each question relates to the characteristics of
projects (i.e. for reliability: quality of components; for
maintainability: ease of maintenance) within the defence
and aerospace industries. However, in its current state the
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tool takes a generic approach to project characteristics,
while it does not distinguish between sea, land and air
platforms. The main reason for the generic approach
relates to the fact that there is limited information
available at the bidding stage. Furthermore, as a limitation
the tool does not take into account unknown-unknowns,
which refer to events and outcomes that were not
considered by an observer at a given point in time. As an
output the tool classifies uncertainties based on high,
medium and low variability. This facilitates to consider
uncertainties that require attention within and across the
uncertainty categories. Furthermore, the tool also makes
visible the sources of variability for a given uncertain
variable. This feature particularly aims to support the
uncertainty management. Figure 4, presents a screen shot
of the tool. Currently, the tool provides assistance in
realising uncertainties that may affect projects in the
defence and aerospace industries.
Figure 4. Uncertainty identification tool
After the identification of uncertainty, it is important to
assess and evaluate the influence of uncertainties over cost
estimation. The assessment refers to the specification of
how uncertainties can impact the performance of the
project in terms of cost, schedule or customer demand. On
the other hand, evaluation refers to a prioritization process
which involves the establishment of the uncertainties that
need to be eliminated completely, because of the potential
impact, of the uncertainties that need regular attention, and
of the uncertainties that are sufficiently minor to avoid
detailed management [14]. As a result of the evaluation
process, uncertainties which have a larger influence can be
focused on. Those uncertainties which have a minor
influence may be eliminated or collected into a ‘risk
treated collectively’ category [14]. Methods such as
probability impact grids and associated uncertainty rating
schemes have commonly been utilized in this phase.
Along with these, through sensitivity analyses uncertainty
can be evaluated, where not only the spread but also the
probability distribution of each individual variable is
considered. Furthermore, recently the application of
analytic hierarchy process (AHP) has been adopted in
many areas to implement a rigorous procedure to prioritise
among various uncertainties [15].
AHP supports the process of deriving weights, rankings
or importance for a set of activities according to their
impact on the situation and the objective of the decision
[15]. Some of the main approaches in AHP include the
weighted sum method and the weighted product method.
The weighted sum method, which is one of the earlier
approaches, evaluates each alternative with respect to each
criterion and then multiplies that evaluation by the
importance of the criterion. This product is summed over
all the criteria for the particular alternative to generate the
rank of the alternative. On the other hand the weighted-
product method compares each alternative by multiplying
a number of ratios, driven by the involved criterions. The
comparison of the alternatives 1A and 2A is represented in
Equation (1).
jw
jj
N
j
aaAAR )/()/( 21121 
where N is the number of criteria, ija is the actual value of
the ith alternative in terms of the jth criterion and jw is
the weight of the jth criterion.
B. Phase 2: Integrating cost drivers and uncertainties
The second phase is concerned with the integration of
uncertainties into cost estimation at the bidding stage.
Although, traditionally, the uncertainties and their
relationship with specific cost drivers have not been
considered, it is expected that such an approach would
enable to move closer to the root cause of uncertainty. An
example may include repair cost as a cost driver and
associated uncertainties such as arising rate, obsolescence,
and beyond economical repair. This approach advances
the traditional 3 point estimate by reducing any likelihood
of optimistic estimate of spread that by arise from
interdependencies across uncertainties.
To be able to link the major uncertainties and cost
drivers the agent based modelling approach offers a
number of advantages including [16]:
 Agent based approaches offer increased
robustness against unpredictability and the
dynamic nature of uncertainties that arise when
delivering services
 When the nature of the phenomenon studied is
complicated and there is necessity to understand
the influence of each uncertainty
 An agent-based model can represent many actors
(i.e. uncertainties and cost drivers), in particular
their intentions, internal decision rules and their
interactions
As agents can mimic the service delivery process, this
provides a useful feature to consider uncertainty. Parunak
et al., [17] define five characteristics of agents that are
particularly salient, including applications that are
complex, modular, decentralised, changeable, and ill-
structured.
In literature the systems dynamic method and various
optimization approaches have commonly been considered
(1)
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as alternatives to agent based simulation. The systems
dynamic approach offers an aggregate dynamic
representation of systems. It derives an aggregate
deterministic description of each individual in a system.
On the other hand, optimization methods assume an
optimal set of solutions which either minimize or
maximize costs. Traditional optimization models search
for an optimal solution to a problem as opposed to
exploration of behavioral dynamics in a service delivery
context. The agent based approach is a disaggregate
method that uses local rules for individual computational
entities representing each member of the service network.
It offers detailed representation of each uncertainty and
cost driver.
While the uncertainties and the cost drivers are linked
through agent based modeling (e.g. by considering the
estimator as an agent [18]), it is important to select the
suitable distributions when aggregating the cost drivers.
Table 1 illustrates the suitable distributions for given
scenarios.
Table 1. Comparison of distributions [19]
Continuous probability
density functions
Discrete probability density
functions
Normal distribution: for
inflation and discount
rates
Poisson: for probability of a
number of events occurring in a
fixed period of time if these
events occur with a known
average rate and independently of
the time since the last event.
Beta: for variability over a
fixed range
Binomial: for number of
successes in a sequence of n
independent yes/no experiments
Weibull: for life
expectancy, life-cycle,
future forecasting and
deterioration of elements
Geometric: for either the number
X of Bernoulli trials for success
or Y=X-1trials for failures before
first success
Gamma: for time between
events when events are
not completely random
Bernoulli: for cases that have two
possible outcomes (e.g. coin
tossing)
Exponential: for modeling
random points in time
Lognormal: for positively
skewed data sets
However, the process of selecting the suitable probability
distribution can sometimes present difficulty to the
modeler. Nevertheless, there are many software programs
that enable the correct selection of the distribution from a
given data set. Furthermore, manually, Flanagan and
Norman [20] specify three points to guide the selection of
distribution.
 List everything known about the variable and the
conditions surrounding the variable
 Understand the basic types of probability
distributions
 Select the distribution that best characterizes the
variable under consideration.
It is also necessary to consider the wide range of
techniques and methods that are required to construct
probability density functions.
C. Phase 3: Control of Uncertainty
The third phase focuses on the mitigation of
uncertainties during the bidding process and realisation of
suitable methods to control uncertainties throughout
projects. In literature the most commonly referred
strategies include uncertainty termination, treatment,
transfer and tolerance. The phase involves the monitoring
of changes in uncertainty exposure and implementing
planned responses. The approach needs to integrate a
threat and an opportunity management approach. The
management needs to consider both the time and the
impact dimension of uncertainty. Furthermore, selection of
the uncertainty management approach depends on
personal skills, intuition and judgment. These influence
the perception of uncertainty at a given time, where some
very high impact uncertainties may require less urgent
attention than some lower impact uncertainties [14].
V. DISCUSSION
The bidding process in the defence and aerospace
industries, particularly for service, offers limited amount
of time to make in-depth analysis of the uncertainties that
influence cost drivers. Along with this, it has been
recognised that there is a gap between uncertainty
management and the consideration of uncertainty in
service cost estimation. There is a need to integrate the
considerations for uncertainty at the bid phase with
uncertainty management procedures that are undertaken
throughout projects. Furthermore, to be able to enhance
effectiveness and efficiency in reaching reliable cost
estimates, it may be beneficial to utilise a tool that
provides assistance to bidding teams in the identification,
assessment and evaluation of uncertainties. This needs to
be recognised along with the fact that based on interviews,
there were no complaints directed specifically to the
modelling methods. The identification of uncertainties
may be achieved through a question and answer format
support tool, which has been explained briefly in this
paper. A major challenge in developing such a tool
involves the ability to capture differences across projects.
Furthermore, it is apparent that driven by the available
information at the bidding stage, the depth of information
input needs to stay at a high level. On the other hand, for
uncertainty assessment the use of analytic hierarchy
process (AHP) is growing drastically in many areas. Since
traditionally uncertainties have not been considered with
direct affect over individual cost drivers, developing the
linkages is particularly challenging, especially due to the
qualitative nature of many uncertainties. As effectiveness
and efficiency grows during the bidding process, the
ability to allocate additional time and resources in
considering the sources of uncertainties in relation to cost
drivers will enable more reliable cost estimates. The use of
agent based simulation is particularly suited to assist in
linking cost drivers and uncertainties, while the rapid
growth in this research domain is expected to influence its
application in the defence and aerospace industries.
VI. CONCLUSIONS AND FUTUREWORK
Within the context of developments in service
orientation in the defence and aerospace industries, this
paper proposes a framework to consider uncertainty
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management while integrating uncertainty into service
cost estimation at the bidding stage. Three phases have
been identified to undertake the framework, including:
 The identification, assessment and evaluation of
uncertainty
 The integration of major cost drivers and
uncertainties
 Control of uncertainty
In conclusion it should be noted that the framework
does not remove or reduce uncertainty that exists at the
bidding stage, it focuses on its identification, control and
mitigation as well as integrating uncertainties into cost
estimation. Guidance with uncertainties is achieved
through 118 service related questions that have been
captured from industrial interactions. The questions have
been categorised into 6 areas including
equipment/software, service delivery, performance based
contract, cost estimation, macro factors and affordability.
The framework additionally offers to enhance the
confidence in service cost estimation by adopting an
approach that recognises dependencies between
uncertainties. Further, the possibility of an optimistic
estimate of spread is expected to diminish with better
consideration of the root cause of uncertainty. The step by
step approach offers the ability to improve the efficiency
and effectiveness in cost uncertainty modelling during
bidding.
Further research is currently undertaken to implement
and validate the proposed framework with industrial
collaborators. Thus, some of the main areas of focus will
include the identification of a generic list of major cost
drivers and uncertainties across projects in the defence and
aerospace industries and the development of a robust
approach to link uncertainties and cost drivers through
agent based modelling.
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Abstract— A simulation of workflow models is an important
problem solving technique within healthcare settings.
However, currently most of the workflow model design use as
an input a simplified flow chart of patient flow obtained based
on on-site observations and interviews, complemented with
historic patient data. This is insufficient in modelling important
interactions between clinical staffs, equipments and patients
causing that the resulting models are often incomplete and
unrealistic what leads to the oversimplified outputs from the
conducted simulations.
This paper presents a systematic methodology for the
development of workflow model from interview transcripts of
the staffs involved in the imaging service delivery process. The
presented methodology is based on the Role Activity Diagram
(RAD) representation which allows to model roles, interactions,
actions, and decision questions involved in imaging service
delivery process.
The necessary knowledge acquisition for the development of
the RAD diagram is based on the protocol generation and
analysis techniques which include: (i) semi-structured
interviews with the key staffs; (ii) marking the RAD concepts in
transcripts; (iii) building the matrix based relationships; and
(iv) generating the RAD model. The methodology is
demonstrated through a case study of magnetic resonance
(MR) scanning process of radiology department in a large
hospital.
I. INTRODUCTION
HE workflow modelling of the hospital processes is
increasingly seen as the significant step in improving the
service delivery processes. The generation of workflow
models of the service delivery processes in hospitals is
challenging due to the complexity of the information
gathering and managing activities. Since, this paper involves
the imaging service delivery process for illustrating the
application of the proposed methodology. Therefore,
challenges and the previous research studies in imaging
service delivery processes of radiology department are
discussed in the following paragraphs.
Numerous factors such as better patient care have driven
up demands for imaging services in radiology departments
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(Pesavento, 2001; Williams et al. 2004). This has created
considerable bottlenecks in service delivery processes
ultimately resulting in longer patient wait time (Hillman &
Neiman, 2003). Hence, radiology departments are faced with
the simultaneous challenges to manage the growing demand
for scans while reducing wait time for patients to get access
to imaging services (Sachs, 2002; Boland, 2006).
Furthermore, prohibitive costs of imaging devices often
restrict radiology departments from purchasing them in an
effort to enhance patient throughput and reduce waiting
times. Hence, improving the efficiency of the service
delivery process is emerging to be a viable step for radiology
departments (Crabbe et al., 1994; Reiner et al., 2002;
Boland, 2006, Boland et al., 2008; Aben et al., 2004;
Wendler & Loef, 2004).
Service delivery in radiology departments usually involve
complex imaging devices such as magnetic resonance (MR),
computed tomography (CT), positron emission tomography-
computed tomography (PET-CT), ultrasound, and others;
along with highly specialized medical staffs such as
radiographers, radiologists, and radiology nurses. General
practitioner (GPs) from different departments of a hospital
request patient scans from the radiology department in order
to diagnose and treat patients. As a result, a radiology
department must deal with a large numbers of inpatient and
outpatient scan requests on a daily basis.
While service delivery process improvement in radiology
is increasingly seen as key to efficient imaging services
however, to date, process improvement studies involving
radiology have been few and far between. The earlier
approaches in modelling service delivery process mostly
relied on radiology staff workshops about their involvement
in such process. While the information gathered from these
workshops is useful however, there is a lack of systematic or
formal methodologies for information gathering,
documenting, and analyzing the service delivery process in
radiology department. Without a thorough understanding of
service delivery processes in radiology departments,
developing and implementing productivity tools will be
incomplete and ineffective. Therefore, this paper provides a
systematic methodology for the development of workflow
model of the imaging service delivery process.
The rest of the paper is arranged as follows. In the next
section, the literature review on service delivery process
modelling and improvement in radiology is reviewed briefly.
Section III details the background of the role activity
diagram (RAD) and the proposed approach for efficient
RAD model generation based on semi-structured interviews
Role Activity Diagram-Based Workflow Modelling of Imaging
Service Delivery Process in Radiology
Nagesh Shukla, John E. Keast, Sudi L. Ceglarek and Dariusz Ceglarek
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of the radiology staffs. In Section IV, the development of
software tools for RAD model generation and workflow
analysis of radiology department is detailed. Section V
discusses a case study of MR scanning workflow process at
the radiology department of one large UK hospital. Section
VI provides applications of the developed RAD model of
MR scanning process. Finally, conclusion and comments are
presented in Section VII.
II. LITERATURE REVIEW
Many radiology departments are struggling to manage the
increased demand for scans and reduce wait time for the
patients to get access to imaging services (Boland, 2006).
Hence, there is considerable interest on improving efficiency
of imaging service delivery processes in radiology.
The initial step for improving the imaging service delivery
process is to acquire thorough procedural knowledge about
the process chiefly related to how things are done (Shadbolt
and Milton, 1999). This information is complex and
frequently qualitative in nature. Traditionally, procedural
information in hospitals come from IT systems, manual
records maintained by clinical staff, clinician interviews,
time and motion studies and subject matter experts (Crabbe
et al., 1994; Miller et al., 2006; White, 2005a, 2005b).
Information derived from the aforementioned sources is
generally utilized to build flowchart-based process models
(Crabbe et al., 1994), data flow diagrams (Stevens et al.,
1974) and role activity diagrams (Patel, 2000) for analysis
and improvement. However, modelling complex service
delivery process in radiology departments based on
discussions with radiology staffs involved in these processes
can be challenging. This is partly due to the fact that some of
the important information about the service can be missed
during discussions with staffs thereby resulting in
incomplete data. Therefore, it is necessary to not only have a
rigorous methodology for effective data gathering but one
which can also handle procedural or qualitative data for
process representation (Stead and Lin, 2009).
Several studies have explored models such as flowcharts
(Crabbe et al., 1994), data flow diagrams (Stevens et al.,
1974), Integrated Definition for Function Modelling (IDEF,
Staccini et al., 2006); value stream mapping (Rother and
Shook, 2003); and role activity diagrams (Patel, 2000) have
been explored to examine processes for efficiency
improvements, analysis of clinical information systems, and
information systems requirements.
Table 1 classifies various state of the art process
modelling methods based on their ability to graphically
represent the service delivery process and their efficiency in
capturing and representing the procedural knowledge. The
shaded cells of the table represent some of the shortcomings
of these methods. However, in comparison, a RAD-based
modelling methodology provides greater opportunities for
improving image service processes. It can reduce the overall
time needed by improvement projects to gather data and
develop models of the service delivery process. Therefore,
this paper explores role activity diagrams for improving the
efficiency of imaging services due to the advantages
presented in RAD models.
Role activity diagrams (RAD) are based around a
graphical view of the process from the perspective of
individual roles and focuses on the responsibility of roles
and the interactions between them (Ould, 1995; 2005).
RADs have been shown to be particularly useful in
supporting communication. They are easy and intuitive to
read and understand. Also, they present a detailed view of
the process and permit activities that occur in parallel. They
describe how a role object changes state as a result of actions
and interactions. The RAD provides a viable opportunity to
represent the activities and interactions that are typical in
service delivery process in radiology.
TABLE 1: CLASSIFICATION OF PROCESS MODELLING METHODS OR
EFFICIENCY IMPROVEMENT IN SERVICE DELIVERY PROCESS
III. MODELLING OF RAD FOR SERVICE DELIVERY PROCESS
RAD can be defined as a process modelling method
originally developed for effectively modelling collaborative
processes (Ould, 1995; 2005). In this study, we employed
RAD for modelling service delivery process of a radiology
department in a large hospital. Since a clear understanding
of the fundamental concepts and notations of RADs is
required before any process modelling can be actually
performed, Table 2 provides some of the fundamental
concepts, general description and examples of their
applications in a radiology unit. Additionally, the table also
provides the corresponding graphical representation for each
of the RAD concepts which is utilized to model the service
delivery process in the radiology department.
In order to efficiently construct the RAD for the radiology
department, a methodology for knowledge creation and
mapping is required. The following subsection describes the
formal procedure that was used in this study to extract and
represent knowledge from qualitative interviews into the
RAD.
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A. Modelling of RAD for service delivery process
The methodology detailed in this section utilizes
qualitative procedural knowledge about the service delivery
process. This knowledge, derived from interviews conducted
with radiology staff members involved in the care process,
helped to create the quantitative base for the RAD model.
The steps involved in the methodology are detailed below:
STEP 1: Interview transcript generation for RAD
development
One of the main ideas behind improving the efficiency of
the service delivery process in radiology is to identify and
define the scope of the process that is being considered for
improvement. The process for improvement is selected
based on its impact on the radiology department. The key
radiology staffs involved from the beginning to the end of a
selected process are chosen for interviewing. The interviews
help to gather information about staff roles and
responsibilities within the selected service delivery process.
The interviews are recorded and subsequently transcribed
into a text document. Section V outlines the selection of staff
members who were interviewed for our case study.
TABLE 2: DESCRIPTION OF RAD CONCEPTS AND ITS GRAPHICAL
REPRESENTATION
STEP 2: Extraction of terms relevant for RAD
To construct the RAD of the radiology service delivery
process, it is necessary to have information about the roles
involved, activities performed, interactions among the roles
and responsibilities, decisions made, resource utilized, and
other related issues. The procedural terms or texts that are
extracted from the interview transcripts are: roles, actions,
decision outcomes, resources, interactions between roles,
and their descriptions. The extracted texts are utilized in the
next step for relationship building between texts. The main
relationships are between – actions and its types, actions and
roles, interaction and roles, actions and resource, and
descriptions of roles, resources, and actions.
STEP 3: Building the relationships among extracted terms
The extracted terms in the transcripts are connected with
each other in order to construct RAD of the service delivery
process under consideration. Therefore, relationship matrices
are constructed to relate the extracted terms. This provides
the quantitative base for RAD development. The main
relationship matrices developed are:
Action-Type matrix (AT): This relates the extracted terms
with the RAD notations such as activity, state, trigger, start
role, case refinement, part refinement and encapsulated
process. The RAD notations used in this paper and related
description are given in Table 2. In this matrix, the rows
represent the extracted terms defined as actions and columns
represent the RAD notations. The value of the matrix
attribute is 1 if the relation exists between corresponding
row and column otherwise it is set to 0. Table 3 represents
the simple case of AT matrix where the extracted actions are
denoted as ‘Action 1, Action 2,…, Action N’.
Mathematically,
1 if is of type
[ ]
0 otherwiseij
Action i j
AT  

(1)
TABLE 3: ACTION-TYPE MATRIX RELATING THE ACTIVITIES TO THEIR TYPES
Action-Role matrix (AR): This matrix relates the
extracted actions with respective roles. It establishes the
relationship of action with their corresponding roles which
will be helpful in drawing up the process diagrams based on
the concepts of the RAD. Table 4 shows the AR matrix
where row represents the extracted terms and column
represents roles. Table 4 relates ‘N’ actions with ‘R’ roles.
Mathematically,
1 if belongs to role
[ ]
0 otherwise
th
ij
Action i j
AR

 

(2)
TABLE 4: ACTION-ROLE MATRIX RELATING THE ROLES TO THEIR ACTIVITIES
Interaction-Roles matrix (IR): This relates the interactions
between two or multiple roles. The rows in the matrix
represent the interactions and the columns represent the
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roles. Table 5 denotes the format of the IR matrix which is
constructed with the help of the interview transcripts.
Interactions between roles are necessary when performing
collaborative tasks and the information about all the
interactions can be obtained by carefully extracting the
relevant terms from the interview transcripts.
TABLE 5: INTERACTION-ROLE MATRIX RELATING INTERACTIONS WITH
ROLES
Mathematically, the attribute of the matrix IR is defined
as:
1 if role is a driver of Interaction
[ ] 2 if role is a reciever of Interaction
0 Otherwise
th th
th th
ij
j i
IR j i


 


(3)
Action-Resource matrix (AS): This represents the
relationship between the action performed and useful
resources consumed. The rows and columns in AS matrix
represent the activities and resources. Table 6 represents the
AS matrix for relating activities with their resources.
1 if involves Resource
[ ]
0 otherwiseij
Action i j
AS  

(4)
TABLE 6: MATRIX RELATING ACTIVITIES WITH THEIR RESOURCES
Action-Description matrix, Role-Description matrix,
Resource-Description matrix: These matrices are fairly
straightforward and are used to retain the knowledge about
the terms extracted from the interview transcripts. The rows
represent actions, roles, and resources while column
represents the description. The matrix attribute value is 1 if
corresponding activity or role or resource relates to the
description defined for the column; otherwise the attribute
value is set to 0.
The abovementioned matrices form the quantitative data
structure that is used to develop the RAD model in the
radiology department.
STEP 4: Representation of RAD
The matrices defined in Step 3 are used to construct the
RAD of the service delivery process. In order to represent
the RAD graphically, it is imperative to develop a RAD
concept library (Т) which constitutes the RAD graphical
notations (illustrated in Table 2). The RAD concept library
T is defined as:
1 2 3 13( , , )T t t t t  (5)
Each of the elements in T signifies a distinct notation in
RAD and there are in total 13 notations. Role symbol is
defined by t1, activity symbol is denoted by t2, and
interaction is denoted by t3, and so on until loop is denoted
by t13. From Step 3, N actions, R roles, and I interactions are
indentified which is utilized to develop a procedure for the
development of the RAD which is as follows:
1. Set r =1, i=1, and j=1.
2. For thr role, where (1,2,3, , )r R 
draw_shape(t1)
// drawing the shape of a role
For thi action, where (1,2,3, , )i N 
If [ ] 1irAR  then
type=action_type( )i
// get the type of activity
draw_shape( )type
// draw shape of activity
type inside role shape
End If
End For
End For
3. For thj interaction, where (1,2,3, , )j I 
For thr role, where (1,2,3, , )r R 
If [ ] 1or 2jrIR  then
2draw_shape( )t
//draw interaction shape
inside role shape
End If
End For
End For
4. Join all the RAD notations logically based on the
interview text
5. End
The RAD of the process is constructed using the above
methodology and any inconsistencies can be edited manually
to reflect the actual model.
The developed RAD model can be further examined to
conduct time-based analysis. Time-based analysis is beyond
the scope of the current study and will be presented in more
detail in our future studies.
The following section shows the implementation of the
proposed methodology by constructing the software tools
necessary to model and analyze the RADs.
IV. IMPLEMENTATION OF RAD BASED MODELLING
METHODOLOGY
This section details the development of the software tools
based on the RAD modelling methodology for each of the
five steps (refer Section III). The following subsections
provide information about the software tools developed for
each step.
A. Interview transcript generation based on Microsoft
Word
The implementation phase starts when all the qualitative
interviews of radiology staffs are recorded on audio tape as
our primary protocol generation technique. Interviews are
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then transcribed into Microsoft Word documents.
B. Software tool for extracting RAD concepts
We developed a software toolbar using Microsoft Word to
extract terms or texts from the transcribed interviews which
were relevant for RAD construction (see Fig. 1). Using this
tool, the Activity Name, Activity Description, Role Name,
Role Description, Interaction Name, Decision Question,
Glossary Item, Glossary Description, Issue Description,
Flow Object, Actor Name, Organisation Name, Resource
Name and Resource Description can be marked in the
Microsoft Word transcript. These markings are done to
extract the relevant terms from the transcripts.
Figure 1: Microsoft Word based software toolbar for marking procedural
knowledge concepts
C. Relationship builder tool
After marking the relevant texts from the Microsoft Word
transcripts, the marked text is exported into a matrix based
tool which allows relationships between concepts to be
defined (see Fig. 2). The matrix based tool, as shown in Fig.
2, has the same set of matrices that are defined in Step 3. All
the matrices defined in Step 3 are included in the
relationship builder tool for defining the relationships. The
matrix based tool helps to define relationships between
marked texts by entering the attribute values (i.e., 1 or 0) of
the matrices.
Figure 2: Matrix based tool to relate marked texts in the interviews
D. Graphical representation of RAD in MS Visio
The marked texts and their matrix based relationships are
then exported to Microsoft Visio where a RAD is
automatically generated using the RAD shape library (T) in
Visio and the algorithm defined in Step 4 (see Fig. 3).
Subsequently, new information from key radiology staffs
can also be added manually to the developed RAD to
improve the service delivery process model.
Figure 3: MS Visio based RAD stencil.
The resulting RAD model represents the workflow model
of the service delivery process. Following section shows the
application of proposed RAD-based workflow modelling
methodology on Magnetic Resonance (MR) scanning
process of radiology department.
V. CASE STUDY
The case study involves the Magnetic Resonance (MR)
scanning service in the radiology department at a large
hospital in UK. The radiology unit has three MR scanners to
deal with patient scan requests that generate from different
departments in the hospital. Radiographers and radiologists
with the help of radiology assistants, receptionists, and
porters provide MR imaging services to patients. Each of the
MR scanners is assigned two radiographers to scan patients
and one radiology assistant to prepare patients for scanning.
Several IT systems such including radiology information
system (RIS), picture archiving and communication system
(PACS), and clinical reporting system (CRS) are used to
schedule patient appointments, archive patient scan images,
and review patient scan reports.
General practitioners (GP) from different departments
request MR scans for their patients which puts enormous
demands on imaging services in the radiology department.
The receptionist schedules the patients for scan procedures
on MR machines, each of which has fixed appointment time
slots of 20 minutes per area for patients between 9AM –
5PM (excluding one hour of lunch). The area of the patient
indicates a class of scan, i.e., head, heart, abdomen, knee,
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and others. Due to the large demand for scans from different
departments and limited number of available patient
appointment slots on the three MR scanners, patients are
expected to wait. According to nationally recommended
patient care guidelines in UK, no patient should wait more
than 18 weeks from GP appointment until their treatment
(Department of Health, 2006). Imaging services for patients
is identified as a major element in the 18 week care pathway.
Therefore, the radiology department is under tremendous
pressure to meet the targeted wait time guidelines.
Specifically, the whole MR patient scanning process can
be divided into patient booking process, patient arrival
process, patient scanning, and scan review reporting process.
The effective modelling and improvement of the MR
scanning process requires acquiring accurate knowledge
about the abovementioned processes from radiology staffs.
A RAD methodology (see Section III) is applied to model
the MR scanning process based on information derived from
radiology staff interviews. The subsections below detail the
application of the proposed methodology for the RAD based
modelling of the MR scanning process.
A. Interview transcript generation for RAD development
Initially, the list of roles involved in the MR scanning
process is elicited by interviewing the radiology manager,
who administers the imaging modalities. The key roles such
as receptionist at reception, receptionist at booking
department, radiology assistant, radiographer, and
radiologist, signifying staff members who participate in the
MR scanning process are identified. The two types of
receptionists involved in the MR scanning process are (i)
receptionist dealing with inpatient and outpatient arrival;
and, (ii) receptionist involved in the booking of outpatients
in the booking department. These receptionists are identified
as Receptionist and Booking Department in the RAD model.
Staffs representing each of the roles were selected to be
interviewed. The face to face 30 minute interviews were
conducted in the radiology department in one day by project
staff. Each radiology staff was asked to specifically detail
their involvement in the MR scanning process from
beginning to end. The interviews were recorded using the
digital recorder DS-40 from Olympus. After recording, the
audio files were transcribed into Microsoft Word (2003).
B. Extracting RAD concepts based on software tool
The Microsoft Word transcripts of the interviews were
marked with the RAD concepts such as actions, interactions,
roles, resources, their descriptions, glossary terms and
related issues (see Table 2), which are useful for creating the
RAD model of the MR scanning process. Marking was done
using the protocol editor software tool that is developed as a
macro for Microsoft Word (2003).
C. Building relationship matrices based on builder tool
The extracted concepts from the protocol editor were
related with each other using the matrix based relationship
builder tool (see Section IV C). The relationships are defined
based on the MR scanning process knowledge derived from
clinician interviews.
D. Graphically representing RAD in MS Visio
The relationships were exported to Microsoft Visio, which
has the RAD stencil, to construct the RAD diagram of the
MR scanning process. In order to represent the RAD model
clearly, the whole RAD diagram is divided into four RAD
models: patient booking, patient arrival, patient scanning,
and scan review reporting process.
The MR scanning process starts when the inpatient or
outpatient scan request is received by the receptionist of
radiology department from doctors on ward. This triggers
the start of the patient booking process, which is illustrated
in Fig. 4, to allocate an appointment time to the patient for
an MR scan. An outpatient MR scan request card is passed
on to the receptionist dealing with the inpatient requests,
who works simultaneously on other activities such as
monitoring the e-booking system, generating and posting
non attendance letters and other activities as shown in Fig. 4.
All scan requests are then passed on to the radiologist for
vetting. The radiologist decides whether or not the scan
request has to be approved. The invalid MR scan requests
are removed from booking and the decision is notified to the
referring GPs. The scan requests accepted by the radiologist
is informed to the receptionist who books the inpatient
paper-based card into the radiology information system
(RIS) and outpatients scan request is dealt by the outpatient
receptionist in the booking department.
Figure 4: Patient booking process for MR scanning
Figure 5 illustrates the patient arrival process for the
actual MR scanning. According to the appointment time, the
outpatient arrives in the MR reception area. In contrast, the
receptionist books the inpatient into RIS when she receives
the inpatient MR scan request. Subsequently, all patient
notes and the related consent form are passed on to the
radiology assistant for patients with scan appointments.
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Figure 5: Patient arrival process for MR scanning
Figure 6 shows the RAD diagram of the MR scanning
procedure where the patient is handled by the radiology
assistant and radiographers for scanning. Patients are taken
from the MR/CT patient waiting area by the radiology
assistant and consenting procedures about the presence of
metallic objects in patient body is performed. Patients are
advised to change into a hospital gown only after completing
the consent form indicating that they have met the
requirements to proceed with their scanning appointments.
Otherwise, the failed consenting procedure is adopted to
check for the presence of metallic objects within the patient
body. The failed consent procedure is illustrated in Fig. 7.
The failed consent process involves X-ray scanning and the
role of the radiology assistant and the radiologist in order to
check for metallic objects in the patient body.
After the patient has changed into the hospital gown and
is ready for the MR scan, this is notified to the
radiographers. The patient scan preparation by the radiology
assistant is done simultaneously with the previous patient
being scanned by the radiographers. Patients are taken to the
MRI room by the radiographers and adjustments to the MR
scanners are done accordingly. After the scanner
adjustments are done, the radiographer leaves the MRI room
and goes to the MR control room to do the patient scanning.
The encapsulated patient scanning process is represented by
the RAD diagram shown in Fig. 8.
To produce quality scan images, some patients are given
contrast or sedation injections. Radiographers are
responsible for making the decision about whether to give
the contrast injections and sedation to the patients for MR
scanning. Contrast injections are useful for scans requiring
information about the flow of blood in veins. Whereas,
sedation is required to calm down claustrophobic or child
patients so that MR scan can be performed smoothly. The
activities performed by the radiographers and radiologist for
sedated patients usually exceeds the duration of the
appointment time. After patients are properly placed in the
scanner, the radiographer sets up various scan sequences and
other operations to run on their workstation. Execution of
these activities results in scan images which are uploaded to
a PACS and are allocated to a specialist radiologist. The
patient is then released from the MRI room and preparations
are made for the next patient. The scan is reviewed by the
respective radiologist and the results are dictated on the
audio tape which is transcribed by the secretary into text
document (see Fig. 9). The diagnostic report on patient MR
scan is then passed on to the consultant or doctors requesting
the patient scan.
Figure 6: MR scanning procedure involving patient, radiology assistant,
and two radiographers
Figure 7: RAD showing the encapsulated failed consenting procedure
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The MR scanning process is completed when the scanned
images are reviewed and all related results are sent to the
referring GP. In brief, the patient scan requests are booked
using patient booking process. Depending upon the
appointment date and time, patients arrive in the department
for scanning, which is represented by the patient arrival
process. Subsequently, patients are scanned by the MR staffs
to produce images based on the patient scanning process.
Further, the patient scan images are reviewed by the
radiologists and reported to the referring GP.
Figure 8: RAD showing the encapsulated patient scans process involving
radiology assistant, radiographers, and radiologist
Figure 9: Results reporting process for MR scans
The developed RAD model can be utilized for a variety of
applications including for radiology service delivery process
improvements or process redesign as discussed below.
VI. IMPROVEMENTS BASED ON RAD OF THE MR SCANNING
PROCESS
Mapping the existing MR scanning process is useful as it
can reveal potential opportunities for process improvement
and redesign by illustrating the actions and interactions of
different roles within the service delivery process that might
not always be apparent. Our case study revealed several
areas of improvements:
(i) Develop an efficient patient booking system by
eliminating redundant tasks: Our case study revealed that the
receptionist has to deal with both paper-based cards as well
as electronic booking system in the patient booking process.
This is due to the fact that the same patient scan request can
arrive from two different sources: (a) the e-booking system
and (b) paper-based request cards (shown in Fig. 4, i.e.,
activities after decision question- Is it an outpatient
request?). This means that the receptionist must adopt two
ways of booking a patient into the RIS. Hence, some
redundant tasks are performed by the receptionist. However,
improvements in the current booking system can be realised
by following the electronic booking system and taking steps
to phase out the paper based cards for booking.
(ii) Improve inpatients scanning: Inpatients requiring MR
scans are fetched from the hospital wards by porters as
illustrated in Fig. 5 by the interaction ‘fetch patient from
ward’. It is identified as a time-consuming interaction which
involves picking up patients from wards for MR scanning.
Often delays are involved as moving inpatients in large and
busy hospital is time consuming. As a result, inpatients do
not arrive on time for their scan appointments. This
interaction can be improved through better coordination
among hospital wards and radiology porters.
(iii) Improve inpatient consenting by eliminating
unnecessary delays: Consenting procedure is performed on
each patient before an MR scan can be performed (as shown
in Fig. 6 by the interaction ‘perform consenting’). Often, this
interaction can be time consuming particularly for patients
who are unable to provide clear answers to the consenting
form questions. Our observations suggest that there might be
several factors for this delay including due to the confusion
that surround some of the questions in the consenting form;
inadequate patient command of the English language;
unavailability of appropriate translation services, or also due
to presenting critical conditions of inpatients. This problem
can be reduced by informing the ward nurses, who are taking
care of booked inpatient beforehand about the consenting
questions.
(iv) Better patient preparation: Some of the patients
booked for MR scanning require special pre-scan procedures
such as sedation and contrast injections (shown in Fig. 8 as
case refinements ‘does patient require contrast injection’
and ‘does patient need sedation’). These techniques are
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generally employed for claustrophobic or child patients.
Providing the sedation/contrast injections and finding the
radiologist for patient monitoring takes more than allocated
patient appointment time which can lead to delays. The
delay can be partly reduced by informing the radiologists
beforehand about patients requiring sedation or contrasts.
VII. CONCLUSION
This paper deals with the quick and reliable development
of RAD for service delivery processes in radiology
department. The proposed RAD development methodology
uses qualitative interview of radiology staffs that are
embedded in the service delivery process. The interviews are
recorded and then transcribed to get the text document. A
mark-up tool is developed to mark related concepts in the
interview transcripts. The concepts are matched using matrix
based relationship builder using simple tables. These
relationships are then exported to Microsoft Visio to draw up
a RAD of the system. The developed RAD is a flexible tool
that can be modified and edited for inconsistencies. The
resulting RAD models can be utilized for process
improvement purposes, informing the design of the process
to others, and can also be applied to develop simulation
models of the process.
Future research on the systematic approach to
improvement analysis based on RAD model can be
developed by adding time related data with each of the RAD
symbols for automated analysis. The time data will help the
improvement exercise by distinguishing the delay related to
actions of the roles apart from baseline time needed for
clinical procedures. This will be used to analyze the
variations in time in service delivery processes. Other aspect
of future development will be to identify the variations in the
service delivery process in the form of actions and
interactions performed by role which significantly affects the
performance of service delivery process. Further, the
performance related issues with the complex equipments
such as CT, MRI and others can be studied and can be
included in the analysis for overall system level
improvements.
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Abstract— Manufacturing companies are increasingly offering
services related to the products they supply to gain better
competitive advantage. This move downstream is termed as the
‘product service-system’ in the literature. Successful
implementation of this new business model requires new skills
in understanding industrial services and the relevant processes,
and the necessary resources. This paper aims to explore the
challenges in service design process for the product-service
system (PSS) by a critical review of literature currently
available on service design process definitions, phases, tools and
methodologies. It highlights these challenges in relation to
product-service systems (PSS). On this basis, the paper
formulates future research in the service design process for
PSS.
I. INTRODUCTION
Manufacturers traditionally tend to view services as a
means of enhancing the value of a manufactured good,
differentiating it from competing products in the market. As
service plays an increasingly important role in global
economies, it is no longer treated as an “add-on” to the
product but rather it is integrated into a total offering at the
early design phase [1]. Manufacturing companies associated
with a high service orientation, typically achieve a share of
service revenue to total revenue of about 40 to 50 percent,
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and a share of service profit to total profit of about 70 to 80
percent [2]. This trend was termed “servitization of
business” by Vandermerwe and Rada [3] in 1988. The
literature illustrates that there are several modes of
servitization describing this trend such as “extended
product”, “service offering” and “integrated solution”.
Above all, the concept that gains great interest is the
“Product-service system” (PSS) [4]. There are many
descriptions of PSS applications in the literature, some of the
more successful examples of PSS, are Parkersell, Xerox, and
Cannon and the Total Care package offered by Rolls-Royce .
Manufacturing companies have several reasons for
emphasising on service orientation: First, substantial and
more stable revenue can be generated from an installed base
of products with a long life cycle [5]. Second, in many
businesses the customers are demanding more in services
when concentrating on their core competences and seeking
cost savings possibilities. Third, services can be a
sustainable source of competitive advantage [6], and finally,
they reduce pressure on product margins. Furthermore, a
service orientation in the business strategy supports
manufacturing firms in building industry barriers to entry
[2], facilitates sales of their products; increases customer
loyalty; creates opportunities for growth in mature markets;
balances the effects of economic cycles on different cash
flows, and responds to demands [7].
Typical challenges associated with this business model
hurdle commence with sufficient motivation of managers to
explore service opportunities, and end with a broad range of
success factors including organisational structure, culture,
processes, and measurement systems for implementing a
service orientation of the business strategy [2].
Exploiting these new trend opportunities requires a new
way of thinking about customer needs and how to satisfy
those needs. Manufacturers need to understand how to
design the services, i.e. they need to have knowledge of both
the processes that create demand for industrial services and
service design processes to deliver those services [6].
Service design owes much of its origin to both American
and British design consultancies, and public institutions in
England and Germany, such as the UK Design Council in
London and the International School of Design in Cologne.
Service design not only accepts that service is different, but
also acts on this premise by employing features that include
co-creation, constant reframing, multidisciplinary
Challenges in Service Design Process for Product-Service System
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collaboration, capacity-building, and sustaining change [8].
However, there are only a few examples of service design
for manufacturing in order to add value and lower costs for
customers [9].
Research in service design for manufacturing is
stimulated by new technologies and the rapidly evolving
nature of relationships up and down the supply chain. Thus
there is a need for designing better services [10]. Service
design, as a field of research, emerged in the 1980’s by
Shostack [11] in his article “How to design a service” in the
European Journal of Marketing and is now an established
discipline. Service design is defined by a process or activity.
The first considerations in service design emerged from
researchers in marketing with a strong focus on customer
relations [12], but when comparing the research on service
topics to those research activities that focus on material
goods, an obvious gap can be observed [13]- [14].
The design of services is significantly different from the
design of products by their nature. The greater the intangible
component of a product or service, the more difficult it is to
understand what the customers want, why they want it and
how to deliver it [15].
Weber [16] emphasised that a well known topic in
engineering (design) research and practice, is that
methodologies to synthesise services systematically in PSS
only exist in a very preliminary stage. This leads us to
address the following research question: What are the
challenges in the service design process for PSS?
II. METHODOLOGY
In terms of research methods, this paper comprises a
literature review in service design taken from papers and
books written by researchers from the USA, Sweden, UK,
Germany, Norway and others.
Initially a very broad selection of databases was identified
to cover a diverse range of publications (e.g.: journal
articles, conference proceedings, theses, books, and Internet
and trade journals). Collectively these provided access to a
wide variety of sources (e.g.: Production and Operations
Management, Industrial Marketing Management,
International Journal of Service Industry Management, and
European Management Journal). Keywords were identified
that were directly associated with service design in PSS
(e.g.: service development, service-oriented, service
innovation, product support, integrated solutions, service
operation, service marketing, product-related services,
industrial services, new service development, PSS design).
Many of these key words were combined with
‘manufacturing’ in order to ensure their relevance to this
study. This set was then expanded and refined as
appropriate articles were discovered. Initially, this study
focused on literature published between 1982 and 2009, with
their citations being cross-checked to ensure that any earlier
publications were also captured.
By searching the chosen databases, using the keyword
over the selected time period, a large number of article titles
were found. These lists were then edited to remove any
duplicate records, the titles were checked to ensure relevance
to the review and grouped into ‘themes’, and the lists then
analyzed. Initially, the search terms identified about 100
articles, reports, and books. These were carefully filtered to
establish 30 documents that were directly relevant to our
research enquiry. Subsequent cross-checking of references
increased the list to 38.
III. DEFINITIONS
A. SERVICE DESIGN DEFINITION
Shostack [11], in his article “How to design a service”,
emphasises that the first step towards a rational service
design is a system for visualising this phenomenon, but he
does not provide a specific definition. “Service design” was
identified as first stage in which you can prevent errors and
avoid repetitious failure costs [17]. Goldstein [18] specified
the service concept in drawings and flowcharts, while
Ramaswamy [19] defined the service design from a service
organisation perspective as a “systematic analytical
methodology to construct service products, facilities, and
processes that will reliably deliver the expected level of
performance to satisfy the customer”. Recently The Danish
Design Centre, 2008 defined the term as “a systems and
process around the idea of rendering a service to the user”
[8].
Based on the literature it was found that the service
design process is similar to the product design process [15] -
[20]- [21] :(i) the service concept; (ii) service system; and
(iii) testing and implementation, with each step consisting of
several concrete practices as illustrated in Figure (1).
Figure 1: Comparison of service and hardware design
processes (Source: [22])
293
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
Yang [23] divided the process of designing a service
based on product design into four steps: (i) accumulating
information; (ii) developing conceptual alternatives; (iii)
design and testing prototypes; and (iv) developing the final
design, drawings, and specifications. Goldstein [18] asserted
that the service concept is the driver of design planning and
used the service concept as the basis for their development
of a service design and planning model.
On the assumption that services can be developed in the
same way as physical products, the term “service
engineering” (SE) coined in the mid-nineties. The term
becomes more and more prominent in the scientific literature
as the discipline covering the development and design of
services.
Bullinger [13] understood SE to be a technical discipline
concerned with the systematic development and design of
services using suitable procedures, methods and tools. Sakao
[24] points out that SE increases the value of artefacts and
decreases the load on the environment by reason of focusing
service. Service engineering aims to increase the total
satisfaction of its receivers. Traditionally, engineering
design has aimed to improve only function. In SE, however,
not only the functions of artefacts but also the meaning of
contents must be matched to the specifications given by
receivers, then the satisfaction of receivers increases.
Challenge 1: The service design definition has not been
discussed in the literature with respect to PSS. In the context
of the service design process, it is adapted from product
design process, but in the case of PSS, which has a high
degree of customization, it is not as easy to define the
process phases as it is with the product. PSS design involves
the design of a service integrated with product; however, the
product may be pre-existing or newly designed.
B. PRODUCT SERVICE-SYSTEM DEFINITION
The PSS concept originated in Scandinavia in the late
1990s as a special type of servitisation and defined as a
marketable set of products and services capable of jointly
fulfilling a user’s needs. The product/service ratio in this set
can vary; either in terms of function fulfilment or economic
value [25].
American researchers defined this type of solution as an
initiative rather than a system and they called it
“servicizing”. The Boston-based Tellus Institute (1999)
defined PSS as “the movement towards product based
services that blur the classic distinction between
manufactured products and provided services”. There is no
unique definition shared by all the experts. However, the
majority regard PSS as a combination of products and
services required to satisfy the functional necessities of the
customer, normally in a way that decreases environmental
impacts. Baines [4] defines PSS as an integrated product and
service offering that delivers value in use and offers the
opportunity to decouple economic success from material
consumption and hence reduce the environmental impact of
economic activity. The PSS logic is premised on utilizing
the knowledge of the designer manufacturer to both increase
value as an output and decrease material and other costs as
an input to a system. The PSS environment creates a
challenge for designers within a company who have
traditionally focused their activities on material artefacts.
They now need to stretch their knowledge and competence
to encompass both physical and non-physical components of
such systems [26].
Challenge 2: The literature shows that the PSS concept can
be defined from different perspectives such as business or
environment. Different authors prefer using different
terminologies when addressing PSS definition, service
design aspects still need future investigation, which should
be supported by real case studies.
IV. SERVICE DESIGN PROCESS PHASES
The service design process, as shown in Figure (2), has
three common phases, namely: (i) service concept, (ii)
service design system and (iii) testing and implementation.
Each phase will be reviewed and the challenges in the PSS
context will be explored.
Figure 2: Challenges in the service design process
A. CONCEPT PHASE OF SERVICE DESIGN
The concept phase plays a key role in service design and
development, surprisingly little has been written about the
service concept itself and its important role in service design
and development [18].
The service concept defines the how and what of service
design, and helps mediate between customer needs and an
organisation’s strategic intent. Goldstein [18], Tax and
294
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
Stuart [14] described the service concept as a core element
of processes for service design. The service concept
elements have been defined conceptually by different
authors from different perspectives as illustrated in Table
(1).
Table (1): Service concept definitions
Sasser et al. [35]
Coined the term “service concept,”
which they defined as the total bundle
of goods and services “sold to the
customer and the relative importance
of each component to the customer.”
Heskett [36]
Defined service concept in terms of
the organisation’s business proposition
as being the way in which the
‘organization would like to have its
services perceived by its customers,
employees, shareholders and lenders’.
Collier [37]
Coined the phrase ‘customer benefit
package’ to signify the elements that
provide both benefit and value to the
customer and defined service concept
in terms of the ‘customer benefit
package’.
Edvardsson and
Olsson [21]
Defined the service concept as a
detailed description of the customers’
needs to be satisfied, how they are to
be satisfied, what is to be done for the
customers, and how this is to be
achieved.
Lovelock and
Wright [38]
They split service concept into two
parts: service marketing and service
operations. The service marketing
concept is concerned with the benefits
to the customer, their needs and
wishes, whereas the service operations
concept is concerned with specifying
the detail of how those needs and
wishes are to be delivered by the
service.
Clark [28]
Utilised four distinct sub-concepts,
namely, service operation, experience,
outcome and value.
Goldstein [18]
Defined the concept as individual
components and elements of a service
and utilising them to form the
definition of the nature of the service.
Also pointed out that the service
concept acts as the integrative element
between an organisation’s business
strategy and delivery of its service
products.
Roth [29] The service concept is operationally
defined as a portfolio of core and
peripheral service elements. The core
service comprises five elements: 1) the
supporting facilities, 2) the facilitating,
3) the facilitating information, 4) the
explicit services, 5) the implicit
services.
Studying the service concept helps in understanding how
customers and service providers view services. The service
concept or “service in the mind” [28] is the customer’s and
provider’s expectation of what a service should be, and the
customer needs it fulfils Clark [28]. The multi-dimensional
service concept shows us that numerous derivatives of the
same core service can be developed and marketed to a
variety of target segments [18].
Definitions aside, little attempt has been made towards
producing a methodology that can be used in the application
of service concept during the service design process [20].
The methodology employed by Burchill and Shen [30]
termed ‘concept engineering’. The activities or steps
involved in the development of concept design for products
or service systems identified by Bitran and Pedrosa [15].
Challenge 3: The definitions discussed are concerned
with concept design for services in general. Exploiting the
service design concept for PSS requires a new way of
thinking about customer needs and how to create value. In
PSS it can be argued that integrating product and service
means dealing with two different approaches when listening
to the voice of the customer, but both views have to be taken
into account in the service design concept of PSS. Also, the
customer has a higher dependence on its service providers
than in a traditional business model and searches for
environmentally friendly solutions.
B. SERVICE SYSTEM
Surprisingly little research has been undertaken into
applying modelling approaches to services. A number of
factors including: the complex nature of services, the amount
and level of detail associated with service elements, the
reluctance to commit adequate time and the resources
required, the misguided belief that a service model must be
completely exhaustive in its scope, the failure of researchers
to identify a methodology particularly suited to services, and
the inability to accurately describe the human behavioural
element of services [22] - [31] - [15].
Service system modelling provides a mechanism of
visualising the service design process. This stage is
concerned with translating concepts into specific elements
that will collectively constitute the design. The service
system has been discussed by Shostack [11] who understood
the importance of the modelling of service systems by
‘visualising this phenomenon’. Edvardsson and Johne [21]-
[31] consider the identification of subsystems and
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interactions between subsystems and other service systems
and produced a diagrammatic representation of the process
to aid clarity. Rasgado and Bitran [22] - [15] discuss the
important role that architectural knowledge plays during the
system design phase of service development and emphasise
the systematic and structured approach to be taken, with
large design tasks being subdivided into smaller, more
specific components, whose interactions with other
components are considered and analysed thus promoting a
greater understanding of the system as whole.
In the context of service engineering, the processes can be
modelled on the basis of so-called reference models. They
are familiar, mainly from traditional product design and
software engineering, though they can also be applied to the
area of service design. Reference models define the
activities that are necessary to develop the services in
question, determine their interrelationships and specify their
order of performance [13].
Challenge 4: Modelling of the proposed service system is
a very important stage in the service design process.
Systemising the design for PSS can be seen in a similar light
to general service system design including all actions that
are required to ensure that a certain function is provided to
a customer and integrated into the product specification and
all environmentally relevant aspects. Designers, who have
usually focused their activities on material products, would
have a lack of experience in designing services processes for
PSS.
C. TESTING AND IMPLEMENTATIONS
Shostack [32] splits implementation into three phases:
implementation of the operations plan, implementation of
the communication strategy, and the market introduction
while Wheelwright and Clark [33] recognise the difference
between the prototyping of products and services. They
argue that for the testing of an intangible concept such as a
service to be of significant benefit it must be undertaken
under market conditions or, if this is not possible, then as
close to actual market conditions as is obtainable. Johne and
Storey [31] also recommend test marketing before the
market launch of the service. Although the benefits of
testing are known, it is still felt that there is a lack of testing
being carried out for service systems.
Communication can play a crucial role in controlling
customer expectation about the service and building up links
between customer and supplier during the service design
process to ensure the feedback is both effective and rapid.
Monitoring and feedback provides the supplier with
information that can be used to determine whether the
service is functioning as expected and fulfilling customer
expectations [22].
Challenge 5: Testing the design of the physical product is
based on technological and mechanical characteristics of
the product but testing the service design process
components in PSS introduce new variables like time,
interaction between people, and other hidden variables
related to cultural mind frames and social habits. In general
testing the service system decides whether the sub-systems
and the whole service system output is functioning as
required and creates the value expected for the customer.
V. TOOLS AND METHODOLOGY
Methods for service design can be divided into the three
following categories, according to the service type, first:
existing methods i.e. from the research field engineering or
economy are used in the service development process.
Examples are brainstorming, expert interview, as well as the
different kinds of analysis methods such as competition
analysis, cost-benefit analysis and value-benefit analysis.
Second, modified methods (mainly from the research field
engineering), which are based on proved methods and
adapted to the service characteristics (i.e. intangible,
integration of an external factor). Examples are Service-
FMEA (Failure Mode and Effects Analysis), QFD (Quality
Function Deployment), a systematic method for quality
control in the planning process to interpret customer
requirements into objectives in a multistage process. Finally,
Service-specific methods, which were specifically developed
for service development such as Service Blueprinting, a
service modelling method, which offers transparency with
regard to customer contact intensively in the service process,
or ServQual which is an approach for multi-attributive
measuring of the attitudes and contentment orientation in
services by uncovering different kind of gaps in the service
offered [34].
Tools for service design in Table (2) are drawn from
social anthropology, linguistics, market research,
organisational design, and all sorts of quality management
approaches, such as process management, customer
experience, and “voice of the customer.” The application of
tools is situational and depends on the type of service design
project, the resources available, and the objectives.
Table (2): Service design tools [8]
Service Design Activity Tools (sample)
Understanding (assessing)
Benchmarking
Critical incident
technique
Ecology map
Ethnographical studies
Shadowing
Trend scouting
Thinking (framing)
Affinity diagram
Fishbone diagram
Touch points analysis
Generating (exploring) Body-storming
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Randomizer
Focus group
Explaining (rationalizing)
Experience prototyping
Metaphors Social
network mapping
Realizing (building) BlueprintRole script
Challenge 6: Some tools and methods are available in
other disciplines, which would help managing the
complexity of the service design process in PSS but must not
be transferred blindly. However, the service design process
for PSS needs to develop new methods and tools which
consider the special nature of integration of the product with
service.
VI. . CONCLUSIONS AND IMPLICATIONS FOR FUTURE
RESEARCH
The challenges in the service design process for PSS have
been presented in this paper. The literature on the design of
services specifically in the context of PSS is minimal.
However, there is considerable literature on the service
design process in general, the quality of services, the failure
and recovery of services, how services benefit industry, the
development of new services, service innovation, the
selection of service specifications, the analysis of service
operations, and human issues in service design .
There is also a noticeable overlap between the service
design process and product-service system concept. The
service design concept for PSS required a new way of
thinking about customer needs and how to create value,
while systemising the process to ensure that a certain
function is provided to a customer, and integrate the product
specification and all environmentally relevant aspects.
Testing the system aims to ensure that the output is
functioning as required and creates the value expected for
the customer; however, the service design process for PSS
needs to develop new methods and tools which consider the
integration of the product with service.
The increasing importance of services for the economy
has opened the door for a wide variety of service research
topics in a growing number of research disciplines
particularly in the area of applied sciences .Companies
recognise the importance of service but little has been done
to take advantage of these opportunities successfully; on the
other hand this fact makes it necessary to conduct research
into the field of service. However, both academic research
and industry practice will need to work together to develop
models that are appropriate to practical requirements.
The findings presented in this paper provide a review of
the service design process for PSS and a platform on which
to base more in-depth research for several areas such as the
new culture of service delivery rather than buying a product,
the move from product to service in terms of the lack of
capability in services design, the challenges for designers to
develop new methodologies and tools that practitioners can
apply to help in service design, the design of customers’
needs and requirements without negative impact on both
natural and social environment.
For a successful service design for PSS scenario many
factors need to be considered, assessed and tested; risk also
needs to be considerably researched as well as service
strategy as the first steps of the service design process. The
future of service design PSS is linked to several related
topics, PSS design, PSS operation, PSS marketing, PSS
development, PSS innovation, and sustainability.
VII. REFERENCES
[1] Yoonjung, A., Sungjoo, L. and Yongtae, P., (2008), “Development of
an integrated product-service roadmap with QFD A case study on
mobile communications”, International Journal of Service Industry
Management, vol. 19 no. 5, pp. 621-638.
[2] Gebauer, H. e. a. (2009), “An attention-based view on service
orientation in the business strategy of manufacturing companies”,
Journal of Managerial Psychology, vol. 24 no. 1, pp. 79-98.
[3] Vandermerwe, S. and Rada, J. (1988), "Servitization of business:
Adding value by adding services", European Management Journal,
vol. 6, no. 4, pp. 314-324.
[4] Baines, T. S., Lightfoot, H. W., Evans, S., Neely, A., Greenough, R.,
Peppard, J., Roy, R., Shehab, E., Braganza, A., Tiwari, A., Alcock, J.
R., Angus, J. P., Bastl, M., Cousens, A., Irving, P., Johnson, M.,
Kingston, J., Lockett, H. and Martinez, V. (2007), "State-of-the-art in
product-service systems", Proceedings of the Institution of
Mechanical Engineers , Journal of Engineering Manufacture, vol.
221, no. 10, pp. 1543-1552.
[5] Wise, R. and Baumgartner, P. (1999), "Downstream: The New Profit
Imperative in Manufacturing", Harvard Business Review, vol. 77, no.
7, pp. 133-143.
[6] Auramo, J. and Ala-Risku, T. (2005), "Challenges for going
downstream", International Journal of Logistics: Research &
Applications, vol. 8, no. 4, pp. 333-345.
[7] Brax, S., (2005), “A Manufacturer Becoming Service Provider –
Challenges and a Paradox”, Managing Service Quality, vol. 15, no. 2,
pp. 142-155.
[8] Roberto M. S. and Alexis P. G. (2008), " Service Design: An
Appraisal Design", Management Review, vol. 19 no. 1, pp. 10-19.
[9] Hill, A. V., Collier, D. A., Froehle, C. M., Goodale, J. C., Metters, R.
D. and Verma, R. (2002),"Research opportunities in service process
design", Journal of Operations Management, vol. 20, no. 2, pp. 189-
202.
[10] Bedford C. and Anson L., (2008) "Would You Like Service with That
Design? ", Management Review, vol. 19 no. 1, pp. 38-43.
[11] Shostack, G. L., (1982), "How to Design a Service", European
Journal of Marketing, vol. 16, no. 1, pp. 49.
[12] Tan, A. R., Matzen, D., McAloone, T., Evans S., (2009), "Strategies
for designing and developing services for manufacturing firms",
Industrial product service-system conference, Cranfield University,
UK.
[13] Bullinger, H. J., Fahnrich, K. P. and Meiren, T. (2003), "Service
engineering – methodical development of new service products",
International Journal of Production Economics, vol. 85, no. 3, pp.
275-287.
[14] Tax, S.S., Stuart, F.I., (1997), "Designing and implementing new
services: the challenges of integrating new service systems", Journal
of Retailing, vol.73, 105–134.
[15] Bitran, G. and Pedrosa, L., (1998), “A structured product development
perspective for service operations", European Management Journal,
vol.16, 169–189.
297
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
[16] Weber, C., (2004), "Properties and characteristics of product service-
system – An integrated view", Nord Design , Product Design in
Changing Environment, 18-20 August, Tampere, Finland.
[17] Gummesson, E., (1990), “Service Design”, Total Quality
Management, pp. 97-101.
[18] Goldstein, S. M., Johnston, R., Duffy, J. and Raod, J. (2002), "The
service concept: the missing link in service design research, " Journal
of Operations Management , vol. 20, pp.121–134.
[19] Ramaswamy, R., (1996), "Design and Management of Service
Processes", Addison-wesley publishing, USA.
[20] Rasgado, T. A., Thompson, G. and Dennemark, O. J., (2004), "State
of the art in service design and modelling", University of Manchester
and Volvo Aero Corporation.
[21] Edvardsson B. and Olsson J. (1996), "Key Concepts for New Service
Development", The Service Industries Journal, vol.16, pp. 140-164.
[22] Rasgado, T.A., Thompson, G. (2006) "A rapid design process for
Total Care Product creation", Journal of Engineering Design, vol. 17,
no. 6, pp.509–531.
[23] Yang, C. C., (2007), "A Systems Approach to Service Development in
a Concurrent Engineering Environmet", The Service Industries
Journal, vol. 27, no.5, pp.635- 652.
[24] Sakao, T. and Shimomura, Y., (2007) "Service Engineering: a novel
engineering discipline for producers to increase value combining
service and product", Journal of Cleaner Production, vol. 15, pp.590-
604.
[25] Mont, O. K., (2002), "Clarifying the concept of product-service
system", Journal of Cleaner Production, vol. 10, pp. 237-245.
[26] Shehab, E. M and Roy, R., (2006), "Product service-systems: issues
and challenges", In the Fourth International Conference on
Manufacturing research (ICMR 2006), John Moores University,
Liverpool, 5th-7th September .
[27] Rasgado, T.A., Thompson, G. and Elfstrom, B.O. (2004), "The design
of functional (total care) products", Journal of Engineering Design,
vol. 15, no. 6, pp. 515-540.
[28] Clark G., Johnston R. and Shulver M., (2000), Exploiting the Service
Concept for Service Design and Development. In: Fitzsimmons, J.,
Fitzsimmons, M. (Eds.), New Service Design. Sage, Thousand Oaks,
CA, pp. 71–91.
[29] Roth, A.V. and Menor, L. J. (2003), "Insights into service operations
management: a research agenda", Production and Operations
Management, vol. 12, no. 2, pp. 145-164.
[30] Burchill G. W. and Shen, D. (1992), "Concept Engineering: The Key
to Operationally Defining Your Customer’s Requirements", Centre for
Quality Management Cambridge, MA.
[31] Johne, A. and Storey, C., (1996), New Service Development:
AReview of the Literature and Annotated Bibliography, European
Journal of Marketing, vol. 32, 3/4, pp. 184-251.
[32] Shostack G. L., (1984), “Service Design in the Operating
Environment”, in George, W. R. and Marshall, C. E. (Eds),
Developing New Services, American Marketing Association, Chicago,
IL, pp. 27-43.
[33] Wheelwright S. and Clark K. B., (1992), "Revolutionizing Product
Development: Quantum Leaps in Speed, Efficiency and Quality", The
Free Press, New York.
[34] Torney M., Kuntzky K., Herrmann C., (2009), "Service development
and implementation –Review of state of the art", Industrial product
service-system conference, Cranfield University.
[35] Sasser, W.E., Olsen, P., Wyckoff, D.D., (1978), Designing the service
firm organization. In: Management of Service Operations. Allyn
& Bacon, Boston, MA
[36] Heskett, J.L., (1986), Managing in the Service Economy, Harvard
Business School Press: Boston, MA.
[37] Collier, D.A., (1994), the Service Quality Solution: Using Service
Management to Gain Competitive Advantage, Irwin: New York.
[38] Lovelock, C.H. and Wright, L., (1999), Principles of Service
Management and Marketing, Prentice-Hall: Englewood Cliffs, NJ.
298
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
 
 
 
 
Abstract—Printed Circuit Boards (PCBs) can be 
manufactured by a process known as mechanical etch whereby 
a milling machine is used to remove copper from a copper 
substrate to create the desired tracks. Single-sided milling 
eliminates  the need for extra material handling operations 
which are required when milling double sided boards as these 
have to be turned over with the top and bottom layers 
accurately aligned.  This paper describes component placement 
and routing methodologies based on iterative improvement 
algorithms and the factors which can force a single layer 
solution.  An initial placement configuration is developed by 
using a hill climbing algorithm to minimise the number of 
ratsnest line crossing points.  The paper investigates two 
genetic algorithm approaches for optimising the routing 
pattern. The first approach optimises the order in which routes 
are developed. The second approach optimises both the route 
order and the flip rotation of the components during the 
routing process. First results for experiments performed on a 
cascaded amplifier circuit are presented. 
 
INTRODUCTION 
 
he paper describes a CAM software tool, which is being 
developed to automate the  process of converting a 
netlist description of a circuit to CNC files, for the rapid 
manufacture of a design using isolation milling.  Specifically 
it looks at  forcing a circuit routing solution on a single layer 
so as to eliminate  the need for extra material handling 
operations which are required when milling double sided 
boards as these have to be turned over with the top and 
bottom layers accurately aligned.   
The two phases in the PCB layout process are component 
placement and track routing [1]. These are mutually 
dependent as a poor placement configuration increases 
routing complexity. Consequently, a strategy to develop a 
layout on a single layer must optimise the placement of 
components, their orientation and the order in which tracks 
are routed. 
In the electronics industry, the schematic capture of a 
circuit is an integral part of the design process and involves 
generating a netlist from a circuit drawing [2].  A netlist is a 
text-based file which contains the list of components which 
make up the circuit together with a list of pin-to-pin 
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connections that define each route or net. CAM software can 
then be used to create a physical layout for production 
purposes based on the information contained in the netlist. 
 
I. CAM SOFTWARE TOOL 
 
The routing CAM software tool (see Fig. 1) being 
developed as part of this research allows a Protel netlist to be 
imported. In this work the open source Tiny CAD package 
[3] has been used for drawing circuit designs and generating 
Protel format netlists from these. A parser has been 
developed to extract component parts and route connections 
from a Protel file. Initially components are aligned in series 
along a grid row in the order in which they were extracted 
from the netlist. The autoplacement algorithm can then be 
used to iteratively change the placement order sequence to 
ease routing congestion. Connectors are treated as special 
components and are not subject to placement optimisation 
as, typically, design requirements are such that these should 
be placed at the edges of the circuit area.  A matrix 
transformation is used to convert components’ pads and 
route points placed on grid locations at world coordinates 
(measured in inches) to screen coordinates (measured in 
pixels) based on the current zoom value. Both the placement 
and routing processes can be watched graphically. 
Two genetic algorithm router options have been 
developed which are called the genetic router and the genetic 
flip router. The genetic router optimises the order in which 
routes are developed. The genetic flip router optimises both 
the order in which routes are developed and the flip rotation 
of components. The component flip feature essentially 
swaps pin locations during the routing process and so 
provides a greater number of search solutions.  
The CAM processor allows manufacturing data to be 
produced from the final layout and routing configuration. 
Drilling G code can be produced by extracting the pad grid 
locations. Milling data can be produced using the track grid 
points. Isolation track calculation is the process of 
calculating the path that the cutter must take in order to 
isolate each track.  For a single track this can be achieved by 
cycling through each route point and calculating isolation 
points on either side of the track.  The process of creating 
grooves around each track to isolate them is advantageous 
compared to the use of milling to remove unwanted copper, 
so as to replicate the traditional PCB chemical etching 
process, as it requires significantly fewer machining 
Routing Algorithms for the Rapid Prototyping of Circuits 
Crispin A. J. 
Department of Computing and Mathematics, 
Manchester Metropolitan University, 
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operations. 
II. AUTOPLACEMENT OF COMPONENTS 
Component placement is an important aspect of any 
design and directly impacts on the quality of the track 
routing that can be achieved. Placement optimisation is 
based on the idea of modifying the position order of 
components on the board in search of a cost reduction in 
terms of a fitness measure. This work has defined a fitness 
measure as the number of ratsnest line crossing points. A 
ratsnest diagram is formed by drawing straight lines between 
the pads of components which are connected. Relocating 
components to minimise ratsnest line crossing points eases 
routing congestion and consequently the complexity of the 
routing optimisation problem. 
 
 
 
Fig. 1.  Route optimisation CAM software tool.  
 
The ratsnest line intersection algorithm uses a brute force 
method to check each pair of ratsnest line segments for an 
intersection point. The intersection point of two lines can be 
found by calculating the common point of two line equations 
[4]. If the first ratsnest line is defined by the start point 
P1(x1,y1) and end point P2(x2,y2) and the second ratsnest 
line by the start point P3(x3,y3) and end point P4(x4,y4) 
then the point of intersection P(x, y) is given by:  
 
 
 
 
where 
 
 
The line crossing algorithm also checks to see if the two 
lines are parallel and so do not cross. Further checks are 
made to ensure points are unique. 
The initial placement function automatically places parts 
extracted from the netlist in a strip configuration and allows 
the user to position connectors independently according to 
the requirements of the design. The placement optimiser 
then changes the placement order of components in the row 
to find a placement order which minimises the number of 
ratsnest line crossing points. Reordering of component 
positions is effectively a rip-up and retry placement method 
for reducing ratsnest complexity. The search for a better 
placement order is performed using a hill climbing algorithm 
for a fixed number of iterations which can be set by the user. 
 
III. AUTOROUTING OF TRACKS 
The track routing optimiser is underpinned by a maze grid 
searching algorithm [5,6] for finding non-overlapping tracks 
for a given routing or net order. Essentially the routing 
algorithm tries changing the net order in search of a solution 
in which all tracks are routed. The net order is important 
because tracks cannot be realised if previously laid tracks 
block their paths. Consequently, net ordering greatly affects 
the routing solution and in this work is optimised using a 
genetic algorithm [7, 8]. 
Routing is a multiple objective problem as it is required to 
minimise a number of factors including the number of route 
failures on a single level and the overall track length.  Any 
routing failures means that double layer milling would be 
required. Minimising overall track length is important 
because the tool life of a milling bit is determined by the 
cutting path length. Consequently, the fitness function for 
routing optimisation has been defined as the weighted sum 
of the number of route failures f1 and the overall track length 
f2. 
 
 
Here w1 and w2 are weight factors. Because the intention 
is to develop a routing pattern on a single layer, when 
possible, the most important factor to minimise is the 
number of route failures as ideally this should be zero. To 
make this the dominant fitness factor the weighting values 
are biased accordingly with w1 being made much larger than 
w2. Effectively, the fitness value F provides a measure or 
score of how good the routing solution is and represents the 
optimisation goal. 
Both the auto-routers developed in this research use a 
genetic algorithm for optimisation. The first auto-router uses 
a genetic algorithm to optimise the net order. The second 
auto-router optimises both the net order and the flip rotation 
of components during the routing process. This requires that 
both route order sequence and component flip sequence are 
optimised.  
In both routers an initial population is established by 
generating a random route order sequence for each 
chromosome.  A fitness value F is assigned to each 
chromosome in the population and allows the population to 
be ranked.  A loop is then used to perform the following 
processes. A proportion of solutions are selected from the 
population and paired to create parents. Two parent solutions 
are then used to create two new solutions called the 
offspring using a recombination operator. A mutation 
operator can also be applied to the offspring to create new 
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solutions. Finally, the offspring solutions are used to replace 
poorly ranked members of the population.  Table 1 shows 
the genetic algorithm parameter values and options used in 
this paper.  
The tournament selection strategy has been used for 
choosing parents. With this method two individual 
chromosomes (candidate solutions) are chosen at random 
from the population and the one with the best fitness is 
selected as the parent.  
As the PCB routing problem has been coded as a 
combinatorial or order based problem, where an array of 
numbers is used to represent the order in which routes 
should be developed, the recombination process is based on 
the partially matched crossover (PMX) re-ordering operator 
[9]. The PMX operator was originally designed for solving 
permutation problems. Two crossover sites are selected and 
all of the elements in the first parent are directly copied to 
the offspring. The PMX operator then matches the elements 
of the second parent to ensure that two permutations of 
unique values are generated for the offspring. To do this the 
algorithm has to eliminate any repeating numbers in a 
solution. PMX is widely used when solving problems such 
as the Travelling Salesman Problem (TSP) and the toolpath 
optimisation problem [10], as again these problems require a 
unique order to be generated.  
 
Parameter Type/Value 
Population Size 40 
Offspring Selection Method Tournament 
Offspring Selection Percentage 35% 
Recombination Method PMX 
Mutation Percentage 40% 
Insertion Method Elite 
 
Table1.  Genetic algorithm parameters 
 
The mutation operator randomly swaps two elements in 
the routing order array to create a new configuration which 
is a deviant of the current solution. The mutation operator 
enables new features to be introduced into the population 
allowing the evolutionary algorithm to explore solutions 
outside those currently ranked as high. Further discussion of 
the parameter settings can be found in previous work [11, 5] 
 
Once a track route pattern has been established the isolation 
path points can be found for each route. As each route 
consists of a set of connected grid points from a source to a 
destination location these route points can be used to 
calculate an isolation path using a tracing algorithm.  The 
tracing algorithm has to cycle through each route point and 
calculate a corresponding isolation point. This is done in a 
clockwise direction first and then in an anticlockwise 
direction so that isolation points on both sides of the route 
are calculated. For a current route point the position of an 
isolation point can be calculated based on the directions of 
the vectors of the previous and next route points relative to 
the current point.  The source and destination points are 
treated as special cases so that the isolation path is closed.  
IV. EXPERIMENTS 
The computation experiments undertaken compare the 
two router methods using a common parameter set for the 
genetic algorithm as detailed in Table 1. With the genetic 
algorithm parameters remaining fixed the key options for 
controlling the routing process are the number of iterations 
used by the placement algorithm  and the  number 
generation used by the genetic routers. The number of 
iterations used by the placement algorithm is important for 
establishing an initial placement with a low ratsnest crossing 
point number.  Experiments have been performed to study 
how changes in the placement iteration number and 
generation number affect the average number of route 
failures on the first layer. Ideally the goal is to find an 
approach which can route all tracks on a single layer, when 
possible, to reduce the manufacturing cost and the need for 
accurate alignment required for double sided milling. 
 
V. RESULTS AND DISCUSSION 
Table 2 shows the results obtained from the experimental 
trials of the router algorithms using a three stage inverting 
amplifier circuit. This circuit is used for illustration purposes 
and represents a moderately complex circuit design.  In 
Table 2 the number of failed routes for layer 1 is an average 
taken over ten runs.  
Table 2 shows that as both the number of placement 
iterations and the number of routing iterations increase the 
average number of failed routes reduces. It is also clear that 
the component flip feature of the second router has a 
significant impact in reducing the average number of route 
failures allowing single layer solutions to be realised as 
shown in Fig. 2. 
 
 
 
Fig. 2.  Optimised track routing on a single layer for a 3 stage amplifier 
circuit using the genetic flip router.  
 
Closer investigation of the initial placement solution and 
that resulting after applying the flip router shows that the 
number of ratsnest line crossing points is reduced.  Fig. 3 
shows an example of an initial placement and ratsnest lines. 
Fig. 4 shows a final component layout after autoplacement 
and flip optimisation. It can be seen that the ratsnest 
complexity has been reduced. Essentially flip optimisation 
provides a mechanism to further reduce the number of 
ratsnest crossing points and also, consequently, the routing 
complexity without relocating components. This new degree 
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of freedom allows new route solutions to be found. 
 
 
 
 
Fig. 3.  Initial component layout with ratsnest lines 
 
 
Fig. 4.  Final component layout using the genetic flip router to reduce 
ratsnest complexity 
 
Router 
Type 
Placement 
Iterations 
Routing 
Iterations 
Average Number 
of Failed Routes 
on First Layer 
Standard 
Deviation 
Genetic 
Router 
500 50 2.8 0.84 
Genetic 
Router 
1000 100 2.1 0.99 
Genetic 
Router 
10000 200 1.6 0.7 
Genetic 
Flip Router 
500 50 1.9 0.32 
Genetic 
Flip Router 
1000 100 1.7 0.67 
Genetic 
Flip Router 
10000 200 0.4 0.52 
 
Table 2.  Computational results for the router algorithms for a three stage 
amplifier circuit 
 
This initial research will lead to more areas of study.  For 
example, the line intersection algorithm could be made more 
efficient by using a sweep method [12]. With the circuits 
used in these experiments the running time to check all line 
segments is not a significant factor. However, with larger, 
more complex circuits, arranged on a 2D grid, a sweep 
algorithm would be more efficient.  The work is currently 
analysing data from additional PCB designs which have 
more components and require more routes. At present the 
approach rips up and reroutes all nets but a heuristic could 
be developed based on the concept of a blocking likelihood 
so that  only a selection of the full set of nets are rerouted. 
This would be advantageous in larger circuits. The work has 
used a genetic algorithm as the optimiser but alternative 
heuristic optimisers (i.e. shotgun hill climbing) could offer 
improved performance in terms of computational time. 
However, the integration of the design automation process as 
a whole offers the potential for more significant advances to 
be made. So, for example, finding a placement and routing 
solution which allows isolation paths to be shared so that a 
layout could be compacted could provide another 
mechanism to force a single layer solution. Although this 
paper has not discussed the underlying maze grid routing 
algorithms [5] these are currently being further developed to 
incorporate methods for diagonal routing and associated 
isolation path planning.  
VI. CONCLUSIONS 
The paper has presented two genetic algorithm based 
router methods and undertaken computational experiments 
to test the performance of these. The twin goals of 
developing an approach and investigating the factors which 
optimise routing on a single layer have been met. An 
important finding has been that optimising the component 
flip during the routing process allows solutions to be 
developed on a single layer. This is advantageous from a 
manufacturing viewpoint. The flipping of components 
during the rip-up and retry routing process is a unique 
feature of the strategy developed.  
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Abstract—This study aims to develop Net Shape Welding 
(NSW) and identify the transition (critical) welding speed 
under different laser parameters which affect weld beam 
geometry from normal to NSW. A 1 kW single mode fibre laser 
was used to perform bead-on-plate welding of 1.5 mm mild 
steel sheets at a range of laser powers, welding speeds and laser 
focal point position parameters. The combinations were 
carefully selected with the objective of producing NSW with 
minimum weld bead geometry deviation from the surfaces. 
The experiments were designed using the statistical design of 
experiment (DoE) technique for optimizing the above selected 
welding parameters. The geometry of the weld beads was 
studied and the combinations of parameters that led to the 
changeover to net shape welding were identified. The results 
show the important factors controlling external weld geometry 
and help identify a process window for developing net shape 
welds. The work would lead to potential applications for high 
geometry accuracy welding where post-weld fit ups, assembly 
and painting require negligible geometry distortion of the weld 
zones. 
I. INTRODUCTION 
Laser technologies have made distinguished contributions in 
modern industry. These have typically been realised through 
the important roles played by lasers in the advancement of 
manufacturing technology in many areas such as welding, 
which has become a very important joining technique. Laser 
welding has enabled the use of lasers in a wide variety of 
applications most commonly in the automotive, oil, gas, 
aerospace, medical and electronics industries. 
For some applications, especially if a high post-weld fit-up 
tolerance is needed, precision welding that produces 
minimal distortion in the base part and requires no post weld 
machining or finishing process is desirable. This can be 
termed net-shape welding. Processes like painting and 
cosmetic finishing typically require net shapes. 
The most sensitive parameter for determining the weld bead 
shape is three parameters; Peclet number (which is a 
dimensionless number used in calculations involving 
convective heat transfer), the conductivity of the material 
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and the absorption coefficient of material used for the 
circular disk source. The weld cross section, which is 
triangular or rectangular, could be determined by the Peclet 
number of the heat source model. By increasing the Peclet 
number it transforms the cross section away from 
rectangular toward a triangular geometry [1]. 
As welding speed increases, an increase in the inclination 
angle of the keyhole front wall occurs as a result of shorter 
beam/material interaction times[2]. 
Most welding processes do not result in net-shape. 
However, friction stir welding (FSW) is a solid-state 
welding method that has shown the capability of net-shape 
weld, which has found particular applications in the 
aerospace and automotive industries. This joining technique, 
which was invented by W. Thomas and his colleagues of  
The Welding Institute (TWI) (Cambridge, United Kingdom) 
in 1991 [3, 4] can be used to join high-strength aerospace 
aluminium alloys and other metallic alloys that are hard to 
weld by conventional fusion welding. The process combines 
frictional heating with extreme plastic deformation to 
manufacture joints with improved mechanical properties 
compared with usual fusion welding techniques [5]. 
Moreover, the process has generally been used as an 
assembly process to minimize post-weld machining in net 
and near net-shape parts rather than a means for developing 
performs for deformation processing [6]. 
The amazing successes of friction stir welding (FSW) in the 
context of aluminium alloys has logically encouraged 
investigation of its applicability to other materials such as 
steel, titanium, magnesium, nickel and copper alloys. The 
typical temperature dependence of the strength of a steel 
alloy compared with that of aluminium means that, a FSW 
steel tool would have to go to a much greater temperature to 
enable a sound weld to be fabricated as the steel must be 
sufficiently plasticised to permit the material flow. Because 
of the tooling problems and the large number of cheaper and 
more useful methods for welding steels, it remains uncertain 
if the process can have an impact on the joining of steels, 
certainly not in proportion to the quantities in production 
and use. At the same time, there are still limitation in 
friction welding for applications in other higher strength 
materials (limitations include backing, transverse forces, 
weld end craters also the need for high investment [7]. 
High power fibre lasers have received increasing attention 
by the manufacturing industries due to their unique 
advantages such as high beam quality and high efficiency to 
produce deep penetration welds at high welding speeds [8, 
9]. High power fibre lasers notably outperform the earlier 
lasers (e.g. CO2 and YAG) in terms of penetration and 
welding speed [10]. High power fibre laser welding 
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technology would provide a new opportunity for producing 
high quality welds. However, the use of fibre lasers or other 
high power lasers as a heat source to produce net shape 
welding has not been previously investigated.  
This paper presents the results of work concerned with 
investigations relating to the production of net shape welds 
from bead-on-plate welding of mild steel plates. 
Experimental methods and results are detailed and results 
are discussed. This concept of net shape welding by lasers is 
proposed for the first time. 
II. EXPERIMENTAL DESIGN AND PROCEDURES 
A. Part one 
Design Expert statistical software package was used for 
designing experiments in the first part of the investigation. 
A L25 orthogonal array, which composed of three columns 
and 25 rows, was applied. The design of experiments (DoE) 
was based on three welding parameters with three levels of 
each. The selected welding parameters for this study are: 
laser power, welding speed and laser beam focal point 
position (positive means above the surface and negative 
means below the surface).  Table 1 shows the laser input 
variables and experiments design levels.  
 
Table 1.  Process parameters and design levels used 
 
Variables Code Units Levels 
Low 
level 
Mid 
level  
High 
level 
laser power P W 540 555 570 
welding 
speed 
S mm/s 85 100 115 
focal point 
position 
F mm -1 -0.5 0 
 
B. Part two 
In this part of the investigation, experiments were run under 
a constant laser power, focal point position and gas flow rate 
with variable speed start from 50 mm/s to 150 mm/s by 5 
mm/s increment. Table 2 shows the laser input variables and 
experiments design.  
 
Table 2.  Process parameters and design experiments 
 
Parameters  units rate 
laser power W 555 
focal point position mm -0.5 
gas pressure kPa 100 
welding speed mm/s 50-150 with 5 
mm/s increment 
 
C. Preparation before welding 
We describe here some of the details of the experiments. 
The experimental setup is shown schematically in Figure 1. 
The materials employed in this investigation were sheets of 
mild steel (0.16–0.29% carbon) in dimensions of 40 mm x 
40 mm x 1.5 mm. The samples were fixed on a CNC motion 
system for performing the welding.  
Argon gas was used to shroud the process both above and 
below the welds. 
 
 
 
Fig.1.  Experimental arrangement 
 
D. Preparation after welding  
After welding, samples were sectioned across the weld, and 
mounted in the appropriate resin. Specimens for the 
metallographic examinations were prepared by polishing 
successively in 80, 180, 320, 600 and 1200 emery grits, 
followed by a final disc polishing using 6 and 3 m 
diamond slurry. The polished surface of samples was etched 
with Krolls reagent (10ml Nitric Acid and 90ml Methanol) 
for further examination. The cross section weld bead shape 
and microstructure were observed and measured by optical 
microscopy using Polyvar. The measurements of the 
welding pool area in the TH= top height, TW= top width, 
BL= bottom length, and BW= bottom width were carried 
out for each sample as shown in Figure 2.  
 
 
Fig.2.  Schematic diagram of the cross section of the laser welding sample 
 
III. RESULTS AND DISCUSSION  
A. Weld Profiles 
Figure 3 shows the effect of welding parameters on the 
responses (TH, TW, B.L, and B.W) of some selected 
experiments and the variation on weld bead geometry. In all 
cases a narrow weld was obtained, indicating welding 
occurred in the keyhole mode. In most cases some taper on 
moving from the upper to lower surface is evident, although 
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this is considerably less than would be expected had the 
welding been conduction mode. Depending on the 
parameter combinations used different combinations of 
convex surface beads, undercutting and dropout can be seen 
 
      
 
   
 
Fig. 3.  shows the effect of welding parameters on the responses with 
different parameters, (5) P: 540 W, S: 115 mm/s, Fpp 0 mm, (7) P: 540 W, 
S: 85 mm/s, Fpp -1 mm, (16) P: 555 W, S: 115 mm/s, Fpp – 0.5 mm, (17) 
P: 555 W, S: 100 mm/s, Fpp -1 mm, (22) P: 555 W, S: 100 mm/s, Fpp – 0.5 
mm. 
 
The experimentally measured responses are entered to the 
Design Expert software for analyzing the results. Figure 4 
shows the effect of welding with variable speed. For these 
samples, the welding focal point position was on the top of 
the surface of the specimen. The defocusing distance of 
laser beam was set from -1 mm to 0 mm. 
 
      
 
   
 
Fig. 4.  shows the effect of welding with constant parameters; power = 555 
W, Focal point position = - 0.5  mm, and gas flow rate = 1 bar and the 
welding speed was variable from 50 mm/s to 150 mm/s. 
 
B. Parameter relationships 
Analysis of Variance (ANOVA) is used to investigate which 
welding process parameters significantly affect the quality 
characteristics. Four quality characteristics were used: TH 
(representing top quality), BL (representing bottom quality), 
(TW+BW)/2 (representing average weld width) and (TW-
BW)/2 (representing weld taper) each of these is discussed 
below. 
1) Weld Bead Top Surface Quality 
Figure 5 contour graph shows the effect of speed and power 
on the weld bead top surface displacement above the 
surface, at F = - 0.5 mm.  The results indicate that at certain 
combinations of the laser power and welding speed the weld 
bead top surface displacement from the substrate surface 
was zero, signifying a perfectly net shape weld for the top 
surface.  
At higher speeds and lower powers Figure 6 indicates 
positive values of TH, while lower speeds and higher 
powers lead to negative values (undercutting). This 
indicates that control of the relative value of these 
parameters, commonly given in terms of either specific 
energy or line energy, is crucial to achieving net shape 
welding.  
A complete analysis of variance (ANOVA) technique was 
used to identify the significance of the different process 
parameters. The significant factors in the Top Height 
response according to ANOVA are power, speed and the 
interaction between them. 
 
 
 
Fig. 5.  Contour graph shows the effect of P and S parameters on the 
response TH 
 
Figure 6 shows the effect of speed on weld bead top height, 
and there is only one speed which can make the net shape 
and some others could be very close to the net shape under 
555 W laser power. 
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Fig. 6.  Relation between welding speed and weld beam top height at a 
laser power of 555 W. 
 
The critical welding speed and specific energy requirement 
is calculated from the results of the experiments run in the 
two stages. The authors consider the critical welding speed 
which is 100 mm/s was the most important process 
parameter under this particular laser power. The specific 
energy corresponding to 100 mm/s was:  
 
Specific Energy = 
erSpotdiametSpeed
Power
= 
3
10125100
555 = 44.2 J/mm
2 
 
 
2) Weld Bead Bottom Surface Quality 
Figures 7 show the effect of laser power and welding speed 
on the weld bead bottom surface characteristic at a spot 
diameter 125 m. As shown all the values are positive. This 
could be related to the melt pool depth, the variation of 
depth and width of fusion zone as a function of welding 
speed, that means when the welding speed increases the 
depth of pool will decrease [11]. The only significant 
interaction found was between the power and spot diameter. 
 
 
Fig. 7.  Contour graph shows the effect of laser power and welding speed  
parameters on the response B L 
3) Average weld width 
Figures 8 show the effect of laser power and welding speed 
parameters on the responses average width (TW + BW) / 2. 
As the power increase, the Average will increase and vice 
versa for the speed.  
Although no one interaction was found to be of high 
significance, the interactions between Power and Speed and 
between Speed and Spot Diameter (fpp) are the highest for 
this parameter set. 
 
 
 
Fig. 8.  Contour graph shows the effect of P and S parameters on Average 
 
4) Average Weld Taper 
Figure 9 shows the response of weld bead taper as laser 
power and welding speed vary. Higher laser power and 
higher welding speed lead to increased taper. It is known 
that both laser power input and welding speed affect the size 
of the keyhole and its formation. 
The weld pool shape, and therefore the penetration, depends 
to a large extent on the convective and conductive heat 
transfer in the weld pool and are also driven by surface 
tension gradients (Marangoni convection). It is therefore not 
surprising that different surface heat fluxes and surface 
temperature gradients affect the shape of the melt pool and 
hence the weld. The convection in the molten pool serves to 
redistribute heat within the weld pool which significantly 
affects the weld shape [12, 13 ]. From the model a highly 
significant interaction was observed between Speed and 
Spot Diameter (focal plane position). 
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Fig. 9.  Contour graph showing the effect of laser power and welding speed 
parameters on Taper 
IV. CONCLUSION 
In this paper a single mode fibre laser has been used for 
producing near net shape welds during bead-on-plate laser 
welding. The main influencing parameters were investigated 
using Design of Experiments.  Under certain conditions net 
shape weld beads on the upper surface (zero top height) 
could be obtained. The critical welding speed for a 555 W 
laser power was 100 mm/s. 
Further work is needed to simultaneously obtain a net shape 
weld on the upper and the bottom surfaces, in other words 
zero top and bottom heights at the same parameters. The 
authors are pursuing this through further parametric 
analysis, exploring the use of secondary process variables 
such as beam and gas flow parameters, to modify the 
relationships illustrated as contour graphs in this paper. 
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Abstract—Due to the low fracture toughness and high
hardness, milling pockets in silicon carbide (SiC) ceramics is a
challenging task using conventional machining approaches.
Among the unconventional approaches, abrasive waterjet
(AWJ) machining is well known for machining of difficult to
cut materials and exerts minimum forces at the machining zone
which is suitable for machining of brittle materials. Hence, in
this work, AWJ milling of SiC ceramics by discrete milling
approach is attempted - a novel tool path strategy that
eliminates the need of masking the workpiece when milling
with AWJs is proposed. Furthermore, the influence of jet feed
rate and degree of overlap of kerf on the quality of the surface
generated is analyzed. Finally, the milling of pockets is
demonstrated by considering the optimum degree of overlap
and jet feed rate found for flat bottom surface and the quality
issues of the pocket are addressed.
I. INTRODUCTION
ue to desirable mechanical properties such as high
hardness, wear resistance, strength at elevated
temperatures in addition to chemical inertness,
corrosion resistance, electromagnetic response and bio-
compatibility, advanced ceramics are widely used for the
manufacture of components for the optical, electronic,
mechanical and biological industries [1], [2]. Silicon carbide
(SiC), a structural ceramic, is increasingly being used for
engineering applications (bearings, valves, rotors, cutting
tools, face seals, textile thread guides) where close
geometrical tolerances are required [3]. Furthermore, due to
low coefficient of thermal expansion, high thermal
conductivity, high decomposition temperature, chemical
inertness and low wettability by molten metal, SiC is
commonly used for heat resistant parts and refractory
applications [4], [5]. Although advanced ceramic
components can be fabricated to net shape through hot
isostatic pressing, which is a highly expensive process, final
machining cannot be avoided to meet the required quality
specifications (dimensional accuracy, surface finish) [6].
Machining of ceramic components is usually done in the
green state. However, to maintain dimensional control and
production optimization, post-sintering machining is
sometimes required [7]. Milling of ceramics is a challenging
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task with conventional machining approaches due to (i) high
component hardness which can lead to excessive tool wear
(ii) low fracture toughness of the workpiece materials which
can lead to part fracture due to the local machining forces
[2], [7]. Diamond cutting/grinding are commonly adopted
for machining sintered ceramics [8], [9]. However,
conventional machining approaches might not always be
suitable as they demand dedicated tooling/fixtures to
generate 3D features in difficult-to-cut materials with the
associated high cost and extended lead times.
In these situations, machining often represents a
significant portion of the fabrication cost of the final ceramic
components. Technologies suitable for cost effective
machining of brittle materials such as SiC have to be
identified. Various non-conventional approaches for
machining of ceramics such as ultrasonic, abrasive water jet
(AWJ), electrical discharge and laser applications are
reported and the trade-off between the material removal rate
and the level of near-surface damage that these processes
induce have been detailed [8], [9]. Among the
unconventional machining approaches, AWJ is a well
known approach for machining hard to machine materials
such as ceramics at high material removal rate (MRR), with
the advantage of reducing the above mentioned drawbacks
of the conventional machining techniques [2], [3], [10], [11].
A considerable amount of work has been reported on
machining of ceramics with AWJs [2], [11]-[17]. Freist et al.
introduced the concept of 3D machining with AWJs [18]. In
this work, the need to study the kerf profile and its variation
with the change in operating parameters such as pump
pressure (P), abrasive flow rate (mf), jet feed rate (v),
focusing nozzle diameter (df) and standoff distance (SOD), is
highlighted. However, milling was not demonstrated in this
study. Zeng et al. [12] performed an experimental
investigation to identify the optimal operating parameters
and their influence on performance measures such as depth
of penetration, surface roughness and MRR in AWJ milling
of alumina ceramics. In this study, df, lateral feed between
passes, and SOD were found to be of critical importance in
controlling the kerf geometry. Ojmertz et al. [19] proposed a
discrete milling approach similar to that proposed by Freist
et al. [18]. The quality of the milled surface in terms of
surface texture depth of pocket are analyzed by considering
lateral feed, mf, v, P and SOD. From the experimental
investigations it is found that the depth of penetration in the
direction of jet feed is not uniform. Hence, there is a need to
find out suitable jet feed rate that can produce uniform
surface in AWJ milling. However, all these approaches have
employed the masks to cover certain areas of the workpiece
in AWJ milling. In practice, masks are employed in AWJ
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milling to eliminate the over erosion caused by (i) the
sudden jet impingement taking place on to the work piece at
the beginning of the tool path, (ii) the reduction in jet feed
rate at the sharp corners of pockets and (iii) to protect certain
areas of the pocket from unwanted erosion. However,
preparation of a mask is an additional job and its material
should be harder than the workpiece to be milled so as to
protect from erosion. Furthermore, it adds to the cost of
production.
Due to the difficulties in the mask preparation, it is
believed by the authors that developing a tool-path strategy
for maskless milling of pockets that reduces the cost and
lead time (time for preparation of mask) would make AWJ
milling technology more attractive to the industry.
Furthermore, the authors assume that suitable selection of
process parameters such as jet feed rate and degree of
overlap improves the quality of the surface.
II. SCOPE OF THE PAPER
This work attempts to develop a novel tool path strategy
for maskless milling and to explore the influence of jet feed
rate, degree of overlap of kerf on the surface generated in
discrete milling of SiC ceramics by AWJs. To this end, in
this work,
(i) Experiments were performed to find out suitable jet
feed rate and degree of overlap to identify suitable
values for flat surface generation.
(ii) Geometry of the overlapped kerfs were analyzed by
repetitive measurements of 2D kerf profiles along
the jet feed direction. The flatness of the surface
generated at different degrees of overlap was
analyzed geometrically.
(iii) A tool path strategy was developed for maskless
AWJ milling.
(iv) Milling of pockets in SiC ceramics by employing
the proposed tool path strategy proposed by
considering the identified jet feed rate and degree of
overlap for flay surface.
(v) Finally, the quality characteristics of the pocket
such as (a) flatness of bottom surface, (b) bottom
edge corner radius, (c) top edge corner radius, and
(d) surface roughness, were analyzed.
III. EXPERIMENTAL SETUP
a. Experimental details
AWJ cutting trials were conducted on 5-axis AWJ (Ormond)
cutting system with a streamline SL-V100D ultra-high
pressure pump capable of providing a maximum pressure of
413.7 MPa at various abrasive flow rates (0-1 kg/min) and
the jet feed rate can be varied in the range of 0-20,000
mm/min. Garnet (80 mesh size, average Ф180μm - GMA
Garnet) abrasive media with sub-angular particle shapes was
employed throughout the experimentation to mill pockets in
SiC ceramic material (100mmX100mmX10mm). The
hardness of the SiC was evaluated as 2500VH. Fig. 1 shows
a photograph of the experimental setup employed in this
study.
Fig. 1. Photograph of the experimental setup
The structure of the SiC consists of two different regions
(Fig. 1- inset) : α-SiC and β-SiC, which was revealed by fine
diamond polishing (# 6µm/5min followed #1µm/5 min)
followed by etching with ‘Murakami’ (aqueous solution of
NaoH and K3[Fe(CN6]) solution for 10 min. Since, SiC is a
hard material, a high P of 345MPa was employed. Further,
to maintain the optimum ratio of focusing nozzle diameter to
orifice diameter of 3-4 for optimum performance [20], the df
of 1.06 mm and do of 0.3 mm were employed. Garnet
abrasive of 80 mesh size with an mf of 0.7 kg/min was
employed [21]. SOD, i.e. the axial distance between the tip
of focusing nozzle and target material to be exposed to the
jet, of 3 mm was employed as it has been demonstrated that
the MRR is insensitive to SOD within the range of 2-5 mm
and decreases beyond 5 mm [10], [19], [20]. The above
operating parameters were kept constant throughout the
experimental program. In order to study the influence of v
and degree of overlap on the resulting kerf geometry, the
following experimental plan was followed.
 Examination of the influence of jet feed rate on kerf
generation: To understand the influence of v on the
uniformity of the kerf, experiments were conducted by
varying the v in the range of 100 -1700 mm/min in
steps of 400 mm/min.
 Examination of the influence of degree of overlap on
kerf generation: To understand the influence of degree
of overlap on uniformity/flatness of the kerf,
experiments were conducted by varying in the range of
0%-100% in steps of 20%.
 Demonstration of milling pockets: By considering the
identified v and degree of overlap for improved
straightness of cross sectional profile (surface flatness),
milling of pockets was demonstrated.
A summary of the testing program is presented in Table 1.
α-
β-
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Table 1 Overview of experimental plan to study the influence of jet feed rate and degree of overlap on pockets
Constant operating parameters
P (psi) 50, 000 do (mm) 0.3
mf (kg/min) 0.7 (Garnet, 80 mesh) SOD (mm) 3
df (mm) 1.06 Workpiece material Silicon carbide
Variable operating parameters
Experiment No. Objective v (mm/min) Overlap (%)
Experiment I Influence of v on surfaceuniformity 100, 500, 900, 1300, 1700 -
Experiment II Influence of degree of overlapon surface uniformity 900 0, 20, 40, 60, 80, 100
Experiment III Milling Pocket 900 80
To analyse the influence of v and degree of overlap on the
kerf generation, the geometry of the kerf generated at
different jet feed rates and degrees of overlap were analyzed
as follows: sections across the kerfs were cut and followed
by diamond polishing (# 60µm grit/10min and 15µm grit/15
min.) to ensure their flatness. The geometrical profiles were
scanned using surface profile measurement scanner
(Talysurf).
b. Tool path strategy for maskless milling with AWJs
Fig. 2 shows the tool path strategy proposed, in this work,
for maskless milling of ceramics. The tool path includes
horizontal and vertical movement of jet to generate the
pocket. The distance between the two horizontal movements
of the jet is the overlap distance/degree of overlap that
dictates the flatness of the surface. Due to the hardware
limitations of the controller, waterjet and abrasive flow
cannot start at the same time. There will be some time lag.
Hence, the jet stays at the beginning of the tool path for a
moment which cause unwanted over erosion at the starting
point. In addition to this, at the start of the tool path, due to
the suction created, sometimes the abrasive remaining in the
abrasive hose from a previous operation suddenly impinges
onto the workpiece causing over erosion. To eliminate the
above issues, a novel tool-path strategy was proposed in this
study and is as follows: the proposed strategy starts with
movement of jet along the horizontal tool path (Fig. 2(a))
following the vertical tool path (Fig. 2(b)). This completes
one pass (Fig. 2(c)). In order to eliminate the problem of
over erosion, this work proposes to start milling with water
(no grit) up to point 2 (Fig. 2(a)) with abrasive introduced at
point 2. Due to the reduced energy of the pure waterjet,
erosion is significantly reduced despite the prolonged
duration at position 1 (caused by controller delay). As the jet
will be in motion after point 1, abrasive flow can be
switched on without any issue. In the same way, in the final
pass, the abrasive has to be switched off at point 2 while jet
is tracing the vertical tool path (Fig. 2(b)) and the jet has to
be switched off at point 1 (Fig. 2(b)), so that although the jet
stays for some time at the end (point 1), it cannot cause over
erosion. The complete tool path is presented in Fig. 2(c).
1 JET ON; 2 Grit ON 2 Grit OFF; 1 JET
OFF
(a) Horizontal tool
path
(b) Vertical tool
path
(c) Combined tool
path
Fig. 2. Tool path strategy for maskless milling with AWJs
IV. RESULTS AND DISCUSSION
a. Influence of jet feed rate on surface quality
Figure 3 shows a typical bottom surface of the kerf
generated at jet feed rate of 500 mm/min. It can be seen
clearly that the depth of penetration is not uniform along the
direction jet feed. From the errorbar graph, it was evaluated
that the depth of erosion along the jet feed direction was
varying with a standard deviation of 0.015 mm around the
mean erosion depth of 0.704 mm. The variation in kerf
profile can be attributed to the fluctuations in the pump
pressure, jet feed rate employed, abrasive particle mass flow,
transverse feed of milling [26], [22]-[24] etc. Furthermore, it
was found that the depth of penetration of the kerf generated
at a jet feed rate of 900 mm/min along the jet feed direction
is uniform, when compared to the kerf generated at lower jet
feed rates. Hence, higher jet feed rates should be employed
to achieve a uniform surface at the bottom of the pocket.
Fig. 3. 3D axonometric plot of the kerf (v = 500 mm/min)
v
1
2
2
1
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b. Influence of degree of overlap on surface quality
Fig. 4 shows the influence of different degrees of overlap
on the kerf/surface generated in SiC ceramic material. The
kerf generated in single pass is symmetric about the vertical
axis. This can be attributed to the (i) energy distribution of
the AWJ and (ii) impact angle of abrasive particle. The
energy of the jet decreases on either side of the jet from the
jet axis which results in a decrease in the erosion depth on
either side. In the same way, the impact angle of abrasive
particles, i.e. the angle between the surface of the workpiece
and impact direction of particles, decreases on either side of
jet axis. With the decrease in impact angle, for brittle
materials, the erosion depth similarly decreases. Hence, due
to the combined effect (of the decrease in the energy of the
jet and impact angle of particles) the kerf depth also
decreases on either side of jet axis.
The maximum erosion in overlap experiments is shifting
towards left with the increase in degree of overlap (Fig. 4).
This can be attributed to the shift of jet axis, along which the
maximum velocity of particle exits, towards left.
Furthermore, the shape of the kerf changed considerably
with the change in degree of overlap. This can be explained
as follows: when machining with a certain degree of overlap,
the abrasive particles interact with the surface generated in
the previous passes. In this case, the impact angle is the
angle between the surface generated by the previous pass
and the direction of abrasive attack - which varies depending
on the degree of overlap - and results in different erosion
rates that change the geometry of the kerf as shown in Fig. 4.
It is clear that an overlap of 80% generates a fairly smooth
surface (Fig. 4). Furthermore, it is clear that the maximum
depth of cut that can be achieved in a second pass is not
double the depth of cut achieved in single pass. This can be
attributed to the variation in jet energy and impact angle of
the abrasive particle due to the shape of the kerf formed in
the previous pass.
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Fig. 4. Geometry of the kerf generated at different degrees
of overlap
c. Demonstration of proposed tool path strategy for
pocket milling
Fig. 5(a) shows the pocket of dimensions 15mm x15mm
generated in SiC ceramics by the proposed novel tool path
strategy for maskless milling. The depth of the pocket was
measured as 1.57 mm. From the figure, it is clear that there
are no over erosion marks in the pocket which can be
attributed to the tool path strategy adopted. In order to
eliminate the over erosion, low energy jets (decreasing
pressure and abrasive flow rate) should be employed. Hence,
pressure is reduced to 25000psi and abrasive flow rate of
0.35 kg/min is used for milling. Although it is not
significant, there is slight over erosion at the beginning of
tool path. This can be eliminated by reducing abrasive flow
rate further. As the v of 900 mm/min has generated fairly
uniform surface, the same was considered for milling of
pockets. As 80% degree of overlap has generated fairly flat
surface, the same was considered in milling of pocket to
improve the flatness of the surface. Fig. 5(b) shows the cross
section of the pocket with geometrical characteristics such as
bottom corner radius, top edge radius and flatness of the
bottom surface with their tolerances. From the figure it is
clear that, top edge radius of 0.5 mm with a tolerance of
0.11mm, bottom edge radius of 1.25mm with tolerance of
0.12mm and flatness with tolerance of 0.13mm can be
achieved. The surface roughness of the bottom surface
roughness was measured as 5.92µm. However, the quality of
the pocket can be improved by selecting the optimal
operating parameters from detailed experimentation.
(a)
(b)
Fig. 5. Pocket milled by proposed tool path strategy
(a) pocket in SiC material, (b) cross sectional profile
V. CONCLUSION
This work is an attempt to generate pockets in SiC
ceramic material by AWJ milling process without significant
over erosion. The findings of this work can be summarized
as follows:
 Higher jet feed rates were found suitable for
generating uniform surfaces in jet feed direction.
 A degree of overlap of 80% was found suitable for
generating flat surfaces.
 A proposed tool path strategy for maskless milling
with AWJs increases productivity, reduces the lead
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time and costs involved. Furthermore, in helps in
reducing the over erosion significantly.
 The flatness of the bottom of the pocket surface was
achieved with a tolerance of 0.13 mm.
 The quality of the milled surface can be improved
by detailed analysis on degree of overlap and
optimal selection of other operating parameters.
In addition, this paper intend to flag-up to the
machining community to develop maskless tool path
strategies for milling of complex shapes, and optimization of
the degree of overlap; taking into consideration the geometry
to be milled and other operating parameters to improve the
quality of the surface that makes AWJ milling technology
more suitable to the industry.
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
Abstract—This paper describes a number of innovative
polymer moulding techniques developed by the authors,
leading to a novel process for manufacturing embedded
electronic functionality. The individual research technologies
will be reviewed seperately before showing how the emerging
technologies can be combined and exploited for an alternative
non-etch plastic electronic process route. Potential application
to photovoltaic cell contruction is considered with potential
research problems highlighted.
I. INTRODUCTION
HE injection moulding process has provided many
opportunities for integration of processes with the
consequence of cost reduction. Typical variants are dual
injection [1], two-shot injection [2], in-mould welding [3]
and in-mould labelling [4]. Using process integration,
Warwick has developed several novel techniques for the
introduction of added functionality to the moulded
component and significant to this latest devlopment are the
advances developed for in-mould coating, in-mould particle
manipulation and dye diffusion. Each of these three
processes will be briefly introduced before the new
integrated process is described.
II. BACKGROUND TECHNOLOGY
A. In-mould coating
There have been many attempts to ‘in-mould’ paint plastics
with various degrees of success and exploitation. The two
techniques most favoured are, in-mould decoration (IMD)
[5] using an in-mould film or surface injection of paint [6]
into a partially opened tool cavity. In early research WMG,
University of Warwick caused renewed interest in the
possibilities of in-mould processing with the development of
an in-mould painting technique using a dual injection
moulding machine with granular paint in one of the injection
barrels [7].
The Warwick initiative to develop a means of in-mould
coating was driven by the environmental concerns of solvent
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and the EPSRC.
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emissions from paint shops in addition to the major cost
savings that could be achieved with the paint shop stage
eliminated. The original development at Warwick used a
closed as opposed to a partially open tool and was called
granular injection mould technology; this was highly
successful in production of solid colour painted components
but was unable to produce metallic pigmented paints when
there was a likelihood of melt flow distortion. It suffered
from a surface marred by flow lines or weld lines if the part
geometry had large thickness variations or design holes;
surface lines were particularly evident if the paint
pigmentation was a metallic. Thus, further research was
focused on developments that would randomise the material
during injection and the most random incident that could be
envisaged was an explosion. This describes the manner by
which the new painting technology produces a fully painted
component from the mould; a powder paint is blasted in to
the mould under high pressure gas release. A typical paint
injection cycle was recorded on high speed camera and is
shown in Figure 1.
The method details have been published [8] but briefly a
thermoset powder paint is injected explosively into the
mould cavity, the residual heat of the tool initially softens
the thermoset and the high temperature of the thermoplastic
polymer (220°C to 300°C) cures the surface paint as it is
injected in a standard injection moulding. The resultant
product combines both thermoplastic with a surface
thermoset coating in a single injection moulding cycle.
In trials, successful paint coverage of moulded components
was accompanied by the exciting finding that the paint
thicknesses could be extremely well defined over the whole
surface and was very thin, possibly in the order of tens of
micrometres depending on the original particle size used.
Figure 2 illustrates a typical coating that is achievable using
this technology.
In respect of a paint film, the correct thicknesses could be
built up by rapid fire of subsequent layers, however, it was
recognised this technique demonstrated the ability for this
level of control to apply many layers of different materials.
Thus, this surprising and unexpected outcome of the
research has provided a technological platform for a brand
new and even more advanced manufacturing process
offering an exciting and step wise change to plastic
manufacturing processes. Potentially it is possible to
deposit:
-- a series of multi-layers at selective sites on the moulding
surface, and/or
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-- a number of different material types to create functional
layers.
Both of these developments will have implications for the
new process described later in this paper.
Fig. 1. Series of high speed video stills of paint injection
Fig. 2. Thin layer of paint on substrate (white paint layer ha
thickness of 40 m)
B. Particle Manipulation
The new paint technology was not the only technique
investigated to randomise the metallic pigments at the
surface of an injection moulding. Other methods
manipulation of materials during injection moulding have
September 8-10, 2009
by explosion.
s average
of in-mould
been used to overcome aesthetic and mechanical weaknesses
inherent in a standard injection moulding. This can include
manipulating polymer orientation for morphology
enhancement or improving bulk properties such as weld
lines. Warwick has investigated several techniques for
manipulating the materials in the mould and believes that its
newest method, polar particle manipulation,
unprecedented control of the particle placement during the
melt flow process. Other techniques investigated elsewhere
include transient flow [9], shear cont
injection moulding, SCORIM [10],
ultrasonics [12] and rotating inserts [13].
these techniques can be applied to this problem as they do
not have the inherent capabilities present for electronic
applications.
The new technology developed at Warwick is based on the
influence that can be exerted on particles or polymer fluid if
an external force is applied. The force in this case relies on
the susceptible polarity of particles and fluids and it has been
found that these can be manoeuvred
moulding process. Several examples have been produced to
illustrate this phenomenon; it is particularly effective when
pigmentation particles are organised
give an aesthetic effect of patterns and even letteri
3). The challenge here is to use it to lay distinct
lines for electrical conductivity. This research is in the early
stages and it is providing many areas of interest, not the
least, in its application to in- mould paint
Fig. 3. Component imaging produced using polar particle manipulation
C. Dye Diffusion
Whilst there has been substantial research
in textiles e.g., [14], [15], there is little relevant
work in the plastic area to draw from beyond that of
Homilius et al [16] and Onada and Tada [17].
diffusion printers are now common for good photographic
quality print. The technique has been adopted for transfer of
images to plastic card; a process known commercially as
D2T2. A print head with heating elements heats points on
the ribbon, causing the dye to sublimate, i.e., to
solid to a gaseous state without an intervening liquid phase.
The treated receiver plastic card su
vaporised dye. The amount of heat produced by the head can
allows
rolled orientation
[11], stir devices such as
However none of
during the injection
since it can be used to
ng (Fig.
conductive
development.
on dye diffusion
published
However dye
pass from a
bstrate then absorbs the
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be varied to diffuse different amounts of dye into the
substrate, thus creating pixels of different intensities to
enable continuous-tone output.
Within the last five to seven years, inkjet print head
development has made dye diffusion thermal transfer digital
printing technology a viable choice to render high-quality,
on-demand colour photographic images for card substrates.
A new application in which Warwick helped with
development was a system announced by ICI Pictaflex
which enabled the colour image to be transferred to
awkward shaped plastic components using an intermediary
film. The printed film is vacuum formed around the plastic
surface, heat transfers the image and the film is removed.
There are considerable research opportunities with this
technology for developing new applications in the electro-
active surfaces arena.
III. COMBINING TECHNOLOGIES: ELECTRO ACTIVE
SURFACE MOULDING
This paper now considers a brand new processing route for
manufacturing plastic electronic products. The technology
attempts to combine the three WMG innovations that have
been previously outlined in to one moulding process. The
basis of the technique is the in-mould paint technology,
which has the ability to produce multi-layers of different
conductive and non-conductive layers of material into a
mould; the second relies on the ability to arrange various
conductive pigments during moulding to lay distinct
conductive tracts within each individual layer; the third uses
the known technology of dye diffusion to impregnate
conductive inks in to very specific sites between the layered
materials to produce a three dimensioned electronic
function.
The new paint technology has shown the ability to use high
pressure injection to lay extremely thin evenly distributed
layers of material on a tool surface prior to injection
moulding and as important, the layers can be applied very
fast and concurrently to build up a multilayer coat before the
final backing substrate material is injection moulded onto
them (Fig. 4). A further development of this technology is
currently being funding by the Warwick IMRC to develop a
multi-layered structure of materials with different electro-
conductive properties in order to create a smart responsive
layers using this technology [18].
There are numerous potential layers. These could be made
up of:
 Various surface coatings
 SMART layer (s) e.g. piezoelectric electroluminescence
 Adhesives
 Conducting/Insulating layers
Fig. 4. Representation of potential multilayer coating systems for a smart
structure
However, there is still scope for extended research in the
area of electronic functionality and developing interlayer
connectivity by integrating the two other Warwick initiatives
of material manipulation and dye diffusion. This research is
focused on the 3D conductivity, connectivity and ultimately
novel transistor production that can be achieved using such
technologies. The big advantage of moving to polymeric
materials in electronic applications is in the ease of
processing. Here current production technologies such as
deposition, etching and vacuum evaporation can be elimated
for a one stop process route using injection moulding. Other
processes potentially used for such plastic devices have
included spray coating, dip coating and inkjet printing for
example. However the use of the highly mass producable
process, injection moulding, is a novel step in which to
integrate such technology.
Laying conductive tracts and connectors into the multi-
layers using polar manipulations and dye diffusion
technologies will allow for the creation of electrical
components such as transistors. This will lay the foundations
for an exciting alternative non-etching transistor technology
and potentially complete with state of the art flexible plastic
printing technologies currently being investigated for plastic
electronics such as organic light emitting diodes, OLEDs.
Laying such tracts has been achieved during injection
moulding of polypropylene as shown in Figure 5. However,
currently the achievable conductive layer size is oversized
millimetre scale rather than at the nanoscale that will be
required during later research. This restriction should be
easily overcome using suitably sized materials within the
process.
Particle manipulation in mould has been demonstrated by a
recent PhD student [19], Ogur shows how particulates can
be concentrated at specific sites, in this case to produce
words and patterns. Combining this technology with multi-
layers gives an intriguing prospect of real electronic
functionality. It is planned and considered feasible with the
current techniques to concentrate the conductive materials
within the various coating layers as they are injected.
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A further refinement of this electronic ability could be done
off line utilising conductive inks patterned and impregnated
in the plastic using the latest dye diffusion printing. A
potential circuit image is illustrated (Fig. 6) but equally
important is the precision penetrative control of the
conductive particles to provide the correct connectivity with
the multiple layers. However, this is also an area with
massive knowledge gaps and research would be needed here
in several specific areas to compliment the other research
(e.g. the differences of sublimation into semi-crystalline
polymers and amorphous polymers for example).
Fig. 5. Potential conductive tracts produced using polar manipulation
during injection moulding
It is considered that this process integration will provide a
new alternative technology for innovative and sustainable
high value products and systems. This is in constrast to
current polymer electronic capability being researched
elsewhere which have recently been overviewed by Laiw et
al [20].
The new process would negate the use of volatile
compounds, solders and would reduce the toxic by-products
of traditional electronic manufacture. It delivers significant
benefits, including, producing embedded, more robust
electronics without the need for the capital cost of clean
rooms and leads to easy integration and assembly. Indeed
the environment within an injection mould tool can provide
a clean room in itself. Injection machine manufacturers have
already reconized such potential for the medical market and
have already integrated clean room capability into their
machines. Therefore, such developments described here
could lead to the ability to manufacture numerous one
process, in-mould components with integrated features such
as solar cells (Figure 7), batteries, displays and sensors. This
has application across a range of industries and makes
customised high value manufactured products more
economically viable for the future.
Fig. 6. Dye diffused conductive circuit in a plastic moulding
Fig 7. Potential layer structure for a photovoltaic cell
Taking just one application as an example, all plastic solar
cells have been produced in the laboratory elsewhere using a
layer by layer system of hand spraying conductive materials.
Suitable plastic materials are therefore available, though not
necessarily tailored for this production route. This
technology offers an alternative route to cheap mass
production. A major challenge within this route will be to
retain the integrity of the layers and prevent intermingling as
subsequent material is applied. This has been achieved
using two layers presently with research ongoing. The ability
to place specific areas of conductivity within and between
layers could make this process far more flexible long term,
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not just for photovoltaic systems but for numerous
applications.
IV. CONCLUSION
This paper has discussed three new innovations in
polymer processing and their combined potential for new
processes in plastic electronics. The potential challenges
have been discussed and the task now is to produce a first
demonstrator component with a p-n junction, such as a
transistor, and challenge design engineers to fully explore
the inherent capabilities.
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Abstract—Surface alloying by Electrical Discharge
Machining (EDM) process has emerged as a major research
area in the field of non-traditional machining processes.
Alloying elements may be provided as fine powders suspended
in the dielectric medium or from the dissolution of the tool
electrode. In order to provide manganese to the machined
surface, High Carbon High Chromium (type ‘D2’) die steel was
machined with manganese powder suspended in the dielectric
medium. The samples were subjected to micro-hardness
testing, SEM (Scanning Electron Microscopy) and XRD (X-ray
Diffraction) analysis. Results show significant presence of
manganese in the form of manganese carbide (Mn7C3) and
improvement in micro-hardness by more than 70%. Chemical
composition of the machined surface was further checked on an
optical emission spectrometer to verify the results. Increase in
the percentages of manganese as well as carbon indicate that
the formation of manganese carbide is taking place in the
sparking channel which gets deposited on the workpiece
surface.
I. INTRODUCTION
lectrical Discharge Machining (EDM) is one of the most
versatile advanced machining processes being used by
the tool and die making industry today. Since metal
removal is realized by sparks and not mechanical action, the
rate of machining is not limited by the hardness of
workpiece. Machining can be done in the hardened state and
distortions resulting from heat treatment processes are
eliminated. The intrinsic nature of the process results in
significant surface changes on the work piece after
machining [1]. White layers generated on a steel work piece
machined by EDM using hydrocarbon dielectric had higher
carbon content than the base material and hence showed
increased resistance to abrasion and corrosion [2]. Carbon in
the white layer appeared as iron carbide (Fe3C) in columnar,
dendritic structures. Better surface properties have been
obtained by machining with powder metallurgy electrodes.
Electrode material has been found in the workpiece surface
even after machining with conventional electrodes. Fine
powders mixed in the dielectric offer another avenue for
achieving desirable surface modifications [3].
Each spark generates a temperature of the order of 8,000
to 12,000 0C and creates a plasma channel, causing fusion or
partial vaporization of the workpiece, tool electrode and the
dielectric fluid at the point of discharge [4], [5]. When the
plasma channel collapses at the end of pulse on-time,
flowing dielectric cools the surfaces and carries away most
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of the vapourized material [6]. However, some constituents
of the plasma channel are deposited back on the workpiece
and tool electrode [7]. Pyrolysis of the hydrocarbon
dielectric contributes carbon to the plasma channel and aids
the process of material deposition [8]. Suitable alloying
elements may be suspended in the dielectric in the form of
fine metal powders or added to the electrode bodies. They
may get deposited on the machined surface either in free
form or as carbides by combining with carbon from the
breakdown of dielectric [9]. Suspended powders also
influence the sparking pattern and machining efficiency
[10]. Conductive powders enlarge the gap distance and
improve surface finish by reducing spark energy and
dispersing the discharges more randomly throughout the
surface [11]. As a result, thickness of the recast layer is
smaller and micro-cracks are reduced.
II. SURFACE ALLOYING BY EDM PROCESS
Two types of surface modification methods commonly
employed for dies and moulds are ion implantation and laser
surface processing [12]. However, both these processes are
characterized by poor surface finish and require final
machining on EDM. Another hindrance is the enormous cost
of the equipment [13]. Since EDM is already being used
extensively for machining of press tools, dies and punches;
if surface modification can be incorporated into the EDM
process itself, it will bring substantial economic benefits to
the industry. For example, D2 die steel is weak in toughness
and has low resistance to the softening effect of heat. These
characteristics can be improved by the addition of carbon,
manganese, chromium and vanadium to the machined
surface [14]. Manganese has been chosen for this
experimental work because it improves strength and
hardness, and is most effective in high carbon steels [15]. It
also improves the hot working properties of tool and die
steels.
Properties of the surfaces after EDM depend on the
properties of the alloys formed on the surface layers due to
the diffusion of tool electrode and dielectric material [16].
Reference [17] conducted experiments on aluminum bronze
work material with nickel powder mixed in the dielectric and
obtained a surface of high wear resistance and good surface
finish as compared to conventional EDM. Titanium powder
was mixed in kerosene dielectric to obtain titanium carbide
layer of hardness 1600 HV on carbon steel with a negatively
polarized copper electrode, 3 amp peak current and 2 µsec
pulse duration [18]. Both titanium and titanium carbide were
found in the X-ray diffraction analysis of the machined
surface and it was concluded that carbon came from the
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breakdown of the dielectric. A deposition method for solid
lubricant layer of molybdenum disulphide by suspending its
powder in the dielectric to produce parts for ultra high
vacuum applications (such as space environment) has also
been proposed [19]. The process is not without its
drawbacks, which include the difficulty in ensuring that the
powder is held in suspension. This is easier with more
viscous dielectrics but at the cost of reduced flushing
efficiency [7]. To address the problem of powder settling, a
surfactant was added with aluminum powder in the dielectric
and a more apparent discharge distribution effect was
observed [20]. This resulted in a surface roughness (Ra
value) of less than 0.2 µm. By adding urea to distilled water
as the dielectric medium for machining titanium, TiN was
obtained on the work surface which exhibited improved
friction and wear characteristics [21]. The available
literature establishes that low peak current, shorter pulse on-
time and negative polarity of tool electrode favour the
phenomenon of surface modification by EDM process.
III. EXPERIMENTATION
This research work has attempted to carry out surface
alloying of High Carbon High Chromium (type ‘D2’) die
steel by material transfer from manganese powder suspended
in the dielectric medium using electrical discharge
machining process. Chemical composition of the work
material was measured on an optical emission spectrometer
and it is given in Table 1. It has negligible percentage of
manganese initially. High-carbon high-chromium tool steels,
designated as group ‘D’ steels in the AISI classification
system, are the most highly alloyed cold-work steels. Due to
the presence of high carbon and alloy contents, all these
steels are deep hardening [14].
Table 1 Chemical composition of D2 die steel
Element Composition (wt. %)
Carbon 1.57
Silicon 0.19
Manganese 0.07
Chromium 12.38
Vanadium 0.96
Molybdenum 0.76
Nickel 0.09
Iron Balance
The workpieces were subjected to the standard heat
treatment cycle of hardening and tempering before
machining [22]. Microstructure of hardened and tempered
D2 die steel before machining is shown in Fig. 1. Large
undissolved carbides can be seen in a tempered martensite
matrix.
Original micro-hardness of the workpiece was measured at
six different places and average value was found to be 652
HV (Vickers hardness number). Machining of the workpiece
was carried out with copper tool electrode using negative
polarity and kerosene dielectric with side flushing for all the
experiments.
Fig. 1. SEM micrograph of the original microstructure
Time for each machining cut was fixed at 10 minutes. For
using manganese powder-mixed dielectric, a small tank
made of thin mild steel sheet was placed in the main
machining tank to isolate it from the filtering system of the
machine. This tank was provided with a stirrer to keep the
powder suspended uniformly in the dielectric throughout the
machining cycle. A schematic diagram of the machining set-
up is shown in Fig. 2. For comparison purposes, the work
material was also machined with the same process
parameters but without any powder suspended in the
dielectric medium. The best value of micro-hardness
obtained under these normal conditions was 749 HV.
Fig. 2. Schematic diagram of the machining set-up
A. Experimental design
The fractional factorial method developed by Taguchi is a
technique that allows a process to yield most information
using relatively few experiments when there are a large
number of input variables [23], [24]. For this experimental
work, three input process parameters (also called factors),
namely; peak current, pulse on-time and pulse off-time were
chosen based on extensive literature survey and pilot
experimentation. Three levels of each parameter were taken
because the non-linear behaviour of a process parameter can
only be studied if more than two levels are used. The
degrees of freedom (DOF) of a three level parameter is 2
(number of levels - 1), hence total DOF for the experiment is
6. The DOF of an orthogonal array selected for an
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experiment should be more than the total DOF for that
experiment. Out of the standard orthogonal arrays available
in Taguchi design, L9 orthogonal array has 8 degrees of
freedom and it can accommodate three levels of up to four
parameters, so it was selected for this work. The fourth
column of the array was left blank. Orthogonality of an array
is not lost if one or more columns are not used [23]. Each
row of the orthogonal array represents the set of values of
input process parameters with which a particular experiment
is to be conducted. After constructing the control log, each
set of nine experiments was repeated three times at random.
The input process parameters and their levels used for
experimentation have been listed in Table 2.
Table 2 Input process parameters and their levels
Parameter Levels
L1 L2 L3
Peak Current 2 4 6
(Amperes)
Pulse on-time 5 10 20
(μsec)
Pulse off-time 38 57 85
(μsec)
Taguchi suggests two different routes to carry out the
complete analysis of experimental data. In the first approach,
results of a single run or the average of repetitive runs are
processed through main effect and ANOVA analysis of the
raw data is carried out. The second approach, which Taguchi
strongly recommends, is to use Signal-to-Noise (S/N) ratios
for the same steps in analysis [23]. The S/N ratio is generally
represented by η and is a concurrent quality metric linked to 
the loss function. By maximizing S/N ratio, loss associated
with the process can be minimized. Based on this
recommendation, the second approach was chosen for
analysis of data in this experimental work.
B. Response Characteristic
The most important output process parameter for dies and
press tools is micro-hardness of the working surface as it
directly influences quality and life of the tools. And
whenever a study involves surface changes due to coatings,
carburizing, nitriding etc. or surface modifications affecting
hardness; micro-hardness testing is preferred over macro-
hardness [25] because the depth of indentation during
measurement of micro-hardness is much less (around 70
µm) as compared to the depth of indentation during
measurement of macro-hardness (which is of the order of
500 µm). Hence, micro-hardness was selected as the
response characteristic for this experimental work. Micro-
hardness tests were carried out using a load of 9.807 N for a
duration time of 20 seconds on bottom surface of the
machined cavity. For each sample, measurement was done at
three places and average values were taken. Analysis of
Variance (ANOVA) of data was done to find out the
significance and percentage contribution of each of the three
factors towards improving micro-hardness. The machined
surface showing maximum improvement in micro-hardness
was further subjected to X-ray diffraction (XRD) analysis to
find out the presence of additional elements and various
phases; scanning electron microscopy (SEM) to analyze the
microstructure; and composition testing on optical emission
spectrometer for quantitative analysis of the changes in
constituents of the machined surface.
IV. RESULTS AND DISCUSSIONS
A total of 27 samples were obtained after repeating each
set of nine experiments three times. As the aim of the
experimentation was to maximize the value of micro-
hardness, this was a higher-the-better type (HB) of response
characteristic, for which S/N ratio was calculated as:
(S/N)HB = – 10 log [ R
1


R
j 1
(1/yj2)]
where yj = Observed value of the response characteristic
R = Number of repetitions
The observed values of micro-hardness and their S/N
ratios are given in Table 3. Average values of micro-
hardness and corresponding S/N ratios at levels 1, 2 and 3 of
the three input process parameters were calculated to find
out the factor effects. These factor effects have been plotted
in Fig. 3 (a), (b) and (c) and it is observed that the second
level of peak current (A2), first level of pulse on-time (B1)
and third level of pulse off-time (C3) give the highest values
of micro-hardness. Maximum material transfer takes place at
moderate values of peak current (as indicated by increase in
micro-hardness). Energy available in each spark depends on
the value of peak current and at higher values; only melting
(and no deposition) can take place. However, micro-
hardness at 6 A peak current is higher than the micro-
hardness at 2 A which is primarily due to more heating and
quenching. Fig. 3 (b) shows that lower values of pulse on-
time are conducive for surface alloying and there is a
consistent fall in micro-hardness with increasing pulse on-
time. On the other hand, best micro-hardness is achieved at
the highest value of pulse off-time. This indicates that higher
idle time is required for the work surface to cool down and
absorb the products of sparking.
For the Taguchi analysis, optimum condition of input
process parameters is A2B1C3. Theoretical value of η under 
the optimum conditions, denoted by ηopt, is given by:
ηopt = m + (mA2 – m) + (mB1 – m) + (mC3 – m)
where m is the overall mean of S/N data, mA2 is the
mean of S/N data for factor A at level 2 and mB1 is the mean
of S/N data for factor B at level 1, etc. This gives,
ηopt = 61.0719
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And the corresponding value of micro-hardness under
these optimum conditions, yopt, is calculated as
yopt 2 = 1 / 10 – ηopt / 10
or, yopt = 1131.34 HV
Since this combination of input process parameters did not
exist in the orthogonal array, a set of three confirmation
experiments were conducted. The average value of micro-
hardness obtained at this setting of the experiment was 1119
HV which is very close to the theoretical value predicted by
Taguchi analysis. The increase in micro-hardness of more
than 70% was made possible by the combined effect of
surface alloying and quenching by the flowing dielectric.
The results of ANOVA of S/N data are given in Table 4.
It is observed from ANOVA table that all the three factors
have significant contribution towards the response
characteristic of micro-hardness and peak current emerges as
the most important factor. XRD pattern and SEM
micrograph of this surface are given in Figures 4 and 5
respectively. Besides the presence of ferrite and cementite
phases, XRD pattern also shows the formation of manganese
carbide (Mn7C3) on the surface which is responsible for the
much improved hardness. Microstructure shows significant
surface changes and uneven distribution of hard particles.
Some micro-cracks can also be seen which result in
deterioration of surface finish.
Fig. 4. XRD pattern of D2 die steel after machining
Fig. 5. SEM micrograph of D2 die steel after machining
This surface was further subjected to spectrometric
analysis for quantitative determination of the elements
(Table 5). The increase in percentages of manganese as well
as carbon indicate that formation of manganese carbide is
taking place in the sparking channel which gets deposited on
workpiece surface after the plasma channel collapses. Such a
material transfer will be more beneficial in the machining of
die steels having low carbon content, such as ‘H’ category
hot work die steels. A small amount of copper is also seen in
the spectrometric analysis (but not in the XRD pattern due to
the low percentage) which reaffirms that electrode material
is an integral part of the sparking channel under all
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machining conditions. It is also observed that some amount
of chromium has been displaced from the surface by
manganese.
V. CONCLUSIONS
Under appropriate machining conditions, significant
amount of material transfer takes place from the powder
suspended in the dielectric medium to the machined surface.
From a negligible percentage of manganese in the base
material, it was possible to achieve a maximum amount of
0.62% manganese. It can be inferred from the increase in
percentage of carbon that transfer of carbon is also possible
by this method. Surface alloying with manganese and carbon
has a significant effect on its properties. In this case, micro-
hardness increased by more than 70%. Since surface
hardness has a direct bearing on abrasion resistance, the life
of dies and other press tools can be substantially improved.
Favourable machining conditions for surface alloying
from suspended powders are found to be low peak current (4
amperes), shorter pulse on-time (5 µsec), longer pulse off-
time (85 µsec) and negative polarity of the tool electrode. It
is evident from the presence of manganese carbide and
increase in the percentage of carbon that suspended powder
particles react with carbon at high temperatures of the
plasma channel to form carbides. As the machined surface is
interspersed with these hard particles, it is expected to have a
longer service life and better retention of lubricating oils.
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Table 3 Observed values of micro-hardness and their S/N ratios
Expt. Factor Values Micro-hardness values S/N
No. Ratio
Peak Pulse Pulse R1 R2 R3 (η)
Current on-time off-time
(Amp) (μsec) (μsec)
1 2 5 38 953 978 962 59.683
2 2 10 57 905 896 883 59.032
3 2 20 85 917 938 921 59.325
4 4 5 57 1064 1081 1109 60.702
5 4 10 85 1058 1075 1063 60.549
6 4 20 38 1027 1019 1046 60.261
7 6 5 85 1042 1051 1072 60.463
8 6 10 38 980 963 974 59.756
9 6 20 57 956 945 917 59.452
Overall Mean 992.41 59.914
R1, R2 and R3 represent the three repetitions.
Table 4 ANOVA table of S/N data
Factor/Source Sum of DOF Variance F-ratio P % Remarks
Squares
Peak Current 2.0121 2 1.0061 1176.98 70.27 Significant
Pulse on-time 0.6281 2 0.3141 367.40 21.93 Significant
Pulse off-time 0.2215 2 0.1108 129.59 7.74 Significant
Error (Pooled) 0.0017 2 0.0009 - 0.06 -
Total 2.8634 8 - - 100.00 -
DOF = Degrees of Freedom, P % = Percentage contribution
Tabulated value of F-ratio at 95% confidence level = 19
Table 5 Chemical composition before and after machining
Element Composition (wt. %)
Before After Significant
Machining machining changes
Carbon 1.57 1.92 + 0.35
Silicon 0.19 0.21 -
Manganese 0.07 0.62 + 0.55
Chromium 12.38 12.04 - 0.34
Vanadium 0.96 0.94 -
Molybdenum 0.76 0.79 -
Nickel 0.09 0.13 -
Copper - 0.15 + 0.15
Iron Balance Balance -
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Abstract — this paper describes a methodology for the design 
and development of a knowledge management (KM) system for 
manufacturing enterprises based on enterprise architecture 
methodologies with real industrial case studies. It has been 
identified that there is a strong need for better managing 
knowledge in the new product development process. Most 
available knowledge management systems are designed without 
systematically analysing corporate objectives and knowledge 
users’ requirements, and without following formal requirement 
driven enterprise information system design methodologies. 
Enterprise architecture frameworks such as the Zackman 
Framework and the Open Group Architecture Framework 
(TOGAF) have been proposed and developed to help 
enterprises design their information systems based on 
corporate objectives and user requirements. However, these 
frameworks have not given sufficient consideration of how to 
manage enterprise knowledge.  This project aims to extend the 
newly developed enterprise architecture frameworks so that 
not only information, but also enterprise knowledge can be 
managed. The proposed methodology for knowledge system 
design is being tested with an automotive company. The 
potential benefit of this research is that manufacturing 
companies may use the developed methodology to produce the 
functional specifications based on the corporate objectives and 
knowledge users’ requirements. The functional specification 
can then be used to assess a company’s existing information 
systems, and direct the company’s future system development 
and implementation. 
Keywords: Knowledge Management, Enterprise 
Architecture Framework, New Product Development, 
Knowledge System Design, Requirement Management 
 
I. INTRODUCTION 
 ne of the emphases of the manufacturing research 
community is to develop innovative methodologies to 
support the new product development process. Product 
development determines the future direction of enterprise 
development and its competitive advantages. Through the 
requirements capture exercise in industry, it has been 
recognised that enterprise knowledge becomes increasingly 
important especially in the critical product development 
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process. However, in current practice, enterprise knowledge 
is not properly maintained or easily accessible. There is a 
strong industrial need for a better management of 
knowledge. It is also recognised that a knowledge 
management system should be driven by corporate 
objectives and knowledge users’ requirements. An effective 
and efficient knowledge management system helps 
manufacturing companies to increase the success rate of the 
new product development, and gain maximum profits in the 
global marketplace [1].  
Most information systems in use are designed or 
implemented without systematically analysing corporate 
objectives and different business requirements and without 
following good formal methodologies [2]. Therefore it is 
common that various information systems are used in the 
same company even in the same product development team, 
and these systems do not communicate well each other. The 
aim of this research is to develop a formal methodology for 
knowledge system design to support new product 
development based on user requirements and business 
objectives. The main objectives are to investigate and 
classify knowledge, business process and organisational 
structure of manufacturing enterprises, to identify and 
classify requirements of different stakeholders in the new 
product development process, to propose a methodology for 
the design of knowledge management systems based on 
formal enterprise architecture methodologies, to develop 
functional specifications for a knowledge management 
system using the proposed methodology and to evaluate the 
knowledge management system using industrial examples. 
The methodologies used are based on The Open Group 
Architecture Framework (TOGAF) which provides a 
standard as the development and implementation 
methodology for enterprise wide information system design 
[3]. TOGAF is driven by requirements of different 
information users and business objectives. This project will 
extend the application of TOGAF to the management of 
knowledge. 
II. OVERVIEW OF RELATED WORK 
Product development involves many departments and groups 
from top management to individual work force in the whole 
enterprise, and also external stakeholders. Ulrich and 
Eppinger [4] described a generic product development 
process consisting of 6 phases: planning, concept 
development, system-level design, detail design, testing and 
refinement and production ramp-up. Engineering knowledge 
Requirements Driven Knowledge System Design for New Product 
Development Using Enterprise Architecture Methodologies  
Pengcheng Zhang, James Gao and Xinming Jin 
O 
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is used in every tasks and influences product development 
decisions directly. Knowledge management includes 
knowledge acquisition, transfer, storage and share in the new 
product development process [5]. A KBE framework has 
been developed by the Methodology for Knowledge Based 
Engineering Applications (MOKA) Consortium [1] which 
provides the definition of KBE models, a process to achieve 
the models and supporting software tools. In the MOKA 
framework, KBE lifecycle contains 6 steps, i.e., Identify, 
Justify, Capture, Formalise, Package and Activate 
engineering knowledge. The purpose of the Identify step is 
to investigate the business requirements and determine the 
types of the KBE systems which can satisfy these 
requirements. 
Jung et al [6] developed an integrated architecture for 
knowledge management systems and business process 
management systems based on process-oriented knowledge 
management proposed by Choi et al [7]. In the initial stage, 
the business process management lifecycle and the 
knowledge management lifecycle are integrated, as the two 
lifecycles have similar structure and steps. This integration 
can help enterprises develop their knowledge structure based 
on in-house business processes. The researchers also 
constructed the interrelationship between the two lifecycle 
processes in order to guarantee that they cooperate with each 
other. This research provided a prototype process-oriented 
knowledge management system. 
However, how to design or select an appropriate 
information system to manage the knowledge is not the main 
theme of the above research projects. There are still no 
formal methodologies to follow when enterprises are 
planning, designing and implementing Information 
Technology (IT) systems to manage their knowledge. 
Attempts have been made by researchers and practitioners to 
develop a formal framework which can be used for the 
design and implementation of IT systems for the 
management of enterprise information, such as the enterprise 
architecture frameworks introduced below.  
It has been reported that Enterprise Architecture 
Framework (EAF) have been developed to help 
organisations address the complex system and business 
alignment problems in information system design and 
implementation [8]. The earliest and most popular EAF is 
Zackman Framework which consists of two dimensions 
described as perspectives and abstractions of an enterprise 
[9]. Zackman Framework contains six columns, six rows, 
totally 36 cells in the framework. The columns respectively 
represent what (data), how (function), where (network), who 
(people), when (time) and why (motivation). The six rows 
represent scope, business model, system model, technique 
model, detailed representation and functioning enterprise. 
The framework consists of an enterprise architecture and an 
information architecture. The framework complies with 
many kernels of other methodologies, and aims to build up 
an independent platform for enterprise system development. 
However, Zackman Framework has several weaknesses, 
such as it might lead to heavy documentation approach to 
development [10]. Another limitation is that it is a static 
framework therefore it might not be suitable for new product 
development. It is hard to represent the business process in 
the framework. Therefore, a dynamic framework is required. 
The Open Group Architecture Framework (TOGAF) [3] 
aims to speed up and simplify the development of enterprise 
information systems. TOGAF creates 4 different 
architectures for enterprises, i.e., business architecture, data 
architecture, application architecture and technology 
architecture. Enterprises can easily select any of the 4 
architectures for their particular requirements. 
 
Fig.1. ADM of TOGAF [3] 
 
TOGAF provides an Architecture Development Method 
(ADM). As shown in Fig. 1, the first stage is the preliminary 
stage which defines the roles that should be involved in. The 
next step is the architecture vision which identifies the 
business principles, business goals, and strategic business 
drivers of the organisation. In the next stage, the business 
architecture will be defined. Information architecture will 
then be developed based on the business architecture. The 
next step will develop the technology architecture. And then, 
the possible opportunities and solutions will be worked out. 
These opportunities and solutions will be prioritised based 
on several difference constraints such as costs and benefits, 
and also a detailed implementation plan is developed in this 
step. The implementation governance stage will formulate 
recommendations for each implementation plan which is 
developed in the previous step. And the final stage is to 
establish an architecture change management process for the 
new enterprise architecture baseline. All the main steps are 
linked to and driven by the user requirements as shown in 
the centre of the figure. 
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TOGAF is more like a process to guide the development 
of an EAF rather than a framework structure [8]. Therefore, 
TOGAF can help enterprises build their own EAF with their 
own processes, whilst Zackman Framework does not 
provide a process to guide EAF development. However, 
knowledge management and product development have not 
been addressed as main themes in the development of 
TOGAF. This is what this research project will focus on. 
During the literature review, other methodologies and 
frameworks have also been studied. For example, the US 
Department of Defense developed an architecture 
framework, called DoDAF [11], which uses three views 
instead of the six abstracts used in Zackman Framework. 
The three views are: operational view, system view and 
technical standard view. Compared with TOGAF and 
Zackman Framework, DoDAF does not provide a holistic 
approach to the design of information systems. It does not 
have business architecture and technology architecture. 
DoDAF also lacks business principles such as business plan 
and investment plan. These two aspects are basic 
requirements of product development. Another example is 
the Federal Enterprise Architecture Framework (FEAF) [12] 
which provides an organised structure and comprehensive 
classification similar to Zackman Framework. It also 
provides an architecture process similar to TOGAF. FEAF 
can be viewed as an implementation methodology for the 
creation of enterprise architecture. However, FEAF does not 
provide development method for each cell in the matrix 
structure. 
III. THE PROPOESED METHODOGOLY 
Based on the literature review, TOGAF has been selected as 
the initial framework for knowledge management system 
design in this project. TOGAF provides a 3-layer structure 
consisting of an Architecture Development Methodology 
(ADM) at ‘Process Level’, an Enterprise Continuum at 
‘System Level’ and a Resource Base at ‘Data Level’ as seen 
in Fig. 2[3]. These three layers interact and support each 
other. ADM provides an architectural process to instruct 
enterprises to build up EAFs based on their special 
requirements. Enterprise Continuum reflects different levels 
of abstraction in a development process, and provides a 
context with continued construction of the EAF. The 
Resource Base provides technical support on data 
management, in order to apply ADM. ADM establishes 
requirements as the centre of an architecture framework. 
These requirements are information system requirements 
based on each individual group or activity. 
As stated earlier, the main aim of this project is to extend 
the EAF for information system design to knowledge system 
design. It is recognised through thorough investigation that 
TOGAF has the potential to meet the above aim. Knowledge 
management usually consists of several activities, such as 
knowledge capture, knowledge store, knowledge integration, 
knowledge share, knowledge use and reuse. All of these 
activities may be integrated with different layers of TOGAF. 
For example, ADM provides a methodology and a process to 
instruct enterprises to create their own knowledge 
management system. Captured knowledge will be stored in 
the Resource Base. One advantage of TOGAF is that it 
supports continuous system development with its 
methodology, and this is also what KM practice requires. 
The Integrated Information Infrastructure Reference Model, 
which is included in the Enterprise Continuum, might 
provide a method for knowledge integration and share to 
support the continuous enterprise system development. 
The proposed methodology will use a multiple 
hierarchical structure based on extended and enhanced 
TOGAF framework as shown in Fig.2. In the proposed 
methodology, ADM is requirement driven, i.e., in this 
project, the requirements are the knowledge users’ 
requirements for IT support, and the knowledge users are 
involved in new product development. Knowledge user’s 
requirements are captured following the ADM process. The 
captured requirements are converted to the design 
requirements and then to the functional specifications of the 
IT systems. Each department or group can be simulated in 
ADM, in order to classify and identify different knowledge 
user’s requirements of each role included in the business 
architecture. The application and data architectures can be 
built up based on these specifications. The Technology 
Architecture of ADM will manage the infrastructure and 
necessary techniques used in the process of building up the 
KM system. 
 
Fig.2. The Elements of the TOGAF based Methodology 
 
In Fig. 2, the Enterprise Continuum will manage virtual 
assets of the enterprises. It will contain two main 
components: the TOGAF Foundation Architecture which 
comprises generic services and functions to provide a 
foundation of enterprise, and the Integrated Information 
Infrastructure Reference Model (III Reference Model) which 
is based on the TOGAF Foundation Architecture to help 
organisations realise information flow. In this project, the 
product development knowledge will be managed in the 
Enterprise Continuum, such as models, processes, design, 
manufacturing knowledge, marketing data, customer and 
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competitor information. 
The Resource Base will be used to store knowledge of the 
product development process based on knowledge flow 
identified in the Enterprise Continuum. The Enterprise 
Continuum manages the integration and share of knowledge 
between the 3 elements shown in Fig. 2. It can be linked 
with the Application Architecture and Data Architecture of 
ADM. Knowledge will be stored in the Resource Base as 
knowledge warehouse through the Data Architecture. This 
research currently focuses on the development in the ADM 
and uses some functions of the Enterprise Continuum and 
the Resource Base to support knowledge system design in 
the ADM layer. 
As the main focus in this research is the use of the ADM 
for knowledge system design, more details are given below. 
The ADM by the Open Group provides a single layer 
framework for information system design. In this project, the 
proposed methodology has extended its capability so that it 
can manage a multi-layer hierarchical process structure, in 
order to satisfy the real-life new product development 
process which is complex and normally a multiple-layer 
structure, such as the example used in this process. This 
project uses a 3-layer structure for a multi-hierarchical 
organisational structure. In the top layer, the new product 
development (NPD) process corresponds to the enterprise 
level, and the product development business is the main 
business of the collaborating company. The top layer process 
is modelled as the Business Architecture in Fig. 1 (Section 
B). The ADM diagram of the top layer is further illustrated 
as the ‘Business Architecture of Product Manager’ level in 
Fig. 4. The next layer (the middle layer) of the Business 
Architecture is sub-processes of the top layer. These sub-
processes are carried out by different departments of the 
enterprise. This project only considers the product 
development process of the design department of the 
enterprise. Processes of other departments are not further 
studied in this project. The ADM diagram of the middle 
layer (corresponding to the design department) can be seen 
in Fig. 4. At the bottom layer, the Business Architecture 
contains sub-processes of the middle layer, and these sub-
processes correspond to the functional groups of the design 
department. One example process at this layer is the 
‘Concept Development Process’ as shown in Fig. 4. In 
principle, the processes can be further divided into more 
detailed layers. For the purpose of proving the proposed 
methodology, only 3 layers are used in this project. For each 
of the 3 layers, an ADM framework will be developed so 
that knowledge users’ requirements are captured and used 
for the specification of Information and Communications 
Technology (ICT) to support product development at 
corresponding layer.  
IV. INDUSTRIAL INVESTIGATION 
An important criterion of a development methodology of 
software and systems is that the methodology can be actually 
used in real manufacturing enterprises. Therefore, in this 
research, the whole developing progress is based on real 
industrial cases. Currently, many KM research uses 
manufacturing enterprises as their case studies. In this 
research, an automotive manufacturing enterprise is used as 
the example. The automotive company is a new company 
and relies heavily on its advanced new product development 
process. Before using the proposed methodology to design 
the KM system, 3 basic factors need to be fully understood. 
In this methodology, ADM needs to be executed based on a 
real structure of an enterprise. The first factor is the 
enterprise’s organisation structure. In the context of this 
project, the organisation structure is the departments and 
groups that contribute to or are involved in new product 
development. The second factor is the business processes of 
new product development projects. The third factor is the 
knowledge users’ requirements of each role in the new 
product development process. 
A. The Organisation Structure of the Automotive 
Enterprise 
The investigated automotive company is not mature 
compared with other international automotive enterprises. 
Therefore its management structure of new product 
development is built up based on many companies in the 
same business. Each individual new product development is 
managed by a role named Product Manager who is a 
member from the top management, e.g. vice-president. The 
Product Manager has enough power to plan, design and 
integrate product directly, and can directly communicate 
with chair of the board. The Product Manager controls cost, 
process, investment, benefits, quality and performance in the 
product development process. In an automotive company, 
the main functions of several departments largely follow the 
main stages of similar product development processes in the 
automotive business. Some departments play key roles and 
some departments play supporting roles in the NPD process, 
such as the Finance Department. 
There are four departments in the automotive enterprise 
are involved in the product development project. There is a 
Project Management Department which helps the Product 
Manager manage whole process. The first department is the 
Product Management Department carry out product 
planning. It includes two groups which are the Product 
Concept Development Group collaborating with the Design 
Department and the Market Analysis Group collaborating 
with the Sales Department. The second department is the 
Product Design Department which carries out system-level 
and detail design. This Department contains three groups. 
The first group is the Product Design Group which 
represents the main function of this department. The second 
and third groups are the employees from the Finance 
Department and the Quality Department. The third 
department is the Product Manufacturing Department which 
manages the whole manufacturing process. This Department 
carries out product testing, refinement and production ramp-
up from the process developed. This department contains 
four groups. Two groups handle Product Engineering and 
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Product Components Development. The other two groups 
are the Quality Control and the Finance Groups. The forth 
department is the Sales Department. Since products should 
be developed based on customer requirements, the Sales 
Department is involved in this process. There are two main 
functions of the Sales Department. The first one is the 
product positioning and brand identification and 
maintenance. The other one is the promotions of the new 
product. According to TOGAF, the whole product 
development enterprise and its departments and groups can 
be developed as an enterprise architecture framework using 
ADM. This will be illustrated later in this section. 
B. The Business Process of the Automotive Enterprise 
The product development process of the automotive 
company has a Product Analysis Activity as shown in Fig.3. 
This Activity is the start and the centre of the process, which 
is managed by the Product Manager. It links the Marketing 
and Sales Activities which communicates with competitors, 
market and customers. The Market and Sales Activity 
captures the knowledge such as product characteristics and 
market share of competitors with benchmarking or other 
techniques and input the information to the Product Analysis 
Activity. The knowledge of previous relevant product is 
integrated in the Marketing and Sales Activity, and the 
integrated knowledge inputs to the Product Analysis Activity 
as well. The government and corporate policies have impact 
on the current product and lead to new product analysis. For 
example, a new air pollution standard can lead to new engine 
development. Some strategies in the top management also 
influence new product development. 
 
 
Fig.3. The New Product Development Process of the Automotive Enterprise 
 
This product development process is represented as a 
cycle starting with the Product Analysis Stage, in order to 
manage knowledge flow in the product development 
process. The next activity linked to the Product Analysis 
Activity is the Product Planning Activity. The business 
specification comes out as the input of the Product Planning 
Activity. The main objective of the Product Planning 
Activity is to define several concepts of the new product 
development, such as product concepts, product 
development process, budget, logistics, warehouse, and 
product line. After the Product Planning Activity, the 
product will be designed. The Design Activity includes 
system-level design and detail design. There are some 
overlaps between each activity, in order to share knowledge 
and avoid misunderstanding between activities. The output 
of the Design Activity is a prototype of the product, and the 
prototype can be tested and refined in the Manufacturing 
Activity. After the product is mature, the product is 
produced and delivered to customers through the Marketing 
and Sales Activity. After this new product development is 
finished, all data and knowledge will be stored and 
integrated with other relevant knowledge in the Marketing 
and Sales Activity, in order to reuse it in the next generation 
products. 
V. APPLYING THE PROPOSED METHODOLOGY TO 
THE EXAMPLE 
The relationship between ADMs in different layers of the 
organisation structure is shown as Fig. 4. In the top layer 
which is the Product Development Enterprise Layer, the 
business architecture of ADM consists of the first level of 
abstraction of the NPD process (as shown in Fig. 3). Each 
Activity at this level consists of a sub-process which is the 
next level of abstraction.  
As shown in Fig. 4, the Design Process consists of 7 
design steps in the enterprise, i.e., Planning, Concept 
Development, System Level Design, Detail Design, Testing, 
Design Modification and Product Evaluation. In the same 
way, each Step in the middle layer consists of further sub-
steps at the next lower level. For example, Concept 
Development Step consists of 7 Activities. ADM method is 
applied to each layer, and the corresponding level of 
abstraction of information stored in each ‘circle’ of the 
ADM diagram (the left hand-side of Fig. 4) will be used. 
For example, the centre of the ADM diagram is the 
knowledge about user’s requirements. Different 
Departments at the Enterprise Level have some common 
requirements and some different requirements for 
knowledge management system. The common requirements 
are stored as Enterprise Level knowledge in the centre of the 
ADM diagram, whilst the details of different requirements of 
different Departments will be stored at the Departmental 
level (i.e., one level lower than the Enterprise Level), and 
the index or information about the Departmental knowledge 
(i.e., Meta Knowledge) will be stored in the Enterprise 
Level. Similarly, different Groups in the same Department 
have some common requirements and some different 
requirements. The common requirements will be stored at 
the Departmental level, whilst the special requirements will 
be stored at the Group level with index or Meta knowledge 
stored at the Department level.  
 
328
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
 
Fig.4. The different levels of ADM application 
 
Based on the requirements at different levels, the 
Functional Requirements of a knowledge management 
system will be produced using the ADM process, and then 
the detailed Functional Specifications of the knowledge 
management system will be produced, also using the ADM 
process. 
VI.  CONCLUSION  
A methodology for the design and development of 
knowledge management (KM) systems based on enterprise 
architecture methodologies has been proposed and is being 
tested with real industrial case studies. The methodology is 
based on corporate objectives and knowledge users’ 
requirements, and provides a formal process for enterprise 
information system design. The Open Group Architecture 
Framework (TOGAF) have been enhanced, extended and 
used as the basis of the proposed methodology, to manage 
not only information, but also knowledge. This project 
focuses on the new product development process, and thus 
the enterprise in this context is defined as the product 
development enterprise or organisation. The results of an 
industrial investigation including the collaborating 
company’s business process, organizational structure and 
knowledge user requirements have been presented. 
Manufacturing companies may use the methodology to 
produce the functional specifications of their IT systems for 
knowledge management. The functional specification can 
then be used to assess a company’s existing information 
systems, and direct the company’s future system 
development and implementation. 
 
VII. FURTHER WORK 
The next phase of the on-going project will focus on the 
classification of the requirements into different levels of 
abstractions corresponding to the different layers of 
organisational structure of enterprises. The information in 
each ‘circle’ of the ADM process will also be classified in 
the same way. The tools and knowledge in the Enterprise 
Continuum and Resource Base will also be developed. Then 
functional requirements and specifications for IT systems to 
manage knowledge for new product development will be 
produced for the sponsoring company.  
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Abstract— In this paper the concept of industrial emergence 
is explored from the perspective of a supply network. The 
translation of scientific and technical ideas and innovation into 
global products and services is the key to emergence, and 
capturing value from this is of vital economic importance. The 
appropriate configuration, or in some cases reconfiguration, of 
supply network elements is a critical part of this process. 
This initial study examines one of the key industrial areas 
which is currently the focus of global technical innovation, that 
of the photovoltaic industry. A technologically differentiated 
market, it has several intriguing facets, such as the co-existence 
of multiple generations of technology each with their own 
applications space and very different value chains supporting 
them.  The initial investigation looks at how one key supply 
actor has reconfigured its value chain in order to diversify from 
its core business, semiconductor equipment manufacturing, 
and move into the energy sector, generating in the process a 
new supply network.  
Our initial findings show that the diversification was enabled 
by reconfiguration of the entire supply network structure and a 
paradigm shift in the positioning of the focal company in the 
value chain. We examine the push and pull factors driving this 
change, and the potential implications for UK industry. 
I. INTRODUCTION 
HE concept of industrial emergence has been studied 
in detail throughout the greater part of the last century, 
normally classifying the process into phases based on 
industrial innovation with such labels as “nurture”, 
“growth”, “maturity” etc [1]. In general these studies have 
taken the form of retrospective analyses of specific 
industries from the firm perspective. 
The term “emerging industries” does not meet with 
consensual interpretation across different academic 
disciplines. In his seminal 1980 text, Porter describes 
emerging industries as “newly formed or re-formed 
industries that have been created by technological 
innovation, shifts in relative cost relationships, emergence of 
new consumer needs, or other economic and sociological 
changes that elevate a new product or service to the level of 
a potentially viable business opportunity” [2]. Emerging 
industries have the following characteristics in common: 
strong technological uncertainty, strategic uncertainty, high 
initial costs but steep cost reduction, many embryonic 
companies and spin-offs, first time uninformed buyers, state 
intervention (subsidy, etc.). This definition is somewhat 
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broader in scope than that of others, for example the UK 
Technology Strategy Board (TSB), who define it as one 
which is based around a disruptive innovation, that is driven 
by disruptive technology that either “enables something that 
was previously impossible or only a theoretical possibility” 
or “leads to some very different value proposition for 
products and services” [3]. This latter definition may 
conceivably be interpreted to mean that an innovative 
change in the value chain of the product, leading to change 
in value proposition, is also then a key component of an 
emerging industry. The TSB state that the technology should 
lead to a new value proposition and should have the 
potential to disrupt existing markets and industries. In his 
analysis of traits of emergence, Porter does not mention the 
supply network per se but rather focuses on other areas of 
the value chain. In terms of risk and uncertainty, he contends 
that this is a period whereby risks can be taken as growth 
will offset any negatives ensuing from the risk. 
From an examination of examples of historical industrial 
emergence, a third definition has been proposed by several 
research groups – an emergent industry (as distinct from an 
established industry) is one which either the number of 
technically differentiated solutions to address a market need 
is increasing, or one in which the number of independent, 
competing actors in the industry is also increasing, or both. 
Later it shall be demonstrated that our choice of initial case 
study, that of the photovoltaic industry, is in fact compatible 
with all of the above definitions.  
Common to all of these interpretations is the concept of 
‘process maturity’ associated with the product or service that 
the industry is providing. Most chart this from the 
embryonic, or pre-product R&D phase, through mass 
production and finally end of life. A key element of strategic 
market analysis is predicting at which phase of the maturity 
curve new products will fit and tailoring the product 
development process accordingly. This analysis will 
determine the appropriate product life cycle, which in 
emerging industries is typically short and characterised by 
uncertainty in demand and supply. 
More recently the concept of the value chain of a product 
or service has arisen, and studies have attempted to map out 
the impact of emergence of particular industries from a 
consideration of the constituents parts of the value chain. 
The understanding of the importance of supply networks 
as a critical element of industrial success has developed 
enormously from the original concepts of logistics and 
supply chain management. Concurrently, changes in the 
industrial landscape arising from the twin impacts of 
globalisation and the dissolution of the vertically integrated 
Charting Industry Emergence from a Supply Network 
Perspective: the evolution of the photovoltaic industry 
David A. Kirkwood, Jagjit S. Srai 
T
330
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
value chain has led to the understanding that to be truly 
competitive and innovative the supply network can be a key 
source of leverage. Numerous studies have shown how 
innovation is linked to a variety of properties of the supplier 
network, for example in terms of complexity and 
understanding of production dynamics [4,5]. 
Recent work by Srai and Gregory [6] has demonstrated 
how the supply network configuration can influence 
capability; here, supply network configuration is described 
by four constituent elements, namely the network structure 
(upstream and downstream); the relationships and 
governance between network partners; the means by which 
materials and information traverse between firms; and the 
way in which the product value structure is distributed along 
the supply network. Initial work examined the ways in 
which the configurations of these elements were linked to 
the relative performance of the firms involved, across a 
range of industrial sectors.  
The emergence of new forms of supply network, such as 
network integrators (e.g. fabless manufacturing) and single 
product clusters have also provided new testing grounds for 
the ability of supply network configuration to be linked to 
industrial performance and emergence [7].  In particular, the 
recent move towards cluster structures within the 
semiconductor industry, in an attempt to address R&D issues 
with new technology, can be argued to have had the effect of 
reducing supply network competitive forces and in part be 
responsible for the lowering of margins within the sector. 
From a joint consideration of the literature on emerging 
industries and supply networks, we have proposed the 
following definition of supply network emergence. ‘An 
emergent supply network involves a radical capability 
change in the supply of a product or service. This often 
involves a new strategic arrangement of the supply chain 
configuration in support of a new technology, a new 
business model and/or a new operations model whether 
through the substantive reduction in uncertainty or through 
enabling the provision of critical components of the product 
structure.’ Further we argue that the dynamics and process 
of the formation of these supply networks are critical factors 
in determining the successful emergence of the industry.  
II. INDUSTRIAL CONTEXT 
The solar power industry represents an exemplar case of 
emergence – the total global power output from solar plants 
almost doubled between 2006 and 2007, whilst the cost per 
Watt fell, and these trends are forecast to continue. The 
potential for expansion is large, with the combined output of 
solar thermal and photovoltaics (PV) still providing less than 
1000th of the global energy consumption, which itself is also 
forecast to exhibit monotonic increase. Additionally, the 
number of technically differentiated solutions is still 
increasing, especially in the photovoltaic sector, and there 
are an increasing number of firms either starting in this field 
or diversifying into it as a result of cleantech / low carbon 
incentives.  
In contrast, the semiconductor industry is relatively mature, 
despite the near congruence of the invention of the first 
transistor at Bell labs with the first photovoltaic cell. The 
emergence and continued success of the semiconductor 
industry was enabled in no small measure by the market pull 
of the defense industry, however the rate of technical 
innovation was also pushed internally by a drive to comply 
with Moore’s Law, which stated that every year the number 
of transistors per unit area on a chip would double (a scaling 
law based on empirical observations in the mid 1960s which 
broadly holds true today). Developments by the focal 
companies in the logic and, later, memory chip market (such 
as Intel, TI, AMD) were enabled by a strong partnership 
with their Tier 1 capital equipment suppliers, such as 
Applied Materials (a key development partner with Intel 
since the late 1960’s). 
These key development partnerships and reliance on 
continued technical innovation from the Tier 1 suppliers, in 
what was otherwise a tightly controlled vertically integrated 
chain by the chip manufacturers, allowed the equipment 
manufacturers to obtain very high (~60% in many cases) 
gross margins on their products. These high returns in turn 
paid for the costly research required to continually innovate 
in a market with high barrier to entry (and a very cyclical 
end user market in the form of sales of personal computers). 
Several key events at the turn of the century acted as a 
trigger for the change in the semiconductor industry. The 
emergence of a new business model in chip manufacture, the 
so called Foundry model, reduced the barrier to entry for 
many small firms. Key industry actors such as TSMC 
emerged to challenge the dominance of Intel and the price of 
chips fell dramatically. Secondly the bursting of the dot.com 
bubble saw the value of stocks of the entire value chain of 
the semiconductor industry slashed, leading to a reduction in 
investment in R&D. Thirdly, the shift to 300mm production, 
deemed essential to the chip manufacturers from a capacity 
perspective, increased the manufacturing costs of the Tier 1 
suppliers, further reducing returns. 
Supplier selection for each round of technical innovation 
became less focused on technical differentiation and more 
on cost. In addition, many chip manufacturers were forming 
R&D clusters and collaborating on technical innovation, 
thereby reducing the need for competitive supply chains. 
Tech clusters such as Albany in the US and IMEC 
(Interuniversity Microelectronics Centre) in Europe saw 
former fierce competitors being forced to cooperate due to 
the increasing costs and technical difficulty in continuing to 
follow Moore’s Law. The outcome has been a reduction in 
margins to well under 30% for capital equipment, which in 
general cannot support large scale corporate infrastructures 
in industries with high cost structures. Coupled with this was 
a migration of resource between key supply chain elements 
that eroded technical differentiation. 
The energy sector, and its re-found interest in 
photovoltaics, offered an opportunity for SEM’s 
(semiconductor equipment manufacturers) to diversify into 
an industrial sector with potentially much larger returns on 
investment.  Commonality of some of the processes, such as 
CVD (chemical vapour deposition), and the tools used for 
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flat panel displays, were able to be transferred into use for 
solar technology with minimal configuration change. In 
addition, the process requirements, at least for older 
generation solar technology currently in mass production, 
are less stringent than those in the semiconductor industry, 
which again minimize the technical barrier to market 
transition. The business challenge lies from a market 
perspective in addressing an industry with several 
established actors. 
III. RESEARCH CHALLENGES 
The research gap which this work seeks to address is to 
accurately assess the ways in which the supply network 
configuration has enabled an industrial emergence. Whilst 
there is a substantial body of literature on the technical 
aspects of the solar industry, and complementary texts on the 
environmental, economic and fiscal contexts that have 
allowed it to develop in the last few years, there is a relative 
paucity of information in the academic press on the 
dynamics which have and will continue to enable it to 
develop. Indeed, much of the literature focuses on the new 
generation of photovoltaic technologies, such as polymer 
based or dye sensitized materials however there still exists a 
lack of clear industrial context as they are mostly at an early 
R&D stage. By contrast, with this work we wish to develop 
an understanding of the emergent process of the more 
mature technologies, from the perspective of the supply 
network, in a way that can be applied to the new 
technologies in order that their time to market and ROI may 
be enhanced. 
IV. METHODOLOGY 
The approach involved a thorough review of the current 
literature on supply network configurations. From a 
consideration of the recent academic, business and 
government publications on innovation and disruptive 
emergence, several industries were chosen as potential 
candidates for study. The list was further refined by applying 
the following stratification criteria: 
 
• The industry should have evidence of some disruptive 
or innovative change within the context of its value 
chain elements, in particular those pertaining to the 
supply network, production/manufacturing and/or 
distribution 
• There should be a concurrent change in one or more of 
the supply network configuration elements and an 
apparent causal link to the change in the value chain 
The photovoltaic industrial system was thereby identified as 
one of a number of suitable sectors. In addition, there is a 
perceived lack of published literature on the nature of the PV 
supply network, and it represents a fertile area for UK small 
and medium enterprises (SMEs), due to the existence of 
several start-ups working the newer, 3rd generation of PV, 
and also the key role in which techniques such as BIPV 
(building integrated photovoltaics) will play in the drive by 
the UK government to have all new homes as being net zero 
carbon by 2016. 
An in-depth case study approach was adopted on exemplar 
companies within the PV industry: due to the complexity of 
the configuration analysis, the case method is more 
appropriate than a survey based approach. Supply network 
configuration mapping techniques will be used to establish 
the process by which diversification of the network enabled 
the industrial emergence, in particular: 
 
• Chart the formation process of the industry from a 
technological and contextual perspective 
• Map the supply network structure 
• Determine the critical information and material paths 
pre and post diversification and the impact these had on 
emergence 
• Capture the evolving nature of network relationship 
governance 
• Identify the common elements of the product value 
structure and the ways in which this lowered the barrier 
to entry from the mature to the emerging market 
The initial case study will focus on Applied Materials. 
Applied Materials (Nasdaq: AMAT) is an American SEM, 
formed in 1967, based in Santa Clara in the USA. At the end 
of FY2008 they had approximately 14000 employees 
distributed globally, and had taken ~$8billion in net revenue 
that year. Initially they were a critical supplier and 
innovation partner to Intel and grew as Intel grew, with their 
core competence in chamber based robotics used for key 
deposition and etching stages of the chip creation process.  
Over the following years, they became a global supplier to 
all the major chip manufacturers, with their principal 
manufacturing site located at Austin, Texas. AMAT’s model 
was to be as vertically integrated as possible, owning all 
parts of the value chain from R&D through to distribution 
and after sales support. 
AMAT’s business model was based around a high gross 
margin for each tool in its portfolio, whilst also attempting to 
address every process step in the formation of a logic or 
memory chip. The concept of “Total Solution” was 
developed, and it was often stated that AMAT tools helped 
manufacture every chip sold around the world. In 2002 a 
change of leadership coincided with the external contextual 
forces described in the introduction, and AMAT set about 
repositioning themselves in the face of diminishing returns 
on their capital equipment. The new mission statement was 
based around the concept of nanomanufacturing, which 
would not only include the semiconductor market but also 
other materials applications, including solar. 
In late 2006, the move into the energy sector was 
confirmed by the announcement of a series of M&A 
activities and the first confirmed sale of a new product, a 
turnkey solar production line known as SunFab. This has 
been enabled not through internal innovation, but rather a 
combination of the application of existing compatible 
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technologies (mainly from their wholly owned AKT 
subsidiary) and the investment of a large amount of capital 
accrued from the high return years of the SEM market (at 
one point AMAT had ~$7billion in reserve). AMAT has 
principally entered this market through extensive M&A 
activity – one early purchase was the German company 
Applied Films, based near Frankfurt, which gave AMAT 
access to their thin film technology. To date 6 of AMAT’s 
SunFab solutions are in production.  
 
 
Fig. 1.  AMAT Net Revenue Q1 FY2009 
 
Figure 1 displays the revenue stream of AMAT from Q1 
2009 [8]. Historically this was dominated by the Silicon 
Systems Group (SSG, capital equipment sales to the 
semiconductor market). It can be seen that not only is the 
reliance on capital equipment sales falling, there is also the 
emergence of a new revenue stream, which include the Solar 
projects, designated EES (Energy & Environmental 
Solutions).  There is also a large shift towards revenue from 
the service sector in the form of the AGS (Applied Global 
Services) division, which will be the subject of a separate 
review. From the latest data available from Q2 FY2009, the 
SSG revenue now lies in third place, behind AGS and EES. 
There is another important discriminator between the 
business models operated in the SSG and the EES. In the 
SSG, the model was technical differentiation and premium 
pricing, and the commoditization of this market led to the 
strategic shift of emphasis for AMAT. In the EES, the 
primary objective is lower cost per watt, and hence from the 
very outset the business model is cost differentiation. The 
impact this will have on innovation levels in the industry 
remains to be seen. 
From the base level data obtained above, it can be deduced 
that AMAT diversified from a mature to an emerging 
industry. In the next section the reconfiguration that 
underpins this change will be described.  
V. INITIAL RESULTS & ANALYSIS 
A map of solar PV industrial emergence was generated as 
described previously. Figure 2 depicts a maturity based 
industrial swim-lane model, with market drivers and demand 
dimensions, and technological push factors, displayed on the 
vertical axis. This style of diagram captures the contextual 
environment surrounding the core evolution dynamics. 
 
 
Fig. 2.  Emergence map of Solar PV Industry 
 
The creation of the first solar battery by the Bell laboratories 
in the mid 1950’s was a key technological driver for the 
solar PV industry, however outside of the embryonic space 
industry there was at that time no distinct market pull, nor 
indeed an appropriate fiscal or economic infrastructure to 
enable the emergence of the industry. Using crystalline 
Silicon technology (1st generation PV), these cells had high 
efficiencies however strong incentives in the oil industry 
meant that power applications were limited. The advent of 
the global oil crisis in the 1970’s led to the government 
incentivizing research into non-oil based power, and for a 
time there was a brief resurgence in interest in solar, albeit 
transient. It was not until the relatively recent admission of 
the scale of climate change and the need to source low 
carbon technologies that the correct infrastructure was put in 
place for the potential emergence of this industry. Evidence 
for this may be found in the recent award by the Carbon 
Trust of two large grants to UK firms working on third 
generation solar projects, and by fiscal packages announced 
both in the UK and US to promote low carbon technologies. 
The concept of lowering the cost per Watt is the driving 
force behind photovoltaic research, although specific 
applications space driven technologies, such as flexible 
lightweight materials for BIPV are also important. The move 
from 1st to 2nd generation PV, for examples, which is the 
change from thick crystalline Silicon to thin film substrates, 
is largely driven by production cost and final product weight 
factors, although these have in general been at the expense 
of efficiency 
To generate a more complete picture of the dynamics of 
solar emergence a complementary value chain approach is 
required above the emergence map depicted in Figure 1, in 
which the impact of specific value chain and supply network 
changes are able to be considered, using our initial case 
example. A top level analysis of the reconfiguration of the 
Applied Materials supply network role within the context of 
the global value chain is shown below in tables Ia and Ib, 
where we contrast the SSG and ECS business sectors. There 
are two key differences between the sectors here. From the 
perspective of the value chain, the move from in-house 
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development to acquired external resource has been 
facilitated by the large expenditure of acquired capital, and 
has enabled circumventing the barrier to market entry 
formed by knowledge transfer (this comprises several factors 
– lack of intrinsic knowledge in the new industry; relative 
resource immobility and lack of geographic congruence, as 
many of the relevant key actors in the field were based in 
Europe). 
There are potential consequences to this off-shoring of 
innovation, in that there can be a detrimental impact to the 
parent company in the longer term, as has been witnessed in 
other industries [9]. Whilst the leverage afforded through the 
long term strategic relationships which were a key element 
of the SSG, the EES market has a completely different 
customer base as well as a largely new supplier base, and as 
such the pressure to execute a “right first time” product has 
never been greater of every element of the new supply 
networks. To this end, AMAT have spread the risk to a 
degree by creating different business units, each with an 
independent supply network structure, to address the 
crystalline and thin film solar technologies independently. 
 
Table I. Value Chain and Supply Network Configuration changes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
From the perspective of the supply network, the most 
obvious change is the move from supplying companies such 
as Intel with discrete toolsets in their production process to 
providing complete turnkey solutions, such as the SunFab 
concept, which consists of a highly integrated package of 
tools originating from many different production sites. This 
represents a new business model within the photovoltaic 
sector and also a substantial attempt by AMAT to climb the 
value chain. The success of this will be judged over the 
coming few years by the performance relative to 
expectations and by the number of repeat orders. Amongst 
the significant risks associated with this move is the 
dissolution of key partnerships with Tier 1 semiconductor 
customers and the concomitant need to form new, robust 
innovation partnerships in the PV sector. 
To facilitate the information exchange crucial to the 
development of the new business, AMAT had to create a 
new resource structure based around key account 
technologists (KATs). Historically, AMAT were able to 
access direct process information from their Tier 1 
customers and utilize this to aid their internal innovation and 
development processes, however in the PV sector there was 
a lack of core understanding of the relative importance of 
which parameters controlled process integration and as such 
highly experienced process engineers were recruited and 
charged with filtering and controlling the information flow 
in order that the new processes could be managed 
effectively. Hence there was, at least initially, a retrograde 
step from automated data collection and assimilation to a 
more manual method. 
The product value structure, given the complexity and 
diversity of the tools involved, will not be described in detail 
here, however aside from some commonality in some 
process components, much of the automation and substrate 
handling has had to be generated as part of the process of 
providing an integrated solution, however a detailed look at 
this and other configuration elements and their changes will 
only be possible following in depth case studies with the 
focal company and will be detailed in a future publication. 
VI. FUTURE RESEARCH 
In this work we have described the preliminary approach 
to assessing the ways in which supply networks can 
influence and shape emerging industries, through an initial 
exemplar case of a former SEM diversifying into the energy 
sector. The next stage is to fully develop this understanding 
by (i) an in depth case study with this and other similar 
companies in the industry with a systematic mapping of all 
four supply network configuration elements and (ii) map out 
the detailed network and interactions through the whole PV 
value chain over a range of applications and technologies. 
As the sector matures, it will thereby be possible to monitor 
the dynamics of change through configuration mapping and 
link the components to emergent success (or failure). The 
outputs can then be compared and contrasted with other 
sectors and the lessons learned applied in situ with 
development partners going forward. 
One of the key opportunities that an analysis of this and 
similar industries can afford is the creation of workbooks 
and toolkits to assist startup companies and SMEs in the UK 
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minimize barriers to entry and become key actors in 
emerging industries. Their role within the supply network of 
a product or service within this industry will largely be 
determined by their ability to add value and shape the 
emerging industrial ecosystem by their timely engagement.  
VII. CONCLUSIONS 
This preliminary study has described how a reconfiguration 
of the supply network elements has enabled the 
diversification of a senior actor from a mature industry with 
falling returns due to commoditization into an emerging 
industry. 
This radical reconfiguration can be understood in terms of a 
dissolution of redundant links from the commoditized, 
legacy products or services coupled with the concurrent 
and/or sequential formation of new linkages in the emerging 
industry. This represents one mechanism by which 
integration into a new value chain is enabled. This is a 
distinct process to that utilized by startups or SMEs 
attempting to construct a new supply network as part of their 
entry strategy into an emerging industry. 
A realignment of the value chain combined with dynamic 
changes into the supply network configuration elements 
have enabled advantage to be taken of the business 
ecosystem in the emerging sector. Further work is now 
underway to determine the extent to which this ability to 
realign enables the industry emergence as a whole, and how 
this can be applied to benefit UK based SME’s entering the 
PV sector. 
When expressed in terms of the supply network descriptors, 
the transition can be understood in terms of a movement 
from an established supply network innovation partner into a 
prospective value chain leader, through the creation of a new 
ecosystem in the target industrial sector that takes advantage 
of the current infrastructural environment. The key 
discriminator is the provision of a turnkey solution that 
enables differentiation on cost and gives the customer 
guaranteed integration. 
If this diversification is a successful contributor to the 
emergence of the solar industry this has implications for 
both multinationals in traditional industrial sectors, and start-
ups operating in new technologies. Diversification offers 
routes into new markets whilst leveraging the strengths from 
core competencies. As has been observed elsewhere, the 
presence of these larger companies acts to give credence to 
the emergent industry and thereby aids SME’s and start-ups 
trying to establish themselves in the same sector. 
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Abstract—Hybrid model environments are standard practice 
in the product development. The paper deals with problems 
related to engineering in hybrid model environments concerned 
with the inclusion of conceptual design in CAx concepts. For 
example, vague and fuzzy product data are depicted in 2-D 
freehand sketches which are used for the creative search for 
ideas and the further development of a product’s function and 
layout – the gestaltung. The inclusion of these traditional 
working aids in the virtual product development is not 
supported methodologically. As a result, it is not possible to 
work iteratively with both the freehand sketches and the 
virtual CAx models. There is a lack of tools capable of 
transferring the imprecise hand-drawn information to 
geometric, CAx-compatible data. In this paper, strategies based 
on image processing technologies and 3-D surface modelling 
techniques are presented which we use to generate 3-D CAx 
models from freehand sketches. 
I. INTRODUCTION – EARLY CREATIVE PHASES IN PRODUCT 
DEVELOPMENT 
HE product development process is concerned with 
developing a product idea into a product prototype 
during the phases of planning, conception, drafting and 
elaboration / construction. Having to meet today’s 
requirements a product is subject to an ever increasing 
degree of innovations. As a result, more emphasis is being 
placed on additional differentiation features brought about 
by its function-oriented conception and its aesthetic design 
(the gestaltung). Here, the function and layout of a product 
are developed and other important parameters in the product 
life cycle are determined. 
The product design must be essentially determined at a 
very early stage. Thus, in the phase of product gestaltung, 
the manufacturing costs and qualitative features of the future 
product are tightly coupled with vague and fuzzy product 
descriptions. The product gestaltung is characterized as a 
creative, problem-solving process which requires cognitive 
human resources to depict a problem area and generate 
solutions. It takes place within an interdisciplinary team and 
extends beyond company boundaries. However, whereas the 
ensuing constructive product development steps take place 
in virtual environments and are well-supported by 
construction, calculation and simulation tools adapted to the 
maturity of the product, product gestaltung still occupies an 
exceptional position. The reason is that when defining the 
product idea in detail, based on incomplete, uncertain, vague 
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and fuzzy data, design representations need to be rapidly 
created to be able to determine function and to search for 
solution principles. Hand-drawn sketches and/or hand-made 
shape models are best-suited here [1], [2]. These rough 
sketches or scribbles increase interpretation possibilities, 
often include additional information relevant to the product 
(text, photos, texture, etc.) and can be created cheaply and 
quickly anywhere as required. However, the transfer of 
design details, text and other information from the sketches 
to adequate virtual product models remains non-formalized 
and unsupported by appropriate methods. The sketches only 
serve as a pictorial guideline for the construction of a CAx 
data model. 
For some time now, there has been a demand to define the 
creative human problem-solving as a task of integrated 
product development and to assist the process 
simultaneously through the use of appropriate virtual 
methods and efficient tools. Current CAx systems only 
provide inadequate support as a result of their immanent 
limitations regarding mental processes which can be carried 
out quickly and easily by hand. 
Therefore, there is a demand to enhance CAx methods 
and tools in order to fulfil the following requirements: 
• Parallel creation of conceptual design representations in 
virtual models to specify tasks in detail, to ascertain 
functions and to search for solution principles.  
• Development of model types that depict fuzzy data models 
is needed. 
• Inclusion of functions is necessary to generate 3-D 
geometrical elements quickly and easily.  
• Easy switching between physical and virtual models is 
needed: 2-D paper sketches – virtual sketches – 3-D 
shapes. 
The research work reported in the paper is concerned with 
the development and implementation of a communication 
platform which takes these requirements into consideration 
and in particular provides efficient tools for analyzing 
freehand sketches. Our previous work was concerned with 
functions to transfer fuzzy shape descriptions contained in 
freehand sketches to virtual 2-D sketches. This paper 
describes new functions for transferring formal 2-D concepts 
to 3-D shape elements. 
II. WHAT IS THE GIST OF DESIGN FREEHAND SKETCHES? 
The product gestaltung first of all begins with a plan (a 
creative search for ideas) as well as a list of requirements as 
the basis of a goal-oriented conception (a transformation of 
ideas into outlines). These steps entail the use of traditional 
real aids which are supposed to rouse the imagination and 
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provide inspiration. Thus, the initial design is represented as 
a fuzzy, inaccurate freehand sketch or scribble. Fuzziness 
means different aspects: the shape of the future product is 
interpreted in a couple of pencilled scribbles which are 
partly coloured, hand-made patterns, verbal descriptions, 
photographs and montages etc, which define the appearance 
and the function of the product. At first the product is 
abstracted as a ‘subject’ which will be translated intuitively 
into a multifaceted ’vocabulary’ of shapes – Fig. 1. 
  
   
 
  
 
           
Fig. 1. Freehand sketches. 
 
The extent of detail in the sketches continually increases 
and special details (e.g. shaping curves, gestalt features) can 
be specified in individual sketches whereas the rest of the 
sketch may remain vague. Various sketching techniques are 
employed. Space and three-dimensional objects are depicted 
using perspective, for example. Perspectives, on the other 
hand, can never really be drawn true to scale. Thus, freehand 
sketches cannot allow the true 3D- assessment of the outline 
and the laying down of the conceptual statement in its 
entirety. 
III. ENGINEERING IN HYBRID MODEL ENVIRONMENTS 
In product development, hybrid model environments are 
standard practice. Therefore, in each phase, even in early 
product gestaltung, the information represented in physical 
models (for example, freehand sketches, conceptual 
sketches, functional sketches, constructional sketches) has to 
be transferred to digital models in order to execute 
iteratively. This means that appropriate CAx methods are 
required for the cognitive analysis and inclusion of freehand 
sketches.  
A. Integrating freehand sketches – state of the art 
The development of virtual CAx tools for the conceptual 
design starts with extending conventional CAD packages by 
implementing functions appropriate to design purposes and 
by adding input/output facilities. However, there are limits .-
The main causes of restrictions are the internal CAD model 
structures and modelling strategies which are based on the 
complete, scaled product data as far as the accuracy of the 
shape is concerned. If conceptual designers use CAD 
methods for drafting purposes, they must have already 
formulated their idea as far as possible restricting their 
creativity. They therefore resort to 'sketching on paper and 
working with wood'. Apart from the possibility of sketching 
directly in a virtual, 3-D environment [3] this method should 
still be available. 
The transfer of paper sketches into pre-CAD shape 
models for the purposes of design and verification is not 
carried out in practice. The designer uses design modelling 
packages (e.g. Alias Wavefront) –reducing the shaping 
opportunities described above, since the modelling strategies 
demand an analytical constructive approach for further 
model construction immediately after the freehand input of 
curves. The virtual sketch models thus generated are based 
on the same geometrical elements as the CAD models, e.g. 
the free-form curves are always defined as B-spline/NURBS 
curves and therefore embody a comparatively tangible shape 
representation. Their scribble nature is lost [4], [5]. 
This is crucial for future strategies of design engineering 
concerning the sketch-based hybrid model environment. 
Considerable research effort has been made [3], [6], [7] 
investigating CAD support for sketch understanding [1], to 
support sketch recognition [8], [9] and to develop virtual 
sketching systems [10]. Here, freehand sketches are 
considered to be fragmentary and imprecise but are regarded 
as a mapping of proper objects. Scribbles rather tend to 
depict the perception of an object, however. 
Further efforts have been made to generate 3D models (of 
primitives and their composites) out of 2D sketches on the 
basis of gesture and constraint interpretation [11].  
To shorten the interactive process of surface generation 
out of fuzzy freehand sketches we propose a region/surface-
oriented approach. Different image-processing techniques 
are being used to determine information about objects within 
2-D images in order to generate 3-D surfaces approximately. 
The most important methods use the following information: 
• Information from line drawings: this method in the 
majority of cases assumes that a sketch pad is used. The 
most commonly implemented method is line labelling. 
Here, the geometrical and topological relationships are 
determined by using the symbols +, - and arrows to mark 
convex, concave and external contours and subsequently 
generate a 3-D shape. Other techniques work with 
silhouette and boundary lines [9], [12].  
• Using additional image information: these methods 
analyze additional image information according to the 
shape of X principle; among others, X stands for shading, 
texture, focus/defocus or stereo. However, abstract 
freehand sketches do not provide enough image 
information [13].  
• Faceted (or polygonal) surfaces commonly are used for 
the surface description.  
B. Open questions 
Until now, the methods available for analyzing sketches 
[3] have all been oriented towards the aim of automatically 
acquiring any geometric information contained in freehand 
sketches (standard shapes / simple topological relationships) 
or at least semi-automatically (in the case of more complex 
shapes or topologies) and to transfer the information 
immediately to CAx data models. This demands a 
procedural separation of conceptual design activities 
(product gestaltung) of the conceptual designer from the 
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(subsequent) constructional activities of the design engineer 
who focuses on technical details and the verification of 
functions. This separation has to be overcome in order to 
realize an integrated approach for the engineering in hybrid 
model environments. 
To achieve this, methods are required that are capable of 
transferring the fuzzy interpretation of freehand sketches of 
the product’s gestalt to equally fuzzy virtual CAx models. 
The fuzzy virtual models should support the early 
visualization of design ideas, the use of virtual tools to find 
and verify variants, the transfer to 3-D concepts to evaluate 
the shaping, proportions, cross-sectional geometries, etc., 
and finally assist in the iterative construction of 3-D CAx 
models. In order to be accepted by conceptual designers, 
these models have to be quickly created and manipulated, 
they have to be intuitively operable and easy to generate 
without the need for any additional learning. At the same 
time, it must also be possible to transfer the data to a CAx-
conform format. These tasks require a strategy for the 
modelling that is more concerned with the perception of an 
object than with its actual 1:1 representation. 
IV. FREEHAND SKETCHES – FUZZY MODELS IN THE HYBRID 
MODEL ENVIRONMENT 
The main goal of our research work is the investigation 
and implementation of tools which give access to virtual 
strategies using traditional creative techniques such as 
scribbles or hand-made design models. The aim is to find a 
product gestalt via developing a creative shape in the 2-D 
paper sketch and simultaneously in an adapted virtual 3-D 
representation.  
Until now, the following research results have been 
available for analyzing freehand sketches at FhG IPA: 
A. Transferring fuzziness to virtual sketch models 
• Transfer of fuzzy line depiction to fuzzy pre-CAD models 
(CAD format-conform curve models): 
The generated CAD shape model fits the scribble visually 
and is modelled in CAD-style with an array of fuzzy-spline 
curves representing the possible contours of the future 
product – Fig. 2. 
 
        
 
(a) (b) 
 
Fig. 2. Freehand sketch (a) and fuzzy virtual sketch (b). 
 
They interpret the fuzziness of the original scribble in 
such a way that the user does not have to opt for a single 
sharp curve even at the beginning. The designer can vary the 
location and shape of the fuzzy-splines by modifying some 
parameters with a slider. In this manner, different shapes for 
the final curve may be inspected – Fig. 3. 
The shape can be conceived in the paper scribble or in the 
pre-CAD shape model. The latter depicts a new method of 
shape conception which enhances the traditional one using 
computational tools – such as colour, exact geometrical 
elements or patterns. This permits the selected curves to be 
further processed in design modeller or CAD packages [4]. 
 
          
  
(a) (b) 
 
Fig. 3. Creation of the product’s fuzzy contours by varying curves. 
 
• Method for the analysis and organization of sensible 
object contour lines (from the point of view of local and 
global criteria for closure and figural salience): 
For getting information on the run of pencilled shaping 
curves out of the sketch, regions of interest have to be 
determined, where lines have to be picked up for the pre-
CAD modelling. The three possibilities of determining 
regions of interest are: indication of points located on/nearby 
one line in the sketch to be transferred (the guiding 
polygon). Next, the sketch image is skeletonized 
automatically and the skeleton lines are vectorized for 
guiding polygons. Afterwards, all sufficiently joined 
skeleton lines or individually selected skeleton lines either 
can be transferred into the contour closing algorithm. This 
algorithm creates the fuzzy but closed object contours 
obeying the four gestalt laws of proximity, closeness, fair 
shape and continuity [5], [14] – Fig. 4.  
 
 
 (a)    (b) 
Fig. 4. Guiding polygon for a region of interest (a) and closed shape 
contours obeying gestalt laws (b). 
 
• Method for analyzing and interpreting closed object areas 
in sketches (method of active contours – snakes): 
This algorithm focuses on the depiction of possible shape 
elements within the sketch. The developed method for the 
analysis of closed regions is based on the method of 
dynamic contours (snakes) that is used for the interpretation 
of blurred images in image processing [15], [16]. Here, an 
initial model of a continuous, flexible curve (i.e. an open or 
closed spline curve) is imposed upon and matched to the 
sketch bitmap and its analyzed features. By varying curve 
parameters the initial curve can be controlled. This is based 
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on the minimizing of a so-called energy term where internal 
forces influence the smoothness and continuity of the curve 
whereas image forces attract the curve in direction of 
dominant image features. The implemented algorithms base 
on the methods of the Gradient Vector Flow Snakes GVF 
[17], Generalized Gradient Vector Flow Snakes GGVF [17] 
and Topologically Adaptable Snakes [18] – Fig. 5. 
 
            
 
(b) 
(a) 
 
Fig. 5. Creation of shape elements: T-Snakes (a) and GGV snakes (b). 
B. Generating 3-D shape elements within virtual sketch 
models 
The newly developed method of generating 3-D shape 
elements out of 2-D sketches is based on 3-D modelling 
strategies in computer-aided geometric design as well as 
image processing methods to analyze grey value images – 
the method of deformable surfaces. For the concept of 
deformable surfaces there are also applications in computer 
graphics and computer vision. Among others, these include 
image reconstruction, varying surface modelling, texture 
mapping and the modelling and the rendering of an image in 
a single perspective. This comprises the basic ideas of our 
approach. 
Work is carried out in the sketches using a visual shaping 
language; as a rule, surfaces or volumes are not clearly 
depicted. However, 3-D representations are necessary in 
order to verify the shape concepts of the gestaltung as well 
as to test or simulate functions.  
The work starts with 2-D surface areas (polygonal 
meshes) preliminarily based on regions of interest of 
sketches within closed contours and the aim is to develop 
them in a user-controlled manner to 3-D shape elements. 
The application of the method of deformable surfaces 
enables a free 3-D shape to be generated with just a few 
specifications made by the user. The initial starting point is 
the physically defined concept of a thin plate. When 
implementing a free shaping language, it makes sense to 
extend the concept by the principle of a thin membrane 
which can be linearly combined with the plate concept. If 
the linear combination is weighted, the so-called thin plate 
functional according to Terzopoulos [19] results. This 
approach is well-suited for analyzing conceptual freehand 
sketches because no restrictions apply to their image 
processing and also because appropriate intuitive tools can 
be integrated for modelling purposes (normal vectors, 
defined depths, discontinuities – crevices, creases, edges, 
etc.). 
1) Basic method 
A membrane is a two-dimensional flat elastic body whose 
potential energy changes proportionally to the change of the 
membrane’s area. The proportionality factor is described as 
tension. The deformation z(x, y), which is in a state of 
equilibrium, is the function for which the integral 
( )∫∫Ω += dxdyzzE YxMembran 222
1
                                    (1) 
is minimal. This function is also known as membrane spline 
and is generally a C0 surface which is piecewise C1. 
A plate is also a two-dimensional flat elastic body; its 
potential energy on deformation is determined by an integral 
via a quadratic term of the main curves of the surface created 
through bending: 
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The factors A and B are material constants, H is the mean 
and K is the Gaussian curvature. By replacing H and K 
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the potential energy of the bend can be described as 
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Here, one of the material constants is assigned to the 
number 1 (thin plate) and the other is assigned to 0. The 
equilibrium of the plate is characterized again by searching 
for a function z(x, y) which minimizes (5). If µ=0 applies 
before the minimization, 
( ) ( )∫∫Ω 


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−−∆= dxdyzzzzE xyyyxxPlatte
22
2
1
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222 2                                       (6) 
is obtained. After minimization, the function z(x, y) in (6) is 
described as a thin plate spline which is a C1 surface. 
According to Terzopoulos [19], the thin plate functional is 
the weighted linear combination of (1) and (6). The 
weighted linear combination is 
( ) ( )( )[∫∫Ω ++= 222 2,,2
1
yyxyxx zzzyxyxS τρτρ   
                               ( )( )( )]dxdyzzyx yx 22,1 +−+ τ              (7) 
in which Ω⊂ℜ2 describes a region of interest (the domain) in 
the sketch and τ(x, y) ⊂ [0.1] is a weighting function. 
According to [19] and [20], the following apply: 
• Minimization of limτ(x,y)→0Sρτ in (7) locally characterizes a 
membrane spline. 
• Minimization of limτ(x,y)→1Sρτ in (7) locally characterizes a 
thin plate spline.  
• Minimization of limρ(x,y)→0Sρτ in (7) leads to a locally 
discontinuous surface. 
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Adjusting the weighting τ(x, y) ⊂ (0.1) and ρ(x, y) ⊂ (0.1] 
over the domain Ω⊂ℜ2 leads to a hybrid thin plate surface 
under tension which represents shape with the parameter 
function τ(x, y). 
2) Application to sketches 
To apply the thin plate functional to the initial flat shape 
areas (within closed contours of sketches), they need to be 
discretized in polygonal meshes with an appropriate 
resolution. In order to control the quantity of data and the 
performance of the process, these steps can be limited to 
defined image areas.  
By fixing constraints, free shape modelling is then 
possible using the thin plate functional: 
• Depth values 
A pre-given depth value is specified at a discrete point in the 
polygonal shape mesh. 
• Normal vectors 
At a discrete point in the polygonal shape mesh, the 
orientation of the shape is determined. 
• Hermite 
Depth value and normal vectors at a discrete, given shape 
mesh point. 
• Level lines 
A set of depth values is combined – the resulting polygon 
curve (level line) is rasterized on the shape mesh. 
• Dirichlet 
A function which is harmonious in the shape area and 
assumes defined values on the boundaries of the shape mesh. 
Thus, the Dirichlet constraint is defined as a combination of 
depth value constraints in order to determine the boundary 
of a shape. 
• Continuities  
Geometric continuities are verified with these constraints. 
They are used to characterize crevices (discontinuities of 
depth), C-1 continuities, edges and creases (discontinuities of 
normal vector) on the thin plate functional. 
The basic method has also been extended by two further 
constraints for the use with conceptual freehand sketches: 
• The measurement of other sketches from different views 
on the same subject in order to generate depth values. 
Series of sketches showing different views are often 
available. Ideally, there should be orthogonal views of 
each aspect to be analyzed. Fig. 6(a) and 6(b) show 
measured sketches and Fig. 6(c) the generated 3-D shape. 
 
(a) (b)   (c) 
Fig. 6. Measurement of depth values in another sketch (a), 3-D shape 
data (depth values and normal vectors) (b) and resulting shape (c). 
 
• The generation of a catalogue that contains spatial 
specifications (e.g. a sphere – Fig.7) which shape from the 
sketch lie on like a silk cloth and fit. The future aim is to 
develop a catalogue with primitives and resulting 
combined specifications or even more complex 3-D 
templates, e.g. CAD data. 
 
   (a) (b) (c) 
Fig. 7. Development of a spherical shape : (a) definition of the sphere, 
(b) number of points with depth values, (c) 3-D shape. 
V. 3-D SHAPES – EXAMPLES 
The first examples in Fig. 8 demonstrate the special 3-D 
shape modelling opportunities of the thin plate functional 
(based on the conceptual sketch of a tap – see also Fig. 7): 
the development of a freeform shape outgoing from a 
membrane-like shape, which is modified step by step to a 
thin-plate-like shape. 
 
(a) (b)
(c) (d) 
(e) 
Fig. 8. Varying the appearance of the shape by modifying the weighting 
of the thin plate functional: (a) 0,1% thin plate, (b) 0,25% thin plate, (c) 
0,5% thin plate, (d) 0,75% thin plate, (e) 100% thin plate.    
 
The next example of a perfume bottle in Fig. 9 shows the 
CAD modelling opportunities of the transferred sketch data.  
  
         (a) (b) 
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(c) (d)                                                                                                   
 
                                                       (e) 
Fig. 9 Development of a free formed shape out of the sketch (a-c) and 
transferring the 3-D point cloud of the shape (d) into CAD surfaces (e). 
VI. CONCLUSION 
The aim of our work is to generate CAx models out of 
freehand sketches in order to visualize, calculate and 
evaluate conceptual 3-D shapes right up to automatically 
developing CAx models. We implemented the concept of 
deformable surfaces as a promising tool to integrate the 
creative human work as a task of integrated product 
development. The software package SKIZZERK can be used 
intuitively and independently of CAD packages. The 3-D 
surfaces are exchanged in a point cloud, as a mesh or by 
their boundary and/or edge curves. 
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Abstract—Integrated product development and the parallel 
planning of production processes require an interdisciplinary 
and holistic view. The comprehension of processes and their 
correlations is a major step in process development. The 
concept of “Technology-induced Correlation of Effects” (TiCE) 
is based upon an existing production process. It is operating 
with a systematic cause-effect analysis with explicit 
consideration of technological and logistic interdependencies. 
In this paper, we develop a model for TiCE, including a 
procedure model and a multi view concept.  
 
I. INTRODUCTION 
IGHEST precision manufacturing and operational 
throughput of partially more than 1000 parts per minute 
are main production aspects in micro mechanical 
manufacturing. Achieving such close production tolerances 
requires the adjustment of various parameters related to 
process, machine, and workpiece. Managing this multitude 
of parameter combinations and their dependencies demands 
a precise analysis of process elements and their correlation.  
One major challenge in micro production is the design 
and configuration of manufacturing process chains. In 
general, long setup and configuration times of several weeks 
oppose extremely short production times. This is where the 
modelling concept of “Technology-induced Correlation of 
Effects” (TiCE) applies.  
The objective is to develop a model, which describes and 
maps cause-effect relations between process elements. The 
approach aims to assist the modelling and configuration of a 
process chain in the state of production planning. In order to 
better classify the TiCE-model, three common quality 
management methods are described. After that, the TiCE are 
discussed in more detail followed by a specification of the 
modelling technique.  
II. APPLIED QUALITY MANAGEMENT METHODS 
Due to globalisation and rising economic pressure, the 
quality of a marketable product is of essential importance for 
the company’s success. In terms of integrated quality 
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assurance, all steps of product development are considered. 
The aim is to meet the costumers’ expectations regarding 
product features and quality. Consistent quality assurance 
can be understood as a joint task of all departments having to 
do with product development [1]. Supporting this, quality 
management has emerged as a cross-departmental function.  
Fig. 1 illustrates a series of well-known instruments and 
methods focussed on the improvement of quality in product 
development. 
 
 
Fig. 1:  Quality management techniques and classification in the product 
development process. 
 
The TiCE-model is made for the early state of production 
planning with focus on process planning and control. 
Designed as a production-oriented process model, it serves 
as a link between product and process planning. Therefore, it 
is well suited for the concept of simultaneous engineering, 
wherein the development of a product and the production 
process are planned simultaneously. By adjusting these two 
developments to each other in an early state, cost intensive 
changes in the later stages of the development process are 
avoided [2]. 
The TiCE-model is the basis for the simulation of 
correlation effects and interdependencies in a technical 
production process. Contrary to the concept of Digital 
Factory, it focuses on the manufacturing-related aspects of 
the process design [3]. Elements of process-QFD (Quality 
Function Deployment) or process-FMEA (Failure Mode and 
Effect Analysis) can be included in the TiCE-model. 
A. FMEA Failure Mode and Effect Analysis 
The objective of FMEA is to avoid errors in earlier phases 
of product development. Errors in specific parts or processes 
are systematically identified. Their causes and effects are 
analysed and preventive actions are taken. The final 
objective is to achieve continuous improvement of the 
product and the production process along with the 
optimisation of the test process itself [4].  
While FMEA concentrates on causes of quality failures, 
TiCE includes effects that are not directly linked to quality 
parameters but effects of different technical parameters or 
variables on each other. Nevertheless, the schematic analysis 
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of FMEA could be helpful to gather information about the 
process and its internal correlation. 
B. Design of Experiments (DOE) 
DOE (origin: Ronald Fisher, 1920) is an experimental test 
environment, which allows to identify and quantify those 
variable factors in a process that have the greatest impact on 
the overall output. DOE is a structured analysis of two or 
more input variables and their effects on output variables 
under test conditions. The goal is the selection of important 
input variables or factors along with their value, delivering a 
consistent and optimal output.  
DOE is used for statistical test planning purposes with the 
objective of optimising the number of experiments. The 
output quality depends upon certain influencing factors. 
Input factors are all factors, which contribute to the 
realisation of the product, such as labour, raw materials, 
machines, and information. The method distinguishes 
between control factors x (physically controllable; chosen to 
minimise noise) and disturbance variables e (noise, 
uncontrollable). Measurement and analysis of functional 
interrelations y = f(x) + e is the basis for process 
improvement. [5] 
The concepts of DOE and TiCE well complement each 
other. DOE requires the analysis of all possible impact 
factors to a given output of a process, which can 
methodoligically be supported by an Ishikawa diagram [6] 
(cause-and-effect diagram). This analysis is a good basis for 
a following study of TiCE. Hereby, the TiCE-model 
provides further information about the process in two 
dimensions. Firstly, it allows the description of the 
interaction between several parameters (including but not 
being limited to process parameters) without having to 
formulate the dependency mathematically. Secondly, it is 
not limited to one process element but can be extended to a 
process chain by connecting output objectives and input 
requirements. On the other hand, the analysis of correlations 
in the TiCE-model can provide useful information for DOE, 
giving hints on which parameter might be promising to 
experiment on or which parameter could have had an 
influence on the test results. 
C. House of Quality and Quality Function Deployment 
Quality Function Deployment (QFD) describes the 
specific planning and development of a product’s quality 
functions according to quality characteristics demanded by 
the customer. The House of Quality (HoQ) is an important 
tool in QFD. The main area of application for QFD is the 
costumer orientated development and improvement of a 
product. Through the creation of a HoQ, information is 
systematically registered, structured, compressed, evaluated, 
and prioritised. Additionally, the definition of parts and cost 
structures is a desired benefit of QFD as well as the 
optimisation of production processes, value analysis, and the 
determination of risk potentials. QFD is a system that 
considers customer specifications in each phase of the 
product life cycle, from research to development and 
production to marketing and sales. It transforms these 
specifications into business and technical requirements. [7] 
While QFD applies to the product design and 
construction, TiCE applies to production process 
development and planning. Nevertheless, the results gained 
from the HoQ are useful for the definition of output 
parameters, such as quality values.  
III. DISCUSSION OF TICE 
In order to ascertain a traceable effect to a certain cause a 
real system is transferred to a cause-effect model through 
simplification and abstraction [8]. Cause-effect relations 
generally describe one-directional dependencies of 
measurable phenomena. In more complex systems, non-
linear effects like loops and resonance can occur.  
The model of TiCE is a continuous description of work 
piece, production, and process parameters. Changes of the 
parameters in one process element can initiate modifications 
in directly or indirectly connected process elements. A 
change of output qualities induce requirements of preceding 
process elements or determine the necessary parameter 
ranges. Conversely, the model can give a forecast to the 
expected qualitative output if a certain process parameter is 
varied. Thus, object qualities induce a technological 
correlation between down- and upstream process elements. 
Particularly in micro mechanical production, where 
handling and inspection technology are not fully 
standardised, the handling and inspection operations have to 
be taken into account when planning the production process.  
Fig. 2 shows a schematic of two process elements and the 
related process and resource parameters. We distinguish 
between internal handling operations, which take place 
within the process element (e.g. alignment) and transfer 
handling operations which transport the parts between the 
process elements. Based on this general description of 
elements of process configuration, the modelling concept is 
developed. 
 
 
Fig. 2:  Elements of process configuration. 
 
In order to collect, illustrate, and analyse the necessary 
data for describing the TiCE, a procedure model and a view 
concept are implemented. 
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IV. ASPECTS OF THE MODELLING CONCEPT 
Model-based planning enables integrated documentation 
of requirements, data and model assumptions in a structural 
context. Transparency and traceability of effects as well as 
the possibility of data analysis are supported by a semi 
formal modelling language. In engineering science, models 
of the production process are used for the representation and 
analysis of interactions in complex systems. Referring to the 
definitions in [9] and [10], a modelling concept comprises a 
procedure model, a derivate modelling technique and a view 
concept. 
A. Description of the Procedure Model 
The basis for the TiCE-model is a manufacturing process 
chain, wherein desired (or required) work piece qualities and 
process related restrictions for each process element are 
formulated. The handling and test operations are 
successively integrated. In general, the TiCE-model is 
developed in an interdisciplinary team mostly in the form of 
workshops.  
 
 
Fig. 3:  Procedure model for Technology-induced Correlation of Effects. 
 
Within the procedure model, the first step is the process 
chain design (Fig. 3). On the basis of work piece 
characteristics, the process requirements are deducted and 
appropriate manufacturing technologies are selected. 
Following this, the production process elements are 
modelled and expanded by specific inter process parameters. 
The step of inspection includes quality inspection planning. 
The planned inspection operations are then integrated into 
the existing process chain. The planning and integration of 
handling operations is of substantial importance particularly 
in micro production. Based on handling needs, the 
appropriate handling operations and methods are defined and 
technical reference values specified. Finally, the correlation 
of essential technological and process parameters are 
mapped and evaluated. As a result, the TiCE can be 
described and the design rules are formulated. The procedure 
model can be understood as an iterative process, meaning 
that it can changes in one step (e.g. additional process 
elements) cause modifications of following steps. 
B. Specification of the Modelling Technique  
The choice of the modelling technique depends on the 
system that is modelled and the desired output. A graphical 
modelling technique is advantageous, because it provides a 
visual communication platform for the interdisciplinary 
development team. The aim of the TiCE-model is supporting 
the comprehension of technical and process requirements 
and the environment as well as providing precise 
documentation. It is important that it is easily understood, 
maintained and adjusted by new personnel, especially in 
durable or dynamic systems. This includes, that already 
modelled system correlations can be adapted for change and 
adaption planning. Regarding the modelling requirements of 
micro production, an integrated description of process chain 
and material flow is required, as well as the possibility of 
free object attribution. Furthermore, the modelling technique 
should be designed in a way that allows successive 
enlargement and variation of new elements like handling and 
inspection operations.  
There are several modelling techniques basically suitable 
for this task, e.g. Unified Modelling Language (UML) 
activity diagrams or simplified ARIS Event driven Process 
Chains (EPC). For reasons of its simple structure and its 
high acceptance, we have chosen ARIS EPC (material flow), 
which already contain material flow elements. In the scope 
of the TiCE concept, this tool is simplified concerning the 
continuous implementation of the workpiece specific 
manufacturing progress. The standard EPC symbols are 
adjusted in order to allow a more specific description of the 
model elements. Material flow elements are enlarged by the 
definition of manufacturing status and work piece 
parameters (Fig. 4). 
 
 
Fig. 4:  Integrated Process Chain View with modified EPC symbols. 
 
The correlation view, which graphically displays the 
relation of the essential process and resource parameters, is 
modelled in the principle of the modelling technique System 
Dynamics (SD). Even though SD are primarily applied when 
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describing socio-economic systems, there are use cases in 
quality management, e.g. for a quality simulation model in a 
production start-up [11]. As SD is in principle suited for 
modelling and simulation of mechatronic systems [12], it 
was chosen for the TiCE process element view. At the 
present stage of development, the correlation effects are 
modelled qualitatively. In principal, the model can be 
enhanced by quantification of correlations and/or arithmetic 
functions. 
V. CONCLUSION 
Referring to well-known techniques like QFD, FMEA, 
and DOE, the modelling of Technology-induced Correlation 
of Effects (TiCE) can be considered a quality management 
technique for product development within the scope of 
process planning. The TiCE are described and modelled 
based on the production process, handling and test 
operations, and a precise description of the process elements. 
As a modelling technique, a concept of several views is 
developed to identify the interdependencies and support a 
quick overview of the process. It provides the basis of a later 
simulation of the technological and logistic 
interdependencies in a production process line. 
C. Definition of the View Concept 
The development of different views is a fundamental part 
of the modelling concept. Whereas the view principle differs 
depending on the objects and information enclosed, all views 
serve as documentation and presentation of information. 
Possible view formats are tables, flow charts, or network 
diagrams.  
REFERENCES 
[1] G. Pahl, W. Beitz, J. Feldhusen, K. H. Grote, Konstruktionslehre - 
Grundlagen erfolgreicher Produktentwicklung - Methoden und 
Anwendung. Berlin: Springer Verlag, 2006, p. 661. The view concept (Fig. 5) gives the framework for all 
views of the TiCE model. They can basically be divided into 
four parts, which differ between the two levels of detail 
(Process Chain and Process Element) and the two activity 
phases (Modelling and Configuration). Every process 
element is modelled by three sub-views, each containing 
specific information on either production, quality tests or 
handling operations. The integrated process chain view 
contains the process elements and contains the aspects of 
manufacturing, inspection and handling. The process chain 
links the process elements to a sequence of process steps. 
The properties & attributes view is a more detailed view of 
technical and process data. The configuration views serve as 
analysis tools and are based on the information of the 
modelling views. 
[2] T. Dereli, A. Baykasoğlu, “Concurrent engineering utilities for 
controlling interactions in process planning”. Journal of Intelligent 
Manufacturing, vol. 15, no. 4, pp. 471-479, Aug. 2004. 
[3] B. Scholz-Reiter, M. Lütjen, “Digital Factory - Ansätze integrierter 
Produkt- und Prozessgestaltung.” Industrie Management, vol. 25, no. 
1, pp. 19-22, Jan. 2009. 
[4] D. H. Stamatis, Failure Mode and Effect Analysis: FMEA from 
Theory to Execution. Milwaukee, USA: American Society for Quality, 
2003, ch. 7. 
[5] J. Antony, Design of Experiments for Engineers and Scientists. 
Butterworth-Heinemann, 2003, ch. 2. 
[6] K. Ishikawa, Guide to Quality Control. White Plains, New York: Asia 
Productivity Organization/ Quality Resources, 1986. 
[7] C. N. Madu, House of Quality in a Minute: Quality Function 
Deployment. Chi Publishers Inc, 2006, ch. 1. 
[8] H. Winkler, M. Heins, P. Nyhuis, “A controlling system based on 
cause–effect relationships for the ramp-up of production systems”. 
Production Engineering, vol. , no. 1, pp. 103-111 , Aug. 2007. 
[9] A. W. Scheer, ARIS—Business process modeling. Berlin: Springer 
Verlag, 2007, ch. 1.  
 
[10] B. Scholz-Reiter, J. Kolditz, T. Hildebrandt, “Engineering 
autonomously controlled logistic systems,” International Journal of 
Production, vol. 47, no. 6, pp. 1449 – 1468, Jan. 2009. 
[11] M. Boßlau, Analyse der Auswirkungen von Qualitätsmanagement mit 
System Dynamics. Norderstedt: GRIN Verlag, 2007, p.37. 
[12] D. C. Karnopp, D. L. Margolis, R. C. Rosenberg, Dynamics - 
Modeling and Simulation of Mechatronic Systems. Hoboken, New 
Jersey: John Wiley & Sons Inc., 2000, ch. 1. 
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As described in the procedure model above, the views are 
modelled successively. The view concept is the basis for a 
later development of software supporting the modelling of 
TiCE. 
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Abstract— This paper presents a novel feature-based sensor
distribution approach for root cause analysis and diagnosis of
product 6-sigma variation faults in multi-station assembly
processes. Traditional approaches in sensor distribution are
based on the assumption that measurement points can be
selected at arbitrary locations on the part or subassembly. This
causes challenges such as difficult calibration of measurement
system, increased errors of measured features, and lack of
explicit relations between measured features and geometric
dimensioning and tolerancing (GD&T). In the proposed
approach, we develop methodology to maximize the number of
measurement points that are placed at critical design features
called Key Characteristics (KCs) which are classified into: Key
Product Characteristics (KPCs) and Key Control
Characteristics (KCCs) and represent critical product and
process design features, respectively. In particular, KCs have
dimensional and geometric tolerances which provides necessary
design reference model for process control and diagnosis of
product 6-sigma variation fault. The proposed approach
integrates state-of-the-art approaches with GA-based
procedure for optimal sensor distribution. In addition to
maximizing the number of measurement points that are placed
at KCs, the proposed approach allow to obtain minimum
required production system diagnosability by integrating state-
of-the-art approaches (unrestricted location of measurement
points) with the developed GA-based procedure (restricted
location of measurement points to the pre-defined KCs). A case
study of automotive assembly processes is used to illustrate the
proposed feature-based approach.
I. INTRODUCTION
IMENSIONAL quality control is a major challenge
within discrete part manufacturing processes. For
instance, in the automotive industries, two-third of all
quality related engineering changes in the automotive and
aerospace industries are caused by dimensional variation
related failures [1]. Hence, automatic in-process sensing and
data collection techniques are employed in complex multi-
station manufacturing processes in an effort to identify the
root causes of 6-sigma variations.
In automotive assembly processes, end-of-line or
distributed sensing is generally used to diagnose process
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variation sources [2]-[5]. Distributed sensing is more
effective than end-of-the-line sensing as it can identify more
critical variation sources [3]. The effective root cause
diagnosis of product 6-sigma variation faults relies on
optimal sensor distribution in multi-station assembly
process. Poor sensor distribution often produces large
amounts of conflicting and vague information. The problem
pertaining to optimal sensor distribution in multi-station
assembly processes involves the determination of: (i)
location of measurement stations; (ii) number of sensors
required at each measurement station; and, (iii) the location
of sensors within the measurement station. The term
“location of sensor” can be interpreted as either: (i) the
location where a sensor is actually installed; or, (ii) the
location of a point or a feature on a given part or
subassembly that the sensor measures. The latter, i.e., the
point which is measured is commonly used in quality control
research. Hence, using this specification, sensor distribution
may be defined as the selection of points or features to be
measured on different measurement stations. In particular,
measurement of a selected set of points leads to an inference
about the root cause(s) of product 6-sigma variation faults
[6]. Research on sensor distribution can be classified in
terms of selection of objective function, optimization
approach, and type of process considered (see Tables 1 and
2). Objectives such as diagnosability index, A-optimality, D-
optimality, E-optimality and pattern distance have been
predominantly used in the literature to characterize sensor
distribution. However, these objectives are known to be
computationally complex due to their non-linear
characteristics.
TABLE 1: OBJECTIVES USED IN LITERATURE FOR SENSOR DISTRIBUTION
PROBLEM AND ITS CLASSIFICATION BASED ON SINGLE AND MULTIPLE
STATION ASSEMBLY SYSTEM
Objective used Single station Multiple station
Diagnosability - [3][8] [10]
Pattern distance [2] [9]
A-optimality [11][12] -
D-optimality [13][11] [14]
E-optimality [7][11] Used in this paper
The sensor distribution problem becomes even more
complex when these objectives are evaluated in a high
dimensional search space [3], [7]. This paper selects the E-
optimality objective for evaluating the sensor layouts as it
subsumes other objectives [7]. Furthermore, the existing
optimization algorithms for sensor distribution have been
tested only on the problems of lower dimensions, mostly in a
production systems with a single assembly station (see
Feature-based Optimal Sensor Distribution for Six-sigma Variation
Diagnosis in Multi-Station Assembly Processes
Nagesh Shukla, Dariusz Ceglarek, and Manoj K. Tiwari
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Tables 1 and 2).
TABLE 2: APPROACHES USED FOR RESOLVING SENSOR DISTRIBUTION
PROBLEM AND THEIR CLASSIFICATION BASED ON SINGLE AND MULTIPLE
STATION ASSEMBLY SYSTEM, SQP: SEQUENTIAL QUADRATIC
PROGRAMMING
Classification Literature
Search type Approach Singlestation
Multiple
station
Unrestricted Direct Search [13] -
Unrestricted SQP [2] -
Unrestricted Exchange algorithms [5][13] [3][14]
Unrestricted Random search [12] -
Maximize:
KCs
Feature-based
approach based on GA
Proposed in this
paper
Additionally, the aforementioned state-of-the-art
approaches provide the optimal sensor layout where the
measurement points are arbitrarily selected on the part or
subassembly (unrestricted search), rather than providing the
measurements of selected KCs. Thus, the state-of-the-art
sensor distribution approaches does not consider the ease for
calibration of measurement gauges, feature based
measurement error [15], and lack of explicit relations
between measured features and geometrical dimensioning
and tolerancing (GD&T) characteristics [16]. Hence, the
solution provided by existing approaches often becomes
costly or difficult to implement in industrial applications.
Increasingly, there is a need to develop an effective and
efficient methodology to obtain optimal sensor layouts
which can maximize production system diagnosability and
simultaneously maximize the number of measurement points
placed at various KPCs and KCCs, which are specifically
selected during the design phase of product and process
validation, respectively. However, since there is a large
number of KCs with various complex interactions defined
by the GD&T, and it is economically not justified to measure
all of the KCs in multi-station assembly process, the optimal
sensor distribution is a very challenging problem.
A feature-based approach is proposed in this paper which
maximizes the number of measurement points that are
placed at critical design features called Key Characteristics
(KCs) available from the product and process design
information (CAD/CAM), and which are classified into: Key
Product Characteristics (KPCs) and Key Control
Characteristics (KCCs) and represent critical product and
process design features, respectively. The GA-based
procedure is employed under feature-based approach for
obtaining the best sensor layout which maximizes a number
of KCs as the measurement points. In particular, GA is used
because search space comprises large number of KCs with
various complex interactions defined by the GD&T. The
resulting sensor layout from GA will allow having
measurements with the best alignment to the product design
requirements (GD&T). However, restrictions to select
measurement points only from the predefined set of KCs can
lead to decrease of the overall 6-sigma variation faults
diagnosability level. Therefore, the proposed feature-based
optimal sensor distribution approach integrates both (i)
traditional sensor distribution approaches based on the
random search, exchange algorithms, and direct search
(unrestricted location of measurement points) and (ii) GA-
based approaches (restricted location of measurement points
to the pre-defined KCs) to maximize the number of KCs
selected as measurement points subject to minimum required
production system diagnosability.
The rest of the paper is organized as follows: Section II
presents a brief discussion on relevant challenges and
complexity pertaining to the sensor distribution problem. In
Section III, a mathematical formulation of objective function
and related constraints are discussed. Section IV details the
GA-based procedure for optimal sensor distribution problem
taking into consideration predetermined KCs as the
measurement points. Further, the feature-based approach for
sensor distribution based on GA-based procedure and the
state-of-art approaches such as random search, exchange
algorithms, and direct search, is discussed in Section V.
Section VI details the application of the proposed
methodology for a case study of cab assembly process.
Finally, Section VII provides summary and conclusions
along with a discussion on future research directions.
II. COMPLEXITY INVOLVED IN SENSOR DISTRIBUTION
PROBLEM
The problem of sensor distribution is a complex issue due
to intricacies involving products and processes that are
inherent in multi-station assembly processes. The
complexity involved in sensor distribution can be explicitly
divided into: product complexity; process complexity; and
complexity related to interactions between process and
product. These complexities are outlined below.
A. Product complexity
Early design evaluation of multi-station assembly
processes is very important for new product development
and also for designing a robust manufacturing system to
improve product quality. Common automotive product
assembly consists of 200–300 sheet metal parts and
subassemblies which are to be assembled on 55–75
assembly stations [1]. Therefore, the complexity arises when
selecting measurement points for sensor layout from the
large combinations potential measurement points in multiple
parts and their subassemblies in several stations.
B. Process complexity
Multi-station assembly process generally refers to the
processes involving more than one assembly station to
manufacture a complex product. For example, automotive
body assembly processes include multiple stations where
parts are assembled to produce complex product.
To evaluate the dimensional quality of the assembled
product, measurement points are selected on parts. Figure 1
illustrates a 3-D part restrained during assembly operations
by a set of five locators marked as P1–P5. The dimensional
fault occurs when the variation in locators exceeds a pre-
assigned threshold value. Hence, these locators are the
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prospective variation sources for any type of assembly
operations and therefore, a set of points or features on the
parts have to be measured for fault root cause identification.
C. Complexity related to interactions among product and
process
In order to deliver the intended dimensional accuracy to a
product, dozens of fixtures are used on each station
throughout the production line. However, fixtures used in
production are not directly measured after being installed.
Instead, the measurements that are taken on the finished
product or unfinished products in production line are values
of the product quality.
Figure 1: Generic 3-2-1 fixture layout on a 3-D part with fixtures P1 – P5
In multi-station assembly processes, the propagation of
fixture variation generated from each station and its impact
on product quality are mathematically described by the
stream-of-variation (SOVA) model. The SOVA model is
developed in literature for multi-station assembly processes
[17][18]. The SOVA model in a multi-station assembly
process is illustrated in Fig. 2. Mathematically it is
represented as
X(k) = A(k-1)×X(k-1) + B(k)×P(k) + E(k), k = 1,2…N (1)
Y(k) =C(k)×X(k) + W(k), {k}{1,2,3…N} (2)
Eq (1) suggests that part deviation X(k) at kth station is
influenced by the accumulated deviation up to station k-1,
i.e., X(k-1) and deviation contribution at station k, i.e., P(k).
Whereas, in Eq (2), observation vector Y(k) is obtained at
sensing station k.
Figure 2: Diagram of Multi-station assembly process with N stations
The matrices A(k), B(k), and C(k) can be interpreted as
change of fixture layout between two adjacent stations,
fixture/mating layout at kth station, and sensor layout at kth
station. The aforementioned matrices are determined by
utilizing the information about product and process
(CAD/CAM) and thus tend to become large in dimensions.
Furthermore, the mathematical indices which are formulated
for sensor distribution based on these matrices become
computationally complex.
The sensor distribution problem in case of distributed
sensing can be divided into: (i) determining measurement
stations; and, (ii) location of measurement points on parts or
subassembly at the measurement station. Generally,
restriction is imposed on the number of measurement
stations in multi-station assembly process due to high capital
investment in constructing measurement stations and
installing sensing devices. Therefore, only those assembly
stations are identified for product measurements if it can
trace all the 6-sigma variation faults arising from variation
sources.
After selecting the measurement stations, the problem that
remains to be addressed is the selection of the measurement
points on parts or subassemblies at the measurement
stations. In case of automotive products, large number of
potential measurement points is present for selection.
Further, the presence of subassemblies and multiple stations
makes the process of selecting the measurement point
computationally complex.
III. SENSOR DISTRIBUTION PROBLEM FORMULATION
In this section, the sensor distribution problem for
distributed sensing is formulated using the SOVA model for
modeling multi-station assembly processes (see Section II).
Based on the SOVA model (Eqs. 1 and 2), numerous
performance measures for optimal sensor placement have
been introduced in the current literature such as: maximum
distance between the variation patterns [2]; diagnosability
index (  ) [3]; and, sensitivity index ( mS ) [7]. The
diagnosability condition does not makes distinction between
diagnosable systems even though some sensor systems may
have a superior performance compared to others in that they
can easily detect a small change in the variation sources.
This difference of detection capability is characterized by
the concept of “sensitivity”. It is desirable that a sensor
system not only has full diagnosability but also is sensitive
to the underlying changes of variation sources. Hence, this
paper will go beyond diagnosability, aiming to maximize
sensitivity indices. The non-zero values of the sensitivity
index, as developed in this paper, guarantees full
diagnosability. The sensitivity index differentiates among
the diagnosable systems and thus is a tougher objective.
The linear input-output relations between observation
vector Y(k) and variation sources P(k) is illustrated based on
the SOVA model as shown in Eqs (1) and (2). The input-
output model is
Y=J·P + J(0)·X(0) + D (3)
where, T T T T[ (1) (2)......... (N)]Y Y Y Y , DT= T T T[ (1) (2) ....... (N)]D D D and
k
i 1
(k) (k) (k, j) (i) (k)

 D C Φ E W
.
( , )i jΦ is interpreted as
change of fixture layout among multiple stations (from ith to
jth station).
The coefficient of first term of Eq (3), i.e., J can be defined
as:
348
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
(1) (1) 0 0
(2) (2,1) (1) (2) (2) 0
(N) (N,1) (1) (N) (N,2) (2) (N) (N)
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C Φ B C B
J
C Φ B C Φ B C B
 
 
 
 
 
 
 
 
 
 
    
    
 
(4)
and coefficient of X(0) term as:
(1) (1,0)
(2) (2,0)
(0)
(N) (N,0)
C Φ
C Φ
J
C Φ
 
 
 
 
 
 
 
 


(5)
The deviations due to stamping processes X(0) are
ignored as only deviation of parts during assembly processes
are considered. Thus, the linear diagnostic model can be
represented as:
Y=J·P + D (6)
In root cause diagnosis, inferences can be made about P
based on a sample of measurements of Y.
In the model represented by Eq (6), the J matrix is
determined by system design parameters such as locator and
sensor locations. The J matrix is called system matrix in
engineering systems design. Also, the P matrix is not the
vector of parameters but a vector of unknown random
inputs. In fact, Eq (6) can be represented as a linear mixed
model with both fixed and random effects.
~
Y J μ J P D     (7)
where μ is the mean vector of P and P is the zero-mean
random part of the variation sources. Hence, μ corresponds
to the fixed effects and P corresponds to the random effects.
For root cause diagnosis, one needs to detect abnormal
variations of the mean components 1[ ]μ=
T
p  and the
variance components 2 21[ ]θ=
T
p  . If Ym and
Y represents the mean and covariance matrix of Y, then
the model represented by Eq (7) can be
Ym J μ  (8)
 
2( ) ( )Y J θ IDvec vec    (9)
where (.) is a matrix transform defined on matrix
1[ ]Z z z zk n T   having zk as its kth row vector, k =
1,2….n.
1 1 1 1( ) ( * ) ( * ) ( * ) ( * )Z z z z z z z z zT n T n T n n T  
 
   (10)
and ‘*’ represents the Hadamard product of the two vectors.
In defining the diagnosability, sensitivity for detecting
changes in mean and variance components can be defined as
the ratio of the change in the mean or variance of Y over a
perturbation of the mean and variance of the input sources.
Hence, given measurements Y, the mean-detecting
sensitivity (Sm) and variation-detecting sensitivity (Sv) is
defined as:
( ) ( )min
( ) ( )
Y Y
μ 0
m m
μ μ
T
m TS

 
 
 (11)
    
min
( ) ( )
Y Y
θ 0 θ θ
T
v T
tr
S

 
 
 

 
(12)
where, Y is the covariance matrix obtained from the
process variation sources.
Since a linear relation exists in Eqs (8) and (9) and using the
eigen value property of symmetric matrix, the
abovementioned sensitivity indices can be expressed in
terms of J JT as:
min ( )J J
T
mS  and min ( ( ) ( ))J J
T
vS    (13)
Where, min (.) denotes the smallest eigenvalue of a matrix.
An inequality relationship between Sm and Sv is identified;
for same J, the lower bound for Sv is 2mS . That is
2
m vS S ,for same J (14)
From Eq (14), it can be inferred that maximization of Sm will
certainly increase the value of Sv. Hence, Sm can be
considered as a unified criterion for the problem of sensor
distribution in multi-station assembly processes.
Therefore, the design variables for sensor distribution
problem are the number of sensors and their location on
parts at different measurement stations represented by vector
ψ(s), where ‘s’ is the number of sensors. The number of
sensors ‘s’ is divided into ‘n’ measurement stations as s1,
s2…, sn; where, sk represents the number of sensors allocated
to kth measurement station. Hence,
1
n
k
k
s s

 (15)
Ψ (s) consists of the X, Y and Z coordinate of measurement
points on parts/subassemblies at measurement station. Now,
Ψ (s) is represented as:
1 1 1
1 1 1 1 1 1
1 1 1 1 1 1( ) : : n n n
n n n n n n
s s s s s ss X Y Z X Y Z X Y Z X Y Z   ψ    (16)
where, jiX ,
j
iY and
j
iZ is the coordinate of i
th sensor placed
on the jth station. The sensor distribution approach in this
paper is based on the sensitivity index Sm (Ψ (s)), which
characterizes the quality of sensor layout Ψ (s).
IV. GENETIC ALGORITHM (GA) BASED SENSOR
DISTRIBUTION FROM PREDETERMINED KCs
The predetermined KCs are used to obtain the sensor
layout with highest sensitivity index using GA. The steps
involved are detailed as follows:
A. Determination of measurement station
The first step in the proposed distributed sensor
distribution methodology is to classify each station of the
multi-station assembly system either as a measurement or a
non-measurement station. The variation transmission in
multi-station assembly process is studied and an index is
evaluated for identifying the measurement stations. The
determination of variation transmission index requires
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fixture layout geometry B(i) and the fixture layout changes
between stations, as modeled by ( , )Φ k i [3]. Assuming, pi
number of 3-2-1 fixtures on station ‘i’ and each of them
physically supports each rigid part. Therefore, the total
number of degrees of freedom to be restrained is
( ) dimension( ( ))ip DOF m i i   P (17)
where, m(i) is the number of independent variation sources
related to pi fixtures. The variation transmission ratio is
defined to quantify the variation transmission between
stations
( ( ( ,1) ( ))( / )
( )
k ii k
m i
 



Φ B (18)
where, ( / ) 1i k  represents the complete information
regarding fixture variation that is transmitted from station i
to k. The detailed analysis of ( / )i k is provided in Ding et
al. [3]. Specifically, if ( / ) 1i k  for all values of ‘i’ then
sensor placement on only the last station, i.e., Nth station is
required. Therefore, ith station is designated for taking
measurements, if ( / ) 1i k  , i.e. variance information lost
during transmission from station i to station N, is retrieved if
sufficient number of sensors are installed on ith station.
Consequently, a decision variable i is defined as
1 if ( / ) 1
0 if ( / ) 1i
i N
i N




 

(19)
The variable i is computed for all the stations of multi-
station assembly processes in order to identify the sensing
station.
B. Possible measurement points
The design information about the parts which are to be
assembled is considered in order to obtain the possible
measurement points. The design information of a part
includes the KCs which are defined at the design stage by
the designers as the critical points or features which are
necessary to be measured for dimensional quality inspection
of the products and processes. The measurement points for
sensor placement are selected only from the KCs. Thus, the
difficulties such as sensor calibration, feature-based
measurement errors and the tolerance allocation are
eliminated. Furthermore, a large number of available KCs
for the process and products make the search space of sensor
distribution problem computationally large.
C. Sensor placement on a measurement station
In this subsection, the measurement stations and
measurement points obtained from Sections IV.A and IV.B
are utilized to find the sensor layout with maximum
sensitivity index value. First, a station is classified into a
measurement or a non measurement station based on the
decision variable i . The possible measurement points,
based on the part information, are available from Section
IV.B. These measurement points occur in large numbers,
and their combination to construct sensor layout, based on
the given number of sensors, becomes the combinatorial
optimization problem. Hence, the GA is utilized for sensor
distribution problem as it comes under the category of
evolutionary algorithms which are identified as the efficient
techniques for dealing with complex optimization problems.
The GA is a commercially available technique in most of the
standard software’s optimization toolbox. The objective
function of the sensor distribution problem is the sensitivity
index (Sm) formulated in Section III (Eq. 13) and the search
space is the predetermined measurement points obtained
from subsection IV.B. The standard value of tuning
parameters in GA, i.e., crossover, mutation probability and
population size has been used for effective search of the
solution space. The GA is stopped when 100 successive
iterations no longer produce better sensitivity index. The
output of the application of GA on sensor distribution is the
sensor layout of a single station with maximum Sm value.
D. Sensor distribution in case of multi-station assembly
processes
In this subsection, the GA-based procedure has been
discussed for sensor distribution in multi-station assembly
system, which builds on Subsection IV.C. The available
number of sensors is divided among the sensing stations.
Furthermore, with the allocated number of sensors, sensor
placement is carried out on each sensing station as discussed
in subsection IV.C. The overall procedure for optimal sensor
distribution in multi-station assembly system is illustrated in
following steps.
Determination of measurement station and possible sensor
layout
Step 1: For station 1, 2,3...k N , decision variable k is
calculated for determining the sensing stations.
Thereafter, the number of sensing stations is
denoted as ‘n’ and the sensing station index is
stored in vectorω of 1 n dimension.
Step 2: The total number of sensors ‘s’, is divided randomly
among the ‘n’ sensing stations as 1 2 3, , ns s s s
such that all ks >=1. Where, ks denotes the number
of sensors available for placement on kth sensing
station.
Determination of the best sensor layout from the
predetermined KCs
Step 3: Apply GA to find optimal sensor layout ( ( )Ψl s )
having highest sensitivity value ( lmS ).
Step 4: If l Bestm mS S then
Best l
m mS S ,
( ) ( )Ψ ΨBest ls s . Here, ( )ΨBest s and BestmS are the
best sensor layout obtained and its sensitivity value.
Step 5: If maxl L then procedure is repeated from Step 2
and 1l l  . Where, Lmax is the maximum
iterations.
Else Stop.
The output from above procedure are ( )Best sΨ and BestmS .
The following section details the feature-based approach for
sensor distribution in multi-station assembly process.
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V. FEATURE-BASED APPROACH FOR SENSOR DISTRIBUTION
This section details the feature-based approach for sensor
distribution by involving state-of-the-art approaches such as
random search, exchange algorithms, and direct search with
the GA-based approach (see Section IV). The feature-based
approach will try to maximize the number of KCs in the
sensor layout with high sensitivity index. In feature-based
approach, initially only KCs are analyzed by using GA for
getting the sensor layouts with high sensitivity value. If the
sensitivity index of the solution obtained is lower than the
predefined threshold, then state-of-the-art approaches are
used to select the measurement points on the entire regions
on the parts.
As mentioned in the introduction, the sensor placement on
arbitrary points usually incurs different types of problems:
i. Ease of calibration: It means that the measurement
points selected should be in the regions which are easily
accessible to the measurement device. This is done to
avoid time consuming setups by the measuring device
during measurement, which increases the overall
inspection time of the assembly processes.
ii. Measurement error associated with the measurement
point on the part: The measurement devices have
inherent errors caused by the lack of feature traceability
for some of the points on the part. The lack of feature
traceability means that instead of measuring a given
point, the measurement device may actually measure the
area around the selected point. These errors are
associated to type of features, measurement directions
and feature variation patterns during assembly processes
[15].
iii. Tolerance values of the measurement points: Before
assembly operations are actually performed, design
engineers use the geometric dimensioning and
tolerancing guidelines for most of the design operations.
Based on these guidelines, the tolerance values are
assigned to the predetermined critical features/points
[16].
The GA-based approach is utilized for sensor distribution
initially, which is free from the abovementioned difficulties
as it takes into consideration previously determined KCs for
measurement points selection. The feature-based approach
for the decision making and their benefits are presented in
Fig. 3.
The first step of the proposed methodology includes the
arrangement of the CAD data, and design information about
the KCs. The CAD data provides the geometric and
dimensional information (GD&T) of the parts,
subassemblies and the final product including all KCs: KPCs
& KCCs and their tolerances. The design information
provides the details about the different KCs, in the form of
features and points on the parts, which are easy to calibrate,
free from feature based measurement errors and have
defined tolerances at the design stage. The GA-based
procedure has the advantage in terms of selecting the
measurement points from available KCs, therefore, it is first
employed for solving sensor distribution problem after
getting the design information and CAD data.
The GA-based approach finds optimal sensor layout with all
measurement points as KCs and having highest sensitivity
value (see Section IV). Intuitively, it may be noted that the
sensor layouts obtained from the GA-based approach may
not be as sensitive as the layouts from state-of-the-art
approaches. This is due to the fact that all the state-of-the-art
approaches consider entire regions on the part for
measurement point selection. Therefore, the decision
regarding accepting the sensor layout from GA-based
approach as the final solution has to be made based on
threshold value (T) of the sensitivity index. Hence, a
threshold value (T) is defined to be  % of potential
sensitivity value (Sp), which is attained if the restriction for
measurement point selection from KCs is removed. The
sensor layout from GA-based approach is acceptable if its
sensitivity index (Sm) is greater than T, otherwise, the state-
of-the-art approaches such as exchange algorithms, random
search, and direct evaluation techniques are used to identify
the sensor layouts having arbitrary measurement points.
Figure 3: Systematic procedure for implementation of sensor layouts in
multi-station assembly processes; ζ is the % of KCs in sensor layout as 
measurement points
In case of lower Sm value than T for the sensor layout
obtained from GA-based approach, the approach in state-of-
the-art approaches resulting in highest Sm is selected for
further comparison with the T value. If the Sm value from the
best performing state-of-the art approach is also lower than
T then the sensor layout having best Sm value is considered
as the final solution. However, in case of Sm ≥ T for the
sensor layout from one of the best performing state-of-the-
art approach, the number of KCs as measurement points in
the sensor layout has to be maximized at the cost of the
additional sensitivity value.
Figure 4 illustrates the situation when sensor layout from
GA has Sm < T and the sensor layout from the best state-of-
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the-art approach is greater than T. The sensor layout
obtained after applying GA has all the measurement points
as KCs, i.e., percentage of KCs in layout (ζ) are 100%. In
case of state-of-the-art approach, ζ < 100 as sensor layout
obtained from the state-of-the-art approaches has the
measurement points which may be arbitrary points or KCs of
the parts. Hence, the sensor layout from state-of-the-art
approaches has the advantage of having greater Sm values
than GA-based approach and T. But, they are inferior to GA-
based approach when the ζ is considered. 
The proposed feature-based approach defines the case
when Sm from GA-based approach is less than T and Sm > T
for state-of-the-art approach as a new problem. The
objective of the problem is to maximize the ζ such that the 
Sm ≥ T. This problem is conceptually illustrated in Fig. 4.
Therefore, the problem can be formulated as:
.Max  (20)
subject to: mS T (21)
Figu
re 4: The case when Sm from GA-based approach is less than T and Sm>T
for state-of-the-art approach
The methodology described for solving the
abovementioned problem is based on the knowledge
developed by applying the GA-based approach and the state-
of-the-art approaches developed in this paper. The
knowledge is in the form of the sensor layouts obtained from
applying GA-based approach and the state-of-the-art
approaches. As shown in Fig. 4, the main aim of the
methodology will be to increase the number of KCs in the
layout obtained by state-of-the art approaches at the cost of
additional sensitivity value. The methodology steps for this
problem are as follows:
Step 1 Obtain the sensor layout (SLGA) by GA-based
approach (see Section IV) having all measurement
points as KCs (ζ is 100%).
Step 2 Obtain the sensor layout (SLSOA) by state-of-the-art
approach having arbitrary measurement points (ζ 
<100%).
Step 3 Set K=1
Step 4 If mS T , then Goto 5 else Exit.
Step 5 Select ‘K’ KC point(s) from SLGA and use them to
replace measurement point(s) in SLSOA and evaluate
Sm value.
Step 6 Goto 5 until all KC points in SLGA is used for
replacing.
Step 7 Replace the KC point(s) resulting in smallest
decrease in Sm value (Eq. 13).
Step 8 K = K +1, and Goto 4.
Step 9 Best sensor layout which maximizes the number of
KCs in sensor layout is SLSOA
The proper mathematical formulation of the KC
maximization problem and related constraints such as: (i)
ease of calibration; (ii) measurement errors; and (iii)
tolerance allocation is not detailed in this paper. Instead,
conceptual guidelines have been discussed above so that
future researches in this area may focus on it.
VI. CASE STUDY
The feature-based approach is illustrated by implementing
it on a case study involving five-station cab assembly. The
process tree of the product to be assembled on five stations
is provided in Fig. 5. The current case study involves
assembly of 3-D parts on five stations, hence, a newly
formulated 3-D SOVA model has been employed to model
the variation propagation in multi-station assembly process
[18].
Therefore, in the case of 3-D part assembly process, the
deviations arising on kth station (X(k)) are due to three
translational and three rotational DOF. The state equations
of the five station assembly of parts are
X(k) = B(k)×P(k) + E(k), k = 1 (22)
X(k) = A(k-1)×X(k-1) + B(k)×P(k) + E(k), k = 2,3…5(23)
On the basis of the derivation and analysis carried out in
[18], 3-D SOVA matrices (A, B) for the five station
assembly process are constructed.
As discussed in Section V, the CAD data and design
information about cab assembly parts are used for applying
the proposed feature-based approach for sensor distribution.
At first, only predetermined KCs were selected for selecting
the measurement points by GA-based procedure as discussed
in Section IV. The GA-based approach finds an optimal
sensor layout for the given number of sensors (which is 25 in
this case). The values of other parameters are Lmax=20; α1=0,
α2=1, α3=0, α4=1, α5=1; and n =3. The results of GA-based
approaches on a cab assembly have been reported in Table 3.
GA-based approaches are computationally efficient than the
state-of-the-art approaches, which is evident from Table 3.
The state-of-the-art approaches such as Simulated Annealing
(SA), exchange algorithm and direct evaluation strategy
performs badly in terms of computational time taken.
However, the solution found by the state-of-the-art
approaches is more sensitive than GA-based approach.
The decision regarding the suitability of the sensor layout
from the GA-based approach has to be made by comparing
the sensitivity value (Sm) with the threshold value (T). The
threshold sensitivity value is obtained based on the potential
sensitivity (Sp) value, which is taken to be 40.00. Therefore,
the value of ‘T’ becomes 36.00 (taking  = 90), which is
greater than the Sm obtained from GA-based approach and
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lower than the sensitivity value obtained by the state-of-the-
art approach (see Table 3). This scenario resembles the case
discussed in Section V (see Fig. 4). Therefore, the number of
KCs has to be maximized in the sensor layout obtained by
the state-of-the-art approaches. Hence, the methodology
described in Section V (Steps 1 to 9) is applied to obtain the
best sensor layout which has mS T and maximum number
of measurement points as KCs. During this procedure, five
measurement points in the sensor layout obtained from the
state-of-the-art approach has been replaced by the KC points
of the sensor layout obtained from GA-based approach.
In this case study, the option of using sensor layout from
state-of-the-art approaches directly has not been employed
due to the potential cost that would be incurred if calibration,
tolerance allocation and measurement error analysis are done
for the sensor layout having arbitrary measurement points.
Figure 5: The process tree of the cab assembly process with 5 stations
TABLE 3: COMPARISON AMONG VARIOUS APPROACHES AGAINST THE
PROPOSED KC-BASED APPROACHES WHEN S = 25
Method of optimization Average Sensitivity value(Sm)
GA-based search 33.4382
Simulated Algorithm (SA) 38.0302
Exchange Algorithm 38.6145
Direct Evaluation 38.8786
VII. SUMMARY AND CONCLUSIONS
This paper presents a feature-based approach for
determining the optimal sensor distribution in the case of
multi-station assembly processes. The main objective of the
proposed method is to maximize the number of KCs that can
be used as a measurement point in a sensor layout. A
sensitivity index value has been used for characterizing the
sensor layout, which is defined as the capability of
measurement systems to detect the underlying root causes of
variation. The application of feature-based sensor
distribution methodology is illustrated on the 3-D
automotive part. Where, GA-based approach (taking in
consideration only predetermined KCs for measurement
point selection) is integrated with state-of-the-art approaches
with a view to increase the number of predetermined points
in the sensor layout based on the threshold sensitivity value.
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Abstract — The capability to automatically control 
manufacturing-related errors during the assembly of complex 
products (automobile body, aircraft wings, appliances, etc) has 
the potential to quickly improve dimensional quality. This can 
be achieved through the control or corrections of specific 
part’s/subassembly’s deviations (part-by-part basis control). 
The implementation of a part-by-part control in assembly lines 
requires: (i) in-process distributed sensors to determine part’s 
errors or deviations, (ii) process models to obtain the adequate 
control actions given the observed deviations, and (ii) actuators 
to execute the control actions. These three necessary elements 
have to be previously validated in an industrial environment 
before the control can be implemented. This paper presents a 
feasibility study for the implementation of part-by-part control 
based on experiments in an industrial setting. 
I. INTRODUCTION 
It is widely accepted that the ability to rapidly reach the 
market (quick product introduction), as well as the rapid and 
effective response to quality related problems in the 
product’s assembly are competitive advantages among 
manufacturers.  
Dimensional quality control in the assembly of complex 
products, such as automobile’s body, aircraft wings/fuselage 
and appliances, is very important, as dimensional variation 
affects product performance and functionality. As an 
example, dimensional related problems in the assembly of an 
automobile body can lead to multiple problems such as  
squeaks and rattle, wind noise, water leaks and aesthetics 
problems to name a few.  
One of the main challenges for dimensional variation 
assurance is the increasing complexity of both products and 
processes. This has resulted in a rising difficulty to isolate 
and correct dimensional-related errors in current 
manufacturing. As an example in a Multi-station Assembly 
Process (MAP), used to assemble automobile bodies, 150 to 
200 parts/subassemblies are put together in 50 to 70 stations 
using 1700 to 2100 locating elements [1]. In such complex 
process, there are numerous variation sources affecting the 
final product dimensional quality; hence, the difficulty to 
identify and control them.  
One important characteristic of MAPs is that the 
dimensional quality in one station may not only depend on 
the variation in that particular station, but also from variation 
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in previous stations. During assembly, the Key Product 
Characteristics (KPC) of a subassembly will deviate from 
nominal position due to part as well as process variations, 
such as fixture error and joining tools error. Such variations 
can propagate to the downstream stations and accumulate in 
the final product due to the variation propagation effect [2]. 
If the final accumulation is large enough, then the product 
will have quality problems. Therefore, it will be ideal to 
control deviations as they happened in the process in a part-
by-part basis. 
Traditionally, Statistical Process Control (SPC) tools have 
been used to identify process change and to diagnose some 
predefined root caused using multiple samples from the 
process [3]. Due to the need of multiple samples to identify 
the failing product/process, SPC tools cannot be used for 
part-by-part control. Part-by–part control requires (1) 
measuring each individual part/subassembly to estimate its 
particular deviation, then (2) determining the appropriate 
control action, and finally (3), implementing it.  
The three aforementioned steps for control pose 
technological challenges as: (i) multiple sensors are required 
in the assembly stations to reliably and quickly measure in-
situ part’s deviations; hence, the need for sensor that must be 
able to endure the harsh conditions of many processes, e.g., 
welding flash and vibration resistant; (ii) accurate assembly 
process models are needed to account for the variation 
propagation effect of MAPs when determining the adequate 
control action; and finally, (iii) actuators are required to 
automatically execute the control actions. Solving these 
challenges will, in principle, enable variation reduction by 
using part-by-part adjustments to counteract the measured 
deviations. 
Advances in the sensing technology (Optical Coordinate 
Measurement Machines OCMM [4]) have opened the 
possibility to quickly and reliably measure part deviation in 
the assembly stations. Progresses in actuator technology, 
driven by production flexibility, resulted in the development 
of computer controlled reconfigurable fixtures or 
Programmable Tools (PT) for assembly applications. PTs 
can be precisely adjusted to produce different products on 
the same equipment. This has the beneficial side effect that it 
also provides the capability of making adjustments in real-
time. 
Developments in modeling assembly processes have 
opened the opportunity to predict the effects that variation 
on each station have on final product’s quality [5-9]. These 
models can now be used to determine appropriate control 
actions in assembly by predicting the effects that variation 
and control actions have on the final product. When 
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determining the control action at a given station, the target 
should be to improve the quality of the product at the end of 
the line, rather than at the current station.  Minimizing the 
variation of subassembly at the current station alone may not 
lead to the best final product quality.  
Part-by-part control in multi-station processes has being 
proposed in the literature for assembly, machining and 
semiconductor manufacturing [10-13]. Promising results 
have been reported based on simulation; however, no work 
has been reported on the use of part-by-part control in a real 
multi-station process. Additionally, theoretical studies of 
variation propagation models, also known as Stream of 
Variation (SoV) models, in assembly have been thoroughly 
investigated [7]; nevertheless, validation of the model has 
been only carried out through comparisons with commercial 
software [6]. To our knowledge, no accounts of 
experimental validation in a real multi-station production 
environment have appeared in the literature. Prior to 
implementing part-by-part control in any process, it is 
necessary to validate the three aforementioned components 
of the control system: sensors, models and actuators.  
In this paper, we describe the validation of the main 
components needed for automatic dimensional control in 
assembly. The paper is organized as follows.  Section 2 
introduces in detail part-by-part control and its main 
components; Section 3 describes the experimental validation 
of the elements needed for part-by-part control (sensors, 
actuators and models). Finally, conclusions are provided in 
Section 4.  
II. PART-BY-PART DIMENSIONAL CONTROL 
This section presents the part-by-part control concept in a 
MAP and its main components. As aforementioned, part-by-
part control uses information about the deviation of the parts 
to determine and execute the appropriate control actions 
before the parts/subassemblies are joined.  Figure 1 presents 
the main steps of the process [13], where after the 
parts/subassemblies are located on the fixtures, the sensors 
measure parts/subassemblies’ positions; the measurements 
are then used to estimate the deviations, and then feed into 
the controller.  The controller combines the estimated 
deviations with the SoV model to determine the control 
action or adjustment, which should reduce product 
deviations on the final product. Next, the PTs execute the 
control action adjusting parts/subassemblies’ positions; and 
finally, the parts/subassemblies are joined. Since the 
measurements information is used to determine control 
actions in current and maybe downstream stations, part-by-
part control has also been called feed-forward control [13].   
Next are described in detail the main components of part-
by-part control and their validation: SoV model, sensors and 
PTs. 
A. Stream-of-Variation Assembly Model 
SoV models have been proposed to describe the 
propagation of variation in MAP, through exploring the 
relationship of variation sources and geometric information 
of each operating station based on design information, 
specifically based on product and process geometry [5-8].    
 
 
Figure 1:  Part-by-part errors control procedure (adapted from [12]) 
 
Figure 2 illustrates the SoV in a multi-station process. 
Parts enter the production line from station 1 with initial 
fabrication errors, x0.  In station 1, the part control action u1 
is first applied through PTs, while other un-modeled process 
errors, w1, will be added to the variation of the parts.  The 
designed operation at station 1 then takes place and the state 
of the subassembly changes to x1.  The subassembly is then 
transferred to the next station, and the variations propagate 
and accumulate similarly as more parts/subassemblies are 
joined together, until the finished assembly exits the 
production line at the final station N.  The KPC will be 
measured at the final Station N as well as some intermediate 
stations such as station k.  The measurement yk is obtained 
with sensor errors vk. 
uN wNwkukuk-1 wk-1u1
vNvk
xNxN-1xkxk-1xk-2x1x0 Station 1 Station k Station N
yk yN
Station k-1
w1  
Figure 2: Flow diagram of multi-step function process adjustment 
methodology 
 
This process can be built to mathematically represent the 
variation propagation in MAP [5], 
 1 1k k k k k k− −= ⋅ + ⋅ +x A x B u w   (1) 
 k k k k= ⋅ +y C x v    (2) 
where Eq. (1) is a state equation, with nk ∈ℜx  representing 
the state of the system (part deviations from the nominal) in 
station k.  Variables p
k ∈ℜu  and nk ∈ℜw  represent the 
fixture adjustments and the disturbances respectively. To 
facilitate the application in real life, the dimension of system 
matrices are kept unchanged throughout the process, and 
thus the partition of state and control vectors that 
corresponding to parts that not yet emerged at station k are 
set to 0.  Matrix n n
k
×∈ℜΑ  stands for the reorientation 
matrix, which relates the error transferred between two 
adjacent stages (k-1 and k).  The effects of fixture 
adjustments on the state of the system are determined by 
matrix n p
k
×∈ℜΒ .  Equation (2), the observation equation, is 
used to determine the deviations of the measurement points 
m
k ∈ℜy , which usually correspond to the KPC's of the 
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product.  They are obtained from the state through the 
observation matrix m n
k
×∈ℜC  adding measurement noise 
m
k ∈ℜv .  
By defining the state transition matrix Φk,i to describe the 
deviation transmission between stations i and k [6], where 
, 1 2 1k i k k i i− − +≡Φ A A A AL , k>i; (I is an identity matrix), the 
observation equation  at the end of the assembly process yN 
can be written as, 
0 0
1 1
N N
N k k k k N
k k= =
= + + +∑ ∑y Γ x Γ u Ψ w v  , (3) 
where 
,k k N k k=Γ C Φ B , 0 ,0N N=Γ C Φ  and ,k k N k=Ψ C Φ . 
B. In-line Measurement Sensors and Programmable 
Tooling used in assembly 
In modern automotive assembly lines, usually OCMM 
sensors are used for in-line inspection in body assembly. 
This type of sensor utilizes the triangulation principle to 
determine the location of the measurement point using a 
laser plane and a CCD camera. For inspection purposes, 
multiple sensors are installed along the process, which can 
now be used for control. 
The PTs used in reconfigurable automotive assembly lines 
are electromechanical devices. These were designed to hold 
and constraint parts during assembly by carry fixtures and 
clamps. The PTs are programmed to change their position 
according to the product type requirements. In the same way, 
they can be programmed to compensate deviations. 
Examples of PTs are Fanuc’s industrial robots F100-iA and 
F200-iB [14]. 
III. EXPERIMENTAL VALIDATION  
This section presents the validation of the measurement 
system used to determine part’s deviations, the SOV model 
and the PTs in an assembly environment. Validation of 
OCMM sensors is made based on sensor’s capability 
analysis and correlation with CMM measurements, which is 
considered the standard in the automotive industry. As 
presented in Fig. 4, the validation of the model and the PTs 
will be done simultaneously by introducing predefined 
deviations or shims on the PTs and using the SoV model to 
predict the effect that the shims have on the final product. If 
there is a good concordance between the observed and 
predicted deviations at the end of the process, then both the 
PTs and the SoV are validated. The shims used for the 
validation were selected based on Design of Experiments 
(DOE) (details are presented later), and then input to both 
the real process and the SoV model to predict the end of the 
process deviations. 
Next are described the details of the selected industrial 
process and the details of the validation. 
A. Selected Process Description 
In this study, an assembly station, named station 1, was 
selected at an automotive assembly line. At station 1 the 
instrument panel bracket (from now on called the bracket) is  
 
Figure 4: Flow chart of designed validation experiment 
 
joined to the pillar inner panel (from now on called the 
panel) as presented in Figs. 5 (a) and (b).  Figure 5 (c) shows 
the bracket once joined to the panel. Figure 6 presents the 
top view of station 1 showing the parts, PTs, sensors and the 
welding robot. In this station both, the bracket and the pillar 
are positioned by PTs.  The type of joint between the parts 
permits relative motion of the bracket with respect to the 
panel in the X-Z plane (slip joint type).  
 
            (a) Pillar inner panel                       (b) Bracket 
 
 
(c) Subassembly panel-bracket 
Figure 5: View of the selected parts and the subassembly 
 
 
Figure 6: Upper view of station 1 (the bracket is not visible in this view as it 
is under the pillar panel) 
 
After joined in station 1, the panel-bracket subassembly is 
transferred to station 2 where it is assembled to the 
underbody as shown in Fig. 7. Other parts and subassemblies 
are added in later stations to the underbody; however, we do 
not considered them as they affect neither the bracket nor the 
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pillar in the X or Z directions. Finally, several KPCs are 
measured using OCMM sensors at the end of the underbody 
assembly line (named EOL station). Additionally, some 
underbodies will be measured off-line in the CMM room of 
the plant. 
       
Figure 7: Location of the subassembly in the underbody 
 
The focus of the feasibility study will be in controlling the 
position of the dimensional position of bracket in the X-Z 
directions at EOL.  
Two OCMM sensors were installed in station 1 for the 
experimental validation to measure the position of the upper 
and lower corners of the bracket in the X and Z directions. 
Figure 8 (a) shows a view of the measured point at station 1. 
No measurements are taken in station 2 due to space and 
resources constraints. 
At EOL, 3 different points are measured on the bracket 
using 3 OCMM sensors as presented in Fig 8 (b). The same 
3 points are also measured off-line using a CMM. The panel 
is also measured at EOL and off-line, on its principal 
locating points (hole and slot). 
 
(a) Station 1   (b) EOL and CMM 
Figure 8: Location of the measurements points on the bracket 
 
B. SOV Model of the Selected Process 
The assembly model was developed for the selected 
assembly process following the procedure presented in [6] to 
model the variation in the XZ plane, assuming that (i) the 
parts are rigid, and (ii) the errors are small compared to the 
part dimensions. At station 1 the model considers 2 steps 
named before and after welding. The before welding step 
captures the variation and measurements before the parts are 
joined; and the after welding step provides information when 
the subassembly is ready to move to the next station. This 
separation in 2 steps is needed to verify the effect that the 
joining (resistant spot welding process) has on the variation 
of the bracket (details of the verification of the welding 
effect are presented later).  
No external variation inputs were considered in station 2. 
Therefore, their effects on the final deviation of the bracket 
at EOL were removed by virtually fixing the subassembly 
panel/bracket at EOL using the panel locators (measured at 
EOL) as reference points. 
C. In-line Sensing System Validation 
As the prerequisite of the experiments, the sensing 
systems used in the line have to be validated to ensure its 
capability to provide reliable and sufficient data for 
statistical and automatic process control.  The validation of 
the measurement system considered (i) sensor Repeatability 
and Reproducibility test (R&R); (ii) correlation study 
between EOL measurements and off-line CMM ones; and 
finally (iii) a correlation study between the EOL 
measurements and station 1. 
1) Gage R&R Test 
The R&R test provides information about the capability of 
sensors for a given process [3].  R&R is a measure of the 
capability of sensors to obtain the same measurement 
reading every time when measuring the same characteristic, 
which indicates the consistency and stability of the 
measurement system. In particular, the repeatability refers to 
the inherent variation of the gage, and the reproducibility to 
the variability of the operator [3]. Since in this application, 
measurements were performed by automatic systems, only 
the repeatability is of interest.   In this test, we compared the 
variation of sensors taking repeated measurements, with the 
tolerance of the process (Precision to Tolerance or P/T 
ratio). The measurement variation is calculated as six times 
the standard deviation of the gage and the tolerance as the 
upper specification limit minus the lower specification limit 
(2 mm).  If the ratio of the measurement variation and the 
process tolerance is small, then the sensors and the 
measurement procedure are considered to be capable for the 
process. Table 1 presents the precision to tolerance ratios of 
the four measurements, which are all less than or equal to 
0.15; thus, the measurement system is capable of the 
process.  
TABLE 1: PRECISION TO TOLERANCE RATIO AT STATION 1 
 XTop ZTop XLow ZLow 
Ratio 0.05 0.04 0.011 0.15 
 
2) Correlation between EOL and CMM Measurements 
The correlation analysis between EOL and CMM 
measurements was performed comparing the deviations of 
the parts obtained from the measurements in both stations. 
The OCMM sensors at EOL inspect 100% of the assemblies, 
while in the CMM room only a few samples are inspected.  
Since the CMM measurement is an industrially-accepted 
measurement standard, the objective of this test is to verify 
the agreement between OCMM and CMM.  If the 
correlation is high, the OCMM measurements at EOL can be 
considered accurate in subsequent analyses. 
Table 2 presents the results of the study, where the 
notation in second column, Error, is defined as the difference 
between CMM and OCMM measurement at EOL.  The 
linear correlation coefficient of the two measurement 
systems reveals whether the OCMM measurements follow 
the same trend as CMM measurements.  The error’s mean in 
357
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
column 2 reflect the offset of the OCMM measurements 
with respect to CMM, which can be corrected based on the 
calculated value. 
TABLE 2: COMPARISON BETWEEN EOL AND CMM MEASUREMENTS 
Measurement point Error (mm) 
Mean     Stdev 
 Correlation 
Bracket Upper surface (Z) 1.57      0.09 0.97 
Bracket Upper pin (X) 0.66      0.26 0.82 
Bracket Lower pin (Z) -0.58     0.23 0.78 
Panel 2-way slot (Z) 0.3       0.06 0.95 
Panel 4-wat hole (X) -0.1      0.26 0.72 
Panel 4-wat hole (Z) 0.5      0.07 0.91 
 
Since the correlations are high for each measurement 
point and the standard deviations are equivalent (not 
reported); thus, it is reasonable to consider the EOL 
measurement system as a reliable one.  
3) Correlation between Station 1 and EOL 
Due to the difference of the measurement point locations 
between station 1 and EOL, the correlation in this case is 
performed by comparing the deviations of the 3 bracket’s 
degrees of freedom (dof) in the X-Z plane (X, Z and θ). The 
error between station 1 and EOL are small, and both 
measurements are highly correlated as presented in Table 3, 
meaning that the measurements in the selected station are 
similar to observations at EOL.  
TABLE 3: CORRELATION BETWEEN MEASURMENTS IN STATION 1 AND EOL 
 X  Z θ 
Correlation 0.99 0.99 0.99 
D. Validation of the SoV Model and Actuators  
This validation is carried out using a shim test, in which 
the PTs holding the locators were purposely adjusted the in 
station 1. For each shim, measurements were performed at  
station 1 and EOL.  The validity of the SoV model is tested 
by comparing its predictions to the shim inputs to the true 
deviations of the bracket observed at EOL.  
The number of runs of the shim test was limited by the 
length of a work shift and by the available manpower. Due 
to this, and the presence of unknown and uncontrollable 
production factors, a Design of Experiments (DOE) method 
was utilized to decide the combination of shim commands 
that would maximize the amount of information obtained 
[15].  
The shims will be applied in the 3 dofs of the part in the 
X-Z plane: two translations (ΔX, ΔZ) and one rotation (Δθ).  
For each of these experimental variables, the range was 
decided as the maximum displacement of the measurement 
points to be within 2 mm.  Accordingly, the maximum 
displacements of the locators of the bracket in X and Z 
directions were equal to +-1 mm, and the rotation (θ) was 
limited to be within +- 0.25 degrees.  Thus 3 different levels 
for each variable were defined, which are (-1, 0, 1 mm) for 
translations, and (-0.25, 0, +0.25 degrees) for rotation.  
Three levels were selected to verify the linearity of the 
solution. Consequently, a 33III full factorial design will have 
27 different runs, but due to time constraints on the 
realization of the experiment in the plant, a fractional 
factorial design which consists of 9 tests was selected 
instead. This fractional design used confounding of C=AB 
[15], where A corresponds to ΔX, B corresponds to ΔZ, and 
C corresponds to Δθ in the experiment respectively..  The 
sequence of tests was randomized to diminish the effect that 
sequencing could have in the results.  In addition to the 9 
original tests, 2 extra tests were performed (runs 5 and 7) 
due to extra time available. Finally, the PT was shimmed 
back to the original position and that was recorded as test 12 
as shown in Table 4. Successive replicates were also used 
for each run level, as shown in the table. The extra 2 tests 
were performed in the X direction at +2 and -2 mm to 
simulate even larger errors.     
The reason for using large shims in the testing is that, in 
this particular experiment, there are a large number of 
successive stations between station 1 and EOL, which may 
introduce extra noise to that of the bracket placement and 
will overwhelm the correlation during normal production.  
For large shims, these noises are still ignorable compared to 
shim amount, thus the high correlation presented in the shim 
test result.   
TABLE 4: RANDOMIZED FRACTIONAL FACTORIAL EXPERIMENTAL DESIGN 
Run ΔX  ΔZ Δθ Replications 
1 0 0 0 5 
2 0 -1 0.25 3 
3 0 1 0 3 
4 -1 1 -0.25 3 
5 0 0 -0.25 3 
6 -2 -1 -0.25 3 
7 -1 0 0.25 3 
8 2 -1 0 3 
9 1 1 0.25 3 
10 0 1 0.25 3 
11 -1 0 -0.25 3 
12 0 0 0 5 
E. SoV Model and PT Validation 
The experimental data is analyzed in two steps.  The 
correlation analysis first compares measurements taken 
before and after welding in the selected station, which 
analyses the impact of the welding process.  The analysis 
then focuses on correlation between the measurements in 
EOL and the predicted deviation using the commanded 
shims as input to the model, which tests the SoV model’s 
correctness under large deviation, as well as the 
controllability in selected station.  
1) Correlation between before and after welding 
The purpose of this experiment is to test if the welding 
process introduces variation into the assembly.  If this 
variation is significant, then the measurements taken before 
welding process will not be able to be used directly to 
determine the control action, because the position after 
welding cannot be predicted precisely.  On the other hand, if 
the measurements before and after welding have high 
correlation, a part-by-part control strategy can be developed. 
To check this correlation, the measurements taken before 
welding are compared with those taken just after the bracket 
is welded to the panel.  Table 5 present the correlation 
coefficients before and after welding for the 40 samples of 
the DOE for the 3 dofs of the bracket in the X-Z plane. The 
high correlation indicates that welding process does not 
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introduce significant variation into assembly in selected 
station, and using measurement before welding for part-by-
part correction is effective. A t-test on the this data was 
carried out, which shows that the difference between before 
and after welding is not statistically different from zero, 
which supports the conclusion of welding process does not 
introduce extra errors in to the assembly. As a consequence, 
the welding effect does not need to be modelled, and using 
the measurements before welding as the basis of part-by-part 
control is valid.   
TABLE 5: CORRELATION BEFORE AND AFTER WELDING 
 X Z θ 
Correlation 0.99 0.99 0.98 
 
2) Correlation between Predicted and Measured Deviation 
of the Bracket at EOL 
Figure 9 shows the comparison among shim commands, 
model prediction and the true part deviation and rotation at 
EOL. Table 6 presents the correlations between the 
measurements at EOL and the SoV predictions, which are all 
close to one.  
 
Figure 9 Comparison between measurements at EOL and model prediction 
(Units: mm for deviations and degrees for rotation) 
TABLE 6: CORRELATION BETWEEN EOL AND SOV PREDICTIONS 
 ΔX  ΔZ Δθ 
Correlation 0.97 0.99 0.99 
 
The above results show that given the shim command in the 
selected station, the SOV model closely predicts the final 
deviation of the bracket at the EOL.  The experiments also 
shows the shims applied through the PTs in station 1 have 
the expected impact on the final assembly. This confirms 
that the PTs are capable of performing control actions.   
IV. CONCLUSIONS 
This paper presents a feasibility study to control 
dimensional variation in assembly by correcting errors in a 
part-by-part basis. It describes the procedure used to 
validate, in an industrial setting, the main 3 components of 
the part-by-part control: in-line sensing system to measure 
incoming parts variation (before joining), variation 
propagation model, and the actuators used to perform the 
adjustments in the process. The validation of sensors 
included the Gage R&R test and correlation between in-line 
OCMM (Optical CMM) sensors and CMM measurements 
(industrial standard). These tests indicate that OCMM 
sensors are capable of the process and can be used as input 
to determine the control actions or adjustments. The 
validation of the model and actuators was performed using a 
DOE test, where different levels of part deviations were 
input through the Programmable Tooling (PT) shims. 
Simultaneously, a multi-station assembly process model was 
used to predict the deviations of the parts for the given shims 
at the end of the process (multi-station setting). The high 
correlation between the predicted and the observed 
deviations proves that the PTs are capable of accurately 
shimming the parts, and the model can accurately predict 
variation in later stations. It was also identified, for the case 
study analyzed, that the welding of the parts does not add 
significant variation into the process; hence, pre-assembly 
measurements are sufficient to accurately determine the 
control actions.  
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
Abstract— Springback occurs as the result of elastic energy
stored in a sheet metal component when it is pressed. Higher
strength materials which are being increasingly used in the
automotive industry are more susceptible to this phenomenon.
To produce components of the correct final geometry it is
necessary to adjust the shape of the press tool. Simulation tools
provide an opportunity to do this in the virtual environment
reducing the cost of tool development and prove out. This
paper serves as an introduction to some of the important
factors which must be considered when modelling springback.
I. INTRODUCTION
utomotive body structures are typically composed of
sheet metal parts produced from similar materials, but
as manufacturers seek to improve vehicle performance by
reducing weight the proportions of HSS and aluminium
alloys used, are increasing[1]. Due to their increased
mechanical strength such new materials create challenges to
produce dimensionally accurate pressed sheet metal
components due to the phenomena of springback. Sprinback
is usually overcome by “compensating“ the press tools
which relies on the experience of engineers to adjust the
shape of the tools to produce panels of the required
geometry, a laborious and costly process.
The development of simulation tools based on the Finite
Element Method (FEM) has greatly assisted the design of
both components and press tools in recent years but adequate
representation of springback still presents a problem. This is
important as the prove out period for a new tool can be
lengthy and costly. Oliveira [2] provides an extensive review
of spring back simulation over the last 40 years. Springback
prediction is complicated as the amount of stored energy is a
function of many parameters e.g. material thickness,
mechanical properties, friction etc. and is particularly
sensitive to numerical parameters of the finite element
simulation e.g. type, order and integration scheme of finite
elements as well shape and size of the finite element mesh,
the time integration formulae and the unloading strategy.
Springback prediction is also dependent on the accurate
simulation and realistic modelling of the forming operation.
In practice the amount of springback which occurs is also
influenced by tool design and lubrication.
1
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II. SPRINGBACK
Springback can be explained by considering simple
bending (Figure.1). The radius of curvature Ro before release
of the load is smaller than radius Rf after release of the load.
Springback is often described by the springback ratio K
where
K = θf/θo = (Ro + h/2)/(Rf + h/2) (1)
θ = angular displacement
h = sheet thickness
Fig. 1. Springback in simple bending [3]
Iriondo et al [4] identified six categories of springback
(Fig.2) which are governed by the shape of the component
being produced. In the automotive industry angular change,
sidewall curl and twist are commonly observed with long
“U” section channels like side rails. (N.B. Tool
compensation is not normally applied to remove twist as
such channels are normally quite flexible and the twist can
be removed by suitable fixturing during assembly.
In pressing operations springback is influenced by many
factors including :-
1. Material properties
2. Friction / Lubrication
3. Processing parameters
a. Tool design
i. Radii
ii. Punch clearances
b. Punch velocity
c. Blank holder pressure
Modelling springback – a review
I.G. Masters, D. Williams and R. Roy
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Fig. 2. The six different types of springback [4]
III. MATERIAL PROPERTIES
Metal forming generally requires the material to yield and
deform plastically but without reaching sufficient levels of
stress to cause fracture. Springback is the result of releasing
elastic energy stored in the material during forming. The
amount of elastic energy stored is determined by the
mechanical properties of the material and is equivalent to the
area under the stress strain curve up to the elastic yield point
(Fig.3). Thus increasing the yield stress of the material will
increase the amount of springback whereas increasing the
Young’s modulus will decrease the amount of springback.
This was demonstrated by the work of Santos et al [5] and
Arwidson [6] in comparing the forming of high strength
steel alloys and aluminiums. Materials with a high degree of
resilience i.e. high yield stress and low modulus will show
the most spring back.
Sheet material for stamping is usually cold rolled which
produces elongation of the microstructural grains and re-
orientation of certain crystallographic planes with respect to
the direction of maximum strain (the rolling direction). The
tensile strength in the direction of grain orientation
increases, a phenomena known as strain hardening which is
a function of the degree of cold working.
As a result the material becomes anisotropic with different
mechanical properties in the longitudinal (rolling) and
transverse directions. The degree of anisotropy is defined by
the Anisotropy or Lankford ratio (r) which compares the
strains in the width and thickness of a specimen under
tension.
If r>1 the deformation resistance is greater in the
specimen thickness than in the specimen width. These are
favourable conditions for deep drawing and stretch
drawability of the sheet.
The r value is dependent on the orientation of the
specimen relative to the rolling direction. It is therefore
usual to determine r in the directions 0º, 45º and 90º and to
calculate the mean perpendicular anisotropy as follows:-
rm = ¼(r0 + 2r45 + r90) (2)
Fig. 3. Effect of Yield strength and modulus on stored elastic energy
The amount of springback in simple bending can therefore
be related to the material properties [7] by the expression
1/Ro - 1/Rf = 3σy(r + 1) / hE(2r + 1)1/2 (3)
where E = Young’s modulus
σy = Yield stress
r = Anisotropy ratio
Small variations in material properties, particularly yield
stress, can lead to large variations in springback and
proportionally bigger springback effects occur with higher
strength materials. It can therefore be difficult to establish a
single value of springback coefficient which will work for
all batches of a given material [8].
Kulkarni et al [9] measured the material properties for
AA2024-T3 at strain rates close to those observed during the
forming process. This resulted in an increased value of the
yield stress whilst the Young’s modulus and the work
hardening exponent were decreased. Using these results a
much closer match was obtained between simulation
predictions and experimental results for a bend test.
During forming operations metal can be subjected to
reversal of the direction of loading e.g. when the material
passes through a drawbead. Such a load reversal reduces the
magnitude of the yield stress thus softening the material.
This is known as the Bauschinger effect (Figure 4).
Global
σ
ε
σ
ε
c) Effect of increase in yield stress
a) Effect of decrease in modulus
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Fig.4. The Bauschinger effect – material yields at a lower stress in
compression σc than in tension σt when initially loaded in tension and then
compressed
The Bauschinger effect is dependent on the microstructure
which is determined by both composition and processing
parameters. Proudhon et al [10] demonstrated that for
AA6111 changes in the microstructure i.e. the formation and
nature of precipitates formed as a result of ageing alter the
level of Bauschinger effect observed. Small shearable
precipitates formed at low ageing times have no effect
whereas larger precipitates resulting from longer ageing
times increase the Bauschinger effect. Embury et al [11] had
also observed that the initial hardening rate and the elastic
stresses generated in the precipitate particles are influenced
by particle morphology and both have an impact on
springback.
IV. FRICTION AND LUBRICATION
In practice fiction is known to have a large effect on the
amount of springback occurring in a press formed
component. The friction is affected by the sliding speed and
varies during the press stroke but at present this behavior is
not clearly understood. In lubricated systems friction is
influenced by the plastic strain level (hardness of material),
surface roughness, tool geometry, lubricant and operational
parameters; sliding speed, temperature and contact pressure
[12]. If any one parameter is changed, then coefficient of
friction will also change. This is known as Stribeck
behaviour.
A conventional mill finish consists of fine grooves
parallel to the rolling direction formed as a result of the
grains being elongated. Kramer [13] and Grueebler [14]
demonstrated that if the grooves are parallel to the sliding
direction then the coefficient of friction is higher than if the
grooves are perpendicular to it. This is because lubricant is
pushed down the grooves, ahead of for example the draw
bead, leading to contact between the asperities on the sheet
material and the draw bead (Boundary lubrication). When
the grooves are perpendicular to the direction of draw the
lubricant becomes trapped in the grooves and lifts the
material leading to hydrodynamic lubrication.
Fig. 5. Effect of orientation and strain on surface roughness
As previously mentioned when a material deforms
plastically the grains are elongated and become oriented
along the direction of rolling. The rotation of the grains
produces a roughening of the surface which suggests that
material which has passed through the draw bead will have
significantly different forming (friction) properties from
those areas which have not undergone this cyclic
deformation. Figure 5 shows the increase in roughness when
AA6111-T6 is strained by 5% at 0, 45 and 90 degrees to the
rolling direction respectively. The degree of roughening
during drawing is related to the grain thickness (width in the
transverse direction) – thicker grains cause greater
roughening. Keeping the grain size both in the rolling plane
and through the thickness as small as possible will minimize
the degree of roughening.
Keum et al [15] showed that friction initially dips with
increasing roughness as indicated by other researchers but
then increases as the mode of lubrication changes. Textured
finishes are often applied to aluminium rolled sheet to hold
lubricant on the surface of the material and thereby remove
anisotropy effects caused by the rolling direction. Texture is
applied by the final rollers in the line which have been
textured themselves either by Electrical Discharge Texturing
(EDT) or Electron Beam Texturing (EBT). Kramer [13]
studied the effects of the texturing and established that the
difference between longitudinal (in the rolling direction) and
Transverse friction values were reduced compared to the
anisotropic Mill Finish (MF).
Increasing the pattern area decreases the friction by
promoting micro-plastohydrodynamic lubrication from the
oil filled cavities. However, to eliminate show-through after
painting, pattern dimensions need to be kept below 500 µm
[12]. Equations were derived which relate the friction to the
pattern area, pattern volume, tensile strength and direction.
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The purpose was to assist in generating patterns which will
impose isotropic friction behaviour on the sheet.
Due to the large number of influencing parameters
phenomenological laws are difficult to establish and
therefore empirical laws are usually fitted to experimental
data. Te Haar [16] identified the need for a model which
determines the value of the friction coefficient based on
changing local conditions and developed tests for measuring
friction of a flat surface while material is being stretched. He
also investigated the effect of lubricant type, plastic
deformation of substrate and substrate type.
V. PROCESS PARAMETERS
a. Tool design
i. Radii
Sharp tool radii restrict the movement of material
within the die, this leads to more plastic
deformation and less springback. Conversely
larger radii increase the level of springback
ii. Punch clearances
Clearance between the punch and the die is
normally the material gauge plus 10%. However,
in certain circumstances this may be reduced so
that the material is squeezed between the two.
This introduces more plastic deformation into the
material reducing the amount of springback.
b. Punch velocity
Increasing punch velocity reduces the amount of
springback
VI. SIMULATION
For a forming simulation the tools (Die, punch and blank
holder) are assumed to be completely rigid. The data
required to set up and run a simulation normally comprises:-
1. Coefficient of friction
2. Poisson’s ratio
3. Specific mass density
4. Young’s modulus
5. Parameters for the strain hardening curve
dependent on the material
6. Parameters for the material law depending
on the material type
7. Parameters for the forming limit curve
depending on the material
To simulate forming and springback behaviour a material
model must be set up. This comprises a yield criterion and a
hardening law.
Yield Criterion
A uniaxial tensile test is not representative of the multi-
axial stresses which the material experiences during
forming. Instead a yield function usually derived directly
from test data of four key stress states, uniaxial, plane strain,
equi-biaxial stress and pure shear is used to describe the
point at which yield will occur when a material is subjected
to applied stresses in more than one direction.
Von Mises proposed the following failure criterion in
1913 for ductile metals
σy = (1/√2) [(σ1 - σ2)2 + (σ2 – σ3)2 + (σ3 – σ1)2] (4)
where σn are the principle stresses. For a thin sheet of
material under biaxial tension i.e. no stress through the
thickness (σ3 = 0) this equation reduces to
σy = (1/√2) [(σ1 - σ2)2 + (σ2)2 + (σ1)2] (5)
producing a yield locus as shown in Figure 6.
Fig. 6. Von Mises yield locus for biaxial stress
To accommodate material anisotropy a number of yield
criteria have been developed which can give a closer fit to
experimental results but unfortunately require an ever
increasing number of parameters to be defined (Table 1).The
loci shape for some popular models are compared in Figure
7.
Table 1. Yield Criterion and the number of parameters required to identify
Yield Criterion No. Parameters required
Hill 48 4
Hill 90 4
Barlat 9
Corus Vegter 19
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Fig. 7. Comparison of different yield loci (from Vegter [17]) for an IF steel
Hardening Laws
The true-stress – true-strain curve is also known as the
‘flow curve’ or hardening curve and is often described by
the equation (Holloman law)
σ = Kεn (6)
where n= strain-hardening exponent =gradient of the log-
log plot of the true stress-true strain curve (Figure
7)
K= strength coefficient = true stress at ε=1
Various laws have been developed to describe the hardening
behaviour of different materials (Table 2).
Table 2. Common hardening curves (PamSTAMP Users Guide)
Hardening Law Material
Power law (Isotropic) σ = σo + Kεpn Standard steel
Swift σ = K(εp + εo)n Steel
Voce σ = A-Bexp(-Cε) Aluminium
Kinematic σ = σo + Rsat(1-
exp(-Crεp))
Special steel and
aluminium
In an FE simulation it is usually assumed that the work
hardening is isotropic i.e. the surface described by the yield
locus expands depending on the equivalent plastic strain
without a change in its shape. The amount of expansion is
given by the flow curve.
The most widely used constitutive model is based on the
classical Hill48 yield criterion to characterize the anisotropy,
and a power law to describe the isotropic work hardening,
with constitutive parameters being identified from
experimental uniaxial tensile tests. Unfortunately this
relatively simple model is not appropriate for the modern
higher strength materials. High strength steels, especially
those undergoing microstructural changes during forming,
can exhibit severe anisotropy in hardening depending on the
stress state. Also, the Bauschinger effect is not considered.
In a forming operation the material can undergo cyclic
loading e.g. when being pulled over a drawbead when it is
first bent one way and then the other. The Bauschinger effect
results in a transition of the yield locus during forming
which is referred to as kinematic hardening. Kinematic
hardening is now available within advanced material models
of commercial software which, combined with increased
computing power, means that it is possible to model the
draw bead itself to improve the accuracy of springback
predictions [18].
The more complex models require more material
parameters and those measured parameters are influenced by
the type of test and the conditions under which the test is
performed. Kessler et al [19] identified the need for
standardisation of tests to determine the necessary material
parameters. For industrial use it is important to establish if
the accuracy of the final prediction justifies the use of more
complex material models with difficult to obtain parameters
and longer computing times compared to simpler isotropic
hardening models Kessler(2008) [20].
Fig. 8. Comparison of springback prediction with physical test results.
Figure 8 compares the predicted level of springback using a
Barlat model with Voce isotropic hardening with the
optically measured results for a top hat section formed from
2mm gauge AA6111-T6. Many FE codes can be used for
forming and springback simulation but three have found
increasing use in the industrial sector: Autoform
Incremental, PamSTAMP, Dynaform (LS-Dyna).
Table 3. Popular commercial FE packages for forming and springback
simulation
Code Forming Springback
PamSTAMP 2G Dynamic-
explicit
Static-implicit
Autoform Implicit Implicit
LS-Dyna
(Dynaform)
Dynamic-
explicit
Static-implicit
Friction
In most forming simulations the friction coefficient is
assumed to be constant. Figure 9 shows the predicted effect
on springback of different friction coefficients of magnitudes
typically used in simulations.
Fig. 9. Predicted changes in the level of springback resulting from changes
in the value of friction coefficient
Commercial codes now offer the facility to vary the
friction coefficient with pressure, velocity or other user
defined parameters. How effectively these functions can be
used, in the prediction of springback, needs to be explored.
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VII. CONCLUSIONS
Two important factors which influence the accuracy of
springback prediction are the models representing material
behaviour and friction. The behaviour of modern high
strength materials has required the development of complex
models which require many material parameters to be
defined and are computationally demanding to run.
However, these models are becoming available within
commercial software. The importance of friction behaviour
has also been identified by the software developers and the
ability to control friction as, for example, a function of
pressure has been included.
The current area of research is to establish the
effectiveness of more complex material models and variable
friction coefficient on the accuracy of springback prediction.
A number of automotive materials will be characterised in
this work for mechanical properties and friction behaviour
under various strain conditions. This behaviour will then be
incorporated into the simulation models and improvements
in springback prediction determined by comparison with
physical experiments. Guidelines for industrial users to
obtain accurate springback results for tool compensation will
be produced, thus reducing the time and cost in proving out
new press tooling.
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Abstract—Aluminium alloys primarily used in the
automotive field in the body in white application are
characterized mechanically to understand the difference in
properties of two benchmarks and two trial alloys from the
5xxx and 6xxx alloy series. The tensile, forming limit curve
(FLC) and hole expansion (HE) tests suggest differences in the
formability of the two trial alloys as compared to the two
benchmark alloys.
I. INTRODUCTION
he quest for light weight vehicles with improved fuel
efficiency to meet CO2 emission targets has led to an
increased demand for light weight alloys with high
strength and formability characteristics. Gradually the
applications of non-ferrous alloys such as aluminum and in
some instances magnesium are replacing steel in the body in
white applications mainly due to the light weight and high
strength to weight ratio of these alloys.
Sheet metal formability along with the yield and tensile
strength is a major issue in selecting and designing alloys for
automobile applications. Anisotropy in tensile and yield
strength plays a major role in the forming of the alloy and
may lead to fracture, crack formation, or thinning while
forming in the press.
There have been attempts by previous researchers to
study the tensile behavior of the cold rolled aluminum sheets
along with the different formability tests [1]-[3]. Saito et al.
presented a full body in white composed of aluminum
castings and sheet metals [4.] The formability of the
aluminum alloy sheet is generally assessed by different
forming tests including the tensile, forming limit curve
(FLC), limiting dome height, and hole expansion (HE) tests.
The present work aims to compare the formability of
four automotive grade aluminum alloys by assessing the
tensile, forming limit curves (FLC), and hole expansion
(HE) results of the alloy sheets. Two of the alloys are
designated as benchmark and the other two are designated as
trial alloys.
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II. MATERIALS AND EXPERIMENTAL PROCEDURE
In the present work, four different alloys of aluminium
were used. The alloy sheets were received from Novelis
Automotive UK in the form of blanks approximately 2.0 mm
thick. The details of the alloys are given in Table 1. The
alloys BM2 and Trial 2 are same alloy with different temper
treatments.
Table 1 Details of the different Al alloys
Alloy Designation Alloy Type Temper
Benchmark (BM1) 5xxx O
Benchmark (BM2) 6xxx T4
Trial 1 6xxx T61
Trial 2 6xxx T6
The sheets were cut for tensile, FLC and HE tests
according to the different specifications. The tensile testing
was carried out on an Instron servo mechanical testing
machine according to the EN 10002-1:2001 standard using a
50mm extensometer for longitudinal strain and another for
the width strain as shown in Fig. 1. Three tests were carried
out each at directions of 0, 45 and 90° to the rolling direction
of the sheets. The raw stress-strain data from the test was
corrected for the preloading at the test. The 0.2% yield
stress, strain and tensile strength and strain values were
calculated along with the n (strain hardening coefficient) and
r (plastic strain ratio) value for all the tests. The stress-strain
behavior at 90° is reported for the alloy sheets. The stress-
strain curves were then compared with the Voce charts for
the respective tests.
Fig. 1 Extensometer attached to the Instron servo mechanical testing
machine for tensile testing.
The FLC tests were carried out in Erichsen 145-60 sheet
metal testing machine according to the ISO standard 12004-
Materials characterization of Aluminium alloys for use in
automotive structures
Rahul Bhattacharya, Matthew Stanton, Ian Dargue, Geraint Williams
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2 test specifications. The strain measurement was done using
a GOM Aramis Optical measuring technique. The FLC was
generated for seven point tests using 7 different geometries
and 3 samples for each geometry. A lubricated square PVC
sheath was used as the lubricant between the blank and the
100mm diameter dome. For each sample, 3 values of major
and minor strain were calculated and the final points on the
FLC curve is an average of 9 major and minor strains.
Once the samples for FLC tests were cut according to the
required size, they were sprayed with black spray paint and a
white emulsion to make the random dots which are used for
strain calculation by the strain measurement systems. It is
necessary to conduct the tests within couple of hours of the
paint system being sprayed.
The HE tests were carried out in the same machine as
FLC with different set up of tools according to the ISO
standard 16630 specifications. The starting diameter for the
HE test was 10mm and a conical punch with a top angle of
30° was used for the hole expansion purpose. The start of the
appearance of the crack at the edge of the hole is taken as the
reference and the HE test is stopped automatically at this
point as the load drops. The HE ratio is then calculated
based on the formula given in (1).
(1)
Where Dh is the average diameter after rupture and Do is
the original diameter of the hole. Three tests were done for
each alloy sheet to calculate the average HE ratio.
III. RESULTS AND DISCUSSION
A. True stress- true strain response of the alloys
It is known from previous reported work that the
mechanical properties viz. Tensile strength, formability
depends on the thickness of the sheet. Different thickness of
the same material has been found to show different values
for FLC, HE and tensile tests [5]. This work therefore
concentrates on same thickness of different alloys for
consistency in the results obtained and simultaneous
discussion.
The corrected true stress-strain curves obtained for all the
alloys are shown in Fig. 2. The yeild strength (Rp0.2, Mpa)
for the alloys designated as Trial 1 and Trial 2 are higher
than the benchmark BM 1 and BM 2 alloys. The Trial 2
alloy shows the tensile strength at a lower true strain values
(~0.16) when compared to the other alloys which show a
true strain in excess of 0.20.
The combined yield at 0.2% proof stress (Rp0.2) and the
tensile strength (Rm) are presented in Fig. 3. The proof
stress gradually increases from the BM 1 alloy to the Trial 2
alloy. The tensile strength values show similar behaviour for
the four alloys, though the tensile strength for the BM 2 and
the Trial 1 alloy have very similar Rm values. The ratio of
yield strength to the tensile strength is calculated and shown
in Fig 4 for the alloys. The alloy BM 1 has the lowest (0.39)
and Trial 2 alloy has the highest ratio (0.69). The lower ratio
corresponds to higher forming window and vice-versa. The
designated 5xxx and 6xxx series alloys as benchmarks have
higher forming window as compared to the two 6xxx series
trial alloys. The Trial 2 alloy has the highest Tensile strength
(387 MPa) and 0.2% proof strength (269 MPa) making it the
least formable material of the four alloy discussed.
Fig. 2 The True stress-True strain tensile curves for the different aluminium
alloys studied.
Fig. 3 The Rp0.2 and the Rm values for the alloys
The strain hardening coefficient n and the plastic strain
ratio r which defines the strechability and deep drawability
by uniform elongation were calculated for the tensile tests
and are given in the Fig. 5. The r*n index first presented by
Stachowicz as an assessment variable for the formability of
the aluminium alloy sheet is calculated and discussed [6].
The numbers 1 and 2 on the x-axis show benchmark 1 and 2
alloys where as the 3 and 4 show trial 1 and 2 alloys. The
strain hardening coefficient (measure of strechability) values
of the benchmark and trial alloys show gradual decrease in
values starting from BM 1 to Trial 2 alloy. This suggests the
formability of the benchmark alloys is higher when
compared to the trial alloys. The two trial alloys have similar
stretchability in terms of n value calculated.
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Fig. 4 Ratio of proof stress to the tensile stress for the four alloys
The plastic strain ratio (r) values suggest a different route
for the same alloys. The BM 1 and BM 2 alloys have similar
values of plastic strain ratio (~0.70), the Trial 1 alloy has a
similar r value when compared with the benchmark alloys.
The Trial 2 alloy has a higher value of r which can be
attributed to the T6 heat treatment. This suggests from the r
value, the formability of the alloy in terms of drawability is
better than the other alloys.
Fig. 5 The strain hardening coefficient (n), plastic strain ratio (r) and r*n
index for the studied alloys.
The r*n index therefore defines the formability based only
on the tensile test obtained r and n values and is product of
the multiplication of the two values. The formability index
with the r*n values show the formability decreases for the
trial alloys when compared to the benchmark alloys
gradually from BM 1 to the Trial 2 alloy. This supports the
results obtained from the Fig. 5 which shows the yield
strength/tensile strength ratios and suggests the higher
formability of the benchmark alloys as compared to the trial
alloys.
B. Hardening laws
The hardening of the aluminium alloys can be studied
using the Hollomon and Voce equations. The Hollomon’s
equations yields strain hardening index of the material and
the Voce law yields the stress from the work hardening
behaviour. The Voce law is given by (2) and (3) as given
below.
The voce data generated for the true stress-true strain data
is shown in the Fig. 6. The comparison of the voce data to
the corresponding tensile data for BM 2 and Trial 1 alloys
are shown in Fig. 7. The voce data fit provides a good match
to the tensile data obtained by the tests.
The voce chart gives a good representation of the
behaviour of the alloys to a higher strain (1 in this case)
where all the curves can be compared. Two of the compared
curves at the experimental strain show the voce curves
showing good match (Fig. 7).
(2)
(3)
σs is the saturation stress, σT is the true yield stress, nv is a
constant, and E is variable as a function of strain. εe is the
elastic strain.
Fig. 6 VOCE data for the True stress-True strain behaviour of the alloys up
to a strain of 1.
Fig. 7 Comparison of the voce and the tensile data for the BM 2 and Trial 1
alloys.
C. Forming Limit Curves (FLC) results
The FLC for all the points tested for the 7 point curve for
the alloy sheets are shown in Fig. 8 whreas Fig. 9 shows the
average strain calculated for each of the alloys based on Fig.
8. The forming limit diagram (FLD) curves where first
obtained by Keeler and Goodwin and were also known as
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Keeler-Goodwin curves [7]-[8]. The FLC generally covers
the entire range of deformation conditions ranging from
uniaxial tension to plane strain to biaxial tension conditions.
The positive minor strain shows the uniaxial (e2=0) and
biaxial (e1=e2) conditions whereas the negative minor strain
shows tension-compression strain conditions prevalent at the
side walls of deep drawn component. The forming velocity
for all the tests were maintained at 90mm/min whereas the
load applied during the test was 610kN.
Fig. 8 Forming limit curve for the alloys showing all the points tested for
the 7 point FLC test.
Fig. 9 FLC curves shwoing the average values at each strain for each of the
alloy.
The area under the FLC curve is considered as the safe
zone for forming where as the curve represents the forming
limit and the test done above the limit falls into the fracture
zone suggesting initiation of crack during forming at high
strain levels. The FLC curves for all the alloy shows that the
BM 1 and BM 2 have high forming strains. BM 1 and 2
show the FLD0 (the lowest major strain during the test) at
0.18 and 0.20 strain as compared to 0.17 and 0.15 for Trial 1
and Trial 2 alloys. As the differences in the FLD0 is quite
sensitive to the error during the test, if any, a separate figure
enumerating the average of the values at each strain from
different samples for the alloys is shown in Fig. 9. The FLC
data suggests BM 2 as the most formable alloy with a higher
strain to fracture as compared to Trial alloy 2, which is least
formable alloy with the lowest strain amongst the tests done.
As mentioned earlier, that the alloy BM2 and the Trial alloy
2 are the same alloys with different temper treatments of T4
and T6. This suggests the peak ageing conditions obtained
from T4 treatment resulted in better formability
characteristics than the T6 heat treatment.
D. Hole expansion (HE) results
The HE ratio for the alloys is shown in the Fig. 9 The
formability of the benchmark alloys in terms of hole
expansion ratios is greater than the trial alloys as is evident
from the figure. The two trial alloys have similar ratios for
the given test. The BM 1 alloy has a comparatively high HE
ratio of ~95% which suggests the hole expanded twice its
original value during the test. Failure generally occurs in or
near the plane strain region as the strains on the planes are
positive near the y-axis.
Fig. 9 Hole expansion ratios for the four aluminium alloys.
IV. CONCLUSION
Aluminium alloy sheets of approximately same thickness
corresponding to 5xxx and 6xxx series with different temper
were assessed for the formability studies including FLC and
HE tests along with the tensile test of the alloys and the
results are summarized.
1. The trial alloys 1 and 2 were compared with the
benchmark BM 1 and 2 and the trial alloy showed
similar formability in terms of FLC and HE and r*n
index. As expected, the benchmark alloys have
better formability as assessed in all the tests.
2. The 0.2% offset yeild strength of the trial 6xxx
series alloys were higher than the benchmark alloys
and forming window for the benchmark alloys were
better.
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3. The r*n index shows similar formability
characteristics of the trial alloys and the formability
decreases from benchmark to trial alloys.
4. The FLC suggested good forming characteristics
for the BM 1 and 2 and for the trial alloy 1 whereas
for the Trial 2 alloy showed lowest strain to failure.
This may be attributed to the temper treatment
when compared with the BM2 alloy which is the
same alloy with T4 treatment.
5. The HE tests suggest high formability for the BM 1
5xxx series alloy and similar forming
characteristics for the two Trial alloys.
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Abstract—Springback of material after fabrication is a long
standing problem within many industries, not least the
automotive sector. This paper examines a technique for
comparing the difference in performance of various aluminium
alloys in terms of springback. Comparison is also drawn
between materials currently undergoing investigation for
commercial application.
I. INTRODUCTION
ITH the aim of reducing the weight of cars, the
Premium Vehicle Lightweight Technology (PVLT)
Centre of Excellence at WMG, at the University of
Warwick, is at the forefront of the group’s initiative to
reduce vehicular carbon emissions and increase fuel
efficiency. The Advanced Metal Forming group within this
Centre of Excellence is investigating new materials which
will help meet these goals, by assessing new materials for
the auto industry, not only in terms of the basic mechanical
properties, but also formability and microstructure.
Aluminium alloys are increasingly being selected for use
not only in automotive skin panels, but also for structural
components within the body in white. This is thanks mostly
to the high strength to weight ratios that can be achieved
with many alloys. One of the problems that has been, and
continues to be, addressed is the relatively poor weldability
of many alloys compared to traditionally used steels. This
has lead to the development of joining methods such as self
piercing rivets [1].
When sheet metal is cold worked, such as in stamping, the
metal has a tendency to attempt to return to the flat sheet due
to elastic recovery [2]. This phenomenon is known as
springback, and is dependent not only on the strength of the
metal being deformed, but also on the sheet thickness, and
the geometry of the shape that is being formed.
Much work is being conducted into the area of predicting
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the levels of springback that will be expected from known
geometries, with the aim aiding die designers to compensate
for this phenomenon. The work done here goes towards
obtaining a greater understanding of how a selection of
aluminium alloys, both established and experimental, behave
under a known set of conditions to both compare relative
metal performance and aid in the prediction work that is
being undertaken within the PVLT project group.
A common practice that has been adopted is to use a
simple U-Profile to examine the levels of springback
observed under different conditions. This approach has been
adopted for these studies [3] – [5].
II. PROCEDURE FOR DETERMINING SPRINGBACK
A ‘rule-of-thumb’ method for predicting the relative
springback of different alloys is to determine the amount of
elastic recovery [6] at the level of strain that is expected to
be observed in the forming of a U-Profile. This is achieved
by projecting a line parallel to the elastic portion of the
materials stress-strain curve from the appropriate strain
level, and shows the strain that is recovered (fig. 1).
Fig. 1. An indication of springback can be found by examining the amount
of elastic strain recovered after loading to an appropriate stress level.
A Value for the elastic recovery (rec) can be derived from
simple geometry, and is represented by (1), using the applied
stress (app) and Young’s Modulus (E).
Eapprec   (1)
A. U-Profile Production
Production of the U-Profiles was conducted at Whistons
Industries Ltd. in Cradley Heath. A flexible tool (Fig. 2) was
designed such that the radii on the punch and die can be
altered, as well as the draw depth and size of the drawbead.
The production and examination of u-profiles for assessing
springback
Matthew Stanton, Rahul Bhattacharya, Geraint Williams, Ian Dargue
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Four different materials were assessed; two benchmark
materials and two trial materials. The details of these
materials are not available for publication.
For the initial trials reported in this paper the parameters
that are kept constant are; punch radius (12 mm) and
material gauge (nominally 2 mm). The variables that are
examined are; die radius (8 mm and 12 mm), drawbead
(0 mm and 1 mm), and draw depth (50 mm and 75 mm). The
appropriate blank holder force can be found by recording the
minimum force required to introduce the draw bead into the
strongest material being investigated.
Fig. 2. U-Profile production tooling, showing specifically: 1, die; 2 punch;
3, blank holder; 4, draw bead.
B. Measurement
The formation of the U-Profile, while relatively simple, is
much more complex than a standard uni-axial tensile test.
The U-Profile will want to behave in quite a complex
manner upon removal from the tooling, with interacting
phenomenon observed.
The first thing to be examined is the radius at the top of
the U-Profile opening up. This has been termed as the -
springback (label 1 in Fig. 3). This is measured from the
tangent of the end of the punch radius.
The second feature that can be investigated is the sidewall
curl. This can either be measured by determining the average
radius for the curvature on the sidewall and describe it as an
arc. Alternatively it is possible to describe the curl as the
difference in the angle between of the tangents at the start
and end of the sidewall (label 3 in Fig. 3), over the draw
depth.
The other angle that has been reported is the -springback
angle (label 2 in Fig. 3). This has possibly the most complex
origins of the three features measured. The -springback
angle has contributions from sidewall curl as well as the
unwinding of both the radius associated with the punch and
that associated with the die. In practice this is the easiest
angle to derive, simply being a case of measuring the
deflection of the flange formed by the blank holder from the
horizontal.
Fig. 3. Representation of U-Profile measurements showing specifically:
1. springback; 2. -springback. 3. Difference in start and finish angle of
the sidewall. Sidewall curvature can be represented by dividing 3. by the
draw depth.
Three different techniques were investigated for use in
measuring the springback observed in the U-Profiles, one
optical (the ATOS system by GOM [7]), and two contact
methods (Faro arm and Coordinate Measuring Machine -
CMM).
The ATOS system was investigated as it is a portable non-
contact system, which is quick and relatively easy to
implement on site [7]. The technology has been established
over several different fields [8]-[10].
This method can produce a model of the surface of the U-
Profile, which can be examined using any standard CAD
package. Due to limited availability of the equipment during
initial trails it was only possible to extract a profile along the
centre line representing the surface in contact with the punch
and blank holder, rather than establishing a model from
which the angles under investigation could be derived.
Using a Faro arm can generate a lot of data very quickly;
however this is a completely manual method so repeatability
is extremely dependent and the skill of the operator. In the
initial trials discussed in this paper the -springback angle
was taken as the average over the entire sidewall, with no
analysis made on side wall curl. CMM measurements were
not taken during the initial trials due to the extended time
that would be required for the testing, even though the
accuracy of the results would be much greater. It is intended
to conduct these measurements on planned future trials.
Measurements were taken of the thinning at various points
around the U-Profile, and also of the blank edge movement,
however these are not reported in this paper.
III. RESULTS AND DISCUSSION
For the initial trial conducted here the tooling had not
been completely balanced and validated. This imbalance has
lead to a noticeable asymmetry in the results. Both sides of
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the U-Profile exhibited similar trends in the results, so the
data presented here are the average of both sides of the U-
Profile.
The effects of the three different tool variables (die radii,
drawbead sizes, and draw depths), as well as the difference
between the materials assessed (reported as Trial 1 & 2 for
the two trial materials and BM 1 & 2 for the two benchmark
materials), are considered here. Results discussed are for the
-springback angle; however the trends were shown to hold
for the -springback angle unless otherwise stated.
A. Effect of Die Radius
As springback is very much a strain dependent process,
reducing the strain a material experiences during forming
should lead to a reduction in the springback observed. When
considering the drawing process used here, the level of strain
can be reduced by decreasing the stress concentration due to
the die by using a larger radius.
Fig. 4. Effect of die radius on -springback (50 mm draw depth, 1 mm
drawbead).
The results show that the hypothesis holds true, with a
reduction in -springback observed to varying extents for
each of the materials investigated. When comparing relative
materials performance, both trial materials exhibit a higher
degree of springback, especially when compared to the
benchmark 1 material. A more complete comparison of
relative materials performance is given later in this section.
B. Effect of Drawbead
The role of a drawbead in sheet metal forming is to
control the flow of material into the die cavity [11]-[13].
This restricted material movement leads to an increase in the
level of strain observed in the component, compared to the
same component formed without a drawbead present. Again,
the higher the level of strain, the greater the degree of
springback will be observed.
It can be seen in Fig. 5 that this indeed holds true, with the
results for the sample with a 1 mm drawbead exhibiting
higher levels of -springback than for the samples without a
drawbead.
Three different sized drawbeads have been manufactured
for the trial tooling (1 mm, 2 mm, & 3 mm); however those
at 2 mm and 3 mm were not used during this investigation as
the press used did not have the capacity to put the larger
drawbeads into the high strength material Trial 2.
Fig. 5. Effect of drawbead on -springback (75 mm draw depth, 8 mm die
radius).
C. Effect of Draw Depth
Perhaps the most obvious way of altering the level of
strain put into the material for a U-Profile is to draw it down
to different depths. The deeper the draw, the more strain that
is put into the material. Fig. 6 shows that this predicted trend
holds true.
Fig. 6. Effect of draw depth on -springback (12 mm die radius, 1 mm
drawbead).
It can be seen from comparing Fig. 4 – Fig. 6 that the
greatest increase in -springback angle is due to increasing
the draw depth. This follows given that springback is very
much dependant on applied strain, and increasing the draw
depth from 50 mm to 75 mm will lead to the greatest
increase in applied strain of the three variables.
D. Materials Performance
As described in Fig. 1, an indication of the relative level
of springback for the four different materials investigated
was derived from the elastic recovery from the tensile stress-
strain curves. The springback predictions were done at three
different strain levels that were expected to be seen during
the trials, namely 2 %, 5 %, and 10 % (Fig. 7).
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Fig. 7. Elastic strain recovery for at applied strain levels. This gives an
indication as the levels of springback that will be observed in the materials
relative to each other.
It can be seen from Fig. 7 that both of the trial materials
are predicted to exhibit higher levels of springback than
either of the benchmark materials. More specifically, Trial 2
material exhibits the greatest amount of springback, with
Trial 1 material showing the next greatest, BM 1 showing
the third, and BM 2 showing the lowest degree of predicted
springback.
The actual amount of -springback observed for the
materials tested is shown in Fig. 8. It can be seen that the
relative amount of springback approximately follows the
trends predicted in Fig. 7, however direct comparison of the
two results cannot be drawn directly at this stage.
Fig. 8. Comparison of materials -springback performance (75 mm draw
depth, 8 mm die radius, 1 mm drawbead).
In order to draw a direct comparison between the levels of
measured and predicted springback, the values relative to the
material with the lowest exhibited springback levels (BM 1)
can be examined.
Ratios of each of the materials springback compared to
that of BM 1 have been taken for all materials, for both the
measured and predicted results, and are shown in Fig. 9.
Fig. 9. Measured and predicted springback for materials relative to BM 1.
The test parameters used for the data displayed in Fig. 8
(75 mm draw depth, 8 mm die radius, 1 mm drawbead) lead
to the highest levels of strain seen in the U-Profiles. To this
end, comparison is drawn with the highest level of strain
used in the predictions, namely 10% applied strain.
It can be seen from Fig. 9 that predictions made are
slightly conservative, in that the springback predicted is
greater than that observed (the levels for BM 1 are identical
as the results are shown as a ratio compared to itself). Even
though the predicted levels are somewhat conservative, it is
clear that the predicted trend in material performance, with
BM 1 showing the lowest springback and Trial 2 showing
the greatest, holds true for the experimental results.
From the trend shown in Fig. 7 it can be seen that the
amount of springback expected increases with the applied
strain. This being so, it might be a case that the applied
strain level of 10 % is slightly low, however this would have
to be confirmed via computer modelling the process, or in
situ strain measurement at a future trial.
IV. CONCLUSION
It has been shown that it is possible to predict the trend of
expected relative materials performance in terms of
springback of a U-Profile from a simple analysis of tensile
stress-strain curve. It has also been established that, being a
strain dependent phenomenon, the degree of springback
observed is increased by process parameters that increase the
strain observed in a material.
It is intended to extend this work by the development of a
more complex toolset, in order to examine the effects of
interacting geometric features. Work will also be conducted
to examine and compare the performance of different
materials that were not examined in this investigation.
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Abstract—Experience gained in the use of high speed
machining to manufacture tensile specimens in sheet metals, for
the purpose of characterising the dynamic mechanical tensile
properties is described. The dynamic properties of a sheet
material are used in digital design tools by the automotive
industry to support development of products with safety
critical imperatives. The paper identifies the quality
requirements to manufacture tensile specimens in sheet metals
and alloys for the purpose of characterising their dynamic
mechanical properties. The benefits of high speed machining
over conventional machining to manufacture tensile specimens
with varying dimensions are summarised. A low cost method to
manufacture specimens in a range of sheet metals and alloys to
meet the quality requirements of manufacture is described.
I. INTRODUCTION
HE challenges of diverse crash legislation and
competition amongst car manufacturers are driving an
improved understanding of the behaviour of automotive
sheet materials at high velocity. The strain rate range to
develop dynamic tensile material data for use in the virtual
testing of automotive crash structures is from quasi-static
(~0.001 s-1) to typically 500 s-1 [1]-[4]. A round robin study
involving ten international high rate testing laboratories in
2006 [5] reported uncertainty in material tensile data
increases with strain rate, and particularly in the design
range for automotive applications. The cost of generating
material tensile data with strain rate dependency is high. A
cost survey conducted as part of the project supporting this
study, and involving both academic and industry sources
suggest a factor of typically fifty times higher than the cost
to generate quasi-static tensile data to Euronorm [6]
requirements.
The high cost and uncertainty in the quality of strain rate
data for sheet material is the motivation for the project work
supporting this paper. The aim is to reduce the cost and
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improve high strain rate testing procedures for sheet metals
and alloys for automotive applications with safety critical
imperatives. The wider project established the quality
requirements to generate strain rate data for sheet metals and
alloys, together with the processes to transform, model and
format these data for input to crash simulation tools. An
example of raw material strain rate data for a high strength
sheet steel developed at the IARC laboratory is shown in
Fig. 1. A model is shown fitted to the raw strain rate data of
Fig. 1 for input to crash simulation tools.
Fig. 1. Raw material strain rate data for high strength sheet steel tested
in the strain rate range from quasi-static to 500 s-1 (upper) and model fitted
to raw true plastic data (lower)
This research was supported by a luxury car-maker, and
a number of consulting and material suppliers to the
premium automotive and other transport sectors. The
knowledge gained has led the development of industry best
practice [7], and the technology (specimen manufacturing
and high rate test procedures) is supporting development of a
new international industry standard called ISO 26203-2 [8],
in which WMG is the principal UK contributor [9], [10].
This paper is chiefly concerned with the manufacture of
sheet metal and alloy tensile specimens for high rate testing.
Such materials typically include advanced high strength
steels and aluminium alloys used in automotive structural
applications.
Improved efficiency and quality control in the manufacture and
preparation of metallic specimens for high rate tensile testing
Paul K.C. Wood, Claus A. Schley, Richard Beaumont, Mark A. Williams, Michael A. Buckley
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II. LABORATORY EQUIPMENT
A. High Rate Test Machine
The high speed servo-hydraulic machine [11] at the
IARC used for dynamic testing of materials is rated for use
at up to 100 kN. The actuator can develop controlled
velocity in the range 1x10-3 to 20 m/s. For high rate testing a
Fast Jaw is used to grip the moving side of the tensile
specimen as shown in Fig. 2 (left) to reduce inertia force
transmitted to the specimen [12]. The machine has a
dynamic loadcell (DLC) to measure force at strain rates
typically below < 20 s-1. At higher strain rates, strain
gauges are used on the wider section of the specimen to
create a transducer with a high frequency response, to
measure force near the gauge length as shown in Fig. 2
(right). A strain gauge is also cemented on the gauge length
to enable a direct measurement of strain and stain rate in the
gauge length.
Fig. 2. Instron VHS high rate test machine (left) and position of strain
gauges on specimen used for force measurement (right)
The development of high rate material data to a
consistent quality demands proper control over all
procedures, to include the condition of supply of the sheet
metal, storage of sheet metal, manufacture of specimens,
handling and storage of specimens, installation of strain
gauges and test set-up procedures, all of which are fully
described in reference [7].
B. High Rate Specimen Design
To develop material strain rate data at decade intervals
from quasi-static through to 500 s-1 three specimen types
have been developed [7], and are shown in Fig. 3.
Fig. 3. Tensile specimen types for testing sheet metals and alloys at
low strain rates (lower), intermediate strain rates (middle) and high strain
rates (upper)
A detailed drawing of one of the specimen types used for
testing sheet metals and alloys at intermediate and high
strain rate is shown in Fig. 4. Sheet metals and aluminium
alloys that have been successfully characterized at high
strain rate using the specimen design shown in Fig. 4 include
mild steel, dual phase steel and aluminium alloy grades
A5000 and A6000, with sheet thicknesses spanning 0.8 mm
to 2.5 mm.
III. REQUIREMENTS FOR THE MANUFACTURE OF SHEET
SPECIMENS FOR HIGH RATE TESTING
The requirements for the manufacture of specimens from
sheet metals and alloys for high rate testing relevant to this
paper are elucidated in the following. These requirements
will establish an appropriate method to manufacture such
specimens.
A. Manufacturing Tolerances
The width of the specimen gauge length will be within
+/- 0.03 mm of nominal dimension, although repeatability
for all the specimens in the batch should be within +/0.01
mm. The width of the static grip length will be within +/-
0.03 mm of nominal dimension, but repeatability for all
specimens in the batch should be within +/0.01 mm. The
gauge length must be centred in the static grip length to
within +/- 0.25 mm. The gauge length and static grip length
must be parallel to within 1 degree.
Fig. 4. Technical drawing of tensile test specimen for characterising
sheet metals and alloys at high strain rate (drawing taken from reference [7]
with consent of publisher)
The surface roughness along the edge of the specimen
gauge length must not exceed Ra = 1.6 micrometer for
general materials, but is reduced to 0.3 micrometer for
higher strength materials in which the static tensile strength
exceeds 800 MPa. The edge of the specimen gauge length
must be free of sharp edges.
B. Pre-Test Measurements
After manufacturing the batch of specimens the width of
the gauge length and thickness of each specimen must be
measured at three locations before testing using a
micrometer, and all measurements entered into a test report.
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Each specimen must be placed on a flat table to check for
distortion. Ideally there should be no observable bend or
twist along the length of specimen. If distortion is present it
must be recorded using a rule and entered into the test
report. There must be no attempt to reshape the specimen if
distortion is detected.
C. Specimen Identification
Each specimen must be marked at both ends with a
durable scribing technique before testing and before each
specimen is instrumented. It is recommended that a unique
identification is assigned to include target test speed.
D. Method of Manufacture
The method of manufacture used to produce specimens
must be consistent for each specimen in a batch and
consistent from batch to batch.
The method of manufacture will be capable of delivering
the tolerances required and must not introduce either sharp
edges or distortion resulting from a cutting or a general
separation process. For example, use of guillotine or
shearing machine to separate each specimen before trimming
must be avoided even if a generous material surplus is
introduced.
Heat must not be introduced to the specimen at any stage
of the manufacturing process. It is essential that mechanical
cutting processes do not modify the mechanical properties
along the edge of a specimen.
It is essential that no chemicals come into contact with
specimen during manufacture or storage that will modify the
mechanical properties of the material.
E. Specimen Orientation
For premium automotive applications, the material strain
rate data will be developed by testing specimens orientated
in the transverse direction to the sheet roll direction. An
example of the orientation of specimens to be produced from
sheet using a 500 mm x 500 mm square plaque is shown in
Fig. 5.
Fig. 5. Datron CNC high speed machining centre
Variations in tensile mechanical properties of a material
as a function of sheet orientation to roll direction are
determined by conducting quasi-static tests in the 0, 45 and
90 degree directions. It is recommended that a minimum of
two specimens are tested in each of the 0 and 45 degree
directions, and a minimum of four specimens in the 90
degree direction.
IV. RAPID SPECIMEN MACHINING
A high speed CNC machine was purchased to support
research investigations with the required capabilities to
produce specimens. The CNC machine is shown in Fig. 5.
The machine spindle speed operates at up to 50,000 rpm
enabling the use of cutters with a very small diameter. The
tool change station holds five cutters. A positional accuracy
of 0.02 mm (+/- 0.01 mm) may be attained for machining
operations. The working volume available for manufacturing
is 500 mm x 500 mm plan x 150 mm height. The overall
floor area required for the machine is 1300 mm x 1300 mm.
The features of the high speed CNC machine centre include;
 Compact stand alone unit (1300 mm x 1300 mm
plan and 2000 mm height)
 Hard granite table
 Automated tool changer
 Microjet mist cooling and lubricant system
 Holds a library of cutter paths
 True arc generation for cutter path using G code
compiler
The procedure to create a CNC machining cutter path uses
standard protocols;
 Import IGES or DXF file into CAM software and
create cutter path;
 Compile cutter path using G code for input to CNC
machine.
V. DEVELOPMENT OF HIGH SPEED
MANUFACTURING PROCEDURE
A small double flute cutter of 3 mm diameter, enables
the entire batch of specimens to be produced from a compact
square sheet measuring 500 mm x 500 mm as shown in Fig.
6, in which the specimens may be tightly nested.
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Fig. 6. Machining fixture (upper) and machining of alumnium alloy
sheet (lower)
The spindle speed cuts the sheet metal at 25,000 rpm and
the feed rate is 0.7 m/min. Rough and finish machining
operations are applied, and requires the use of just one
cutter. The entire machining cycle time from start to finish is
completed in less than 4 hours and the machining process is
unmanned. The set-up time is approximately ½ hour and
clean up time after completing the machining operation is a
little under ½ hour.
A general purpose macro has been created to define the
cutter path so the pre-programming time to customise the
machining operation for different materials and gauges is
completed in less than one hour.
As part of the machining procedure each specimen is
marked with a unique identification. In addition, the
positions for installation of stain gauges and preparing the
surface for installation of strain gauges are each marked. All
this is achieved within the same machining operation in
which appropriate cutters and a scribing tool are taken
automatically from the tool station.
The manufacturing process has been enhanced by use of
a vacuum table to fully secure the square sheet to the work
table. Clamping the sheet in this way reduces vibration in the
sheet, and was found to be very effective for machining
thinner gauge sheet (under 2 mm) and higher strength
materials such as advanced high strength steels.
Specimens in high strength sheet steel and aluminium
alloy have been produced with high repeatability, and to
high accuracy achieving all the tolerance requirements.
The specimens after machining remain without distortion
in which thicker gauge aluminium sheet is prone to
distortion using other cutting or separation techniques.
The surface roughness for an aluminium alloy sheet
measured along the edge of the specimen gauge length after
machining is Ra = 0.129 micrometer, as shown in Fig. 7. A
low surface roughness along the machined edge of the gauge
length may be more important for characterising hard and
strong materials with lower ductility at high strain rate.
Fig. 7. Talyor-Hobson Talysurf report for machined edge of aluminium
alloy specimens
The cost of consumables to produce specimens for high
rate testing is very low, although roughing cutters tend to
wear quickly when machining higher strength materials.
VI. CONVENTIONAL MACHINING OF SPECIMENS
A conventional CNC precision milling machine was used
to manufacture another batch of aluminium alloy tensile
specimens for high rate testing.
The material required is four times the plan area of the
sheet used in high speed machining. The specimens were
guillotined with a generous surplus given for machining
each specimen. Before machining the specimens are
separated into three groups with common dimensions. Each
group is assembled into a stack and clamped with the aid of
a purpose fixture. Specimens are machined in stacks using a
roughing and finishing end mill.
Fig. 8. Machining of specimens with notches in high strength dual
phase sheet steel to characterise the mechanical properties under different
stress states
The specimens were inspected after manufacturing. A
small level of distortion was observed in each specimen. A
taper was measured along the width of the gauge length. The
machining tolerances for accuracy were achieved, but
repeatability within the entire batch of specimens was not
achieved. Cutter marks were visible along the edge of
specimen and the Talysurf report measured a surface
roughness of 0.225 micrometer along the machined edge of
the gauge length; this is roughly twice that achieved using
high speed machining. The manufacturing of all specimens
required roughly 6 hours per stack, hence a total machining
time of 18 hours for three stacks. The machining time was
partly manned. Set-up and clean-up time is not included in
these estimations.
VII. HIGH SPEED MACHINING APPLICATIONS
Specimens with small notches or grooves have been
developed in high strength dual phase sheet steel by high
379
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
speed machining as shown in Fig. 8. The purpose of such
specimens is to characterise the mechanical properties under
different stress states. A vacuum table was used to restrain
the sheet metal plaque during machining. The cutter
diameter used to produce the intricate profile in a shear
specimen shown in the lower Fig. 8 is 1.3 mm. The spindle
speed used was set to near 25,000 rpm, and the feed rate to
0.1 m/min.
Fig. 9. High Speed machining of lap shear specimens after welding
together two sheets
Another application of the high speed machining method
is the manufacture of spotwelded lap shear specimens after
an array of spotwelds has joined two sheets together as
shown in Fig. 9. The method minimises disturbance to the
welded joint during machining, minimises distortion to the
substrates and produces a joint specimen to a consistent high
accuracy at low cost for the purpose of dynamic
characterisation.
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Abstract— In Formula 1 racing, there is a strong motive for 
reducing component weight and thereby improving efficiency. 
This paper demonstrates the advantages e-Manufacturing 
brings to the production of hydraulic components. The DMLS 
production technique would enable weight reductions to be 
attained by its geometric design freedom coupled with this 
material’s attributes. The use of EOS Titanium Ti64 material 
for hydraulic components has been assessed by a hydraulic 
soak test at 25 MPa and no significant losses or failure 
occurred. The benefits to the efficiency of hydraulic flow have 
been measured using Particle Image Velocimetry (PIV) and the 
use of DMLS designed geometry has improved flow 
characteristics by 250% over that of the currently used 
techniques of manufacturing channels and bores. 
I. INTRODUCTION 
HE process of DMLS e-Manufacturing is one of a 
number of Additive Layer Manufacturing (ALM) 
processes in which 3D components or parts are constructed 
by the layer-additive addition of material directly from CAD 
data. ALM removes the shackles of reliance on mould tools, 
and offers the potential for virtually unlimited complexity 
and design freedom, allowing the manufacture of complex 
internal structure and freeform geometry. In DMLS (EOS 
GmbH), a high power laser is used to melt a powder feed-
stock to form fully dense metallic parts.  
The use of DMLS gives design and manufacturing 
freedom without the restrictions of traditional machining 
processes, bringing with it the benefit of lighter components, 
and, for hydraulic components, an ability to enhance internal 
flow paths, thus greatly improving the flow characteristics 
and ultimately resulting in less energy demanded of the 
engine by the hydraulic systems. The additive layer process 
of DMLS e-Manufacturing in this respect could be 
advantageous to many component designs throughout the 
Formula 1 racing environment. Although current F1 race 
teams are capable of producing a car with a mass less than 
605 kg (the FIA minimum [1]), the advantageous weight 
reduction which is to be gained utilising DMLS would then 
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allow the designers to apportion the mass gained in other 
areas or components of the car, to help improve reliability of 
other components. Currently, most hydraulic components 
are designed for and manufactured mainly from aluminium 
billet by 5-axis CNC machining and other processes, 
typically including drilling and spark erosion.  
DMLS technology has moved the concept of Rapid 
Prototyping [2] into the realm of real time manufacturing of 
metal components which have been proven for use within 
some of the most demanding environments and applications 
to be found [3]-[5]. One attractive aspect of DMLS is that 
design and production costs do not rise exponentially with 
the potential complexity of the design [6]. 
Engineers have been hesitant in embracing DMLS 
technology having reservations about the material’s 
mechanical integrity, density and the repeatability of the 
DMLS process. These aspects will be reviewed and 
discussed in this paper. 
Red Bull Technology identified a desire to explore the 
application of the DMLS process in the design and 
manufacture of their hydraulic manifolds. The initial 
research focused on the metallurgical and mechanical 
aspects of the material, and then to investigate whether the 
DMLS process could be realistically relied upon to deliver 
both significantly lighter, and hydraulically more efficient 
manifolds than those currently produced by traditional 
methods, without compromising their reliability and safety. 
II. EXPERIMENTAL METHOD 
A. Design and Manufacture 
In order to evaluate the use of DMLS for the manufacture 
of hydraulic components, samples suitable for pressure 
testing were required. Several test pipes were designed with 
wall thicknesses ranging from 0.5mm up to 2mm, with 
different cross-sections (circular, elliptical and hexagonal).  
The test pieces (Figure 1) were produced using the 
EOSINT M270 Machine and were manufactured from EOS 
Titanium Ti64 powder, by the University of 
Wolverhampton, using the latest standard build parameters. 
The parts were orientated as horizontal tubes and were stress 
relieved at 790oC for 90 minutes and allowed to cool 
naturally in the furnace before being removed from the 
Titanium base plate by Wire Electrical Discharge Machining 
(Wire EDM). The remaining fettling of support structures 
was performed by CNC milling. In order to pressure test the 
samples, a thread and a smooth surface finish suitable for a 
Dowty seal at a pressure of 25MPa, was applied to the boss 
at each end using a CNC Lathe. The machinability of the 
E-Manufacturing for Product Improvement at Red Bull Technology 
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the consistency of production and also as baseline data for 
further research on the effects of finishing processes.  
G. Porosity Measurement 
Samples were hot mounted and polished to 3μm, 
hydrofluoric acid etched. Optical microscopic images taken 
(Olympus Lext confocal microscope).  Porosity levels were 
measured using image analysis software (a4i, aquinto AG, 
Germany).  
III. RESULTS AND DISCUSSION 
A. Pressure Testing  
All of the samples (wall thicknesses 0.5 mm – 2 mm) 
survived without failure during the test sequence, despite the 
high pressures applied to them. For each sample, a consistent 
pressure drop (~3%) was observed during the first 5-6 
minutes during pressure application. In the proceeding 20 
minute test (at 24 MPa), the pressure remained constant. The 
initial loss was attributed as inherent in the system, as it was 
observed across all samples. No statistically significant 
pressure loss was observed for the 30 minutes extended 
pressure test for the 0.5 mm wall thickness samples. 
B. Flow Visualisation 
Fig. 3 and Fig. 4 show the average vector field across 500 
frames for two cases of traditional and e-manufactured 
geometries. As expected, there are areas of recirculation in 
the traditional geometry with abrupt changes in direction 
reducing the flow velocity. This condition is associated with 
overlapping hole intersections “dead-ends” in the traditional 
design, an inevitability of the manufacturing, where fluid 
flow bores are created by drilling straight line holes, and 
then   capping   the   holes  with  Lee  plugs.  This  limits  the 
 
 
 
Fig. 3.  Vector fields for traditional and e-Manufactured geometry 1. 
manufacture of the flow channels to straight lines only, with 
severe angles between the bores at intersections.  
 
 
 
Fig. 4.  Vector fields for traditional and e-Manufactured geometry 2.  
 
The measurements of the maximum fluid velocity at the 
exit and at a centre point of the flow path for the traditional 
and e-manufactured geometries are given in Table. 1.  
 
Table. 1.  Fluid flow  measurements for traditional and e-manufactured 
geometries at centre and end points of the flow path. 
 
Sample Traditional 
(m/s) 
e-Manufactured 
(m/s) 
[Δ%] 
Fig 3, exit1 1.5 3.0 100 
Fig 3, exit2 1.0 2.5 150 
Fig 4, centre 2.5 4.0 67 
Fig 4, exit 1.0 2.5 150 
 
The increase in fluid flow velocity is significant (up to 
150% for end point and 67% for the centre point). This 
faster flow can be attributed directly to the kinetic energy 
contained within the fluid. Reduced energy losses during 
transport will allow more energy to be available at its 
destination, resulting in a lower energy input from the 
engine to achieve the same operating effect. 
The actual increases in flow rate that might be achieved in 
a DMLS manufactured component may not entirely compare 
directly with these PIV results due to differences in the 
channel surface texture between DMLS and SLA materials. 
C. Surface Roughness Results 
Table. 2 gives surface roughness measured at different 
positions around the test piece, showing significant finish 
variations dependent upon the location of the face relative to 
the build orientation. These were consistent over all the test 
pieces. The upper surface shows the best quality of finish, 
whereas the Ra of angled faces was compromised by the 
stair-stepping effect symptomatic of ALM processing, with 
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the downward facing surface found to be rougher than the 
upper facing surface. The roughest surfaces were those 
where supporting structures were required for the DMLS 
build process (in this case to support the tubular section). 
There may exist therefore a need for post-process finishing 
to some areas. 
 
Table. 2.  Surface roughness measurements for the DMLS samples. 
 
Position Ra (μm) 
Top surface 3.96±0.05 
Upper facing sloping surface 8.95±0.05 
Lower facing sloping surface 17.50±0.05 
Supported surface 27.93±0.05 
 
Good surface finishes are particularly important to 
hydraulic applications, with union surfaces typically 
requiring machining to 0.4 μm. Also, smooth surface 
finishes on internal bores serve to aid in improving flow 
efficiency, and thus post-processing to improve the finish of 
internals may be necessary. However, if design and build 
orientation are carefully considered, the extent of the post-
processing required may be reduced. 
D. Dimensional Accuracy Measurement 
Table. 3 gives the torsional and axial alignments of the 
samples, measured before and after pressure testing.  
 
Table. 3.  Torsional and axial alignments for the DMLS samples. 
 
Sample Torsional 
Alignment (o±0.5) 
Axial 
Alignment (o±0.5) 
 Pre Post [Δ] Pre Post [Δ] 
0.5Tube 1.14 1.31 0.17 0.82 1.07 0.25 
0.65Tube 0.69 0.94 0.25 0.7 0.68 0.02 
0.85Tube 0.98 0.77 0.21 0.52 1.35 0.83 
1.00 Tube 0.34 1.07 0.73 0.39 0.44 0.05 
1.25Tube 0.34 0.58 0.24 0.12 1.56 1.44 
1.50Tube 0.23 0.75 0.52 0.05 0.33 0.28 
1.75Tube 0.49 0.37 0.12 0.13 0.28 0.15 
2.00Tube 0.24 0.79 0.55 0.21 0.12 0.09 
0.5Ellipse 1.64 2.33 0.69 1.19 0.81 0.38 
0.5Hexagonal 0.98 2.38 1.40 0.12 0.53 0.41 
 
    Dimensional measurements prior to pressure testing show 
a slight distortion in the samples. The highest deviations are 
seen in the thinnest wall section components, most likely 
from stresses created during the build process due to the 
large differences in cross-sectional area. Measurement after 
pressure and temperature testing showed a small increase in 
torsional and axial, attributable to the torque and forces 
applied when fitting samples to the test rig rather than to any 
pressure effects.  
E. Microhardness 
A Vickers hardness of ~350HV was established for pre-
heat treated parts, with an increase to ~500HV after heat 
treatment, remaining consistent across all three production 
batches. These baseline measurements were conducted to 
facilitate further research into surface finishing techniques, 
such as anodising and electro-polishing, to quantify any 
effect on hardness. 
F. Porosity 
A representative cross-sectional image of one of the e-
manufactured components is given in Fig. 5. The areal 
density of porosity was measured to be 0.28±0.05 %. 
 
Fig. 5.  Optical micrograph of a sample of EOS Titanium 64. 
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Abstract— The purpose of the present investigations is to
study the feasibility of decreasing shell wall thickness of mould
cavity for economical and statistically controlled rapid casting
(RC) solution of zinc alloy using three dimension printing
(3DP) technology. Starting from the identification of
component/ benchmark, technological prototypes were
produced at different shell wall thickness. The study suggested
that the shell wall thickness having value less than the
recommended one (12mm) is more suitable from dimensional
accuracy point of view. Further strong possibilities are
observed for the process under statistically control for best
shell wall thickness (7mm) for zinc alloy RC solution.
I. INTRODUCTION
HREE dimensional printing (3DP) is a relatively new
form of Rapid Prototyping (RP). The process of 3DP
was patented in 1994 by Sachs et al. under U.S. patent
number 005340656 [1]. It was developed at Massachusetts
Institute of Technology (MIT) and licensed to Soligen
Corporation, Extrude Hone and Z Corporation of Burlington
[2]. The techniques based on layer-by-layer manufacturing
are extending their fields of application, from building of
aesthetic and functional prototypes to the production of tools
and moulds for technological prototypes [3]. In particular,
additive construction applied to the production of dies and
electrodes, directly from digital data, is defined as rapid
tooling (RT) [4]. Patterns, cores and cavities for metal
castings can be obtained through rapid casting (RC)
techniques. In both cases, since the tooling phase is highly
time-consuming, great competitive advantages can be
achieved. Moreover, RT and RC processes allow the
simultaneous development and validation of the product and
of the manufacturing process [5]. Technological prototypes
can constitute a strategic means, not only for functional and
assembly tests or to obtain the customer’s acceptance, but
mainly to outline eventual critical points in the production
process [6]. The relevance of RC techniques consists, above
all, in a short time for parts availability [7]. Traditionally, in
order to produce cast prototypes a model and eventual cores
have to be created, involving time and costs that hardly
match the rules of the competitive market. For this reason,
functional tests are typically performed on prototypes
Manuscript received July 26, 2009. This work was supported in part by
the India, All India Council for Technical Education (New-Delhi) under
CAYT Grant.
Rupinder Singh is with the Guru Nanak Dev Engineering College,
Ludhiana, PUNJAB 141006 INDIA (phone:91-98722-57575; fax:91-161-
2502700; e-mail: rupindersingh78@ yahoo.com).
obtained by metal cutting, which are not effective in
outlining issues related to the manufacturing process. The
possibility to verify the usefulness of a technological
solution, in the early stages of the product development,
ensures a ‘concurrent engineering’ approach and minimizes
the risk of late modifications of the definitive production
tools. The initial cost increase can thus be repaid through a
reduction of costs and time for the following phases of
development, engineering and production, as well as through
non-monetary advantages [8]. In particular, for relatively
small and complex parts, the benefits of additive
construction can be significant [9]. In this field, innovative
solutions are now available based on 3DP process, which
can extend RC possibilities thanks to the lower costs with
respect to previous technologies such as laminated object
manufacturing of sand casting. One such technological
solution in shell casting is starting from starch patterns
produced on 3DP conceptual modelers [10]. A second
solution is the 3DP technology with the use of a ceramic
material allows the production of complex cavities and
cores, suitable for casting light alloys [11]. A key issue
regarding the shell casting process is the production of the
pattern in case of a prototype casting, for which the
traditional die casting is uneconomical. RP techniques can
meet this requirement, producing single/few parts in short
times and without tooling costs [12-13]. The present
research regards shell patterns obtained by 3DP on which the
ceramic shell can be built and then joined (as in the
conventional process) to obtain the cavity for pouring metal.
Experimental studies regarding this solution are lacking in
literature, in particular the technological feasibility in the
case of thin-walled parts needs to be assessed [14-15].
In the current work, the 3DP technology has been used as
rapid shell casting to make the shell moulds for zinc alloy.
An effort has been made through experiments, to study the
feasibility of decreasing the shell wall thickness from the
recommended one (12mm), in order to evaluate the
dimensional accuracy of zinc alloy castings obtained, for
assembly purpose. Following objectives have been set for
present experimental study:
1. To evaluate the dimensional accuracy of the castings
obtained and to check the consistency of the tolerance
grades of the castings (IT grades) as per allowed IS
standards for casting process.
2. To study the feasibility of decreasing the shell thickness
from recommended one (12mm) for statistically
controlled rapid casting solution of zinc alloy.
Experimental investigations for statistically controlled rapid casting
solution of zinc alloys using three dimensional printing
Rupinder Singh
T
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II. EXPERIMENTATION
In order to accomplish the above objectives, ‘zinc alloy
casting’ has been chosen as a benchmark. The component
selected for the present study is suspension system of truck,
representative of manufacturing field where the application
of RT and RC technologies is particularly relevant [2, 6, 16].
The experimental procedure started with drafting/ model
creation using AutoCAD software (Ref. fig. 1).
Fig. 1. Benchmark dimensions [2, 6, 16]
For the process of rapid casting process based on 3DP,
following phases have been planned:
1. After the selection of the benchmark, the component to
be built was modelled using a CAD (Ref. fig. 2). The CAD
software used for the modelling was UNIGRAPHICS Ver.
NX 5.
Fig. 2. CAD model of the casting chosen as a benchmark [6, 16]
2. The upper and lower shells of the split pattern were
made for different shell thickness. The thickness values for
shells were 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2 and 1mm. Fig. 3
and 4 shows CAD model of the upper and lower shell
respectively for 12mm thickness.
3. The CAD models of upper and lower shells were
converted in to STL (standard triangulation language) format
also known as stereo lithography format (Ref. fig. 5).
4. Moulds were manufactured in 3DP (Z Print machine,
Model Z 510) with Z Cast 501 powder, and parts were heat
treated at temperature of 1100C for 1 hour, The upper and
lower shells were placed in such a way that the central axis
of both the shells was collinear (Ref. fig. 6). The co-linearity
of the shells was checked with the help of surface profile-
meter, and zinc alloy was poured for obtaining the
technological prototype (Ref. fig. 7).
Fig. 3. CAD model of upper shell
Fig. 4. CAD model of lower shell
Fig. 5. Facets of the shells
Fig. 6. Placement of split pattern
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Fig. 7. Technological prototype prepared at different shell thickness
The measurement paths for the internal and the external
surfaces of the benchmark have been generated through the
measurement software of the GEOPAK v2.4.R10 CMM.
These paths direct the movements of the CMM probe along
trajectories normal to the parts surface. About 70 points have
been measured on the external surface. For each point the
machine software evaluates the deviations between the
measured positions and the theoretical ones for the X, Y, Z
coordinates. Table 1 shows variation in measured dimension
of outer diameter, curve radius, thickness and hardness of
castings prepared with respect to shell thickness (mm). It
should be noted that in casting neither higher nor lower
hardness is desirable. This is because if casting is of high
hardness, usually it is brittle and with lower hardness it will
be of ductile nature. In the present experimental study the
variation in hardness value is not too much. The only reason
to measure and compare hardness value is to show that for
optimum size shell thickness prepared by 3DP, castings
produced have little variation in hardness. So there will not
be any problem in its functional operations.
Table 1 Experimentation Observations
Exp.
No.
Shell
Thickness
(mm)
Avg. Outer
Diameter
(mm)
Avg.
Curve
Radius
(mm)
Avg.
Thickness
(mm)
Vickers
Hardness
No. Avg.
VHN
1 12 49.386 15.655 3.72 47
2 10 48.954 14.766 3.76 54
3 9 48.665 14.486 3.66 45
4 8 49.265 14.046 3.62 48
5 7 49.414 14.393 3.74 47
6 6 49.529 14.838 3.76 50
7 5 48.812 14.025 3.64 50
8 4 48.453 13.789 3.54 56
9 3 48.816 14.202 3.72 50
10 2 48.890 14.754 3.65 47
11 1 Broken under metal pressure
As observed from Table 1, 6mm shell wall thickness
provides best dimensional accuracy as regards to outer
diameter is concerned. All the castings prepared at different
shell wall thickness were checked for radiographic analysis,
which shows some porosity at 6mm shell wall thickness. So,
7mm shell wall thickness was selected (being not defected
based upon radiographic analysis) for further analysis. The
results of the dimensional measurements have been used to
evaluate the tolerance unit (n) that derives starting from the
standard tolerance factor i, defined in standard UNI EN
20286-1 (1995) [17]. The values of standard tolerances
corresponding to IT5-IT18 grades, for nominal sizes up to
500 mm, were evaluated considering the standard tolerance
factor ‘i’ (µm) indicated by the following formula, where D
is the geometric mean of the range of nominal sizes in mm
[16].
i = 0.45 x D1/3 + 0.001 x D (1)
In fact, the standard tolerances are not evaluated separately
for each nominal size, but for a range of nominal sizes. For a
generic nominal dimension DJN, the number of the tolerance
unit’s n is evaluated as follows:
n = 1000(DJN - DJM)/ i, (2)
Where DJM is measured dimension. The tolerance is
expressed as a multiple of i: for example, IT14 corresponds
to 400i with n= 400. Table 2 shows classification of different
IT grades according to UNI EN 20286-1. After this for each
value of outer diameter, corresponding value of ‘n’ were
calculated, the latter taken as a reference index for
evaluation of tolerance grade.
Further (based upon observations of Table 1), to
understand whether the process is statistically controlled six
sample of zinc alloy pieces were casted for best shell
thickness value that is 7mm. On measurement of outer
diameter with CMM, the dimensions obtained are shown in
Table 3. Based upon observations in Table 3, run chart of
measured values of outer diameter has been developed (ref.
fig. 8).
Table 2 Class of different IT grades according to UNI EN 20286-1
Exp.
No.
Shell
thickness
(mm)
Outer
Diameter
(mm)
Standard
Tolerance
Factor (i)
Tolerance
unit (n)
IT
Grades
DJN DJM
1 12 50 49.386 1.58 389 IT13
2 10 50 48.954 1.58 662 IT15
3 9 50 48.665 1.58 845 IT15
4 8 50 49.265 1.58 465 IT14
5 7 50 49.414 1.58 371 IT13
6 6 50 49.529 1.58 298 IT13
7 5 50 48.812 1.58 752 IT15
8 4 50 48.453 1.58 979 IT15
9 3 50 48.816 1.58 749 IT15
10 2 50 48.89 1.58 703 IT15
Table 3 Bench mark dimensional value for 7mm shell thickness
S.
No
Observed
DJM in mm
Mean Above or
below mean
Up or
Down
1 49.403 49.41567 B
2 49.401 49.41567 B D
3 49.411 49.41567 B U
4 49.415 49.41567 B U
5 49.429 49.41567 A U
6 49.435 49.41567 A U
EAB=1 EUD=1
A=above the mean, B=below the mean, U=Up from previous reading,
D=Down from previous reading
Now if the mean and standard of population that is having
normal distribution is μ and σ respectively then for variable
data X the standard normal deviate Z is defined as:
ܼ = (ଡ଼୧ି µ)
ఙ
(3)
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Where Xi is the variable data obtained, μ is the mean of data
and σ is the standard deviation [18].
Fig. 8. Run-chart of the measured values of outer diameter (benchmark)
III. CALCULATIONS FOR Z (STANDARD NORMAL DEVIATE)
E (run) AB =(୒
ଶ
+ 1) (4)
Where N is the number of observations and E (run)AB is the
expected number of run above and below
E (run) AB = (
଺
ଶ
+ 1) = 4 (5)
σAB = √(ܰ − ଵ
ସ
) (6)
Where σAB is the standard deviation of above and below
σAB = √(6 − ଵ
ସ
) =1.118 (7)
ZAB= {RUNAB - E(run)AB}/ σAB (8)
Where RUNAB is the actual number of run obtained above
and below
ZAB =
(ଵିସ)
ଵ.ଵଵ଼ = −2.6834 (9)
P=NORMSINV(Z) when the value of Z is negative (using
microsoft excel software)
P=0.003645 (10)
For up and down calculations:
E (run) UD = 2N − ଵ
ଷ
(11)
Where N is the number of observations and E (run)UD is the
expected number of run up and down.
E (run)UD = 2 × 6 − ଵ
ଷ
= 3.667 (12)
σUD =√(16N− 29/90) (13)
Where σUD is the standard deviation for up and down
σUD = √(16 X 6 − 29/90) (14)
σUD = 0.8628 (15)
ZUD= {RUNUD - E(run)UD}/ σUD (16)
ZUD = (1-3.667)/0.8628 (17)
ZUD = -3.091 (18)
P=NORMSINV(Z) when the value of z is negative (using
microsoft formula)
P=0.000997 (19)
Normally decision making is done with certain margin of
error ‘α’ & taken as equal to 0.005 that is there can 5%
chances in arriving at wrong conclusion.
IV. RESULTS AND DISCUSSION
Now for decision making: If PAB< α OR /& PUD< α then
non-random pattern exist. In the present case PAB & PUD are
< α indicates existence of non random pattern
Now exercise of predicting various statistical or drawing
conclusions should not be undertaken unless the normality
of distribution has been verified. Even if one has a large
data, superimposing of normal curve on the histogram it is
more difficult task than it to be imagined. For histogram one
require minimum of 50 observations, however more the
better and for assessing whether the underlying distribution
is normal or not becomes more difficult when the number of
observations is fewer. For cumulative probability plot (Pi):
Pi = (S.N-0.5)/N (20)
Where S.N is serial number of data observation arranged in
ascending order, N is total number of observations in the
data set. If the standard normal deviate follows normal
distribution that has mean μ =0 and standard deviation σ =1,
then:f (Z) = 1/√(2Π݁೥మమ ) (21)
The equation above follows normal probability curve and
any date close to it also follows normal probability curve.
The values of standard normal deviate were calculated using
cumulative probability and dimensional values were
arranged in ascending order as shown in Table 4.
Based on Table 4 normal probability curve was drawn to
predict the probability as shown in fig. 9. As observed in fig.
9, the aforesaid data follows non random pattern and is
under normal probability curve. So, there are very strong
chances that the process is under statistical control however
X-bar chart and R-bar chart cannot be drawn due to less
number of observational data.
Table 4 Standard normal deviate and outer diameter in ascending order
S. No Pi (Cumulative
Probability)
Std. Normal
Deviate Z
Dimensional
value in mm
1 0.08333 -1.38299 49.401
2 0.25 -0.67449 49.403
3 0.416667 -0.21043 49.411
4 0.58333 0.21043 49.415
5 0.75 0.67449 49.429
6 0.91667 1.382994 49.435
Fig. 9. Normal probability curve
(For selected bench mark at 7mm shell thickness)
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V. CONCLUSION
On the basis of experimental observations made on the zinc
alloy castings obtained from different shell wall thickness,
the following conclusions can be drawn:
1. It is feasible to reduce the shell thickness from the
recommended value of 12mm to 2mm in RC of zinc alloy.
The tolerance grades of the castings produced from
different thickness are consistent with the permissible
range of tolerance grades (IT grades) as per standard UNI
EN 20286-I (1995). However using small shell wall
thickness, will significantly reduce the cost of mold and
make the process more cost effective.
2. Instead of 12 mm shell thickness of mould in Z Cast
process of casting for zinc alloys one can select 7mm shell
thickness, as observed from better dimensional results.
3. Strong possibilities are observed for the process under
statistical control for the best set shell wall thickness in
case of zinc alloy The adopted procedure is better for proof
of concept and for the new product, for which the cost of
production for dies and other tooling is more.
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Abstract—In order to establish Selective Laser Melting 
(SLM) and Electron Beam Melting (EBM) in production 
technology, methods to increase process stability are needed. 
Moreover, approaches to achieve knowledge of adequate 
parameter settings in dependence of the utilised material are 
required. Hence, the present work exhibits particular 
approaches using the Finite Element Method (FEM). First, a 
detailed thermal model for EBM incorporating variable beam 
and material properties with respect to melt balls and layer 
delamination is depicted. Second, the investigations focus on 
thermo-mechanical models for SLM to identify the impact of 
scanning strategies and layer properties on deformation and 
residual stresses. 
I. INTRODUCTION 
ETAL based Additive Layer Manufacturing methods 
(ALM) show a large annual market growth and 
gradually gain influence in manufacturing and production 
technology [1]. First, this can be referred to system 
flexibility and feasible part complexity. Second, decisive 
technological advantages have been obtained recently in 
such a way as to enable systems to process multiple metal 
powders (e. g. aluminium alloys, hot forming tool steel, 
titanium base alloys) [2]. Thus, variable classes of functional 
parts (rapid manufacturing) for almost all industrial sectors 
are producible. Representative examples are biocompatible 
implants, mould inserts or components for the aerospace 
industry. 
Currently, different metal processing technologies 
available on the market exhibit varying degrees of maturity 
in dependence of the energy source. In contrast to the so 
called Selective Laser Melting (SLM) which is already being 
employed successfully for rapid manufacturing, the Electron 
Beam Melting (EBM) still is in an early stage of 
development. Therefore, adequate approaches are required 
in order to further develop those technologies and optimise 
their process results respectively. 
The basic procedural principles of SLM and EBM are 
almost identical: a focussed laser or electron beam is 
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deflected with velocities up to 7.0 m/s in order to solidify the 
metal powder, processing a layer thickness between 20 µm 
and 100 µm [3, 4]. Differences can be observed in the 
materials and within the individual process and scanning 
strategies of the technologies. 
Despite having extensive advantages compared to 
conventional manufacturing technologies, ALM still com-
prehends several process deficiencies. As a result of the 
locally limited energy input, the temperature gradient 
mechanism (TGM) leads to residual stresses and part 
deformations. On the one hand, the dimensional size- and 
shape accuracy as well as the mechanical strength of parts 
are influenced thereby [5]. On the other hand, residual 
stresses contribute to crack formation or disconnection of 
parts from the base plate [6] (see Fig. 1). Another effect 
leading to a lack of process stability during solidification is 
the occurrence of melt pool instabilities. This condition is 
being affected by an inadequate energy density and results in 
the so called balling effect. Thereby, surface tension of the 
molten liquid exceeds the wetting ability of previously 
solidified layers [7]. 
 
Fig. 1: Crack formation and part deformations in ALM 
Science and industry will thus be challenged by 
developing methods for the prediction of the structural part 
or layer behaviour previous to the building job. In this 
context, numerical solutions by means of the FEM comprise 
adequate algorithms [8, 9]. 
The present work comprehends a method for coupling the 
thermal and the mechanical simulation including 
temperature dependant material properties for powder and 
solid [10]. Furthermore, specific requirements and boundary 
conditions of additive layer manufacturing methods are 
considered [11]. According to the technologies’ degrees of 
maturity the examination focuses on the thermal simulation 
as well as on the thermo-mechanical calculation. For EBM, a 
detailed process model which can be used for the prediction 
of the melt pool dimensions as a function of numerous input 
parameters is being presented. In order to account for the 
Simulation approaches to transient physical effects  
in additive layer manufacturing 
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influence of the scanning strategy on the structural 
behaviour, the present work also comprises a methodology 
which enables the calculation of distortion and residual 
stresses in SLM. 
II. APPROACHES IN NUMERICAL SIMULATION OF ALM 
So far, in the field of ALM various heterogeneous 
simulation approaches exist for solving single physical 
phenomena. However, these methods do not comply with a 
universal classification. Therefore, the approaches are 
structured on the basis of the sub areas process, structure 
and material. Due to analogies among the simulation of 
beam based welding technologies, relevant basic methods 
are being adopted and specifically extended to the 
application in the field of ALM. Fig. 2 shows an appropriate 
subdivision of the numerical simulation of layer based 
processes. Moreover, coupling respectively interfaces 
between the specific objectives of simulation are possible. 
 
Fig. 2: Classification of simulation approaches in ALM 
A. Process simulation 
According to the process simulation of welding 
technologies, the underlying numerical algorithms can be 
adapted in order to investigate the absorptivity or the 
mechanisms of powder solidification in ALM. Within these 
considerations, the density change during solidification of 
the powder is as import as the melt pool stability. In 
comparison to welding technologies, ALM technologies 
inherit even more complex physical effects. Since the 
process stability and the solidification of the powder 
material depend on the layer thickness and the process 
parameters, accordant influences are necessary for the 
simulation. In addition, the process and material specific 
mechanisms of solidification are relevant. An exemplary 
application field for the process simulation in ALM is the 
analysis of the so called balling-effect [12]. 
B. Material simulation 
The obtained results of the process simulation can be used 
in order to investigate the microstructure, which is 
influenced through several heat effects, by means of the 
material simulation. Beyond the hardness of structures, 
especially the metallurgical phase transformations and 
considerations concerning crack susceptibility are relevant. 
Thus, node temperatures and the melt pool composition are 
exchanged between the process and the material simulation. 
Contrary, the specific enthalpies and the thermo-physical 
material properties are useful for the process simulation. In 
contrast to welding technologies, the structure is underlying 
alternating heating and cooling cycles. Hence, the material 
simulation is challenged by adequate algorithms for the 
prediction of the microstructure kinetics. 
C. Structure simulation 
Analogues to the process and material simulation, the 
structure simulation of ALM constitutes a considerable 
extension of available methods for welding technologies. 
First, the layer dynamics and the attendant density changes 
during the solidification are relevant in modelling. Second, 
metallurgical phase transformations affect the structure 
deformations as well as the residual stresses. Furthermore, 
there is a lack of applicable measurement techniques, since 
the occurring temperature gradients are at about 104 K/mm 
[13]. Thus, the structure simulation is challenged by the 
development of adequate methods for the calculation of 
residual stresses and deformations due to the plasticisation in 
the heat affected zone. Beyond the transient temperature 
field, particularly predictions concerning the layer 
delamination or the strength of supports are essential. In 
addition, the influence of the transformation plasticity on 
deformations and residual stresses has to be considered. 
The classification of the simulation approaches in ALM 
will be demonstrated within two subsequent examples. 
Therefore, the ALM technologies EBM and SLM, which 
differ significantly in their grade of maturity, are 
investigated. Within the EBM process, the simulation is 
applied in order to optimise the process stability due to a 
large number of transient physical effects. Concerning the 
SLM process, the investigations focus on the prediction of 
the part quality. Thus, deformations and residual stresses are 
analysed by means of the structure simulation. The presented 
work comprehends two independent simulation approaches, 
which can be unified within an integral, highly productive 
simulation. Currently, the objective consists mostly in 
considering and optimising the models separately, since 
there are a lot of specific physical effects. Hence, it is not 
intended to unify the simulation approaches for EBM 
(thermal process simulation) and SLM (thermo-mechanical 
simulation) within on single model. 
III. THERMAL PROCESS SIMULATION IN EBM 
A. Process characteristics 
In contrast to SLM, EBM does not utilise photon radiation 
in order to solidify the powder. In fact, the electron beam is 
also referred to as a corpuscular ray consisting of moving 
charge carriers which possess a discrete inertia [14]. As a 
matter of principle, among various advantages concerning 
the process capability, this fact also leads to transient 
physical effects, such as the sudden spreading of the powder. 
This effect has an extremely negative impact further on the 
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process, because all powder is removed from the building 
plate. The solution of this problem and the elimination of 
this effect is a very important requirement towards the 
further development and industrial acceptance of the EBM 
process. Preheating the powder before solidification has the 
largest influence on the spreading effect. By increasing the 
powder bed temperature, single particles converge [15] and 
start to build up an electric conduction towards the grounded 
building plate. Thus, the influence from the electron beam 
does not lead to any electrostatic charging of the powder 
particles and therefore no Coulomb forces arise. 
Furthermore, mechanical tie-ups develop, keeping the 
particles in place even in the event of any forces on the 
powder. Based on the interrelations between the charging, 
magnetic fields and the spreading of the powder, the EBM 
process differs by an additional preheating step from laser-
based processes. Thus, the simulation approaches for the 
SLS or the SLM process cannot be transferred without 
restrictions to the EBM process. Due to the described 
physical effects, the selective melting of the powder layer 
needs to be analysed under the influence of this preheating 
step. 
B. Heat balance 
In order to analyse the EBM process, a heat balance 
around the relevant area is being formulated. The basic 
principle of the EBM technology is the solidification of 
metal powder according to the required part cross section. 
Thus, it is necessary to achieve a significant temperature 
increase in the process zone. In Fig. 3, the EBM process is 
subdivided into five different phases. 
 phase 1: the powder is preheated as a requirement due 
to transient physical effects 
 phase 2: the electron beam applies the required 
energy to heat up the powder 
 phase 3: the powder material’s density increases and 
a liquid phase is built up 
 phase 4: the process zone cools down and 
solidification takes place, starting from the foregoing 
layer in vertical direction 
 phase 5: the solidification process is terminated 
As the examination’s main objective is to determine 
appropriate beam parameters, the second phase is of special 
interest. The most important heat flux is given by the 
electron beam providing the power for the heat-up. At the 
same time, a fraction of the energy input is being dissipated 
via steam molecules, electromagnetic radiation and 
backscattered electrons. In a sufficiently good 
approximation, the thermal efficiency can be set equal to 
90 % for liquid phase processes [16]. Furthermore, 
conduction takes place to the liquid and powder phases as 
well as into the foregoing layer. As the process is carried out 
inside the vacuum chamber, any heat loss by convection can 
be neglected. Finally, also an internal heat flux will take 
place inside the considered system. 
 
Fig. 3: Discretisation of the process zone in EBM 
C. Simulation methods 
Currently, a major deficiency in building an EBM part can 
be identified. Instabilities in forming an even and smooth 
layer of solidified material occur. This is often referred to as 
the balling-effect. It occurs when the molten material does 
not wet the underlying substrate plate due to surface tension. 
This results in a rough and bead-shaped surface, obstructing 
a smooth layer deposition and decreasing the density of the 
produced part [7]. Given a standard scan pattern, such as 
bidirectional line x of a square, this process deficiency is 
mainly determined by the setting of beam related parameters 
[17]. Thus, for EBM the following parameters are being 
investigated within a thermal process model considering the 
powder solidification as well as the density change using 
COMSOL Multiphysics 3.4: accelerating voltage Ua, beam 
current Ib, beam spot diameter db, hatch distance h, scanning 
speed vs, powder layer thickness tl and preheating 
temperature p. 
D. Heat source formulation 
As a required parameter for the adequate modelling of the 
energy input, a mathematically correct formulation of the 
powder absorptivity, depending on the penetration depth and 
the intensity distribution of the electron beam, is necessary. 
For this reason, the underlying thermo-physical model uses a 
mathematically abstracted heat source with a variable 
intensity distribution and an adjustable power density. 
Basically, the horizontal intensity distribution Ixy can be 
defined by a Gaussian density function including the 
standard deviation σ, which can be calculated from 
experiments determining the beam spot diameter. 
Accordingly, the determination of the vertical intensity 
distribution Iz is carried out. According to [18], the absorbed 
power per volume was examined experimentally and 
subsequently approximated as an intensity function 
depending on the distance to the surface. Thus, the three-
dimensional heat source can be determined by the 
superposition of Ixy and Iz. Additionally, efficiency values 
for the beam control ηb and energy conversion at the part 
surface ηe as well as the electron beam power PEB need to be 
considered [19]. Thus, the horizontal intensity distribution as 
well as the vertical beam power decrease can be recognised. 
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E. Material properties 
Examinations have shown that in thermal calculations, 
metal powder can be considered as a continuum [20]. Thus, 
the temperature dependent values of c, ρ and λ for bulk 
material can be extracted from a number of publicly 
available literature, e. g. [21]. In order to determine the 
respective powder values, models for the calculation can be 
found in the literature. In adopting the values of the 
considered conditions, the distribution of the required 
material properties is being determined. However, those 
properties can either be taken from literature or be calculated 
from the respective bulk material values. In the presented 
investigations on EBM, stainless steel AISI 316L (1.4404) 
has been used for the evaluation. 
The emissivity of iron based powder of the identical 
particle size was calculated by [22] and validated by 
experimental series. The heat conductivity of powders 
differs significantly from the respective values of bulk 
material. In addition, this property of powder beds is also of 
special relevance in further applications, such as heat 
exchangers. Therefore, various examinations have been 
dealing with its modelling and calculation [20, 23].  
The so called Zehner/Bauer/Schlünder model [21] has 
been used to calculate the effective heat conductivity of the 
examined powder below solidus temperature. Within this 
range, the values vary between 0.03 W/(mK) and 0.1 
W/(mK). From solidus (1385 °C) to liquidus temperature 
(1426 °C), sintering takes place and the powder begins to 
adopt bulk material properties. The distribution of the 
material density is similar to that of the heat conductivity as 
the material is melting and thus, shrinking towards its final 
bulk density. The heat capacity of powder is equal to that of 
its respective bulk material and can be taken from [21]. 
F. Simulation model 
Within the process simulation, a thermal model with 
characteristic material values is used. Both powder specific 
parameters and solid material parameters are assigned to the 
geometrical information. According to [13], the predefined 
zone of the so called melt line (length 2.0 mm, width 
0.2 mm) is meshed accurately in consideration of the 
expected temperature gradients induced by the energy input. 
Referring to the numerical model, the simulation is 
performed in dependence of the scanning speed and the 
inserted electron beam power for the powder layer thickness 
of 100 µm. Parameters during the simulation are varied 
under the assumption of sufficiently reproducing the real 
experiment. Subsequent to the calculation, the achieved 
transient temperature distribution is evaluated. The special 
objective consists of analysing the transient temperature 
distribution within the process domain. A further 
development, is the consideration of the surface tension as 
well as of the viscosity of the molten phase. However, these 
aspects are not part of the current investigations. 
 
G. Simulation results and evaluation 
In order to achieve a homogeneous melted layer, two 
different criteria have to be met. First, the temperatures 
within the powder layer have to be at least as high as the 
melting temperature of the material. Second, the size and 
shape of the melt pool are important parameters in avoiding 
balling [7]. Therefore, different parameter settings have been 
evaluated. After several simulation experiments, process 
parameters according to Table 1 could be defined and used 
for the build-up of several layers of stainless steel AISI 316L 
(1.4404). 
process parameter variable value 
accelerating voltage  Ua 100 kV 
beam current Ib 1.0 mA 
beam spot diameter db 200 µm 
layer thickness tl 100 µm 
preheating temperature p 1080 °C 
scanning speed vs 0.1 m/s 
hatch distance h 0.1 mm 
TABLE 1: PARAMETER SETTINGS FOR THE PROCESS SIMULATION 
As mentioned earlier, the size and shape of the melt pool 
is another relevant criterion. Examinations concerning SLM 
have shown that the length to width ratio of the melt pool 
may not exceed a value of 2.1 to avoid the balling effect [7]. 
Thus, the simulation model was used in order to indicate 
temperatures in the process domain greater than 1426 °C at 
different scanning speeds (cf. Fig. 4). 
 
Fig. 4: Melt pool shapes at different scanning speeds 
As it can be recognised, the length-to-width-ratio with the 
given parameters varies significantly. In contrast to results in 
laser beam melting, experiments with a maximum length-to-
width ratio (RL/W) of 3.8 also lead to acceptable results in 
EBM. A possible explanation is that the preheating 
temperature in EBM is significantly higher than in laser 
beam assisted processes. Thus, temperature gradients to the 
surrounding material are reduced and therefore, the molten 
material tends less to form into a spherical shape. 
In the future, experimental simulation series can be 
conducted before the actual build-up of the parts in order to 
investigate the correct values of the applied parameters. 
Thus, time and effort for building jobs can be saved by prior 
simulation runs. 
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IV. THERMO-MECHANICAL SIMULATION OF STRUCTURAL 
EFFECTS IN SLM 
A. Model characteristics 
The objective of a numerical simulation in SLM consists 
in the calculation of the transient temperature field as well as 
in attendant deformations and residual stresses. These effects 
are induced by a localised energy input according to the 
applied scanning strategy. Subsequent to the solidification of 
the metal powder, a plasticisation in the heat affected zone 
occurs. Hence, fractional permanent deformations and 
stresses for single layers remain within the structure. Since 
numerous physical effects have to be recognised within the 
simulation, the fundamental methods are depicted by means 
of a basic model [24]. Beyond the modification of the 
thermo-physical material properties from powder to solid 
during the solidification, the model includes temperature 
dependant thermo-mechanical material properties, e. g. the 
dilatation or the flow curve. 
B. Investigations on single layer scanning 
The considered model provides basic principles for 
solving even more complex problems such as real 
manufacturing strategies. Thus, an interface between the 
manufacturing system (e. g. EOSINT M270) and the 
simulation (ANSYS 11.0) is developed. Beyond the exact 
scanning patterns, essential process parameters, like the 
beam power or the scanning velocity can be directly 
transferred into the simulation. Under this assumption, the 
manufacturing process can be modelled using real process 
and boundary conditions. Accordant investigations can be 
focused on single layers as well as on multiple layer layers. 
For the consideration of complex parts, even more simplified 
approaches due to restrictions in computing power are 
necessary. 
In the following case, an approach comprising the 
solidification of powder on a base plate by means of a 
conventional scanning strategy is described. Thereby, the 
beam power is adjusted to 200 W in correlation with the 
hatch distance 0.1 mm, scanning velocity 450 mm/s and a 
layer thickness of 20 µm. Thereby numerous adjacent lines 
with a length of 15 mm are solidified in two parallel stripes. 
As described, the model is generated directly based on the 
real manufacturing parameters due the implemented 
interface. 
Initially, a single layer of powder is modelled on the base 
plate of steel. During the scanning sequence, the material 
parameters are exclusively switched within the heat affected 
zone when exceeding the melting temperature of 1436 °C. If 
more than one layer is considered, the complete geometry is 
meshed at the beginning of the simulation. Elements, which 
have to be solidified at a later time, are initially deactivated. 
At first, a thermal simulation is performed by translating a 
normal distributed heat source model [25] along the defined 
scanning pattern. Temperatures within the heating and 
cooling cycles are validated by a thermograph in 
combination with 3 thermocouples. Fig. 5 illustrates the 
temperature distribution after the scanning of the last line. 
Due to the large heat conductivity in comparison to the 
powder, the heat is mainly transferred into the base plate. 
 
Fig. 5: Temperature distribution at the end of the scanning 
After the thermal analysis, the node temperatures are 
coupled with the mechanical simulation. Through the 
application of an elasto-plastic material model the steel is 
deformed permanently due to tensional stresses in the heat 
affected zone. Thus, large deformations and residual stresses 
remain in the structure. In Fig. 6, the deformations of a 
single layer, which is solidified on the base plate, are 
described. The analysis shows considerable higher tensions 
in the compacted powder (1.2709) compared to the base 
plate (1.0037). This effect results from the specification of 
different material properties and especially from the 
considerably lower yield strength of the ordinary steel in the 
base plate. 
 
Fig. 6: Stresses (von Mises) within the compacted layer 
In order to emphasize the influence of the yield strength, 
the residual stresses in the base plate are monitored in Fig. 7. 
Because of the reduced yield criterion, the material is 
considerably plasticized. Thus, larger deformations retain in 
the structure after the solidification of a single layer. 
 
Fig. 7: Residual stresses (y-direction) within the base plate 
C. Multiple layer model 
For the following investigation, the considered model is 
extended to two or more layers, which are compacted 
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exactly one upon the other by applying the same scanning 
strategy as mentioned before. In order to analyse a multiple 
number of layers, the whole model is meshed initially. 
Afterwards, several powder layers are deactivated until the 
solidification occurs. The simulation of the temperature field 
leads to an entire melting of the scanned powder. Thus, a 
perfect composition of single layers is realised. Fig. 8 
illustrates the residual stresses (von Mises) for the base plate 
and the compacted powder after the solidification of two 
layers. In comparison to one layer with maximum residual 
stresses of 1389 N/mm², the stresses in the analysis of two 
layers (1473 N/mm²) are marginally higher. 
 
Fig. 8: Residual stresses for the second compacted layer 
Analogues to the compacted area, negligible higher 
residual stresses are observed for the base plate (cf. Fig. 9, 
268.9 N/mm²). Particularly edge divisions, which exhibit no 
direct contact to the compacted powder, show the largest 
stresses within the base plate structure. 
 
Fig. 9: Residual stresses in the base plate after scanning of the second layer 
The investigations for the structure simulation in SLM 
demonstrate that several approaches can be efficiently 
applied to draw conclusions concerning temperatures, 
stresses and deformations. The methods are applicable for 
single layers as well as for structures containing multiple 
layers. Thus, the knowledge of temperature dependant 
material properties is as necessary as an adequate material 
model in order to realise an accordant abstraction of the 
multiple physical phenomena during the solidification of the 
metal powder. Through the coupling of the presented 
algorithms with the real manufacturing process, based on a 
direct interface, the structural effects can be simulated for 
various scanning strategies, considering one or a multiple 
number of powder layers. 
V. CONCLUSIONS 
The present paper contains basic principles for the 
classification of simulation approaches in ALM. Thereby, 
the manifold existing investigations can be explicitly 
structured into the three domains process, material and 
structure. Primarily, the two ALM technologies SLM and 
EBM, which differ significantly in their degree of maturity, 
are analysed by means of the numerical simulation. Within 
the EBM process, a thermal process simulation is applied in 
order to optimise the process and the melt pool stability due 
to a large amount of transient physical effects. Further 
investigations focus on the melt pool dynamics as well as on 
the surface tension in order to reduce the balling phenomena. 
With respect to the SLM process, the investigations are 
focussed on the prediction of the part quality prior to the 
building process. Thus, deformations and residual stresses 
due to the plasticisation of the material are analysed within 
the thermo-mechanical structure simulation. The 
investigations are based on a direct coupling of the systems 
control data and the thermal calculation by means of a 
specific interface in order to model the real scanning 
strategies. Within the thermo-mechanical simulation, 
bilinear material models with a bilinear hardening law for 
the plasticisation of the material are used. 
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Rapid Prototyping Techniques (Layer Based Manufacturing 
Methods - LBMMs) allow for producing highly complex 
geometrical parts directly from 3D-CAD data. At the 
beginning, LBMMs were used only for building prototypes 
from plastic materials for model visualizations and 
investigations of construction validity in early product 
development stages. Nowadays, LBMMs have transformed into 
additive technologies, capable of manufacturing objects from 
selected plastics and almost any metal (stainless steel, tool steel, 
titanium and its alloys, Co-Cr, aluminium alloys). For metal 
technologies the objective is to manufacture fully functional 
products (e.g. medical implants, mould inserts with conformal 
cooling channels or parts) with customized mechanical 
properties. The paper will present results of research on one 
such technology – selective laser melting (SLM), in the Centre 
for Advanced Manufacturing Technologies at the Wroclaw 
University of Technology. 
I. INTRODUCTION 
he search for new products with individual properties, 
cost reduction and higher quality has forced engineers 
and scientists to develop new materials, technologies and to 
optimize existing ones. Promising to meet the demands for 
reduction of time and cost in manufacturing are additive 
technologies, in which physical models may be fabricated 
directly from CAD data in a layer-by-layer manner [1]. 
One of these technologies is Selective Laser Melting 
(SLM) which uses wide range of metal powders. Metallic 
powders of single composition are successively melted in a 
micro zone by a laser and solidify with controlled porosity 
or almost full density. Scanning single tracks, layers and 3D 
models with different parameters were investigated and are 
presented in this paper. 
II. SELECTIVE LASER MELTING 
The SLM technology is one of the additive methods that 
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create models by selectively melting layers of powder and 
are capable of creating geometrically complex parts, 
including internal structures. 
It is based on local melting of a thin layer of metal powder 
by a focused beam of an Nd:YAG laser with the maximum 
power of 100W.  
 
 
Fig. 1. Principle of the SLM technology 
 
The layers are created by depositing thin layers of powder 
(depending on the grain size it may be from 30 to 100 μm 
thick), which are leveled by a wiper and then selectively 
melted by a laser, in areas within the cross-section through 
the model of the part at the current level. The metal powder 
is dosed from a build powder container, where it is supplied 
by a system of valves from the main powder container [2]. 
After a pattern is melted on a layer, the building platform 
moves down by a thickness of a layer, new powder is 
deposited and leveled and the process is repeated until the 
complete part is built (Fig. 2). 
 
Fig. 2. Model of the SLM technology 
 
A wide spectrum of metal powders may be used in the 
process, including stainless steel 1.4404, tool steels 1.2344 
and 1.2709, titanium (pure - 1&2 grade, alloys TiAl6Nb7 
and TiAl6V4), cobalt-based alloy 2.4723, nickel-based 
SLM processing of metal powders 
Tomasz Kurzynowski, Edward Chlebus, Bogumiła Kuźnicka, Bogdan Dybała 
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alloys Inconel 625 and 718, aluminium alloy AlSi12. This 
variety makes the system open and flexible. Accuracy of  the 
process is 0.1mm. Parts are built in a controlled atmosphere 
with the argon gas, which prevents oxidization, and achieve 
up to 100% density. The building speed is 5-7 cm3/h [3]. 
III. GEOMETRICAL POSSIBILITIES 
In the case of fabricating geometrically complicated 
models, which unquestionably includes medical models, in 
the SLM technology, important is that internal structures are 
reconstructed in 100% without the use of supporting 
structures. The role of the supporting structures, in case of 
the SLM, is to separate the actual model from the built 
platform, to maintain easy separation, to counter emerging 
terminal stress in the model [4], which can deform it, and 
also to keep the model in a fixed position over the build 
platform during the fabrication process.  
Researches that were taken showed the limits of the SLM  
technology in relation to the possibility of manufacturing 
holes (eg. for moulding inserts with conformal cooling 
channels), the minimum wall thickness, the minimum gap 
thickness and the maximum angle of overhangs (without 
supports).  
 
 
Fig. 3. Platform with models to test limits of the Selective Laser Melting 
Technology in manufacturing: gaps and walls (a, b), minimum and 
maximum (without supports) hole diameter (c, d) and overhangs (without 
supports) (e). 
 
To reach the limits of the wall and the gap thickness 
designed were: a CAD model with walls of 0,2mm – 0,5mm, 
0,75mm, 1mm thickness (Fig. 3a) and with gaps of 0,2mm – 
0,5mm, 0,75mm, 1mm, 2mm thickness (Fig. 3b), and 
another CAD model with walls of 0,3mm, 0,2mm, 0,15mm, 
0,1mm, 0,05mm thickness. To reach the minimum and the 
maximum hole diameter two models were designed. First 
with diameters: 0,13mm, 0,25mm, 0,5mm, 0,75mm, 1mm - 
13mm (Fig. 3c) and the second with diameters: 13mm - 
20mm (Fig. 3d). To reach the maximum angle of overhangs 
(without supports) one model was designed with angles 45  - 
90  with a step 5  (Fig. 3e).  
The test models were built with parameters: the power of 
the laser 96W, the layer thickness 75μm, the distance 
between scanning lines 120μm, the distance between 
scanning point 80μm, the scanning time of one point 400μs, 
the laser spot 180 μm, the  material – stainless steel 
(1.4404). 
In case of wall thickness tests showed that the minimum 
wall thickness is 0,4mm, that was built completely (16mm 
height). Wall 0,3mm was built on 12,3mm height in the first 
and second tests however wall 0,2mm in the first test was 
built on 8,1mm, in second on 7,9mm (Fig. 4). It was caused 
by deformation (thermal stress), what obstructed the 
building process. Walls 0,15mm, 0,1mm and 0,05mm were 
not built (Fig. 4a, b). In case of gap thickness the minimum 
value is 0,3mm (Fig. 4a). The gap 0,2mm was also built, but 
in this gap small “bridges” can be seen, that came from 
sparks. That “bridges” make gap not arterial. Gaps with the 
values greater than 0,3mm were also built correctly. The first 
model with holes was fully built, but the hole deformation 
can be seen starting from 7mm to 13mm (Fig. 6c). That 
means that the holes bigger than 6mm should be supported 
if the round geometry is needed. The minimum diameter is 
2mm, smaller holes ( 1mm, 0,75mm, 0,5mm, 0,25mm 
and 0,13mm) were not built. If there is no requirement for 
the geometry, holes up to 20mm also can be built (Fig. 
6d). Overhangs can reach the angle of 60  (measured from 
the vertical axis) without supports (Fig. 4e). Overhang of 65  
was not built for the whole length. 
 
Fig. 4. Results of the experiment of the SLM technology geometrical limits 
 
To test objects with overhangs, two turbines were built, 
the first with supports, the second without them to prove the 
experimental results (Fig. 5). Both turbines were built 
correctly. 
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Fig. 5. Turbine built with supports (a) and without supports (b) 
 
After 3D scanning and measuring, results confirmed  
the prior tests (Fig. 6). 
 
 
Fig. 6. 3D scanning of turbine 
 
Each seventh scoop overhangs was measured. The 
range of the angles was 62,703” – 64,335”. Measurement 
range was caused because of difficulty of generating a plane 
on the end of scoops (Fig. 6). Fig. 7 shows that for angles 
greater than 60  there are surface deformations preventing 
building overhangs without supports. 
 
 
Fig. 7. Visible overhang deformation with the angle greater than 60  
 
As a conclusion the limits of building holes, thin walls, 
gaps and overhangs without supports are as follows: 
 minimum wall thickness - 0,2mm (with laser spot 
180µm), 
 minimum gap thickness - 0,3mm, 
 minimum hole diameter - 2mm, 
 maximum hole diameter - 6mm (without supports), 
 maximum overhang angle - 60  (without supports). 
IV. PARAMETERS 
In powder metallurgy it is known that the most important 
parameter that has the highest impact on mechanical 
properties is a porosity of produced parts. In additive 
technology a lot of parameters have an influence on the 
porosity.  
 
 
Fig. 8. Porosity in the model produced in the SLM 
 
A lot of parameters have an influence on the process. 
There are the parameters that we can be pre-set (e.g.  process 
parameters, powder parameters) and parameters that cannot 
be pre-set, or they should not be changed (e.g. the 
environment). 
Environment - the atmosphere in which the process takes 
place, is the first thing to control in SLM. Non-inert 
particles, like oxygen, can react with the molten metal. This 
will influence the final properties of the component and 
should be avoided [5]. The controlled atmosphere is 
achieved with the argon gas, and the oxygen level should be 
kept below 2%. 
Temperature – the temperature in the building chamber 
can be set between 22˚  (room temp.) and 200˚C. The 
higher temperature is better for processing. The properties of 
metal powder are better (flowability, creating of layers) and 
it is easier to melt powder layers with laser (preheated 
powder). 
Powder – the next group of properties is the material that 
is used to produce the part. The choice is made by the 
engineer to obtain suitable properties for an application. The 
selected powder must be spherical. The shape determines the 
possibility of powder processing. In SLM technology the 
powder is deposited with gravity through system of valves. 
If the powder was irregular it would stuck in the valves and 
smooth layer would not be created.  
 
   
Fig. 9. Layer deposition: a) spherical powder, b) irregular powder 
 
Also the size of powder grains is important. In this 
technology the thickness of layers is 20µm - 100µm, and the 
maximum grain size cannot be bigger than the layer 
thickness. For 75µm layer the grain size cannot be bigger 
than 75µm. The same is for another layer thickness. 
 
400
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
 Fig. 10. Stainless steel powder grain size distribution 
 
Process parameters – there is more than 100 process 
parameters. This parameters influence the heat balance 
(scanning strategy, laser power), the building speed (distance 
between scanning points, scanning lines, time of scanning 
one point). Experiments that were taken were meant to 
identify the influence of selected parameters on the density 
of produced parts – investigated parameters were: 
 laser power 
 layer thickness 
 distance between scanning lines 
 distance between scanning points 
 scanning time of one point 
V. EXPERIMENTS AND RESULTS 
Experiments were taken on Selective Laser Melting 
technology in the Centre for Advanced Manufacturing 
Technologies. 
 
 
Fig. 11. SLM technology in CAMT laboratories 
 
Experiments were meant to achieve the highest density in 
produced parts. Experiments that were taken shown the 
importance of choosing right parameters to achieve desired 
properties.  
First part of the experiment was the matrixs of single line 
scans. They are after the single point, the smallest section of 
building parts. Single line scans consist of scanned points 
(Fig. 12a). The second part of the experiment were 3D 
samples (Fig. 12b)  
 
 
Fig. 12. SLM technology in CAMT laboratories 
 
Experiments were taken with stainless steel 316L 
(1.4404).  
First matrix of single line scans was prepared with 2 
parameters: “distance between scanning points” and 
“scanning time per point”. The ranges of each parameter are 
shown in Fig. 13. The best quality of scanning single lines 
was achieved with the parameter “distance between scanning 
points”  with the value of 40 and 80µm on the whole range 
of the parameter “scanning time per point”. From this result 
the smoothest surface was chosen. It was six scans with 
40µm distance between scanning points. 
 
  
Fig. 13. Matrix of “scanning time of one point” and “distance between 
scanning points” 
 
The second matrix of single line scans was prepared with 
“laser power” from 75 to 100W  and “scanning time of one 
point” from 600 to 100µs for previous result “distance 
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between scanning points” equal to 40 µm.  
 
Fig. 14. Matrix of “laser power” and “scanning time of one point”  
 
 The best quality of surface of scanning single line was 
achieved with parameters: 
 laser power: 90W – 100W 
 scanning time of one point: 300µs - 500 µs 
 distance between scanning points: 40µm - 80µm 
 
 
Fig. 15. The best values of parameters 
 
The second part of the experiments involved building 
layer by layer 3D samples with different parameters to 
achieve the highest density. Experiments were taken with 
stainless steel 316L (1.4404) and tool steel H13 (1.2344). 
Experiments with stainless steel were taken to obtain the 
single most important parameters in turn experiments with 
tool steel to obtain the interaction between parameters. 
The methodology of the density measurement is shown in 
Fig. 16. 
 
 
Fig. 16. The methodology of the density measurement 
 
For stainless steel two main experiments were prepared 
for 50µm and 75µm layer thickness. Parameters that were 
analysed in the experiment were laser powder (90-100W), 
time of scanning one point (280-520µs) and distance 
between scanning one point (40-80µm). The influence of 
this parameters on the density is shown below. 
 
 
 
a) 
 
b) 
 
Fig. 17. Porosity achieved during the experiments: a) 75µm layer thickness, 
80µm distance between scanning points; b) 50µm layer thickness, 80µm 
distance between scanning points 
 
a) 
 
b) 
 
Fig. 18. Porosity achieved during the experiments: a) 75µm layer thickness, 
40µm distance between scanning points, 400µs time of scanning one point; 
b) 50µm layer thickness, 40µm distance between scanning points, 400µs 
time of scanning one point 
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It can be observed, that the most important parameter is 
the distance between scanning points. To achieve the highest 
density with 75µm layer thickness, 400µs time scanning of 
one point and 80µm distance between scanning points the 
power of 100W is required. For 40µm distance of scanning 
one point with the same parameters 85W of the laser power 
is enough. Fig. 19 shows the comparison between 40µm and 
80µm distance between scanning points.  
a) 
 
b) 
 
Fig. 19. Comparison between 40µm and 80µm distance of scanning one 
point.: a) 75µm layer thickness, 400µs time of scanning one point; b) 50µm 
layer thickness, 400µs time of scanning one point 
 
For experiments with tool steel Design of Experiments 
(DoE) method was used. The goal of the experiment carried 
out was to determine the influence of five factors interaction 
on the density of produced parts (Tab. 1). 
 
Tab. 1. List of factors for the experiment 
 
 
In this situation, with five input variables, conducting 
replicated full factorial experiment would require 64 
experimental trials. It was decided to run fractional factorial 
design rather than full factorial design. The best possible 
design matrix for this experiment was ½ fraction 2(5-1) 
fractional factorial design. The selection of design matrix 
with resolution V resulted with an alias structure which 
allowed for analyzing the influence of every factor and 
interaction independently: A + BCDE, B + ACDE, C + 
ABDE, D + ABCE, E + ABCD, AB + CDE, AC + BDE, AD 
+ BCE, AE + BCD, BC + ADE, BD + ACE, BE + ACD, CD 
+ ABE, CE + ABD, DE + ABC. Each experimental design 
point was replicated to increase the precision of the 
experiment. To minimize the effect of bias induced into the 
experiment, the trial conditions were also randomized. 
In order to identify the most important main and interaction 
effects, it was decided to generate Pareto Chart of the 
Standardized Effects (Fig. 20) and Normal Plot of the 
Standardized Effects (Fig. 21). 
 
 
Fig. 20. Pareto Chart of the Standardized Effects 
 
 
Fig. 21. Normal Plot of the Standardized Effects 
 
Figures 3 and 4 show that four main effects (B, C, D and E) 
and five interactions (BD, AE, BC, CD and DE) are found 
statistically at five per cent significance level. The Pareto 
Chart and Normal Plot indicate that the distance between 
scanning points and scanning time of one point, followed by 
interaction between those two factors, have the greatest 
influence on the density of produced parts. 
 
After these experiments we can also define 5 irregularities 
that have the biggest impact on the density in the selective 
laser melting (laser micrometallurgy) process: 
 Effect of the start point – (Fig. 22a) it is connected 
mainly with line scans. It occurs when the process 
starts. At the beginning of a scan track, more 
powder particles are available in the 
neighbourhood, and these particles are attracted to 
the melt pool, creating a larger ball [5] 
 Balling – (Fig. 22b) it occurs when the energy 
delivered to the melt pool is too small or the time of 
the laser melting is too short [6] 
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 Satellites – (Fig. 22c) some solid powder grains are 
connected with the melt pool. They do not melt. 
Powder grains are surrounded by liquid metal. 
 Pores – (Fig. 22d) this irregularity is connected 
with balling (the main cause of porosity). Porosity 
is the main problem of the laser powder 
micrometallurgy that has the highest impact on 
mechanical properties of produced parts. 
 Effect of the first layer – (Fig. 22e) the melted 
powder on first layer on the support structure sinks 
down into the free powder below.     
 
 
Fig. 22. Five irregularities in the selective laser melting (laser 
micrometallurgy) process: a) effect of start point; b) balling; c) satellities; d) 
pores; e) effect of first layer 
 
VI. CONCLUSION 
This paper shows the importance of setting proper 
parameters to obtain preferable (customized) material 
density, which determines mechanical properties (end-user 
requirements) of a part being built (Tab. 2). The most 
important interaction between described parameters is the 
distance between scanning points and scanning time of one 
point (Fig. 20). It is important for parts like inserts with 
conformal cooling (high density to prevent leakage). 
 
Tab. 2. Results of the experiment  
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 
Abstract—The review presented in this paper examines the 
differences and similarities between products and services. 
These are then presented as a basis for questioning the need 
for a business to manage products and services differently.  A 
spectrum of the different types of business and management 
approaches between product-based firms and service-based 
firms is then illustrated.  The conclusion from the critique is 
that products and services are rarely definitive and distinct. 
 
I. INTRODUCTION 
ervitisation drives companies to move from product-
based to service-based or even to product-service-based 
systems. In order to move between these systems, 
companies should understand the differences between 
goods and services, and hence implement appropriate 
management approaches.  However, the definition for 
goods and services and their distinction are unclear 
although it is assumed that certain differences occur 
universal consensus has not been reached [1-5]. But are the 
differences between goods and services distinct enough to 
warrant companies changing their business processes? 
Managers have often been educated and trained to consider 
strategic management in product-oriented terms, however, 
Thomas [6], and Vargo and Lusch [7] argue that these 
approaches may be irrelevant to the management of many 
service sectors. Hence, it seems debateable whether a 
service can be managed using the same organisational 
governance structure as a product. In this paper, a critique 
of the literature is presented exploring products and services 
and providing an overview of the management of products 
and services. 
 
II. CHOROLOGICAL REVIEW ON PRODUCTS & SERVICES 
Since, the early 1800, scholars from different domains 
have attempted to adapt various approaches in order to 
define products/goods (the terms „goods‟ and „products‟ are used 
interchangeably) and services explicitly [8-11]. Fig. 1 
summarises the key stages in the development of services 
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and goods in chorological order from 1776 - 2006. The key 
stages are depicted via the central boxes. Above and below 
the main stream the characteristics of goods and services 
are described respectively. Reading from the left hand side 
of the diagram, Smith [1] proposed that goods are of 
primary importance as they allow the division of labour and, 
though export of surplus, national wealth creation. Smith 
stated that goods are exchangeable and ownership rights 
can be established and exchanged, whereas, services are 
perishable, non-tradable and ownership rights cannot be 
established. Say [8] then generated the concept of 
materialability to distinguish goods from services.  The core 
idea being that goods are tangible, but services are not. 
Additional characteristics are provided by Senior [12] who 
regarded goods as objects and service as a performance and 
Hicks [13] who stated that the production and consumption 
of goods cannot be instantaneous but services can be. 
However, in 1977, Shostack [14] challenged the traditional 
approaches arguing that in marketing campaigns goods can 
be intangibilised by association with chosen images and 
services can be tangibilised by providing evidence of their 
impact. For example, an Armani suits is a tangible entity 
associated in advertising with rich business/high-profile 
people creating a successful/high status image. On the other 
hand, intangible services are often inextricably entwined 
with their human representatives through association with 
tangible items such as a staff uniform associated with a 
companies‟ brand. Moving to the right in Fig. 1, Delaunay 
& Gadrey [cited in 5] defined goods and services based on 
the institutional structure of production. Customers from 
product-based companies often purchased goods without 
knowing or contacting the producers. In contrast, customers 
from service-based companies usually have to contact or 
co-operate with the service providers while obtaining the 
service. Furthermore, Hill [10] in 1999, was among the first 
to question whether services have to be perishable. Gadrey 
[11] supported this idea by explaining if it was a servant‟s 
task to clean and tidy a premises, then the output of their 
efforts did not vanish when the work was done. The case of 
the servant can also be applied to a broad range of service 
sectors, therefore, perishability is not a definite feature for 
all service sectors but a characteristic for many service 
domains [5, 10 and 15]. In 2002, Axelsson and Wynstra [16] 
suggest that companies have moved from a pure service or 
product stage to a product-service system (PSS). 
Consequently, we observe a current trend towards 
combining manufacturing with service to provide integrated 
solutions that may support the lifecycle of the product.  
 
A Critique of Product and Service Based Systems 
Xiaoxi Huang, Linda B. Newnes, and Glenn C. Parry 
S 
405
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
 
III. GOODS AND SERVICES: DIFFERENCES 
The chronological map in Fig.1 focused on the 
definition of goods and services over time. This section of 
the paper describes the differences between goods and 
services in more detail. 
 
A) PERISHABILITY OF SERVICE  
Generally, services are perishable and goods are not. 
Using technical criteria to define services, Smith [1] states a 
service will “perish in the very instant of its performance, 
and seldom leave any trace or value behind them for which 
an equal quantity of services could afterwards be 
procured”. Here Smith shows one of the important features 
of services - perishability. In general it is agreed that 
services are not fixed assets or inventory [10, 11]. For 
example, if a room is booked in a hotel you pay for the 
room. In return you are provided with a room, breakfast and  
cleaning services for certain days as mutually agreed. Once 
the contract ends, you are no longer entitled to stay in the 
room or to acquire any services from the hotel. Hence, the 
services provided by the hotel perish in the very instant of 
the contract ends. This perishable characteristic often 
happens in sectors such as education, banking and catering. 
However, as previously mentioned cleaning services can be 
non-perishable; therefore, perishability can not be the 
distinct characteristic between services and goods.  
 
B) TRADABILITY OF GOODS AND SERVICES 
Goods often appear more tradable than services because 
goods such as clothes and electronic products are easily 
mass produced to the same standard, whereas services are 
often varied and limited according to different providers. 
Therefore, goods may prove relatively easier to distribute 
globally. Producing services in one country and 
subsequently exporting them to another country in the way 
goods produced and transported can be difficult. However, 
 
Fig. 1. Chronological order - Key Changes in the definition of Goods and    Services 
Smith 
(1776)1  
clarified 
labour in 
terms of 
productive 
(e.g. Good) 
and non-
productive 
(e.g.Service) 
Non-physical 
assets 
produced by 
un-productive 
labours 
e.g. cleaning 
service 
Physical assets 
produced by 
productive 
labours e.g. 
manufacturing 
cars 
Goods  
  (G) 
Services 
     (S) 
Smith 
(1776)1 
identified 
unique 
G&S 
charac-
teristics. 
Characteristics of 
goods: 
•Non-perishable 
•Tradable 
•Ownership rights 
established& 
transferrable 
Characteristics 
of services: 
•Perishable 
•Non-tradable  
•Ownership 
rights cannot be 
established& 
transferrable 
Say   
(18038 
first 
introduced 
the 
concept of 
Material-
ability. 
G are tangible 
products 
S are intangible 
products 
Senior 
(1863)12 
classified 
G as an 
object 
and S as a 
perfor-
mance/ 
act. 
G normally undergo 
a physical/tangible 
process, e.g. 
manufacturing 
clothes are 
producing goods 
rather than 
providing services 
S act like a 
performance, e.g. 
dry-clean clothes 
are providing the 
service rather than 
making goods 
Hicks 
(1942)13
 
Identified 
another key 
G&S 
charac-
teristics. 
The production 
& consumption 
of G are separate 
and hence can be 
conducted in 
different 
locations. 
The production 
& consumption 
of S are 
instantaneous so 
S contact staffs 
required more 
human resource 
skill than G 
contact staffs. 
Shostack 
(1977)14 
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first to argue 
that 
intangibility 
can no longer 
be the 
distinction to 
separate S 
from G. 
Although G 
generally are 
tangible, they can 
be intangiblised 
by giving image, 
e.g. brand image 
or abstract 
associations. 
S generally are 
intangible but 
they can be 
tangiblised by 
giving 
evidence, e.g. 
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standard 
uniform to 
represent a 
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Hill (1999)10 
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example, the 
lawyer (A) in 
charge of a case 
(B) provided 
advice to 
customer (C). S 
provider tend to 
be more 
interactive with 
its customers 
Axelsson & 
Wynstra 
(2002)16 
Rather than 
distinguishing 
services and 
goods 
explicitly, it 
would be more 
helpful to 
organising & 
managing firms 
with complex 
product-service 
offerings. 
Araujo & 
Spring 
(2006)5 
The future trend 
is to integrate 
manufacturing 
into service to 
provide 
solutions 
throughout the 
lifecycle of the 
product. 
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as a result of the rapid development of technology, such as 
the internet and telecommunication, services can be 
provided in a way similar to goods. For example, a UK call 
center can be based in India, providing phone call services 
back to UK through internet [5]. This approach to service 
leverages the benefit of lower labour costs from developing 
countries and brings economic benefit to home country 
consumers [10]. 
Services often involve an interactive and co-operative 
relationship between producers and consumers, the so-
called „co-creation of value‟ [17], making each service 
delivery or interaction unique.  Value is created through 
interaction and business structures are required that may be 
adaptable, with producers and consumers sharing the risk 
and the responsibility during service trading. Individual 
consumers may have different specification requirements 
and preferences for a particular service, making it difficult 
for a producer to standardise and mass produce services for 
international scale. In addition, because of the close 
relationship and value co-creation between the producer and 
consumer in services, timing and location of production can 
have a profound impact on the service output. For example, 
when a car owner has their car fixed in a garage, they will 
likely choose the garage that is both closest to their location 
and offers to have the car repaired the fastest. This confirms 
Hill‟s view [10] that service companies frequently struggle 
to provide a widely based service from a single location, 
and are unable to design their production and delivery 
schedules solely independently of their customers. These 
are important factors which place constraints on 
international trade in services.  
C) OWNERSHIP RIGHT OF GOODS AND SERVICES 
    Another difference between goods and services is that the 
former is an entity over which ownership rights can be 
established and exchanged, whereas, the latter is an entity 
that ownership rights cannot be established. The producer 
of a certain product is its first owner, but the ownership can 
be transferred in terms of money or goods exchanged. 
Rathmell‟s view [2] is that compared to goods, service is an 
act rather than a thing (e.g. a performance or an effort). 
When a service is purchased, the buyer incurs an expense 
without establishing ownership rights because there is no 
actual asset to establish rights over, only an agreement to 
provide „access‟ to a capability. However, when a good is 
purchased, the buyer acquires an asset where they can 
establish ownership rights. 
 
D) PRODUCT UTILITY OF GOODS AND SERVICES 
    Rathmell [2] also identifies another distinction between 
goods and services, the nature of the product‟s utility. If the 
utility for the consumer lies in the physical characteristics 
of products, then they are goods; if it lies in the nature of 
the action or performance then they are services. Although 
defining the physical characteristics of a product is not 
always straightforward as it may be intangible. The next 
section discusses the tangibility and intangibility 
characteristics for both goods and services. 
 
E) TANGIBILITY OF GOODS AND SERVICES 
Rockwood [18], Shostack [14] and Sasser, Olsen and 
Wyckoff [19] were among the first to consider the 
implications of service intangibility. By the nineteenth 
century, it was widely considered that goods were tangible 
and services were intangible. Typical examples are given by 
some classical economists [8, 12], who believed that 
services were immaterial in that consumption and 
production were simultaneous. Their views support the 
industrial marketing sector‟s view that intangibility is one 
of the key characteristics for services. The American 
Marketing Association implies that services are just like 
products except for intangibility. Shostack [14] contends 
that, by such logic, “apples are just like oranges, except for 
their appleness.” In her opinion, intangibility is a state 
rather than a modifier so that it cannot be used to squeeze 
services into product sectors. Hill [10] also argues that 
intangibility is not a unique criterion for services because 
some goods can also be intangible. For example, when 
someone buys a best selling book they buy it for the story 
not the quantity of paper [10]. Here the book is a tangible 
product but the story inside the book is an intangible 
product. Hence, goods can be tangible, intangible or even 
both, breaking the misconception that only services can be 
intangible.  
 
F) INSEPARABILITY AND HETEROGENEITY 
CHARACTERISTICS OF SERVICES 
Despite the intangibility and perishability, inseparability 
and heterogeneity are commonly cited as major features for 
services [20]. Because services are inextricably entwined 
with customers in terms of production and consumption, it 
is said that service is inseparable. For instance, the producer 
cannot provide a service until they know who the customer 
is and what the customer wants. In contrast, a 
manufacturing company can still manufacture and deliver 
goods through channels of distribution without knowing the 
end customers. Moreover, the manufacturer tends to 
produce identical goods by following designed procedures 
and adapting advanced technology; however, it is 
considerably more complex to produce identical service due 
to the variability of service input and human factors. 
Services can be varied according to: different quality 
standards associated with different costs; regions or cultural 
background; and can be fluctuated by the individual 
characteristics of the service providers‟ staff. Therefore, 
heterogeneity may be considered as one of the key factors 
that distinguishes goods and service. However, numerous 
exceptions counter this distinction. For example, tangible 
goods are often heterogeneous, e.g. automobiles are 
frequently tailored to an individual customer, and services 
can be standardised. The technical characteristics of service 
such as perishability, intangibility, inseparability and 
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heterogeneity have been shown in previous sections not to 
distinguish all goods and services. Due to this Hill [21] 
defines services, and distinguishes goods and services from 
an institutional aspect rather than a technical view. He 
regards service as a change of a person or of a good from 
one condition to another through an activity with prior 
agreement [21]. He also emphasises that the institutional 
structure of production is essential for the definition of 
services [21]. Gadrey [11] built the service triangle 
involving producer-user interaction based on Hill‟s work. 
The concept of the triangular relationship is illustrated by 
Gadrey thus; someone (B) owned a car (C) and the owner 
(B) requested a garage (A) to repair the car. Within this 
activity, (B) requests an intervention and possible 
collaboration with (A) and (A) then conducts some 
operation to change the state of (C), in this case, the car 
would get fixed. Finally the car (C) can be used again by its 
owner (B). Gadrey‟s [11] view is that services always 
involve a triangular relationship between (A), (B) and (C). 
Hill [21] and Gadrey [11] clarify the nature of service and 
place producer-user interaction at the center of attempts to 
distinguish between goods and services. Although this 
service logic depicts the service‟s nature, each entity within 
the service loop cannot circulate independently. Hence, this 
may lead to the question of what makes services tradable at 
all. Araujo and Spring [5] also argue that producer-user 
interaction is often closely linked so that there cannot be 
clear-cut separation as shown in the service triangle.  
 
IV. GOODS AND SERVICES: SIMILARITIES 
Sections I-III illustrate that there is no perfect definition 
for services. Services have been defined from both a 
technical and institutional viewpoint, with each having its 
limitations and drawbacks.  As services have not been 
defined explicitly, the accountability of those factors that 
help to distinguish goods and services is still questionable.  
However, in contrast to the differences between goods and 
services, the similarities between them are shown more 
straightforward.  
 Goods and services can be tradable which means both 
entities must at least have one provider and one customer. 
The customer often pays an agreed fee to the provider in 
order to acquire the ownership of pre-ordered goods or 
gain services for an agreed period of time. In addition, 
there is always a reason and motivation behind the act of 
providing certain goods and services, for example the 
provider wants to make a profit or improve their public 
reputation. 
 The characteristics of goods and services often overlap 
with each other. For example, intangibility is generally 
regarded as the distinct feature for services; however, as 
mentioned previously, certain goods such as a book can 
be tangible or intangible. It is believed that there are few 
pure goods and pure services. Rathmell describes a 
painting as an example of pure goods because no act is 
performed [2] (though they have aesthetic value so this may be 
questioned).  For a pure service legal counsel is given as a 
benefit/utility [2] (though they often have written documents which 
could be defined as goods). Most goods, whether consumer or 
industrial, require supporting services in order to be 
useful; most services require supporting goods in order to 
be practical. Therefore, it would be more appropriate to 
utilise the goods-services continuum view point rather 
than defining products and services explicitly. 
 Both goods and services require the objectification and 
stabilization of what it is that is being transacted. Without 
these criteria, providers would not know the types of 
goods or services they need to provide. More importantly, 
if services can be bounded, objectified, clearly specified 
and scripted into socio-technical capacities they can be 
transacted just like goods. For example, when an 
experienced lawyer sets different legal cases into various 
categories such as different customers, they have 
transformed the consultant service into products with 
fixed patterns [22]. Therefore, it is common for 
companies in professional services such as law, insurance 
or advertising to separate customized solutions into 
different categories either through tried and tested 
processes or a recombination of pre-produced units [22, 
23]. This approach would help companies to save costs 
and provide more efficient services. 
 
V. A SPECTRUM OF TYPES OF PRODUCT-SERVICE OFFERING 
The previous sections surmise that goods and services 
can never been definitive and explicitly distinct, 
consequently, a product-service system (PSS) is generated, 
which combines the two. This system coincides with a 
recent trend in business strategy, which is to offer solutions 
instead of stand-alone products or services to customers 
[24]. Companies, such as IBM, General Electric and Rolls-
Royce compete by providing integrated solutions as 
opposed to pure product offerings. Rolls-Royce for 
example, offers “Power by the Hour” to various airlines, 
which provide maintenance, overhaul and upgrade services 
through products‟ lifespan in addition to the selling of jet 
engines [25]. 
Based on Thomas‟s work [6], this research proposes a 
modified and expanded spectrum of types of product-
service offerings, Fig. 2, where a PSS offers a proportion of 
both goods and services. If the company provides more 
goods than services, it may be considered as a product-
oriented business and vice versa. Thomas [6] stated that a 
service-oriented business can be separated as either 
equipment-based or people-based. It may be difficult to 
categorise a company into one particular spectrum entirely, 
but three general observations are found if a transition to a 
PSS occurs: namely; as manufacturing businesses develop, 
they often move along the spectrum from product-oriented 
to service-oriented; the evolution of a service business often 
results in a move across the spectrum from people-based to 
equipment-based or vice versa [6]; finally, many companies 
incorporate more than one type of business i.e. the product-
service system [6]. These observations indicate the 
transition of a company. By understanding the spectrum of 
types of product-service offerings, a company is not only  
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able to identify its current position in the market, but more 
importantly, it can apply appropriate management 
strategies.   
 
VI. PRODUCT-BASED COMPANIES AND SERVICE-BASED 
COMPANIES: DIFFERENCES IN MANAGEMENT APPROACHES 
Assuming product-based firms produce tangible products 
and service-based companies produce intangible products, 
Bowen and Ford [4] describe three major differences of 
management approaches between these two types of 
companies.  
A) PRODUCT-BASED COMPANIES AND PEOPLE-BASED 
SERVICE COMPANIES: DIFFERENT ASSESSMENT 
    Assessing the effectiveness and efficiency of a service 
organization are generally more subjective than assessing 
these two criteria of a manufacturing company. 
Effectiveness can be described as the level to which an 
organization materialises its objectives and is doing the 
correct thing [26]. Product-based firms can refer to industry 
standards, quality standards and competing products to 
determine and evaluate if their products meet the desired or 
intended result in terms of quality and value [4]. For 
example, to justify why the BMW M5 is more costly than 
the Nissan Micra, their aesthetic, characteristics and 
functions can be assessed [4]. Therefore, for a tangible 
product, customers can visualise the physical attributes 
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before purchase [27]. However, it is relatively difficult to 
compare the banking service provided by HSBC plc and 
NatWest plc objectively. Hence, Chase and Garvin [28] 
conclude that ultimately a customers‟ perception will be a 
determining factor on the effectiveness of a service 
organisation. Therefore, managers of service operations 
must have a methodology to evaluate customer satisfaction 
and loyalty subjectively [29, 30]. Lundberg noted that more 
often than not, the quality and value for a particular service 
can depend wholly on the customers‟ judgment at that 
particular instance [31]. For example, two people can easily 
have different views on the rating of a music concert, and 
even the same person may have different opinions of the 
same service experience on different occasions [4]. 
Gronroos [32] notes that the customer is one of the vital 
factors in service businesses; hence, it seems essential to 
develop a bonded relationship between firms and their 
clients. Furthermore, a service company also needs to 
understand the drivers behind customers‟ desires. This can 
be achieved by constantly observing and monitoring 
customers through their service lifecycle [4]. It is found that 
people-based service firms measure their effectiveness by 
using the concept of co-creation of value. 
Etzioni [26] defines efficiency as the ratio of inputs to 
outputs. Product-based companies can calculate the product 
efficiency based on work in process, finished inventory, 
raw material inputs and product outputs [4]. Service-based 
companies, find it more complex to determine both inputs 
and outputs that can be varied by customer co-production 
[33]. Therefore, a customer‟s capability and their 
motivation to execute their production duties will influence 
efficiency of a particular service [34]. For example, a 
person who knows how to use an on-line banking service 
would probably value it as it convenient and efficient.  
However, a person who is not use to using the internet may 
find this service of little value. Thus, the diversity of each 
customer‟s background and expectations demand a more 
objective approach to evaluate the inputs and outputs in 
service-based organizations than in product-based firms [4].  
 
B) PRODUCT-BASED COMPANIES AND PEOPLE-BASED 
SERVICE COMPANIES: DIFFERENT MANUFACTURING 
STRATEGY 
A manufacturing company is able to constantly monitor 
their product through a quality control (QC) system to make 
sure it meets its specifications [4]. The QC inspectors can 
reject non-conforming products prior to delivery to 
customers. In contrast, when services fail, they fail in front 
of the customer [4]. There are several ways to solve this 
problem. For example, if the customer contact is made the 
QC inspector for services, then training of the employee 
improves service quality. In the people-based service sector, 
a company generally seeks potential employees who are 
good negotiators and problem solvers. 
Levitt [9] states “the most important thing to know about 
intangible products is that the customers usually don't know 
what they didn't get until they didn't get it.” Consequently, 
another strategy to improve service quality is to assist 
customers in determining the quality of the service. This 
can be achieved by offering low, medium and high service 
value at different price points [35]. Business class air travel 
is an example where the service should be better than 
economy class, for example, boarding and embarking first, 
more space and improved food and wine. Generally 
customers expect that the more expensive the service, the 
better quality or value is provided. This can also be 
achieved via branding [36]. For instance, Singapore airlines 
have a well-known reputation for providing high quality 
service in terms of safety, comfort and punctuality. Hence, 
if Singapore airlines and another unknown airline offer the 
same flight schedule, customers would probably choose 
Singapore and expect to be offered better services because 
of their brand. Therefore, both pricing and branding 
strategies help customers to visualise and sense the quality 
and value of service.  Another major difference in the 
management strategy of product and service approaches is 
inventory. Product-based companies often store and adjust 
inventory to balance the production capacity and demand. 
In contrast, because the production and consumption of 
services cannot be separated, companies are highly unlikely 
to have an inventory of a service as for a product [19]. 
Other approaches must be developed to manage the demand 
for services. Services can use pricing strategies, such as 
discounting, either directly or through multiple purchase 
„buy one get one free‟ offers, to increase demand during 
slack periods or offer VIP services and higher prices during 
peak periods [40]. For example, a hairdresser could offer a 
luxury cut targeting professionals at peak times and offer 
student discounts during off-peak periods. Alternatively, 
service managers could manage capacity by scheduling 
maintenance and training staff during low demand periods, 
and recruiting part-time staff, and renting additional 
facilities and equipment during periods of high demand 
[37]. These strategies can be used to manage a flexible 
capacity that expands and contracts with demand.  To 
manage fluctuating customer demand managers balance 
demand by making customers wait in line and find ways to 
divert them so they do not leave, abandon the line, or feel 
dissatisfied because they had to wait as part of the service 
experience [38, 39]. Businesses such as supermarkets, 
locate small items such as magazines or chocolates at the 
point of sale to provide customers a final chance to 
purchase before payment. This not only diverts the 
customer from the boredom of waiting but also helps 
companies to boost sales.  
 
C) PRODUCT-BASED COMPANIES AND PEOPLE-BASED 
SERVICE COMPANIES: DIFFERENT MANUFACTURING 
PROCESS 
  The product-based firm producing tangible goods is 
usually separated from the customer, whereas, the service-
based firm producing intangible products is generally 
involved with co-producing customers [4]. This leads to 
differences in the production process for product-oriented 
firms and service-oriented organisations. One of the major 
differences is that the outcome of a product does not vary 
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according to different customers in a manufacturing 
operation. Therefore, customers are usually not concerned 
with the physical setting of a firm. In contrast, in service 
operations where customers may physically or virtually 
enter the firm, the service setting is important and may be 
constantly altered to improve performance or impression, 
depending on how customers co-operate and communicate 
with the firm [4]. Consequently, clients in the people-based 
service sectors are more likely to be concerned with who 
they are dealing, resulting in certain requirements from the 
service contract employer. For example, customers would 
probably prefer co-operating and communicating with a 
patient and smiling staff than with an impolite and arrogant 
one.  Product-based firms may have the option to outsource, 
producing and assembling parts from different global 
locations with little end-user knowledge or contact. Hence, 
product companies can benefit from the advantages of each 
location, helping them to produce cost-effective goods. In 
contrast, service customers typically participate in the 
service production process [41, 42] requiring commitment 
and information exchanges which may limit potential 
locations [43]. 
The process flows through a product firm may be 
represented by a value stream map [46]. Due to the 
difference in flow and co-created value managers designing 
a service process utilise service blueprints [44, 45]. The 
blueprints enable managers to visualise the interaction of 
the customer with the service production system as well as 
demonstrate the complexity and divergence in the service 
delivery system [4].  Unlike, manufacturing firms which 
often separate customers from the production, successful 
service firms would involve customers as potential co-
producing partners [47]. Customers‟ attitude and response 
can also potentially co-create value of the service delivery. 
[17]. The concept of co-creation is in essence shifting a 
company from product-oriented or service-oriented to 
customer-centric. This helps a company provide better 
product-service offerings that suit individual customer‟s 
needs and hence gain a competitive advantage in the 
market. 
 
VII. PRODUCT-BASED COMPANIES AND SERVICE-BASED 
COMPANIES: SIMILARITIES IN MANAGEMENT APPROACHES 
Thomas [6] noted that manual labour can be substituted by 
machines in both product-oriented and service-oriented 
companies. By using machines, both products and services 
can be produced at a faster rate with greater consistency. 
For example, many car washing services have been 
automated, replacing manual labour [6]. In manufacturing 
and service companies, tasks can be categorised as 
machinery-based and people-based. In people-based firms 
not all service tasks can be automated due to the need for 
human judgment. Tasks can be broken into components 
differentiated by the different people/skill sets/salary levels 
and customer value proposition. Systematic and repetitive 
tasks may be open to automation if the customer does not 
value personal interaction, allowing the expensive 
employees/higher skill set individuals more time to carry 
out crucial and complex tasks that bring profits to the 
company. Hence, whether the company provides a service 
or a manufacturing function people and machines may be 
placed in appropriate positions to complete tasks. A similar 
management approach is the concept of improving 
intangible and tangible product efficiency in service and 
manufacturing sectors. In manufacturing, value engineering 
can be employed to perform design changes to reduce 
production cost without compromising product 
functionalities [6]. In the service sectors this concept is 
applied using the blueprint technique [44, 45] a company 
can also determine what parts of the service are crucial, can 
be eliminated, and minor additions to enhance the service. 
 
VIII. CONCLUSIONS AND FUTURE WORK 
As described products and services are rarely definitive 
and distinct, but they do have key differences making it 
unsuitable for service based firms to adopt product based 
management approaches. Hence, service firms should 
develop their own management approaches. This paper 
presents the differences and similarities between goods and 
services, and focuses on the management approaches 
between product-based companies and people-based service 
businesses. In particular, the current trend is towards 
providing product-service integrated solutions rather than 
pure-service or stand-alone products. However, it is 
important to understand that integrated solutions are not 
always better than pure services or goods and services are 
not superior to goods. Companies may offer a combination 
of goods and services, requiring them to employ a multi-
modal strategy. The aim of future research is to identify 
these approaches and produce an appropriate cost model for 
product service systems.  
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Abstract: This paper has the objective of
attempting to identify some of the qualitative
characteristics required of Small and Medium
sized Enterprises (SMEs) for sustainability and
resilience in company operations. While
recognizing that identifying a generic and
comprehensive list of such features is difficult, due
in the main to the wide variation in differing
company circumstances and their strategic
solutions, it is felt by the authors that resilient
companies evolve by surviving bad experiences
and by imprinting the lessons learnt on the
organisations collective memory against a future
need. That is not to say that a particular solution
will work twice in the same or some other firm,
even if the circumstances were identical, and that
is because of the many extraneous factors that
surround the human activity system that is a
company. Accordingly, this contribution outlines
the case of a small manufacturing company, the
difficulties it faced during its start-up period and
how it overcame them to become a resilient and
sustainable SME. The many results, observations
and conclusions drawn at the end of the paper
regarding the case study, attempt to identify and
list the specific and generic features involved in a
solution which allowed the company to survive its
crisis and to continue trading in a profitable,
resilient and sustainable way.
I. INTRODUCTION
The financial fortunes of TTL have fluctuated
significantly since its original inception in 2002.
Over the past seven years the company has been
brought to the edge of insolvency and has seen
significant changes in its management structure and
style to become a successful firm. The changes
ultimately have enabled the company to restructure
and to eventually become a financially viable
operation securing the employment of the personnel
who work within the company. As originally
established in 2002, TTL was set up as a community
business with the intention of manufacturing musical
instruments for a predominantly United Kingdom
market. TTL currently employs eight people in
various manufacturing and management roles and its
annual turn-over has grown steadily from £300,000
p.a. in the initial years to £600,000 p.a. in the
previous financial year. Following a very promising
industry survey which identified a clear opportunity to capture a
significant slice of the market in this area, suitable investment
was found which enabled TTL to be set up and trade. A
position on a brown-field site and an investment in ‘state of the
art machinery’ gave the company an opportunity to produce
their proposed product range in a fraction of the time their
competitors could achieve. It also created sufficient capacity for
the company to produce both new and existing products in the
future, thus enabling the company to protect its market sector
position and to move ahead of the competition.
The company’s management structure was set up in a
traditional format due to the financial regulations surrounding
the grant monies received. A Board of Directors was
established consisting of stakeholders with a vested interest in
making the company work. The board recruited a managing
director and a team of manufacturing and sales experts. The
managing director had been recruited on the basis of his
background as a leading management specialist with a
particular reputation in running a tight and well structured
organisation. Over the ensuing months the managing director
developed a series of systems and procedures which were
aimed at reducing the effects of uncertainty in the production
system and to provide clarity, order and vision within the
company. A high degree of financial control was exerted upon
the organisation with investments in machinery and equipment
being highly scrutinised for their viability and tightly managed
during installation, commissioning and operation.
On the shop floor, operations were monitored and managed
with a high degree of control. The adoption of scientific
management principles saw a series of mechanisms
implemented which were aimed at achieving very tight control
over material movements and the work of the shop floor
personnel. For example, work breakdown structures were
created, standard production times devised and structured build
plans developed with shop floor personnel being expected to
work to these rigid mechanisms without any deviation from the
norm. By 2003 TTL were in serious financial trouble. The
market share they expected to achieve had not materialised and
there were significant problems with introducing a new product
to the market. Product quality was poor and production output
was erratic and low.
Faced with almost certain insolvency the company agreed to the
Manufacturing Advisory Service (MAS) [1] undertaking a
survey of the company’s strategy, business and manufacturing
processes. The analysis included a thorough characterisation of
the activities within the company which included detailed
interviews with all the personnel within the organisation. The
perspectives of each member of staff within the company were
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captured and later analysed with a view to providing
a solution to the problem at hand. The outline
conclusions of the analysis are indicated below with
respect to three distinct levels within the organisation
as it was structured at the time namely: the senior
management, the supervisors and the shop floor
personnel.
The managing director of the company was
concerned that the firm had not developed as quickly
as he had initially planned when considering the
market survey data and given the equipment,
technologies and systems at the company’s disposal.
He was primarily concerned with ensuring that
uncertainty was removed from the supply and
demand chains together with the manufacturing
processes within the production system. In order to
do this he believed that a series of strict financial and
operational controls were needed in order to create
internal stability before moving the company
forward. Criticism was directed at the shop floor
personnel who he believed were not working to their
utmost capability even though the time sheets issued
to the personnel showed that maximum working
capacity was being achieved on a daily basis. The
managing director freely admitted that he could not
find a way of creating the necessary momentum to
achieve a step change in company performance.
The supervisors were found to be seriously stressed
individuals who had the constant pressure of working
within the strict control mechanisms laid down by the
managing director whilst trying to motivate a very
disillusioned shop floor team. It was felt that whilst
massive investment had been made in machinery and
equipment, not enough time and consideration had
been given to the purchase of simple tools and
fixtures. These items, which had been requested at
the start, were not available due to a lack of funding
and as a result, production was now being adversely
affected. Consequently, the supervisors felt that they
were now being seen as the whipping boys in the
whole system and pilloried by both management and
shop floor staff alike for the company’s failings.
The shop floor workers were skilled craftspeople
having all undergone appropriate engineering and
manufacturing apprenticeships. However, the
workers felt that their technical and innovative skills
were not being utilised to anywhere near their full
capabilities. Their attitude was resentful against being
told what to do and when to do it by a managing
director with little or no practical workshop
experience. This was a major concern, since it was
clear to many on the shop floor that the product build
plans were not correct and by no means efficient.
However, upon suggesting alternative working
methods, many of the shop floor personnel were
rebuked and told to get on with the job. It was clear
from the analysis that the previously deep frustrations
of the shop floor personnel had given way to a
profound resentment towards the senior management in the
company. The shop floor personnel had effectively lost all faith
in the managing director and in turn the board of directors
blaming them for continually supporting such an ineffective
manager.
At the stage where the company needed to develop its initial
product for sale and growth, a complete breakdown of
communication and trust had been created. New product
development and introduction had been stopped and the
existing product could not be improved. This was because the
managing director had decreed that any attempt at continuous
improvement of the existing product would be first very costly
and secondly, would severely affect the strategic plan of the
organisation. In reality, by August 2003 the company were
operating at 25% below the productive capacity they needed to
be at in order to survive. The company had gone into a
disinvestment spiral where the purchase of essential equipment
and materials was halted due to their dire financial position.
Equally worrying was the effect the management regime had on
the existing workforce. A previously committed and highly
motivated group of workers had given way to a disillusioned
and lethargic workforce. The workers freely admitted that time
sheet hours were made up to suit the management system.
There was no real regard for product quality and more
importantly, where there were clear and simple opportunities to
improve the product, thus enabling the company to save
significant time and cost in product manufacture, the workforce
simply did not have the energy, enthusiasm or interest to make
the changes. As one member of shop-floor staff commented
“why should I bother, nobody takes any interest and if the idea
does not work out then management is on my back”.
II. THE WIND OF CHANGE
In September 2003 the managing director decided under
pressure that the future of the company was not secure and
submitted his resignation. At this stage the authors were asked
to provide advice and guidance on how the company should
operate considering its current operational status and the
precarious nature of its financial position. The fact of the
managing director’s resignation provided an opportunity for the
company to save much needed funds by not replacing him. It
also gave the authors an ideal opportunity to introduce a new
system of management, one that removed the old rigid methods
and systems to one that embraced the capabilities and skills of
the existing workforce for the better.
To their credit, the board of directors allowed the authors time
to develop the new management system although being fearful
of changing the group dynamics too quickly in what had been
up to now a very rigid organisation. It was decided to eliminate
hierarchy on the shop floor and to provide just one supervisor
with team leader status and with a specific responsibility to
develop a cohesive working environment on the shop floor.
This created a flat minimal management structure and resulted
in the other two supervisors being returned to the shop floor.
These individuals became an integral part of the manufacturing
system but also had a clear responsibility for motivating the
workforce and improving the quality of the product. Without
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responsibility for the financial position of the
company, a task which had been taken over by
members of the board of directors, the team leader set
about restructuring the organisation with the aid of
the authors.
The authors proposed that three simple management
principles be introduced into the organisation under a
Fit manufacturing strategic approach [2]. These were
known as the 3Fs and were Filter, Focus and
Facilitation. The aim of this new management
approach was to achieve another set of 3Fs that is
creating a Fast and Flexible, Flow of manufactured
products. Figure 1 shows the concept as envisaged by
the authors. The team leader followed the concept of
the 3Fs and armed with this plus the force of his
personality, he achieved over the next three years a
remarkable change-round in company fortunes. In
conjunction with the authors, a complete dismantling
of the existing management system was undertaken
with the 3Fs concept being applied in the following
way.
Figure 1. Fit Manufacturing Strategy
In anticipation of the problems of moving quickly to
a totally new management approach, the authors
made ‘Filtering’ a key guide in the team leader’s tool
kit. Having undergone a period of top-down
management intrusion, it was suspected that the
greatest problem would be in preventing the board of
directors attempting to micro-manage the shop floor
and thereby create a similar dictatorial system as
previously experienced. Thus, the team leader was
trained in filtering only the essential information to
the shop floor personnel. The process of filtering
became a key issue. Previously, the original regime
had passed all information on to the shop floor
thinking the weight of the board of directors dictates
would drive productivity up. This however only
created confusion amongst the workforce, where it
was felt that the shop floor personnel had not just one
boss but thirteen bosses all with slightly different
perspectives on the situation at hand! Board members
were subsequently discouraged from visiting or
interacting with the shop floor. The team leader
established a position on the board of directors so that
information was gained first hand, and subsequently
analysed / edited before being passed to the shop
floor. This not only enabled the workforce to hear a single
voice, but also allowed the noise emanating from a consensus
type decision making process to be taken out, thus allowing
them to concentrate purely upon existing product requirements,
improvement and new product development.
To achieve a distinct ‘Focus’ on customer needs and not be
swayed and pushed off course by other noise factors such as
management intervention, it was felt necessary to bring the
customer closer to the company, get them to meet the staff and
thereby make the customer the focus of the company’s
attention. By bringing the customer closer to the shop floor
personnel, the workforce could immediately see an end user for
their product rather than a faceless entity embodied by a ‘to do
list’. Following the introduction of this idea, product quality
shot up almost immediately, with the amount of rework being
reduced and productive output stabilised. Production was now
made to customer order rather than for stock and where
previously the company would have made a standard product
and tried to push this onto a customer a degree of customisation
was now allowed. A year later the productive output of the
company had doubled as the firm had now created a stronger
manufacturing base, one which was focussed upon customer
satisfaction and product quality.
The management style was now one of ‘Facilitation’ or helping
the workforce to achieve the best from themselves and the best
from their equipment and machinery. The team leader raised
capital for more appropriate machinery and equipment by
selling off machines that were all but useless to the
organisation, but which had previously been thought of as
essential to the company. Facilitation was extended through
enabling workers to do more by sending them on training
courses and by providing them with the necessary technical
knowledge to do the job better. As a result, workforce
enthusiasm and motivation was resurrected and it was observed
that the continuous improvement cycle had returned, with key
inputs into product and processing improvement being provided
by the shop floor staff especially the mid-career staff who felt
that their previous experience and knowledge could now be
exploited to its fullest [3].
A major development encouraging this was in the creation of
self selecting and organising teams. The workforce was
encouraged to develop teams based on workers individual
strengths and more importantly, their ability to contribute
effectively as part of a team. This self selection process was
significant, in that it exposed workers who had not traditionally
contributed as effectively as other members of staff but because
of the previous management style, had got away with it by
playing the system. The creation of self selecting and
organising teams was a key part in the company development
process by encouraging every member of the workforce to play
an effective part in the company’s operations. In this, the team
leader played a major role facilitating this move to self-
selecting teams. Alongside this achievement, the team leader
now felt that he was also contributing to the product
manufacturing stage, by removing production bottlenecks and
dispersing the administrative problems that had led to so much
frustration on the shop floor.
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III. SUSTAINABILITY STRATEGY
Following the successful results obtained in changing
the management culture within the organisation, the
authors started to work with the company to identify
future product developments in an attempt to secure
economic sustainability and resilience through
strategic exploration [4]. Resilience as defined by
TTL as the ability of the organization to
expeditiously design and implement positive adaptive
behaviors matched to the immediate situation through
which strategic breakthroughs occur which enable the
company to become economically sustainable [5].
Initially the company felt that new product
development would concentrate upon extending its
current product range. However, following a critical
survey of the marketplace and after obtaining the
opinion of the company’s sales force who were
critical in developing the company’s future strategic
direction through developing key market intelligence
for the company [6], it was decided to identify the
company’s core strengths and capabilities and if
possible try to match these factors to a wider
customer base. Following a further analysis of the
company’s strengths and opportunities, the authors
suggested that the company restructure its operations
by forming a new company to operate alongside
TTL. This would allow the newly created company to
move away from a product orientation towards a
process focused business. By capitalising on their
state of the art CNC machinery, which at this time
was under utilised through a lack of orders, it was felt
by the authors that the company would become more
resilient to a downturn in its single product order
book.
This approach would allow the same workforce to be
employed by both companies each utilising the
labour when required and thereby reducing the
overall labour costs. Also, as both companies
operated from the same premises, operating costs
could be split between the companies depending
upon their individual contribution to these costs.
Another important reason for developing a new
company to operate alongside TTL was to reduce the
risk of company failure. This would allow the new
company to develop its own manufacturing
capabilities without impacting negatively on TTL
with the effect of dragging down TTL if the new
company failed. Consequently in July 2006 TTL
Precision was formed. The company developed its
own web-site and actively marketed itself as a
precision engineering company capable of
manufacturing a variety of high quality products for a
range of industries. Initially, the company depended
heavily on their web site and its capability to generate
orders. This situation being primarily due to the lack
of a dedicated sales force and this had the unintended
effect of allowing customers to work with TTL
Precision in developing a high quality E-
Manufacturing capability. This has subsequently
allowed the company to operate on a global basis and is a good
example of a company’s evolving strategy.
As originally conceived, the primary aim for the existence of
TTL Precision was to act as a revenue generator for TTL. In
practice, this meant that the level of activity which TTL
Precision was involved in was closely linked to the level of
revenue which TTL was producing. Low revenue generation at
TTL triggered increased sub-contracting activity at TTL
Precision and vice versa to ensure no under utilisation of
capacity or resources took place. This policy enabled the
workforce to be spread effectively between the two companies
and varied the work they were undertaking, thus increasing the
workers level of enthusiasm and interest in the success of the
total company. As a consequence, a close fiscal analysis in
respect of both firms was required in order to ensure that the
balance of work between these two divisions was maintained.
The two companies operated their own clear manufacturing
strategies. TTL operated on a long and lean approach. Product
manufacturing times had been established and product volumes
could be controlled satisfactorily so that level scheduling could
be achieved. This meant that the workers could systematically
reduce manufacturing costs in a stable operating environment.
TTL Precision operated in a fast and agile manufacturing
environment where responsiveness to customer needs and
demands were critical. This called upon the company’s
workforce to adapt quickly and effectively to differing
manufacturing environments. The strategy proved to be
effective with many new manufacturing methods and ideas
being developed and subsequently being transferred to other
areas within the overall company.
Close synchronisation of work was required to ensure that
machine availability was not affected and that customer orders
were not compromised in either company. In order to do this,
each operator on the shop floor was given a project to manage.
This pushed the operators to communicate effectively between
each other to ensure that their products were manufactured on-
time by the respective departments with no loss in quality. With
the each of the operators being responsible for a customer
project, this heightened their awareness of their individual
customer requirements. TTL Precision aimed at operating in
high value revenue streams and slowly developed a good
reputation in returning good quality products in short lead
times. Within 12 months the company was regularly
manufacturing products for the oil industry and the aerospace
sector both of which returned high mark-ups on the products
manufactured. TTL Precision also improved their position by
offering their intellectual capabilities in providing a product
design and stress analysis service. This allowed them to take a
customer’s existing product or idea from original concept right
through to final manufacture and successful operation.
In all, the introduction of TTL Precision into the existing TTL
manufacturing facility enabled the overall company to increase
its revenue by capitalising on the newly developed worker
capabilities, sense of responsibility and purpose. True economic
sustainability was only achieved by an integration of the
manufacturing and management paradigms rather than
believing wrongly that a single paradigm could solve the
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predicament that the original company was facing.
Leaning the company could only bring sustainability
by introducing new product lines and sub-contracting
capabilities. Increased manufacturing could only be
achieved by creating the capacity that leaning the
organisation could bring in the first instance.
IV RESULTS, OBSERVATIONS AND
CONCLUSIONS
Since 2003 the company has made steady progress
and is now in a better financial position fending off
imminent insolvency. However, whilst the company
is in an improved financial position, it will always
face the challenges of remaining economically
sustainable, but now it will be able to do so by
controlling two distinct value generating streams. In
purely manufacturing terms the company has now
achieved: -
 A stabilising of its production volumes.
 A two fold increase in its order book.
 The ability to halve its indirect management
costs by developing a new revenue
generating stream.
 A doubling of productive output with the
same number of personnel over the last few
years.
 A 30% improvement in its quality levels
(scrap reduction, rework etc).
 An On-Time delivery performance of 100%
which is stable and achievable for every
order placed with the company.
 Greater workforce satisfaction, with a
genuine attitude to getting the job done well
and right first time.
 Little risk of losing any of the key personnel
within the company.
As outlined above, the financial strength of TTL has
taken a remarkable turn for the better over the last six
years and this has been achieved: -
 Through the abolishment of an autocratic
management style and replacing it with a
work centric approach. In this way the
company was able to achieve a step change
in performance and to assure itself of a
degree of economic sustainability.
 By the application of three simple guiding
principles to managing shop floor
operations. This made it possible to refocus
energy on the job in hand and to achieve
greater customer satisfaction which in turn
led to a larger order base.
 By the development of a parallel company
which is designed to off-set both
manufacturing costs and company
overheads. This has allowed the company to
become profitable whilst ensuring that the
company is still linked strongly with its
primary product
 Through accepting support for the SME in the
implementation of the ‘Fit’ model. Such support can
be offered and led by academic institutions as well as
commercial authors and should as in the case of TTL
enable a stable, resilient, long-term and cost effective
working relationship to be developed between both
authors and the company.
 By the willingness of a company to develop internally
the skills needed to become expertly self-sufficient in
precision manufacturing technology and systems
operation.
The resilience and sustainability qualitative factors which
contributed to the survival of TTL can be identified from the
account given above and listed below. Many might be
considered as occurring fortuitously in TTL and these were
subsequently capitalised upon by the authors in the turn-round
strategy. That however does not diminish their importance or
relevance to other companies, who by use of the knowledge
contained in this case study, can, by imitation where
appropriate redesign their own organisation to suit. It has yet to
be seen whether TTL is resilient enough to withstand the
current global financial crisis, but one thing is certain, and that
it is that based on the above experience, the company is in
much better shape now than it was previously to survive this
recession.
Factor 1. – The availability of appropriate and modern
manufacturing equipment together with a workforce skilled in
its use.
Factor 2. – An open minded management board willing to
accept and implement expert consultancy advice.
Factor 3. – Inclusiveness, or the recognition that all personnel
within a company make a contribution and that this can be
encouraged by training together with involvement, to make
these efforts more effective.
Factor 4. - An awareness of the importance of minimising
operational costs and the availability of adequate financial
resources to fund profitable company activities.
Factor 5. – The availability of flexible, intelligent and
innovative human resources.
Factor 6. – The presence of excellent inter-personnel attitudes
and communications.
Factor 7. – The application of a flat management structure and
the empowerment of the workforce to self organise.
Factor 8. – The use of simple and clear management principles
to direct operations.
Factor 9. – The positioning of effective leadership in the
management team.
Factor 10. – Adaptability in the development of new skills and
capabilities together with the adoption of a customer focussed
company orientation.
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Abstract — Use of Service-Orientation design paradigm 
(SODP) and Service-Oriented Architecture (SOA) has become 
popular within the Information Technology (IT) Industry. This 
popularity stems from the advantages and benefits associated 
with flexible information system building.  These systems have 
agile business processes with the ability to cost effectively 
evolve and adapt to support businesses realign to demands of 
dynamic markets and business strategy.  The resulting systems 
enable substantial reductions in waste and improvements in 
overall business efficiency. SODP is an evolution of existing 
paradigms in synergy with new technological developments. At 
present there are no appropriate standards, unified design 
patterns or relevant methodology for the design and 
implementation of SOA and evaluating system performance.  
This paper describes a systematic approach to the design and 
implementation of an Engineering Information System based 
upon SOA. 
 
Keywords-componen: Service-orientation, Service-orientation 
design paradigm, Service-oriented architectur; designing rules, 
designing principles, designing standards, designing path. 
 
 
I. INTRODUCTION  
There are many ways to design and implement an 
information management system for a specific business so 
that the system meets current business requirements and is 
able to support development of business processes forward 
into the near future. However Engineering companies are 
faced with the need to develop systems that are able to 
respond to very dynamic markets.  Thus modern engineering 
business processes and business environments require IT 
systems with the capabilities to be flexible in structure. Also, 
in order to meet new business demands, maintain high 
operational efficiency whilst achieving scalability of 
services in line with the business. All developments need to 
be achieved organically and consistently as possible, without 
dramatic re-development and expenditures. 
 
Thus the necessity to find a systematic and  efficient path for 
building IT Structures which meet business requirements 
and market demands in a continuous manner. SOA provides 
an effective approach to build, support and further develop 
flexible IT structures. The structures are able to support 
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continuously adapting agile business processes which can 
rapidly align with changing market demands. 
  
The SOA incorporates a combination of Object-
orientation, Web-service and Enterprise Application 
Integration. SODP and SOA have brought a new insight to 
the relationship between IT and business. From the SODP 
point of view, IT is an important and organic capability that 
supports all business processes.  The business models and 
processes associated with a specific Engineering business 
play the significant role in determining the IT strategy and 
structure. Thus, SODP brings business into IT world and 
vice versa, establishing an efficient and strong link between 
IT and businesses see Figure 1. 
 
 
 
 
 
 
                                   
 
 
 
 
Figure 1.  Relationship between Business Model and IT 
   
II. SERVICE-ORIENTATION PARADIGM 
In this paper SODP is simplified and considered as a set of 
complementary rules, design principles and related design 
patterns, which help to design and successfully implement 
SOA. In fact SODP determines the path or route to design 
the IT system logic and accurate implementation of SOA 
platform. SODP initiatives have started to grow in 
collaboration with efforts of scientific & research 
institutions, professional bodies and organisations. These 
organisations have applied research in this field of 
knowledge in parallel with IT vendors, which produce 
service-oriented solutions for SOA and IT professionals, 
whom are designing and implementing service-oriented 
architecture. 
 
Presently SODP is still forming its fundamental base via 
accumulation of necessary knowledge, experience and best 
practices.   
  
It is worth to noting the efforts of leading vendors, 
promoting SOA solutions, such as: SUN Microsystems, 
IBM, Oracle, Microsoft, SAP and HP. Some vendors may 
apply SODP in different ways and respectively utilise 
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different variations or even absolutely different SODP 
design rules, design  principles and design standards. 
  
IT professionals may apply SODP based on their own 
experience, actual IT environment,  and familiar best 
practices. In this situation scientific and research institutions 
and other organisations such as the Organization for the 
Advancement of Structured Information Standards (OASIS) 
are playing a key role to consolidate all the efforts, put in 
place captured knowledge, experience and best practices and 
investigate all related aspects to  deliver the relevant 
scientific ground for the paradigm. OASIS has made a 
significant contribution in development of a “Reference 
Model for Service Oriented Architecture” [1].  Finally the 
most striking contribution from IT professionals has been 
made by Thomas Erl, who devoted a number of books 
directly to SOA and most significant aspects of SODP [2, 3]. 
 
 
III. SERVICE-ORIENTED ARCHITECTURE 
 
SOA has dual nature: from one side it is an approach for a 
successful design and implementation of new IT structures 
based on SODP. In another hand it is an architectural model 
of services, representing the IT system logic. These view 
points or arguments will be discussed in more detail in this 
paper. 
 
The SOA view strategically sees the core of SOA as two 
fundamental parts and the relationships between them. The 
first part is the business and associated business processes, 
policies and governmental practices.  The second part is the 
newest technology and platforms available in the current IT 
environment to enable the respective IT architecture to 
operate effectively. Level of relationships between these 
parts determines degree of success in implementation of 
SOA – the closer the relationships between these parts, thus 
higher the degree of success in the SOA implementation. 
   
Some IT practitioners may be tempted to prioritise 
implementation of new IT technology and forget that SOA is 
not just about the design and implementation of custom 
solutions based on available technologies and platforms.  It 
is more about customization of IT and business processes 
together with the management policies and practices to align 
management information system with market demands 
whilst utilising available technologies and platforms as the 
flexible path for achieving its goals. 
 
From architectural position, SOA promotes loose coupling 
between components of IT system, reuse of the components, 
and merge of the components into required Services. As 
Services will be the implementation of well-defined business 
functionalities to support an agile and predefined set of 
business processes, which can be easily modified in 
accordance with current business needs and constrains. 
  
This architectural proposition has to include a sufficient 
level of abstraction away from specific applications, 
technologies and platforms. 
  
Services contain software components with predefined 
interfaces that are implementation-independent. This is the 
important aspect of SOA - the separation of the service 
interface from its implementation (set of software 
components or applications). Such services are utilised by 
information system users without any sense of how these 
services work and which software components are 
responsible for a particular capability [2, 3]. 
 
The abstraction along with the reuse of the existing 
components provides high level of flexibility not only in 
designing and implementation of SOA, but also in any 
required upgrade of the respective IT structure and 
Information System in future.  As a result SOA enables the 
company to improve significantly their existing investments 
by allowing them to reuse the existing components of IT 
system and promises interoperability between applications, 
technologies and platforms.  
 
In summary SOA encourages the provision of a 
customised IT architecture model and building of IT 
structure around business processes, which are offered as 
services that can be reused throughout a company and 
efficiently adjusted according to arising business demands 
and constrains.  
 
IV. DESIGNING AND IMPLEMENTATION MODEL 
SOA design and implementation is a comprehensive 
process which interacts with the business models and 
technological environments of a company. In this context 
business environment is considered as a set of business 
processes (which should be supported by Services), and 
technological environment is considered as a set of existing 
or/and required software (application layer) hardware 
(physical layer).   
 
Before SOA design and implementation the existing 
business environment (business processes) has to be 
scrutinized, examined and aligned. This is the point where 
Business Process Management (BPM) becomes a useful tool 
for SOA initiative.  BPM is focused on continuous in-depth 
analyze, designing, modeling, execution, monitoring and 
optimization of the business environment (business process). 
Ideally it allows IT architects to create the respective 
Services (to support business processes) and achieve a high 
level of abstraction, which is important for SOA. At the 
same time, SOA has to define how the Services will interact 
within the new IT structure; how they will be constructed 
into service level contracts; how loose coupling and 
reusability will be delivered; how the necessary level of 
autonomy will be provided and so on. In other words, it has 
to provide the overall integration of all services into the new 
IT structure based on SOA principles. In fact SOA (as the 
architectural model) should be extended from “application 
layer” to “application and physical layers”. 
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This has become a reality in today’s world as more and 
more modern IT systems are required to provide high level 
of performance, continuously. For example, in the financial 
sector transactions are measured in nanosecond [4] a rapidly 
increasing trend that highlights the important role of the 
“physical layer”. In addition the SOA implementation 
requires parallel implementation of both layers. 
 
As a consequence of this, SOA designing and 
implementation model consists of three basic components 
See Figure 2a: 
 
- Business Processes Management (BPM) to achieve 
agile and optimize business processes within 
organisation in order to optimise overall efficiency. 
- SOA on “application layer” to support the required 
business logic and processes and provide the 
required services. 
- SOA on “physical layer” to support “application 
layer” and ensure it is updated and provides the 
required level of performance. 
 
These three components are in closely linked to one 
another, changes in any one of them, for example, the 
modification of business process caused by new regulations 
or market conditions will have an affect in the application 
and physical layers of SOA. As well as the rapid growth of 
number of users and or customers will influence the 
relationships between all components of the model. 
 
Figure 2a reflects an “ideal” case of SOA implementation, 
where business processes are optimal (depicted by hexagon) 
and supported by application and physical layers where 
components completely fit to each other. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                           
Figure 2a – Three Components of SOA Design Process 
 
However, SOA-based applications and services share 
underlying IT resources. Any change made to one service or 
application due to change of a business process could impact 
other services and applications in unforeseen and unexpected 
ways. As consequence level of connection between model 
components will be changing (see Figure 2b and 3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2b – Poor Connectivity between SOA Layers 
 
Figure 2b shows us the initial changes in connection 
between the components. These changes become more and 
more dramatic if whole system doesn’t react to these 
changes properly and timely.   
SODP and SOA initially offer a reasonably flexible 
structure, intended to meet such changes in order to put in 
place a complete IT system, that keeps its efficiency without 
dramatic re-engineering and re-development, however, it 
still requires continues monitoring and adaptation of IT 
structure to align with the new constraints. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 – Very Poor Connectivity between SOA Layers  
 
After a short period of reflection by the company’s IT team 
to changes, and respective adaptation of influenced 
components, the IT system should go back to its “ideal” 
model (Figure 2a). Therefore it is essential to understand 
that SOA structure should be kept constantly up to date and 
that this is the only option that will generate the desired 
tangible benefits. 
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Alternatively the connection between all components will 
be constantly decreasing and overall the system will become 
inefficient. Figure 3 clearly illustrates this case:   
components are still optimal as such but they have 
absolutely minimal connection to each other that impact’s 
the overall organisation’s efficiency. 
 
In summary before designing and/or implementing the 
SOA infrastructure it is prudent to keep in mind the 
described SOA design and implementation model, its basic 
components and make sure that all components are in close 
connection to each other.  Post SOA implementation any 
significant changes in one of the components will need to be 
reflected in the other components in order to recover its 
connectivity to the highest possible level. 
 
 
V. DESIGNING PATH FOR SERVICE-ORIENTATION 
ARCHITECTURE 
As stated earlier the SOA design and implementation 
model includes three basic components – BPM, SOA 
application layer and SOA physical layer. Each of the 
components is critical for success in SOA initiative and 
should be scrutinised: BPM is the starting point of the design 
route or path and is focused on business processes. Each 
process is analysed and modelled as a set of individual 
processing tasks. These tasks are typically forming future 
Services in support of particular business process. BPM is a 
toolset that allows the business analyst to create the process 
models which will be used to extend the design stage. A 
complete set of required services should be defined during 
the BPM stage and include the following:- 
- Design (Design stage is concentrated on 
identification of existing business processes and  
design of required business processes);  
- Modeling (Modeling stage discovers business 
process from different positions to define possible 
process changes in accordance to different business 
conditions);  
- Execution (Execution stage is intended to identify 
the respective Service (or Service Contract) which 
is required to support each business process); 
- Monitoring (Monitoring stage is focused on 
tracking and reflecting the current status of business 
processes and if necessary react and influence the 
respective processes). 
- Optimization (Optimization stage allows analyzing 
performance of business processes, its efficiency 
and effectiveness, identifying potential or actual 
bottlenecks and applying the respective 
enhancements in the design of the process if 
required). 
 
SOA principles (e.g. formulated by Thomas Erl [2, 3]) 
have to be applied at the execution stage and later at 
optimisation stage to enable formation of consistent SOA 
and provide it with optimal business processes. 
 
Based on collected information about existing business 
processes and the respective Services, IT architects are able 
to identify the most suitable SOA design pattern (e.g. offered 
by Thomas Erl [2,3] ) or based on “best practice” 
technologies and equipment (including platforms, 
communication protocols, and standards ). 
  
References to SOA design patterns will help to optimise 
the application layer and connect it with required 
technology.  At the same time implementation of the cloud 
computing can be considered one of the best solutions to the 
design of SOA physical layer. 
 
Cloud computing is able to deliver a number of important 
advantages for SOA. It makes SOA physical level structure 
more flexible and manageable during the whole life cycle. A 
combination of cloud computing and virtualisation provides 
a powerful tool set to design and implement a very reliable 
and effective SOA IT structure. 
 
Currently leading cloud computing providers including 
Microsoft, SUN and IBM offer a range of services which 
can be applied for the design of a robust SOA infrastructure: 
- Software as Service (SaaS) (this type of cloud 
computing delivers a single application through the 
web browser to serve multiple users utilizing a 
multitenant architecture); 
- Utility computing (this type of cloud computing 
provides opportunity for data storage and running 
virtual servers that IT can access dynamically on 
demand); 
- Web services in the cloud (this type of cloud 
computing is reasonably similar to SaaS, but 
provides developers with APIs necessary to deliver  
application or service functionality via Internet 
using the web service); 
- Platform as a service (this type of cloud computing 
delivers development environments as a service and 
allows building of necessary services, which are 
executed on the provider's infrastructure and are 
delivered to users via the Internet from the 
provider's servers); 
- Internet Service Bus (ISB) (this type of cloud 
computing provides in-the-cloud integration 
technology based on ESB (enterprise service bus)). 
 
All these services or a selection of them could be used to 
support SOA initiative, design SOA and provide a high level 
of flexibility and agility on the physical layer. In this regard, 
it is important to identify applications, services, data and 
system functionality that can exist outside internal 
company’s network and take care about the respective level 
of security of data exchange between internal and external 
networks. 
 
Main advantages of Cloud computing in the light of SOA 
are as follows: 
- Allows flexible, agile and reasonably dynamic SOA 
on physical layer; 
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- Reduce costs of ownership, maintenance and 
licensing; 
- Doesn’t require upfront investment into IT structure 
or software licensing; 
 
Virtualization is other powerful tool for IT professionals, 
which is intended to deliver the additional benefits such as: 
extended flexibility, business continuity, improved security 
and additional agility for IT structure.   
 
Virtualization currently encompasses a range of related 
technologies for servers, desktops and networks. These 
technologies enable virtualization of different types and 
provide different benefits for SOA.  
 
It is possible to distinguish the following basic types of 
virtualization:  
- Server virtualization (it allows virtualization of a 
physical server or a number of servers logically 
separated from its host server and running its own 
independent operation system environments (e.g. 
Microsoft Windows, Unix and Unix-like operation 
systems). In that case, host server plays the role of 
container for virtualized server(s) delivering extra 
loose coupling, abstraction, autonomy and 
compatibility and making the SOA structures more 
manageable,  flexible and reliable);  
- Desktop virtualization (delivers loose coupling of 
desktop environment (operating system, 
application, user data) from host PC as well as 
supports  reusability of legacy applications with 
specific requirements);  
- Application virtualization (intended to provide 
compatibility for non-compatible applications 
which reside within the same operation system 
environment. It allows encapsulation of the 
applications into virtual services and hence provide 
reusability, high level of application abstraction and 
autonomy); 
- Network virtualization (enable merging of physical 
hardware and software network resources and 
network functionality into a single virtual network 
with primary goal of improving the efficiency of a 
company’s network or data center) 
- Virtualization types can be extended by 
presentation virtualization (this allows 
virtualization of a centralized application that is 
residing on server and shared through a 
presentation layer of the application accessible to 
users. This type of virtualization is closely related 
to SOA and should be extended to services);  
 
Virtualization could be widely utilized to create SOA and 
support the architecture at all levels: Server, Desktop, 
Application and Network representation. 
 
In general deployment of cloud computing and virtualization 
is able to make a significant contribution to a successful 
SOA initiative and leverage the expected benefits.   
VI. EXAMPLE APPLICATION OF SOA TO AN  
ENGINEERING BUSINESS 
The authors of this paper are all contributing to the 
delivery of a Knowledge Transfer Partnership (KTP) 
programme between Birmingham City University and 
Mechatherm International Ltd (MIL). MIL is a Small to 
Medium sized Enterprise (SME) based at Kingswindford in 
the heart of the United Kingdom and amongst the world 
leaders in providing turnkey solutions for the Aluminium 
industry.  The KTP programme is part of a series of ongoing 
knowledge transfer initiatives undertaken in partnership with 
Birmingham City University designed to improve and 
sustain innovation capabilities.  A block diagram illustrating 
Integrated Enterprise Development (IED) is shown in Figure 
4 and a more detailed and generic description of process  is 
provided by Burden, He, Paul and Zhang [8].    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 - Integrated Enterprise Development Model 
 
The mapping, modeling and analysis of MIL business 
processes and information flows have been undertaken using 
a range of standard tools and techniques including Unified 
Modeling Language (UML) and Structure System Analysis 
Design Methodology (SSADM) together with interviews, 
observations, questionnaires and Special Interest Groups 
(SIG) that operate at departmental level and across projects 
to receive feedback from all users of the current information 
system.  
This activity was completed earlier in 2009 and the aim of 
the 3rd project is to design and implement an integrated, 
agile, robust and cost effective company Management 
Information System (MIS). A new prototype collaborative 
enterprise type MIS has been designed and implemented 
based on SOA and SODP. 
 
 
VII. THE CONCLUSION 
Investigations of the proto-type system have confirmed 
that the adoption of SOA is of significant value to SME 
Engineering businesses that are looking for a route to the 
design and build of flexible information systems that are 
able evolve to support businesses more effectively and align 
Series of Knowledge Transfer Initiatives 
@ Company
Project 1 – 3D 
Design Innovation
Project 2 – Mapping of 
Business Processes
Project 3 – Collaborative 
Enterprise SOA-MIS
Project 4 – KBE
In-house Short Courses and Mentoring
Delivered to Executives, Managers and Workforce:- 3D CAD , 
MIS, change management, collaborative working and knowledge 
based engineering 
Modern Design 
& MIS 
Capabilities 
Transferred to 
Company
University 
provides:- Project 
Management and 
Technical 
Expertise used to 
support KTP 
Associate(s) and 
Company 
Management 
Team
 
423
The 7th International Conference on Manufacturing Research (ICMR09) 
University of Warwick, UK, September 8-10, 2009  
 
agile business processes with dynamic market demands.  
Investigations undertaken during the building of  prototype 
MIS indicate that the new MIL system current completing 
design can be re-configured from approximately 80% of   
existing hardware and 60% of existing software.  Further 
benefits include:- 
• A large proportion of the MIS technology 
employed in the new system will be reusable in 
further revisions of system that are required to 
enhance capabilities and adapt to meet changing 
business needs.  
• Easier system support and maintenance 
including a 60% reduction in costs. 
• Adoption of artificial intelligence to manage and 
maintain and optimise system. 
• Multiple high levels of systems flexibility across 
a number of dimensions including software, 
hardware, virtualisation, remote and mobile 
working. 
 
The planned MIL MIS should be able to support business 
strategies that elevate overall business efficiency and sustain 
growth. 
 
In general SOA could be formulated using basic design 
principles, existing design patterns and best practices. 
However, wide deployment of Cloud computing and 
Virtualization is considered as a significant factor to 
leverage overall effectiveness of new SOA based IT 
structures and as a result achieve greater benefits than those 
reported in this paper. 
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Abstract—The paper introduces recent developments in
implementation of surface texture knowledge in ISO
geometrical products specification and verification, by
describing a novel categorical platform. The architecture and
logical structure of this platform are constructed using
category theory. The paper discusses how to build up the
categorical object model; categorical software design procedure
and inference identification engine for this platform. It takes
the specification component as an example to illustrate the
surface texture knowledge capture and representation, multi-
level management, and access facilities. The platform focuses
on solving the intrinsic product design and manufacture as well
as metrology problems by acting as a virtual domain expert
through translating ISO/CEN standards and rules into the
form of computerized expert advice and warnings.
I. INTRODUCTION
A geometrical product is a manufactured component having
shape, dimensional, form and surface texture properties. In
order to optimize resources through the scientific and
economic management of the variability of all production
processes, the next generation ISO Geometrical Product
Specification and Verification (GPS) system has been shown
to be a revolutionary breakthrough [1-3]. GPS is the means
of communication by which designers, production engineers
and metrologists exchange unambiguous information
concerning GPS requirements. Because of this, GPS
documentation may be regarded as the basis of a binding
legal contract. However its wide acceptance and application
in industry has been a great problem. The next generations
of GPS standards are considered to be too theoretical,
abstract, complex, and over-elaborate. It is proving to be
very difficult for industry to understand and operate them
effectively. This point is especially true for small and
medium businesses, where resources are not available to
interpret and implement GPS correctly. It is widely
recognized that a software tool for GPS implementation
needs to be developed to solve the problems, so a designer,
an engineer, or a metrologist does not need to be an expert in
the GPS system, having in mind all the numerous and
complex standards.
This paper introduces a categorical platform for surface
Manuscript received, May 31, 2009
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texture (one of three major aspects of the GPS system) for
engineering surface manufacture. The proposed vehicle
intends to link surface function, specification through
manufacture to verification and be capable of incorporating
knowledge from multiple sources (ISO/CEN standards,
authority books/experts, etc).
In this paper, the underpinning concepts for this
categorical platform, such as a category, functor, natural
transformation and pullback structure, are briefly highlighted.
The paper concentrates on how to build the architecture and
logical structure of the platform using these fundamental
elements, including categorical object modeling; categorical
software design procedure and inference identification
engine. It takes the specification component as an example
to illustrate the knowledge capture and representation, multi-
lever mapping and inference identification. A case study has
been carried out to demonstrate the capability of this
categorical platform for a cylinder liner surface manufacture
including knowledge for the designer, product engineer and
metrologist.
II. CATEGORICAL CONCEPTS
Category theory is a general mathematical theory that
deals in an abstract way with mathematical structures and
relationships between them [4-5]. The two fundamental
concepts in Category Theory are arrows and internal objects.
For example, a category P (Fig. 1) consists of three internal
objects A, B and C together with arrows: f, g, an associated
arrow h g f  and identity arrows IA, IB, IC respectively. A
composition operator on each pair of arrows f and g satisfies
( ) ( )cod f dom g (a composite :g f ( ) ( )dom f cod g ).
Fig. 1. A category P.
Category Theory also provides various constructs
(functors, natural transforms etc.) to build hierarchies of
‘category of categories’. A general type of structure
preserving mapping (arrow) between categories, called a
functor, is considered an arrow in a ‘category of categories’
(here called ‘a functorial category’). Further, a structure
preserving mapping (arrow) between functorial categories is
called a natural transformation. It is defined as:
‘If F and G art functors between the categories A and B,
then a natural transformation  from F to G associates to
A Categorical Platform for Engineering Surface Manufacture
First A. X. Jiang, Second B. Y. Xu, Third C. P. J. Scott
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every object X in A an arrow: ( ) ( )F X G X in B called the
component of  at X, such that for every arrow: :f X Y in
A the following diagram commutes ( ) ( )Y XF f G f   ,
see Fig. 2.
Fig. 2. The natural transformation.
The pullback structure (Fig. 3) of a pair of arrows
:f A C and :g B C is an object P and a pair of arrows
' :g P A and ' :f P B such that ' 'f g g f  . If
:i X A and :j X B with f i g j  , then there is a
unique :k X P such that 'i g k  and 'j f k  . Fig. 3
gives a basic structure that connects two internal objects A
and B with two arrows :f A C and :g B C , the
pullback structure can be used to identify relationships
between A and B.
Fig. 3. The pullback structure.
Fig. 4 gives an example of how relationships defined in a
table can be modelled by a pullback structure [6]. The P and
Q represent different entities (class categories), M is a
structure used to store all the possible relations and extra
information between P and Q, N is the restricted product
relationship, i.e. the table relations between entity P and Q.
A tick ‘√’ in the table means a relationship between the two
objects in P and Q, which is generated into a pullback
structure in the category model. For example, there is a tick
between ‘A’ and ‘1’ in the table, thus, in the categorical
object model, there is a pullback structure connecting them
together, ‘A1’ is the product of ‘A’ and ‘1’, as indicated by
the dotted arrows in Fig. 4. If there is no tick between two
objects in the table, then there is no pullback structure in the
categorical object model between them and vice versa.
Various notations and categorical constructs, described
above, are the foundations for the platform being researched
including modeling of complex relationships, multi-level
mappings, data refinement etc..
1 2 3
√
√ √
A
B
1 2 3A B
A1 B2 B3
M
P Q
N
Fig. 4. A simple table relationship put into an equivalent pullback structure.
III. ARCHITECTURE AND SOFTWARE FEATURES OF THE
PLATFORM
Category Theory can provide a good unified tool, with a
high level of abstraction, to unify different types of models
from different modelling mechanisms into a single category
model. This single model contains three major parts: a
categorical object model; a categorical software design
procedure; and an inference identification engine. The object
model is used to model structures of entities in the
knowledge-base for knowledge acquisition and
representation. The software design procedure is used to
produce systematic architecture and the logic of the platform
(business map). The inference identification engine uses
inference properties to define the specific inference rules in
detail.
For the first part of this unified category model, a business
map is derived from user requirements to show the
integrated scope of the targeted categorical platform. A
business map is formed based on categories and faithful
functors. The analysis models, created from this business
map, are used to set up the initial class categories for the
software system. After refining the design class categories, a
categorical sequence diagram for the realization of every
design class category can be devised by specifying how the
business logics are performed and messages sent between
the design class categories. Consequently, by dividing the
design class categories into subsystems, ‘deployment
topological graphs’ are generated which illustrate the system
allocations (Fig. 5). The nodes in these graphs are defined as
categories that present computational resources such as
servers, clients, processors or similar hardware devices and
the edges are defined as typed functors that represent
relationships or communications between nodes such as
Internet, intranet, bus etc. Some examples can be found in
the following paragraphs.
The key architecture model produced at the design stage
for the categorical platform is given in Fig. 5, in which, three
categories: ‘Surface Texture Client’, ‘Categorical DBMS’
and ‘Surface Texture Module Server’, as well as two typed
functors: ‘Internet’ and ‘Intranet’ are shown. The
components in each module are modelled as internal objects
of categories. For example, the ‘Surface Texture Module
Server’ contains four internal objects (lower level
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categories): ‘Function’, ‘Specification’, ‘Manufacture’, and
‘Verification’. Any functor F here should map from the
source node to the target node while preserving their
structures through: (1) for every component (internal object
of category) A in source node S, a component ( )F A should
be in the target node T; (2) for every relationship or
communication :f A B in S, a relationship or
communication ( ) : ( ) ( )F f F A F B should be in T; (3)
every relationship or communication composition in S
should be preserved in T. For example, the ‘Surface Texture
Client’ is S should contain an interface for inputting surface
texture specifications while preserving receiving structures
defined in T − ‘Surface Texture Module Server’.
The system design has adopted a classic three-tier
architecture (the accessing client, the knowledge
manipulation server, and the database server). Object-
oriented concepts and techniques have been adopted to
ensure encapsulation and system robustness with several
rigidly defined interfaces for inter-module operations. With
the modularized design and its inherent structural
adaptability, this system can change existing features and
functions or add new ones efficiently.
Fig. 5. The overall architecture of the categorical platform (showing the
‘deployment topological graphs’).
In the Fig. 5, the client-side browser provides users with
an interface to access the GPS knowledge organised by rules
and standards devised in the knowledge base. Users can also
add new GPS information through the interface and the
platform automatically organises this information into
captured knowledge by using the pre-defined categorical
object model; The Surface Texture module server controls
an inference engine to organise four lower level categories
and generates an XML report for each of them. In order to
form an accurate and comprehensible ‘knowledge’ from the
maze of GPS-matrices; A back-end database system that can
directly store and manage GPS standards modelled using the
devised object model has also been developed. In the
‘Verification’, a natural transformation is used to model the
comparison procedures between tolerance values and
measured values as shown in Fig. 6.
Fig. 6. The comparison procedure.
In Fig. 6, F1 and F2 are functors mapping from the partial
pre-order category ‘Measurand’ to the partial pre-order
category ‘Value’. The σ is a natural transformation mapping
from F1 to F2. The F1, F2 and σ form a natural
transformation square. Fig. 6 also shows a 2-ary pullback
relationship structure between a natural transformation
square and the class category ‘Comparison’. In this case, the
natural transformation is used to link the suggested
measurement pairs (GPS surface texture parameters to
tolerant values suggested by ‘Specification’) to measured
pairs (measurands to measured values inputted by users).
Keeping these multi-level mappings in the database is very
important, because it is inadequate to store only comparison
results for verification without knowing the corresponding
suggested measurement pairs and measured pairs. The
‘ComparsionResult’ is a class category holding all
information generated from this relationship link (e.g.
comparison result, resolution of measurement instrument,
traverse range of measurement instrument, measurands and
measured value). By using Fig. 6, all the arrow mappings,
functor mappings, will be preserved and all constraints (e.g.
the parameter type in the source side of the natural
transformation σ must equal to the target side) will be
checked.
Fig. 7 shows a sequence diagram for the Surface Texture
Module. It is an indexed category with initial internal object
‘User Interface’ and four internal objects: ‘Function’,
‘Specification’, ‘Manufacture’, and ‘Verification’. These
four internal objects are low level categories. Arrows in the
categorical sequence diagram are in the type ‘message
arrow’. Message arrows are responsible for sending
messages between internal objects with two default
properties in the form of ‘<sequenceNo, messageName>‘
where ‘sequenceNo’ is used to identify the message sending
sequence and ‘messageName’ is a string to describe this
message in general.
This diagram highlights the perceived process flow for
utilising the surface texture module in a typical
manufacturing cycle. Product designers activate the
categorical platform. The ‘Function’ component will search
and advise users by translating functional requirements (e.g.
fluid friction, dry friction, etc.) into surface texture
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parameters defined in the ISO GPS system; and generates a
function analysis report using a pattern language. The
function component is responsible for translating the design
intent into requirements of GPS characteristics for designers.
The generated ‘Specification’ component produces the
details of the GPS specification on the technical drawing in
the form of completed ‘callouts’, based on the selected
surface texture parameters. In accordance with the deduced
specification report, any extra criteria defined (such as
material types and quantity), the ‘Manufacture’ component
can suggest appropriate manufacturing processes for the
designers. In order to enable cross comparison among
different processes, a manufacturing process report for each
recommended process plan will be formed, which includes
details such as process description, material suitability,
process variations, costing issues and sample applications.
The ‘Verification’ component enables metrologists to
choose from recommended measurement instruments and
filtering techniques to formulate a measurement strategy.
Fig. 7. The sequence diagram for the surface texture module.
The established category model and its architecture
structure discussed above demonstrate that the categorical
modeling mechanism has four advantages:
1) Formal constructs for representing inter-object
relationships and for functional dependencies;
2) Complex manipulations can be easy handing by
sequential functors ;
3) The knowledge bases, mappings, and database schemas
with multi-level architecture can be more naturally
modelled by the multi-level mappings;
Both dynamic features (e.g. methods) and static features
(e.g. attributes, objects) can be modelled uniformly.
IV. SPECIFICATION COMPONENT
This section discuss the ‘Specification’ design, which
focuses on knowledge acquisition and organization,
including information obtained from partition, extraction,
filtration and comparison processes in the GPS duality
principle. The main software functions for the specification
component can be summarized as: Generate a complete
callout specification from a simple callout on a drawing by
providing default values. For example, the platform can infer
a complete callout ‘U Gauss 0.08-0.8 / Rz8max 3.3’ from
the simple callout ‘Rz 3.3’. The detailed explanation on the
structures for a complete callout symbol can be found in ISO
1302 [7]. Furthermore, the inferred complete callout
specification can be referred to as ‘shallow’ knowledge for
‘Manufacture’ and ‘Verification’. For example, the
comparison rule in a complete callout is used in the
comparison procedure for ‘Verification’.
In real manufacturing, besides the surface texture
parameters and their corresponding limit values (tolerance
values), there is also some more deep information relating to
the partition, extraction, filtration and comparison operations,
which needs to be gathered from a complete callout from the
technical drawing. The missing information is supplied by
ISO 1302 in the form of default values [7]. These default
values have very complex inter or inner relationships and
constraints, which puts a huge burden on GPS users to cross
reference a large set of ISO documents to obtain the
complete GPS specifications. The Specification component
can relieve users from this burden. Fig. 8 gives an example
of the categorical modeling diagram when defining a default
constraint between the operations of extraction and partition.
Fig. 8. Pullback representation of the constraint ‘equals’.
As shown in Fig. 8 the extraction and filtration are
modelled as class categories. The c1 demonstrates a
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constraint relationship between extraction and partition,
which is modelled by a pullback structure. A pullback is a
product with restricted objects. In the case of Fig. 8, the
expression ‘equals: sampling_length × up_limit’ is the name
and type of the pullback, where ‘Extractionc1×Filtration’ is
the restricted product over c1 (c1 represents the restricted
object – ‘ExtractionToFiltration’ with restricted condition
‘equals’ here). The notations 1r and 2r are projections
of the product into the initial instance categories of the
‘Extraction’ and ‘Filtration’ respectively. While 1r , 2r
are represented as arrows injecting the initial instance
categories into the pool of instances of this constraint
relationship. The detailed explanations on the construct of
‘pullback’ can be referred to in [8]. By using a set of these
categorical object modelling diagrams, the complete callout
schema can be clearly represented to system programmers
with a high-level of abstraction. Inference rule specifications
are also defined in this research to specify knowledge
inferences in detail. The following code snippet shows an
example of an inference rule for Fig. 8.
Following the defined design class categories, the
sequence diagram for the Specification component can be
formed to clarify the process of generating a complete
callout from a simple callout from a drawing, see Fig. 9.
Fig. 9. The sequence diagram for specification component.
The sequence number of message arrows in Fig. 9
demonstrates the inference sequence for inferring the default
values in the complete callout. In order to infer correct
information, this inference engine cannot be changed. Based
on the inference engine given in Fig. 9, a deployment
topological graph for ‘Specification’ can be generated as Fig.
10.
Fig. 10. The deployment topological graph for the specification component.
Fig. 10 shows how the design classes in ‘Specification’
interact with other modules or components such as user
interfaces and the categorical database management system
(DBMS). An inference engine should be built to control the
inference rules defined for the knowledge base in
‘Specification’, which also needs to communicate with the
database to retrieve existing complete callouts for users. The
complete callout can be outputted in XML format as a
specification report for different user communications.
V. CASE STUDY
The categorical platform can be used both by a designer to
design and specify products and by metrologists to verify the
component is within specification. This case study
demonstrates the design and measurement of a cylinder
liner.
For the Designer:
The user chooses the ‘Surface Texture’ to enter the
specific function page (the surface texture module interface).
In the ‘Classic Components’ menu, users can select
‘Cylinder Liner’ and then move to the ‘Design’ sub-menu.
After pressing the ‘Design’ button, users will enter the
cylinder liner design process, which consists of four stages.
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These four stages can be started by double clicking the
‘Function’ tree node, a function analysis report is generated
based on the inference engine designed for the database (For
function this takes the form of a ‘pattern language’ [9]). It
suggests suitable surface parameters, to engineering
designers, that matches the functional requirements in the
predefined patterns summarised below:
Pattern 1: Surface requirements: For a cylinder liner on
an engine block, the counterpart is the piston ring; the
surface requirement is to maintain a good bearing surface
while retaining a reservoir of oil for lubrication.
Pattern 2: Functional performance: The most important
functional demands in this case are correct oil consumption,
blow-by, and wear especially at the top-dead centre (TDC).
Fig. 11. An example of a function performance report.
Pattern 3: Surface parameters selection: The texture
parameters Rk and Rz have been shown to have a functional
correlation with the desired surface tasks given in Patterns
1&2. One approach for manufacture is with a plateau-honed
surface. Rq & Rsk can be used to monitor the surface
changes.
Pattern 4: Functional correlation: The surface texture
parameters Rk and Rz have been shown to have a functional
correlation with the desired surface tasks.
Pattern 5: Suggestion of limit values: According to the
factorial designed experiment, when the value of Rz on the
cylinder increased, oil consumption, blow-up and wear all
increased since they have the same variation. Therefore, it is
suggested to use the limit value of 4 µm for Rz.
Fig. 11 gives an example of the function analysis report
generated in this study, which also offers a set of GPS
matrices and functional maps for users to adopt and referred
to when making decisions on choosing surface texture
parameters and their corresponding limit values. After
retrieving the function analysis report, the next design stage
will move to the specification component. It provides users
with the complete callout on the drawing for surface texture,
defined by the sampling length, evaluation length,
bandwidth for the filter and much more. Fig. 12 shows the
output of this module for the cylinder liner with Rz defined
at 4 µm.
After acquiring the detailed specification report, users will
enter the manufacture component into the categorical
platform. The manufacture component searches for
appropriate manufacture processes for users. Based on
material types, quantity entered by designers as well as
texture lay, limit values calculated by the specification
report, this component infers suitable manufacture processes
among several GPS matrices (e.g. manufacturing process
PRIMA selection matrices [10]) using a set of in-built
inference rules. The format of the generated manufacture
report is similar to the function analysis report.
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Fig. 12. Output from a specification report.
For the Metrologist:
The verification component is used to find out suitable
measurement information for the cylinder liner, which can
include the traverse length, the sampling space, measuring
instruments. Fig. 13 shows the interface of the generated
verification report.
Fig. 13. Output from a verification report.
In the verification phase, valid suggestions of correct
measurement instruments are very important. In this project,
the ‘Amplitude-Wavelength’ diagram is used as part of the
decision making process (further detailed information about
the ‘Amplitude-Wavelength’ diagram can be found in [11]).
After collecting measured values from the suggested
measurement instruments, the platform can automatically
calculate the comparison results by using certain comparison
rules and determine whether the surface is within the
tolerance values defined by the specification.
VI. CONCLUSIONS AND FUTURE WORK
A categorical platform for engineering surface
manufacture has been initiated. It intends to link surface
function, specification through manufacture and verification,
and provide a universal platform for engineers and
metrologists in industry, making it easier for them to
understand and use surface texture knowledge. It is
envisaged that the research and development outcomes from
this work will contribute to the wider and better adoption of
the next generational GPS standards. It is also hoped that the
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platform will be developed further to handle more complex
GPS knowledge inferences to link closer with real world
specification, manufacturing, and verification in the ISO
GPS system. Another major development anticipated for this
platform is to build a portal interface to directly hook this
system to other engineering tools and systems such as
Computer Aided Design (CAD), Computer Aided
Manufacturing (CAM), and Computer Aided Engineering
(CAE), and enterprise-wide tools such as Product Data
Management (PDM) as well as the vast amount of Surface
Instrumentation Software. Thus, the knowledge stored in the
platform can be transferred and applied to technical product
documentation automatically.
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Abstract— Product verification and inspection are becoming
increasingly critical for industry as products are manufactured
worldwide in modern manufacturing. This paper reviews
recent advances in product inspection and verification research
and measurement techniques and, in particular, addresses the
task-specific measurement approach as a potential solution to
guarantee the conformance of products and to determine the
traceability of the product verification process. A case study,
using simulation software to virtually run the Co-ordinate
Measuring Machine (CMM) task-specific measurement, is
carried out and gives positive results on this topic.
I. INTRODUCTION
IMENSIONAL measurement has become an important
concern for industry as it plays a vital role in linking
the designer’s initial intend and the final actual product. The
process of guiding, coordinating and approving the
production of parts so that they meet the design
specification, includes various activities such as preliminary
design analysis, product inspection and verification, machine
and jig calibration, metrology assisted manufacturing and
assembly.
Modern industrial manufacturers increasingly demand
tight tolerances and high quality products, hence the product
inspection and verification are evolving to be important
aspects of integrated design and manufacturing.
Measurement planning determines which characteristics of a
product are to be inspected, and also where and when the
inspections should occur. Most of the product inspection
systems are computer-aided and are developed for Co-
ordinate Measurement Machines (CMMs). Various
measurement techniques and processes are applied to these
systems to solve the following problems; (1) inspection
feature selecting and sequencing; (2) measuring
points/sampling selection and optimization; and (3)
collision-free probing path planning and generation
(including probe probing accessibility and orientation) [1].
This paper reviews the recent advances in production
inspection and verification using both theoretical and
practical aspects of measurement. In particular, the task-
specific measurement is detailed followed by the simulation
of the inspection process using task-specific measurement
software. At last, a summary of recent work in the field of
measurement is given and ideas for future research are
Manuscript received on 27 July 2009.
1 University of Bath, Bath, BA2 7AY, UK (Corresponding Author:
Maria Xi Zhang: phone: +44-1225385366; fax: +44-1225385366; e-mail:
X.Zhang@bath.ac.uk).
2 Measuring Technology, Rolls-Royce Plc, Derby, DE24 8 BJ, UK
outlined.
II. RELATED WORK
As specified in the previous section, a large amount of
effort has been carried out under the computer-aided
environment in developing product verification and
inspection systems. CMM was the main measurement
system for mechanical products. The inspection systems are
aimed at solving the key verification issues, which are:
(1) Inspection feature selecting and sequencing;
(2) Measuring points/sampling selection and optimization;
(3) Collision-free probing path planning and generation
(including probe probing accessibility and orientation);
In this section, these relevant researches will be reviewed
in the above order, in relation to CMM.
A. Inspection feature selecting and sequencing
Inspection features are defined by the dimensions and
tolerances whose variations have a significant impact on the
product’s functionality. Selecting and sequencing the
inspection feature mostly relies on the inspection engineers’
expertise, but recently there are numerous advances that
have been done to recognize the inspection features directly
from a CAD-model and sequence them automatically.
Schmitt et al [2] presented with an automatic inspection
planning tool which can directly obtain the quality related
information from the CAD model and determine the proper
measurement strategy. Zhang et al. [3] proposed a feature-
based inspection process system for CMMs to automatically
generate an inspection and verification planning from a
CAD model. The system has five functional modules
(tolerance feature analysis, accessibility analysis, clustering
algorithm, path generation and inspection process
simulation). The five modules interact and correspond with
each other to generate the inspection plan. Hwang et al. [31]
proposed a CMM inspection planning system for the
purpose of minimizing the number of part set-ups and probe
orientations. Vafaeesefat and ElMaraghy [ 4 ] presented a
methodology to automatically define the accessibility
domain of measurement points and then group them into a
set of clusters using the CAD model and tolerance
information as input to an algorithm for defining points
accessibility. Limaiem and ElMaraghy [ 5 ] developed a
Computer-Aided Tactile Inspection Planning (CATIP)
system which can generate the shortest collision-free
probing path automatically.
The automation level of inspection feature
recognition/extraction has been significantly increased as a
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result of recent research. The selection of the inspection
features is mostly rooted in the tolerance requirements, and
the sequencing of the inspection operations for CMM is
mainly carried out under the considerations of probe
accessibility and minimizing probe orientation.
B. Measuring points/sampling selection and optimization
The number of sampling points (measuring points)
selected directly relates to the reliability of the measurement
results. Apparently, the larger the number of sampling points
selected, the more reliable the measurement result is.
However, since the increase of the sampling points leads to
the increase of measuring time, the number of measuring
points has to be determined for each feature and tolerance.
The earliest research in this area was carried out in 1990’s
by Menq et al. [6]. They developed a method based on the
given design tolerance and machining accuracy to determine
the optimum number of measuring points. Recently, the
research on selecting sampling points has shifted to
knowledge-based inspection and verification systems.
Huang et al. [ 7 ] proposed a system for integrating part
geometry information, tolerance information and heuristic
knowledge of experienced inspection engineers to determine
the numbers and positions of measuring points. Based on
this previous research, Lee et al. [8] proposed a fuzzy system
for determining the optimum number of measuring points
using the grade of design tolerance and the volumetric error
of the machine tool as input parameters.
Apart from the considerations on the time/cost-efficiency,
the effect of selecting a particular measurement sampling
strategy is the major component to measurement uncertainty
[9] due to the systematic and pseudo-random errors in the
measurement system. Jiang and Chiu [ 10 ] proposed a
feature-based statistical method to determine a sufficient
number of measurement points for CMMs and ran a case
study for 2D rotational part features. In their method, an
acceptable error must be provided as the decision criterion.
However, previous research did not cover all of the issues
in the selection of sampling points. Firstly, previous research
on points sampling is mostly based on primitive features,
such as conical shapes, spheres, cylinders and planar
surfaces. The sampling of prismatic and free-form features is
often adopted from a uniform sampling pattern. Secondly,
despite a few attempts for minimising the sampling points,
the optimization of the measuring points’ locations to suit
the free-form surface was not generally considered. Thirdly,
the errors caused by the measurement systems and part
variation normally interact with each other. Though the form
tolerance is realized as the reasonably acceptable error limit,
none of the algorithms appear (from reading the literature) to
successfully address the issues of the interaction of the
sampling strategy with possible part form errors.
C. Collision-free probe path planning and generation
Apart from the probe accessibility and orientation
problems reviewed above, the research on probe path
planning has focused on generating collision-free probe
paths for inspection operations carried out on CMMs.
Hung Ng et al [11] developed a Coordinate Measurement
Planning (ACMP) system, which employs a dimensional
measuring equipment (DME) database and a fixture database
as the inputs for hardware parameters used for generating
collision-free probe paths. Lin et al [ 12 ] proposed an
algorithm to generate an optimum collision-free CMM probe
path. This algorithm uses the ray tracing technique to locate
the collision of the possible paths, between the initial probe
point and the target point, with the workpiece to be
inspected. Albuquerque et al. [ 13 ] defined an iterative
method of point placement and collision avoidance for
multiple, interacting features to automatically generate probe
tool path.
The above research work assumed that the feature
inspection operations are optimized and sequenced before
considering the collision-free problems. Latest research
shifts towards considering the requirements on probing path
planning at the same time. The CMM inspection system
developed by Albuquerque et al. [13] took into account the
probe accessibility and flexibility, the feature intersection
and probing path optimization. Ralph et al. [14] presented a
method to find the optimal inspection sequence based on the
collision-free consideration. The sequencing problem is
formulated as a standard Travelling Salesperson Problem
(TSP). In future research, the collision-free problems will be
more involved during the probe path planning for CMM
inspection and verification.
Conclusively speaking, automatically generating
inspection plan for CMM has become key trend in high
precision manufacturing area and numerous research have
been carried out in this area. To consummate the automatic
inspection system, measurement uncertainty plays a vital
role as a major input to the automation system. Feng et al
[15] applies the design of experiments (DOE) approach to
investigate the impact of the factors and their interactions on
the uncertainty while following the fundamental rules of the
GUM. Salleh et la [16] presented a method of evaluation of
CMM probe uncertainty using FEA modelling by
investigating of the behaviour of probe by recording stylus
displacement with vary triggering force. However, there are
still lack of the research on measurement uncertainty which
can comprehensively cover the error sources during CMM
inspection process and generate correct statement consistent
with the requirements from ISO 9000 quality-controlled
standards [ 17 ] and, more recently, of the Geometrical
Product Specifications (GPS) standards [18] for traceability.
Therefore, in the next section, we introduce ‘task-specific
measurement’, which we regard as a major input to solve the
complex problem in automatic inspection planning.
III. TASK-SPECIFIC MEASUREMENT
The "task specific uncertainty" in coordinate measurement
is the measurement uncertainty that is computed according
to the IS0 Guide to the Expression of Uncertainty in
Measurement (GUM), when a specific feature is measured
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using a specific inspection plan [19]. For an application of
CMMs in tolerance inspection, the task-specific
uncertainties of measurement are taken into account when
tests for conformity/non-conformity are carried out [20]. A
typical task-specific measurement uncertainty statement is
usually expressed as an assessment of the uncertainty
associating with each GD&T parameter at a specified level
of confidence. For example, an uncertainty statement can be:
“The uncertainty of the diameter of this nominally 6 mm
diameter hole is 0.02 mm, at 95% confidence.”
As summarized in an ISO 10530 draft report [21], at the
moment there are five methods available for CMM
uncertainty evaluation: 1) Sensitivity Analysis; 2) Expert
Judgment; 3) Substitution; 4) Computer Simulation; 5)
Measurement History. For credibility, whatever method is
chosen must be comprehensive. All the major influence
variables (e.g. discussed in Section II) must be considered,
and all necessary GD&T parameters must be supported and
be consistent with the GUM.
When comparing the five methods, the ISO-15530-1 draft
points out that:
“The benefit of computer simulation is derived from
repeated simulations of different measurement scenarios,
where each scenario involves a specific set of
measurement errors (as opposed to uncertainties). The
use of specific measurement errors, together with the
mathematical model, often allows a more complete
description of the interactions, i.e. correlations, between
sources than attempting to calculate sensitivity
coefficients. (In some cases sensitivity coefficients are
impossible to calculate analytically since the
measurement process cannot be analytically described).”
Therefore, uncertainty evaluating software (UES)
methods have been developed by CMM suppliers and other
third party companies and are commercially available. In
order to standardize the computer simulation method, in
2008, British Standards (BSi) published draft ISO105530-4
[22], which specifies the requirements (for the manufacturer
and the user) for the application of (simulation-based) UES
to CMM measurements and gives informative descriptions
of simulation techniques used for evaluating task-specific
measurement uncertainty.
In addition to academic research, there are many
simulation methods that attempt to provide estimates of the
task specific uncertainty in coordinate measurement. Most of
them are computer-aided mathematical models of the
measuring process, where the measuring process is
represented from the measurand to the measurement result,
taking important influence quantities into account. Various
names are given to the methods including the "Virtual
CMM" [ 23 ],"Virtual Instrument" [ 24 ],"Simulation by
Constraints" [25], "Expert CMM" [26], or simply Monte
Carlo simulation [27].
IV. CASE STUDY ON PUNDIT
To study the validation of the Computer Simulation
method in task-specific measurement uncertainty, a case
study was organised for measuring a mechanical product
with complex geometry using simulation software called
PUNDIT/CMM.
PUNDIT/CMM is a package of simulation software
solutions, which gives the evaluation of the uncertainties in
task-specific measurements using CMMs. It performs the
Monte Carlo simulations regarding principal sources of error
in CMM measurements (machine geometry, probe, thermal
conditions, feature surface characteristics, sampling patterns,
etc.) and does so with a modular architecture that facilitates
enhancements of error models [28]. Deviation errors with
random values are added to the actual figures on each
parameter. The combined uncertainty is obtained by having
the integration of the individual random errors into one
uncertainty value [29].
As its first step in creating the uncertainty estimates,
PUNDIT/CMM incorporates a ‘Bounding Measurement
Set’, which is a hypothetical CMM error states found to
consistent with the ASME B89 test suite [30]. Since this set
does not completely describe the CMM, PUNDIT/CMM
then proceeds to simulate inspection of the part using each
of the hypothetical CMMs in this set by randomly varying
the errors of each error contributors within the ‘Bounding
Measurement Set’. Finally, for each GD&T parameter to be
determined the population of substitute geometry errors is
used to create an estimate of measurement uncertainty [31].
Therefore, the great benefit of PUNDIT/ CMM is that the
inspection engineers can use this estimation of measurement
uncertainty as the guidance for setting up the practical CMM
probing strategy and companies can avoid the need to
physically error map all of the CMMs, which is an expensive
and impractical activity for industry.
Fig. 1 CAD model of the complex product for case study.
The case study started by importing a CAD model
representation (created in SolidWorks) of the workpiece to
PUNDIT/CMM along with the entire product’s design
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specifications ( Fig. 1). Using the PUNDIT/CMM
interface, 30 toleranced features were defined that had to be
measured as well as defined the measurement datum
reference frames and established specific tolerances for
feature location, orientation, size and form. Similarly to the
physical CMM verification process, we chose the hardware
and environment for the CMM measurement, such as a
CMM gantry structure, probe, thermal conditions, etc
(details are listed in (Table 1).
Table 1. Hardware and Temperature Set-up in PUNDIT
CMM Geometry Moving Bridge
Error model Perfect
Probe Type Fixed orientation single
tip
Error model Perfect probe
Temperatu
re
20°C, static
After setting up the inspection features, temperature and
hardware specification, the uncertainty models of each
inspection feature had to be considered individually and
synchronously for the purpose of generating an appropriate
inspection plan. In this paper, one inspection feature is
selected, the diameter of the oblique hole (annotated in
Fig. 1), as an example to illustrate the task-specific
measurement uncertainty by PUNDIT/CMM software
simulation. As discussed in Section II, the sampling pattern
of the measurement points plays an important role in CMM
inspection. Fig. 2 illustrates the points sampling when
measuring the diameter of the oblique hole. It is necessary to
point out that the density of the sampling points was not
designed to be eventually distributed due to the oblique
position of the hole. The form error was also considered by
assigning the types of systematic and/or random form errors
to feature surfaces in the case study. We assumed the
inspected hole was made by rough drilling, followed by
machining to the finished size with a six-flute reamer. Based
on this assumption, the systematic error was chosen as a
theta order of 0 (no angular variation) and a z order of 1.
Also, the random error was defined at the amplitude 0.025.
Fig. 2 Points sampling of the oblique hole.
When all the influencing parameters have been specified,
the number of 1,000 simulation cycles was selected to run
and launch the simulation process. The simulation results
(Fig. 3) clearly state the bias, variability and uncertainty
estimation of task-specific measurement done by
PUNDIT/CMM. Ideally, the shape of the results is close to a
normal distribution due to the Monte Carlo simulation used.
For the inspected oblique hole, the uncertainty statement can
be expressed as “The uncertainty of the diameter of this
nominally 16 mm diameter hole is 0.121 mm, at 95%
confidence.”
Fig. 3 PUNDIT/CMM Simulation Result
V. CONCLUSIONS
As modern manufacturing becomes globalized, a set of
standardized inspection and verification processes for the
products becomes increasingly important. A large amount of
research has been carried out in utilizing CMMs to verify
and inspect mechanical products to establish whether they
are within their design specifications. Task-specific
measurement, the measurement of a specific feature using a
specific measurement plan, has been widely adopted,
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because it supplies the traceability of the verification process
which guarantees the conformance of world-wide
manufactured products. Using Computer Simulation
methods to virtually run the CMM measurement process has
financial and time efficiency benefits. In our study, we
initially investigated the task-specific measurement
uncertainty by carrying out a virtual CMM measurement
process in PUNDIT/CMM, computer simulation software,
which generated a variety of positive results, including a
clear task-specific measurement uncertainty statement. This
can give the manufacturers comprehensive guidance on their
product verification and inspection process.
With the continuous advances in measurement uncertainty
modelling, the future for the task-measurement uncertainty
is connected with automated CMM program generation. By
replacing some of the CMM-specific models, it could be
adapted to other 3D metrology systems (such as laser
trackers and scanners).
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Abstract—Measurement and verification of products and 
processes during the early design is attracting increasing 
interest from high value manufacturing industries. 
Measurement planning is deemed as an effective means to 
facilitate the integration of the metrology activity into a wider 
range of production processes. However, the literature reveals 
that there are very few research efforts in this field, especially 
regarding large volume metrology. This paper presents a novel 
approach to accomplish instruments selection, the first stage of 
measurement planning process, by mapping measurability 
characteristics between specific measurement assignments and 
instruments. 
I. INTRODUCTION 
recent literature review demonstrated that process 
modeling contributes significantly in a variety of 
engineering areas especially in process planning, assembly 
planning and measurement planning, which are three 
essential parts of manufacturing planning [1]-[3]. With the 
help of metrology as an active element of the manufacturing 
process, enhanced product performance and quality can be 
achieved [4]. In addition, costs and assembly cycle times are 
significantly reduced for large and complex assemblies and 
fabrications with complex surfaces for the aerospace, power 
generation and automotive industries. Measurement 
planning in the large volume region is, therefore, attracting 
considerable research and industrial interest. Measurement 
instrument selection is the first stage of measurement 
planning and most research is carried out in relation to 
coordinate measuring machines (CMMs) using contact or 
non-contact probes [5], [6]. With the aim of mapping this to 
large volume metrology, this paper proposes a measurability 
analysis based approach for selecting the most suitable 
instrument(s) for multiple tasks by means of measurability 
characteristics (MCs) mapping.  
II. MEASURABILITY CHARACTERISTICS 
Over the last decade, the concept and methodologies of 
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Quality Characteristics (QCs) have been studied and 
practiced in many world-class companies, and QCs play a 
significant role in product lifecycle management (PLM) and 
in collaborative and global product development [7]. There 
are different levels of attributes associated with QCs 
including basic attributes, lifecycle attributes, interrelation 
attributes and measurement attributes, which are all utilized 
to perform global planning and resource allocation [8]. In 
order to apply this planning and optimization approach to 
specific measurement aims, measurability characteristics 
(MCs) are proposed which have attributes such as physical 
capability, accuracy capability, cost and technology 
readiness level (TRL). Analyzing the attributes of MCs 
facilitates the classification of measurement aims and 
measurement instruments by mapping different MCs to the 
appropriate measurement process. 
A. Physical Capability Attributes  
It is imperative to consider the physical capability 
requirements of a specific measurement assignment, which 
normally include: measurement volume, material, stiffness 
and environmental conditions.  
Working volumetric coverage varies significantly for 
different instruments. For example laser trackers have 
maximum measurement lengths ranging from 6m to 80m for 
different models, horizontal (azimuth angle) measuring 
envelopes ranging from ±270º to ±360º and vertical 
(elevation angle) envelopes ranging from -50º to +80º [9]-
[11].      
As far as the material properties of the target part are 
concerned, they may restrict the range of instruments 
suitable for certain applications. For instance, material with 
low reflectivity coefficient cannot be measured accurately by 
instrument employing laser scanning technology. For 
aluminium or plastics, magnetic targets cannot be applied, 
which are often used with photogrammetry systems [12]. 
Occasionally, the stiffness of the measurand is limited 
resulting in the need to only deploy non-contact systems 
such as laser radar or laser scanner. Another consideration is 
the line-of-sight access to the points of measurement and 
instruments’ capability is usually extended by a variety of 
accessories such as Spherically Mounted Retroreflector 
(SMR) holders and adaptors for laser trackers which are able 
to target deep hole, corner and edge.            
One issue that should be addressed is that an uncertainty 
budget describing the uncertainty components is mandatory 
for any traceable measurement which not only contains the 
uncertainty of the instrument but also takes into account 
Measurability Characteristics Mapping for Large Volume 
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other effects that degrade the measurement accuracy e.g. 
environmental conditions, thermal expansion and SMR 
errors for laser trackers [13]. Both temperature variations in 
time and temperature gradients along the measurement 
volume will affect the suitability and capability of laser-
based systems [14], [15]. Other environmental variables, 
such as humidity and barometric pressure, also have an 
effect on measurements. The consideration of environmental 
factors should first eliminate instruments whose operating 
limits fall outside of the expected environment and should 
then consider the effect of the environment on capability. 
Accuracy Capability Attributes  
B. Uncertainty Capability Attributes  
Uncertainty capability is vital for any measurement 
instrument since without knowledge of the uncertainty of the 
instrument used to take a measurement it is not possible to 
draw any conclusions about part conformance from those 
measurements. Further more even where the uncertainty of 
the measurement instrument is known if it represents a 
significant proportion of the part tolerance there will be 
frequent occurrences of measurements where it is not 
possible to state either conformance or non-conformance.  
The uncertainty of a measurement must be added to the 
lower tolerance band to give a minimum acceptance value. 
Similarly the uncertainty must be subtracted from the upper 
tolerance band to give a maximum acceptance value. When 
the part is measured the reading must be within the range of 
the acceptance values in order to prove conformance [16]. 
This range of acceptance values, or residue tolerance, is the 
tolerance required by the manufacturing process. Most 
attempts to consider uncertainty only take the uncertainty of 
measured points into account while integrating multi-
instruments for enhanced results in terms of reduced 
uncertainty and measurement time [6]. An approach for 
assessing the accuracy against each particular measurement 
task is absent from the literature. A requirement therefore 
exists for a measurement uncertainty capability index to 
ensure the measuring equipment and measurement processes 
are suitable and capable of achieving product quality 
objectives. Previous definitions of this parameter are 
dominated by the measurement results [17]. According to 
the requirements of measurability analysis, an uncertainty 
capability index Cm has been defined to indicate the 
instrument’s measurement uncertainty capability before any 
measurement has been conducted, which establishes the 
corresponding criteria for the early evaluation of 
measurement uncertainty in the Large Volume Metrology 
Process Model [18]:   
 
UTULSLUSLC m //)( =−=   (1)   
 
Where; tolerance interval T is the difference between the 
upper tolerance limit (USL) and the lower tolerance limit 
(LSL) and U is the k=2 expanded uncertainty associated with 
the measurement results. 
Simple acceptance and rejection using an n:1 rule is the 
most common form utilized in industry. Recently since 
engineering tolerances have been reduced significantly, the 
well-used ten-to-one ratio has been replaced by a new four-
to-one ratio rule that requires:     
 
     8/ ≥= UTC m   (2) 
 
Other decision rules are applied under certain 
circumstances where different confidence levels are required 
such as relax acceptance rule and relax rejection rule. 
 
Fig. 1.  An example of decision rules for part inspection 
C. Measurement Cost Attributes 
As most research on measurement planning is focused on 
the selection of probes for CMMs or on a limited number of 
instruments, the measurement-induced cost has not been 
addressed. However, cost significantly affects the decision 
of choosing suitable instruments for specific tasks in most 
situations. Consequently, a total measurement cost Ctotal is 
required and classified as follows: 
 
1) Utilization Cost of Specified Measurement System: 
Utilization cost can be calculated in terms of the selected 
measurement system’s value and activity depreciation.  
 
slmu VTTC ×= )/(  (3)     
 
Where; Tl (hour) is the life of the selected measurement 
system and Tm is the actual engaged time of the system. Vs 
(£) is the value of the specific measurement system 
including all the purchase, upgrade and maintenance charges. 
Then Cu (£) is the cost in terms of measurement time. This 
activity depreciation method [19] is based on a level of 
activity rather than the time due to the characteristics of a 
large volume measurement system. 
 
2) Deployment cost: This cost is caused by the setting-up 
and deployment of the system in real manufacturing and 
assembly environments. It can be calculated by estimating 
the deployment time. 
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ddd TCRC ×=   (4)  
 
Where; Td (hours) is the estimated deployment time of the 
selected measurement system, CRd (£/hour) is the 
corresponding cost rate for the specific measurement system. 
Then Cd (£) is the deployment cost. 
 
3) Operating cost: This cost is introduced by real 
measurement operations. It can be calculated in terms of the 
measurement time an engineer is engaged. 
 
ooo TCRC ×=  (5) 
 
Where; To (hour) is the estimated measurement time of the 
specific features or assembly, CRo (£/hour) is the 
corresponding cost rate for the specific measurement system. 
Then Co (£) is the cost of the measurement time. 
D. Technology Readiness Level Attributes 
Technology readiness level (TRL) is deemed to be a vital 
parameter for measurability analysis, which reveals the 
maturity of evolving measurement principles and systems 
that may affect the accuracy, stability and reliability of a 
system. 
Consulting the most common definitions of TRL 
published by the Department of Defence [20] and the 
National Aeronautics and Space Administration [21], the 
TRL for large volume measurement technologies is 
composed of four generic levels that classify all 
measurement principles and instruments shown in Table 1. 
An initial coefficient Cr is estimated for each 
measurement instrument and this information is being 
upgraded continuously according to the rapid technology 
development nowadays. 
E. Matrix Presentation of MCs  
The relationship between measurement aims and MCs can 
be presented as a matrix MA-A, as shown in Fig.2. The 
relations can either be presented as numbers or as symbols. 
In this paper, uxy is used to denote the relationship between 
measurement aim MAx and attribute Ay. 
Each element is a numerical subjective estimate of the 
requirement of the measurement aim in the form of attributes 
of MCs. The ranking scale of each element usually ranges 
from 1 to 10, with the higher numbers representing the 
higher requirements with regard to these attributes of MCs.  
Accordingly, measurement instruments have standardized 
MCs, as stated previously. The relationship between 
measurement systems and attributes of MCs is shown in 
Fig.3. vyz is used in this paper to present the correlations 
between measurement instrument MIz and attribute Ay,. Each 
element is a numerical subjective estimate of the capability 
of a measurement instrument in the form of attributes. The 
ranking scale of each element usually ranges from 1 to 10, 
with the higher number representing the higher measurement 
capability with regards to those attributes. 
 
Fig. 2.  The relation between measurement aims and MCs. 
 
 
Fig. 3.  Measurement instruments classification based on MCs. 
TABLE1- TECHNOLOGY READINESS LEVEL IN LVM 
 
Technology 
Readiness Level 
Description 
Level 1 Basic 
measurement 
principles 
observed and 
reported 
Lowest level of technology maturity. 
At this level, scientific research of 
the measurement principles starts to 
be translated into applied research 
and development. 
Level 2 
Measurement 
system or 
subsystem model 
or prototype 
demonstration 
Practical demonstration of the 
measurement principle using a 
representative model or prototype 
system must be carried out in order 
to demonstrate the fidelity of the 
measurement technology either in a 
company or the laboratory. 
Level 3 Actual 
system 
completed and 
sold in the 
commercial 
market 
Entire measurement system must be 
supplied with essential peripherals 
and support devices as well as 
adequate operation and control 
software. 
Level 4 Actual 
system qualified 
by international 
standard 
Verification approach for 
measurement accuracy capability, 
stability and reliability must be 
demonstrated and standardised by a 
National Measurement international 
standard. 
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Fig. 4.  Matrix mapping approach for measurement instruments selection. 
III. INSTRUMENTS SELECTION FOR MULTIPLE 
MEASUREMENT ASSIGNMENTS 
A. Matrix Matching 
Given the attributes of MCs for each measurement 
assignment, a mathematical mapping approach generates a 
matrix which matches the measurement aims to the 
attributes of MCs (MA-A), and another matrix which links 
the attributes of MCs with the measurement instruments (A-
MI). The result is the matching degree matrix (MA-MI) 
between measurement aims and measurement instruments. 
Fig.4 illustrates the matrix multiplication process.  
As shown in Fig.4, the first matrix (MA-A) is composed 
of all measurement assignments with required attributes of 
MCs while the second matrix (A-MI) is composed of 
vectors υiz that represent capability attributes of all 
measurement instruments relative to the matrix MA-A.  
An element wxz of the result matrix MA-MI can be 
obtained as follows: 
 
∑
=
=
s
i
izxixz vuw
1
                                                                  (6) 
 
The element wxz indicates a matching degree of a 
measurement aim with respect to a certain measurement 
instrument in terms of a particular associated attribute. A 
vertical column of matrix SA indicates the requirements of 
measurement assignments while a horizontal row of matrix 
MA-MI indicates a vector of matching degrees of 
measurement instruments with respect to a measurement 
aim. By adding corresponding weights that vary with the 
real situation of the measurement assignments to each 
attribute, the selection result enables the integrated design 
and manufacturing team to define different values based on 
the priorities among different attributes of MCs e.g. 
accuracy, total measurement cost and the reliability of the 
measurement system.  
 
 
 
After arranging the numerical elements of this vector in a 
descending order, the suitability of each measurement 
instrument with respect to all measurement assignments is 
indicated by the appropriate matching degrees. 
B. Multiple Assignments Optimization 
Weighted zero-one goal programming (WZOGP) is a 
feasible method to optimize the matching process for 
multiple measurement processes [22] and the general 
mathematical model is presented as follows. 
 
∑ ∑
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In (7), ωx is the weight of measurement aim MAx (i 
=1,2, …, r), wxz is the matching degree between 
measurement aim MAx and measurement instrument MIz.. 
dxz is the 0-1 variable, wherein dij =1 means the 
measurement operation MIj ( j =1,2, …, n ) is selected to 
implement measurement aim MAi. Rk represents the kth 
resource restriction. 
k
xzr is the amount by which resource Rk 
will be needed when utilizing measurement instrument MSz 
to implement measurement aim MAx. The matching 
between measurement instruments and measurement aims 
can be obtained by employing WZOGP. Further 
modification of the planning result can be made by the 
designers and engineers based on the result of simulation 
and evaluation. 
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IV. CONCLUSION 
This paper proposes a measurability analysis based 
methodology for matching metrology instruments to 
specific measurement aims. Four elements of measurement 
characteristics (MCs) have been discussed in detail 
explaining the means to define and estimate these attributes 
including physical capability, uncertainty capability, cost 
and TRL. A matrix mapping approach for measurement 
instruments selection is outlined together with an 
optimization algorithm for solving the combination of 
multiple measurement aims and measurement instruments. 
However, the optimization process requires more flexibility 
for different situations such as real shop floor environments. 
Additionally, more attributes of MCs such as measurement 
time will be taken into account for the comprehensive 
selection process in the subsequent stages of the research. 
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Abstract— Bone tissue engineering requires bioreactor 
growth to provide adequate nutrients to the cells and 
mechanically stimulate differentiation and matrix production, 
the most common design being a continuous perfusion 
bioreactor. However it is not clear what the optimum 
mechanical regimens to induce matrix formation are. A 
systematic analysis of the appropriate conditioning procedures 
is essential if bone tissue engineering is to be scaled-up into a 
commercially viable process. Here, we show that matrix 
forming bone cells respond to specific loading regimens 
incorporating short bouts of cyclic compressive loading. MLO-
A5 osteoblastic (bone forming) cells were seeded in open celled 
polyurethane (PU) foam cylinders (scaffold). The cell-seeded 
scaffolds were dynamically loaded in cyclic compression at 1Hz, 
5% strain with 6 different regimens in a sterile media-filled 
biodynamic chamber. Loading was applied for 0.5, 1 or 2 hours 
per day on days 5 and 7 of cell culture. Cell-seeded scaffolds 
were assayed at days 9 or 12 for cell viability and collagen 
content. The data indicates that cells survived in all loaded 
samples, the final number of viable cells was higher at day 9 
and 12 when loading was applied for 1 hour but was slightly 
lower when loading was applied for 2 hours, compared with 
non-loaded samples. Collagen content was only significantly 
higher in the two groups subjected to loading bouts of 2 hours. 
Intermittent short bouts of compressive loading can improve 
matrix production by bone cells and has the potential to 
improve the quality of engineered bone tissue. However, the 
response of the cells is highly sensitive to the length of time of 
each loading bout. This culture system has the potential to 
provide a systematic analysis of the optimum loading and 
perfusion regimens for in vitro bone matrix formation and 
provide information pertinent to the scale-up of bone tissue 
engineering. 
I. INTRODUCTION 
high number of bone replacements are performed per 
annum; published figures show that more that 280,000 
were performed in Europe in 2000 [1], >500,000 in the 
USA and >2.2 million worldwide in 2005 [2]. Bone grafting 
procedures (both autografts and allografts) are used in order 
to repair bone defects in orthopaedics, neurosurgery and 
dentistry [2]. However, bone grafts have limited availability; 
autografting requires additional surgery that can lead to 
donor site morbidity and pain [3] whereas allografting 
carries the risks of disease transmission and implant failure 
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due to immune response or lack of integration between the 
grafted bone and the host bone [4]. As a result of these 
limitations, bone tissue engineering is emerging as an 
alternative way to create bone matrix for clinical procedures. 
To engineer a bone tissue replacement, cells need to be 
grown in a 3-D scaffold and provided with sufficient 
nutrients and stimuli. The aim is to create enough matrix to 
be able to fill the defect and then allow the body's repair 
processes to integrate the tissue engineered bone with the 
patient's own bone. Engineered tissue grown in vitro has also 
been advocated as an alternative to animal models both for 
basic science and applied testing, such as in the 
pharmaceutical industry [5]. However, before tissue 
engineering can be commercially viable [6] for in vitro or 
clinical applications there needs to be a consensus on how 
best to culture and condition the tissue with the potential for 
scale-up into automated processes [7].  
Bone itself responds to changes in physical activity which 
alter the loading conditions being imposed on the bone [8], 
[9] by a process of mechanotransduction. Therefore, it is not 
surprising that bone growing in vitro in a tissue engineering 
system also responds strongly to mechanical load. 
Bioreactors for cell culture, which provide mechanical and 
chemical stimuli, can be used to induce growth and 
differentiation of cells, enhance extracellular matrix 
deposition and mineralization of the engineered tissue and 
improve the mechanical properties of bone tissue constructs  
[10], [11]. However, most bioreactors are produced in 
individual laboratories with the stimuli to be tested 
dependant on the interest of the investigators. It is often 
difficult to compare different types of mechanical stimuli 
(e.g. compression of the scaffold vs fluid flow through the 
scaffold pores) in the same system. In addition it is difficult 
to systematically compare a range of stimuli because of cell 
and scaffold variability. 3-D bone tissue engineering models 
used as mechanobiological test system have the potential to 
provide data to improve bioreactor conditions for engineered 
bone tissue. Some researchers have used recent 
developments in 3-D culture to apply mechanical forces 
previously applied in 2-D to 3-D culture systems e.g. 
substrate strain [12]-[14] and oscillatory fluid flow [15]-[17] 
and showed increases mechanical effects on markers of bone 
formation. 
Previously, we developed a 3-D static culture system and 
tested the hypotheses that the novel industrial grade PU 
scaffold is biocompatible and can be used to culture cells 
including MLO-A5 osteoblastic cells [18]. Cells were shown 
to survive and distribute well throughout scaffolds over 20 
days of culture, suggesting that this 3-D culture model has 
the potential to be used for further investigations of 
extracellular matrix in scaffolds. We suggest that our model 
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is useful for a systematic study of loading regimens because 
we use a mature cell line that produces matrix rapidly, hence 
reduces the length of time needed for experiments, and a 
commercially available bioinert polyurethane foam which 
can be purchased in bulk with no variability between 
scaffolds or change in properties over time in culture. The 
aim of the current study was to examine whether this model 
would be sensitive to changing the length of the loading bout 
within a mechanical testing regimen.   
II. MATERIALS AND METHODS 
A. Cell preparation 
MLO-A5 osteoblastic cell lines are immortalized cells 
grown from mouse long bone and are thought to behave 
similarly to the cells that are responsible for mineralization 
in bone [19]. They produce bone-like matrix more rapidly in 
culture than other osteoblastic cell lines, even without the 
additional chemical factors normally added to induce cell 
differentiation and matrix production. Basal culture medium 
was alpha MEM (Invitrogen, Paisley, UK.) supplemented 
with 5% fetal bovine serum, 5% bovine calf serum 
(Hyclone, Cramlington, UK.), 0.25% fungizone and 1% 
penicillin and streptomycin. Prior to cell seeding on 
scaffolds, the cells were expanded in T75 flasks at 37ºC in a 
humidified atmosphere with 5% CO2 and examined daily. 
B. Scaffold preparation 
The polymer scaffolds used in this study were industrial 
grade polyether polyurethane (PU) scaffolds from Caligen 
Foam Ltd, (Lancashire, U.K., cat no. XE1700V). The foam 
was synthesised from a 3500mw ether polyol and Toluene 
Diisocyanate (TDI) using water and methylene chloride as 
blowing agents with a siloxane silicone stabiliser and an 
amine catalyst (BDMAEE). The pore size of the foam varies 
between 150-1000 µm and the strut width between 43-
96 µm (Fig. 1). The mechanical properties were tested by a 
single cycle of loading to 50% strain at 0.2 mm/sec using a 
mechanical testing machine (BOSE, ELF3200, Minesota, 
USA). Force and displacement data was recorded by 
WinTest software. The Young’s modulus of elasticity (E) or 
stiffness of wet PU was measured to be 2.87 ± 0.02 kPa. 
All scaffold samples were cut to a cylindrical shape with 
diameters of 10 mm and heights of 10 mm and were 
subsequently sterilized using 70% ethanol overnight. Prior to 
cell seeding, the scaffolds were washed with phosphate 
buffered saline (PBS) and were immersed in culture media 
for 10 minutes. The scaffolds were removed from the media, 
excess media was removed and they were placed in 1 cm 
internal diameter stainless steel rings to act as a holder and 
support while initial cell attachment occurred. 
C. Cell seeding and culture in 3-D scaffolds 
Cells were passaged under standard culture conditions in 
basal medium. 2.5 × 105 cells in 100 µl were added onto the 
top of each sterile scaffold in a well plate and, after 
incubating for 1 hour, for initial attachment; sufficient basal 
culture media was added to cover the scaffolds and stainless 
steel rings. Cells were allowed to attach overnight in a cell 
culture incubator. Subsequently, cell-seeded scaffolds were 
removed from the stainless steel rings and held in the media 
by stainless steel wire holders, then fresh media was added 
to cover the scaffolds. The cell-seeded scaffolds were 
cultured in the incubator for the experimental period and 
were supplied with fresh media supplemented with 50 µg/ml 
ascorbic acid every 3 days.  
 
Table 1: Properties of the polyurethane foam used as a scaffold. 
*properties specified by vendor, + Properties measured in the laboratory. 
 
 
 
Fig. 1.  The average pore diameters of PU are between 150-1000 µm.  The 
strut width is between 43-96 µm as measured from SEM images. 
D. Application of mechanical loading 
Dynamic cyclic compression was performed in a 
BioDynamic™ chamber mounted on a BOSE, ELF3200 
mechanical testing machine (Fig. 2). The biodynamic 
chamber and all circuit components were sterilized by 
autoclave. The sample to be loaded was removed from the 
well plate and placed into the biodynamic chamber, between 
two compressive platens. The chamber was filled with 
200 ml of loading media and then mounted onto the 
mechanical testing machine. The cell seeded scaffolds were 
dynamically loaded in compression using a sine wave at 
1Hz, 5% strain (displacement of -0.5 mm.) for different 
periods of time. Loading was applied for 0.5, 1 or 2 hours 
(loading bout duration) per day and repeated 2 or 3 times 
(loading time) over the experimental period (Fig. 3). 
Between loading cycles, both loaded and non-loaded control 
samples were cultured in an incubator under standard 
conditions. Cell-seeded scaffolds were assayed at 2 or 5 days 
after the final load (post loading time) for cell viability by 
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MTS assay and collagen content by Sirius red staining and 
colourimetry. 
 
Fig. 2. The Biodynamic chamber was mounted onto the mechanical 
testing machine (BOSE, ELF3200) and data was recorded by WinTest 
software. 
E. Cell viability assay 
The relative number of viable cells in the PU scaffold was 
quantified using an MTS assay (CellTiter 96® AQueous 
One Solution Reagent, Promega, Southampton, UK) [20]. 
Cell-seeded scaffolds were washed with PBS until there was 
no more phenol red from the culture medium in the solution 
and placed in 10 mm internal diameter stainless steel rings. 
0.5 ml of a 1:10 solution of MTS in PBS was added to the 
scaffolds and to an empty scaffold for the blank control. 
MTS was incubated for 3 hours at 37ºC, 200ul samples of 
the solution was pipetted out from the scaffolds and read at 
490nm with a 96-well plate reader.  
 
Fig. 3. Time lines between 6 different regimens show loading bout 
duration (0.5, 2 or 2 hr), loading time (2 or 3 times), post loading time (2 or 
5 days). Dots indicate the day that samples were assayed and squares show 
the days of dynamic loading with 5% strain, 1 Hz. (N=4 for regimens 1,2,4 
and 6, N=2 for regimens 3 and 5). 
F. Collagen staining 
After MTS assay, scaffolds were washed three times with 
PBS then fixed with 10% formalin for 10 minutes at room 
temperature. The formalin was removed and scaffolds were 
washed with PBS 3 times, cut into 5-6 pieces and all pieces 
from a single scaffold stained with Sirius red (1mg/ml in 
saturated picric acid), a strong anionic dye that binds 
strongly to collagen molecules [21] to each well and samples 
were placed on a shaker for 18 hours. The dye solution was 
removed and each well was washed four times with distilled 
water to remove unbound dye until no more red colouring 
was eluted, then air-dried. The bound dye was observed 
qualitatively under light microscopy. For quantitative 
analysis, the scaffolds in each well were destained with 0.2 
M NaOH/Methanol, in ratio 1:1, under mild shaking for 15 
minutes. Optical density was measured at 490 nm using 96-
well plate reader. 
 
Fig. 4. Mean ± S.D of cell viability measured by MTS absorbance (A) 
and collagen content measured by Sirius red absorbance (B) relative to non-
loaded samples. Viable cell number was significantly higher in the samples 
subjected to 1 hr of loading and measured 5 days after the last loading but 
collagen content was higher in both groups of cells subjected to 2 hrs of 
loading * (two sample-test, p<0.05). 
III. RESULTS 
A. Cell viability 
MTS assay showed that MLO-A5 cells survived in all 
scaffolds. Relative cell number in loaded samples increased 
when loading was applied for 0.5 hr and 1 hr, but was 
slightly but not significantly less in the 2hr loading group 
compared with the non-loaded group (Fig. 4). Although 
there were no statistically significant changes of cell 
viability within the loaded group between 2 days and 5 days 
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after the final load, relative viable cell number significantly 
increased 5 days after the final load in samples which had 
been loaded for 1 hr (regimen 4) compared with non-loaded 
samples (p<0.05) (Fig. 4A). 
B. Collagen content 
Sirius red staining, at the end of the experiment, showed 
that the amount of collagen examined in both the culture 
well plate and under light microscopy was higher in loaded 
samples compared to non-loaded samples (Fig. 4B). There 
was higher uniformity of collagen production throughout the 
scaffolds in the 2 hr loading group compared with other 
groups (Fig. 5). Quantitative Sirius red destaining 
demonstrated that collagen content increased in all loaded 
samples compared to non-loaded samples. However, in the 
0.5 and 1 hr loading groups, the increase was very small and 
not statistically significant. The only large and significant 
difference was seen in the 2 hr loading group which was 
50% higher than its non-loaded control group (p<0.01) 
(Figs. 4B and 6). 
 
Fig. 5. Light micrographs of Sirius red staining at the end of the 
experiment from regimen 1 (2 hr loading bouts). The amount of collagen in 
scaffold sections appeared higher in loaded samples compared with non-
loaded samples. 
IV. DISCUSSION 
A.  Bone cells are highly sensitive to mechanical loading 
regimen in 3D culture 
We have developed a model to study the effect of 
different loading regimens on matrix formation by bone cells 
cultured in 3D with a view to optimising conditioning 
processes in bone tissue engineering. We showed that our 
model is sensitive to different loading regimens by changing 
the duration of the loading bout, with 1 hr of loading causing 
an increase in cell number while 2 hrs caused an increase in 
total collagen content despite not affecting cell number 
significantly (Fig 4). Furthermore, the matrix was more 
evenly distributed in the 2hr loading groups. Neither relative 
cell number nor collagen production was affected by 
increasing the number of loading bouts from 2 to 3 over 12 
days of culture, indicating that the duration of the loading 
bout may be more important than the number of times the 
sample is loaded. Neither did the length of time in static 
culture after the last loading bout affect the relative 
differences, although total collagen was slightly but not 
significantly higher by day 12 (Fig 6). 
  
Fig. 6. Sirius red stained scaffolds from 6 regimens. There was high 
uniformity of collagen production (red) throughout the scaffolds in the 2 hr 
loading group compared with other groups. 
 
Further studies have shown that loading the samples every 
5 days was sufficient to cause significant increases in both 
collagen production and calcium production over 20 days of 
culture [18]. Preliminary data from our laboratory also 
suggests that osteoblasts are highly sensitive to the 
magnitude of the applied strain and the frequency of loading. 
2.5%, 5% and 10% maximum global strains were applied in 
the biodynamic chamber and 5% strain was shown to be the 
most effective to induce matrix production and calcium 
deposition (data not shown). Bone cells are known to be 
sensitive to both substrate stretch [22] and fluid flow 
induced shear stresses [23] and both of these stimuli will 
have been applied when we cyclically compressed the 
porous, fluid filled foam. However, at this stage we do not 
know which local strains the cells experience, or what the 
shear stress is in the scaffold pores, this is clearly a complex 
question which other researchers are attempting to address 
with computer models [24] or simplified pore geometries 
[25].  
A 3-D bone-like matrix is rapidly formed by bone cells in 
our system. Even if this matrix containing live cells is not 
implantable, due to risk of disease transmission or immune 
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rejection, it may be useful in forming an in vitro 
decellularised pre-matrix to encourage human cell growth as 
described by Datta et al. (2006) [26] on titanium foams. 
Such matrices could replace allograft and xenograft 
decellularised bone and would be able to be mass produced 
with lower costs and lower graft variability than donor 
human bone. 
B. 3-D culture as an in vitro model for bone responses to 
mechanical loading 
The demonstration that bone matrix production is highly 
sensitive to duration of the loading bout (number of loading 
cycles) and magnitude of scaffold strain is not surprising as 
bone formation and remodelling in vivo has been shown to 
be sensitive to strain magnitude, duration of loading, 
frequency, number of loading periods and duration of 
recovery periods [27], [28]. Our in vitro 3-D mechanical 
loading system has interesting similarities (short bouts of 
cyclic loadings) and differences (higher loads and longer 
resting periods) to in vivo studies.  
In order to understand physiological responses to load 2-D 
models have been developed and it has been demonstrated 
that short periods of loading contribute to the 
mechanosensitive response in in vitro. Uniaxial 5% strain, 1 
Hz [29], and equibiaxial 3% strain, 0.25 Hz [22] have been 
shown to induce mineralisation of human osteoblastic 
precursors from bone marrow (MSCs) in these experiments.  
However components of the cell that are know to be 
important in mechanotransduction such as the cytoskeleton, 
focal adhesion kinases, and MAPkinase signalling molecules 
are expressed and organised differently in 2-D compared to 
3-D [30]. Therefore there has been a recent move to 
establish 3-D models of bone formation such as in 
decellularised bone [12], collagen gels [13] calcium 
phosphate scaffolds [17] and collagen gag foams [15]. Our 
scaffold material has an advantage over these in that it is of 
non-animal origin, highly reproducible and very cost 
effective, its high resilience also allow a large range of 
strains to be applied without material deformation or failure.   
C.  Bioreactor culture for bone tissue engineering 
Many 3-D culture systems reported, combine a dynamic 
seeding process together with continuous flow perfusion in 
bioreactors. These culture methods are more complicated, 
costly and time consuming than static culture. The turbulent 
flow incurred in many styles of dynamic bioreactor, e.g. 
spinner flasks and rotating wall vessels can interfere with 
studies of specific magnitudes of mechanical stimulation on 
bone engineered constructs. In addition, turbulence or high 
shear stresses caused by fluid flow in bioreactors can remove 
attached cells from the scaffold [15]. It is possible that the 
combination of dynamic and static culture could be an 
alternative method in bone tissue engineering to maintain 
cell proliferation and improve matrix production by cells. 
Dynamic processes will give sufficient nutrients and waste 
product exchange for cells and also provide mechanical 
stimulation for bone formation whereas enough recovery 
time in static culture may be required to allow sufficient 
time for cell proliferation in the construct. In this system, we 
can reduce complicated procedures of continuous loading, 
and the associated costs and laboratory time needed to 
engineer bone tissues if intermittent short bout of loading 
can maintain as good outcomes as continuous loading. In 
addition, high mechanical forces, frequency and magnitudes 
which may be harmful to living tissue in vivo can be 
generated safely in this in vitro model. 
V. CONCLUSION 
We have shown that intermittent short periods of 
compressive loading can improve cell growth and their 
matrix production during 3-D static culture suggesting that 
the cells are responding to the mechanical compression 
stimulus either by directly sensing the substrate strain or the 
fluid shear stress caused by media movement through the 
porous scaffold. Matrix producing cells, MLO-A5 
osteoblastic cells respond to compressive mechanical 
stimulation by increasing collagen production provided the 
duration of the loading bout is at least 2 hours. This system 
is ideal for future studies to investigate cell function, cell 
differentiation, and bone matrix formation in response to 
different mechanical strains, strain rates and cycle 
frequencies. We also have shown that human MSCs, a 
commonly advocated cell type for tissue engineering, 
respond in a similar way to this cell line to the similar 
loading regimens [31]. In future, these studies will be 
modified to improve the length of time required to grow the 
tissue in vitro before implantation and to create stronger 
tissue that is adapted to mechanical loads. For longer culture 
times, additional techniques such as integrated bioreactor 
culture systems incorporating flow, temperature and oxygen 
control [7] will be required to optimize the differentiation of 
the cells and development of functional extracellular matrix 
and mineralization. 
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Abstract- Electrohydrodynamic forming of materials is a 
rapidly emerging collection of processing methods which can be 
applied to metals, ceramics, polymers and include liquids and 
gases. The use of these techniques to deliver novel and 
advanced materials is at the maturing stage, as novel materials 
are being combined together with innovative structure 
generating methods. Using polymeric materials, structures can 
be engineered into a variety of morphologies critical for 
advancing materials in particular for biomedical applications. 
The well established electrohydrodynamic methods include 
electrospraying (particle formation) and electrospinning (fibre 
generation), and these result in randomly orientated structures 
ranging from a few micrometers down to the nanometer scale. 
In contrast, using a recent electrohydrodynamic printing 
method innovated in our laboratories, ordered structures can 
be formed. Using two polymeric materials the results shown in 
this work highlight the potential of direct 3D-writing of 
biomedical polymers for a variety of biomedical applications. 
I. INTRODUCTION 
In recent years electrohydrodynamic (EH) forming has 
developed considerably from the early experimentations 
which demonstrate the basic EH principles of jet formation 
and fibre generation [1,2].  Especially, in tandem with the 
boom in advanced material processing for tissue 
engineering, the use of EH processing methods are being 
deployed at a colossal rate. These come in several forms 
such as electrospraying [3], electrospinning [4], multiple co-
axial forming [5] and more recently printing [6]. The 
evolution of EH forming has also led to the emergence of 
other new technologies and the most recent additions to the 
EH family of processes are microbubbling [7] and T-
junction coupled EH bubble generation [8]. These methods 
allow the generation of micrometer and nanometer scale 
morphologies which can be exploited in the biomedical 
arena to cover a broad range of applications in particular, 
tissue engineering and drug delivery, and may also be used 
for surface enhancement of implantable devices [9,10].  
 
Most of these structures though are random and there is little 
control on their texturing or alignment, which in many 
applications is not a requirement for the end application. 
However, aligning structures can result in the generation of 
spatially quantified morphologies which may be ideal to 
achieve certain properties such as pore size for cell seeding 
or developing a detailed understanding into cell behaviour 
when in close proximity to bioactive materials, such as 
hydroxyapatite [11]. This is achievable using EH printing 
and the same method has been recently utilised to fabricate 
3D polymeric scaffolds [12], a fete which was achieved by 
overprinting a designated polymeric pattern in a thin layer of 
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an insoluble liquid film. The scaffolds were generated using 
a nano-caged polyurethane polymer, which has also been 
utilised in the preparation of micro-vessels in capillary 
networks [13]. Patterns with finer resolution have been 
prepared [14], but have been afforded at a compromise with 
the processing needle orifice diameter; this negates a key 
aspect of the process which utilises large diameter 
processing needles in conjunction with concentrated 
suspensions to generate miniaturized structures. This is a 
distinct advantage, alongside ambient temperature 
processing, when compared to other direct write methods 
which require very small direct write devices [14, 15]. 
  
From a material perspective, polymers can be functionalised 
by several methods [16,17] which may render them 
applicable for desired applications. One method is to prepare 
composite materials using bioactive ceramic particles and 
polymers, which combine the mechanical properties of the 
polymer and the bioactive properties of materials such as 
hydroxyapatite [18]. Composite fibres, comprising a 
polymer base and hydroxyapatite particles can be fabricated 
using EH processing (electrospinning), and bundles of 
fibres, often referred to as mats, can result in potential tissue 
engineering scaffolds. Fibrous structures present a great 
potential for hosting cells which can also be processed using 
such EH methods. In contrast, electrospun fibres can also be 
used to serve as topographies on devices or materials which 
can influence the binding of biological molecules (platelets 
or endothelial cells) or even affect the hydrophobicity of a 
device [19,20].  
 
There is also a growing acceptance that the surface 
morphology (topography and chemistry) of biomedical 
devices plays a significant role in the cellular response and 
texturing the way in which cells grow into tissues [11, 21]. 
This interaction is possible when there are micro- or nano- 
scaled architectures which cells can interact with; 
stimulating a response which may result in a more positive 
outcome to a surface with 3D topographical coatings. While 
there are several methods to prepare novel coatings for 
biomedical implantable devices, which may provide a 
suitable chemical and structural interface [22,23] for cellular 
interaction, the method shown in this work is a novel 
technique which can utilise composite materials for such 
topographic variations, although the potential to prepare a 
variety of scaffolds is always present [4,12]. In general, 
direct writing of polymeric scaffolds and controlled 
patterning of 3D topographies can be used in contrast to the 
randomly orientated structures prepared using 
electrospinning or electrospraying. With a greater control on 
the deposition of morphologies and structures, more accurate 
architectures can be prepared with selectable alignment and 
geometry.  
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In this work synthesised polyurethane (PU) and 
polymethylsilsesquioxane (PMSQ) polymers were utilised to 
demonstrate the EH printing, spinning and spraying 
methods. PU has been widely used as a biomaterial for blood 
contact applications [24] and also has the potential to be 
deployed as tissue engineering scaffolds. As the polymer is 
segmented, components of the polymeric chain can be 
selected to fit the desired properties. PU has also been 
presented as a composite biomaterial by blending it with 
hydroxyapatite, combining the intrinsic properties of both 
materials in the preparation of potential tissue engineering 
scaffolds [25]. PMSQ is a biostable polymer which is highly 
hydrophobic. It has applications in skin care products [26] 
and has the potential to be used as a drug delivery system 
[27]. Both materials have been previously subjected to EH 
processing for biomedical related applications. 
II. MATERIALS AND METHODS 
Materials 
Polymethylsilsesquioxane (PMSQ) was purchased from 
Wacker-Chemie, GmbH, Burghausen, Germany (density 
1240kgm-3 molecular weight: 9600 g/mol). Polyurethane 
(PU) was synthesized based on an earlier method [5], with 
all the reagents (including dimethylacetamide (DMAc) and 
tetrahydrofuran (THF) solvent) purchased from Sigma-
Aldrich company (Poole, UK). Nano-hydroxyapatite (purity 
97+ %, synthetic) was also purchased from Sigma-Aldrich 
(Poole, UK) with the particles having a mean size below 200 
nm. Ethanol was purchased from VWR International Ltd., 
Lutterwoth, UK. Stainless steel rods were purchased from 
GM Precision Engineering Ltd, Somerset, UK. 
 
Solution and suspension preparation 
Seven grams of synthesised PU was dissolved in 30 ml of 
DMAc by mechanical stirring for 45 minutes at the ambient 
temperature (23 ºC). A portion of this was used to prepare a 
composite solution with nano-hydroxyapatite particles, by 
mixing 15ml of the PU solution with 1g of nano-
hydroxyapatite particles, a further 10 ml of DMAc was then 
added to this solution and was allowed to stir mechanically 
for 45 minutes. PMSQ solution was prepared by dissolving 
5g of the polymer into 15 ml of ethanol solution and 
allowing it to stir mechanically for 15 minutes.  
 
Nano-hydroxyapatite (nHA) suspension was prepared by 
dissolving 2g of the powder into 40ml of ethanol and 
allowed to stir mechanically for 45 minutes. 
 
Solution and suspension characterisation 
Solutions to be processed, and their base solvents, were 
characterized by measuring their surface tension, electrical 
conductivity and viscosity. These properties can influence 
the EH jetting ability of a material during processing. Each 
property was assessed at the ambient temperature and 
pressure and a mean value was taken from three readings. 
Surface tension was measured using a Kruss K9 tensiometer 
(KRÜS GmbH, Hamburg, Germany). The electrical 
conductivity was obtained using a HANNA conductivity 
meter (Camlab Ltd, Cambridge, UK) and the viscosity was 
obtained using a ViscoEasy viscometer (Camlab Ltd, 
Cambridge, UK) operating at 100 rpm.  
 
Electrohydrodynamic processing 
Variations in the EH processing (random to controlled 
deposition) was carried out using a similar method used 
before to deposit ceramics suspensions [28] but the needle 
diameter used in the equipment was changed for this work 
(inner diameter = 750 µm, outer diameter =1140 µm). The 
needle was coupled to a high-voltage power supply, which 
can supply up to 30 kV (Glassman Europe Ltd, Tadley, UK) 
and the desired solutions were made to flow into the needle 
orifice by specially designed Perfusor pumps (Harvard 
Apparatus, Edenbridge, UK). For the generation of 
randomly orientated structures the deposition distance was 
kept at 100mm, and for controlled 3D writing the distance 
was reduced to 1-3mm from the tip of the needle with the 
collector board moving in a designated computer-assisted 
route (motion planner). Materials were deposited on 
microscopic glass slides and two stainless steel substrates (a 
cube and a thin rod).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Experimental setup showing (a) Printing device and peripheral 
components (b) close-up view of printing head accommodating the needle 
used to generate the microstructures and (c) examples of some modes 
encountered during the electrohydrodynamic process as a function of the 
applied voltage. 
 
 
The equipment utilized in this work is shown in Figure 1a, 
with a close up of the processing head shown in Figure 1b. 
In the work reported, all experiments were carried out at 
ambient temperature, supplying a series of polymer solutions 
into the processing needle. For individual experiments the 
selected flow rates and the applied voltages were determined 
when stable jetting was achieved (Figure 1c). 
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Microscopy 
A Nikon Eclipse ME600 microscope was used for optical 
microscopy. Scanning electron microscopy (SEM) was 
carried out using a JEOL JSM-6301F, operated at an 
accelerating voltage of 5 kV. Samples were prepared for 
SEM by coating them with a thin layer of gold before 
microscopy. 
III. RESULTS AND DISCUSSION 
The EH processing route is a versatile route which is 
operational at ambient temperature. The properties of 
solutions used play an important role in the processing and 
can dictate what structures are formed [29]. 
 
 
 
 
 
 
 
 
 
 
 
 
Table 1. Properties of chemical solvents, solutions and suspension used in 
this work.  
 
The solutions and suspension properties (Table 1) correlated 
well with earlier studies using similar polymers, particles 
and solvents [27, 30]. The addition of PU and PU-nHA to 
the base-solvent increased the surface tension of the 
solutions (by ~17 and 19 % respectively) but was not as high 
as values reported for water (~70 mN m-1), which is the key 
reason as to why it is difficult to enable a stable jetting mode 
with water. The PU solutions displayed much higher 
viscosities when compared to PMSQ in ethanol, and this 
may be due to the elastomeric properties of the synthesised 
polymer possessing long polymeric chains. The solutions 
displayed variations in electrical conductivities, and all of 
these values demonstrate that these materials are suitable for 
EH processing. However, materials with very low electrical 
conductivities, such as olive oil (<<1), cannot be processed 
alone using EH methods [5]. Such materials can be 
processed under EH flow providing it is co-flowed with a 
medium which is suitable for this type of processing   [31]. 
 
EH processing to generate random structures can be used to 
prepare fibres and particles. The PMSQ solution was used to 
generate near mono-dispersed micrometer size particles of 
polymer. This was achieved by infusing the polymer 
solution into the needle at a flow rate of 3µl/min requiring an 
applied voltage of 13.3 kV to enable a stable jet. The 
particles were collected at a working distance of 100mm 
below the needle tip. Electron micrographs reveal that for a 
collection period of 30 s, the particles demonstrate a sparse 
coating (Figure 2a), but this can be readily changed by 
increasing the deposition time [32]. It is noteworthy though 
that dense coating [11] may not always be required where a 
biological interaction is needed and infact this may also be 
favourable economically, where the cost of materials may be 
a factor. The particles produced had a mean size of 5µm 
(Figure 2b), which again can be improved, as the size of 
structures generated using EH processing can be influenced 
by the flow rate or applied voltage [29].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Examples of non-ordered structures with random orientation (a) 
PMSQ particles from electrohydrodynamic spraying at low magnification 
and a (b) high magnification view of particles (c) PU fibres as a result of 
electrospinning and (d) composite fibres of nHA and PU spun directly onto 
a stainless steel hollow cube and (e) a stainless steel rod with a (f) close up 
view of the nHA-PU fibre coating. 
 
Processing the more viscous PU solution resulted in fibre 
generation as shown in Figure 2c, with a deposition time of 
30 s. The flow rate used was 25µl/min with an operating 
voltage of 8.8 kV. The fibres possess a mean diameter of 
3µm and this method (electrospinning) can be used to 
prepare scaffolds for tissue engineering applications. 
Prolonged collection of fibres can result in dense mats, 
which provide mechanical properties to such scaffolds. 
These scaffolds are temporary, which may be seeded with 
cells, with a view to eventually give way to the regenerated 
tissues. In some cases bioceramics such as nHA are added to 
prepare composite materials [25] which utilise the bioactive 
properties of the material. nHA has been explored in great 
depth and combining PU with nHA for EH processing can 
result in composite fibres. Figure 2d shows spun PU-nHA 
fibres which have been directly processed on to a hollow 
biocompatible stainless steel cube. For the purpose of 
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hosting cells, the same PU-nHA composition can be used to 
coat small rods (Figure 2e), similar to pins used in 
orthopaedic applications. There are two potential benefits of 
using composite coatings, the first is the particles can be 
lodged and there is a better control over the fixation of nHA 
particles and secondly fibrous coatings can be used to 
provide topographical microstructures which may be 
favourable for cell attachment. A closer inspection (Figure 
2f) on these spun fibres reveals that the mean diameter has 
increased due to intermittent beading with a size range 
between (3-30 µm). As the needles in the processing 
equipment are large in this method, the individual 
composition of polymer and bioceramics can be varied. 
 
Using the same materials it is possible to have greater 
control over the deposition and patterning of structures. EH 
printing allows direct writing of polymer materials which 
may provide more options of generating topographical 
variations in 3D-structures [28] and it can also be used to 
prepare scaffolds with fixed window sizes [12].  
 
Using the PMSQ solution used earlier in this work to 
generate particles, complex patterns can be printed (Figure 
3a). The size of the printed tracks is approximately 100 µm 
(Figure 3b), which is very similar in dimension to pure nHA 
tracks used to guide osteoblast cells for novel topographies 
for implantable devices [11]. These are achieved by using 
the same flow rate and applied voltage as before, but by 
reducing the deposition distance to ~3mm. The board speed 
of the collector, progressing in a designated pattern, was 
fixed at 10 mms-1 and is a parameter which can be varied. 
This type of printing results in patterns which are 
appreciably smaller than the needle diameter.  In this 
instance, patterns with a width of 100µm have been 
generated using a needle with an orifice diameter of 750 µm. 
These were collected with stable jetting enabled, which is 
achieved after the micro-dripping mode, which occurs at a 
lower applied voltage (8.8 kV). The structures formed from 
the two different modes lead to patterning variations, both of 
which are useful in topographical design. It is possible to 
prepare dotted patterns with micro-dripping and continuous 
arrays or curves with stable jetting (Figure 3c). The 
resolution capability with the same needle, however, can be 
demonstrated further and is shown using the pure PU 
solution. Printing an overlapped grid pattern at a flow rate of 
3µl/min and at an applied voltage of 6.8 kV results in a more 
orientated 3D microstructure (Figure 3d) when compared to 
the randomly spun PU fibres. The printed PU tracks have a 
reduced size of ~50µm (Figure 3e) and this may be due to 
the increased viscosity of the PU solution, as it is possible to 
achieve prints which are only a few micrometers in size with 
a much more viscous polymer [12]. The layering of the print 
deposits is clearly visible in the micrograph (Figure 3e), 
which allows the option to utilise the material as a 3D 
scaffold material as multiple overlapped fibres provide 
greater mechanical strength to the overall structure.  
 
Using the PU-nHA solution, ordered topographies and 
patterns can be formed. The flow rate here was increased to 
5µl/min from 3µl/min and the applied voltage was 
maintained at 6.8 kV. When comparing two prints of PU 
(Figure 3f) and PU-nHA (Figure 3g) the presence of nHA 
particles become visible, but the process does not cease due 
to the large needle orifice. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.  Examples of ordered structures as a result of 
electrohydrodynamic writing showing PMSQ maze topography (a) low 
magnification and (b) higher magnification of some directly written prints 
(c) print variation with dripping and stable jet (d) multi-layered printing 
with a more complex 3D pattern of PU with several examples of 
overwriting (e) close up view showing several layers of printed PU patterns 
(f) single PU track and (g) PU-nHA composite printed track on glass (h) 
printed nHA pattern showing scatter. 
 
Printing nHA alone (flow rate 5 µl/min applied voltage 5.4 
kV) can yield ordered patterns, but particle scattering is 
observable (Figure 3h) [30].  PU-nHA printed patterns 
demonstrate reduced scatter and also give a much better 
edge definition to the printed lines. Furthermore the 
composite materials can be used to generate 3D overlapped 
structures as shown above and previously [12], which is not 
possible when using a ceramic suspension by itself. 
Combining the two types of materials controlled scaffold 
generation or novel topography design for enhanced cellular 
interaction are a real possibility. Some successful studies 
[19] exploring alignment and topographic variations with 
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biomedical fibres have led to the fabrication of structures 
using rotating mandrels or specific positioning of the 
substrate. The EH direct write method is a more controlled 
and versatile method which allows greater potential for 
generating a wider range of structures and more 
sophisticated patterning.  The potential for controlled 
scaffold generation is further multiplied as cells are easily 
processed into a polymeric thread using EH methods [33,34] 
which incorporates cell seeding into the processing step. 
IV. CONCLUSIONS 
The EH method is a versatile and robust method which can 
generate a variety of structures which can be made ordered 
or random. Both of these structures have great potential as 
biomaterials, but with the ordered (printing) aspect there is 
added control on deposition pattern and location. The 
preparation of scaffolds using the 3D printing method is 
possible but micrometer scaled 3D hierarchies which are 
detectable at the cellular level can also benefit greatly from 
the patterns produced with this direct writing process, 
demonstrated using mainly polymeric materials in this work. 
This may prove to be very valuable in the assessment of cell-
topography behaviour and also as an ordered scaffold 
generating process.  
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Abstract— Tissue engineering is an emerging technology 
which has the potential to create de novo tissues in vitro 
which can then be implanted back into the body to repair 
/replace damaged/diseased tissues. The use of biomaterial 
polymer scaffolds is central to the tissue engineering process 
providing support to the cells and can the cell phenotype. Use 
of a scaffold also allows the tissue to be generated in a 
predefined/customized shape. Hence, there is much interest in 
developing suitable scaffold materials. Silks are fibrous 
proteins, which are spun by a variety of species including 
silkworms and spiders and have common hierarchical 
structure and structural components.  Silks possess 
remarkable strength, elasticity and toughness. Silks produced 
by silkworms must be degummed for biomedical applications 
in order to remove the sericin coating which is immunogenic.  
The degummed silk may subsequently be processed into a 
variety of forms, often via the formation of a fibroin solution, 
including films, fibres and sponges, and used in combination 
with other materials such as gelatine and hydroxyapatite.  
Spider silks do not have a sericin coating and may be used in 
natural fibre form or processed via formation of a spidroin 
solution.  Both silkworm and spider silks have been reported 
to support attachment and proliferation of a variety of cell 
types.  Silks have subsequently been investigated for use in 
tissue engineering.  This paper provides a general overview of 
silk biomaterials, discussing their processing, biocompatibility 
and degradation behavior and their applications in tissue 
engineering. 
 
I. INTRODUCTION 
Silks are natural polymers of fibrous protein which are 
spun into fibres by a variety of insects and spiders [1].  
They have a range of functions, including cocoons to 
protecting eggs or larvae, draglines to support spiders, and 
capture nets able to withstand high impacts and trap insects 
[2-4].  The silks that are produced in nature are subtly 
different. While silkworms have one paired set of silk 
producing glands, individual spiders can have upto seven 
silk-producing glands so can spin up to seven types of silk. 
All silks have some common structural elements; they have 
repetitive protein sequences [5] with a predominance of 
alanine, glycine, and serine (which is high in silkworm 
silks but low in spider silks).  Silk proteins comprise four 
different structural components: (i) elastic β-spirals, (ii) 
crystalline β-sheets rich in alanine, (iii) tight amino acid 
repeats forming α-helices and (iv) spacer regions [6]-[9].  
Silks are hierarchically arranged from the amino level [5], 
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[10] up to micro- and macroscopic structures [11]-[13].  
Comprehensively investigated silks, the former due to its 
The silks produced by silkworms and spiders are the most 
availability, use in textiles and historical medical use as a 
suture material, and the latter because of its remarkable 
mechanical properties.  Silks provide a excellent 
combination of strength and toughness which makes them 
of interest to the materials field. Spider silks are 
distingused by their very high strength and toughness in 
combination with elasticity and display resistance to failure 
in compression. Silkworm silks are comprised mainly of 
fibroin, whereas the major protein of spider silks is 
spidroin 
II. PROCESSING 
Silkworm cocoon fibres are bonded together by a glue-
like protein, sericin.  Sericin has been linked to in vivo 
inflammation [14] and therefore the silk must be 
‘degummed’ before further processing to remove this 
immunogenic protein.  One of the disadvantages of the 
degumming procedure is that it results in detrimental 
changes to the mechanical properties of silkworm silk [15].  
Furthermore, the extent to which these properties are 
affected may depend upon the method used [16].  
Silkworm silk is often processed via the production of a 
fibroin solution, where the degummed silk is dissolved, 
thus the inherent mechanical properties of the silk fibres 
are lost and any damage caused by the removal of sericin 
becomes insignificant.  In its simplest form, fibroin can be 
regenerated into a film or coated onto other materials [17]-
[21].  The group lead by David Kaplan has investigated 
porous tissue engineering scaffolds produced using salt 
leaching [22-30].   Spongy or porous scaffolds can also be 
produced by freeze drying [31]-[33], gas foaming [31], 
[34] and phase separation of silk-solvent solution [35, 36].  
Fibroin solution or recombinant silk can also be 
electrospun to produce fibres [37]-[41], or wound into 
yarns [42]-[47].  It can used as the sole ingredient or 
blended with other substances such as gelatine to form 
hydrogels [48-52].  The manufacture of nano-
hydroxyapatite-silk sheets [53], [54] has also been 
reported.   
 
There are relatively few studies reporting the formation 
of constructs from regenerated spidroin.  The absence of 
the requirement for sericin removal means that spider 
dragline silk is often left in its original form, although a 
cleaning protocol may be used for cocoon silk to remove 
insect debris.  Dragline silk can be dissolved to form a 
spidroin solution and subsequently spin-coated onto a 
substrate [55] or fabricated into a porous scaffold via salt 
leaching [56].  Spiders produce relatively small quantities 
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of silk, of which collection of silk is laborious, and there is 
a lot of variation in the silks, depending on a variety of 
factors including which gland the silk is produced by, diet 
and spinning conditions such as reeling speed temperature 
and humidity which effect the diameter and mechanical 
properties, [57]-[59].  Consequently,  methods for artificial 
synthesis of spider silk are under development (reviewed 
[60]-[62]).  Recombinant spider silk can be processed to 
form a film [39] or into hydrogels that are reported to be 
stable over a few weeks [63].  
 
Silk fibroin solution has no secondary structure – this is 
imparted by the processing method. However, the 
mechanical properties of silks are directly dependent on 
their secondary structure [97]. In dragline silk, the fibre is 
composed of liquid crystalline phases of β sheet structures 
between which are less crystalline amorphous regions. 
Therefore, the ideal processing method would yield mimic 
the natural in vivo spinning by the insect to allow the 
formation of the correct secondary structure to yield the 
appropriate mechanical propeties. In order to manipulate 
the structure of regenerated fibroin, various treatments 
have been investigated, particularly those involving 
organic solvents.   Methanol treatment of regenerated 
fibroin in various forms is widely reported, resulting in β-
sheet formation [41], [64]-[66], although α-helix and 
random coil regions do not disappear completely [67], [68].  
Spidroin experiences a similar change in secondary 
structure [39], [69].  Transition to β-sheet structure is 
dependent on the time of exposure to the solvent and 
solvent concentration [64].  The transition to a β-sheet 
structure induces aggregation of the fibroin molecule 
chains [65], [68], with the maximum degree of crystallinity 
and corresponding resultant elastic modulus dependant on 
the solvent concentration [50]. The transition also and 
reduces the amount of water that fibroin absorbs from its 
surroundings [66] and alters thermal degradation behavior 
with an increase in decomposition temperature reflecting 
the greater stability of the β-sheet structure [37], [50], [66].  
Oxygen and water vapour permeability are high for 
methanol-treated fibroin membranes [70], [71] and 
mechanical properties are also improved [3], [37], [66], 
[72].  Hence, transition to a β-sheet structure increased the 
resistance to degradation of both fibroin and spidroin in 
aqueous media (in the absence of proteolytic degradation) 
making the silk proteins promising candidates for tissue 
engineering scaffolds. [67], [69], [70], [72], [73].  
Improvement of the mechanical and degradation properties 
is significant for some biomaterial applications, such as 
tissue engineering scaffolds for load-bearing sites.  One 
study reported that manipulation of the amount of β-sheet 
crystallisation (which affects flexibility) and surface 
roughness can be varied by different methanol treatment 
protocols [68].  Ethanol treatment has been reported to 
have a similar effect to methanol in some studies [65], [74], 
but others suggest that ethanol has only a minimal effect on 
secondary structure [68].  Water vapour treatment can be 
used to elicit the transition to β-sheet secondary structure, 
with the time and temperature of treatment being crucial in 
terms of the amount of change [72].  
III. BIOCOMPATIBILITY 
B. mori silk fibres have been used as commercially-
available sutures since the end of the 19th century, and 
have proved to be effective biomaterials.  Evidence of 
adverse biological reactions, however, raised concerns 
about biocompatibility.  Sericin, a glue-like protein that 
holds the fibroin fibres together, has been identified as the 
source of immunogenic reactions [14], [75]. 
 
Numerous in vitro studies have demonstrated that once 
the sericin is extracted, fibroin supports cell attachment and 
proliferation for a variety of cell types [19], [33], [68], 
[76]-[79].  Silk from the wild silkworm, Antheraea pernyi, 
contains RGD sequences, and supports cell attachment and 
growth to a greater extent than B. mori silk [77].  The use 
of water vapour rather than methanol to induce β-sheet 
transition may also support better cell attachment and 
proliferation [72]. One study suggested that sulphonated 
fibroin inhibits the replication of human immunodeficiency 
virus (HIV) in vitro [80]. This effect was thought to be due 
to interference with the adsorption of virus particles to 
CD4+ T cells [80]. 
 
In vitro studies examining macrophage response to 
fibroin concluded that silk in film [81] or fibre form [75] 
did not elicit any significant macrophage activation.  In 
particulate form, however, macrophage activation was 
observed [75], which the authors speculated was due to the 
size of the particulate .   
 
The in vivo inflammatory reaction to fibroin films has 
been reported to be similar to that of collagen [18].  
Another study suggested that B. mori silk braided into 
yarns elicited a mild inflammatory response after seven 
days in vivo, whereas sericin-coated silk yarns and PGA 
caused an acute inflammatory response [47].  Gelatin-
coated B. mori silk has also been reported to initiate a 
minimal inflammatory response [82].  Spider silk has been 
found to invoke a similar inflammatory response to 
materials used clinically such as collagen and medical-
grade polyurethane [83]. 
 
Sericin has been identified as the cause of the 
inflammatory response to un-degummed silkworm silk. 
However, only when sericin is associated with fibroin does 
it bring about a significant activation of macrophages [75]. 
Sericin films support the attachment and growth of L929 
murine fibroblasts [84] and human skin fibroblasts [85]. 
The latter of these studies identified one particular 
component of sericin, sericin M, which enhanced cell 
attachment. Sericin-S has also been proposed as a potential 
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supplement for serum-free culture medium, following 
results demonstrating cell proliferation and mitogenic 
activity [86], [87] in serum-free culture conditions. 
 
Metal-treated silk fabrics have demonstrated to have 
some in vitro antimicrobial activity [88]-[90].  Similarly, 
sericin coatings on synthetic polymer fibres are reported to 
have antibacterial and antifungal properties [91].  To date, 
however, no assessment of the suitability of these materials 
for biomedical use has been reported. 
 
Silkworm silks have similar structural characteristics to 
amyloid [74], [92] and dissolved fibroin has been reported 
to accelerate amyloid accumulation in mice [93].  The 
presence of amyloids in the body has been linked with 
neuro-degenerative diseases including Alzheimer’s and 
Parkinson’s.  The synthesis of spider silks is similar to the 
formation of amyloid fibrils [94], and also to other proteins 
with a low amino acid sequence complexity such as fibrous 
collagen.  However, recombinant spider silk proteins in 
nanofibrilar form have significant structural differences to 
amyloid fibrils [95].  In addition, there have been no 
reports to date linking spider silks to amyloid formation in 
vivo.  
 
Recent general reviews concerning the use of silk-based 
biomaterials for biological applications are available [4],  
[96], [97]. 
IV. DEGRADATION BEHAVIOR 
Tissue engineering scaffolds should ideally degrade at a 
similar rate as the growth of new tissue, in order that the  
engineered tissue graft can be integrated into the 
surrounding host tissue.  Appropriate degradation 
behaviour can also minimise any stress shielding, which is 
of particular importance in the engineering of ligaments 
and tendons. 
 
Cell culture studies have demonstrated that in vitro 
degradation of porous silk fibroin scaffolds is slow, with 
negligible loss of mass after four weeks in culture [25], 
[98].  However, silks are protein polymers and degradation 
studies involving the systematic exposure of silkworm silk 
to enzymes have found that silk will degrade as a result of 
proteolysis [99], with protease XIV being reported to have 
the greatest effect over other enzymes such as collagenase 
and α-chymotrypsin [21], [44], [100].  Smooth [21] and 
porous [100] silk sheets can be significantly degraded by 
exposure to proteolytic enzymes, even after one day.   Silk 
yarns exposed to protease exhibited a loss of mass of more 
than 50% and associated loss of mechanical properties after 
six weeks [44].  The degumming process may cause 
unwanted degradation of fibroin [16] and the method of 
silk processing has been reported to affect in vitro 
degradation behaviour.  Fibroin films are reported to 
experience more significant degradation than fibres [21] 
and aqueous-derived silk fibroin scaffolds degrade more 
rapidly than HFIP-derived scaffolds [101], possibly due to 
increased surface area.  Methanol treatment of silk fibroin 
significantly reduced the rate of degradation in aques 
solutions due to forming a crystalline β-sheet conformation 
[70], [73].  The potential to manipulate the rate of 
degradation is important for tissue engineering 
applications, and control over the physical form and post-
treatment of a silk biomaterial may allow tailoring of the 
degradation.  In the case of bone, for example, the ability 
of a scaffold to maintain structural integrity over an 
extended period of time is crucial as it allows mass 
transport of nutrients and waste products while bone in-
growth, matrix deposition and remodelling occurs and a 
vascular network is formed.  In other situations, such as 
wound healing, more rapid degradation may be desirable.  
 
In vivo studies involving silkworm silk have 
demonstrated slow degradation.  Fibroin films were 
observed to not degrade following implantation for six 
weeks [18].  Negligible degradation of a non-woven, 
fibroin-based mesh six months after implantation has also 
been reported [102].  The stable, slow degrading structure 
of silk scaffolds compared to collagen-based scaffolds was 
considered to be the ‘single most important factor’ in the 
synthesis of cartilage-like tissue [25] in one tissue 
engineering study.  Spider silk, however, has been found to 
experience degradation after implantation for fourteen days 
[83], although it is highly likely that the rate of degradation 
will be controlled at least in part by the form of the 
implant.  B. mori silk is also susceptible to degradation by 
bacteria, although some resistance to fungal degradation 
has been reported [103]. 
V. TISSUE ENGINEERING 
SKIN/WOUND HEALING 
In vitro studies have reported that dermal fibroblasts 
spread and proliferate on fibroin coatings and scaffolds 
without secretion of pro-inflammatory interleukins [104], 
[105].  Oral keratinocytes also proliferate on woven fibroin 
meshes [106], a form that is likely to be used for wound 
healing applications.  Fibroin films [107] and fibroin-
alginate sponges [33] have been found to enhance skin 
wound healing in vivo compared to clinically used 
materials.  Both studies concluded that fibroin-based 
materials promoted epithelialisation.  A fibroin-chitosan 
blend has been reported to give superior performance to 
materials currently in use when tested for repair of ventral 
hernias [108].  A study investigating wound healing in the 
presence of spidroin concluded that although the local 
inflammatory response was comparable to synthetic 
polymers routinely used in surgical procedures, such as 
collagen, there was no evidence to suggest that wound 
healing was accelerated [83]. 
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CARTILAGE 
Kaplan’s research group has conducted the majority of 
research into the use of fibroin-based scaffolds for cartilage 
tissue engineering. Studies use porous scaffolds, often 
fabricated by salt-leaching [22]-[25], [109].  These 
scaffolds have been demonstrated to result in 
chondrogenesis (measured by type II collagen and 
glycosaminoglycan [GAG] levels) when used to culture 
human articular chondrocytes [22] and mesenchymal stem 
cells (MSCs) [24], [25], [98], [109] in vitro.  In one study, 
where GAG deposition in the presence and absence of 
serum on silk and collagen scaffolds was investigated, the 
surface properties of silk were found to promote 
chondrogenic events [109]. The synthesis of cartilage on 
silk scaffolds in serum-free conditions is highly significant 
in terms of its potential to be taken forward for clinical use.  
However, currently the mechanical properties of 
engineered cartilage are inferior to those of native cartilage 
[24], [109] and further optimisation of culture conditions is 
required.  The team led by Tomita produce sponges by 
phase separation [35], [36].  These scaffolds can support 
chondrocyte proliferation for up to 28 days [36] and matrix 
synthesis, indicated by deposition of type II collagen and 
proteoglycan markers of hyaline cartilage-like tissue [35]. 
 
Recent studies have investigated the use of spider silk 
(Nephila edulis egg cases) for cartilage tissue engineering 
[110].  Successful engineering of hyaline-like cartilage 
tissue was achieved, with histological analysis 
demonstrating comparable results to PGA controls.  Porous 
scaffolds fabricated from regenerated spidroin have also 
been shown to support chondrocyte attachment and 
proliferation and extracellular matrix production [56]. 
 
BONE 
The majority of the research carried out into the use of 
silk-based biomaterials for bone tissue engineering has 
been performed by the group led by D.L. Kaplan.  Fibroin 
solutions have been  used to form films [17], [111], 
electrospun to form scaffolds [38] or processed into a 3-D 
porous scaffold by salt-leaching [24], [26]-[30], [98], 
[112], [113].  Additionally, RGD functionality [18], [25] or 
growth factors [29, 30, 38] have been incorporated.  
Osteoblast-like cells grown on fibroin films coupled with 
RGD peptides produced a mineralised matrix indicative of 
osteogenesis [17].  Osteogenesis has also been achieved 
with stem cells grown in vitro on thin fibroin films [111], 
scaffolds electronspun from fibroin-poly(ethylene oxide) 
solution [38], and porous fibroin scaffolds [24], [26], [27], 
[98], [112], [114].  In vivo bone formation in non-load 
bearing [113], [115] and load-bearing [28] sites has also 
been reported.  Bone morphogenic protein-2 (BMP-2) 
immobilised on fibroin films and scaffolds has been 
demonstrated to induce osteogenesis in vitro [114], [116] 
and augment bone formation by pre-differentiated and 
undifferentiated MSCs seeded onto silk scaffolds and cell-
free scaffolds in non-load bearing [30] and load-bearing 
[29] bone defects. More recently, spider silks have been 
investigated for bone tissue engineering.  Regenerated 
spider silk has been found to have similar visco-elastic 
properties to human bone [55].  In vitro studies using 
RGD-functionalised, electrospun recombinant spider silk 
matrices found that MSCs could be differentiated down 
osteogenic lineages [39]. 
LIGAMENT/TENDON 
After sericin extraction, and processing into silk strands  or 
yarns,  B. mori silk (after sericin extraction) has been 
investigated for its potential for ligament tissue engineering 
[42].  As discussed above silks have an excellent 
combination of strength and toughness. Hence, silks have 
suitable mechanical properties for reconstruction of the 
anterior cruciate ligament (ACL). Moreover, modification 
of the yarn design and surface properties of silks, 
potentially enables tailoring of the mechanical properties 
[43].  A 6-chord wire-rope model of the anterior cruciate 
ligament was predicated by fatigue analysis to fail after one 
1 year in vivo under cyclic loading, [42], whereas an 
alternative simple yarn configuration was predicted to lose 
100% of its tensile strength 5 months after implantation 
[44].  ACL fibroblasts [45] [47] and MSCs [42] adhered to 
and spread on silk yarns and expressed ligament-specific 
markers, although the cells did not infiltrate the centre of 
individual cords [42].  Coating the cords with RGD amino 
acid sequences increased the extracellular matrix 
production by both cell types and allowed MSCs to remain 
attached and aligned in the direction of a mechanical 
stimulus. In the absence of RGD sequences, the cells were 
rounded and started to detach.  The timing of mechanical 
stimulation was found to be important, with stimulation 
after nine days resulting in increased metabolic activity and 
collagen production [117].  The application of growth 
factors to MSCs on RGD-coupled cords has been found to 
further improve cell in-growth and collagen-I production, 
although the mechanical properties of this tissue were 
reduced [46].  Gelatin-coated B. mori fibres have also been 
proposed for ligament tissue engineering, as the gelatin 
coating has been demonstrated to restore the mechanical 
properties that are reduced by sericin removal [82].  
Preliminary investigation has shown that these fibres are 
not cytotoxic and do not cause an in vivo inflammatory 
response, but no ligament-specific cell work has been 
performed.  Similarly, the use of pressed silk sheets [118] 
formed into a vitrigel scaffold retained mechanical strength 
and prevented cell damage following mechanical 
stimulation.  The authors speculate that this approach may 
be suitable for tissue engineering hard connective tissues 
such as ligaments and tendons. Silk-based materials have 
also been investigated for tendon tissue engineering.  
Human tenocyte attachment and proliferation was 
increased on silk-RGD films compared to unmodified silk 
films and TCPS [119] and mRNA levels for decorin (the 
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most abundant proteoglycan in tendon tissue) and type-I 
collagen were highest on silk-RGD and higher on silk films 
than on the control surface.   
VASCULAR 
Recent evidence suggests that sulphonated and 
heparinised silk fibroin films have suitable mechanical 
properties for use as artificial blood vessels [120] [121].  
These studies demonstrated that these films have good 
anticoagulant activity and platelet response and support 
endothelial cell spreading and proliferation.  Preliminary 
work into the design of collagen gel-silk filament 
composites for vascular tissue engineering has also been 
reported [122].  The blood compatibility of silk fibroin may 
also be further improved by the grafting of water-soluble 
polymers such as 2-methacryloyloxyethyl 
phosphorylcholine (MPC) onto the surface [123] or by 
blending with S-carboxymethyl kerateine [124].  
 
Silk fibroin nets have been reported to support 
endothelial cell attachment, maintenance of phenotype and 
the formation of microvessel-like structures when the 
fibroin is coated with fibronectin or collagen [125], [126].  
Subsequently, co-culture of endothelial and osteoblasts 
cells on silk fibroin nets has been demonstrated to result in 
the formation of microvessel-like structures [127], even in 
the absence of pro-angiogenic factors and the fibronectin 
coating.  Another group has reported that vascularised 
reticular connective tissue was formed within a non-woven 
fibroin mesh in a six month implantation study [102].  It is 
essential for the success of many types of engineered tissue 
that vascularisation occurs and the ability of silk fibroin to 
support this process is encouraging for its potential use for 
engineering of bone and other tissues. 
OTHER TISSUES 
There is recent evidence emerging that collagen-fibroin 
blends [128], [129] and lactose-fibroin conjugates [130] 
support the proliferation of hepatocytes. One study 
reported that cells were able to eliminate ammonia and 
synthesis urea [129], suggesting potential applications for 
liver tissue engineering. B. mori silk has also been 
demonstrated to support the growth and proliferation of 
Schwann cells and dorsal root ganglia [131] and has, 
therefore, been proposed as a potential scaffold for the 
tissue engineering of nerve grafts.  
VI. CONCLUSION 
The silks produced by silkworms and spiders have been 
widely investigated and comprise of fibrous proteins that 
may have several conformations.  Silks can be processed 
into many forms suitable for a variety of biomedical and 
tissue engineering applications. They can be modified by 
chemical treatment or used in combination with other 
materials in order to vary mechanical properties and 
surface chemistry.  By these means, biomaterials 
appropriate to specific applications can be produced.  Silk-
based biomaterials are at least as biocompatible in terms of 
inflammatory response and ability to support cell 
proliferation as many materials currently in use.  The 
degradation behaviour can be tailored, depending on the 
application, from a few days to many months.  These 
materials are promising for use in wound healing and as 
tissue engineering scaffolds particularly for the 
development of skeletal tissue 
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Abstract— Many current approaches to conventional
fabrication techniques in producing porous scaffold
structures for hard tissue augmentation often met with
difficulty in controlling variously oriented pore structures
and interconnectivity. The present study developed and
compares two novel freeze casting methods using camphene
and a mixture of water and glycerol in the manufacture of
3-D networked porous structures of Bioglass and
hydroxyapatite. It was possible to control the development of
coralline-like pore microstructure by optimization of the
process parameters such as mould temperature (0 to -
196°C), temperature of freezing vehicle, glycerol
concentration (5-40wt%) and temperature gradient driving
the solidification and/or sublimation. DTA-TGA, XRD,
density, and SEM analysis of bioscaffolds, air sintered up to
1100°C, showed monotonic correlations between porosity,
pore size, orientation and solid loading (10-70%). A
maximum porosity of 90% was achieved for porous
constructs with both micro and macropores between 2 and
120μm, a clinically viable range that is amenable for bone in-
growth and revascularization. At high temperatures up to
950°C the degree of surface crystallization of a Na2Ca2Si3O9
phase was minimal and appears not to inhibit the formation
of hydroxyl carbonate apatite (HCA) which is regarded as
an indicator of bioactivity. Micro-CT analysis corroborated
with values for pore structures determined by mercury
porosimetry with a variation of 6%.
I. INTRODUCTION
N recent years, tissue engineering has emerged to
overcome immunological, morbidity and disease
transmission problems related to tissue repair such as
grafting and other forms of tissue repair [1]. Significant
advances have been made in the area of tissue engineering
involving three dimensional (3-D) and interconnected
porous scaffold constructs that are essential in the creation
of new tissues from cultured cells [2-7]. This approach is
now considered a commercially viable alternative route to
hard tissue augmentation such as bone and teeth.
Selection of appropriate synthetic or biologic (natural)
biomaterials and especially fabrication methodologies are
therefore vital in designing temporary but synthetic
extracellular scaffold matrix which can support the
complex nature of tissue formation. The biomaterials may
range from ceramics, glass and glass-ceramics to
polymers as well as their composites and the choice of
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material would depend on their specific resorbability so as
to match the rate of new tissue growth over a certain
period of time. The characteristics of the pore architecture
and both the mesoporosity (2-50 nm) and macroporosity
(> 50m) need to be optimized as these provide a suitable
platform for adhesion, differentiation and proliferation of
cells in order to be effective for vascularisation and
delivery of metabolites. The motivation of the present
work is therefore to present a brief overview of some of
the current approaches available in producing porous
bioscaffolds suitable for their use in bone tissue
engineering [8-10]. Results are also reported for two
freeze casting techniques developed in the present
investigation namely, camphene freeze casting (CFC) and
water and glycerol freeze casting (WGFC) in terms of
their ability to produce networked 3-D porous structures
of well known Bioglass 45S5 and hydroxyapatite (HAP).
A comparative analysis of the nature and influence of the
freezing vehicle, pore structure, porosity and solid loading
for the interconnected bioscaffold structures is also
presented.
II. MATERIALS AND METHODS
A. Glass and Slurry Preparation
The Bioglass 45S5 of the composition
24.5Na2O.24.5CaO.45SiO2.6P2O5 in wt%, originally
proposed by Hench [11], was melted in a 200g platinum
crucible at 1450C for 3 hours. The molten glass was cast,
pulverized and micronized to a particle size < 4 um.
Medical grade Hydroxyapatite (HAP), Ca10(PO4)6(OH)2,
powder of 99.9% purity (Merck, Darmstadt, Germany)
with a median particle size (d50) of 3m and a specific
surface area of 72 m2/g was used. Camphene, C10H6
(Sigma-Aldrich, UK), carboxylic acid (alkali-free and
molecular mass of 320 g/mol Dolapix CE64, Zschimmer
and Schwarz, Germany) and glycerol (Sigma-Aldrich,
UK) were used as freezing vehicle, dispersant and
cryoprotectant, respectively.
B. Scaffold Fabrication
A 40g batch of warm ceramic and Bioglass slurries,
with solid loadings of 10-70 wt%, were ball milled using
a Dolapix concentration of 6 wt% and then evacuated for
20 minutes to remove any trapped air bubbles. This was
followed by casting in a stainless steel split mould which
was cooled at temperatures from 0 to -196°C according to
the particular freeze casting method employed. After
careful removal of the green body from the mould
followed by relevant freeze drying processing the cast
Processing of Porous Bone Scaffolds by Freeze Casting
Kajal K. Mallick
I
463
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
was sintered to a maximum temperature of 1100°C.
C. Scaffold Characterization
Isothermal behaviour of as-prepared slurries was
determined by simultaneous differential thermal analysis
and thermogravimetry (DTA-TGA) (STA1500 TA
Instruments, West Sussex, UK). 20 mg of pre-cast slurry
was heated to 1000°C with a ramp rate of 10°C/min in
flowing air.
Crystallinity and phase development of gold sputtered
porous scaffolds were determined using powder X-ray
diffraction (XRD) in the region of 2 = 10-80 with a step
size of 0.02and step duration of 0.5s on a Ni-filtered
Philips diffractometer (Model PW1710) using CuK
radiation ( = 0.15406 nm) at 40 kV and 40 mA. Using an
automated powder diffraction software package the
evolved phases were matched to both standard ICDD and
calculated ICSD diffraction files.
Scanning electron microscopy (SEM) via a Philips
Cambridge Stereoscan and JEOL Model 840 were used to
study pore morphology as well as to observe related
microstructural features of the porous architecture.
Open porosity and bulk density of the green body and
the as-fired scaffolds were determined using the
Archimedes method, pyconometry (Model AccuPyc II
1340, Micromeretics, UK), and mercury porosimetry
(Autopore IV 9500, Micromeretics, UK). The porosity p
of the scaffold was calculated by
Solid
Scaffoldp


1
where solid = 3156 kgm-3 for HAP and 2700 kgm-3 for
Bioglass [12].
III. RESULTS AND DISCUSSION
A. Phase Transformation
DTA thermogram for the Bioglass exhibited the onset
of the glass softening (Tg) at approximately 530°C with a
peak endotherm due to the progressive glass transition at
560°C. Formation of new crystal phase is indicated by the
onset of an exothermic crystallization (Tc) due to slow
conversion to a glass-ceramic phase that begins at about
620°C with maxima at 670°C and finally the
crystallization process is completed at 720-730°C.
Melting (Tm) endotherm occurs at around 1050°C. These
thermal events correspond well with those reported in the
literature [13-15].
The XRD trace of the as-micronised Bioglass powders
showed a broad peak characteristic of an amorphous
material. Crystalline peaks were observed at 730°C
showing increased peak intensity within what is still a
broad background indicative of short range atomic order.
This is evidence of the onset of the surface rather than
bulk crystallization of the Bioglass. The indexed peaks
matched the standard JCPDS reference pattern (22-1455)
for Na2Ca2Si3O9 (NCS), a phase reported also by several
authors [16-20]. A similar study reported the formation of
natural wallastonite (-CaSiO3) for a Na2O and P2O5 free
glass composition (70S30C). It is known that the presence
of some of these phases is necessary since both the degree
of crystallization and the kinetics of the formation of
hydroxyl calcium apatite (HCA) act as an indicator of
bioactivity [16-18], [21-24].
B. Pore Morphology
Camphene Freeze Casting (CFC): Development of
pore architecture in Bioglass and HAP scaffolds, cast and
freeze dried at -10°C, is shown in typical SEM
micrographs in Fig. 1 and Fig. 2, respectively. The porous
microstructures are uniform throughout with an
interconnected 3-D pore morphology, degree of which
varied with solid loading. The pores and nature
interconnection of the fractured topography shown here
are maintained for all samples studies. However, some
pores had values in excess of 150μm.  The development 
of coralline-like structural features of the pores and the
struts is due to the replication of the unidirectional
camphene sublimation. At 730°C, for Bioglass (Fig, 2) in
particular, this process is facilitated by a short
temperature excursion at the softening point (Tg) thus
controlling the limited viscous flow and eventual
conversion to a surface crystallized glass-ceramic.
Fig. 1. SEM micrographs of CFC Bioglass scaffolds sintered at 730ºC
at -10ºC using solid loading of (a) General microstructure, (b) 10 wt%,
(c) 20 wt%, (d) 40 wt%, (d) 60 wt% and (e) 70 wt% [(a) bar = 1mm ;
(b), (c), (d), (e) bar = 200μm]. 
In general, the nature of the pore architecture for both
Bioglass and HAP was found to be essentially similar
even with solid loading as high as 70%. The measured
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mean value of the pores was 120μm although some of the 
macropores observed were in the range of around or
above 150μm. These macropore values are the highest 
reported in the literature for camphene based method for
Bioglass related compositions [25]. The microstructural
development in this study is suggested to be the
consequence of better control of the processing variables
associated with the sublimation process. For HAP
scaffolds, as shown in Fig. 2 (e), the pores appeared to
coalesce more with higher loading resulting in the
consolidation of smaller pores at elevated temperature.
This is to be expected as there is more aggregate contact
at higher loading than those with low volume fraction.
Other related work [19] has been reported on similar
replicated macroporous bioglass foams.
Fig. 2. SEM micrographs of CFC HAP scaffolds sintered at 1100ºC at -
10ºC using solid loading of (a) General microstructure, (b) 10 wt%, (c)
20 wt%, (d) 40 wt% and (e) 60 wt% [(a) bar = 1mm ; (b), (c), (d), (e) bar
= 200μm]. 
Water and Glycerol Freeze Casting (WGFC): When
water and glycerol mixture was used as a freezing
medium and sublimed at -196°C the scaffold
microstructures resembled those fabricated by CFC but
with reduced level of porosity of maximum 80% and pore
size of 60m. Similar to CFC, both the porosity and pore
size are expected to increase with lowering the cooling
and sublimation temperature for the WGFC method. The
trend was observed for a small number of samples but not
analyzed statistically for a large number of samples for
this method. The porous morphology exhibited a
uniformly homogeneous and a dendritic geometry with
thicker pore walls regardless of the solvent (glycerol)
concentration. The interconnecting struts or pore walls
were largely defect free. As the freeze casting process
proceeds water molecules in the solvent act as a modifier
thus eliminating associated defects. There was no
evidence of the presence of large voids which, according
to some authors [26], [27], can result due to particle
rejection. The general pore structure is reproducible and
possible to control by monitoring the freeze drying
temperature during casting and solvent sublimation.
Effect of Solid Loading on Porosity
As shown in Fig. 3, for CFC derived scaffolds, the
dependence of porosity with solid loading (10-60%) is
monotonic. The porosity decreased with the increase in
solid loading. A maximum porosity of 90% and 80% were
achieved for Bioglass and HAP, respectively. The
uniform thickness of struts or interdendritic bridges, an
indicator of pore interconnectivity, was on average 2-3m
for the lowest loading (10%) and this value increased to a
maximum 15m as the level of loading increased. The
variation of the measured mean pore diameter with
loading is shown in Fig. 4. The upper limit of the mean
pore size for 10% loading Bioglass and HAP was around
120m. A large difference in porosity at an intermediate
range between 25 and 45% loading is noticeable between
these two materials, which also exhibited a reduced level
of microporosity of around 20m at 60% and a further
reduction to 10m at 70% solid loading.
Fig. 3. Measured porosity versus solid loading for CFC scaffolds at -
10ºC sintered at 730ºC ( Bioglass) and 1100ºC ( HAP)
It was shown in previous studies [25] by the author that
the mean pore diameter for Bioglass increases with the
increase in sintering temperature due to ease with which
glass flows thus producing more interconnected 3-D
porous structures. However, in the present study, a low
temperature of 730°C, determined by DTA that
corresponds to the end of the crystallization process, was
maintained compared to 950-1000°C reported previously
[25], so as to specifically avoid the collapse of the
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interconnected scaffold network. The strategy here was to
optimize the processing temperature to achieve an
optimum but high level of pore size and interconnectivity.
A similar trend was observed for HAP where, even with a
high temperature of sintering at 1100°C, slightly lower
level of maximum 85% porosity was achieved. However,
mean pore size is comparable with Bioglass for similar
loadings. The level of interconnectivity here is entirely
dictated by the coalescence of the ceramic particulates as
sintering progresses.
Fig. 4. Plot of mean pore diameter of CFC scaffolds at -10ºC as a
function of solid loading sintered at 730ºC ( Bioglass) and 1100ºC (
HAP).
The relationship porosity and pore diameter for WGFC
is nearly linear (Fig. 5). However, as the scaffolds were
cast and sublimed at liquid nitrogen temperature, the level
of both values, as expected, are lower than those observed
for CFC technique at -10°C. Still porosity values of 60-
80% with 60-90m pores were produced even with a
medium level of loading up to 40 wt%. It was difficult to
control the microstructure when the loading exceeded
50%. Further optimization work is ongoing to clarify the
variables for process optimization. It is suggested that the
key to achieve a homogeneous coralline geometry
coupled to high level of porosity would be to find an
optimized level of all three parameters namely,
temperature, cryoprotectant concentration and the
loading.
Influence of Freezing Temperature
The effect of freezing temperature on the development
of pore dimension in scaffolds fabricated using CFC for
20% solid loading is shown in Fig. 6. The pore size
distribution is unimodal for all four temperature regimes
with peak mean pore diameter values around 80, 95, 120
and 130m for liquid nitrogen (-196°C), dry ice (-78°C), -
10°C and ice (0°C) as cooling vehicles, respectively.
These results are in good agreement with microstructural
observations of the samples.
Fig. 5. Plot of mean porosity and pore diameter for WGFC Bioglass
scaffolds at -196ºC as a function of solid loading heat treated at 730ºC.
Fig. 6. Plot of mean pore diameter versus freezing temperature for
Bioglass scaffolds.
Influence of Sintering Temperature
The effect of sintering temperature and the variation in
pore diameters with temperature for Bioglass and HAP
are shown in Fig. 7. The results shown are for a medium
solid loading of 30%. At low sintering temperature of
550°C in Fig. 7(a), corresponding to the onset of
softening (Tg) the Bioglass, particulate clusters have not
began to flow well enough to produce good links with the
surrounding particles resulting in a porous structure that is
not fully defined. In contrast, at the end crystallization
point of 730°C the particles flowed minimally, shown in
Fig. 7(b) so as to create, define and maintain a coralline
interconnected porous texture. The thickness of pore walls
varied from 8-10μm producing networked pores.  
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Fig. 7. SEM micrograph showing the influence of sintering temperature
for the CFC Bioglass scaffolds for a solid loading of 30 wt% at (a)
550ºC (b) 730ºC (c) 950ºC and (d) 1050ºC [(a), (b) bar = 100μm; (c), 
(d), (e) bar = 200μm]. 
As a comparison, at higher temperature of 950°C the
pore channels, produced by camphene sublimation, are
now more marked and the pore channels opened up more
producing a well delineated texture. At higher
temperature of 1050°C the pores collapse in Fig. 7(e) due
to melting of the glass. As the CFC technique induces
only a thin surface crystallized layer (~3µm) of
Na2Ca2Si3O9, the level of bioactivity is expected to be
sufficient for resorption promoting biomineralisation and
subsequent bone in-growth [18], [26]. Crystallization
behaviour of this type has also been reported elsewhere
[28]. An optimal sintering temperature of around 730°C
for producing porous glass-ceramic scaffolds is
achievable with even higher level of porosity than those
reported recently [25] for this composition that has been
sintered at 850-950°C. The interconnected nature of the
glass-ceramic is consistent in eliciting cell proliferation in
implants resulting in better bone regeneration tailored to
the rate of biodegradation [28-33].
For HAP, the effect of sintering temperature is
reflected mainly in the slight reduction of porosity which
is attributed to the grain coalescence or mass transport
due to thermally activated atomic diffusion.
Influence of Freezing Vehicle
A monotonic relationship between both the porosity
and pore size for HAP scaffolds with increasing glycerol
concentration was observed (Fig. 8). The results show that
content of the cryoprotectant has a marked effect on the
development of pore structures and pore diameters in
particular. Mean pore diameters varied from 10-57μm 
with a maximum of 55% porosity and a wall thickness of
around 6-8μm. The smaller pores resulted from the effect 
of glycerol which reduces the size of the ice crystallites
[29], [34-39] during freeze casting. An average pore
diameter of 55μm at 30% glycerol showing 
interconnected microporous surface pits (3-5μm) is 
considered beneficial for an accelerated cellular response
[37]. A recent study reported [34] constructs of only 1-
2m pores with porosity of < 50% using this method. The
freezing behaviour is expected to be similar to that
reported for constructs of alumina [27], [38]. Adjustment
of glycerol/water ratio is therefore clearly seen to be an
optimizing factor in controlling macro/microporosity.
Fig. 8. Influence of solvent concentration on porosity and pore size of
WGFC HAP scaffolds at 40 wt% solid loading ( Porosity and Pore
size).
The bioresorbable structures with the presence of both
macro and microporosity are ideal to accelerate the rate of
HCA formation. The pore size range achieved in this
study will also satisfy the complex physiological factors
that are required for clinical indications. The origin of the
architectural patterns in the form of coralline/dendritic is a
result of the orientation along the solvent growth direction
and hence porosity. This should aid in the directional cell
growth and rapid vascularisation of the implants. Also,
the processes of both the osteoconduction and
osteoinduction characteristics are expected to complement
the observed and useful pore texture. SBF experiments
are ongoing to assess the validity of these assertions and
to assess the biological response of these resorbable
materials.
IV. CONCLUSION
CFC and WGFC methods with various slurry
concentrations of 10-70 wt% demonstrated fabrication of
porous three dimensional scaffolds of bioresorbabale
Bioglass and HAP with maximum porosity of 90% and up
to 150m pore diameter. At low temperatures of 730°C,
coralline-like uniform dendrites with micropores of 3-
467
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
5μm on the interconnected bridges expected to promote 
in-vivo bioactivity. These are suitable for bone tissue
engineering applications as the pore sizes exceeded
100m considered as optimum range for bone in-growth
and revascularization. It was found that lower the
temperature of freezing smaller is the pore diameter. It is
concluded that both methods are suitable with varying
degree of control to fabricate structures which may be
adapted for bone tissue engineering. Coalescence of
particles at high temperatures resulted in reduction of pore
diameter and porosity for both bioactive biomaterials.
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Abstract—Owing to globalization of economy, product
proliferation, and technology progress; market prices have
become highly uncertain across many sectors of industry.
Purchase prices fluctuate for a variety of reasons, including
exchange rate movements, uncertainty of supply, lack of a
futures market, information disclosure, hyperinflation
conditions, technical developments, political turmoil,
environmental influences, and changing risk preferences of
consumers. As a result, managing the material costs in such
volatile market has become a very important parameter in
executing sourcing decisions.
While serving an uncertain market demand and
reconciling procurement time lags with a need for timely
response to the market, supply chains often must commit
resources to production quantities especially in Make-To-
Order Manufacturing environments. We develop the Quantity
Flexible (QF) contract and analyze buyer’s optimal contract
policies along with analyzing the contract from the supply
chain perspective. The QF contract model would be useful for
making strategic sourcing decisions for sourcing managers.
I. INTRODUCTION
ne of the important research streams has been supply
chain coordination with contracts, where the agents are
assumed to be risk-neutral. Under this assumption, a supply
chain is said to be coordinated when the summation of
individual expected profits (costs) are maximized
(minimized). A number of contractual forms like buyback,
Quantity flexibility, Backup, price protection, revenue
sharing ,profit sharing and sales rebate have been
extensively studied in literature [1]-[6] These contracts have
been shown to be effective if demand is realized after buyer
places its order.
Quantity Flexible (QF) contracts have been widely
employed to improve the efficiency of supply chains by
various companies such as Toyota, IBM and HP, Sun
Microsystems [1]. With a QF contract, the supplier charges
the retailer a constant unit wholesale price but offers the
retailer limited flexibility of adjusting his initial order
quantity without any penalty. If there is no flexibility, that is,
the retailer has to buy exactly what he initially ordered, a QF
contract degenerates into a wholesale price (WP) contract.
QF contract is a risk sharing contract when demand is
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unknown and best suited for Make-To-Order Manufacturing
practices.
II. LITERATURE REVIEW
How does one find a desirable solution for both sides?
Quantity flexible (QF) contracts may provide one trade-off
solution. In a QF contract, the supplier requires the buyer to
make a commitment or place an order earlier in order to
ensure markets and mitigate demand uncertainty. As a
reward, the supplier provides the buyer with flexibility to
adjust the order quantity later. One may classify such
adjustments into three categories, i.e., upward adjustment
(increase in order quantity), downward adjustment (decrease
in order quantity) and bidirectional adjustment (both
increase and decrease). Upward adjustment is designed to
meet probable large demand. Such contracts allow the buyer
to increase order quantity after observing a coming massive
demand. Downward adjustment contracts are designed to
respond to a coming or realized demand decrease. It is clear
that if, only upward adjustment is allowed, the buyer will
place a lesser initial order or make a conservative
commitment. Such policy tends to increase channel shortage
cost. On the other hand, if only downward adjustment is
available, the buyer will submit a larger initial order or make
an aggressive commitment that may lead to excess inventory
in the supply chain.
QF contract couples the customer’s commitment to
purchase no less than a certain percentage below the forecast
with the supplier’s guarantee to deliver up to a certain
percentage above. Under certain conditions, this method can
provide appropriate incentives to the buyer and the supplier,
thus leads to the channel coordination [7].
Bassok and Anupindi [7] investigate forecasting and
purchasing behavior when the buyer initially forecasts
month-by-month demand over an entire year and then may
revise each month's purchase once within specified
percentage bounds. Bassok and Anupindi [8] analyze a
contract which specifies that cumulative purchases over a
multiperiod horizon must exceed a previously (and
exogenously) specified quantity, a form of minimum-
purchase agreement. They also study a rolling-horizon
flexibility contract similar to our QF structure, focusing on
the retailer's ordering behavior when facing an independent
and stationary market demand process [9].
Typical research questions to ask of QF settings
include: (1) How should buyer behave (i.e. forecast and
purchase) given the available flexibility, (2) How should
supplier behave given the flexibility promised the buyer, (3)
what would be cost or benefit to each party of changes to
parameters of the agreement, e.g. a flexibility bound or
pricing terms. Based on the literature survey we try to
Development of Quantity Flexible Contract Model for
Make-To-Order Manufacturing Environment
Abhijeet Ghadge1, M. K. Tiwari2#
O
469
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
develop the similar kind of QF contract in demand uncertain
environment for procurement of vital materials from its
suppliers.
III. THE MODEL
A. Model formulation
Consider a manufacturer (buyer) who faces uncertain
demand and increasing product cost following Make-to-
Order Manufacturing strategy. The objective of this contract
is to minimize the purchase cost by identifying optimum
contract quantity, which when negotiated for T-period fixed
horizon will control the cost fluctuations in each order. The
contract model negotiates the price of components based on
its quoted price and fixes the cost of the component for the
fixed horizon.
We model the sourcing contract by taking into account
two purchase costs one over ordering purchase cost and
another underoredering purchase cost. The model identifies
the minimum purchase cost for a period based on earlier
forecasted demand quantity and the negotiated contract
costs. Based on the quoted price provided by the supplier the
contract cost is negotiated i.e., wholesale cost and Penalty
cost the mathematical model is formulated using linear
programming and the variables for model are as given
below:
Q= Contract quantity
Qij= Forecasted demand quantity for ith period
Qmin = Minimum expected demand in contract period j
Qmax= Maximum expected demand in contract period j
Ce = Quoted price per unit provided by supplier
Cq = Negotiated wholesale price per unit for contract
quantity
Cn = Negotiated penalty price per unit item for underorderd
quantity
α and β = Fractions of Ce
j=∑i periods= Contract period (also referred as T-period
fixed Horizon)
According to QF contract, As there will be limited
flexibility to change the order quantity here buyer will have
similar flexibility to vary the order quantity over the fixed
contract quantity, this will be a limited liability and this
range of flexibility is initially decided based on Qmin and
Qmax predicted from the forecasted demand for the contract
period. Following assumptions are made before formulating
the multi-objective QF contract model:
1. Ordering cost, holding cost and other hidden costs are
negligible.
2. Contract quantity always lies between minimum and
maximum demand quantity of T-period horizon.
The objective function of minimizing total purchase
cost is formulated as given below:
1=
Min Z= { [ * ( )* ] [ * ( )* ]}e
j
q q ni i i i i
i
x Q C Q Q C y Q C Q Q C    
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As x and y are the binary variables either of the two situation
will be valid for each period and the minimum purchase cost
is calculated for T-period fixed horizon which is also called
as contract period.
B. Stakeholders perspective
The model assumes a single Supplier and a single
buyer at a time for Contract negotiation. A finite-horizon
Linear programming model is developed to characterize the
structure of the optimal replenishment strategy for the buyer.
Advantages associated with this contract from
stakeholder’s perspective are given below:
• From Buyers perspective:-
1. This contract will fix the price of the components for
contract period with no fluctuations in material cost.
2. Contract identifies the optimum quantity in inventory to
be maintained, which is cost effective from both holding
cost as well as shortage cost.
3. Gives the feasibility to maintain the contract even in
adverse situations of lesser demand by paying marginal
penalty for not ordering the minimum contract quantity.
• From suppliers’ perspective:-
1. Supplier gets commitment to buy the minimum
quantity.
2. Supplier is assured of the long commitment from buyer
trough contract.
3. Additional inflow of cash as penalty cost from buyer for
under ordered quantity.
C. Demand forecasting
The most commonly employed approaches to
modeling seasonality patterns include the Holt–Winters
exponential smoothing approach [10].
Table I. Time Series forecasting of Demand for Contract period in
LOGWARE
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Based on the available data for the previous periods the
demand for the future T-periods is estimated. Holt-winters
model is based on three smoothing factors-one for level, one
for trend and one for seasonality. The problem is solved
using Holt-winters model in forecasting software
LOGWARE. The results obtained from the LOGWARE are
shown in Table I.
Fig. 1. Superimposition of existing demand data with the forecasted data
Fig. 1 shows the overlapping of existing demand
data with the forecasted data. The forecasted demand data is
utilized in the contract model for finding the optimum
contract quantity.
IV. RESULTS AND FINDINGS
Linear programming model as formulated in
section III is solved using widely used commercial
optimization solvers (LINGO, CPLEX). The Forecasted data
used for analysing the optimal contract quantity gives
interesting results for different α and β values .Results
obtained for different combinations of α and β is tabulated in
Fig. 2.
Fig. 2. Optimal quantity behavior for varying α and β values
The result shows a typical behaviour pertaining to optimal
quantity. Based on the data received for a supplier of Forks
manufacturer, the Optimum quantity lied between 102 to
126 which was comparatively a very smaller range of
variation compared with earlier range lying between Qmin to
Qmax. The behaviour of optimal quantity for different
combination of α and β is shown in fig. 2.
Purchase cost when plotted against Whole sale cost
factor (α) for different combinations of penalty cost factor
(β) shows the interesting trend with left side range of α
showing buyer dominated contract negotiation and the right
side, supplier dominated contract negotiation.
Fig. 3. Material cost versus α for varying β
Fig. 3 represents the dividing line for dominating
scenarios for two prominent stakeholders in Procurement.
The observation from the line graph in fig. 3 shows that,
variation of β (penalty cost factor) is not much influencing
much in purchase cost and gives a buyer optimal policy
decision making framework. This gives buyer the optimal
contract range for executing Sourcing decisions.
V. CONCLUSION
In this paper we have considered Make-To-Order
manufacturing environment where the demand is unknown
with contract negotiating between single (Manufacturer)
buyer and single supplier. The buyer arranges for his
demand based on forecasting and by committing to buy the
minimum contract quantity from seller by building long term
sourcing contract. We research on how buyer makes the
decisions on contract quantity and flexibility and how does
this QF contract affects their supply chain profits. The model
developed will help sourcing managers in making strategic
contract negotiations and will be able to justify the benefits
of the Supply chain contract to its stakeholders in more
transparent and logical manner. The model would be best
suited for Make-To-Order manufacturing environments like
automobile and computer industry due to product variety,
the demand is highly uncertain.
The approaches used in the framework need to be
further analyzed for their shortcomings and limitations. The
Quantity Flexible model is complex when we take into
account holding cost, ordering cost and other hidden costs
which are quite difficult to formulate and model in existing
model and the answers to these questions can lead us to the
future research. The concept of bounded rationality, where
the optimal quantity and behavioural quantity can be
compared for interpreting the sourcing decisions will be also
a good area for future research in sourcing contracts.
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Abstract— In customer-specific production the efforts of 
operative planning as project management and order-
processing too often are made without an adequate benefit for 
the planned activities. To increase the benefit of overall 
planning, one has to be able to evaluate the benefit of planning 
overall as well as the benefit of single planning efforts. 
Therefore this paper presents an approach to determine the 
marginal utility of planning efforts. 
I. INTRODUCTION 
OMPANIES with customised products have to plan each 
order fulfilment process on its own depending on 
products, production means, the staff, purchased parts, 
services and a lot of other influencing factors. Effort is made 
for the use of many concepts and systems as Production 
Planning and Control, Manufacturing Resource Planning, 
Advanced Planning and Scheduling, Product Lifecycle 
Management and other. These principles, methods and 
systems have the purpose to increase the result of a process 
and more important decrease the effort needed in later 
process steps (either administrative or productive) [1]. In 
spite of this planning effort there are many differences 
between planning result and reality. These differences lead 
to a high unplanned additional effort for the unforeseen 
situation (“trouble-shooting”). Neither for the utility for later 
process steps of operative planning tasks nor for the reason 
of the described differences there are models for explanation 
and evaluation being applicable in practice. This lack of 
models makes a systematic improvement of planning in 
order processing difficult. 
II. CHALLENGES IN OPERATIVE PLANNING  
A. Appearance of operative planning 
In manufacturing it is very common to have a lot of 
controlling of productivity, whereas in planning there is 
hardly any controlling or evaluation of productivity. This 
leads to a lacking concentration of effort for the useful 
planning as the activation of knowledge, for the remedy of 
lacks of knowledge and for the research for existing and for 
needed but not existing knowledge. If demand for planning 
effort (e.g. coordination of other tasks) is not recognised or 
even ignored, additional effort in later phases (“trouble-
shooting”) occurs. Furthermore a conscious decision making 
about the necessity of planning is not useful, if one cannot 
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realise the total effect of such a decision [2]. 
The reason for the described situation lies in the character 
of planning: Nobody is able to do creative things twice 
exactly the same. And nobody can do a creative task exactly 
in the way it is planned, even if the execution fulfils the 
requirements completely. This effect can be seen in a lot of 
different circumstances and this effect is bigger, the more 
creativity is needed for a certain task, even if planning 
literature mostly promotes a deterministic planning [3]. In 
reality there is a lot of planning which doesn’t work. But 
theory mainly focuses on correct planning and does not 
explain this misplanning in an appropriate way. After the 
occurrence of such problems people can think about the 
reasons and can define measures for that it will not happen 
again. But very often there is no sustainable planning 
(named metaplanning) of the needed effort of planning itself, 
but only the reaction against occurring problems [4]. 
This description is true for a single process step 
respectively its planning. And it is true moreover for a value 
chain with a lot of depending planning tasks which aren’t 
made twice the same. 
B. Lack of working models for the evaluation of the utility 
of the use of planning efforts 
Existing approaches in both literature and practice 
suppose the balancing of the optimal detail of planning 
functions [5]. This leads to the trade-off between depth 
(narrow high quality position) and breadth (a wide low 
quality range) of planning [6]. 
Integrated planning (e.g. Computer Integrated 
Manufacturing, introduced in the eighties) typically fails, as 
long as it disregards this balancing dilemma: With a 
maximised planning breadth the planning depth suffers [7] 
and vice versa. As a result, the execution levels (e.g. workers 
in production) substitute plans by sub-optimising without 
authority [8]. Self-made internal dynamics add to the 
external dynamics and weaken planning results all the more. 
A precisely deterministic compliance of all restrictions is 
impossible. To make planning working it is necessary to 
overcome the comprehension of planning which today 
mostly is deterministic and technocratic [9].  
Although there are a lot of process-models for planning, 
there is a lack of working methods explaining how to cope 
with the uncertainty in these processes [7]. If we have a 
situation that is to complex to foresee its future or even to 
complex to be understood, even decision making methods 
under probabilistic assumptions don’t work [9]. Such a 
situation may occur at the very beginning of a project, where 
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often not even all of the different possible ways to continue 
the project are known but have to be defined first. In such a 
situation we can continue to try to understand the situation, 
we can try to reduce its complexity or we can think about 
how much we really need to understand to manage this 
situation [10]. In our case the latest approach means we have 
to think about at what situation in operative planning we 
should get to know how much information and at what time 
point we should make what kind of decisions [11]. What is 
missing is a working principle of how to find and sustain the 
individually appropriate level of planning and control [5]. 
For being able to give an answer to these questions we need 
to understand reasons, dependencies and effects of planning 
efforts. 
III. APPROACH FOR THE EVALUATION OF THE UTILITY OF 
PLANNING 
A. Evaluation as a precondition for the improvement of 
planning  
Organisations are not able to improve the allocation of 
their planning, if they have no chance to evaluate the utility 
of the planning effort. There are many ideas about how 
much measuring is necessary for being able to control or 
manage a certain issue. The old management adage “You 
cannot manage what you don’t measure” is not true in all 
cases, but in the case of the allocation of planning effort it is 
true once [12]. As a consequence all main activities, 
processes and/ or functions have recently become the object 
of approaches of performance measurement [13]. 
To really improve planning, it is necessary to obtain two 
main things: 
• Judgement of the current situation of planning activity 
(static evaluation) 
• Comprehension of the causality of changes in planning 
effort (dynamic evaluation) 
The judgement of the current situation is necessary to 
evaluate the condition of any change in this situation. 
Without transparency about the current situation of planning 
and its utility every attempt to improve the utility of 
planning is lacking its basis. 
The comprehension of the causality is important as well. 
Only a deep comprehension makes it possible to design 
improvements in planning content and planning processes in 
a systematic way.  
Both the current situation and the possibilities of further 
development need a realistic evaluation as precondition for a 
target oriented improvement of planning in practice. 
B. Existing approaches for the evaluation of the use of 
planning 
There are many methods addressing the demand for the 
evaluation of value creation in principle, but don’t work in 
some environments in reality: On the one hand there are top-
down-oriented methods which begin with the customer’s use 
and try to break it down to all relevant processes and tasks. 
The result is an individual contribution to the value creation 
by each process step. On the other hand there are bottom-up 
methods which try to identify the direct use of each process 
step for the following step. Finally the sum of all this use 
must be the created value for the customer [11].  
There are problems with these methods, making it very 
difficult to use them for an evaluation of planning. In most 
methods the customer’s estimation of the output of an 
organisation or process is in focus. But these methods don’t 
include a systematic proceeding for the identification of the 
contribution of separate processes or sub-processes: The 
breakdown of the value of the output down to the separate 
sub-processes is used by a lot of methods, but there is one 
main problem connected with this: There are different 
processes using such a breakdown, using a method for the 
diagnosis steps and with criteria for the use of this process 
steps. But at the end the breakdown has to be done 
intuitively despite the defined analysing steps. But the main 
problem of these concepts lies in its detail: Without any 
planning there never will be any value creation in a 
production process. If one compares the overall amount of 
created value with the current amount of planning effort on 
the one hand with the amount of created value which is zero 
with zero planning on the other hand, all of the created value 
must be assigned to planning only. This obviously makes no 
sense and only the marginal utility of a bit more or less 
planning effort is useful for both the evaluation and the 
improvement of planning [14]. 
In bottom-up approaches on the other hand there is no 
guarantee that the sum of the utility of all process steps is the 
same as the real utility of an output of a process, as this 
utility substantially depends on variables from the outside of 
the process as customers preferences for example [15]. 
C. Model for the evaluation of the utility of planning 
The analysis of existing approaches for evaluation of the 
utility of processes revealed that there is no feasible way to 
assign an absolute value to a necessary planning task or to 
split an existing value on separate necessary tasks. 
This problem is inherent but can be evaded by not 
focussing on the absolute but on the marginal value of a 
task. With marginal value we understand the incremental 
change of the utility in the consequence of an incremental 
change in the effort for a task. If the marginal utility is 
known for a certain situation it is easy to judge that a higher 
or lower effort makes more sense. The essential challenge in 
practice lies in the determination of the marginal utility (or a 
utility function in the near of the current situation) and not in 
the processing and use of this data. This situation is 
explicitly used in our model.  
In the following a model for the evaluation of the 
marginal utility of planning in order processing will be 
explained in principle. 
1) Comprehension of utility of planning for later 
process steps 
Essential in this model is the comprehension of the 
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influencing of the need for planning effort across the 
different phases. This comprehension is based on the 
following principles: 
• Additional planning effort in one phase reduces the 
needed effort in one or more of the following phases. 
• Deficient planning effort in one phase increases the 
needed effort in one or more of the following phases. 
• The savings of effort in one phase, which are the effect 
of higher effort in an earlier phase, can be reinvested. 
They serve as additional effort in their phase and help 
reducing the demanding effort in following phases. 
• The differentiation between necessary and additional 
effort is of a basically high relevance, even if a 
differentiation in practice may not be possible. This 
problem can be solved by the reference to an operating 
point, which can serve as a reference point for the scale 
of the evaluation of changes and following effects. 
• The more complicated causal connections are, the more 
difficulties occur within the determination of a total 
optimum. As connections cannot be fully described 
mathematically in practice, a deterministic and exact 
solution of a total optimum hardly is possible. In 
contrast it is possible to improve the situation by several 
small changes of the amount of effort in several 
changes.  
• With the variation of the effort invested in early phases 
there are effects on the needed effort in subsequent 
phases. This leads to a new situation with a different 
total effort. This procedure can be considered as the 
search in the near of a current situation. Through a 
variation of the effort in every phase again and again it 
is possible, to converge to a local or a total optimum. 
2) Model with two phases “planning” and “execution” 
In literature the case is known that there is a planning 
phase and an execution phase, with the total amount of effort 
fixed by the amount of effort in the planning phase [16]. 
This model is shown in the following figure.  
 
effort in planning
effort in planning
planning
execution
Total
effort
OP1
effort in OP1
execution
effort in OP2
Total
effort
OP2
planning
0
effort in 
execution
total efforteffort
OP
1
OP
2
Fig. 1. Possibilities to show the dependencies of the amount of planning 
effort 
 
With increasing effort in the planning phase the effort in 
the execution phase is reduced. In this simple model the total 
optimum is defined by the “equality” of the marginal utility 
(in the meaning of savings of effort in the execution phase) 
and the marginal effort. 
For using this explanation the following figure shows two 
ways how to present different combination of planning 
allocation: The more planning effort is invested early in the 
order processing process the less is needed in later process 
steps. 
The figure shows on the left side this dependency, 
supposed that there are only two phases in order processing 
at all. (This graphical explanation is possible for two phases 
only. The principle will be explained with n phases in the 
following passage but without the graphical explanation.) 
The lower the effort in the planning phase, the higher is the 
needed effort in the execution phase. The figure shows on 
the right the combination of effort in both phases for two 
different “operating points”, defined by the effort in the first 
phase. 
3) Model with n phases of planning following on each 
other 
The order processing process does not consist of effort in 
two phases (planning and execution) only. It is much more 
realistic to differentiate into a number of phases. Every 
effort invested meaningfully in one of the phases reduces the 
needed effort in the following phases or increases the utility 
for the customer (which shouldn’t be in focus in this paper).  
With a decision about the effort in the first phase, the 
needed minimum effort in the second phase is fixed. As the 
first phase has tacit knowledge about the use of its effort, it 
will decide about the amount of effort on its own. The 
second phase has to cope with this actual situation. Its effort 
depends on the advance effort of the first phase and on its 
own decision about how to help later phases. It decides 
about its own effort and produces a situation the third phase 
has to cope with and so on. The last phase has hardly any 
range for decisions but has to cope with its situation. Overall 
the total effort emerges from the sum of the effort of each 
phase. 
The following figure describes this emerged situation for 
three operating points.  
The first operating point has a low planning effort and a 
high effort for the execution phases, the second point has a 
higher effort in the early planning phases and lower effort 
for the execution. The third has a balanced allocation of the 
effort in the five phases and the lowest total effort. 
P1 P2 P3
P4
P5
total
(sum of efforts of
all phases in OP1)
OP1: first operating point
P5: fifth phase
OP2: second operating point
P4: forth phase
P3: third phase
OP3: third operating point
P2: second phase
P1: first phase
P5P4P3P2
P1
total
(sum of efforts of
all phases in OP2)
P1 P2
P5P4P3
total
(sum of efforts of
all phases in OP3)
 
Fig. 2: Three possible operating points with allocation of effort on five 
process phases 
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In this model the total effort can be minimised by 
investing the amount of effort for planning activities in every 
phase, beginning with the first one, which leads to a total 
minimum in effort. Even in this simple model there is an 
influence from every phase to all the later phases so that 
with five phases there are 4+3+2+1=10 effects and with n 
phases 
2
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effects occur.  
It is not realistic to calculate all of these effects in a 
situation with five or more phases. But instead it is possible 
to use the model to discus and evaluate the effectiveness of 
different amounts of planning, as we describe below. 
4) Application of the model in practice 
In practice this model enables an evaluation of the use of 
different amount of planning efforts and thus can be used to 
improve the productivity of order processing processes. First 
of all one has to define the phases and tasks of planning in 
order processing which should be evaluated. The following 
phases have been discussed in a research project financed by 
industry and may be serve as an example: 
• Acquisition 
• Project management 
• Engineering 
• Process planning and scheduling 
• Machining and Assembly 
For these tasks different alternatives must be developed 
and then compared to each other according to the whole 
effort necessary for all tasks.  
The following tasks had been discussed in a research 
project financed by industry. For every task at least two 
different operating points had been developed and evaluated 
in practice: 
• Effort for cooperation with customers and for the exact 
definition of customer demands, reducing the effort for 
design changes 
• Effort for the use of design-rules and requirement 
specification, influencing the total time for design and 
engineering 
• Effort for scheduling of production regarding limited or 
unlimited resources, influencing the utilisation and 
throughput time 
• Effort for scheduling of rework, influencing the 
utilisation and throughput time in rework and affected 
regular production 
For all of these tasks it was necessary to evaluate the 
effect of the variation in effort in one phase based on 
personal experience of the participants. In the easiest 
application this means to compare two scenarios with 
different planning effort. The main difference to other 
approaches is that not the utility (which is an intellectual 
construction) has to be evaluated, but a defined change of 
the real process.  
This approach prevents the comparison of the absolute 
amount of utility of planning, but uses the marginal utility in 
form of the difference between two defined alternatives. The 
better alternative then can be used as the basis for the 
valuation of the use of planning effort of another planning 
task in another phase of the order processing process. 
The combination of a scenario with the lowest total effort 
includes the combined selection of the better alternative of 
all the examined planning phases and planning tasks. This 
combination can be realised by the chronological definition 
of the amount of effort in the subsequent phases of the order 
processing process.  
On this basis a definition of change steps can be made, 
which should consider the effort for these changes and the 
principles of change management. Whereas this change is 
not within the focus of this chapter we refer to the literature 
of change management [17]. 
IV. CONCLUSION 
For the aim of the improvement of planning in order 
processing we described a model, which leads through the 
evaluation of the use of operative planning (e.g. in order 
processing). Current approaches for an evaluation of the use 
of planning processes either cannot be used in reality or they 
can be used in practice but only applying the common sense 
which is neither systematic nor reproducible. 
In contrast our model enables a systematisation of the 
evaluation of the utility of planning. The implications of 
alternatives of planning intensity on needed effort for both 
planning and productive tasks in later process steps can be 
evaluated.  
Estimation of people is used only where subjectivity 
doesn’t endanger an impartial evaluation. For example the 
estimation of the consequences of defined changes in 
planning intensity for later process steps might be necessary 
and should be used in the concept. In contrast the direct 
estimation of the utility of planning by employees might 
distort the evaluation and therefore is not used in the 
concept.  
As result the evaluation with this model allows to improve 
existing planning tasks and the allocation of effort for these 
tasks. This can improve the overall efficiency of planning in 
terms of low costs and the effectiveness in terms of 
supported value creation, even if an optimum cannot be 
reached but efficiency and effectiveness can converge to an 
optimum only. 
A further reduction of subjective influences can be 
reached by further development of the model: This 
development may include a classification of dependencies 
for an easier and at the same time accurate evaluation. 
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Logistics is among the major economic sectors of Europe. 
Backbone of in-house logistics processes are material handling 
systems (MHS). In recent years, scale and complexity of MHS 
are growing rapidly – so do the challenges for MHS design. As 
a consequence the mismatch between requirements to the MHS 
design process and today’s design tools capabilities is in-
creasing. 
The paper describes a concept to orchestrate the MHS 
design process, using and refining available technologies, in a 
novel manner to considerably improve its efficiency and the 
quality of its results. This shall be achieved by (a) integration of 
discrete event simulation for control system configuration and 
performance evaluation into spatial layout design and by (b) a 
shift of the design process into a three-dimensional virtual 
environment to facilitate the perception of the design engineer 
and to allow a direct interaction with the design. 
I. BACKGROUND 
“Logistics is” – somebody subtly wrote once in Wikipedia 
– “the art [sic!] and science of managing and controlling the 
flow of goods, energy, information and [...] people from the 
source of production to the marketplace.” Today, logistics is 
among the largest economic sectors of Germany. According 
to the German Logistics Association, logistics has solely in 
Germany a turnover of 166 bn € p.a. (7% of German GDP). 
“Material handling systems” (MHS) means the technical 
equipment which realises in-house logistics processes. 
Typical examples of intensive automated material handling 
processes are distribution (warehouses and order picking), 
express carrier (sortation in hubs), airports (baggage and 
cargo handling), or semiconductor fabrication (wafer trans-
port). MHS are the backbone of facility logistics. MHIA, the 
trade association of America’s material handling industry, 
estimates the US material handling market at 125 bn $.  
II. REALITY 
Designing modern complex MHS is a challenge from 
engineering point of view as well as from scientific 
perspective. Today in particular the early stages of the layout 
development depend to a large extent on the experience and 
craftsmanship of the planner, since methods for either 
automated layout topology or control system generation are 
not available.  
Currently, MHS are designed “by hand” in three stages 
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counting on the experience and the know-how of the 
planners. In the initial conceptual design stage a draft of the 
transport network topology is developed incorporating basic 
parameters like number and location of certain resources 
(e.g. order picking places). In the next design stage the 
layout (the system’s geometry) is developed and general 
performance parameters (e.g. conveyor speeds) are defined. 
Finally, discrete event simulations (DES) are performed in 
the last design stage for control strategy setup and to test the 
layout and validate its functionality. These simulations are 
rarely used to adjust the layout and improve transport system 
topology, but merely to configure and tune the control.  
The MHS topology and geometry is therefore designed in 
a completely separate stage of the overall design process, by 
completely different experts and with completely different 
tools than those of the control system [1]. When the final 
control strategy has to be defined, the layout is already 
“freezed” and only minor changes can be made, if any. This 
procedure disregards the fact that layout and control are 
strongly interrelated. Moreover, the experts of different 
provenience have partly diverging objectives.  
This leads to our basic thesis, that current MHS design 
concepts – in research and practise – are not adequate to 
design problems we are facing today and even less to future 
challenges: 
– The MHS design practitioner tries implicitly to consider 
all relevant aspects – but there is a drastic lack in appli-
cable strategies, methods, and tools which allow a com-
prehensive view on all aspects and properties of a MHS 
design and all consequences of a design decision. 
– The scientific community discusses a variety of issues 
relevant to MHS design, but the solutions provided so 
far are neither comprehensive nor sufficient to cope 
with problems and systems of real-world scale.1 
Currently, four factors trigger an explosion of size and 
complexity of logistics processes in general and MHS in 
particular: individualization of products (increasing variety), 
diversification of production (decreasing vertical range of 
manufacture), concentration of services (less but larger 
providers), and shift towards automation (less manual work). 
This leads to an increasing mismatch between growing 
system size and complexity on the one hand and present-day 
                                                          
1 A modern airport’s baggage transport control manages 3.000...10.000 
trays in track systems of 50...100 km length. The wafer transport system of 
a semiconductor fab in Dresden has 180 vehicles, a length of 5.000 m and 
interlinks more than 600 tools. Large distribution centres have a sortation 
capacity of 20.000 items per hour and frequently provide 200 gates for truck 
unloading/loading. 
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design tools’ capabilities on the other hand – and thus 
provides the motivation for our research and the economic 
potential of the results targeted.  
The design of such huge, modern MHS belongs to the 
most ambitious tasks systems engineers are facing today. 
However, their current solutions are just feasible in a sense 
that they meet formal requirements and design targets. But 
nobody knows whether the design is even nearly optimal. 
Thus, the central objective of this research is to enable the 
MHS designer to develop better solutions in less time. 
III. VISION 
In the field of mechanical design, traditionally the design 
process was separated in different stages in a quite similar 
manner. In a first design stage CAD (i.e. computer-aided 
design) tools were used to define the mechanical compo-
nent’s geometry and in a second design stage a finite ele-
ment analysis (FEA) was performed to assess the stability of 
the component under mechanical stress. So geometry and 
function were developed and evaluated in different design 
stages although both are strongly interrelated. 
During the last decade the integration of FEA functio-
nality into CAD tools made considerable progress. Popular 
CAD systems today fully integrate FEA analysis, as Solid-
Works® does it with Simulation Premium or Pro/Engineer® 
with Mechanica (see Fig. 1). Thus the design process is not 
just driven by geometric restrictions but also by the 
definition of external loads. Both determine the shape of the 
components. By means of the FEA results the component is 
coloured according to stress measures directly in the CAD 
system to indicate the parts which should attract the attention 
of the designer due to potential danger of overload. 
 
Fig. 1.  FEA of a component during mechanical design (picture from [2]) 
The vision of a seamless integration of DES into CAD of 
MHS layouts similar to CAD-FEA integration provides the 
major motivation for our research. It would be a remarkable 
improvement, if the design engineer could consider a MHS 
layout which is either coloured according to logistics 
performance measures like throughput, or highlights 
locations of increased congestion or blockage probability. 
But there is something even beyond integration. The lay-
out of today’s MHS has a complex three-dimensional geo-
metry, as for instance depicted in Fig. 2 for a baggage 
handling system (BHS). And, as explained above, a MHS 
design is not just characterised by its spatial geometry, but 
also by a variety of properties like utilisation, throughput, 
deadlock probability etc. Nonetheless, today the three-
dimensional CAD model is developed on ordinary PCs with 
a two-dimensional input media (computer mouse) and a two-
dimensional output media (computer screen). This obstructs 
perception and modification of the design. 
 
Fig. 2.  BHS of a major airport (simulation model of Siemens) 
The vision of a three-dimensional representation of a 
MHS layout in a virtual reality (VR) environment where it 
can be viewed and modified – i.e. virtualisation – provides a 
further key motivation for our research. It would be a 
dramatic improvement, if the engineer could directly interact 
with its design in a virtual three-dimensional environment 
like in a CAVE (“Cave Automatic Virtual Environment” 
with four to six sided projection) or on a PowerWall (ditto, 
one projection plane). The application of VR techniques 
would drastically improve the MHS design process due to 
new and extensive possibilities to make the design perceiv-
able and modifiable to the engineer. 
In short: The central objectives of this research are inte-
gration of CAD and DES in MHS design (bringing the 
design process to a qualitatively completely new level which 
allows to develop superior designs more efficiently) and 
virtualisation of the design in a 3D VR environment (pro-
viding for the very first time the engineer with a truly com-
prehensive view and access to all relevant design properties). 
IV. STATE-OF-THE-ART AND OBJECTIVES 
Our work is based on available technologies, e.g. DES, 
CAD, and VR software, 3D projection systems, data ex-
change standards and databases. The novel and innovative 
approach is, however, the combination of these technologies 
in a consistent framework, which will provide a new and 
comprehensive view (in the literal sense) on the MHS design 
problem. 
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To achieve this, the following – truly fundamental – 
challenges are addressed: 
A. Data Models 
Though various software tools are routinely used nowa-
days for MHS design, in practice the design data storage and 
exchange media is still an engineering drawing. Even if 
CAD or DES models are electronically exchanged, the 
models are stored in proprietary data formats and it is always 
a “human interface” which bridges the gap between different 
software tools. – So incompatible data models inhibit an 
easy and lossless data transfer between different MHS 
design software tools. 
There is no standardised data model for MHS design data 
which would be comparable to product data management 
(PDM) for CAD of mechanical components. Nonetheless 
standards like STEP exist and can be adapted to MHS 
design. The challenge is to find a concept which covers 
geometric parameters (layout) as well as parameters of the 
logic (control) and is open to future extensions. 
In the past, several authors addressed this problem, but up 
to now there is no concept that can be counted as break-
through (in particular in practice). REMBOLD/TANCHOCO 
describe in [3] an object oriented approach to material flow 
system modelling. Their development of a modular design 
framework results from the attempt to keep track of a wealth 
of sixteen different software tools, which they employ for 
workshop layout and vehicle system design. In contrast, to-
day a very limited set of sophisticated, professional tools is 
used in MHS design practice. MCGINNIS et al. suggest in [4] 
a comprehensive reference model for warehouses, which is 
according to their own terms “formal” and “conceptual” and 
the test, whether “the modelling approach does, in fact, en-
able the integration of a range of warehouse modelling and 
analysis tools ... awaits further research”. In [5] the same 
authors “lay the foundation for [a formal] warehouse design 
workflow”, i.e. “a set of modelling principles whose appli-
cation will enable the unambiguous specification of the 
operations required to translate warehouse design require-
ments into a specific warehouse design.” Again, the paper 
lacks the proof of concept. 
The objective of our research is to develop and implement 
a MHS design data model that allows managing a limited, 
yet sufficient set of design properties. The data model shall 
be feasible, flexible, extensible and, above all, open. It is a 
basic building block of our work, but beyond that it should 
serve as crystallisation point for the future development of a 
general data model for the whole MHS design community – 
which is the impact actually targeted. 
B. Load Models 
Due to volatile markets it becomes more and more im-
portant to design a MHS rather for a certain range of appli-
cation profiles than for a specific requirement. Nonetheless, 
there is no generalised load metrics for MHS design which 
describes structure and characteristics of the stream of enti-
ties to be dispatched. Future load scenarios are usually 
derived either by plainly scaling of historic data (dis-
regarding potential changes in load structure) or by applying 
common inter-arrival time distributions (disregarding time 
dependencies in load characteristics). – So it is simply not 
sufficiently defined, what a MHS is actually built for. 
In particular, the recognition of “The Impact of Auto-
correlation on Queuing Systems” [6], is by far not new. The 
oldest publication cited there is by RUNNENBURG and dates 
back to 1962. MELAMED published during the 1990s several 
papers about “A Class of Methods for Generating Auto-
correlated Uniform Variates” [7]. But one and a half decade 
later, NIELSEN still complains in [8]: “However, the possible 
disturbing interference from autocorrelation [...] in otherwise 
level stable event streams has received little attention.”  
The objective of our research is to define general MHS 
load metrics and to compile a set of recommendations for 
parameterisation of the load generation algorithms specific 
to certain application contexts. By systematic analysis of 
historic data, macroscopic load properties (e.g. origin-desti-
nation-frequency patterns) and microscopic load properties 
(e.g. time dependence or auto-correlations aside of statistical 
distributions of inter-arrival times) shall be identified. A 
generalised MHS load metrics forms the basis for definition 
of application profiles, which will be novel to the whole 
MHS design community. 
C. Adaptive Control 
The performance of a MHS shall be evaluated by DES 
while its layout is under construction. This will require an 
on-line generation of simulation models and implies the 
availability of feasible control algorithms. Virtually all 
present-day MHS have an open-loop control, in most cases 
with hard-coded parameters. Although it has been claimed 
for years that agent based algorithms have the ability to 
adapt dynamically to load and layout modifications, it is not 
yet proven and no applicable implementations are known. – 
So we are faced with inflexible control structures in a highly 
dynamic environment.  
Even though MHS control is a classical control engi-
neering problem, size and complexity of MHS hindered the 
implementation of control theory inspired solutions like 
closed-loop (feedback) control. Approaches like “model pre-
dictive control” [9] are rather an exception. Vital questions 
of control theory like stability and controllability received – 
strange to say – too less attention in the past. There has been 
a live discussion about multiple agent systems and the pro-
posals published sound promising. One of the rare examples 
for agent-based control of “large scale” MHS is described by 
HALLENBORG/DEMAZEAU in [10]: They “were challenged by 
the extensive message transport” (i.e. performance 
problems) and “would [like to] challenge the generality of 
the system design by applying the control software to other 
systems” (i.e. their solution is not adaptive to layout 
changes). Basically, an extensive and thorough literature 
survey [11] by KLEIN revealed that fundamental deficiencies 
in the theory of self-organizing systems hinder successful 
implementations in MHS control. Above all it lacks of 
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methodologies to cope with emergence and coherence. 
The objective of our research is to adopt new approaches 
for dynamic system’s control to make progress towards an 
adaptive MHS control. Even a suboptimal yet adaptive 
control would be a notable advance for MHS design as a 
whole, since it would at least facilitate control system re-
adjustments after any layout modification (if readjustments 
do not become generally unnecessary). 
D. Software Interfaces 
MHS design software tools have limited import/export 
capabilities. Isolated applications occasionally link software 
tools of individual users. However, the lack of a general data 
model, common to (all) MHS design software tools, inhibits 
the establishment of an integrated MHS design process. – So 
there are no general, standardised MHS design software 
interfaces. 
MOORTHY complained of deficiencies in the traditional 
MHS design workflow [12]. To simplify transmission of 
layout data from CAD to DES, he suggested a “Simulation 
Data eXchange” (“SDX”) data format [13]. Originating in 
FactoryCAD® by UGS a few software vendors have partially 
implemented a SDX interface. But SDX did not undergo an 
industrial standardisation process by now. STRASSBURGER et 
al. describe in [14] a coupling of DES and VR systems. 
We implemented an interface between our DES tool 
(AutoMod®) and the visualisation software of our CAVE/ 
PowerWall (IC:IDO®). It allows to display a life simulation 
on the PowerWall with up to 30 frames per second – 
surprisingly, since IC:IDO® developers expected maximal 
frame rates between 7 and 10, because VR systems are not 
optimized for high frequency scene graph modifications. 
The objective of our research is to derive software inter-
faces from the “data model”. While the latter means what 
information is managed, “software interfaces” means how it 
is transmitted between the different systems, in particular 
with respect to synchronisation, bandwidth, and extensi-
bility. They shall allow a general integration of MHS design 
software tools into a consistent, extensible and, above all, 
open framework. This shall serve as starting point for a 
future tool integration process for the whole MHS design 
community. 
E. User Interface 
VR technologies are introduced to engineering design 
(e.g. in automotive design and shipbuilding). However, VR 
technologies are solely used for visualisation (i.e. eval-
uation) of complex geometries, but development and modifi-
cation of the design happens in the “traditional” CAD 
domain. Familiar menus, dialog boxes, and mouse clicks can 
not be simply transferred from desktop computers to VR 
systems. There are neither templates for geometry definition 
or modification nor standards for navigation and represen-
tation of multiple object properties in current VR systems. – 
So the intrinsic potential of VR technologies, a highly 
efficient interaction with the geometry directly in the 
immersive environment, still awaits exploitation. 
A prognosis of future VR technology potential by ZTC, a 
technology forecasting and strategy development institution 
of the Association of German Engineers concludes, that the 
importance, this technology will become, is not yet realized 
by European research and industry [15]. This conforms to 
SCHENK et al., who introduce to their paper [16] with the 
words: “In the areas of production planning the usage of 
virtual reality is not yet very widespread.”, then they 
describe pilot projects for foundry planning and assembler 
training and conclude: “The issue of combining simulation 
and virtual reality into truly interactive [sic!] and immersive 
environments is the next logical step in the development of 
visual 3D simulations.” SHEN et al. [17] and GAUSEMEIER et 
al. [18] describe a “cooperative virtual prototyping system” 
for design of mechatronic products with VR support. Similar 
ideas outline WIENDAHL/FIEBIG in [19] for factory design: 
“VR could make an essential contribution if the technical 
disciplines’ different demands upon a planning tool could be 
integrated into a single VR data model. This data model 
would ...” However, their text remains in subjunctive. 
The objective of our research is to develop and implement 
a basic user interaction concept, which allows to build and 
evaluate a MHS design directly in a VR environment. This is 
no less than the attempt to turn the existing unidirectional 
“communication” from VR systems (projection) to designers 
(perception) into a bidirectional communication with the 
back links object modification and data input. Such a “MHS 
design example” will open up new horizons for VR appli-
cations in general. 
Divert 
Rule
D2
Divert 
Rule
D1
Merge 
Rule
M1
Merge 
Rule
M2
 
Fig. 3.  Sample BHS layout with control properties 
In Fig. 3 labels with information about control strategy 
setup were added to a BHS simulation screenshot. This 
symbolises how we imagine an integrated visualisation of 
multiple design properties. If the conveyor sections were 
coloured according to utilisation measures and if further-
more the whole design would be presented and could be 
modified in a 3D VR environment, then we actually had a 
truly integrated MHS design environment. 
This is the goal for a joint research project of five chairs at 
Technische Universität Dresden in the years 2010 till 2012. 
The following section will explain how we plan to achieve 
it. 
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V. APPROACH 
The novel MHS design approach shall initially be tested 
with BHS design problems, due to the following reasons: 
– BHS are extremely large MHS.2 
– BHS are composed of a limited set of basic building 
blocks, we know in detail. We developed a “Concept 
Planning Tool” (“CPTool”) for the BHS layout concept 
development and helped to structure the building set. 
– BHS realise all basic MHS operations: Transport, sor-
tation, routing, tray dispatching, manual handling, 
buffering, and storage. 
– The authors have in-depth knowledge of the BHS 
design process, its targets and constraints. In context of 
the CPTool development we actually helped to stream-
line and structure it.  
By initially focusing on BHS design, a bottom-up 
approach is consciously selected for our approach. It starts 
with large systems of selected components, whilst keeping in 
mind the wider variety of components in other MHS, like 
distribution and order picking systems (we likewise know 
from other simulation surveys). This selection contrasts with 
the top-down approach usually practised in academia to 
completely capture and structure each and every thing. – It is 
to some extend inspired by eXtreme Programming (“XP”), 
an agile software engineering methodology which maintains 
a running application from the beginning while developing it 
further and preserving its extensibility. This strategy shall 
ensure that usable results are achieved even though the 
research objectives named above are quite ambitious. 
immersive environment
visualisation
MHS designer
modification
CAD model
geometric parameters
(layout)
DES model
performance parameters
(control)
repository
component
library
system
description
data 
model
load 
model
adaptive 
control
software
interfaces
user 
interface
 
Fig. 4.  Contemplated structure of the MHS design environment 
Fig. 4 depicts the structure of the MHS design 
environment. The following subsections will indicate how 
we plan to achieve the research objectives listed above. 
A. Data Models 
The development of a general MHS design data model is 
                                                          
2 Representative figures of BHS in air hubs like Dubai, Beijing, or 
Incheon are for instance 15.000 conveyor sections and a total conveyor 
length of 100 km. 
a challenge in two respects: (a) The content of the data 
model has to be comprehensive and cover a wealth of MHS 
design properties like constraints (e.g. the building), system 
load (cf. “Load Models”), layout (e.g. geometry), and 
control (e.g. strategies). Furthermore it has to be extensible 
to incorporate additional aspects (e.g. commercial) in the 
future. (b) To keep overview and flexibility, the data model 
has to be designed using an appropriate modelling 
methodology (e.g. UML), including support by corres-
ponding tools. This is inasmuch novel to MHS design as 
established software engineering standards and processes 
have to be introduced to this field. 
There are two standards which can serve as data model 
design guideline, viz. the “STandard for the Exchange of 
Product model data” (“STEP”, cf. [20]) and the “OMG 
Systems Modeling Language” (“OMG SysML”, cf. [21]). 
B. Load Models 
Basis of the research is an extensive data collection and 
analysis from representative MHS. The analysis is per-
formed in two levels: macroscopic load properties (i.e. load 
structure, e.g. origin-destination patterns of transport jobs) 
and microscopic load properties (i.e. load characteristics, 
e.g. auto-correlation patterns of job streams). For identi-
fication of load structure and characteristics, methods like 
auto-correlation/spectral analysis, Kalman filter, wavelet 
analysis, and fractal models are available. 
For the development of load generation algorithms, the 
methods suggested in [7] can serve as a starting point. More-
over, the methods applied for description of load structure 
and characteristics can be used for load prediction as well, 
which is extremely useful for design of an adaptive MHS 
control. 
C. Adaptive Control 
The research objective was carefully formulated above as 
“make progress towards an adaptive MHS control”, due to a 
simple reason: The “MHS control problem” is not solved by 
now. As explained, it is not solved because of truly 
fundamental problems. We will not solve it, because this 
would be far beyond the scope of our work. Rather, attention 
shall be given continuously to recent developments towards 
adaptive control to determine whether new approaches can 
be adopted into MHS control. Inspirations will come from 
research on multiple agent and other self-organising systems 
as well as from the discussion on mobile ad hoc networking 
[22], [23]. The latter is particularly relevant, because 
network topology changes are as immanent to mobile 
communication as layout changes are to MHS design. 
A well structured software design of the DES models will 
separate layout from control. This allows to “plug in” 
different control algorithms. Initially, a “traditional” open-
loop control can be implemented, to assure that the models 
perform at least as good as usual. Later, adaptive algorithms 
shall be implemented to trade control configuration effort off 
against system performance. 
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D. Software Interfaces 
While the “Data Model” defines what data describe a 
MHS design, “Software Interfaces” defines how data are 
exchanged between different software tools. This covers 
three aspects: 
Integration: At least three software systems (VR system, 
database with the repository, DES system) will simul-
taneously operate on the MHS design in the beginning. A 
seamless integration requires software interfaces which 
clearly define, what data can be modified when and by 
whom, and how to keep a consistent representation of the 
design in all systems. 
Extensibility: The interfaces have to be designed in a way 
that further software tools can be incorporated in the future. 
Therefore, the data exchange format and the synchronisation 
mechanism have to be extensible. 
Bandwidth: Modern, complex MHS are composed of tens 
of thousands items. Each individual item is described by 
miscellaneous properties. At least parts of this data volume 
are frequently exchanged between the software systems. 
This requires the implementation of high-performance data 
transmission methods. 
The “Common Object Request Broker Architecture” 
(“CORBA”, cf. [24]) and the IEEE 1516-2000 “Standard for 
Modeling and Simulation (M&S) High Level Architecture 
(HLA)” are software technology standards, which can serve 
as interface design guideline. 
E. User Interface 
The user interaction design has to cover three aspects: 
Perspective: MHS specialists of different provenience 
have different, sometimes contrary objectives in the design 
process. Traditionally, layout designers and control engi-
neers play a dominant role, but in future for instance the 
concerns of maintenance engineers will gain more 
importance. It has to be clarified which aspects of the design 
are relevant to whom. 
Representation and modification: For each of the 
specialists, a different set of design properties is relevant. 
These properties need an adequate visual representation (e.g. 
colour, pattern, transparency) and an input/modification aid 
(e.g. dialog, movebar). These questions are addressed in co-
operation with ergonomics and media design experts. 
Implementation: The mode of software implementation 
depends on the VR hardware and software actually em-
ployed. Starting point of the development is our imple-
mentation of the AutoMod®-IC:IDO®-interface. 
VI. CHALLENGES 
Although we refer to available technologies, it certainly 
will not be possible just to “plug and play” them. Challenges 
will arise in particular at following points: 
Control: Although it has been claimed for years that 
agent-based MHS control algorithms have the ability to 
adapt dynamically to layout and load modifications, it is not 
yet proven and no applicable (!) implementation exists. In 
current MHS control systems limited sets of control 
strategies are used and parameterised manually. This 
strategy can be pursued temporarily. As a conveyor section 
geometry and location (i.e. its layout) is parameterised, the 
control of a merge (e.g. priority rules) or a divert (e.g. 
routing options) can be parameterised, too. 
Latency: VR systems detect the position and orientation of 
the viewer (its glasses) and calculate the 3D projection 
accordingly. This process takes time in the range of milli-
seconds. The temporal gap between a movement of the 
viewer and the update of the projection can cause discomfort 
similar to sea sickness. We found that in our five-side-
CAVE (5 × 2 projectors/computers + 1 master computer) a 
considerable part of computing time is spent just for 
synchronisation. This reveals on the one hand optimisation 
potential in the VR software and explains on the other hand, 
that latency is no problem on smaller VR systems like the 
PowerWall (just 2 projectors and 1 computer). 
Interface: Compared to user interface design on PCs, the 
techniques for user interaction in VR environments are in a 
very early stage of development. Current VR systems notice 
user actions (function keys, object selection) but they are 
virtually incapable of modifying the projected geometries. 
But a good interface is crucial for efficient operation of the 
user and modification is essential for design. A simple out-
line is a characteristic of many MHS components (e.g. 
straight conveyors). A goal is to develop efficient media for 
definition, modification and representation of a limited set of 
basic geometries and parameters, which would be sufficient 
for a proof of concept. 
 
VII. IMPACT AND OUTLOOK 
When first computers with CAD software were introduced 
in mechanical design, experienced engineers questioned the 
use of that technology, because they developed perfect 
solutions with pencil and Indian ink on their drawing board. 
Later, when first CAD programs with 3D capabilities were 
introduced, experienced designers questioned its use, be-
cause they developed perfect solutions with 2D software. 
Initially, they were right. However, CAD became the ex-
clusive technique for technical drawing and 3D-CAD is 
nowadays a standard in mechanical design. 
Consequently, these days MHS design engineers would 
probably question the use of an integrated virtual design 
concept – as suggested here –, because they develop feasible 
solutions with design techniques currently available. None-
theless, the complexity of modern MHS3 is increasing rapid-
ly. – And it became hard for today’s design techniques to 
keep up with the challenges resulting from that complexity 
“explosion”. In fact, the design of modern, complex MHS is 
                                                          
3 cf. baggage handling systems in major air hubs (e.g. Beijing/China, Du-
bai/UAE, Heathrow/UK), high bay warehouses and order picking systems 
in large distribution centres (e.g. BLG in Bremen/Germany,  Sainsbury’s in 
Birmingham/UK) and sortation systems in express carriers’ hubs (e.g. UPS 
in Louisville/US, DHL in Leipzig/Germany) 
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feasible in a sense that it meets formal requirements and 
design targets. But nobody knows whether the design is even 
nearly optimal. 
This increasing mismatch between growing system com-
plexity on the one hand and today’s design tools’ capabilities 
on the other hand provides the scientific motivation for this 
research and the economic potential of the results targeted. 
Just for comparison: During the last decade material hand-
ling simulation turned from exceptional applications on 
high-end workstation computers into a basic planning tool 
routinely used in any MHS design project. It is widely 
accepted, that simulation brings a return. Expenses for 
simulation expertise allow deducing savings, e.g. by en-
suring the same desired logistical performance of a system 
with intelligent operation of less equipment. The Association 
of German Engineers estimates the price-yield-ratio at 1:10 
and the larger the projects are, the better it is. 
The potential of integration and virtualisation in MHS 
design should be far beyond these figures (once it is mature 
enough for ordinary applications) because the design process 
as a whole is refined rather than supported by a better tool. 
After all we consider a novel approach to the MHS design 
problem. It shall lay the basis for an exploitation of this 
potential. The MHS design engineer shall be enabled to 
develop better solutions in less time.  
This working paper introduces the planned concept and 
contemplated structure for our work in the upcoming years. 
We will keep this approach open to similar fields and intend 
to inspire other researches in adjacent areas, such as factory 
layout planning.  
The authors invite for any contribution and collaboration. 
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Abstract: Total Productive Maintenance has been a
strategy of choice for companies throughout the world
for many years. It provides an holistic approach to
ensuring that all plant and equipment in a company is
maintained, developed and refurbished in order to extend
its useful life and, to contribute effectively to the
productive capacity of an organization.
This paper proposes a bearing replacement strategy
which employs the Monte Carlo simulation method. In
this contribution the method is used to estimate the
economic impact on the selection of a particular bearing
change strategy. The simulation demonstrates that it is
possible to identify the most cost effective approach and
thus suggest a suitable bearing replacement policy which
in turn allows the TPM engineers to develop the
appropriate maintenance schedules for the company.
I. INTRODUCTION
Total Productive Maintenance (TPM) is a maintenance
program which employs a strategy for maintaining plant and
equipment at its optimum level of operational effectiveness.
Primarily, the TPM approach links into the ‘Lean’ concept
and aims to reduce waste within a system caused by poorly
maintained machinery and equipment. TPM also provides for
value
added(VA) inputs by ensuring that equipment and machinery
remains productively operational for longer periods of time
[1]. In achieving this objective, the value of the asset is also
maintained for a longer period of time, thus ensuring a
greater Return on Asset Investment (RAI) and offer
improved contribution to the productivity of the organisation.
In TPM, systems are designed such that maintenance and
procedures are simple. This is often achieved by working
with machine developers to ensure that maintenance tasks are
easier to accomplish when a machine is in service and to
ensure that existing machines do not become obsolete
prematurely. However, in order to operate a cost effective
system, it is evident that the company should have the in-
house ability to undertake modification and redesign of the
assets. In undertaking such commitment, TPM requires the
organisation to invest heavily in staff and skill development
processes.
It can be argued that TPM implementation can be
undertaken in a range of different ways, although attempts
have been made to formalise the TPM strategy [2], [3], [4],
there is still no formally defined approach that can be
considered as an industry standard approach to TPM
implementation. However, it is worth noting that the basic
principles of the TPM strategy are similar in many
organisations where the goal is to achieve significantly
reduced levels of machine breakdowns (and other forms of
waste as defined by the Six big Losses) through developing
autonomous maintenance teams and upgrading the work of
the maintenance teams and engineers so that they are able to
facilitate the TPM process on the shop floor. Figure 1 shows
the typical hierarchical approach taken to TPM and defines
the levels of each stage.
Whilst significant information exists on developing the Level
1 operations in companies, little exists on how TPM can be
used to define and set the strategic direction for a company.
This is often overlooked by practitioners when, the setting up
of autonomous teams and the undertaking of simple yet
effective maintenance tasks, seems to be the only real
development of TPM.
However, critical to the success of a TPM process is that of
developing the intellectual capacity and capabilities of
maintenance engineering staff. By enabling them to
contribute directly to the analysis and development of
machinery and equipment redesign, it is probable that their
overall contribution to the system will be more productive
etc. This paper will describe one such approach which can be
used to accomplish this objective.
Levels of TPM Operation and Typical Activities
Level 1 Level 2 Level 3
Basic Cleaning Machine
overhaul
Machine redesign
Machine care
plans
Major
Maintenance
MTBF analysis &
extension
Sensory
maintenance
Level 1
Monitoring
Level 2
Monitoring
Figure 1. TPM Levels and Work Definition
II. MAINTENANCE AND TPM
One difficulty which arises when developing a TPM schedule
for a particular asset is that of obtaining sufficient historical
life data, from the asset, in order to develop a robust and
appropriate TPM program. Without the availability of such
data it is difficult, without the advantage of advanced
condition monitoring equipment, to develop repair and
replacement strategies.
In the early life of new machinery and equipment there is
often an pronounced lack of performance data and, as such,
it can only be a matter of experiential knowledge with similar
485
The 7th International Conference on Manufacturing Research (ICMR09)
University of Warwick, UK, September 8-10, 2009
equipment, that an appropriate TPM program, which
addresses the balance between over and under maintaining
such equipment, can be devised. It is only after sufficient
operational time has elapsed, and more life cycle data
becomes available, is it possible for maintenance engineers to
adjust and fine tune TPM programmes and to develop
appropriate TPM intervention strategies to suit the equipment
and then to correctly schedule the downtime planning to
minimize productive losses and costs.
Another situation where lifecycle data is difficult to obtain
and subsequently analyze, is in the area of slow rotational
machinery and systems. In many cases such systems are not
prone to the issues and problems which occur with higher
rotational systems, where bearing life can be severely
affected by a range of factors such as; shaft imbalance,
lubrication degradation, lubrication starvation, heat, etc.
Therefore, it is assumed, in many instances, that slow
rotational systems (typically rotational speeds of less than
four RPM) are not affected by any major noise factors or
degradation influences other than pure frictional or sliding
surface wear. This implies that bearings of this type,
provided that they are suitably lubricated and correctly
maintained can give thousands of hours trouble free
operation. In consequence, the collection of life cycle data
(i.e MTBF etc) is difficult and thus it is virtually impossible
to design and fine tune a suitable TPM program which
ensures that appropriate maintenance is addressed whilst
minimizing the amount of maintenance work carried out by
the engineers so that costs can be reduced and the machines
run for longer periods. However in situations where
companies, who operate such systems, bearing life is still
critical to their productive outputs and costly when failure
occurs.
When defining a TPM program for any given asset, a balance
has to be struck between the amount of maintenance work
undertaken on the machine and the amount of time it is
possible to run the asset without intervention, thus enabling
the asset to contribute fully to the productive capabilities of
the company. However, when intervention is required,
possibly due to a failure within such a system, the next
decision to be made is what other maintenance or
modification (other than replacing the failed component)
could or should be considered when the machine is
inoperative. Such a simple approach ensures that the system
reliability of the asset increases and that the operational
functionality of the asset is not compromised because of
another problem which could have been resolved when the
initial repair was being undertaken.
The next section describes an example of low rotation sheave
bearings to demonstrate how it is possible to estimate random
systems failures and how a suitable replacement strategy can
be developed in such a situation.
III. MONTE CARLO APPROACH
This paper will now describe, in detail, the application of the
Monte Carlo method to estimate bearing failure. This will
then be used to identify bearing replacement costs as a means
of setting company policy in situations where little or no
historical data is present, within the company, and to
establish a replacement policy based on historical (and more
accurate data).
The Monte Carlo simulation method was initially developed
by Fermi [5}and later by Metropolis and Ulam [6]. It takes
its name from studies in the casinos of Monte Carlo. It was
later used some forty or so years ago by the physicists at the
Los Alamos nuclear research centre in the USA during the
Manhattan Project. The method has since been used in many
different application areas including the banking and finance,
as well as engineering and medical sectors. At the heart of
the method is the use of pseudo random numbers to predict
future failures in various systems. Using random numbers as
indicators of systems failure is ideally suited for predicting
machinery failures, especially when the machine or piece of
equipment being monitored is operating in the constant life
failure section of its life cycle curve and hence is likely to
experience random failures. In contrast, machinery operating
in the burn-in or burn-out stages of the life cycle curve
frequently show clear trends in failure and hence the failure
of the product is much more predictable and capable of being
measured and acted upon.
The suggestion is that the simple Monte Carlo method could
be used to define a suitable bearing replacement strategy for
a company based on such random events occurring. Of
course, when dealing with a machine which has sufficient life
cycle data available and hence has enough breakdown and
downtime data present, then the system of failure estimation
and strategy formation is not based on random failures
occurring. However, when a system is new and hence has
very little life cycle data present, Monte Carlo simulation
may provide a suitable approach to estimating future costs
and hence replacement strategies for a company.
First, as mentioned, the Monte Carlo method uses pseudo
random numbers to indicate the potential failure of a
component in service and hence can identify a replacement /
repair point in the life of a component. However, randomized
events need to be confirmed in reality and so there must be a
small, but sufficient, quantity of failure data available
relating to machine performance before the simulation can
begin. The following stages of the Monte Carlo method are
now outlined.
Stage 1. Identify the machine / components for analysis
The data, in this contribution, was collected from
accumulator sheave bearings on a continuous annealing
process line.
The sheave assembly consists of single rope sheave elements
in which are incorporated two, single row deep groove ball
bearings. The primary role of the sheave assembly is to
support and guide the two 13 tonne accumulator carriage
counterbalance weights during the empty and fill cycles of
the accumulator process. Each accumulator tower is 32
metres in height and can contain up to 500 metres of strip
steel. The production line has such five accumulator towers
in total; with each tower consisting of four sheave
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assemblies, one sheave assembly being located in each
corner.
Each bearing has been set-up in the conventional manner and
each bearing experiences the same loadings and operating
cycles, therefore it can be argued that any additional other
factors can be eliminated, since all bearings are deemed to
operate under the same conditions.
The sheave assembly bearings are protected from external
contamination by a lip seal arrangement. Additional
environmental issues encountered on the sheave assembly
bearings can be temperature fluctuations (-3o to +40oC),
transmitted vibration and shock loading.
Stage 2 Obtain lifecycle data from a small section of failed
bearings
Ten bearings were removed from the machine when they
failed. Each bearing life was logged and categorized as
shown in Table 1. From this data the cumulative frequency of
the bearing failures was calculated and a cumulative
frequency curve created (shown in Figure 2).
TABLE 1: BEARING FAILURE PROFILES
Bearing
Life
Number of
Fails.
Cum.
Number of
Fails.
Cum.
%age of
Fails.
0-10 0 0 0
11-20 0 0 0
21-30 2 2 20
31-40 2 4 40
41-50 4 8 80
51-60 2 10 100
61-70 0 10 100
71-80 0 10 100
81-90 0 10 100
Figure 2 Cumulative Sum Bearing Profile
Stage 3 Generate the Random Numbers for Each Bearing
A spreadsheet, in MS Excel, was created to simulate the
failure pattern of two bearings. Table 2 shows the list of
random numbers generated for two bearings within the
sheave arrangement shown in the table as B1 and B2.The
failure pattern assumes that the bearings fail in a random
manner.
TABLE 2: STRING OF RANDOM NUMBERS
B1 B2
84.1 12.3
60.6 23.4
59.7 23.0
87.4 67.0
90.5 52.5
94.8 69.6
36.5 76.8
11.6 30.7
70.1 94.9
4.8 96.8
Stage 4 Calculation of Bearing Failures Based on random
numbers.
Using the cumulative frequency curve and the random
numbers for each bearing, it is then possible to establish the
bearing life of each failure. For instance, using Figure 2 and
the first random number for the first bearing (84.1), it is
possible to construct a line across from 84.1 on the vertical
scale of the cumulative frequency curve and then to project
this down, from its intersection with the cumulative failure
curve, onto the horizontal time of life axis. This gives a
working life of 42,000 hours. Repeating this exercise, for the
other random numbers, creates the completed grid of random
failure points and their expected time to failure. Table 3
shows the full table of bearing life against the random failure
point for both bearings. Figure 3 below shows the method of
calculation
Bearing Failure Profile
-20
0
20
40
60
80
100
120
0-10 11-20 21-30 31-40 41-50 51-60 61-70 71-80 81-90
Hours (x1000)
%
a
g
e
F
a
il
u
re
Figure 3 Calculating Failure Lives
Stage 5 Define the Replacement Strategies
Given the expected failure pattern (based on the random
failure events) shown in Table 3, it is now possible to test
different replacement strategies. In this contribution, two
strategies were considered:
1. Replace only the bearing that fails.
2. Replace both bearings when either fails.
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TABLE 3: TIME TO FAILURE (‘000 HOURS)
B1 CUM B2 CUM
42 42 20 20
38 80 30 50
37 117 25 75
45 162 40 115
46 208 38 153
48 256 40 193
34 290 41 234
23 313 33 267
40 353 50 317
18 371 51 368
To evaluate the comparative strategies, cost data was
collected for inclusion in the analysis. In this paper the
following values were used:
1. Labour cost = £40.31 per hour (based on two
maintenance staff)
2. Replacement bearing cost = £182.11.
3. Downtime cost = £3,500 per hour
In respect of bearing replacement time, it was determined
that this was 18 standard hours for any one failure. This
figure includes the time necessary to achieve safe plant
status, to replace one failed bearing and to return the plant to
operational status. Any additional changes of other bearings
undertaken concurrently during the replacement of the first
failed bearing required a further six hours per bearing. Thus
the times to change more than one bearing would be:
To change one bearing = 18 std. hours
To change two bearings = 24 std. hours
The test time period of the simulation was defined as
250,000 hours
Stage 6 Test each replacement strategy
Strategy 1.
Replace only the bearing that fails during the 250,000 hour
simulation run.
From Table 3, determine the number of failures which each
bearing suffers during the simulation run time of 250,000
hours. This shows that the total number of full bearing
failures requiring replacement is 12.
Therefore:
Replacement bearing cost
12 x 182.11 = £2,185.32
Replacement labour cost
12 x 18 x 40.34 = £8,713.44
Replacement downtime cost
12 x 18 x 3500 = £756,000
Total Cost for ‘change one bearing’ strategy
= £766,898.76
Strategy 2.
Replace both bearings if either fails during the 250,000 hour
simulation run
In this case, the shortest life of each bearing is identified and
added together to total 250,000 hours. Table 4 shows the
bearing lives.
TABLE 4: BEARING LIFE CALCULATION
B1 CUM B2 CUM
42 42 20 20
38 80 30 50
37 117 25 75
45 162 40 115
46 208 38 153
48 256 40 193
34 290 41 234
23 313 33 267
40 353 50 317
18 371 51 368
With the failure lives calculated and added at each point
identified, the total time was 250,000 hours. Therefore:
No of bearing sets changed = 8
No of bearings per set = 2
No of bearings changed = 16
Replacement bearing cost
16 x 182.11 = £2,913.76
Replacement labour cost
16 x 24 x 40.34 = £15,490.56
Replacement downtime cost
16 x 24 x 3500 = £1,344,000.00
Total Cost for ‘change both bearings’ strategy
= £1,362,404.20
IV SHEAVE BEARING DESIGN & TPM
The simplistic Monte Carlo approach adopted in this
contribution, has allowed engineers to evaluate two simple
bearing replacement strategies. Given cost accuracy, it is
evident the Monte Carlo method has identified the better
replacement strategy i.e. to replace both bearings when either
bearing fails. The study has also identified the total cost that
the company is likely to incur over a 250,000 hour bearing
operating life.
As an extension to this study and forming part of the
implementation of a large scale TPM programme, engineers
undertook a Level 3 TPM analysis of the current sheave
bearing design. As a direct result of this re-design
consideration exercise, an alternative bearing was identified.
Studies on this new bearing suggest that it is likely to give
greater longevity in service and reduce maintenance costs. As
a result of this new bearing identification the engineers fitted
the new full compliment, double row cylindrical roller
bearings in place of the single row deep groove ball bearing
previously used. These new bearings also provide
improvements in performance. The dynamic load rating of
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the bearing has increased from 143KN to 695KN. This
significant increase in load capability enables the company to
increase both machine loading and processing capacity.
Since the introduction of the new bearing arrangement,
condition and performance data collection on the new
bearings has been instigated. Early evidence of this exercise
suggests that the new design is significantly more robust and
thus less prone to failure than the original arrangement. Due
to the full compliment design of the bearing, no vibration
frequencies are visible from the manufacturers maintenance
strip down, and inspection has initially been agreed between
the bearing manufacturer and end user at two years, unless
failure occurs within that time.
Since the installation of the new bearings in 2006 no further
bearing failures have occurred. It was therefore decided that
in 2008, the sheave bearings would be removed as part of the
condition monitoring research programme. Upon inspection,
it was observed that there was some evidence of very minor
micro pitting and denting of the inner raceway. This is
consistent with debris material in the lubrication system.
These minor effects would appear to have no detrimental
effect on bearing life in the short term and in consequence
has enabled the company to extend its service intervals
considerably.
V. EVALUATION & CONCLUSIONS
This paper has reported on the application of the Monte
Carlo method to the study of bearing failure in an application
within the steel processing industry. Although the simple
form of the Monte Carlo simulation technique has been
widely employed in many different application areas over a
large number of years, its usefulness and validity in this
study, has yet again proven that, even simple tools and
techniques still have their place in management science. In
this study the simulation was instrumental in highlighting
potentially significant maintenance costs which led directly
to a bearing re-design study. As a direct consequence of the
re-design study, equipment modification was undertaken and
a substantive portion of the overall maintenance cost burden
of over £1,000,000, over a 250,000 operational period, was
eliminated. Thus the overtly simple model has shown that
even an un-validated model can prove to be of significant
benefit to a cost reduction exercise. In conclusion, it can be
reported that the re-designed sheave bearings are still
operational, after a further two years of continuous service
and still only showing very minimal damage to the bearing
races. In consequence the only maintenance required on the
bearings since the changeover has been a further condition
inspection, which again only showed minor pitting problems
and were thus reinstalled after cleaning and lip seal
replacement. Further analysis and monitoring of bearing life
is scheduled to continue, in the expectation of identifying the
onset of bearing failure where, if appropriate, further life
analysis and costing will be undertaken
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