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Rethinking the Lebesgue Integral Peter D. Lax
The theory of Lebesgue integration is taught as an enterprise in extending the class of functions that can be integrated. The Riesz-Fischer theorem, which asserts the completeness of the Lp spaces, is an afterthought.
From the modern point of view the aim of the theory is to construct complete function spaces, because the basic theorems of functional analysis need completeness. In the following pages I show how to develop Lebesgue integration by starting with the object of our desire, the L1 space, defined as the completion in the L1 norm of the space of continuous functions in a closed hypercube in W. Then I describe a simple way to assign to each / in L1 a function f(x) defined for almost all jc, and prove the basic results about Lebesgue intergrable functions. In our development Lebesgue measure is a secondary notion. A set 5 is measurable if its characteristic function is one of the functions in L1. Its measure is defined as the integral of the characteristic function. To be sure, such an approach is anathema to probabilists; their object of desire is the a-algebra of measurable sets. V(UGn) < £>(G"), (4) with equality holding when the Gn are pairwise disjoint.
A proof of this result will be given in the Appendix. It follows from Theorem 1 that the denumerable union of negligible sets is negligible. We shall follow standard usage and write "almost everywhere," abbreviated "ae," for the phrase "except on a negligible set." We show now how to assign to any element f of L values f(x), except for a negligible set of x.
Definition. A function f{x) define ae on K is said to be a realization of / in L if there is a Cauchy sequence {cn} of continuous functions in the equivalence class / which converges ae to f(x):
'imcn(x) = /O)ae. (i) Every f in L has a realization.
(ii) Two realizations of f are equal ae.
(iii) If f and g in L are unequal, then their realizations f(x) and g(x) are unequal on a set that is not negligible. It is easy to show, and is left to the reader, that every Cauchy sequence has a rapidly convergent subsequence. Lemma 4. (i) A rapidly convergent sequence of continuous functions {cn(x)} converges ae.
( This shows that the set of x for which the sequence {cn(x)} does not converge can be covered by an open set of volume less than k/N. As TV tends to infinity, k/N tends to zero; therefore this set is negligible. This proves part (i) of Lemma 4; part (ii) follows from (11). ■ Since every Cauchy sequence has a rapidly convergent subsequence, this proves part (i) of Theorem 3. Suppose that {cn} and {dn} are two convergent Cauchy sequence in the equivalence class /. Then we can choose a rapidly converging sequence that contain infinitely many members of both {cn} and {dn}. This shows that two realizations of f(x) differ at most on a negligible set. This proves part (ii) of Theorem 3.
We postpone the proof of part (iii) to Section 4. ■ Note. In the definition (8) of rapid convergence we can replace the bound k/n4 by e^, where sn > 0 and J^ sn converges.
Note. In the rest of this paper f(x) denotes any realization of / in L.
Theorem 5.
(i) If f{x) is a realization of f, af(x) is a realization ofafy a any number.
(ii) (/ + g)(x) = f(x) + g(x) aefor f and g in L. We need to show that measure as defined here has the usual properties. (ii) For every measurable set S, m(S) = inf V(G), G D S.
(iii) For every f in L and every number a, the set of x for which f(x) < a is measurable.
(iv) The measurable sets form a a -algebra.
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The proof of Theorem 7 is presented in Section 4, and Theorem 8 in Section 5. In Section 3 we present a functional calculus in L needed for carrying out these proofs.
Another important result of Lebesgue theory, Fubini's theorem, can be proved within the framework of this paper. Details are available on request.
3. The functional calculus is based on the following observation: Definition. Let {cn} be a Cauchy sequence tending to /. We define cp(f) to be the limit of (<p(cn)}. (20") shows that the choice of the Cauchy sequence doesn't matter.
Let {dn} be a Cauchy sequence of continuous functions tending to g. Then {cp (gn)} tends to <p (g) . Since We summarize some properties of positive elements of L:
Theorem 10.
(i) The sum of two positive elements is positive.
(ii) Iff is positive, f(x)>0ae. (ii) (fg)(x) = f(x)g{x) ae.
Proof We show first that if / and g are both bounded, their product can be defined.
For let {cn} and {dn} be a pair of Cauchy sequences of uniformly bounded continuous functions, converging to / and g respectively. Their product {cndn} also is a Cauchy sequence; this may be seen from the decomposition cndn -cmdm = (cn -cm)dn + cm(dn -dm).
We define fg to be the limit of {cndn}. Clearly this limit does not depend on the choice of the sequences.
Property (i) follows directly from the construction of fg. Property (iii) follows from the observation that for continuous functions 'cndn'L < kJsupKI/,.
To prove (ii) we choose {cn} and {dn} to converge rapidly, and observe that then {cndn} also converges rapidly.
To extend the definition of fg to g merely in L we approximate g. According to Theorem 1 1, ga tends to g in the L-norm. Since (iii) holds for bounded g, 'f(ga -gb)'L < l/lsuplga -gbÌL-Since ga tends to g in the L-norm, it follows that fga converges in the L-norm to a limit; we call this limit fg.
Properties (i) and (iii) of fg follow from the corresponding properties of fg for g bounded. To prove (ii), we note that (fga)(x) = f(x)ga(x) ae by property (ii) for g bounded. Therefore lim(fga)(x) = f(x)g(x) ae as a -> oo.
We appeal now to part (iii) of Theorem 5, which shows that This shows that /(/") is an increasing sequence of numbers. Since by assumption the sequence is bounded, it follows that it tends to a limit. But then it follows from (24) that {/"} converges to a limit /.
According to part (ii) of Theorem 10, a positive function has positive values ae.
Since /"+i -/" is positive, it follows that /"(jc) is an increasing sequence of numbers for almost all jc. Therefore lim /"(jc) exists for almost all jc, if we accept oo as a limit.
According to part (iii) of Theorem 5, that pointwise limit is finite and equals f(x) for almost all jc.
A similar result holds for decreasing sequences. ■ We recall now the definition (3) of volume. From the above estimates for the function d£ it follows that d£ satisfies criterion (2) to be an admissible function for G£ U D£ in the definition of V (Ge U D£). Therefore
Kd£)< V(G£UD£).
Since V(G£) and V(D£) are both < £, we conclude that I(d£) < 2s. The next theorem shows that positivity, negativity, and boundedness of elements / of L can be defined in terms of the values f(x) of /. 'fn(x)' < g(x) ae, then {/"} converges in norm to a limit f in L, and f(x) = lim/"(x)ae.
Proof We start by defining the function <pmax of two real variables as <Pmax(a,b) = max(a,è).
It is easy to show that <pmãx satisfies '(Pmax(a, b) -<Anax(s, 0| < max(|fl -,s|, 'b -t').
Thus <pmax is a Lipschitz continuous function; it follows, just as in Theorem 9, that for any pair of elements / and g in L we can define <pmax(f, g) as an element of L. We denote this element max(/, g). As in Theorem 9, max(/, g)(x) = max(/(x), g(x)) ae.
We can then define recursively max(gi , . . . , gn) for any finite set (g' , . . . , gn) of elements in L. each gn is bounded by g, so is hn = max(gi, ... , gn) . {hn} is an increasing sequence of functions, each bounded by g. Therefore by Lemma 14, I ihH) < /(g).
It follows from Theorem 13 that hn converges to a limit A, and that sup{gn(x)} = limAn(*) = h{x) ae. ■ Let {/"} be the sequence in Theorem 7. By Theorem 16 we can define /wmax = max(/n,/n+1,...)
as an element of L. Clearly {/nmax} is a decreasing sequence, and each /nmax is bounded below by -g. It follows from Theorem 13 that /rtmax converges to a limit /max in L, and that lim/nmax(jc) = /max(jc)ae.
Since the sequence {fn(x)} converges ae, it follows from the definition of /nmax that lim/rt(jc) = lim/nmax(jc) = /max(jc) ae.
We define similarly /nmin = min(/rt,/n+1,...). {/nmin} is an increasing sequence, dominated by g; therefore by Theorem 13, /"min converges to a limit /""" in L. Since the sequence {/"(jc)} converges ae, it follows that lim/n(jc) = lim/nmin(jc) = /min(jc) ae.
It follows that /max(jc) = /min(jc) ae, and therefore by Theorem 3, part (iii), Proof. We may, by subtracting a constant from /, take a = 0. We define the Lipschitz functions cpn by 1 for,y<-l/n <pn(s) = < -ns for -'/n < s < 0 0 for 0 < 5.
The functions <pn satisfy pn(j) < (pn+l(x); therefore gn = <pn(f) satisfy gn < gn+l. Since the functions <pn are < 1, so are the gn. We appeal now to Theorem 13 and conclude that the functions gn converge to a limit g, and g(x) = limgw(*)ae. Proof Denote by fk the characteristic function of Tk. Since Tk C 7*+i, fk(x) < fk+'(x) for almost all x, and therefore by Theorem 15, fk < fk+'. Since for each fe, fk(x) < 1 ae, it follows from Lemma 14 that I(fk) < 1(1). So according to Theorem 13, the fk converge in the L-norm to a limit / and lim/*(x) = /(x)ae. We leave it as an exercise to show that if the G¡ are pairwise disjoint, equality holds in (A9). ■
