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. 4 , counting
. 5 ,




i2 , $i_{k}$ $k$ (k-way
contingency table) . $j$ $m_{j}$ , $k$
$m_{1}\mathrm{x}m_{2}\mathrm{x}\cdots\cross m_{k}$ , $i_{1}\cross i_{2}\cross\cdots i_{k}$ . ,
. 2 , .
, $N$ 2 $A,$ $B$ , $A$ , $A_{1}$ , $A_{2},$ $\cdots,$ $A_{d}$ ,
$B$ , $B_{1}$ , $B_{2},$ $\cdots,$ $B_{n}$ . $A_{:},$ $B_{j}$ ., $p_{j}.$ ,
$A_{:},$ $B_{j}$
$j$ ’ $|A:|=x:.,$ $|B_{j}|=x_{j}.$ , $|A:\cap B_{j}|=x_{1j}$. ,
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$N$ . , 2 $A,$ $B$ $H:p_{\dot{\tau}j}=p_{\dot{*}}.p.j$
. 1 2 . , $I=\{1,2, \ldots, d\},$ $J=$









. , $x$ (multiple hypergeO-
metric distribution)H(x) [ . $H(x)$ ( , f $\ovalbox{\tt\small REJECT} \mathrm{D}$ . ( , )




, $\Omega$ , $x^{*}$ ,
$.\mathrm{r}$.
$p= \sum_{x\in\Omega,\chi^{2}(x)\geq\chi^{2}(x^{*})}H(x)$
$p$ . $p$ $\alpha$ , $\chi^{2}$
, $p$ $|.\Omega|$ $\text{ _{}1}$ . , $4\cross 4$ ,
, (1000, 9000, 3000, 440), (2000, 4000, 200, 7240) $10^{23}$
, [36]. ,
95
$x\in\Omega$ , $p$ .
(Markov Chain Monte Carlo $\mathrm{M}\mathrm{e}\mathrm{t}\mathrm{h}\mathrm{o}\mathrm{d};\mathrm{M}\mathrm{C}\mathrm{M}\mathrm{C}$ ) .
MCMC ,
. , ( , –
(uniform distribution) ) ,
,
. MCMC , 1990
.
3
, . $I\cross J$
. $|I|=d,$ $|J|=n$ , $x_{1j}.$ , $a:,$ $b_{j}$ ,
$\Sigma_{j=1|j:}^{n}x\cdot=a,$ $i\in I,$ $\Sigma_{1=1}^{d}.x_{1j}.=b_{j},j\in J$ .
( $\mathrm{R}anspo\hslash ation$ problem) . , $n$
( ) $I$ , $m$ ( ) $J$ , $a:,$ $i\in I$ , $b_{j},j\in J$




Subject to. $\Sigma_{j=1|j:}^{n}x\cdot=a,$ $i=1,$ $\ldots,d$ ,
$\Sigma_{1=1}^{d}$. $x\text{ }=b_{j},$ $j=1,$ $\ldots,n$ ,
$x_{1j}.\in R_{\geq 0}$ .
, $x_{1j}.\in Z_{\geq 0}$ .
1([32]) $A$ $\{0, \pm 1\}$ , $A$ totally unimodular
.
$\{$-1, 0, $1\}-$ totally unimodular , NP-complete
[21]. $\text{ }$ , $\{0, 1\}-$ , totally
unimodular [32].
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1(Schrijver [32]) $.A$ totally unimodular $\mathrm{I}$ , $b$ ,
$P:=\{x|Ax\leq b\}$ $P$ .
$\square$
totally unimodular ,
. , $a:,$ $b_{j}$ 2 $(x_{ij})$ , $a$: $b_{j}$
( ) $x_{ij}$ , 2
counting , counting . ,
2 counting , Ehrhart [24]
volume .
3 , .
1(Sturmfels [33]) $2\cross J\cross K$ } unimodular . $\square$








2(Dyer, Kannan &Mount [19]) counting , $2\cross n$
$\# P$-complete .
, volume #P-hard
[16] , volume ($=2\cross n$ couting)
.
, counting ,





, $N\mathcal{P}$ -complete . $\square$
3 , De Loera&Onn [10] .
De Loera&Sturmfels [11] , volume , Chamber
. , ,
(1) , (2) $\mathrm{T}\mathrm{o}\mathrm{d}\mathrm{d}$
. (1),(2)
.






$n,j\in Z_{\geq 0}$ , $\{X_{n};n=0,1,2, \ldots\}$
$\mathrm{P}\mathrm{r}\{X_{n+1}=j|X_{0}, X_{1}, \ldots,X_{n}\}=\mathrm{P}\mathrm{r}\{X_{n+1}=j|X_{n}\}$
, $\mathcal{M}$ . $i$ $j$
$P(i$ , , $P(i,j)$ $P$ .
$P$ $\mathcal{M}$ $t$ $i$ $\pi_{n}(i)$ , $\pi_{n}=(\pi_{n}(1), \pi_{n}(2),$ $\ldots)$
, $\pi_{n}=\pi_{n-1}P(n\geq 1)$ , $\pi_{n}=\pi_{0}P^{n}$ . $\pi_{\mathrm{n}}$ $narrow\infty$
$\pi_{1}.0$ , $\pi$ , $\pi.=\pi P$ ,
. F. $\pi$ $\mathcal{M}$
.
, Diaconis&Saloff-Coste





Step 1. $I\cross J$ 1 $x$ 2 $i_{1}$ , $i2\in I(i_{1}<i_{2})$ , 2 $j_{1}j_{2}\in$
$J(j_{1}<j_{2})$ .
$(i_{1},j_{1})$ $(i_{1}, j_{2})$ $+1$ -1 -1 $+1$
Step 2. $x$ 1/2
(i2, $j_{1}$ ) (i2, $j_{2}$ ) -1 $+1$ $+1$ -1
.
( ) , .










2 $I\cross J$ , $f_{1},$ $\ldots,$ $f_{L}$
1. $f_{1},$ $\ldots,$ $f_{L}$ , , 0 .
2. $x$ , x/{ ,
$x’=x+\Sigma_{j=1}^{A}\epsilon_{j}f_{i_{\mathrm{j}}}$ ,
$x+ \sum_{j=1}^{A}\epsilon_{j}f_{i_{j}}\geq 0,1\leq a\leq A$
$(\epsilon_{1}, f_{\dot{\iota}}1),$
$\ldots,$
$(\epsilon_{A}, f_{\dot{\iota}_{A}}),$ $\epsilon_{\dot{*}}=\pm 1$
2 , $f_{1},$ $f_{2},$ $\ldots,$ $f_{L}$ .
, , .
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4(Hasting [22]) $f_{1},$ $\ldots,$ $f_{L}$ ,
$x\in\Omega$ , $i\in\{1, \ldots, L\},$ $\epsilon\in\{-1,1\}$ .
, $x$ $x+\epsilon f_{\dot{l}}$
$\bullet$ $x+\epsilon f_{1}$. $\in\Omega$ , $\min\{_{x)}^{H\subset\epsilon:}, 1\}$ .
$\bullet$ $x+\epsilon f_{\dot{l}}\not\in\Omega$ , $\mathrm{A}\mathrm{a}$ .









2 1 . $[\mathit{1}\mathit{5}J$
$+1$ -1 0 $+1$ 0 -1 0 $+1$ -1 $+1$ -1 0 $+1$ 0 -1
-1 $+1$ 0 -1 0 $+1$ 0 -1 $+1$ 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 -1 $+1$ 0 -1 0 $+1$
0 $+1$ -1 0 0 0 0 0 0 0 0 0
0 0 0 $+1$ -1 0 $+1$ 0 -1 0 $+1$ -1
0 -1 $+1$ -1 $+1$ 0 -1 0 $+1$ 0 -1 $+1$
100
3 . 1 -1 ,
3 .
100 $+1$ -1 0 0 1 0
0 1 0 $+(-1)\cross$ -1 $+1$ 0 $arrow$ 1 0 0
0 0 2 0 0 0 0 0 2
Diaconis&Sturmfels 2 , .
5(Diaconis&Sturmfels [15]) 2 ,
,
.






, mixing time ,
. mixing time I , total variation
[4].
3 $\mathcal{M}$ mixing time .
$\pi$ : $\Omegaarrow[0,1]$ : $\mathcal{M}$
$\pi’$ : $\Omegaarrow[0,1]$ : $\mathcal{M}$
$\mathrm{D}_{\mathrm{T}\mathrm{V}}(\pi, \pi’)=(1/2)\Sigma\{|\pi(x)-\pi’(x)| : x\in\Omega\}$ : total variation
$\mathrm{P}_{x}^{(t)}(y)$ : $\mathcal{M}$ $x$ $t$ $y$
$\tau_{x}(\epsilon)=\min\{t:\forall s\geq t, \mathrm{D}_{\mathrm{T}\mathrm{V}}(\pi, \mathrm{P}_{x}^{(s)}\leq\epsilon)\}$
,
$\tau(\epsilon)=\max\{\tau_{x}(\epsilon) : x\in\Omega\}$
$\mathcal{M}$ mixing time .
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mixing time .
$X_{0},$ $\mathrm{Y}_{0}(X_{0}\neq \mathrm{Y}_{0})$ , 2 . $t$
, $X_{t}(=\mathrm{Y}_{t})$ , .
, $X_{t}:=\mathrm{Y}_{t}$ . ,
$t+1$ , 2 $X_{0},$ $\mathrm{Y}_{0}$ .
,
. , .
mixing time , , $\ln N,$ $\ln(\epsilon^{-1})$ , rapidly
mixing . Aldous , mixing time coupling
, mixing time .
coupling , mixing time . 2
, (
) .





$\mathrm{P}_{M}(x, x’)=\sum\{\mathrm{P}((x, y), (x’, y’))|y’\in\Omega\}$ ,
$\mathrm{P}_{M}(y, y’)=\sum\{\mathrm{P}((x, y), (x’, y’))|x’\in\Omega\}$
.
, $\mathrm{P}((x, y),$ $(x’, y’))$ coupling $(x, y)$ $(x’, y’)$ , $\mathrm{P}_{M}(x, x’)$
$\mathcal{M}$ $x$ $x’$ .
coupling , $\Omega\cross\Omega$ 2 $(X_{0}, \mathrm{Y}_{0})$
. $\Omega\cross\cdot\Omega$ coupling trivial ,
.
7(Coupling lemma, Aldous [3]) $\mathcal{M}$ , $X_{0},$ $\mathrm{Y}_{0}$ $\mathcal{M}$
2 , $X_{t},$ $\mathrm{Y}_{t}$ $\mathcal{M}$ $X_{0},$ $\mathrm{Y}_{0}$ $t$ , $\epsilon$
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( $(0<\epsilon<1),$ $\mathrm{P}\mathrm{r}[X_{t}\neq \mathrm{Y}_{t}]\leq\epsilon$ , mixing time $\tau(\epsilon)$ { $t$
.
$\square$
Bubley &Dyer[7] , mixing time , coupling
path coupling . path coupling , 2
$\Omega$ . couple ,
,
, 2 $\beta(<1)$ . couple
, , Dyer&Greenhi , path coupling
, , $2\cross J$
xing time . .
Dyer &Greenhill
Step 1. $2\cross J$ $x$ 2 , $j_{2}\in J(j_{1}<j_{2})$ .
$+\theta$ $-\theta$
Step 2. $x’$ $x$ $j_{1},j_{2}$ [
$-\theta$ $+\theta$
$\mathrm{I}$ .
$x’\in Z_{\geq 0}^{2\cross J}$ $\theta$ .




$arrow$ $+$ $(\theta=-2, -1,0,1)$
$4$ 1 5 2 0 4 1 5 2 0 $-\theta$ $+\theta$
$1/4\swarrow$ $1/4\downarrow$ $1/4\downarrow$ $[searrow] 1/4$
20451214412243123421
4 3 5 0 0 4 2 5 1 0 4 1 5 2 0 4 0 5 3 0
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, 2 4 . $\theta$
4 , 1/4 . $\theta=0$ .
, mixing time .
8(Path Coupling lemma, Dyer&Greenhi11[17]) $\epsilon$
$(0<\epsilon<1)$ , $\beta<1$ , ,
$2\cross J$ $\mathcal{M}^{1}$ , mixing
time $\tau_{1}(\epsilon)$ { .
$\tau_{1}(\epsilon)\leq\ln(D\epsilon^{-1})/(1-\beta)$ ,
, $D$ path coupling .
( ), ( ), [28] , Dyer&Greenhill ,
$\underline{\{1,2\}\cross\{1,2\}\cross\cdots\cross\{1,2\}}\cross J(=\mathrm{B}^{m}\cross J)$
. Dyer& Greenhill
. $2\cross 2\cross 5$ .
5: $2\cross 2\cross 5$
. 4 1 5 2 0$21$ $21$ $43$ $31$ $21$
$arrow\ovalbox{\tt\small REJECT}_{32542}^{22431}41520+\ovalbox{\tt\small REJECT}_{-\theta}^{+\theta}11312-\theta+\theta(\theta=-1,0,1)+\theta-\theta-\theta+\theta$
32542
2 2 4 3 1
1 1 3 1 2
2 5 4 2
$1/3\swarrow$ $1/3\downarrow$ $[searrow] 1/3$
$4231$ $2211$ $4535$ $4051$ $0221\#_{32542}^{22431}4152040\#^{421}11312105302333532322$
2 1 4 4 1
4 2 5 1 0
1 2 3 0 2
3 1 5 5 2
$2\cross 2\cross 5$ 1 2 .
, 2 4 , Dyer&Greenhill $\text{ }\mathrm{o}\mathrm{e}\text{ }-\mathrm{c}.\not\in \text{ }$ .
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mixing time path coupling .
coupling trivial .
9(T.Matsui, Y.Matsui&Ono [28]) $\epsilon$ $(0<\epsilon<1)$
, , $\mathrm{B}^{m}\cross J$
$\mathcal{M}^{2}$ , mixing time $\tau_{2}(\epsilon)$ [ .
$\ovalbox{\tt\small REJECT}(\epsilon)\leq(1/2)n(n-1)\ln(dn/\epsilon)$ ,
, $|J|=n,$ $d$ , $d=N/(2^{m}n)$ .
, , mixing time
.
, mixing time $n,$ $\ln N,$ $\ln(\epsilon^{-1})$
rapidly mixing , .
6 ( ), ( ), mixing time
$\bullet 2\cross 2\cross 6$ , $N=91,$ $\epsilon=10^{-10}$
$\ovalbox{\tt\small REJECT}(\epsilon)$ $\leq$ (1/2)n(n-l) $\ln(dn/\epsilon)$
$=$ (1/2)6(6-1) $\ln((91\cross 6)/10^{-10})$
356
$\bullet$ $\mathrm{B}^{m}\cross J$ $(|J|=n)$ , 10 $(d=N/(n2^{m})=10)$
$\ovalbox{\tt\small REJECT}(\epsilon)$ $\leq$ (1/2)n(n-l) $\ln(dn/\epsilon)$
$=$ (1/2)n(n-l) $\ln(10n/\epsilon)$
$n$ 5 10 20 40 50 100
$\epsilon=10^{-10}$
$\epsilon=10^{-20}$
0.3 1.2 5.3 22 35 148
0.3 1.5 6.3 26 42 171
Welsh [35] , $I\cross J$ rapidly mixing
open . , $3\cross J$ , Dyer&Greenhill
105
mixing time .
coupling . mixing time ,
rapidly mixing
.
, 2 , , $\mathrm{O}(N)$
.
6
, [5] , $3\cross 3\cross K$ , ,
( ) .
, ,Kr0um0v[31] , 3 $4\cross 4\cross 4$
, .
, . , 2 ,
creation , , 1
, .
$3\cross 3\cross 3$ , 6 , ,
MCMC $p$ .
[1] A. AGRESTI, A survey of exact inference for contingency tables, Statistical Science,
7(1992), $\mathrm{P}\mathrm{P}$ . 131-153.
[2] A. AGRESTI, Categorical Data Analysis, John Wiley&Sons, 2002.
[3] D. ALDOUS, Some inequalities for reversible Markov chains, Journal of the London
Mathematical Society, 25 (1982), pp. 564-576.
[4] D. ALDOUS, Random walks on finite groups and rapidly mixing Markov chains, in A.
Dold and B. Eckmann, $\mathrm{e}\mathrm{d}\mathrm{s}.$ , Siminaire de Probabilitis XVII 1981/1982, vol. 986 of
Springer-Verlag Lecture Notes in Mathematics, Springer-Verlag, New York, (1983),
pp. 243-297.
106
[5] S. $\mathrm{A}_{\mathrm{o}\mathrm{K}\mathrm{I}}$ AND A. TAKEMURA, Minimal basis for connected Markov chain over
$3\cross 3\cross K$ contingency tables with fixed two-dimensional marginals, Technical Re-
port METR 2002-02, Dept. of Mathematical Engineering and Information Physics,
Faculty of Engineering, The University of Tokyo, 2002.
[6] D. $\mathrm{A}_{\mathrm{V}\mathrm{I}\mathrm{S}}$ AND K. FUKUDA, A pivoting algorithm for convex hulls and vertex enu-
meration of arrangements and polyhedra, Discrete Comput. Geom., 8, (1992), pp.
295-313.
[7] R. BUBLEY AND M. DYER, Path coupling: Atechnique for proving rapid mixing in
Markov chains, 38th Annual Symposium on Foundahons of Computer Science, IEEE,
San Alimitos, (1997), pp. 223-231.
[8] R. BUBLEY Randomized Algorithms $j$ Approximation, Generation, and Counting,
Springer-Verlag, New York, 2001.
[9] F. R. K. $\mathrm{c}_{\mathrm{H}\mathrm{U}\mathrm{N}\mathrm{G}},$ R. L. GRAHAM, AND S. T. $\mathrm{Y}\mathrm{A}\mathrm{U}$ , On sampling with Markov
chains, Random Structures and Algorithms, 9 (1996), pp. 55-77.
[10] J. DE LOERA AND S. $\mathrm{O}\mathrm{N}\mathrm{N}$ , The Complexity ofTree-Way Statistical Tables, $\mathrm{p}\dot{\mathrm{r}}\mathrm{e}\mathrm{p}\mathrm{r}\mathrm{i}\mathrm{n}\mathrm{t}$ ,
2002.
[11] J. DE LOERA AND B. STURMFELS, Algebraic Unimodular co.unting, preprint, 2000.
[12] P. DIACONIS AND B. EFFRON, Testing for independence in atwO-way table: new
interpretations of the chi-square statistics (with discussion), Annals of Statistics, 13
(1985), pp. 845-913.
[13] P. DIACONIS AND A. GANGOLLI, Rectangular arrays with fixed margins, in D.
ALDOUS, P. P. VARAIYA, J. SPENCER, AND J. M. STEELE (Eds.), $IMA$ Volumes
on Mathematics and its Applications, 72 (1995), pp. 15-41, Springer, New York.
[14] P. DIACONIS AND L. SALOFF-COSTE, Random walk on contingency tables with
fixed row and column sums, Technical Report, Department of Mathematics, (1995),
Harvard University.
[15] P. DIACONIS AND B. $\mathrm{s}_{\mathrm{T}\mathrm{R}\mathrm{U}\mathrm{M}\mathrm{F}\mathrm{E}\mathrm{L}\mathrm{S}},$ Algebraic algorithms for sampling from condi-
tional distributions, The Annals of Statistics, 26 (1998), pp. 363-397.
107
[16] M. DYER AND A. M. FRIEZE, On the complexity of computing the volume of a
polyhedron, SIAM J. Comput., 17 (1988), pp. 27-37.
[17] M. DYER AND C. GREENHILL, Amore rapidly mixing Markov chain for graph
colourings, Random Structures and Algorithms, 13 (1998), pp. 285-317.
[18] M. DYER AND C. GREENHILL, Polynomial-time counting and sampling of twO-rowed
contingency tables, Theoretical Computer Sciences, 246 (2000), pp. 265-278.
[19] M. DYER, R. KANNAN, AND J. MOUNT, Sampling contingency tables, Random
Structures and Algorithms, 10 (1997), pp. 487-506.
[20] R. A. FISHER, Statistical Methods for Research Workers, Oliver and Boyde, Edin-
burgh, 1934.
[21] M. R. GAREY AND D. S. JOHNSON, Computers and Intractability, AGuide to the
Theory of $N\mathcal{P}$-Completeness W. H. Freeman and company, New York, 1979.
[22] W. K. HASTING, Monte Carlo sampling methods using Markov chains and their
applications, Biometrika, 57 (1970), PP. 97-109.
[23] D. HERNEK, Random generation of $2\cross n$ contingency tables, Random Structures
and Algo thms, 13 (1998), pp. 71-79.
[24] , , . ( ),1995.
[25] R. W. IRVING AND M. R. JERRUM, Three dimensional statistical data security
problems, SIAM Journal on Computing, 23 (1994), pp. 170-184.
[26] M. R. JERRUM AND A. SINCLAIR, The Markov chain Monte Carlo method: an
approach to approximate counting and integration, in Approimation Algorithm for
$NP$-hard problems, D. S. HOCHBAUM (Ed), PWS publishing, Boston, 1997, $\mathrm{p}\mathrm{p}$ .
482-520.
[27] R. KANNAN, P. TETALI AND S. VEMPALA, Simple Markov chain algorithm for
generating bipartite graphs and tournaments, in 8th Annual Symposium on Discrete
Algorithms, ACM-SIAM, San Francisco, California, 1997, pp. 193-200.
108
[28] T. MATSUI, Y. MATSUI AND Y. ONO, Random Generation of $\mathrm{B}^{m}\cross J$ Contingency
Tables, preprint, 2002.
[29] C. R. MEHTA AND N. R. PATEL, Anetwork algorithm for performing Fisher’s
exact test in $r\cross c$ contingency tables, Journal of the American Statistical Association,
78(1983), pp. 427-434.
[30] K. PEARSON, On the $\chi^{2}$ test of goodness of fit, Biometrika, 14 (1922), pp. 186-191.
[31] T.SAKATA, R. SAWAE AND V. KROUMOV, Applications of Gr\"obner Basis to Anal-
ysis of Contingency Tables and Integer Programming, preprint, 2002.
[32] A. SCHRIJVER, Theory of Linear and Integer Programming, Wiley, Chichester, 1986.
[33] B. STURMFELS, Gr\"obner Bases and Convex Polytopes, University Lecture Notes
Series, 8, American Mathematical Society, 1995.
[34] A. TAKEMURA AND S. AOKI, Some characterizations of minimal Markov basis for
sampling from discrete conditional distributions Technical Report METR 2002-04,
Dept. of Mathematical Engineering and Information Physics, Faculty of Engineering,
The University of Tokyo, 2002.
[35] D. WELSH, The computational complexity of some classical problems from statistical
physics, in Disorder in Physical Systems, Oxford University Press, 1990, pp. 307-321.
[36] D. WELSH, Approximate Counting, in Surveys in Combinatorics, edited by $\mathrm{R}.\mathrm{A}$ .
Bailey, London Mathematical Society Lecture Notes, 241 (1997), pp. 287-323.
109
