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The integration of active silicon components in polymer microfluidic devices 
by 
Michael Grad 
Early microfluidic devices borrowed technology from established CMOS 
microfabrication, and were therefore structurally similar to silicon computer chips. In 
the late 1990's, George Whitesides' group pioneered a cheaper, mass producible 
polymer device fabrication technique called 'soft lithography' that revolutionized 
modern microfluidics. This dissertative work has been focused on re-introducing silicon 
as a common material in microfluidic devices, but as an active component instead of a 
structural one. These active components exploit the optical properties, electronic 
properties, and optoelectronic properties of silicon. The optical properties of silicon are 
utilized in the integration of silicon nanophotonic ring resonators as refractive index 
sensors embedded in microfluidic channels. The electronic properties of silicon are 
utilized in the fabrication of an ultra-thin Schottky diode for use as a transmission 
radiation particle detector for focused ion-beams. Finally, the optoelectronic properties 
of silicon are used as a photoconductive layer in light-induced dielectrophoretic 
manipulation of cells. These three projects are combined to investigate optofluidic 







Abstract .................................................................................................................... i 
Table of Figures ....................................................................................................... iv 
List of Publications .................................................................................................. ix 
Acknowledgements .................................................................................................. x 
Chapter 1 - Introduction ......................................................................................... 1 
1.1. Microfluidics Primer ..................................................................................... 1 
1.1.1. Microfluidic Applications ....................................................................... 3 
1.1.2. Microfluidic Fabrication ........................................................................ 7 
1.2. Optofluidics Primer ...................................................................................... 8 
1.2.1. Directional/Causal relationship between optics and fluidics ................ 9 
1.2.2 Materials and Light sources.................................................................. 11 
1.2.3 Optofluidic applications........................................................................ 14 
1.2.4 Optofluidics Outlook............................................................................. 16 
1.3. Radiation Biophysics and Microfluidics ...................................................... 17 
1.3.1. Flow and Shoot (FAST) Microbeam and C. Elegans Worm Clamps ..... 18 
1.3.2. Cell Sorting for Microbeams ................................................................ 21 
1.4. Conclusion .................................................................................................. 28 
Chapter 2 - Optical Properties of Silicon: Optofluidic Sensing ............................. 30 
2.1. Background and Motivation ....................................................................... 30 
2.2. Nanophotonic Resonators .......................................................................... 33 
2.3. Microfluidic Manufacturing and Integration ............................................. 35 
2.4. Single Resonator Experiments.................................................................... 36 
2.4.1.  Steady State Measurements .............................................................. 36 
2.4.2. Time-resolved measurements: Interrogated Wavelength ..................... 38 
2.4.3. Time-resolved measurements: Temporal Resolution ......................... 40 
2.4.4. Time-resolved measurements: Film Thickness ................................... 42 
2.5. Multiple Resonator Experiments ............................................................... 47 
2.5.1. Improved Scalability: Parallel Sensing ................................................. 49 





2.6. Conclusion .................................................................................................. 52 
Chapter 3 - Electronic Properties: Charged Particle Detection ............................ 54 
3.1. Background and Motivation ....................................................................... 55 
3.1.1. Particle range and energy depostion into an absorbing material....... 56 
3.1.2. Detector Physics .................................................................................. 59 
3.1.3. Detector applications .......................................................................... 60 
3.2. Materials and Methods .............................................................................. 62 
3.2.1. Fabrication ........................................................................................... 62 
3.2.2. Experimental Setup ............................................................................. 63 
3.2.3. Thickness measurement ...................................................................... 66 
3.3. Experiments ................................................................................................ 68 
3.3.1. Diode Characteristic Measurements: I-V and C-V curves ................... 69 
3.3.2. Helium Nuclei using the 8.5 µm detector ........................................... 70 
3.3.3. Hydrogen Nuclei using the 13.5 µm detector ..................................... 77 
3.4. Conclusion .................................................................................................. 78 
Chapter 4 - Optoelectronic Properties: Optofluidic Manipulation ....................... 79 
4.1. Background and Motivation ....................................................................... 79 
4.1.1. Light-induced DEP theory .................................................................... 81 
4.2. Design ......................................................................................................... 84 
4.3. Materials and Methods .............................................................................. 87 
4.3.1. Fabrication ........................................................................................... 87 
4.3.2. Integration into RARAF Microbeam .................................................... 89 
4.3.3. Cell and Bead suspension preparation ................................................ 91 
4.3.4. Projection Software ............................................................................. 93 
4.4. Experimental validation of OET and laser irradiation ................................ 94 
4.4.1. OET Bead Control ................................................................................ 94 
4.4.2. OET Cell Control ................................................................................... 96 
4.4.3. Cell Irradiation ..................................................................................... 97 
4.5. Discussion and conclusions ........................................................................ 99 
Chapter 5 - Conclusions and Future Work ...................................................... 101 





5.2. Charged particle detection ................................................................... 102 
5.3. Optofluidic Manipulation ..................................................................... 103 







Table of Figures 
Figure 1: Microfluidic applications include (a) shrinking a chemistry lab [5] onto a single chip (termed Lab-
on-a-Chip). (b) The credit-card sized chip can contain an intricate plumbing network. This thesis 
describes optofluidic sensing and manipulation with Lab-on-a-Chip applications [2]. ........................ 4 
Figure 2: Enhanced mixing in microfluidic devices through segmented flow. (a-b) geometry of segmented 
flow droplet generation, including cross geometry and T-junction [9]. (c-d) oil/water segmented flow 
has been shown to eliminate dispersion along the length of the channel and reduce mixing time 
from seconds to milliseconds [7]. (e) gas/liquid segmented flow shows similar increases in mixing 
time, and the recirculation flow pattern between bubbles is measured by micro particle image 
velocimetry (µPIV)  [10]. ....................................................................................................................... 6 
Figure 3: Segmented flow in (a) straight channels and (b) serpentine channels, taken from [9]. The 
symmetric flow pattern in the straight channel does not fully mix the top and bottom of the droplet. 
The serpentine channels apply a time-periodic boundary condition that induces chaotic advection, 
and fully mixes the droplet. .................................................................................................................. 7 
Figure 4: Microfluidic fabrication techniques. (a) Silicon microfabricated devices [3]. (b) soft lithography of 
polymers such as PDMS [12]. (c) Today, many companies exist to provide microfluidic connections 
and tubes [13]. ...................................................................................................................................... 8 
Figure 5: Optofluidic devices demonstrating the following causal relationships: fluids that cause effects on 
light, light that causes effects on fluids, and a bi-directional relationship between the light and fluid. 
Figure (a) shows a reconfigurable micro-optofluidic lens that can adapt its focal length based on flow 
rate [22]. Figure (b) shows a device that uses patterned light to cure shapes in a UV-curable polymer 
flowing in a microfluidic channel [23]. Figure (c) shows an integrated optofluidic dye laser [24]. .... 10 
Figure 6: Material types used in construction of optofluidic devices include (a) fluid-solid interfaces [18], 
(b) fluid-fluid interfaces [27], or (c) colloidal suspensions [33]. .......................................................... 11 
Figure 7: Optofluidic applications can include optofluidics for energy, optofluidic for chemical and 
molecular analysis, and optofluidics for biological manipulation. (a) optofluidics can enhance light 
collection and distribution in photobioreactors and photocatalytic devices that generate fuel from 
CO2 and light [40]. (b) optofluidic refractive index sensors are label-free, have small detection 
volumes, and are sensitive down to single molecules [41]. (c) optogenetic modification of neurons in 
C. Elegans worms allows for optical manipulation of the organisms forwards, backwards, and 
twisted into shapes on command [36]. .............................................................................................. 14 
Figure 8: The Radiological Accelerator Research Facility (RARAF) has a linear particle accelerator and a 
focused ion beam that can target single cells with radiation for radiobiological experiments. ......... 17 
Figure 9: The Flow and Shoot (FAST) microbeam integrates a microfluidic channel into the existing 
microbeam irradiator for higher throughput irradiations of non-adherent samples. ........................ 19 
Figure 10: Microfluidic devices under test at RARAF are used to manipulate cells and small organisms such 
as C. Elegans worms. ........................................................................................................................... 20 
Figure 11: Schematic of cell sorter flow channels. The cells flow from I.  Flows from S1 or S2 are used to 





Figure 12: Major components of the cell sorter chip.  Dimensions given in mm.  See text for further detail.  
Adhesive tape is applied to the lower chip surface to seal channels.................................................. 24 
Figure 13: (left) images of sorting polymer beads. The red circles indicate 11 micron polymer beads. The 
top image shows an incoming bead, the middle image shows the bead directed to the top outlet 
channel, and the bottom image shows the bead directed to the bottom channel. The bead-laden 
fluid is lightly dyed with ink to show the direction the bead will take. (right) A similar set of images 
showing the sorting of trypsinized human fibroblasts. These pictures were taken with phase contrast 
lighting conditions to facilitate the visualization of the transparent cells, but also causing the dark 
shading on the right half of the pictures. ............................................................................................ 28 
Figure 14: (a-d) Scanning Electron Microscope images of the microring resonators. The waveguides are 
250 nm high, and 500 nm wide. (a) 8 μm 2-port resonator. Full Width Half Max (δλ) is 165 pm, and Q 
factor (Q= δλ/λ0) is ~9000. (b) 35 μm 4-port resonator. δλ is 140 pm, and Q factor is ~11000. (c) 
45μm 2-port resonator. δλ is 200 pm, and Q factor is ~7500. (d) 106 μm 4-port resonator. δλ is 90 
pm, and Q factor is ~17000. (e) Assembly of sensor and microfluidic channel and connections. The 
channel is made from PDMS clamped between a PMMA manifold and the Si/SiO2 substrate. (f) 
Mould used to fabricate the microchannel with 3 inlet and outlet pillars, machined into PMMA using 
a micromilling machine. ...................................................................................................................... 34 
Figure 15: (a) Example of steady-state resonance shifts from different concentrations of salt solutions 
flowed along the microchannel. Lorentzian curves are fitted to the resonant peaks. (b) Measured 
resonance shifts as a function of salt concentration, with linear regression. .................................... 37 
Figure 16: (a) Example output voltages from the sensor in 100 m channels for different interrogated 
wavelengths, with Ca = 0.002. The axes on the inset graphs are time and voltage. The output voltage 
is the difference between the low and high voltage plateaus, corresponding respectively to oil slugs 
or water plugs flowing over the sensor. The sharp decreases are ignored. (b-d) Phenomenological 
graphs explaining why there is a sharp decrease in voltage before and after a plug flows over the 
resonator, as seen in the insets of Figure 16a. The circles represent the signal from the 
photodetector when the sensor is covered with oil, and the squares represent the signal from the 
photodetector when the sensor is covered with a water droplet and thin oil film. The output voltage 
is the difference between these two values. ...................................................................................... 39 
Figure 17: (a) Voltage from a train of short drops passing over the sensor, with Ltotal ~ 200μm. (b) 
Photograph of a drop flowing with Ca = 0.002 along a 125 μm channel, showing lengths Lf, Lm, and Le. 
The ratio Lf/Le corresponds to the ratio τf/τe because the plug velocity is constant. Finally, voltages 
measured during the transit of the (c) front, (d) rear sections of a longer drop passing over the 
sensor, with Ltotal ~ 2mm. Fourteen sets of voltage measurements are split into sections, normalized 
by subtracting their mean value, and plotted simultaneously. Exponential curves are then fitted to 
the front and rear ends of the drop, to identify time constants τf, and τe. ......................................... 42 
Figure 18: (a) Output voltage as a function of capillary number for a constant channel width of 125 m. (b) 
Output voltage as a function of channel width, for Ca = 0.002 (c) Film thickness measured from 
output voltages as a function of capillary number for constant channel width. Also plotted on the 
same graph are numerical simulations from Hazel and Heil [76], and experimental results from Han 
and Shikazono [80]. (d) Film thickness measured from output voltages as a function of channel 
width for constant capillary number. Also plotted on the same graph are numerical simulations from 
Hazel and Heil [76], and experimental results from Han and Shikazono [80]. The error bars are 
calculated by the propagation of a 0.1V output voltage uncertainty through the film thickness 





Figure 19: Simulations of effective index of refraction as a function of film thickness, and curve fitted to 
the simulation data. Inset: Exaggerated simulation geometry, with wavy oil-water interface obtained 
from simulations in [84]. ..................................................................................................................... 46 
Figure 20: geometry of multiplexed resonator chip and integrated microfluidic channels. Light is coupled 
to the waveguide from optical fibers with a ~2μm Gaussian waist. PDMS microchannels are aligned 
over the resonators perpendicular to the waveguides. ...................................................................... 48 
Figure 21: multiplexed sensing of water and 3% salt. When water fills both channels (blue curve), the two 
resonances overlap. When water is in the first channel and an aqueous salt solution fills the second 
channel (black curve) there are two resonant peaks corresponding to the different indices of 
refraction. ........................................................................................................................................... 50 
Figure 22: Temperature-induced drift of resonant wavelength: a) transmission intensity as a function of 
wavelength showing the two resonant peaks at two different temperatures. b) the quantification of 
this figure for a series of temperatures between 26 and 48 degrees. The blue curve represents the 
value of the first resonant wavelength, λ1, as a function of temperature, normalized to 26 degrees. 
The green curve represents the difference between resonant peaks, λ2-λ1, as a function of 
temperature. ....................................................................................................................................... 52 
Figure 23: the current microbeam setup at RARAF [92]. The commercial radiation detector fully absorbs 
the radiation, and therefore must be placed behind the sample. This work describes the fabrication 
and testing of a thin transmission detector placed before the sample. ............................................. 56 
Figure 24: (a) LET, and (b) Range as a function of Particle Energy. Values obtained from SRIM. ................ 58 
Figure 25: exploded view of the detector (a), and images of top (b) and bottom (c) of detector. A 
crystalline silicon chiplet is suspended over a hole drilled into a glass slide using SU-8, a UV curable 
epoxy. Gold and aluminum electrodes are deposited using shadow masks, and the silicon chiplet is 
etched to its final thickness from the backside. Electrical connections are attached using conductive 
epoxy. .................................................................................................................................................. 63 
Figure 26: (a) placement of the transmission detector between a radiation source and the commercial 
absorption detector above it. (b) Cross-section view of the endstation and detector placement..... 64 
Figure 27: experimental setup: electronics used for detection of charged particles for both the 
transmission detector and the absorption detector. The biased detectors generate charge carriers 
that are converted to a voltage pulse using a pre-amplifier. The small pulses are amplified and 
measured by either an oscilloscope or analog to digital converter multiple channel analyzer (ADC-
MCA). .................................................................................................................................................. 65 
Figure 28: Proton energy loss measurement to determine the thickness of the samples. Protons were 
detected in the commercial detector, with and without passing through our samples. ................... 66 




 particles through our samples. Measurements were 
taken from the commercial detector set up behind our transmission detector. t is the thickness of 
the sample between the radiation source and the commercial detector, and c is the count rate 




 particles only pass 
cleanly through the 8.5 µm sample. ................................................................................................... 68 
Figure 30: I-V curves and C-V curves of 4 diode samples to ensure they behave like diodes, and that 
current only flows in the forward direction. This allows an electric field to be set up when biased in 





Figure 31: Oscilloscope trace of coincident pulses from the 8.5 µm transmission detector and the 
commercial absorption detector mounted behind it. These traces were taken with 40V bias, the 
beam located at the center of the two electrodes, and triggered on the commercial detector. ....... 70 
Figure 32: The beam was traversed across the detector perpendicular to the gold and aluminum 
electrodes. The gap between the electrodes is 720 µm, and measurements were taken at 150 µm 
intervals............................................................................................................................................... 72 
Figure 33: Traverse experimental results, showing distribution of pulses as a function of (a) distance from 
the gold electrode and (b) count rate at the same points. The aluminum electrode is 720 µm from 
the gold electrode. This experiment was done with 5.4 MeV He and a 40V bias voltage. ................. 72 
Figure 34: (left) ADC-MCA histograms of detections from the transmission detector and the absorption 
detector, with and without the interstitial transmission detector. The acquired count rates for the 
transmission detector, the absorption detector, and the omitted transmission detector were 737, 
757, and 734, respectively. (right) A comparison of the acquired count rate from the 8.5µm 
transmission detector and the commercial detector for multiple operating conditions. Count rates 
deviated by no more than 10% for the transmission and absorption detector. ................................ 74 
Figure 35: polypropylene knife edge scans of the beam before (red) and after (black) passing through the 
8.5 µm detector. This graph shows the relative energy of the particles that pass through the knife 
edge as a function of distance. A line is fitted to the slope of the curve, and the beam size is 
determined by the intersection of the linear fit at fully occluded (relative energy = 0) and fully 
unoccluded (relative energy = 1). ....................................................................................................... 76 
Figure 36: Oscilloscope trace and ADC-MCA distribution of pulse heights for protons. Enough energy 
appears to be deposited in the 13.5 µm detector for the detection of protons. ............................... 77 
Figure 37: Cross section schematic of an optofluidic manipulation device. The projected pattern of light 
and the microscope visualization both come from the top surface, so the bottom electrode does not 
need to be transparent. ...................................................................................................................... 84 
Figure 38: Geometry of 2D numerical simulation. The colors represent the logarithmic plot of the gradient 
of the square of the electric field magnitude, and the arrows represent the direction of the DEP 
force on a particle attracted to the light pattern. The magnitude of the DEP force is calculated using 
equation 1. .......................................................................................................................................... 85 
Figure 39: Simulated force as a function of medium conductivity. The RMS voltage applied is 10 V, at a 
frequency of 100 kHz. The maximum force occurs at around 3-4 mS/m. .......................................... 86 
Figure 40: a) The microfluidic chamber consists of the OET sandwich (ii & iv) separated by a 50-µm thick 
rubber gasket (iii) and held together by a PMMA clamp and 4 screws (i & v). b) Microfluidic 
connectors were glued around holes drilled into the top surface. ..................................................... 88 
Figure 41: The experimental setup and hardware required to integrate the 3 light sources (A, B, and C) 
into the microscope. Optical elements such as a cold mirror (D), dichroic mirror (E), and GFP cube (F) 
are used to project red and blue light onto the sample (G), and a green emission filter (H) only 
allows the signal from the stained/GFP-tagged cells to reach the camera. ....................................... 90 
Figure 42: Projected MATLAB image. The user can control the color, location, speed and size of the shape 





Figure 43: Four images displaying the ability to move a single bead to each corner of the screen. The scale 
bar is 100 µm. ..................................................................................................................................... 95 
Figure 44: Experimental speed of manipulation as a function of liquid layer conductivity. Polymer spheres 
with 10 µm diameter were manipulated by OET with 10 V and 100 kHz, reaching speeds of up to 50 
µm/s. ................................................................................................................................................... 96 
Figure 45: Three frames taken from a movie showing the ability to move a single fluorescent cell. The 
pattern is red with a small amount of green added for visibility through the green band pass filter. 
The cells are stained with Cell Tracker Green cytoplasmic stain. The scale bar is 100µm.................. 97 
Figure 46: With low exposures of radiation (3.6 mJ, 800 nm, which acts like 400 nm or 267 nm in a 2- or 3-
photon excitation mode), single strand breaks are created in DNA present in the nucleus. XRCC1 is a 
repair protein that is recruited to sites of DNA single strand breaks and forms a brighter fluorescent 
focus. The first seven frames depict images taken every 10 seconds. A cell initially in the top left 
corner of the field (A), is brought to the center of the screen using OET for irradiation (B), and a 
focus subsequently forms (C-G). Finally, after 5 mins, the focus fades commensurate with DNA 
repair, and the cell is moved to the right side of the field (H). Images are taken at 500 ms exposure 
time with the projected light pattern filtered out by a bandpass filter, and the scale bar is 100 um. 
Arrows highlight the location of the cell. ............................................................................................ 98 
Figure 47: With high exposures of UV radiation (28.95 mJ, 750 nm, which acts like 375 nm or 250 nm in a 
2- or 3- photon excitation mode), the entire cell is damaged. The cell starts on the left side of the 
image (A), and is brought to the center of the middle image using OET (B) for irradiation (C). Images 
are taken at 500 ms exposure time with the pattern filtered out by a green bandpass filter, and the 





List of Publications  
The following publications have resulted from this work: 
Grad, M., C.C. Tsai, M. Yu, D.L. Kwong, C.W. Wong, and D. Attinger, Transient 
sensing of liquid films in microfluidic channels with optofluidic microresonators. 
Measurement Science and Technology, 2010. 21(7): p. 075204. 
Garty, G., M. Grad, B.K. Jones, Y. Xu, J. Xu, G. Randers-Pehrson, D. Attinger, and 
D.J. Brenner, Design of a novel flow-and-shoot microbeam. Radiation protection 
dosimetry, 2011. 143(2-4): p. 344-348. 
Grad, M., A. Harken, G. Randers-Pehrson, D. Attinger, and D. Brenner, An ultra-
thin Schottky diode as a transmission particle detector for biological microbeams. 
Accepted to Journal of Instrumentation, 2012. 
Grad, M., A. Bigelow, G. Garty, D. Brenner, and D. Attinger, Integration of light-
induced dielectrophoretic particle manipulation into biological microbeams. Accepted to 
Review of Scientific Instruments, 2012. 
M.  Buonanno, G. Garty, M. Grad, M. Gendrel, O. Hobert and D.J. Brenner, 









There are many people that must be acknowledged for their help and support 
over the last 5 years. First, I would like to thank my advisor Daniel Attinger for his 
continuous wisdom and guidance. I could not have succeeded without his constructive 
input and mentorship, which continued even from a different school across state lines. 
Second, I would like to thank my co-advisors, who took me in at Columbia in the last 
year: David Brenner and Chee Wei Wong. Finally, I extend my gratitude to the balance 
of my thesis committee for their sponsorship and insight: Qiao Lin, and Jung-Chi Liao. 
I had the privilege of working closely with very talented people in three separate 
labs. I am indebted to my colleagues in Daniel’s Lab for Microscale Transport 
Phenomena: Amy, Jie, Raj, Erik, and Junfeng. I had the pleasure of collaborating and 
learning from Chee Wei’s Nanophotonics lab members: James, Serdar, and Rohit. 
Finally, I owe a great amount of gratitude to David and the Center for Radiological 
Research: Erik and Lubomir, and the Radiological Research Accelerator Facility: Alan, 
Andrew, Brian, Gerhard, Guy, Manuella, Steve, and Yanping. 
Funding for this work was partially supported by the Columbia University 
Department of Mechanical Engineering, the National Science Foundation (NSF grants 
0701729 and 1102163) and the National Institute of Health (NIH grant number P41 
EB002033). 
Most importantly I must acknowledge and thank my friends and family, all of 





years. I have relied heavily on an incredible group of friends: Jordan, Amanda, Carlo, 
Monica, Ryan, Michele, Amy, Paul, Nick, Erika, JP, Erik, Keren, and many more. I am 
thankful for the support of my family, including my grandmother, my aunts and uncles 
and cousins. Jerry/Helen, Kenny and Dave/Tamara are as close as my immediate family. 
Kevin and Jeff are like brothers to me, and together with their better halves Jordana and 
Bailey have always been there for me. Last, but certainly not least, this thesis is 






Chapter 1 - Introduction 
This thesis presents the integration of active silicon components in polymer 
microfluidic devices. These active components rely on three intrinsic properties of 
silicon (i.e. optical, electronic, and optoelectronic properties) for optofluidic sensing and 
manipulation in microfluidic devices with applications in radiation biology. Chapter 1 
provides background information, including a primer on microfluidics and optofluidics, 
and their relevance to radiation biology at Columbia University's Radiological Research 
Accelerator Facility (RARAF). Chapter 2 focuses on the optical properties of silicon by the 
investigation of silicon nanophotonic structures embedded in microfluidic channels. 
Chapter 3 focuses on the electronic properties of silicon commensurate with the 
fabrication of an ultra-thin Schottky diode for use as a transmission charged particle 
detector in biological microbeams. Chapter 4 focuses on the optoelectronic properties 
of silicon by the integration of a photoconductive amorphous silicon layer in an 
optofluidic manipulation device. Chapter 5 provides a summary and an outlook on the 
future research areas in this field. 
1.1. Microfluidics Primer  
The term microfluidics is used to describe the behavior and control of liquids at 
small scales. In order to understand why one might be interested in microfluidic 
research, let us first introduce the difference between ‘micro’-fluidics and ‘macro’-





we are mostly interested in Newtonian liquids, we consider the Incompressible Navier-
Stokes (N-S) Equation:  
   Equation 1 
Using a scaling approach, we will show what terms are important in microfluidic 




, we can write the 
terms of the incompressible N-S as a function of the following dimensionless numbers 
(denoted with ~). 
      
 
Then we can write the Navier-Stokes Equation in terms of these dimensionless 
numbers: 
     Equation 2 
 






Re  is the Reynolds number. 
 In microfluidic devices, we are dealing with small length scales (L → 0), and 
therefore we are also dealing with small Reynolds numbers (Re → 0). Therefore, viscous 
forces become more relevant than inertial forces. Also, the left side of the dimensionless 
N-S equation becomes negligible, and we are left with the linear Stokes Equation: 



















































Another simple scaling law can be used to compare interfacial forces (such as 
surface tension) to volume forces (such as gravity). Surface area scales with L2, and 
volume scales with L3. Therefore the ratio of the two types of forces is: 
     Equation 4 
 
 Again, in microfluidic devices, length scales are small (L → 0), therefore we can 
conclude that the dominant forces in microfluidics are: viscous forces and surface 
tension. 
1.1.1. Microfluidic Applications 
Microfluidic networks of channels and chambers have found a unique 
application in the area of Lab-on-a-Chip. In the broadest terms, Lab-on-a-Chip is defined 
as the scaling of a biological or chemical laboratory onto a centimeter scale chip using 
microfabrication techniques [2, 3]. This application is an extension to the Micro Total 
Analysis System (µTAS) concept, a scaled down version of the Total Analysis System 
(TAS) proposed by analytical chemists in the 1980's, where interconnected tubing was 
used to perform complex analytical procedures [3]. Microfluidic channels are used to 
manipulate µL volumes of liquids to perform chemical reactions with less costly and 













    
Figure 1: Microfluidic applications include (a) shrinking a chemistry lab [5] onto a single chip 
(termed Lab-on-a-Chip). (b) The credit-card sized chip can contain an intricate plumbing network, 
such as those shown by Thorsen [2]. This thesis describes optofluidic sensing and manipulation 
with Lab-on-a-Chip applications.  
The movement towards Lab-on-a-chip offers the several advantages. The small 
sizes of the channel allows complex networks to take up less space, and therefore an 
entire process can be performed on a cm sized chip [3]. The small size of these 
microfluidic channels uses less volume of liquid, and is also naturally conducive to the 
execution of many tasks in parallel. The integration of valves and pumps can lead to an 
entire plumbing network on a chip (Figure 1b) [2]. The reduction in sample volume and 
increase in throughput via parallelization leads to reduced cost and increased safety, 
because channels and tubes perform operations rather than human hands [3]. A key 
parameter in the success of this movement will be to integrate sensing into these 
devices. Currently many processes are overseen by a bulky microscope and camera. A 
true lab-on-a-chip cannot be realized until the entire process is integrated onto the chip, 
including sensors, as will be discussed in chapter 2. Many chemical reactions are 
performed in microfluidic channels, but due to the small Reynolds numbers, care must 





patterned mixers [6], or the generation of a periodic pattern of immiscible plugs and 
slugs called segmented flow [7]. 
As discussed in section 1.1, the small length scales in microfluidic devices leads 
to small Reynolds numbers. Therefore, in a single-phase flow pattern, mixing is limited 
to diffusion. The typical time scale for mixing two miscible liquids is given by t = L2/D, 
where D is the diffusion coefficient (typically ~1e-10 m2/s), and L is distance the fluid 
particles must diffuse across (typically half the microfluidic channel) [1]. If a channel is 
100 µm wide, this diffusion time can be on the order of 25 seconds, which defeats the 
purpose of the Lab-on-a-Chip miniaturization. The efficiency of mixing governs the rate 
of chemical reactions, and the time-scale of heat and mass transfer in the microfluidic 
channels [8, 9]. 
Segmented flow, or encapsulating the reagents into a series of droplets 
separated by an immiscible continuous phase, can be generated by co-flowing liquids in 
a cross-shaped geometry or perpendicular flowing liquids in a T-junction (Figure 2a-b). 
The encapsulation into droplets has been shown to eliminate dispersion along the 
length of the channel and decrease mixing time to the order of several milliseconds 
(Figure 2c-d) [7]. Similar recirculating flow patterns are also demonstrated in gas/liquid 
segmented flow, and measured experimentally with micro particle image velocimetry 






Figure 2: Enhanced mixing in microfluidic devices through segmented flow. (a-b) geometry of 
segmented flow droplet generation, including cross geometry and T-junction [9]. (c-d) oil/water 
segmented flow has been shown to eliminate dispersion along the length of the channel and 
reduce mixing time from seconds to milliseconds [7]. (e) gas/liquid segmented flow shows similar 
increases in mixing time, and the recirculation flow pattern between bubbles is measured by 
micro particle image velocimetry (µPIV)  [10]. 
 
The enhancement in mixing comes from the introduction of chaotic advection in 
the droplets through the time-periodic boundary condition applied by the serpentine 
channel [11]. Although there is recirculation even in a straight microfluidic channel that 
will lead to increased heat transfer [8], the flow pattern is steady and symmetric, and 
the two liquids may not thoroughly mix from top to bottom (Figure 3a). The serpentine 
channel applies an alternating boundary condition, creating two uneven and unsteady 





3b) [9]. The improvement induced by the chaotic advection in the serpentine channel 







chaotic       (Equation 5) 
where Pe = uW/D is the Peclet number based on the channel width W, velocity 
u, and diffusion coefficient D, and L* = L/W is the dimensionless droplet length 
normalized by the channel width. 
 
Figure 3: Segmented flow in (a) straight channels and (b) serpentine channels, taken from [9]. 
The symmetric flow pattern in the straight channel does not fully mix the top and bottom of the 
droplet. The serpentine channels apply a time-periodic boundary condition that induces chaotic 
advection, and fully mixes the droplet.  
 
1.1.2. Microfluidic Fabrication 
Microfabrication techniques for microfluidic devices have changed significantly 
since their early development [3]. In the early 1990's microfluidic fabrication evolved 
from CMOS processing, and therefore initial systems were structurally similar to 
computer chips - they were primarily silicon based. Figure 4a shows microfabricated 






Figure 4: Microfluidic fabrication techniques. (a) Silicon microfabricated devices, as shown in [3]. 
(b) soft lithography of polymers such as PDMS, developed by Whitesides in [12]. (c) Today, many 
companies exist to provide microfluidic connections and tubes, with a movement towards 
standardization [13]. 
Channels etched into glass and quartz became popular due to their optical and 
electrical insulating properties, specifically when electrokinetic transport is desired [14]. 
In the late 1990's, polymer materials such as polydimethylsiloxane (PDMS) were 
becoming more prevalent due to their ease of replication and mass reproducibility via 
soft lithography (Figure 4b) [12]. Hard plastic channels can also be manufactured 
through hot embossing or direct milling with a micro-milling machine [15, 16]. 
Connections between the microfluidic chip and the macro-world (Figure 4c) are 
commercially available, and there is an attempt at the standardization of these parts 
[17]. This thesis focuses on the re-introduction of silicon into microfluidic devices, but as 
an active component, rather than a structural one. 
1.2. Optofluidics Primer 
The term "Optofluidics" has gained significant interest in the past 10 years, and is 
broadly defined as the combination of optics and microfluidics [18, 19]. The main 
advantages prevalent throughout modern optofluidic devices are reconfigurability, 
integration, and the ability to take advantage of interfacial phenomena at small scales 





technologies into their research to create novel optical devices, because it was 
recognized from the start that microfluidic technologies can enable changeable and 
reconfigurable optical devices [19]. As the field evolved, it was realized that the 
relationship between microfluidics and optics is actually more symmetric, and both 
optical and microfluidic systems can be simultaneously improved [20]. For example, an 
embedded photonic structure can be used to detect minute changes in the liquid (e.g. a 
refractive index sensor), or conversely the liquid in the microfluidic channel can be used 
to tune the photonic structure (e.g. a tunable optical filter) [21]. 
This short optofluidic primer consists of three subsections. Section 1.2.1 will 
discuss the directionality and causality of optical and fluidic influences in optofluidic 
devices. Section 1.2.2 will discuss the types of material interfaces typically found in 
optofluidic devices. Section 1.2.3 will discuss emerging optofluidic applications, such as 
optofluidic devices for energy, chemical and molecular sensing, and biological 
manipulation. Section 1.2.4 concludes with a short outlook on optofluidics. 
1.2.1. Directional/Causal relationship between optics and fluidics 
This section discusses the causal relationships between optics and fluidics in 
several optofluidic devices. Three types of categories for optofluidic devices considered 
in this section are: (a) devices where fluids cause effect on light, (b) devices where light 
causes effect on fluids and particles, and (c) a bi-directional relationship between the 







Figure 5: Optofluidic devices demonstrating the following causal relationships: fluids that cause 
effects on light, light that causes effects on fluids, and a bi-directional relationship between the 
light and fluid. Figure (a) shows a reconfigurable micro-optofluidic lens that can adapt its focal 
length based on flow rate [22]. Figure (b) shows a device that uses patterned light to cure shapes 
in a UV-curable polymer flowing in a microfluidic channel [23]. Figure (c) shows an integrated 
optofluidic dye laser [24]. 
Optofluidic applications where the fluid causes changes in light include 
optofluidic refractive index sensors [25], tunable photonic crystal waveguides and 
cavities [26], liquid core waveguides [27], or tunable optofluidic lenses [28] (Figure 5a). 
The integration of microfluidic control offers reconfigurability by changing the index of 
refraction of the liquid that interacts with the light (in the case of nanophotonic 
structures), or by changing the flow pattern (in the case of liquid waveguides and 
lenses). Devices where fluids cause changes in light are discussed thoroughly in chapter 
2, where nanophotonic structures are embedded in microfluidic channels for use as 
time-resolved and multiplexed sensors. 
 Optofluidic applications where the light causes changes in the liquid include 
optofluidic manipulation techniques such as optical tweezers [29], optoelectronic 
tweezers (OET) [30], and optofluidic trapping of particles on nanophotonic structures 
[31], or optofluidic maskless lithography [23], where light is used to crosslink a polymer 





tweezers and optoelectronic tweezers will be discussed thoroughly in chapter 4, where 
an OET device is integrated into a biological microbeam. 
A bi-directional relationship between optics and fluidics is demonstrated by the 
generation of light inside an optofluidic device, such as in an optofluidic dye laser that 
uses organic dye molecules to provide optical gain [24] (Figure 5c), or integrated 
chemiluminescent detection methods [32]. Optofluidic light sources are examples of the 
synergistic relationship between optics and microfluidics, where neither technology is 
secondary.  
1.2.2 Materials and Light sources  
There are three categories of materials typically found in optofluidic devices: (a) 
fluid-solid interfaces, (b) fluid-fluid interfaces, and (c) colloidal suspensions. Figure 6 
shows an example from each of these categories, discussed in detail below. 
 
Figure 6: Material types used in construction of optofluidic devices include (a) fluid-solid 
interfaces [18], (b) fluid-fluid interfaces [27], or (c) colloidal suspensions [33]. 
 
Optofluidic structures with fluid-solid interfaces are commonly found in devices 





These nanophotonic waveguiding structures confine light by total internal reflection due 
to a refractive index contrast between the waveguide (e.g. silicon or silicon nitride) and 
the surrounding cladding material (e.g. a different refractive index solid or liquid). When 
the surrounding cladding material is a liquid, the fluid-solid interface become easily 
modified by (a) replacing the liquid with another liquid that has different properties, 
such as refractive index or film thickness [25], or (b) the transport of material via the 
liquid that can modify the surface of the waveguide, such as biomolecular adsorbtion on 
the surface [34]. These fluid-solid interfaced structures are discussed thoroughly in 
chapter 2. 
 Optofluidic devices with fluid-fluid interfaces are of interest because the 
minimization of interfacial energy between two immiscible liquids naturally creates 
optically smooth surfaces [19], such as those found in tunable liquid lenses [28]. Further, 
co-flowing miscible liquids with different refractive indices take advantage of the 
minimal mixing at low Reynolds numbers to keep the two streams separate, and are 
used as liquid core waveguides [27], shown in Figure 6b. Such fluid-fluid interfaces are 
advantageous for two reasons - first, the interfaces can be much smoother than the 
microfluidic geometry in which they reside, and second, the interface can be 
manipulated independently from the microfluidic geometry by varying flow patterns 
[18]. The measurement of liquid films at the interface of two immiscible fluids is 





Optofluidic devices with colloidal suspensions are devices that involve solid 
particles, such as cells or micro- or nano-sized beads, dispersed into a fluid. Research 
performed with larger (i.e. micro sized vs. nano sized) particles focuses on the ability to 
control such particles, through optofluidic manipulation techniques (e.g. optical 
tweezers shown Figure 6c) [33]. Smaller nanoparticles dispersed in a fluid have been 
shown to alter the scattering and fluorescing properties of the bulk fluid for optimizing 
contrast in biological imaging [35]. Chapter 4 of this thesis will describe the 
manipulation of micro-scale beads and cells using optofluidic manipulation techniques. 
There are several types of light sources that are typically found in optofluidic 
devices. Considering the strengths of optofluidics lies in the ability to provide flexible 
and reconfigurable devices, these light sources are typically flexible in wavelength (i.e. a 
tunable laser [25] or different color diodes [30]) or adjustable in space (i.e. computer 
projected images [36] or digital micromirror displays [37]). Lasers are typically desired 
for nanophotonic applications that require coherent light sources for interference 
effects [38], and for optical tweezing devices that require considerable light intensities 
[33]. Silicon nanophotonic structures typically use near infra-red wavelengths (around 
1.5 µm) because silicon is transparent at that range of wavelengths [39]. Truly 
integrated optofluidic devices require the light to be generated on the same chip with 
optofluidic dye lasers [24]. Spatially reconfigurable light sources are easily introduced 
into optofluidic devices by coupling a modified computer projector or digital 





thesis uses a tunable laser coupled to silicon nanophotonic waveguides in chapter two, 
and integrates a computer projector to dynamically pattern light in chapter 4. 
1.2.3 Optofluidic applications 
This section discusses several a small number of examples of fields where 
optofluidics has a significant impact: (a) optofluidics for energy applications, (b) 
optofluidics for chemical/molecular analysis, and (c) optofluidics for biological 
manipulation (Figure 7).  
 
Figure 7: Optofluidic applications can include optofluidics for energy, optofluidic for chemical and 
molecular analysis, and optofluidics for biological manipulation. (a) optofluidics can enhance 
light collection and distribution in photobioreactors and photocatalytic devices that generate 
fuel from CO2 and light [40]. (b) optofluidic refractive index sensors are label-free, have small 
detection volumes, and are sensitive down to single molecules [41]. (c) optogenetic modification 
of neurons in C. Elegans worms allows for optical manipulation of the organisms forwards, 
backwards, and twisted into shapes on command [36]. 
 
Optofluidics for energy applications mostly focus on opportunities in sunlight-
based fuel production in photobioreactors and photocatalytic systems, and solar energy 
collection [40]. Photobioreactors are devices that employ microorganisms, such as algae 





Current optofluidic research is focused on improving the light distribution and the 
optomization of wavelength for optimal algae growth by the integration of light guiding 
structures [43] and backscattering nanoparticles [44]. Photocatalytic systems use 
chemical reactions and light to convert CO2 and water into fuels such as hydrogen gas, 
with the help of a catalyst (e.g. TiO2 nanoparticles) [45]. Finally, optofluidics can be used 
in solar photovoltaic applications that use collectors and concentrators through liquid 
lenses or light guiding structures [40].  
Optofluidic devices for chemical and molecular analysis exploit the sensitivity of 
nanophotonic structures to minute changes in nearby optical properties (e.g. refractive 
index), and the ability to efficiently and precisely transport chemicals and biomolecules 
in microfluidic channels [41]. Refractive index sensors (Figure 7b) are very popular 
because this technique is considered to be label-free, have extremely small detection 
volumes, and sensitive down to even single molecules [46]. Fluorescence based 
detection is very common in biology, and optofluidic research enhances the 
fluorescence collection efficiency through light guiding structures [47]. Finally, the 
integration of surface enhanced raman spectroscopy (SERS) and microfluidic channels 
improves detection limits through sample delivery and preconcentration [48]. This work 
presents optofluidic sensors in chapter 2. 
Optofluidic manipulation devices offer precise control over the placement of 
biological organisms [19]. Novel optical manipulation techniques include the 





where patterned light can cause the worms to move forward, backwards, and twist into 
shapes on command (Figure 7c). The addition of microfluidic channels creates an 
automated chip to characterize the reaction of these worms under different lighting 
conditions [49]. Cellular manipulation has been demonstrated by several optofluidic 
manipulation methods, including optical tweezers [33] and OptoElectronic tweezers 
[30], and these methods will be thoroughly discussed in chapter 4. 
1.2.4 Optofluidics Outlook 
The outlook for optofluidics is abundantly positive. The previous several sections 
demonstrate a brief overview of the field, but still only scratch the surface. As stated 
above, the major advantages offered by optofluidic devices are, and will continue to be, 
reconfigurability and integration. In the past decade, optofluidic research has increased 
significantly, but several challenges still remain. For example, more research must take 
place on the further integration towards complete optofluidic systems, specifically for 
Lab-on-a-Chip applications. While many novel sensing applications are discovered, 
optical integration typically includes large lasers or projectors. The future of optofluidic 
devices will likely contain integrated light sources, such as the demonstrated optofluidic 
dye laser [24]. In another related challenge with Lab-on-Chip applications, more 
research must take place in reducing the sample volume for chemical/moleculare 
sensors. While surface based nanophotonic chemical and molecular sensors are capable 
of detecting single molecules, the chances that a single molecule lands on the sensor is 






1.3. Radiation Biophysics and Microfluidics 
A large portion of the research discussed in this thesis was conducted at the 
Radiological Research Accelerator Facility (RARAF). This facility is the physics arm of the 
Center for Radiological Research (CRR) at Columbia University, and is home to a 
biological microbeam (Figure 8) [51]. The microbeam is an electrostatically focused ion 
beam generated by a linear particle accelerator that is capable of targeting single cells 
with charged particle radiation (e.g. alpha particles, protons, etc). This system is used to 
study the effects of radiation of biological material, through ex-vivo experiments on cells 
or tissues, or in-vivo experiments on Caenorhabdis elegans (C. Elegans) worms or a 
mouse ear [52]. 
 
Figure 8: The Radiological Accelerator Research Facility (RARAF) has a linear particle accelerator 
and a focused ion beam that can target single cells with radiation for radiobiological 
experiments. 
In recent years, RARAF has moved towards incorporating microfluidic devices 
into their facility [53]. Microfluidic devices have geometrical sizes that match the length 
scales of single cells, and are therefore perfectly suited to cell handling. The following 
subsections of section 1.3 will discuss two projects at RARAF that incorporated 
microfluidic devices: (1) the construction of simple microfluidic devices for irradiation, 





high throughput irradiation, and (2) the design and fabrication of a microfluidic cell 
sorter for bystander effect experiments. 
1.3.1. Flow and Shoot (FAST) Microbeam and C. Elegans Worm Clamps 
The traditional microbeam experiment typically irradiates cells adhered to a thin 
membrane. The cells are targeted by moving the dish by a two-dimensional computer 
controlled stage. There are two drawbacks of this procedure. First, it only allows 
irradiation of cells that can be made to adhere to the membrane. Second, the 
positioning of the cells limits irradiation throughputs to about 10 000 cells per hour [51], 
limiting the possibility to probe rare endpoints such as mutagenesis and oncogenesis. 
This section describes the integration of microfluidic cell handling into the microbeam 
using Flow-And-Shoot (FAST) technology [53]. In this system, cells undergo controlled 
flow along a microfluidic channel intersecting the microbeam path (Figure 9). They are 
imaged and tracked in real-time, using a high-speed camera and targeted for irradiation 
by single protons or helium nuclei, using the existing irradiation system. With the FAST 
microbeam system, a throughput of 100 000 cells per hour is estimated, allowing 
experiments with much higher statistical power. The implementation of FAST will also 
allow the irradiation of non-adherent cells (e.g. cells of hematopoietic origin), which is 
of great interest to many of the RARAF users. Current irradiation of lymphocytes is 






Figure 9: The Flow and Shoot (FAST) microbeam integrates a microfluidic channel into the 
existing microbeam irradiator for higher throughput irradiations of non-adherent samples. 
 
To perform high-throughput studies on the biological effects of ionizing radiation 
in vivo, RARAF has implemented a microfluidic tool for microbeam irradiation of C. 
elegans.  The device allows the immobilization of worms with minimal stress for a rapid 
and controlled microbeam irradiation of multiple samples in parallel.  Adapted from an 
established design, the microfluidic clamp consists of 16 tapered channels with 10-µm 
thin bottoms to ensure charged particle traversal.  Worms are introduced into the 
microfluidic device through liquid flow between an inlet and an outlet and the size of 
each microchannel guarantees that young adult worms are immobilized within minutes 
without the use of anesthesia.  After irradiation, the worms can be released by reversing 
the flow direction in the clamp and collected for analysis of biological endpoints such as 
repair of radiation-induced DNA damage.  For such studies, minimal sample 
manipulation and reduced use of drugs such as anesthetics that might interfere with 





    
  
Figure 10: Microfluidic devices under test at RARAF are used to manipulate cells and small 
organisms such as C. Elegans worms. 
Inspired by an established design [55], the worm clamps were fabricated by soft 
lithography [56] at the Columbia University Clean Room (Figure 10).  Briefly, the design, 
consisting of distribution channels to an array of 16 tapered microfluidic channels, was 
transferred to a photocurable resist (SU-8, Microchem, Newton, MA) using a mask 
aligner (MA6, Karl Suss, Princeton, NJ) and a chrome mask.  Poly(dimethyl siloxane) 
(PDMS) (Sylgard 184, Dow Corning, Midland, MI) was poured onto the master and cured 
at 80 ºC for 2 h, with a capillary tube embedded for an outlet needle connection.  After 











inlet reservoir and outlet connection.  The thin PDMS sealing layer was prepared 
separately by spinning and curing PDMS onto a silanized silicon wafer at 1500 rpm for 
30 s, yielding a 10-µm thick layer.  The two PDMS layers were irreversibly bonded 
together after exposure to oxygen plasma (Diener Electronic Tetra-30-LF-PC, Royal Oak, 
MI) for 30 s.  The worm clamps were then irreversibly bonded to a glass slide with a hole 
drilled for the inlet reservoir that fits into a custom made holder on the computer 
controlled stage. To prevent the collapse of the thin PDMS layer during operation, glass 
cover slips were cut to 1cm2 and bonded to the bottom of the inlet and outlet 
chambers.  Intravenous tubing terminated with a 23G needle was used to connect the 
outlet of the channel to a syringe pump (Fusion 200, Chemyx Inc., Stafford, TX) that 
operated at a rate of 50 μl/min with a 3 cc syringe.  The size of each tapered 
microchannel gradually decreases along the channel from 100 to 10 µm, so that young 
adult worms are immobilized without the use of anesthesia, cooling or the use of glues.  
Several minutes after initiating the liquid flow, the worms fill up all the channels of the 
clamp and worms are immobilized.  The immobilization process was not damaging to 
the worms, as previously reported [55].  At this point, the worms were irradiated.  After 
irradiation, the samples were released by reversing the flow direction in the syringe 
pump; within a few minutes, irradiated worms migrate back to the loading reservoir and 
can be collected for analysis. 
1.3.2. Cell Sorting for Microbeams 
The sorting of single cells from larger cell populations has become a fundamental 





primary study objective or as a preparatory tool prior to subsequent assays. A broad 
range of analyses may rely on isolating subsets of cells from a heterogeneous 
population, including those related to molecular genetics, pathology diagnosis, etc. 
Typical cytometry applications deal with the analysis and sorting of >106 cells, however 
there is increasing interest in the sorting of smaller cell populations (10-100 cells). 
Investigations concerning single cell gene expression, miRNA profiling and DNA 
sequencing are considered extremely important sources of information reflecting most 
exact cell mechanisms [57, 58]. Also, extracellular interactions such as those found in 
the radiation-induced bystander effect may lead to a better understanding of the 
consequences of low-dose radiation [59]. In all of the above cases, large population-
wide analysis may mask the behavior of individual cells in biological systems where 
cellular heterogeneity plays a role [57]. Therefore there are many cases where single 
cells are separated from small populations and analyzed, and in such cases the 
capability of sorting >106 cells is unnecessary. 
This work describes the design and characterization of a microfluidic cell sorter. 
The device was designed to sort small quantities of live cells labeled with either live dyes 
or Green Fluorescent Protein (GFP) to separate irradiated fluorescent cells from non-
irradiated non-fluorescent cells for a bystander effect experiment [59]. The microfluidic 
sorter was made from reusable hard plastic material (PMMA) into which microchannels 
were directly milled with hydraulic diameter of 70 µm. Inlet and outlet reservoirs were 
drilled through the chip. Sorting occured through hydrodynamic switching, with low 





gravity driven flow provided a sheath flow that deflects the cells into either the waste 
reservoir or collection reservoir, depending on the state of two fast solenoid valves. The 
cells were maintained in an isotonic buffer throughout the sorting process. The flow 
never stopped in either outlet channel, preventing cell adhesion to the walls. Since the 
channels were sealed with disposable film that allows for passage of all relevant 
wavelengths of light in the fluorescent labels, the cell sorter is easy to clean. The stress 
applied to the cells was estimated from numerical simulations to be below the damage 
threshold. The cell sorter was tested by manually sorting 100 polystyrene calibration 
beads in 7 minutes, and 30 cells in less than 3 minutes, and was successfully used in the 
framework of a study on the bystander effect occurring during cell irradiation. Manually 
operated, the sorting frequencies were approximately 10 cells per minute, with 
switching time constants of approximately 130 ms. Current throughput is limited by this 
switching time to approximately 450 cells per minute. Automation can increase the 
velocity and reduce the spacing between cells, thereby increasing throughput by at least 
an order of magnitude. Experiments verified that cell viability was maintained during the 
sorting process. 
Figure 11 shows the flow channel geometry of the cell sorter. The sorter involves 
the intersection of three inlet channels S1, S2, and I, and two outlet channels O1 and 
O2. Gravity drives a particle-laden solution from the inlet (I) to the intersection. At this 
point, cells are deflected to either outlet channel by a sheath flow determined by the 






Figure 11: Schematic of cell sorter flow channels. The cells flow from I.  Flows from S1 or S2 are 
used to deflect the cells into the outlets O1 or O2. 
The chip was manufactured from a 24.9 mm x 29.6 mm x 11.9 mm block of 
polymethyl methacrylate (PMMA).  Channels 127 μm wide x 50 μm deep were surface-
machined in an intersecting five-branch configuration using a micro-milling machine 
(Minimill 3, Minitech Machinery, USA).  Figure 12 illustrates the dimensions and major 
components of the full device. This figure shows the primary chip (A), input reservoir 
(B), solenoid valves (D), valve-attachment manifold (C), and o-rings (E); details of these 
components are described further below. 
  
Figure 12: Major components of the cell sorter chip.  Dimensions given in mm.  See text for 















Particles in solution were flowed through a single input branch (Figure 12, B) into 
either of two output branches. Each of these particle-flow channels terminated in 200 µl 
cylindrical reservoirs so that particle solution could be added and extracted via pipette. 
As described above, the rate of this particle solution flow was controlled by a difference 
in fluid level between the input and output reservoirs. 
Switching was achieved via alternating the open or closed state of two fast (2 
kHz operational frequency) solenoid valves (Figure 12, D, from Gyger AG, Switzerland).  
In this way, a non-stop (particle-free) flow in either of two switching channels diverted 
the particle solution from the input channel to a specific output channel and reservoir.  
Transparent adhesive tape was applied to the machined surface of the chip to seal the 
channels and reservoirs. 
The solenoid valves were connected to the chip using a separately-machined 
PMMA manifold (Figure 12, C); these two components were affixed with a #2-56 socket 
head cap screw.  At the interface, two o-rings (Figure 12, E) sealed the fluid connection 
between the valves and the chip. A single syringe pump supplied each valve with either 
isotone buffer or deionized water (depending on the sorted particles) via rigid Teflon 
tubing and a three-way connector. 
The valves were actuated using an integrated-circuit controller programmed to 
supply a peak-and-hold voltage reciprocally to either valve. This signal scheme was 
necessary in order to maximize the speed of the valves without exceeding their 





or triggering from a function generator. A 5V and 12V power supply was additionally 
required by the controller. 
A hydrostatic pressure determined by a height difference h was chosen to drive 
the cell flow through the main channel, allowing free access with a pipette to the inlet 
and outlet reservoirs. To allow enough recognition and reaction time for the operator 
sorting the cells, the target design cell speed is chosen as V = 0.5 mm/s. The cross 
section of the channels was chosen to be 127 μm by 50 μm, about 10 times the cell size 
so that clogging is prevented, resulting in a hydraulic diameter D = 72 μm.  Assuming the 
cell solution has the density of water, ρ = 1000 kg/m3, and a viscosity of 0.001 Pa-s, we 
obtain a Reynolds number Re = ρUD/μ of about 0.036. The flow is therefore laminar 
with negligible inertial effects, and cells following streamlines without turbulent 
oscillations. The pressure difference P between inlet and outlet reservoirs required to 









    Equation 6 
A travel length in the chip of L = 20 mm necessitates a pressure difference P = 
50 Pa, commensurate with a height difference between the reservoirs h = 5 mm. The 
height of the inlet and outlet reservoirs are therefore designed to be at least 10 mm to 
give more control over the speed of the cells; this height is controlled by the overall 
thickness of the chip. The target flow speed was chosen as 0.5 mm/s because this speed 
is slow enough for manual operation (taking into account human reflexes), and fast 





The device performance was evaluated by sorting polystyrene beads and human 
fibroblasts. First the input reservoir was filled with an aqueous solution of 11 μm 
polymer spheres (Duke Scientific, 7510A), at a concentration of 33 beads/μl. Gravity 
caused the particles to flow from the inlet to the outlet chambers. To demonstrate 
sorting ability and measure throughput, 101 beads were manually sorted to each output 
reservoir in an alternating manner over a seven minute span. This results in a measured 
throughput of approximately 14 cells per minute at velocities of ~1 mm/s. Automation 
and higher velocities could result in higher throughputs. The left side of Figure 13 shows 
(top) an incoming bead, (middle) a bead directed to the top outlet channel, and 
(bottom) a bead directed to the bottom outlet channel. The inlet reservoir was stained 
with a small concentration of blue dye to visualize the streaklines of the flow and easily 
predict where the bead would go. The same experiment was then performed with 
trypsinized human fibroblasts, as shown on the right side of Figure 13. The cells were 
















    
   
 
 
     
Figure 13: (left) images of sorting polymer beads. The red circles indicate 11 micron polymer 
beads. The top image shows an incoming bead, the middle image shows the bead directed to the 
top outlet channel, and the bottom image shows the bead directed to the bottom channel. The 
bead-laden fluid is lightly dyed with ink to show the direction the bead will take. (right) A similar 
set of images showing the sorting of trypsinized human fibroblasts. These pictures were taken 
with phase contrast lighting conditions to facilitate the visualization of the transparent cells, but 
also causing the dark shading on the right half of the pictures.  
 
1.4. Conclusion 
This chapter introduced topics such as microfluidics and optofluidics, and their 
applications in radiation biology. After a primer on the basics of micro- and opto- 
fluidics, work done at RARAF was presented that incorporates microfluidics, such as the 
Flow-and-Shoot (FAST) microbeam and worm clamping experiments. Further, the design 






This chapter discussed a short history of microfluidic and optofluidic devices and 
applications. Historically, microfluidic devices were fabricated in silicon using 
microelectronics fabrication techniques. With the advent of soft lithography in the early 
1990’s, modern microfluidics primarily consists of polymer fabricated devices. This 
thesis focuses on re-introducing silicon into microfluidics as active, as opposed to 





Chapter 2 - Optical Properties of Silicon: Optofluidic Sensing 
This chapter focuses on the optical properties of silicon via the demonstration of 
optofluidic sensing. Optical ring resonators are shown as time-resolved refractive index 
sensors embedded in microfluidic channels. The nanophotonic structures are integrated 
into soft silicone (PDMS) microchannels interfaced with a transparent hard polymer 
(PMMA) manifold and standard microfluidic connections. The steady-state sensitivity, 
resolution, and detection limit of the sensors are characterized using aqueous saline 
solutions at various concentrations. Time-resolved measurements are performed by 
sensing thin liquid films (0-400nm) associated with oil/water segmented flow in 
microfluidic channels. The influence of the interrogation wavelength is investigated, and 
the optimal wavelength is determined. Millisecond resolution is demonstrated by 
sensing the shape of a single drop as it flows past the sensor. The film thickness 
between the droplet and the resonator is measured for different capillary numbers and 
channel diameters, and compared with existing theoretical and experimental results.  
Finally, multiple microring resonators are coupled to a single bus waveguide for 
improved detection limit and scalability. 
2.1. Background and Motivation 
This chapter describes the use of photonic micro-resonators as high-speed, label-
free, integrated refractive index sensors in microfluidic devices. Recently, micro-ring [46, 
61-66], micro-racetrack [67], and photonic crystal [68, 69] resonators have been used as 





a surface [46, 61, 64, 67, 68], for the measurement of temperature and concentration of 
solutions [62, 63, 67, 68], and for optical trapping of particles [66]. Steady-state 
sensitivities, defined as the shift of resonant wavelength per refractive index dλ/dn, 
were reported in the range of 70 - 135 nm/Refractive Index Unit (RIU) [62-64, 67, 68]. 
Detection limits, defined as the ratio of resolution to sensitivity, were reported between 
10-5 and 10-7 RIU [63, 65, 67, 68]. Applications of micro-resonator sensors have mostly 
been to measure steady-state phenomena, such as concentrations or protein 
adsorption, or relatively slow transient measurements such as molecular binding 
reaction kinetics (time scale on order of seconds or minutes) [64, 70].  
Section 2.4 uses single resonator sensors to study a recent, widely-used 
development in microfluidics: the generation, inside microchannels, of a periodic 
pattern of immiscible plugs and slugs, called segmented flow [71]. The flow recirculation 
associated with segmented flow enhances heat and mass transfer [8, 72] for lab-on-a-
chip applications by several orders of magnitude, as discussed in section 1.1.1. The 
thickness of the film between the plug and the solid wall plays an important role in the 
heat and mass transport [73]. For fully wetting systems, the film thickness depends on 
the channel size and cross-sectional shape, and on the ratio of the viscous forces to 
capillary forces. That ratio is the capillary number (Ca=μV/γ) with V the slug velocity, μ 
the viscosity of the continuous phase and γ the surface tension between the two fluids. 
For cylindrical capillaries with diameter d, Bretherton formulated a theoretical law [74, 
75] that predicts the film thickness to be δ~(d/2)·Ca2/3. In channels with a square cross-





respect to channel width is approximately constant at (δ/d)const with most fluid filling the 
corners of the channel cross section [76], provided Ca<Catrans a transition value. For 
Ca>Catrans, the film thickness increases and the plug tends to become axisymmetrical. 
The spatial constraints, transient flow conditions, and high level of instrumentation of 
microfluidic chips make it challenging to integrate commercial thin film measurement 
instrumentation, such as optical interferometric profilers or ellipsometers. Consequently 
the film thickness in microfluidic channels has been obtained through numerical 
simulation for square channels [73, 76], and measured with ad hoc optical setups for 
round capillaries [77-79], and for square channels [80, 81]. The values of Catrans were 
found to be 0.033 [76] and 0.025 [80], and values of (δ/d)const were respectively equal to 
0.00332 [76] and 0.0025 [80]. In section 2.4, we investigate the use of fast, low-
footprint, arrayable micro-resonator sensors for real time measurements of liquid-liquid 
segmented flow in square channels.  
Section 2.5 investigates the use of multiple resonators coupled to a single bus 
waveguide. The motivation for this research is twofold: 1) to improve the detection limit 
of single resonators by differential sensing and effectively increasing Q, and 2) to 








2.2. Nanophotonic Resonators 
Optical racetrack resonators, shown in Figure 14a, consist of silicon waveguides 
(nSi=3.4) with thickness t = 250 nm, fabricated on top of a silica lower cladding layer 
(nSiO2=1.5). The 500 nm wide waveguides are lithographically patterned with a 248-nm 
lithography scanner, and the Si is plasma-etched. The cross section of this waveguide is 
ideal for the confinement of the transverse electrice (TE) optical mode. Four resonator 
sizes and shapes were tested, including an 8 μm 2-port ring (Figure 14a), a 35 μm 4-port 
racetrack (Figure 14b), a 45 μm 2-port racetrack (Figure 14c), and a 106 μm 4-port ring 
(Figure 14d). The size of these ring resonators were chosen to match with typical 
microfluidic channel widths (on the order of 100 µm). Light is confined within the 
waveguide due to total internal reflection at the interface between the silicon and its 
surrounding cladding layers. Perturbations in the refractive index of the upper cladding 
layer from different fluids in a microchannel (i.e. nwater = 1.33 and noil = 1.43) will cause 
changes in the effective index of refraction of the waveguides, altering the spectral 
location of their resonant peak. By measuring these resonance shifts we exploit these 







 Figure 14: (a-d) Scanning Electron Microscope images of the microring resonators. The 
waveguides are 250 nm high, and 500 nm wide. (a) 8 μm 2-port resonator. Full Width Half Max 
(δλ) is 165 pm, and Q factor (Q= δλ/λ0) is ~9000. (b) 35 μm 4-port resonator. δλ is 140 pm, and Q 
factor is ~11000. (c) 45μm 2-port resonator. δλ is 200 pm, and Q factor is ~7500. (d) 106 μm 4-
port resonator. δλ is 90 pm, and Q factor is ~17000. (e) Assembly of sensor and microfluidic 
channel and connections. The channel is made from PDMS clamped between a PMMA manifold 
and the Si/SiO2 substrate. (f) Mould used to fabricate the microchannel with 3 inlet and outlet 
pillars, machined into PMMA using a micromilling machine. 
 
Light from a continuous-wave tunable laser source (HP-8168F, 1 pm resolution) 
was coupled to the waveguides by a lensed optical fiber with a ~2 μm Gaussian waist by 
xyz-nanopositioners with 20 nm spatial resolution. The output light was led along a 





time). Steady-state measurements were performed by scanning the laser through a 
narrow frequency band. A lock-in amplifier (Stanford Research, SR510) was used to 
locate the resonant peak, λ0, with the help of a Lorentzian curve fit. Time-resolved 
measurements were performed by choosing a single wavelength (i.e. the resonant 
wavelength with oil on the surface) and recording the signal change as the resonant 
peak shifts past that wavelength. A transimpedance amplifier (Melles Griot, USA) was 
used to transform the current coming from the photodetector into the output voltages 
that will be discussed below in section 2.4. 
2.3. Microfluidic Manufacturing and Integration 
The microfluidic channels are cast in soft silicone rubber polydimethylsiloxane 
(PDMS, Dow Corning) using a mould machined into polymethylmethacrylate (PMMA) by 
a computer numerically controlled (CNC) micromilling machine (Minimill 3, Minitech 
Machinery). The accuracy of the milling machine is 2-5 μm, with surface roughness 
below 100 nm.  A sample mould is shown in Figure 14f, and consists of a 150 μm 
channel with 3 pillars. The advantages of using a micromilling machine over typical SU-8 
lithographic methods are shorter manufacturing times and a wider choice of design 
shapes: high aspect ratios and non-planar surfaces can be easily machined (i.e. the 
pillars), and a clean room is not required. Also the scale of the micromilling machine 
abilities (μm-mm) is ideal for multiphase microfluidics because it bridges the gap 





The PDMS was poured and cured over the master to the height of inlet and 
outlet pillars, creating through holes. A manifold was machined out of PMMA to 
interface between the through holes and standard microfluidic connections (Upchurch 
Scientific, USA). The bottom of the PDMS channel was aligned directly onto the Si/SiO2 
sensor chip and clamped between the manifold and the substrate by four screws. A 
spacer was machined at the proper height to ensure that the PDMS chip was not 
overclamped. Figure 14e shows a schematic of the fluidic assembly. 
2.4. Single Resonator Experiments 
2.4.1.  Steady State Measurements 
The four resonators were first tested by flowing aqueous solutions with different 
concentrations of dissolved NaCl salt in the microchannel, corresponding to refractive 
indices between 1.3330 and 1.3383 [39]. Figure 15a shows a typical shift in resonance 
resulting from a change in concentration from pure water to 3% saline solution for the 
35μm resonator. Lorentzian curves are fitted to the experimental data points in the 




















  [Eq 1] 
where y is the output voltage, y0 is an offset value, A is a voltage amplitude, W is 
the width of the peak at half the maximum value (FWHM), and λo is the resonant 
wavelength. Figure 15b plots the linear shifts Δλ as a function of NaCl concentration, 





curve fit, for four resonators that we have tested. Each data point was averaged from 3 
scans around the resonant peak, with vertical error bars expressing the standard 
deviation, and horizontal error bars expressing the uncertainty in temperature that 
results in uncertainty in refractive index. 
 
Figure 15: (a) Example of steady-state resonance shifts from different concentrations of salt 
solutions flowed along the microchannel. Lorentzian curves are fitted to the resonant peaks. (b) 
Measured resonance shifts as a function of salt concentration, with linear regression. 
 
The quality factors (Q-factors) of the resonators, defined as λ0/δλ where δλ is the 
full width at half the maximum amplitude and λ0 is the resonant wavelength, were 
calculated to range from 7500-17000. The steady-state sensitivities of the resonators, 
defined as d/dn [65] with units nm/RIU, ranged from approximately 84-139 nm/RIU. 
The resolution of these resonators is defined as 3σ of the noise in the system, where the 
noise consists of amplitude noise, thermal fluctuations, and spectral resolution [65]. The 
amplitude noise is related to the quality factor of the resonator, and is estimated 












(ranging from 90-140 pm) and SNR is the signal to noise ratio in linear units (~104). The 
spectral resolution of the laser is 1 pm, and has standard deviation of 0.29 pm. Thermal 
noise is caused by ~ 3 degree fluctuations in the ambient temperature, resulting in 
110-4 RIU, or 1.4 pm shifts. Therefore the total resolutions range from approximately 
3.4 – 5.8 pm. The detection limit is the ratio of resolution to sensitivity, DL = R/S, and 
ranges for these resonators from 3.2310-5 to 6.910-5 RIU [65]. The 35 μm 4-port 
resonator was determined to have the lowest detection limit, and was therefore used in 
the subsequent time-resolved experiments. 
2.4.2. Time-resolved measurements: Interrogated Wavelength 
To perform time-resolved measurements, we first studied the effects of the 
selection of a proper interrogation wavelength. For a given flow rate, the interrogated 
wavelength was scanned around a resonant peak as trains of droplets flowed over the 
sensor. Figure 16a shows the output voltages for segmented flow in a 100 m channel. 
The capillary number was calculated to be 0.002 which, from correlated experimental 
and numerical studies [76, 80], corresponds to an estimated oil film thickness of 







Figure 16: (a) Example output voltages from the sensor in 100 m channels for different 
interrogated wavelengths, with Ca = 0.002. The axes on the inset graphs are time and voltage. 
The output voltage is the difference between the low and high voltage plateaus, corresponding 
respectively to oil slugs or water plugs flowing over the sensor. The sharp decreases are ignored. 
(b-d) Phenomenological graphs explaining why there is a sharp decrease in voltage before and 
after a plug flows over the resonator, as seen in the insets of Figure 16a. The circles represent the 
signal from the photodetector when the sensor is covered with oil, and the squares represent the 
signal from the photodetector when the sensor is covered with a water droplet and thin oil film. 
The output voltage is the difference between these two values. 
 
The transient voltage inserts in Figure 16a can be explained using the 
phenomenological figures on the right, for three different interrogation wavelengths. 
When oil is on top of the resonator, the circles in Figure 16b-d represent the voltage 
from the photodetector. When a water droplet and its thin oil film are on top of the 
resonator, the voltage from the photodetector assumes the value represented by the 
squares in Figure 16b-d, because the reduced effective index of refraction shifts the 





resonant wavelength, as in Figure 16b, the voltage jumps by ΔV1. When the interrogated 
wavelength is equal to the resonant wavelength, as in Figure 16c, the voltage jumps by 
ΔV2. Finally, when the interrogated wavelength is less than the resonant wavelength as 
in Figure 16d, the voltage first decreases as the resonant peak shifts past the 
interrogated wavelength, and then increases by ΔV3. Therefore the left side of the figure 
shows sharp decreases in output voltage before and after the droplet passes. The 
output voltage is defined by the difference between the low and high voltage plateaus, 
ignoring these sharp decreases. Figure 16a shows that there is a maximum signal that 
can come from a chosen interrogation wavelength. For the rest of the measurements in 
this work, a narrow scan was performed to ensure that the signal is at a maximum (i.e. 
λ=λ0) before taking measurements at λ=λ0. 
2.4.3. Time-resolved measurements: Temporal Resolution 
The time resolution of the sensor is demonstrated by measuring the shape of a 
droplet. Figure 17a shows the voltage from an overall train of small droplets (Ldrop 
~200μm). As confirmed in Figure 17b, a droplet flowing in a microchannel is typically 
bullet-shaped, which means that a fixed sensor measuring film thickness would measure 
a transition from the oil slug to the film slower for the front of the drop than for its rear. 
The bullet shape, called the Bretherton effect, can be explained because the continuous 
phase flow is driven by a pressure drop along the length of the channel, and a there is a 
higher pressure behind the drop than in front [82]. The pressure in the continuous 
phase outside the droplet is balanced inside the droplet by the Laplace pressure (p = 





behind the drop is higher than in front, the radius of curvature at the rear of the drop 
will be smaller than at the front. Fourteen sets of voltage measurements were then 
taken for individual drops passing over the sensor and analyzed in three sections, 
corresponding to the front, middle, and end of the drop, and Figure 17c-d show the 
voltages from the front and rear sections of longer droplets (Ldrop ~2mm). It is important 
to note that the noise in Figure 17c–d probably comes from the slight variation in 
droplet volume or shape between drops. The curve fits in Figure 17c-d show that the 
time scale of the film thickness change is about 3 times slower at the front of the drop 
(τf) than at the end of the drop (τe). Since the plug is moving at constant velocity, the 
ratio of radii of curvature of the front and end sections Lf/Le should be proportional to 
the ratio of time constants τf/τe. Figure 17b shows that Lf/Le is approximately 2.5, and is 
in agreement with τf/τe. These measurements demonstrate that the ring resonator 






Figure 17: (a) Voltage from a train of short drops passing over the sensor, with Ltotal ~ 200μm. (b) 
Photograph of a drop flowing with Ca = 0.002 along a 125 μm channel, showing lengths Lf, Lm, 
and Le. The ratio Lf/Le corresponds to the ratio τf/τe because the plug velocity is constant. Finally, 
voltages measured during the transit of the (c) front, (d) rear sections of a longer drop passing 
over the sensor, with Ltotal ~ 2mm. Fourteen sets of voltage measurements are split into sections, 
normalized by subtracting their mean value, and plotted simultaneously. Exponential curves are 
then fitted to the front and rear ends of the drop, to identify time constants τf, and τe.  
 
2.4.4. Time-resolved measurements: Film Thickness 
The microring resonator sensors were used to measure the film thickness 
associated with oil/water segmented flow, an important parameter governing the heat 
and mass transfer to the wall [73]. The film thickness above the resonator was varied in 
two ways – first by changing the flow rate in a single channel to increase the capillary 





from this resonator is shown for these cases in Figure 18a-b, respectively. In Figure 18a, 
the channel size is 125 m, and the capillary number was varied from 0.001 to 0.1. In 
Figure 18b the capillary number was maintained at 0.002 and the square channel cross 
sections were varied from 100 to 200 m. The trends of film thickness with respect to 
channel size and capillary number are then compared to previously published values of 
air/water segmented flow. 
 
Figure 18: (a) Output voltage as a function of capillary number for a constant channel width of 
125 m. (b) Output voltage as a function of channel width, for Ca = 0.002 (c) Film thickness 
measured from output voltages as a function of capillary number for constant channel width. 
Also plotted on the same graph are numerical simulations from Hazel and Heil [76], and 
experimental results from Han and Shikazono [80]. (d) Film thickness measured from output 
voltages as a function of channel width for constant capillary number. Also plotted on the same 
graph are numerical simulations from Hazel and Heil [76], and experimental results from Han 
and Shikazono [80]. The error bars are calculated by the propagation of a 0.1V output voltage 






In these measurements, the sensor’s signal was converted to film thickness in 
the following manner. First, the transmission as a function of wavelength for a resonator 
submerged in pure water was determined (Figure 15a). Transient output voltages 
(described in section 2.4.2) were then obtained for the system experiencing oil/water 
segmented flow. These output voltages are the transmission changes on the vertical axis 
of Figure 15a, and corresponding shifts in resonant wavelength Δλ are obtained from 
the horizontal axis of this figure. The output voltage is mathematically expressed by 
rearranging the equation for the Lorentzian curve fitted to the data, discussed in section 
2.4.1, where y0 and λ0 are the unperturbed (i.e. when oil covers the sensor) output 
voltage and resonant wavelength, and are determined from experiments and the 
Lorentzian curve fits. Then the first order perturbation neff of the effective index is 











n      Equation 7 
where ξ is the fraction of the mode exposed outside of the waveguide. The value 
for ξ is typically ~0.5 [83], but was here measured from steady state experiments with 
aqueous salt solutions in Figure 15b to be equal to 0.21. In equation 7, neff,0 is the 
unperturbed (i.e. only oil covering the sensor) effective index of refraction, determined 
from Rsoft BeamProp simulations.  
To numerically calculate the effective index of refraction of the waveguide, it is 
important to know the shape assumed by the film while flowing over the waveguide. 





hemispherical obstacle, assuming negligible inertia. Their results show a hump slightly 
upstream of the obstacle, and a horseshoe-shaped deformation downstream, and were 
also confirmed by Baxter et al [85]. Our experiments exhibit average film velocities 
ranging from 0.01m/s to 0.1 m/s and Reynolds numbers below 0.1. Given these 
velocities, which fall well within the Stokes flow regime as. The film deformation 
corresponding to the simulations in [84] was used in our 2D numerical simulations of 
effective index of refraction. The simulation results in Figure 19 relate the effective 
index of refraction neff to the film thickness. The change in effective refractive index of 
the waveguide occurs for films thinner than ~ 450 nm. For films with thickness > 450 
nm, the resonant peak is not expected to shift, and films thinner than 250 nm were not 
included because they are smaller than the waveguides. This important limitation of our 
sensor arises because the resonators are only sensitive to changes of refractive index in 
their immediate proximity. This is due to the exponential decrease in light intensity with 
increasing distance from the waveguide. The equation fit to these simulations is  
δ = δ0 + B (neff – neff,0)
k     Equation 8 
 
where A1 and k are fitting parameters found to be approximately 0.86 and 0.027, 



































  Equation 9 
where B, ξ, neff,0, λ0, k, A, and W are constants defined with the previous 





changes in output voltage. It is important to note that due to the simulations and fitting 
parameters these equations only apply to the geometry of our system.   
  
Figure 19: Simulations of effective index of refraction as a function of film thickness, and curve 
fitted to the simulation data. Inset: Exaggerated simulation geometry, with wavy oil-water 
interface obtained from simulations in [84]. 
Values of film thickness measured with our sensors are shown as a function of 
the capillary number in Figure 18c. The error bars were calculated by the propagation of 
a 0.01 V output voltage resolution through equation 9, and the maximum film thickness 
uncertainty is approximately 15 nm. The film thickness uncertainty is larger when the 
voltage difference is near zero; therefore the error bars are only visible at larger 
capillary numbers where the voltage differences are small. At low capillary numbers (Ca 
< 0.01) our measurements show that the film thickness is constant, and approximately 
equal to the value found by Hazel and Heil [76], equal to ~330nm for the 100 μm 
channel. At capillary numbers greater than ~0.03 the sensor reaches its limit of film 
thickness detection of ~450 nm. The transition capillary number between constant film 
thickness and increasing film thickness occurs at around Catrans ~ 0.01, as shown by the 





slightly lower Ca values than the reported experiments by Han and Shikazono (Catrans ~ 
0.025) for air/water segmented flow [80], and the numerical simulation by Hazel and 
Heil (Catrans ~ 0.033) [76], which are both plotted on the same graph. In both cases, the 
shape of both our and the previously published curves is the same until the limit of our 
sensor is reached. 
The sensor's reported outputs of film thickness as a function of channel width 
are shown in Figure 18d. For comparison the graph also includes the numerical 
simulations of film thickness from Hazel and Heil [76] and the optical measurements 
from Han and Shikazono [80]. All three sets of data show similar comparable orders of 
magnitude and report a trend of increasing film thickness commensurate with increase 
in channel width.  
2.5. Multiple Resonator Experiments 
This section investigates the use of multiple resonators coupled to a single bus 
waveguide. The motivation for this research is twofold: 1) to improve the scalability in 
parallel sensing, and 2) to improve the detection limit of single resonators by differential 







Figure 20: geometry of multiplexed resonator chip and integrated microfluidic channels. Light is 
coupled to the waveguide from optical fibers with a ~2μm Gaussian waist. PDMS microchannels 
are aligned over the resonators perpendicular to the waveguides. 
 
Parallel sensing is important to Lab-on-a-Chip because a powerful aspect of 
microfluidic devices is the capability to perform many operations simultaneously in 
parallel channels. Since the resonant sensors described in this work can have different 
resonant wavelengths, they can be used as multiplexed parallel sensors coupled to a 
single bus waveguide. This allows the sensing in several parallel microchannels, with no 
more light sources or output detectors than required in a single sensor scheme. This 
sensing mode will be discussed in section 2.5.1. 
A sensor’s refractive index detection limit (DL) is defined as the ratio of the 
resolution R (determined by the noise of the system), and the sensitivity of the 
resonator to refractive index changes, (S ~ dλ/dn), where DL=R/S [65, 86]. Current 
detection limits reach values of 10-5-10-7 refractive index units (RIU) [61, 63-65, 67, 68, 
86]. Noise, specifically thermal noise induced by temperature fluctuations, is a major 
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factor in the detection limit of the individual resonant sensors cited above [65]. One 
currently employed noise-reduction method is temperature stabilization [65]. Here, we 
compensate for the temperature dependence by implementing a differential sensing 
scheme. This scheme will be discussed in section 2.5.2. 
2.5.1. Improved Scalability: Parallel Sensing 
Using two resonators coupled to one bus waveguide, shown in Figure 20, the 
parallel sensing scheme uses each ring as a separate sensor. Since both rings are 
coupled to the same bus waveguide, this parallel sensing configuration increases the 
number of sensors without increasing the number of laser inputs and detectors. Barring 
any cross-talk between resonators, refractive index changes of the fluid in each channel 
will only cause resonant shifts to their respective resonator. Such cross-talk is eliminated 
by embedding the resonators in separate channels. 
Figure 21 shows experimental results from two testing conditions. When both 
microfluidic channels were filled with water, the resonant peaks overlap at a single 
resonant wavelength (~1572.7 nm, blue circles). When the channels are filled with 
dissimilar fluids - water and a 3% aqueous salt solution - the peak associated with the 
second saline filled channel shifts by almost 0.5 nm (black circles). While Figure 21 
shows the parallel sensing capabilities with only two resonators, this approach can be 
extrapolated to three or more resonators coupled to the same bus waveguide. Also, the 
rings shown in Figure 21 are identical and therefore overlap for the same fluid. The 
disadvantage with this situation is that the first resonant peak can mask very small 





with different diameter or gap spacing, thus tuning their resonant wavelength to be 
different. In this configuration, each resonant peak can be tracked independently. Thus, 
small changes to resonant wavelength will not be obscured. 
 
Figure 21: multiplexed sensing of water and 3% salt. When water fills both channels (blue curve), 
the two resonances overlap. When water is in the first channel and an aqueous salt solution fills 
the second channel (black curve) there are two resonant peaks corresponding to the different 
indices of refraction. 
 
2.5.2. Improved Detection Limit: Temperature Compensation 
The sensor’s refractive index detection limit (DL) is defined as the ratio of the 
resolution R (determined by the noise of the system), and the sensitivity of the 
resonator to refractive index changes, (S ~ dλ/dn), where DL=R/S [65, 86]. As such, a 
major limitation to the detection limit of the single resonator sensors discussed in 
sections 2.1-2.4 is the noise of the system, specifically thermal noise introduced by 
temperature fluctuations caused by the laser or by environmental factors [65].  This 
section describes a method to eliminate the thermal noise by implementing a 
differential sensing modality to reference out the noise. In this scheme, using the 
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geometry described above, the two channels are designated as a sensing channel and a 
reference channel. The reference channel will always be filled with water, while the 
sensing channel will be exposed to different indexed fluids. Instead of tracking the 
absolute value of the resonant wavelength of the sensing channel, we track the 
difference between the reference channel and the sensing channel. Temperature 
fluctuations from the environment or laser should cause both peaks to shift together, 
maintaining the same differential value but a different absolute value of resonant 
wavelength. 
Using the geometry described in section 2.5.1 and the sensing configuration 
described above, an experiment was performed to measure the values of resonant 
wavelength at different temperatures. A 100W cartridge heater (Omega, USA) 
embedded in the brass mounting platform was operated without feedback control at 
constant DC voltage and the system was left to reach steady state. The temperature was 
measured just beneath the sensing chip by a thermocouple (K Type, Omega). The 
channels were filled with water and 3% aqueous salt solution. 
Figure 22 shows the temperature-induced drift from the differential and 
absolute sensing modes. Figure 22a shows the output from the sensors from two tests 
where the temperature was altered by 15 degrees. For the first test at 33 degrees 
(shown in red), two resonant peaks are noticeable corresponding to the two resonators 
coupled to the bus waveguide. At the higher temperature (shown in black), it can be 





An absolute wavelength shift of approximately 1.5 nm is induced by the change to 
temperature, while the relative distance between resonant peaks and the shape of the 
resonances is not noticeably affected. Figure 22b shows these same shifts as a function 
of temperature for the absolute (i.e. only track λ1) and differential modes of sensing (i.e. 
track the difference between λ1 and λ2). Differential sensing removes the dependence of 
the ring resonators on temperature (Figure 22b). Future work for this project includes 
the direct comparison of detection limits in the differential sensing configuration 
compared to a single sensor. 
  
Figure 22: Temperature-induced drift of resonant wavelength: a) transmission intensity as a 
function of wavelength showing the two resonant peaks at two different temperatures. b) the 
quantification of this figure for a series of temperatures between 26 and 48 degrees. The blue 
curve represents the value of the first resonant wavelength, λ1, as a function of temperature, 
normalized to 26 degrees. The green curve represents the difference between resonant peaks, λ2-
λ1, as a function of temperature. 
 
2.6. Conclusion 
Single resonator experiments have shown that optical resonators can be used as 
high-speed refractive index sensors embedded in microfluidic channels. The 
nanophotonic structures range from 8-106 m in size, are arrayable and are sensitive to 
































































changes to index of refraction of the fluids passing over them. Their sensitivity, 
resolution, and detection limit were investigated at steady state using different 
concentrations of NaCl. These structures were then used for the high speed sensing of 
film thickness associated with segmented flow. First, the interrogation wavelength was 
optimized for the rest of the experiments. Next, the shape of a single drop was 
investigated to demonstrate temporal resolution. Finally, the film thickness was 
investigated by individually varying the capillary number and the channel diameter, and 
found in qualitative and quantitative agreement with previous theories and 
experiments. 
The multiple resonator experiments demonstrated the ability to use wavelength-
multiplexed silicon on insulator ring resonators to increase scalabaility and improve the 
detection limit of the sensors. Increased scalability is achieved via parallel sensing, and 
improved detection limit is achieved via differential sensing. The first set of experiments 
demonstrated parallel sensing of aqueous salt solutions using two ring resonators, and 
the extrapolation to more sensors was discussed. The second set of experiments 
demonstrated the ability to remove the temperature-induced drift of a sensor with in-
situ referencing to a second resonator using a differential measurement. The 
implications of this work are improved detection limit of refractive index sensing using 





Chapter 3 - Electronic Properties: Charged Particle Detection 
This chapter describes the fabrication of ultrathin metal-semiconductor Schottky 
diodes for use as transmission particle detectors in the biological microbeam at 
Columbia University's Radiological Research Accelerator Facility (RARAF). The RARAF 
microbeam can deliver a precise dose of ionizing radiation in cell nuclei with sub-micron 
precision. To ensure an accurate delivery of charged particles, the facility currently uses 
a commercial charged-particle detector placed after the sample. Presented here is a 
transmission detector that will be placed between the particle accelerator and the 
biological specimen, allowing the irradiation of samples that would otherwise block 
radiation from reaching a detector behind the sample. Four detectors were fabricated  
with co-planar gold and aluminum electrodes thermally evaporated onto etched n-type 
crystalline silicon substrates, with device thicknesses ranging from 8.5 µm - 13.5 µm. 
Coincident detections and pulse-height distributions of charged particles are shown in 
both the transmission detector and the absorption detector above it. Detections are 
demonstrated at a range of operating conditions, including incoming particle type, 
count rate, and beam location on the detectors. The 13.5 µm detector is shown to work 
best to detect 2.7 MeV protons (H+), and the 8.5 µm detector is shown to work best to 
detect 5.4 MeV alpha particles (4He++). The development of a transmission detector 
enables a range of new experiments to take place at RARAF on radiation-stopping 
samples such as thick tissues, targets that need immersion microscopy, and integrated 





3.1. Background and Motivation 
The use of ionizing radiation microprobes for biological applications [87] has led 
to major advances in assessing intra- or inter-cellular biological responses to ionizing 
radiation, such as DNA damage in subnuclear targets [88], or bystander responses [89].  
The advantage of single ion microprobes is their ability to deliver known doses in precise 
locations within a cell or population of cells. In the early 1990's, the Radiological 
Research Accelerator Facility at Columbia University was one of the first facilities to 
build a single ion microbeam [51, 90], and today there are over 30 radiobiological 
microbeams globally [91].  
Since a major advantage of a single-ion microprobe is the precise delivery of a 
known dose of radiation, an important component of any microbeam facility is the 
detection of the charged particles applied to the target. Further, a particularly important 
feature of a detector is whether the particles are detected between the accelerator and 
the sample (transmission detection) or beyond the irradiated sample. A transmission 
detector is required when the target specimen would otherwise prevent radiation from 
reaching a detector mounted beyond the sample. Figure 23 shows the main 
components in a microbeam: a radiation source, a shutter to control number of 
particles, a method to focus the particles, a stage to target the sample, an imaging 
system, and a method to detect the amount of particles that reach the sample. In the 
current system, the detector is mounted beyond the sample, but this work discusses a 






Figure 23: the current microbeam setup at RARAF [92]. The commercial radiation detector fully 
absorbs the radiation, and therefore must be placed behind the sample. This work describes the 
fabrication and testing of a thin transmission detector placed before the sample. 
 
In order to highlight the importance of a transmission detector, we first consider 
particle energy deposition and absorption in section 3.1.1. Then we discuss how this 
energy deposition can be used for detection in section 3.1.2, and present the current 
state of the art of available detectors in section 3.1.3. 
3.1.1. Particle range and energy depostion into an absorbing material 
When charged particles such as protons (H+) and alpha particles (4He++) pass 
through a material, they can have two types of interactions: Nuclear interactions (e.g. 
Rutherford scattering) between the nuclei of the particle and the material, or Coulombic 
interactions between the charged particle and the electrons in the absorbing material 
[93]. The dominant interaction with the particle energy in this work will be the 





The Coulombic interactions are commensurate with excitation or ionization of 
the irradiated material. Either bound electrons are excited into a higher energy state 
(excitation), or are removed from the atom completely creating an electron/ion pair 
(ionization) in a gas, or an electron-hole pair in a semiconductor. The energy loss due to 
Coulombic interactions is called Linear Energy Transfer (LET), which is the linear rate of 
energy loss (dE/dx) of a charged particle due to ionization and excitation. The LET of a 
particle in an absorbing material follows the Bethe-Bloch Formula [93]: 



































      
Equation 10 
Where v is the velocity of the particle, z is the charge of the particle, N is the 
number density of the absorber atoms, and Z is the atomic number of the absorber 
atoms, m0 is the particle's resting mass, and e is the electronic charge. I is an 
experimentally determined parameter for each element representing the average 
excitation and ionization potential of the absorber. 
The amount of energy, E, that is deposited by a particle with a certain energy, 
into a material with certain thickness, can be estimated using LET for thin materials and 
small changes in energy. However, once the particle starts losing energy, LET increases, 
resulting in an energy deposition following a Bragg curve [93]. The range of a particle 
can be simulated for multiple layers using SRIM (the Stopping and Range of Ions in 
Matter), a semi-empirical software that tabulates experimental LET values and performs 
simple Monte Carlo simulations for several layers of absorbing material [94]. Figure 24a 





energy, as calculated by SRIM. Figure 24b shows the range of these particles in silicon as 
a function of particle energy. For example, a 5 MeV alpha particle has an LET of 140 
keV/µm in silicon, or 90 keV/µm in tissue. This particle has a range of just ~25 µm in 
silicon, or a range of ~35 µm in tissue, and therefore a transmission silicon detector 
must be much thinner than 25 µm so that sufficient kinetic energy remains associated 
with the particle after its interaction with the detector. While particles with such short 
ranges make the fabrication of a transmission detector difficult, the dose delivered to a 
cell nucleus by even a single alpha particle is biologically relevant [95]. 
  
 
Figure 24: (a) LET, and (b) Range as a function of Particle Energy. Values obtained from SRIM. 
 
Currently RARAF uses a 300 µm thick solid state detector (ORTEC model R-015-
050-300, Oak Ridge, TN) [51]. With a 300 µm thick detector, incident alpha particles will 
deposit all their energy and will be stopped by the detector. This setup is limited to 
detection of radiation behind thin samples that do not stop alpha particles, such as cells 





very thin layers of medium. Thicker samples (e.g. tissues), thicker layers of medium, 
immersion microscopy, or microfluidic channels would stop the radiation, and require a 
transmission detector mounted prior to the sample. RARAF currently estimates dose 
rates in these situations by timed irradiations: assuming the beam rate is constant, the 
dose is calculated by the amount of time that the shutter is open. This is accurate with 
higher doses, but not accurate when interested in low doses (e.g. down to single particle 
irradiations) due to the Poisson distribution of the generated ions. 
3.1.2. Detector Physics 
As mentioned in the previous section, incident radiation will cause ionization or 
electron-hole pair generation in the absorbing material. The average energy required to 
create an ion pair or electron-hole pair, ε, depends on the absorbing material, e.g. 3.62 
eV for silicon at room temperature or typically 15-30 eV in a gas detector [93, 96]. 
Therefore, the number of electron-hole pairs that are generated from a charged 
particle passing through a material will be equal to the energy deposited in that material 
(E) divided by the average energy required to generate an electron-hole pair (ε), or: n = 
E/ε. As an example, if a 5 MeV alpha particle deposits 1 MeV into a thin silicon layer, 
then 2.76e5 electron-hole pairs are created. 
If the irradiated material is a rectifying junction (i.e. a diode) biased in the 
reverse direction, and the flow of leakage current is negligible, an electric field will form 
and deplete the material from intrinsic charge carriers (free electrons and holes) that 





passes through the depleted region, the newly generated charge carriers (electron-hole 
pairs) will be swept towards their respective electrodes (negative charges to the 
cathode, and positive charges to the anode), and can be detected as a pulse of current 
after amplification. 
The rectifying junction can be created by dopants in a semiconductor (p-n or p-i-
n diodes), or at the interface of a metal and a semiconductor (Schottky barriers). The 
following section describes the fabrication of Schottky diodes by depositing aluminum 
and gold electrodes onto silicon [97]. 
3.1.3. Detector applications 
There are 3 technologies typically used for detection of radiation: semiconductor 
detectors, gas detectors and scintillators coupled to photon detectors [98]. Plastic 
scintillator sheets (10-50 µm thick BC400R) emit photons when exposed to charged 
particles, and when coupled to photomultiplier tubes have been used as detectors in 
microbeam applications [99-101]. However, the energy resolution is poor; the typical 
energy required to produce 1 photoelectron is on the order of 1000 eV or more [93]. 
Gas detectors rely on the ionization of a gas (such as P10, 10% methane in argon), and 
have also been used as microbeam transmission detectors [99]. The average energy to 
create an ion pair in a gas is 15-30, roughly 5-10 times more than the materials used in 
semiconductor detectors, where the energy required to create an electron-hole pair in 
silicon is 3.62 eV. RARAF currently has a custom built gas counter that has an 8 mm long 
gas ionization chamber [51]. Commercial semiconductor detectors are available from 





electron-hole pairs by charged particles. The thinnest commercial detector currently 
offered by ORTEC is 100 µm.  
All three technologies listed above share the same limitation when employed as 
a transmission detector for alpha particles - they are usually too thick, and will block 
these high-LET particles from reaching the sample. As mentioned in section 3.1.1, the 
range of a 5 MeV alpha particle is only ~25 µm in silicon, and these commercial products 
are typically not thin enough to be used as transmission detectors for these particles. 
The current state of the art fabrication of "ultra thin" p-i-n diode detectors, 
which range from 4.5-22µm, is shown in [96, 102, 103]. These devices are made from 
380 µm, <100> crystal orientation, p-type silicon wafers, which are anisotropically 
etched with TMAH for 14 hrs. The detector diode is formed by phosphorous (n) doping 
to form a p-n junction, and aluminum is deposited on both sides for metal contacts. 
Initially developed as a ΔE-E telescope to measure energy and identity of particles in 
vacuum, the device was incorporated at the Lund Microprobe as a 9-11 µm thick 
transmission detector for cell irradiation [102].  
This work pursued the creation of ultra-thin metal-semiconductor Schottky 
diodes as transmission detectors for alpha particles. There are several advantages 
associated with the use of these diodes. This type of detector maintains the sensitivity 
of semiconductor detectors, which generating 5-10 fold greater electron-hole pairs per 
particle as compared to gas detectors. Furthermore, the direct measurement of 





type of diode does not require doping of the silicon, and therefore fabrication can be 
simpler and cheaper. The next section will describe the fabrication of our devices. 
3.2. Materials and Methods 
3.2.1. Fabrication 
A crystalline silicon wafer with initial thickness 10 +/- 4 µm (Virginia 
Semiconductor, Fredericksburg, VA) was cleaved into approximately 10mm x 10mm 
squares. These wafer chiplets were suspended over a 6mm hole drilled into a glass slide, 
and glued permanently in place using a 50 µm layer of SU-8 2050 (Microchem, Newton 
MA).  
A shadow masking procedure was used to deposit the 100nm co-planar gold and 
aluminum electrodes on the silicon substrate. A plastic film (PMMA, 100 µm thick) was 
cut to the approximate size and aligned manually to physically mask one half of the 
suspended wafer, and aluminum was thermally evaporated. A similar shadow mask was 
then used to cover the aluminum electrode and a small gap (~500 µm), and gold was 
evaporated onto the rest of the wafer. 
The sample was then turned over and etched to different thicknesses using a SF6 
plasma etching in an inductively coupled plasma reactive ion etcher (Oxford Instruments 
Plasmalab 80plus ICP-RIE, Concord MA). Only the area exposed by the hole in the glass 
slide was etched, leaving a locally thinned suspended membrane. We prepared 4 
samples: etching for 10 s, 30 s, 60 s, and 90 s with 20 sccm of SF6 at 400W ICP power 





connect wires to the electrodes. Figure 25 shows the exploded view of our detector, and 
pictures of the fabricated device. 
         
 
Figure 25: exploded view of the detector (a), and images of top (b) and bottom (c) of detector. A 
crystalline silicon chiplet is suspended over a hole drilled into a glass slide using SU-8, a UV 
curable epoxy. Gold and aluminum electrodes are deposited using shadow masks, and the silicon 
chiplet is etched to its final thickness from the backside. Electrical connections are attached using 
conductive epoxy. 
 
3.2.2. Experimental Setup 
The detector is placed between the radiation source and a commercial detector 
above it. Figure 26 shows a 3D CAD drawing of the placement of the detector (a), and a 
2D cutout view (b). The commercial detector is placed 21.9mm away from the radiation 








Figure 26: (a) placement of the transmission detector between a radiation source and the 
commercial absorption detector above it. (b) Cross-section view of the endstation and detector 
placement. 
The output signals from both detectors are fed into charge sensitive 
preamplifiers (Canberra 2003BT, Meriden, CT). The preamplifier converts the charge 
into a voltage, with a sensitivity of 0.45 V/pC. The output from the preamplifiers are fed 
into a shaping amplifier, with a rectangular filter, that yields a gaussian pulse after 100-
1000x gain, and 1-10 µs shaping constants (ORTEC model 570, Oak Ridge, TN). Figure 27 







Figure 27: experimental setup: electronics used for detection of charged particles for both the 
transmission detector and the absorption detector. The biased detectors generate charge 
carriers that are converted to a voltage pulse using a pre-amplifier. The small pulses are 
amplified and measured by either an oscilloscope or analog to digital converter multiple channel 
analyzer (ADC-MCA). 
After amplification, the pulses are read in two manners: oscilloscope traces of 
pulses as a function of time and analog to digital multiple channel analyzer (ADC-MCA) 
output, as shown in Figure 27. The oscilloscope can be used to verify that both pulses 
from the transmission detector and the commercial detector are coincident. The ADC-
MCA displays a distribution of pulse heights, where each channel of the ADC 
corresponds to a narrow bin of pulse voltage. Thousands of pulses can be registered, 
and the length of acquisition is recorded. Total counts are found by integrating beneath 
the distribution, and count rate is found by dividing the total counts by the acquisition 
time. The ADC-MCA channel numbers were calibrated to input voltage pulses and 







3.2.3. Thickness measurement 
We use an energy loss measurement method similar to that described in [103] to 
determine the thickness of the etched samples. Briefly, we measure the energy of 
particles with and without passing through the etched samples, and estimate each 
sample’s thickness with SRIM calculations. In this section, we use 2.7 MeV protons (H+) 
incident on the commercial detector.  
 
 
Figure 28: Proton energy loss measurement to determine the thickness of the samples. Protons 
were detected in the commercial detector, with and without passing through our samples. 
 
Figure 28 shows the energy deposited in the commercial detector with and 
without passing through our four detectors. The energy loss range for each of our 





range of SRIM calculations to estimate what the energy loss is using our geometry and 
multiple thicknesses of silicon. The layers used in the calculations were a 500nm silicon 
nitride window, 1.1 mm of air, 1-15 µm of silicon, and 20.9 mm of air. The energy loss 
after transmission across these layers was found for different incoming energies of 
protons and alpha particles. Using these SRIM calculations as a calibration, we estimate 
thicknesses of our wafers, etched for variable lengths of time, to be 13.5 µm, 11.5 µm, 
11 µm, and 8.5 µm thick, respectively.  
We performed the same experiment as above with alpha particles (helium 
nuclei) to ensure that high-LET particles can pass through our detectors. Figure 29 
shows the distribution of pulses detected by the commercial detector from alpha 
particles with and without passing through our samples. The integral beneath the ADC-








Figure 29: ADC-MCA distribution of 5.4 MeV 4He++ particles through our samples. Measurements 
were taken from the commercial detector set up behind our transmission detector. t is the 
thickness of the sample between the radiation source and the commercial detector, and c is the 
count rate measured by the integral beneath these curves. It appears that these 4He++ particles 
only pass cleanly through the 8.5 µm sample. 
  
It can be seen from Figure 29 that only the thinnest detector allows the alpha 
particles to pass through with enough remaining energy to ensure that it reaches the 
commercial detector. Therefore, in the following sections, we characterize only the 8.5 
µm detector for use with alpha particles, and characterize the 13.5 µm detector for use 
with protons. 
3.3. Experiments 
We performed 3 sets of experiments with our detectors. The first set of 
experiments is characterization of the fabricated devices to determine the thickness and 





diodes (section 3.1). The second set of experiments tested the devices with alpha 
particles (section 3.2), and the third set of experiments tested the devices with protons 
(section 3.3). 
3.3.1. Diode Characteristic Measurements: I-V and C-V curves 
First, we verified that the devices behaved as Schottky diodes. To measure the I-
V curves, we used a high voltage source measurement tool (Kiethley 237, Cleveland, 
OH). To measure the C-V curves, we used a parameter analyzer (Agilent 4155C) coupled 
to an inductance-capacitance-resistance (LCR) measurement tool (Agilent 4284A). An AC 
voltage of 25 mV and 1 kHz was added to a bias voltage ranging from -0.5 V to 4 V to 
measure capacitance via a phase shift. 
 
Figure 30: I-V curves and C-V curves of 4 diode samples to ensure they behave like diodes, and 
that current only flows in the forward direction. This allows an electric field to be set up when 
biased in the reverse direction. 
 
The curves in Figure 30 demonstrate that the fabricated devices are indeed 
diodes. Applying a positive voltage to the gold electrode causes current to flow, and 





than 20 µA. This rectifying junction is required to set up an electric field across the 
silicon detector, as discussed in section 3.1.1. 
3.3.2. Helium Nuclei using the 8.5 µm detector 
3.3.2.1. Coincident detection measurements 
This section shows the simultaneous capture of oscilloscope (Tektronix 
TDS3052C, Beaverton, OR) traces from our detector and the commercial detector above 
it. Using helium nuclei from the RARAF microbeam, we show that a single particle 
causes a pulse in both detectors. The data collection was triggered on the commercial 
detector, and shown in Figure 31.  
 
Figure 31: Oscilloscope trace of coincident pulses from the 8.5 µm transmission detector and the 
commercial absorption detector mounted behind it. These traces were taken with 40V bias, the 






Figure 31 shows a representative oscilloscope trace of the two detectors. The 
noise on the transmission detector channel is expected to be higher with our device 
than with the commercial device due to packaging and RF noise from unshielded wires 
compared to the packaged commercial detector. The difference in noise between the 
two devices was found to be minimal, and attributable to the signal-gathering 
electronics. 
Ignoring relativistic effects, the kinetic energy of the alpha particle is equal to 
1/2mV2, and a 5 MeV (8.01 e-13 Joule) alpha particle has a velocity of 1.55e7 m/s. This is 
5% of the speed of light, so our assumption to ignore relativistic effects is valid. Given 
the speed of the particle, and the 2 cm distance between the transmission and 
absorption detectors, it is expected that the time between pulses should be 1.3 ns. Since 
the integration time of the signal is 10 µs, these pulses occur at essentially the same 
time, and any discrepancy is due to the electronics and signal gathering. 
 
3.3.2.2. Beam location measurements 
This section describes an experiment performed to characterize the performance 
of the detector as a function of the location of the beam. Since the electrodes were 
defined by a wide shadow masking procedure, the diode is essentially a 1D structure, 






   
Figure 32: The beam was traversed across the detector perpendicular to the gold and aluminum 
electrodes. The gap between the electrodes is 720 µm, and measurements were taken at 150 µm 
intervals. 
 
Figure 32 shows the location of the detector with respect to the beam. The right 
side of the figure shows the pattern that we used to traverse across the detector from 
the gold to the aluminum electrodes. The aluminum electrode is 720 µm away from the 
gold electrode. 
 
Figure 33: Traverse experimental results, showing distribution of pulses as a function of (a) 
distance from the gold electrode and (b) count rate at the same points. The aluminum electrode 







Distributions of pulse height as a function of distance away from the gold 
electrode edge are shown in Figure 33a. A plot of count rate as a function of this 
distance appears in figure Figure 33b. It appears that the maximum pulse height 
increases as the beam gets closer to the aluminum edge, the distribution broadens, but 
the count rate is essentially constant. Once the beam reaches the aluminum electrode, 
the count rate diminishes. There appears to be no depletion region beneath the 
aluminum electrode. 
 
3.3.2.3. Count rate and efficiency analysis 
The MCA pulse height distribution from the transmission detector is plotted in 
Figure 34 along with the pulse distribution from the commercial detector behind it, and 
the commercial detector with nothing in the way. The count rate is found by integrating 






Figure 34: (left) ADC-MCA histograms of detections from the transmission detector and the 
absorption detector, with and without the interstitial transmission detector. The acquired count 
rates for the transmission detector, the absorption detector, and the omitted transmission 
detector were 737, 757, and 734, respectively. (right) A comparison of the acquired count rate 
from the 8.5µm transmission detector and the commercial detector for multiple operating 
conditions. Count rates deviated by no more than 10% for the transmission and absorption 
detector.  
 
Figure 34a shows for a single operating condition that the count rate is the same 
for the 8.5 µm transmission detector and the overlying commercial absorption detector, 
with and without an interstitial sample. This shows that our detector not only counts all 
of the particles with good fidelity but, furthermore, does not impede the transmission of 
the particles to the sample beyond. We repeated this measurement under several 
operating conditions to verify that the count rate remains the same between our 
detector and the commercial detector above it.  
Figure 34b shows a plot of the ratio of transmission detector's count rate to the 





count rate are determined by the variance of a Poisson distribution,    [104], 
where σ is the variance and µ is the mean count rate. Acquired count rates from the 
transmission detector and absorption detector agree within 10% of each other, and fall 
within the variance from a Poisson distribution. 
The count rate analysis for each detector in Figure 34b was taken sequentially 
using one analog-digital converter multichannel analyzer (ADC-MCA), and therefore 
each detector was used to measure different particles. In this scenario, the accuracy of 
an efficiency measurement depends on the stability of the particle accelerator, and is 
limited by the variance of a Poisson distribution. To achieve the best possible accuracy 
in the efficiency measurement, a gated single-channel analyzer (SCA) was employed. 
The SCA was triggered on the commercial detector, and was used to assess the ability of 
the transmission detector to detect the very same particles reported by the commercial 
detector. The gated counter only counted pulses from the transmission detector when 
the gate signal (i.e. the commercial detector signal) was greater than 2 volts; the result 
is a counter that only registers a pulse when the two detectors are triggered 
coincidently: a coincidence particle counter. The efficiency of detection can be found by 
η = ccoincident/ctransmission, where η is efficiency, and ci are the counted number of particles 
from the coincidence counter and the transmission detector, respectively. In a series of 







3.3.2.4. Beam broadening effects 
The transmission of the alpha particles through the thin detector might increase 
the beam size due to scattering effects. In order to quantify the amount of beam 
broadening, we performed two knife edge scans using a 3 µm thick layer of 
polypropylene; the first scan conducted omitting the transmission detector, and the 
second scan passing through the 8.5 µm detector. These scans are shown below in 
Figure 35. 
 
Figure 35: polypropylene knife edge scans of the beam before (red) and after (black) passing 
through the 8.5 µm detector. This graph shows the relative energy of the particles that pass 
through the knife edge as a function of distance. A line is fitted to the slope of the curve, and the 
beam size is determined by the intersection of the linear fit at fully occluded (relative energy = 0) 
and fully unoccluded (relative energy = 1). 
 
Measurements conducted using the polypropylene knife edge report that the 
beam size increased by 50% due to scattering effects. This increase in size limits the 





that require ultra high resolution [51]. For the bulk of experiments at RARAF, such as the 
investigation of inter-cellular communication effects, a 1 μm beam is sufficient to ensure 
one cell is targeted and not a bystander cell [59]. 
 
3.3.3. Hydrogen Nuclei using the 13.5 µm detector 
Although the goal of this work is to build a detector for alpha particles, we also 
placed our detectors in the path of a proton microbeam. Protons have lower LET, and 
deposit less energy in thin samples, and therefore are harder to detect. Only the 13.5 
µm thick sample was able to detect pulses sufficiently above noise. 
 
 
Figure 36: Oscilloscope trace and ADC-MCA distribution of pulse heights for protons. Enough 
energy appears to be deposited in the 13.5 µm detector for the detection of protons.  
 
Figure 36a shows a simultaneous oscilloscope trace gathered from the 13.5 µm 





energy is deposited in the detector compared to alpha particles, protons are still 
detectable by the transmission detector. Figure 36b shows the distribution of pulses 
from the transmission detector and the commercial detector with and without passing 
through the transmission detector. 
3.4. Conclusion 
The significant contributions of this chapter are the design and fabrication of a 
transmission particle detector that works as well as a commercial absorption detector 
for high-LET alpha particles in biological microbeams. We characterized 4 samples' 
performance as Schottky diodes and used energy loss measurements to calculate their 
thicknesses. The 8.5 µm transmission detector, 5.4 4He++ particles pass through the 
sample with plenty of energy to reach the conventional absorptive detector mounted 
above the sample. The 13.5 µm transmission detector is capable of reporting the impact 
of H+ particles. The implications of these contributions are a range of new instrumental 
and experimental modalities available at RARAF. These new modalities will be valuable 
in studies of radiobiological relevance including thick tissues and immersion microscopy 
targets. Complex targets involving integrated microfluidic devices for handling larger 







Chapter 4 - Optoelectronic Properties: Optofluidic Manipulation 
This chapter describes the fabrication and integration of light-induced 
dielectrophoresis for cellular manipulation in biological microbeams. An OptoElectronic 
Tweezer (OET) cellular manipulation platform was designed, fabricated and tested at 
Columbia University's Radiological Research Accelerator Facility (RARAF). The platform 
involves a light induced dielectrophoretic surface and a microfluidic chamber with 
channels for easy input and output of cells. The electrical conductivity of the particle-
laden medium was optimized to maximize the dielectrophoretic force. To 
experimentally validate the operation of the OET device, we demonstrated UV-
microspot irradiation of cells containing GFP-tagged DNA single-strand break repair 
protein, targeted in suspension. We demonstrate the optofluidic control of single cells 
and groups of cells before, during and after irradiation. The integration of optofluidic 
cellular manipulation into a biological microbeam enhances the facility's ability to 
handle non-adherent cells such as lymphocytes. To the best of our knowledge, this is the 
first time that OET cell handling is successfully implemented in a biological microbeam. 
4.1. Background and Motivation 
The RARAF biological microbeam has the ability to deliver precise doses of 
radiation to single cells [91]. Until recently, most of the microbeam development at 
RARAF has been on particle beam size [52], microbeam type [105], or improved imaging 





work describes a new paradigm in cell handling through the integration of an optofluidic 
cellular manipulation platform with a biological microbeam endstation. 
A typical biological microbeam experiment at RARAF involves cells plated on a 
dish, with cell targeting enabled by moving the dish to the microbeam using a 
computer-controlled stage. This experimental setup is ideal for adherent target samples, 
such as fibroblasts. Recently, RARAF has introduced a microfluidic channel meant to 
bring a continuous flow of cells to the microbeam radiation source, using Flow and 
Shoot Technology (FAST) [53]. This technology enables the handling of non-adherent 
cells (e.g. lymphocytes), and increases the throughput of cellular irradiation nearly ten-
fold. However, the system is designed for large numbers of cells, and the fixed flow 
pattern is unidirectional (from inlet to outlet) and at constant velocity. To attain the 
flexibility of a reconfigurable system, RARAF is pursuing a dynamic optofluidic cellular 
manipulation platform for experiments that require the flexibility to precisely place a 
cell at any location on a two dimensional surface. 
Recently, optofluidic manipulation techniques have been considered in biological 
irradiators, because of the ability to use light beams to remotely handle particles: 
optical tweezers have been used to manipulate oocytes in a laser microsurgery device 
[106], and  optical tweezers have been integrated into a synchrotron radiation probe 
[107]. Optical tweezers use the radiation pressure from a focused laser to trap particles 
using two forces: a scattering force (in the direction of the beam) and a gradient force 





optical forces to directly trap cells, Optoelectronic Tweezers (OET) use light to activate 
photoconductive surfaces and indirectly trap cells using dielectrophoresis, a 
phenomenon that requires five orders of magnitude less light than optical tweezers 
[30]. Since the first publication of OET in 2005 [30], optofluidic manipulation techniques 
have received an enormous amount of attention. A full review of existing 
optoelectrofluidic applications and platforms can be found in existing literature [108]. 
Briefly, optoelectrofluidic devices have been demonstrated to dynamically manipulate a 
range of biological and non-biological materials, including polymer beads and several 
types of cells [37, 109], nanoparticles [110], and multiphase droplets [111, 112]. 
Numerical models of OET devices have also been presented to model the electric field in 
the device [113], and build upon the electric field with a molecular dynamics simulation 
[114]. To date, no OET devices have been used to control cells in a microbeam 
irradiator.  
Section 4.1.1 presents the background theory behind the operation of OET 
devices that will be introduced into the microbeam irradiator. Section 4.2 presents the 
design and optimization of the devices. Section 4.3 describes the materials and methods 
used to fabricate the devices, as well as the specificities of the laser microbeam system. 
Finally, section 4.4 demonstrates our ability to manipulate beads and cells, and irradiate 
cells using a laser irradiator based on multiphoton excitation. 
4.1.1. Light-induced DEP theory 
In the presence of an alternating current (AC) electric field, the internal charges 





experience a force from the electric field (F=qE). If the AC field is spatially non-uniform, 
the force on one pole will dominate over the other, resulting in a body force on the 
particle; this phenomenon is called dielectrophoresis (DEP). The force can be positive or 
negative, and is given by [14]: )()](Re[2 23 EfrF cmmDEP    (Equation 11), where r is 
the particle radius, εm is the permittivity of the medium, and )(
2E  is the gradient of 
the square of the magnitude of the electric field. Re[fcm(ω)] is the real part of the 

















 . In these 
expressions, εi is the permittivity of the particle or medium, σi is the conductivity of the 
particle or medium, and ω is the angular frequency of the electric field. All other terms 
are positive, so the sign of the Clausius-Mossotti factor determines the direction of the 
applied force. This factor can be influenced by the type of medium, the material and size 
of the particle, as well as the frequency of the electric field [14]. 
A DEP trap is typically created using fixed metallic electrodes [115, 116]. Another 
technique is to create dynamic virtual electrodes for a reconfigurable geometry [117]. 
When a photoconductive coating is patterned on a planar electrode, the projection of 
visible light onto the surface increases the local conductivity by an order of magnitude; 
as a result, a virtual electrode is created. This dynamic virtual electrode can be used to 
create a moving DEP trap and manipulate particles to any location on the surface. That 





Typical OET devices include two Indium Tin Oxide (ITO) covered glass slides, with 
projected light applied onto the photoconductive electrode from a direction akin to 
transmission illumination (i.e. from the opposite direction as the microscope 
visualization) [117]. Since the RARAF microbeam irradiator comprises an epi-illumination 
microscope atop the exit portal of a vertical ion-beam line, patterned light projection 
and microscope visualization occur from the same side. Therefore, instead of using two 
transparent ITO electrodes, we only use one ITO electrode and one gold electrode. The 
gold surface can reflect any unabsorbed light back onto the photoconductive layer for 
further absorption. Also, typical OET devices are parallel plates separated by a double-
sided tape spacer [37, 117]. Instead, we built a microfluidic chamber with one inlet and 
one outlet port using a rubber gasket and a customized plastic clamp. Figure 37 depicts 
the cross section of an OET device. Further detail into the fabrication of the OET 







Figure 37: Cross section schematic of an optofluidic manipulation device. The projected pattern 
of light and the microscope visualization both come from the top surface, so the bottom 
electrode does not need to be transparent. 
4.2. Design 
A  static 2D numerical simulation using the root-mean-square (RMS) voltage, or 
the quadratic mean of the AC voltage, can predict the force on particles, similar to 
previously published work [113]. Figure 38 shows the geometry of the simulation of a 
DEP trap created by the virtual electrodes in an OET device, and the colors and arrows 
represent the magnitude and direction of the gradient of the electric field. The electrical 
boundary conditions include electric insulation on the side walls, the applied RMS 
voltage (V0 = 10 V) on the top edge, and ground on the bottom edge. The conductivity of 
the bottom edge is set to the light and dark conductivities of amorphous silicon, or 6.4e-





(COMSOL Multiphysics 4.3) was used to perform the calculations of the electric field in 
the OET device and the DEP forces.   
 
  
Figure 38: Geometry of 2D numerical simulation. The colors represent the logarithmic plot of the 
gradient of the square of the electric field magnitude, and the arrows represent the direction of 
the DEP force on a particle attracted to the light pattern. The magnitude of the DEP force is 
calculated using equation 1.  
 
The DEP force is calculated using equation 11. The parameters for particle and 
medium permittivity and conductivity were taken from previously published work [113]: 
the relative permittivity of the medium is 78; the relative permittivity of particle is 2.5; 
and the electrical conductivity for the particle consists of the bulk conductivity (σbulk = 





and is equal to 4e-4 S/m. The electrical conductivity of the medium is varied between 1-
10 mS/m, and the resulting DEP force on a 10 µm bead is shown in Figure 39. 
 
  
Figure 39: Simulated force as a function of medium conductivity. The RMS voltage applied is 10 
V, at a frequency of 100 kHz. The maximum force occurs at around 3-4 mS/m. 
 
The maximum force applied on the particle is ~4 pN, which is on the order of 
published values of 1-10 pN[37]. This maximum force occurs at around 3-4 mS/m, and 
we have set the conductivity of the solutions used in the experimental validation 









4.3. Materials and Methods 
4.3.1. Fabrication 
The light-induced DEP device was manufactured in the Center for Engineering 
and Physical Science Research (CEPSR) Clean Room at Columbia University. The 
photoconductive surface was fabricated on a standard microscope slide as follows: 70 
nm of gold was thermally evaporated onto the glass slide (Edwards/BOC Resistive 
Thermal Evaporator, Sanborn, NY, USA). A plasma enhanced chemical vapor deposition 
tool (Oxford PlasmaPro NPG80 PECVD, Concord, MA, USA) was used to deposit a 1.6 µm 
thick layer of hydrogenated amorphous silicon (a-Si:H) using a cover slip as a shadow 
mask for electrical connections to the gold layer. Deposition parameters are 350 sccm 
SiH4, 25 sccm H2, 1000 mTorr, 300 degrees C, and 30 W RF power for 60 minutes. The 
same tool was used to deposit a 25 nm thick SiO2 layer on top of the amorphous silicon 
to act as a passivation layer, with deposition parameters including 180 sccm SiH4, 710 
sccm N2O, 300 degrees C, 1000 mTorr, and 20 W RF power for 30 seconds.  
Commercial ITO-covered glass slides (Delta Technologies, Loveland, CO, USA) 
were used as the top electrode, because this surface must be transparent for the 
projected light pattern and irradiation laser to pass through it. Holes for the microfluidic 
connections were drilled into the top glass slide using a CNC desktop mill (Minitech 
Minimill 3, Atlanta, GA, USA) and diamond coated drill bits (McMaster-Carr, 
Robbinsville, NJ, USA). Ports were fixed to the top surface by gluing 1/16" ferrules 
(Upchurch Scientific, Oak Harbor, WA, USA) around the drilled holes. A removable 





connector into each of these ports (Value Plastics, Fort Collins, CO, USA). Conductive 
epoxy was used to connect wires to the gold and ITO surfaces. The AC bias voltage is 
provided from a function generator (BK Precision 4070A, Yorba Linda, CA, USA) and a 
wideband amplifier (Krohn-Hite 7600M, Brockton, MA, USA). 
The top and bottom surfaces were separated by a 50 µm rubber gasket and held 
together using a polymethylmethacrylate (PMMA) clamp and 4 screws. The clamp was 
milled from 1/4" PMMA slabs using the same CNC desktop mill described above, and the 
images in Figure 40 show the clamp and gasket setup. This closed system, including the 
tubing and syringe inlet/outlet, has the benefit of eliminating evaporation during longer 
experiments. 
 
Figure 40: a) The microfluidic chamber consists of the OET sandwich (ii & iv) separated by a 50-
µm thick rubber gasket (iii) and held together by a PMMA clamp and 4 screws (i & v). b) 







4.3.2. Integration into RARAF Microbeam 
Geometrical constraints of the RARAF microbeam endstation prevent the 
integration of a platform that uses transmission illumination (i.e. from the opposite 
direction as the microscope visualization) to project the patterned light [117]. This is 
because the beam line protrudes from the bottom of the microscope, requiring that 
light sources must be introduced from the top side of the chip. There are three separate 
light sources that are all required for the experiment described below: the projected 
OET image generated by a commercial projector (Epson EMP-755, Nagano, Japan), a 
titanium sapphire (Ti:S) laser for cell irradiation (Coherent Chameleon, Santa Clara, CA, 
USA), and a mercury lamp to illuminate fluorescent cells (EXFO Acticure EFOS A4000, 
USA). The fluorescent light emitted from the cells must also be collected and delivered 
to an EMCCD camera (Princeton Instruments PhotonMax 512, Trenton, NJ, USA). Figure 
41 shows: 1) the light paths at the microscope end station for the OET projected image 
and the Ti:S laser for UV irradiation through multiphoton excitation, and 2) the 






   
Figure 41: The experimental setup and hardware required to integrate the 3 light sources (A, B, 
and C) into the microscope. Optical elements such as a cold mirror (D), dichroic mirror (E), and 
GFP cube (F) are used to project red and blue light onto the sample (G), and a green emission 
filter (H) only allows the signal from the stained/GFP-tagged cells to reach the camera. 
 
The three light sources are labeled A, B, and C in Figure 41. The projected OET 
image is red (600-650 nm), and the Ti:S laser[91] is tunable to wavelengths between 680 
nm and 1080 nm. These two light sources are combined to become co-axial by a cold 
mirror (Omega 63193, Stamford, CT, USA), labeled D in Figure 41, that allows 
wavelengths above 700 nm (e.g. the tuned laser) to pass through, and reflects 
wavelengths shorter than 700 nm (e.g. the projected image). Both these light sources 





Technology Z680DCSP, Bellows Falls, VT, USA) that reflects wavelengths above 600 nm, 
labeled E in Figure 41.  
The optical element labeled F in Figure 41 is a GFP cube (Chroma Technology 
ENDOW GFP HYQ Cube, Bellows Falls, VT, USA) with a blue 450nm - 490nm bandpass 
excitation filter, a 500 nm long pass blue/green dichroic mirror, and the green emission 
filter removed. Removing the emission filter allows the red light sources A and B to pass 
through the cube to reach the sample. The mercury lamp/fluorescent light source, 
labeled C in Figure 41, is combined with the first two light sources by this cube to 
illuminate the green fluorescent cells. 
After light from all three light sources is introduced to the sample (G), reflection 
and fluorescent signals return through the cube and dichroic mirror. The signals then 
pass through one final element before reaching the EMCCD camera labeled I in Figure 
41. The green band-pass emission filter that was removed from the GFP cube (Chroma 
Technology 500/140, Bellows Falls, VT, USA), and placed just beneath the camera to 
prevent the laser and projected image from overwhelming the CCD sensor, and labeled 
H in Figure 41. Ideally, only the green emission from the GFP tagged cells will reach the 
camera. 
4.3.3. Cell and Bead suspension preparation 
In the following section, we will perform three sets of experiments. The first 
experiment uses polymer beads to validate OET and optimize OET control. The second 





cell control. The third experiment validates the irradiation of the same type of 
fibrosarcoma cells, HT1080, modified by D. Chen to contain GFP tagged to a DNA single-
strand break repair protein (XRCC1) [118]. 
The polymer bead solutions were prepared by washing and resuspending 10 µm 
microspheres (Molecular Probes F8890, Invitrogen/Life Technologies, Grand Island, NY, 
USA) in DI water. The conductivity of the prepared suspension was altered using small 
amounts of KCl, and was verified using a hand-held conductivity meter (Omega CDH-
5021, Stamford, CT, USA). Several solutions with different conductivity were prepared, 
as described in section 4.4.1. 
The stained cell suspensions were prepared using a green cytoplasmic dye (Cell 
Tracker Green CMFDA, Invitrogen/Life Technologies, Grand Island, NY, USA). The 
staining procedure is as follows: the cells were incubated for 1 hour in a solution of 6 µL 
stain and 4 mL cell medium. The cells were washed with phosphate buffered saline 
(PBS) and trypsinized for 1 minute, and resuspended in a low conductivity solution 
comprised of DI Water, 8.5% Sucrose and 0.5% Dextrose. The cells were rinsed by 
spinning at 300 rpm for 4 minutes and resuspending them in the same low-conductivity 
medium. The conductivity of the medium was measured and found to be ~2 mS/m. The 
washing and resuspension procedures for the GFP-tagged cells in the third experiment 







4.3.4. Projection Software 
The light pattern is generated by a projector connected to a computer. The 
displayed image can be created by any image production software, including a custom 
optical control software [113], or commercial software such as Microsoft PowerPoint 
[37]. Custom software that is dedicated for convenient image manipulation can be more 
versatile and provide more control to the microbeam users, therefore a MATLAB 
program was created to project a movable shape. The user can control the RGB color, 
translation, dilation, rotation, speed and linewidth of the shape using simple keyboard 




Figure 42: Projected MATLAB image. The user can control the color, location, speed and size of 
the shape using keyboard arrows and letters. 
 
The custom features offered by this software give complete control to the user. 





from overwhelming the camera. Therefore, in order to see the location of the shape, the 
RGB values for the color can each be tuned separately, allowing a green shape to be 
projected for light to reach the camera set to smaller exposure times. 
4.4. Experimental validation of OET and laser irradiation 
The control and integration of the OET device is verified the course of three 
experiments. First, we used green fluorescent beads suspended in a variety of liquid 
conductivities to validate the optimization performed in section 4.2, as discussed in the 
following section. Section 4.4.2 shows the handling of fluorescent stained cells to verify 
the operation of the OET device, and section 4.4.3 shows the validation of the laser 
irradiator by the demonstration of DNA damage (nuclei focus formation) and of cell 
damage (laser ablation or lysis) of GFP-tagged cells. 
4.4.1. OET Bead Control 
Initial tests were performed with polymer beads to validate the OET system. 
Figure 43 shows the manipulation of polymer beads. In Figure 43, a single fluorescent 
bead trapped in an optically induced negative DEP trap, and moved to the four corners 
of the screen. As mentioned in section 4.1.1, the sign of the Clausius Mossotti factor 
determines whether the force from DEP is attractive or repulsive. The Clausius Mossotti 
factor of polymer beads is calculated to be negative at 100 kHz, therefore the bead 








Figure 43: Four images displaying the ability to move a single bead to each corner of the screen. 
The scale bar is 100 µm. 
 
The trapped bead was moved around the screen at different speeds, which is 
controlled by setting the appropriate step size between refreshed images. The 
maximum speed of manipulation is determined by the maximum speed at which the 
shape can be moved before the bead can no longer remain trapped. Figure 44 shows 






Figure 44: Experimental speed of manipulation as a function of liquid layer conductivity. Polymer 
spheres with 10 µm diameter were manipulated by OET with 10 V and 100 kHz, reaching speeds 
of up to 50 µm/s. 
 
The series of experiments represented in Figure 44 were performed with 10 μm 
diameter polystyrene beads suspended in DI water supplemented with KCl to achieve 
different conductivities. The height of the chamber is 50 μm, and the voltage and 
frequency were 10 Vp-p, and 100 kHz. The speed of manipulation is directly proportional 
to the force that is applied on the particle. Therefore, we can infer that the maximum 
force is applied for conductivities around ~2 mS/m. The velocity of the particles is ~50 
µm/s, and is in line with published values between 40 µm/s [37] and 105 µm/s [117]. 
4.4.2. OET Cell Control 
In this section we describe the spatial positioning of fluorescently stained HT-
1080 cells. The Clausius-Mossotti factor for these cells is positive, therefore the cells are 





a movie  in which a single cell was manipulated, with the cell placed at three different 
locations. 
 
Figure 45: Three frames taken from a movie showing the ability to move a single fluorescent cell. 
The pattern is red with a small amount of green added for visibility through the green band pass 
filter. The cells are stained with Cell Tracker Green cytoplasmic stain. The scale bar is 100µm. 
 
4.4.3. Cell Irradiation 
The third experiment targeted XRCC1-expressing, GFP-tagged, HT1080 cells with 
UV microspot radiation using the a multiphoton laser irradiator [105]. XRCC1 is a repair 
protein that is recruited to single-strand DNA breaks [118]. Initially the entire cell 
nucleus is dimly fluorescing because the proteins are distributed throughout the 
nucleus. When the nucleus is irradiated, the repair proteins move toward the single-
strand DNA breaks. This results in a localization of fluorescence into bright foci, visible 
by the EMCCD camera on the microbeam endstation. Figure 46 shows a time-lapse 
image sequence of a cell irradiation. 
Because only the XRCC1 proteins in the nucleus are expressing GFP, the cells are 
not very bright. Our cooled EMCCD camera requires 500 ms exposure time at the 
highest gain settings to adequately image the cells. However, we chose to use these 





time via localization of the repair protein as fluorescent foci [118]. These foci appear 
within 5-10 seconds and fade away after several minutes, consistent with the repair 
time of DNA single-strand breaks. 
With such a long exposure time, any light from the projected pattern will 
overwhelm the camera's sensor. For this reason we included a green bandpass filter in 
the light path just before the camera, as described in materials and methods section 
4.3.2. This filter blocks the red pattern while permitting transmission of green light 
emitted from the cells to reach the camera. 
 
 
Figure 46: With low exposures of radiation (3.6 mJ, 800 nm, which acts like 400 nm or 267 nm in 
a 2- or 3-photon excitation mode), single strand breaks are created in DNA present in the 
nucleus. XRCC1 is a repair protein that is recruited to sites of DNA single strand breaks and forms 
a brighter fluorescent focus. The first seven frames depict images taken every 10 seconds. A cell 
initially in the top left corner of the field (A), is brought to the center of the screen using OET for 
irradiation (B), and a focus subsequently forms (C-G). Finally, after 5 mins, the focus fades 
commensurate with DNA repair, and the cell is moved to the right side of the field (H). Images 
are taken at 500 ms exposure time with the projected light pattern filtered out by a bandpass 





Above certain intensities, the lasers are capable of lysing, damaging or inducing 
apoptosis-like cell death [119-121]. Figure 47 shows images of a cell being manipulated 
with OET and irradiated. The laser is positioned at the center of the image. The cell 
starts on the left side of the screen (Figure 47a), is brought into position in the middle 
image for irradiation (Figure 47b). The cell is targeted and subjected to 28.95 mJ of UV 
radiation between frames B-C (more than 8 fold greater fluence as compared to the 
lower dose capable of inducing DNA damage in the nucleus). The disappearance of the 
cell from Figure 47c and the dispersal of the fluorescent molecules is attributed to cell 
damage from radiation [121]. 
 
Figure 47: With high exposures of UV radiation (28.95 mJ, 750 nm, which acts like 375 nm or 250 
nm in a 2- or 3- photon excitation mode), the entire cell is damaged. The cell starts on the left 
side of the image (A), and is brought to the center of the middle image using OET (B) for 
irradiation (C). Images are taken at 500 ms exposure time with the pattern filtered out by a 
green bandpass filter, and the scale bar is 100um. 
 
4.5. Discussion and conclusions 
The goal of this work was to integrate an optofluidic manipulation platform into 
RARAF's laser-based UV microspot irradiator, and demonstrate the successful operation 





mirror and filter selections described in section 4.3.2, we were able to successfully 
integrate the OET platform into the laser irradiator. Successful experiments and 
modeling of OET control of beads were demonstrated. The numerical simulations in 
section 4.2 predicted a peak in force at a conductivity of around 3-4 mS/m, and the 
experiments in section 4.4.1 yielded a maximum velocity of 50 µm/s, occuring at 2-3 
mS/m. These predicted forces and experimental velocities both match with previously 
published values. Section 4.4 demonstrated the ability to control beads and cells, and 
the successful irradiation of cells in suspension, yielding DNA damage and cell damage. 
The main contributions of this work are the integration of an optofluidic cell 
handling platform into the RARAF microbeam end station. The electrical conductivity of 
the particle-laden medium was optimized to give the maximum DEP force, and devices 
were fabricated at Columbia University's cleanroom. Experiments were performed to 
validate OET control of beads and cells, and to verify optofluidic manipulation before, 
during, and after UV microspot irradiation of cells. The addition of optofluidic 
manipulation at RARAF greatly improves the non-adherent cell handling capabilities of 
this facility. This is the first time that OET cell handling is successfully implemented in a 





Chapter 5 - Conclusions and Future Work 
5.1. Optofluidic Sensing 
In this work, it was shown that single nanophotonic resonators embedded in a 
microfluidic channel can be used as high-speed refractive index sensors. Their 
sensitivity, resolution, and detection limit were investigated at steady state using 
different concentrations of NaCl. These structures were then used for the high speed 
sensing of film thickness associated with segmented flow. First, the interrogation 
wavelength was optimized for the rest of the experiments. Next, the shape of a single 
drop was investigated to demonstrate temporal resolution. Film thickness was 
investigated by individually varying the capillary number and the channel diameter, and 
found in qualitative and quantitative agreement with previous theories and 
experiments. Finally, multiple resonator experiments demonstrated the ability to use 
wavelength-multiplexed silicon on insulator ring resonators to increase scalabaility and 
improve the detection limit of the sensors. Increased scalability is acheived via parallel 
sensing, and improved detection limit is acheived via differential sensing.  
Future work for this project can include several different methods to increase 
detection limit. One method is to use a fano lineshape, an asymmetric resonant peak 
that is caused by the interference between a discrete state (e.g. a resonant peak) and a 
continuum state (e.g. a background signal) [122]. The asymmetric peak is sharper on 
one side, and can be considered to effectively increase the Q, and therefore detection 
limit. Another method might be to use the interference between two rings to create an 





technique creates a positive peak at the center of two overlapping resonant peaks. The 
EIT-like lineshape has a higher Q, and therefore can be tracked to yield a better 
detection limit. 
5.2. Charged particle detection 
This work demonstrated the design and fabrication of a transmission particle 
detector for high-LET alpha particles in biological microbeams. We characterized 4 
samples' performance as Schottky diodes and used energy loss measurements to 
calculate their thicknesses. We showed that with the 8.5 µm transmission detector, 5.4 
4He++ particles pass through the sample with plenty of energy to reach the commercial 
detector mounted above the sample. Also, we show that with the 13.5 µm transmission 
detector, H+ particles deposit enough energy to be detected. The implications of these 
contributions are a range of new instrumental and experimental modalities available at 
RARAF. These new modalities will be valuable in studies of radiobiological relevance 
including thick tissues and immersion microscopy targets. Complex targets involving 
integrated microfluidic devices for handling larger quantities of cells, or small, whole 
organisms will also benefit equally from these contributions. 
Future work for the particle detector includes using the thin detectors as the 
bottom of microfluidic channels in the FAST microbeam system that was described in 
chapter 1. For this configuration, a passivation layer must be deposited to prevent the 







5.3. Optofluidic Manipulation 
This work described the integration of an optofluidic cell handling platform into 
the RARAF microbeam. The electrical conductivity of the particle-laden medium was 
optimized to give the maximum DEP force, and devices were fabricated at Columbia 
University's cleanroom. Experiments were performed to validate OET control of beads 
and cells, and to verify optofluidic manipulation before, during, and after UV microspot 
irradiation of cells. The addition of optofluidic manipulation at RARAF greatly improves 
the non-adherent cell handling capabilities of this facility. This is the first time that OET 
cell handling is successfully implemented in a biological microbeam. 
Future work will include the fabrication of an OET device with a thin bottom 
substrate for integration into the charged particle microbeams at RARAF. These 
microbeams can target individual cells with alpha particles (4He++) and protons (H+). 
However, the range of 5 MeV alpha particles in absorbing materials is limited to 25 µm 
in silicon, and this value roughly scales with the density of the material, as discussed in 
chapter 3. Therefore, in order to use the OET device with the charged particle 
microbeam systems at RARAF, the photoconductive surface must be fabricated on an 
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