Abstract. In this paper we establish a complete local theory for the energycritical nonlinear wave equation (NLW) in high dimensions R × R d with d ≥ 6. We prove the stability of solutions under the weak condition that the perturbation of the linear flow is small in certain space-time norms. As a by-product of our stability analysis, we also prove local well-posedness of solutions for which we only assume the smallness of the linear evolution. These results provide essential technical tools that can be applied towards obtaining the extension to high dimensions of the analysis of Kenig and Merle [17] of the dynamics of the focusing (NLW) below the energy threshold. By employing refined paraproduct estimates we also prove unconditional uniqueness of solutions for d ≥ 5 in the natural energy class. This extends an earlier result by Planchon [26] .
Introduction
We consider the Cauchy problem for the energy critical nonlinear wave equation 
Moreover, the nonlinearity is of a power type given by F (u) = µ|u| 4 d−2 u, and µ ∈ {−1, 1}. We note that µ = −1 corresponds to the defocusing problem, while µ = 1 corresponds to the focusing problem.
The energy for the (NLW) is given by
and it is conserved in time. Also we remark that if u(t, x) is a solution to (NLW), then u λ (t, x) defined via u λ (t, x) = 1
is also a solution to (NLW). Since the above scaling leaves the energy invariant, the (NLW) problem is referred to as "energy critical". Local well-posedness for the Cauchy problem (NLW) has been studied in many papers (see, e.g. [25, 9, 22, 28, 29, 30, 13, 17] ). Here we recall a version of the local well-posedness result as presented in [17] (see also [25, 9, 28] ) which states that for d = 3, 4, 5 and initial data (u 0 , u 1 ) ∈Ḣ 1 × L 2 , (u 0 , u 1 ) Ḣ1 ×L 2 ≤ A, 0 ∈ I, there exists δ = δ(A) such that if
there exists a unique solution to (NLW) in I ×R d such that (u, ∂ t u) ∈ C(I;Ḣ 1 ×L 2 ) and u tt − ∆ũ = F (ũ) + e, u(t 0 , x) =ũ 0 (x), ∂ tũ (t 0 , x) =ũ 1 (x).
Assume the perturbation e is small in a certain norm and the difference of linear flow measured in terms of scattering size
is small, then the goal of a typical stability result is to show that there exists a unique solution u to (NLW) with initial data (u 0 , u 1 ) such that u andũ stay close on the whole time interval I. Such a stability result for the (NLW) in 3 ≤ d ≤ 5 was obtained in the work of Kenig and Merle [17] . However the proof does not carry directly to higher dimensions because the nonlinearity is no longer Lipschitz in the standard Strichartz space. This problem was first overcome in the context of the energy-critical nonlinear Schrödinger equation (NLS) in [32] in d > 6 by using certain "exotic Strichartz" spaces which have same scaling with standard Strichartz space but lower derivative. 1 The proof was later simplified in [18] (see Section 3 therein) where stability is established in Sobolev Strichartz spaces by using fractional chain rule. In the case of the energy-critical Klein-Gordon equation in high dimension stability was proved by Nakanishi in [24] . The main technical difficulty in the context of NLW, besides choosing the appropriate exotic Strichartz space, is that in order to show that nonlinearity is Lipschitz continuous in these spaces, one encounters a problem in establishing Hölder continuity of the nonlinearity in the standard Strichartz space. This is quite different from the NLS 1 Actually for smallness condition of type (1.2), exotic Strichartz spaces are also employed to establish stability theory even in dimensions 3 ≤ d ≤ 5, see, e.g. [15] . However if instead of (1.2) one assumes a stronger condition that (u 0 −ũ 0 , u 1 −ũ 1 ) Ḣ1 ×L 2 is small, then the proof of stability theory can be again carried out by standard Strichartz estimates in dimension 3 ≤ d ≤ 5.
case since in the latter case one works with the local operator ∇, while in NLW one has to work with fractional derivatives which are nonlocal.
In the defocusing case the global well-posedness theory was worked out in seminal papers [31, 11, 12, 27] . In particular, Struwe [31] obtained global well-posedness for the (NLW) in the radial case when d = 3. Grillakis [11] removed the radial assumption in d = 3. The global well-posedness and persistence of regularity was shown for 3 ≤ d ≤ 5 by Grillakis [12] , Shatah-Struwe [27, 28, 29] and Kapitanski [13] . On the other hand, in the focusing case, Levine [19] proved that if the initial data (u 0 , u 1 ) ∈Ḣ 1 ×L 2 are such that E (u 0 , u 1 ) < 0, then the solution must blowup in finite time. Hence, in the focusing case, the global well-posedness does not hold in general. In particular, Kenig and Merle in [17] presented a detailed study of the focusing case for 3 ≤ d ≤ 5 and showed that depending on the size of the initial data with respect to the size of the ground state, global well-posedness or blowup occurs. More precisely, in [17] , Kenig and Merle employed sophisticated "concentrated compactness + rigidity method", introduced in their work [16] on the NLS, to obtain the following dichotomy-type result under the assumption that E (u 0 , u 1 ) < E (W, 0): Here W denotes the solution to the stationary problem i.e., W satisfies the elliptic equation
Many parts of the proof of this dichotomy argument carry out in high dimensions (e.g. the rigidity theorem is among them). However the local well-posedness as well as a certain stability result require revisiting in higher dimensions, since as noted above, one has to prove the Lipschitz continuity of the nonlinearity in the exotic Strichartz spaces and also the Hölder continuity in the standard Strichartz spaces.
The purpose of this paper is to establish a complete local theory for (NLW) in high dimensions d ≥ 6 by providing a stability result for the (NLW) in d ≥ 6 as well as an unconditional uniqueness result in R × R d for d ≥ 5. More precisely:
(1) We prove a stability result for the (NLW) for d ≥ 6 via introducing appropriate exotic Strichartz spaces (in particular, see the definition of the space X in Section 2) and via working in Strichartz spaces of Besov type (see the definition of the spaceṠ 1 in Section 2). In order to prove Lipschitz continuity of nonlinearity in the exotic Strichartz spaces, one usually proves the Hölder continuity of the nonlinearity in the standard Strichartz space of Sobolev type. As mentioned above this leads to a technical difficulty which is different from the NLS case. In the NLS case, the Hölder continuity can be easily established due to the fact that ∇ is a local operator. On the other hand, in the NLW case, the standard Strichartz space involves the fractional derivative which is nonlocal and this causes the technical difficulty to prove Hölder continuity in the Strichartz space of Sobolev type. We shall circumvent this difficulty by choosing the working space as Strichartz space of Besov type, spaceṠ 1 , and then transferring the corresponding result to the Sobolev setting (see Remark 2.2, Lemma 2.10 and Section 5 for more details). Hence we can prove the main stability result stated in Theorem 3.6 in the pure Sobolev setting 2 . We remark that a direct side-product of our stability result is continuous dependance of the data that follows from Theorem 3.6 by taking e = 0.
Also using the nonlinear estimates that we employ in the stability analysis, we obtain a local in time existence of solutions to (NLW) and a standard blow-up criterion, see Theorem 3.3 and Lemma 3.5 for the precise statements of these results. (2) By using paraproduct estimates we prove unconditional uniqueness of strong solutions to the (NLW) as stated in Theorem 3.4. By unconditional uniqueness, we mean that for given initial data (u 0 , u 1 ), there exists at most one solution of (NLW) in the class C tḢ
In the context ofḢ s critical NLS, the unconditional uniqueness was first established by Furioli and Terraneo [7] using para-product analysis. In the context of energy critical NLW, this problem was first addressed by Planchon [26] , where the unconditional uniqueness was established in dimensions d = 4, 5 (a review of the unconditional uniqueness for both the NLS and NLW can be found in the paper by Furioli, Planchon and Terraneo [8] ). As a matter of fact, the proof presented in [26] can also cover the 6-dimensional case with quadratic nonlinearity u 2 . The main technical barrier when extending the analysis to high dimensions is that the nonlinearity fails to be C 2 . Therefore one cannot do Taylor expansion on the nonlinearity to second order as in the low dimensional case, see [26] for more details. The analysis used in this paper is reminiscent of the one in [26] ; on the other hand, to remove the restriction on the dimension, we need more refined estimates on the nonlinearity.
Interestingly, the proof of unconditional uniqueness also yields a new proof of local well-posedness in high dimensions d ≥ 5 (see Remark 4.3).
We should also stress that the unconditional uniqueness in d = 3 is still open due to the failure of the endpoint Strichartz estimates except the radial case (see however [23] for an interesting result concerning uniqueness of weak solutions to defocusing NLW in d = 3 under a local energy inequality assumption on the light cone).
We remark that the stability result of this paper combined with a modification of the profile decomposition for the linear wave equation, that was for d = 3 obtained by Bahouri and Gérard [1] and extended to high dimensions d > 3 by Bulut [3] , implies that the dichotomy result of Kenig and Merle [17] is valid in all dimensions d ≥ 3. Hence the stability result of this paper is a technical tool that can be applied directly to understand the dynamics of the focusing (NLW) below the energy threshold.
Another application of the stability result obtained in this paper is in studying the dynamics of the focusing (NLW) at the energy threshold E (u 0 , u 1 ) = E (W, 0) in high dimensions. Such dynamics were analyzed by Duyckaerts and Merle [5] for 3 ≤ d ≤ 5, and recently by Li and Zhang [20] in high dimensions d ≥ 6 (see also [6] and [21] for the NLS case).
Organization of the paper. In Section 2 we introduce the notations and present various estimates that will be used throughout the paper. Main results of this paper: the local well-posedness Theorem 3.3, the unconditional uniqueness Theorem 3.4, the standard blow-up criterion Lemma 3.5 and the stability result Theorem 3.6 are stated in Section 3. Theorems 3.3 and 3.4 are proved in Section 4. In Section 5 we present the proof of the main stability result, by first presenting a short-term perturbation result followed by the main long-term perturbation result.
Notation and Preliminaries

2.1.
Notations. In what follows, we write X Y or Y X to indicate that there exists a constant C > 0 such that X ≤ CY . We also use the symbol O(Y ) to denote any quantity X with the property |X| Y and ∇ for the derivative operator in the space variable.
For any time interval
with the standard definitions when q or r is equal to infinity.
and, for s ∈ R, the fractional differentiation operator |∇| s by
which allows us to define the homogeneous Sobolev norm,
In the case, p = 2, we abbreviateḢ For each number j ∈ Z, we define the following standard Littlewood-Paley Fourier multipliers
with similar definitions for ∆ <j and ∆ ≥j . Moreover, we define
We will use Bernstein estimate:
2)
We recall the definition of the homogenous Besov spacesḂ s p,q (see for instance [2] ). For each s ∈ R and 1 ≤ p ≤ ∞, 1 ≤ q < ∞, we define
Another equivalent characterization of Besov space will also be used in this paper (see [2] ). Namely, for 0
The following lemma is a simple consequence of the definition of Besov norms:
pα,∞ be given. Then by (2.4) we have the inequality,
where in the second inequality we have used the Hölder continuity of f .
Function Spaces.
For dimensions d ≥ 6 and any time interval I ⊂ R, we introduce the following norms:
Remark 2.2. We stress here that the Strichartz spaceṠ 1 is defined in terms of Besov spaces. Choosing the working space as a Besov space allows us to bound the fractional derivative of the difference of the nonlinear term (see Lemma 2.10). Although Besov spaces are stronger than Sobolev spaces when p > 2, Lemma 5.5 shows that the boundedness of the Sobolev norms of near solutions implies the boundedness of the Besov norms. Therefore with the help of Lemma 5.5, our main theorem (Theorem 3.6) can be proved in the pure Sobolev setting.
As a consequence of interpolation, we identify the following relationships between the norms defined above in (2.5) and the standard Strichartz spaces.
Lemma 2.3 (Interpolations). Let d ≥ 6 and I ⊂ R be any time interval. Then we have the following inequalities:
, where
We also have the embeddinġ
2.3. Strichartz Estimates. We state the Strichartz estimates for the wave equation, which we frequently use throughout the paper (see for instance [10] , [14] , [22] ).
Lemma 2.4 (Strichartz). Let the pairs (q
and let u satisfy
Now, we record the following decay estimate (see [10] ).
Lemma 2.5 (Decay estimate for
As a consequence of Lemma 2.5, we prove a Strichartz estimate establishing a connection between the spaces X(I) and X ′ (I). This estimate will be essential for obtaining appropriate estimates of the nonlinear term.
Proof. The inequality (2.6) follows directly from the decay estimate (Lemma 2.5) and the Hardy-Littlewood-Sobolev inequality in time.
2.4. Nonlinear Estimates. In many of our arguments, we will require estimates on the nonlinearity. To obtain these estimates, our main tools will be several facts from fractional calculus.
Lemma 2.7 (Fractional Leibniz rule [4]).
Let s ∈ (0, 1] and 1 < r, p 1 , p 2 , q 1 , q 2 < ∞ be given such that
Then there exists C > 0 such that,
Lemma 2.8 (C 1 fractional chain rule [4] ). Suppose G ∈ C 1 (C), s ∈ (0, 1], and 1 < q, q 1 , q 2 < ∞ are such that
When G fails to be C 1 , but remains Hölder continuous, we have the following version of the chain rule.
Lemma 2.9 (C α fractional chain rule [33] ). Let G be a Hölder continuous function of order 0 < α < 1. Then for every 0 < s < α, 1 < p < ∞ and
We now prove the following lemma, which is an essential tool in obtaining the Hölder continuity of the nonlinearity in Strichartz spaces of Besov type (see Section 5 for more details).
Lemma 2.10. Let
Proof. This is a simple consequence of the definition of Besov space and the Hölder inequality. Recall that for 0 < s < 1, 1 < p < ∞,
By using the fundamental theorem of calculus, we have
and
Subtracting the above two identities and rearranging terms, we obtain
Therefore by Hölder continuity of F ′ and translation invariance of L p norms in R d , we get
. Now clearly (2.7) follows from (2.8) and (2.9).
With these estimates in hand, we now prove some further inequalities that will help us to bound the nonlinear term.
Lemma 2.11 (Nonlinear estimates). We have
(2.12)
(2.14)
Proof. First (2.10) and (2.11) follow from Lemma 2.8, Hölder in time, Lemma 2.3, andṠ 1 ֒→ W (I). (2.12) follows from Lemma 2.9 and Hölder in time. Next we establish (2.13). By the fundamental theorem of calculus,
Therefore by Lemma 2.7 and Hölder in time,
For (2.15), by Hölder we have
Similarly, for (2.16), by Hölder, (2.12), Sobolev and Lemma 2.3, we have
Clearly now (2.13) follows from (2.17) and (2.18). Finally, (2.14) follows directly from Lemma 2.10 and Hölder in time.
Statements of main results
In this section we state the main results of this paper. We begin by recalling the definition of a strong solution to the Cauchy problem (NLW).
Definition 3.1 (Strong solution). We call u a strong solution to (NLW) on a time interval I if u ∈ C(I,Ḣ 1 ) and satisfies the Duhamel formula
in the sense of tempered distributions for every t ∈ I.
Remark 3.2. We stress here that the definition of a strong solution only requires the fact that u ∈ C(I,Ḣ 1 ). In particular, Strichartz space is not involved in the definition of the solution.
As discussed in the introduction, the local theory for (NLW) has been extensively studied. We now formulate Theorem 3.3 resembling the statement in [17] . The proof combines the ideas from [17] with the ideas used in the proof of local existence in [32] . As a result we obtain the local existence in the spaceṠ 1 and local wellposedness in X.
, and I ⊂ R be an interval with t 0 = 0 ∈ I such that
Then there exists η = η(A) such that
implies that there exists a unique solution u to (NLW) with (u, ∂ t u) ∈ C(I;Ḣ 1 ×L 2 ), and
, where θ 1 is as in Lemma 2.3.
We prove the unconditional uniqueness of strong solutions as stated in the following theorem: 
We also prove the following lemma which gives the standard blow-up criterion, that was formulated for the (NLW) in R × R d for d = 3, 4, 5 by Kenig and Merle in [17] . Here we extend this blow-up criterion to higher dimensions d ≥ 6 by following the ideas of the proof of the blow-up criterion for the NLS in high dimensions [32] .
Then there exists δ = δ(u 0 , u 1 ) such that u extends to a strong solution to (NLW)
The main result of this paper is the following long term perturbation theorem, the proof of which we present in Section 5. 
(c) Smallness: 
Here 0 < c < 1 is a constant depending only on the dimension d.
Local well-posedness
In this section we prove that the Cauchy problem (NLW) is locally wellposed. Let t 0 ∈ R be given. By time translation invariance, we may assume t 0 = 0.
4.1.
The proof of the local existence Theorem 3.3. First we observe that by Lemma 2.3
Next, we define the sequence of iterates by
We show that the sequence is bounded inṠ 1 (I) and in X(I). By (4.1) and the Strichartz inequality, we have ≤ CA + C u n θ2
if we choose a small enough so that Ca
. Similarly, by (4.2), Lemma 2.6, and (2.11), we get
assuming that a is chosen such that it satisfies the same smallness condition as above. Hence, by induction we have u n X(I) ≤ a and u n Ṡ1 (I) ≤ b, n ≥ 0. Next we show the sequence is Cauchy in X(I). To that end, we note that applying Lemma 2.6 and (2.13) allows us to obtain
Then by Lemma 2.3 we get
and usingṠ
It follows that if a is small enough, the sequence converges to u in X(I). Since u n are bounded inṠ 1 , they are in particular bounded in W (I), which is reflexive, so u n converge weakly to u in W (I). Then, by the Strichartz inequality, we conclude u ∈ S 1 (I). Also standard arguments using the nonlinear estimate (2.13) and essentially repeating the calculations above show u solves (NLW) as needed.
Unconditional uniqueness.
Having proved the existence of solutions stated in Theorem 3.3, we now prove Theorem 3.4, which gives the unconditional uniqueness of strong solutions.
We first recall the following fact about Besov norms, which can be proved using basic properties of Littlewood-Paley operators. 
In our proof of Theorem 3.4 we will use the following fact regarding paraproducts. For any two functions f and g, we may decompose the product f g into the sum of a low frequency piece and a high frequency piece. Indeed, by frequency localization, we write
(4.5)
We shall estimate G 1 and G 2 separately using the following lemma.
Lemma 4.2 (Paraproduct estimates). Let
. Then
Proof. In the proof of (4.6), we use Hölder and Lemma 4.1. We have
We now prove (4.7). From the definition and the Bernstein estimate we have
Here in the last line we have used the Young's inequality and the fact that s 1 > s. Next we estimate (4.8). We have
We are now ready to turn our attention to the proof of Theorem 3.4.
Proof of Theorem 3.4.
By the existence component of the local well-posedness result, we can construct a strong solution inṠ 1 . Therefore, without loss of generality, we assume u is a strong solution and satisfies
As before, we may also assume t 0 = 0. Now let δ = u − v. Clearly, δ satisfies the equation
By the fundamental theorem of calculus, we write
where in the second equality we have used the fact that F ′ is an even function. Also due to the Hölder continuity of F ′ (z), the function H has the pointwise bound
Let I 0 be a small time interval containing 0. We shall choose I 0 sufficiently small later. Using the Strichartz inequality and the Duhamel formula, we estimate
where
To estimate (4.10), we use (4.6) with
and Hölder in time to get (4.10) δ
To estimate (4.11), we use (4.7) with the same s, p and
in the space variable. In the time variable, we use the Hölder inequality. We also use Lemma 2.1 with f = F ′ . This gives us
To estimate (4.13), we use (4.8) with σ =
and Hölder in time to get
where to obtain (4.14) we use interpolation, to obtain (4.15) we use the pointwise bound (4.9) and the definition of H. In the last line we have used Lemma 2.1 and Sobolev embedding. Finally we estimate (4.12). By frequency localization, we further decompose
3 A key point of the following estimate is to separate a portion of "δ" when estimating H. Since H is only bounded pointwise by |δ| A quick observation shows that (4.16) can be estimated in a similar way as (4.13). Therefore we have
).
Now we turn to estimating (4.17). To simplify notation, observe that ∆ j−2≤·≤j+3 δ essentially behaves as ∆ j δ. Therefore in the estimate below we write ∆ j δ in place of ∆ j−2≤·≤j+3 δ. With this convention, we have
.
(4.18)
By embedding we have
By interpolation we have
Collecting all the estimates, we get
Observing that δ ∈ C(I 0 ,Ḣ 1 ), δ(0) = 0 and noting the boundedness of
we conclude that for I 0 sufficiently small, δ = 0 on I 0 . A simple bootstrap argument then yields that δ = 0 on the whole interval I. The theorem is proved.
Remark 4.3. Interestingly, the proof of unconditional uniqueness also provides a proof of local well-posedness in high dimensions d ≥ 5. We briefly sketch the argument as follows. Define the map
Let δ > 0 (to be fixed later) and choose the time interval I sufficiently small such that
Then consider the ball
and u
It is not difficult to check that φ maps B 1 into B 1 for δ sufficiently small. Furthermore by using estimates similar to (4.10), (4.11), we have
, for all u, v ∈ B 1 . This shows that φ is a contraction on B 1 if δ is sufficiently small and therefore we can find a unique solution in B 1 .
We conclude this section by giving the proof of Lemma 3.5.
Proof of Lemma 3.5 . Denote L = u S([t0,T0]) . We divide the proof into two steps.
Step 1. We show that
let ξ > 0 be given (to be fixed later in the argument). First, we partition
Then by the Strichartz inequality, we get
for ξ sufficiently small. A simple induction then shows that
Step 2. By the local well-posedness Theorem 3.3, it is enough to show the existence of ǫ and δ such that 20) where η = η(A) is sufficiently small (specified by Theorem 3.3). We first estimate the piece on [T 0 − ǫ, T 0 ], i.e.
Using Duhamel, Strichartz and (4.19), we get
Clearly we can choose ǫ sufficiently small to obtain
Now since ǫ is fixed, by Lebesgue monotone convergence, there exists δ sufficiently small, such that
Therefore by adding the two pieces together we have proved (4.20) . By 
Long time perturbation
In this section, we prove a long-time perturbation result for (NLW). We start with the following short-time perturbation theorem.
Letũ be a near solution in the following sense
Proof. Assume u exists on I. Then
The estimate of (5.4) follows from the assumption and we have
To estimate (5.5), we use Lemma 2.3 and Strichartz,
(5.8)
To estimate (5.6), we use Lemma 2.6, Lemma 2.11 and Lemma 2.3 to get
Collecting the estimates (5.7), (5.8) and (5.9) and using the fact thatṠ 1 ֒→ W , we obtain ũ − u X(I)
This is the first estimate we need. Next we estimate ũ − u Ṡ1 (I) . By the Strichartz inequality and Lemma 2.11, we have ũ − u Ṡ1 (I)
Now by (5.10), (5.11) and a continuity argument, we get (5.1), (5.2) for sufficiently small ǫ ≤ ǫ 0 (A ′ ) and δ ≤ δ 0 (d). We stress here that δ can be chosen to depend only on the dimension d. Plugging the estimates (5.1), (5.2) into (5.9), we also obtain (5.3). The theorem is proved. 
Proof. One only needs to repeat the derivation of (5.10) and (5.11) as in the proof of Theorem 5.1. We omit the details.
Next we establish the long time perturbation in Besov spaces by using the short time perturbation result, Theorem 5.1.
Theorem 5.3 (Long time perturbation, Besov version). Assumeũ is a near solution on
(c) Smallness:
Then there exists
Proof. Let δ 0 = δ 0 (d) be chosen in the way as in Theorem 5.1. Denote t 0 = 0. Partition the time interval 
Next for 1 ≤ i ≤ k − 1, make the inductive assumption that 
Next by using Duhamel's formula and (5.17), we have
Then for ǫ sufficiently small depending only on (d, E ′ , E), Theorem 5.1 and (5.17) give Here 0 < c 1 < 1 is a constant depending on (d, E).
Proof. This is essentially a repetition of the proof of Theorem 5.3. Note that in (5.18) the constant c 1 depends both on the dimension d and E. This is a consequence of the short time perturbation theory (Corollary 5.2) where we lose a power of c due to the Hölder continuity of the nonlinearity. The additional dependence on E comes from the fact that we have to apply the short time theory O(E C(d) ) times.
To obtain the usual Sobolev space version of Theorem 5.3, we need the following lemma, which shows that theṠ 1 norm of the solution of the perturbed equation is bounded. This immediately gives us (5.21).
We are now ready to prove the main perturbation result stated in Theorem 3.6.
Proof. By Finally we have the ǫ-perturbation version of Theorem 3.6 similar to Corollary 5.4. We omit the proof and leave the details to interested readers. Here 0 < c 3 < 1 is a constant depending on (d, E) and 0 < c 4 < 1 depends only on the dimension d.
