Abstract. We study power expansions of the characteristic function of a linear operator A in a p|q-dimensional superspace V . We show that the traces of exterior powers of A satisfy universal recurrence relations of period q. "Underlying" recurrence relations hold in the Grothendieck ring of representations of GL(V ). They are expressed by vanishing of certain Hankel determinants of order q + 1 in this ring, which generalizes the vanishing of sufficiently high exterior powers of an ordinary vector space. In particular, this allows to explicitly express the Berezinian of a linear operator as a rational function of traces. We also discuss Cramer's rule in the super case and give for it a geometric proof.
Introduction
In this paper we study the Berezinians of linear operators in superspaces and in particular the characteristic function R A (z) = Ber(1 + zA), where z is a complex variable. Our principal tool is the power expansions of R A (z) at zero and at infinity. We also study a similar rational function with values in a Grothendieck ring.
The main results are as follows. For an arbitrary linear operator A in a p|q-dimensional superspace V , we establish universal recurrence relations satisfied by the traces Tr Λ k A and Tr Σ k A of the induced action in the exterior powers Λ k (V ) and the dual exterior powers Σ n (V ) = Ber V ⊗ Λ p−n V * (Theorem 1 and Corollaries 1 and 2). We find underlying recurrence relations satisfied by Λ k (V ) and Σ n (V ) in a suitable Grothendieck ring (Theorems 3 and 4). In particular, we show that Tr Σ k A, which are rational functions of A, can be obtained from the polynomial invariants Tr Λ k A by a sort of "analytic continuation". This can be done effectively, and for Ber A we give an explicit formula as a ratio of Hankel determinants built of Tr Λ k A. We also study an analog of Cramer's rule for the supercase and give for it a geometric proof.
Motivation and background. Recall that the Berezinian is the analog of the determinant for the Z 2 -graded (= super) situation. It was discovered by F. A. Berezin in his studies of second quantization and integration over odd variables. See [1, 2] and references therein. The main feature of Ber A is that it is not a polynomial in matrix entries but a fraction, with the numerator and denominator (see (2. 2) below) having no independent invariant meaning. Because of this fact the integration theory in the supercase is quite nontrivial. In particular, it is well known that the straightforward generalizations of the exterior algebra by standard tensor tools transferred to the Z 2 -graded situation are not sufficient, because they are not related with the Berezinian (for a survey see, e.g., [19, 20] ). The simplest objects that one has to consider besides the naive exterior powers Λ k (V ) are the "dual exterior powers" Σ n (V ) = Ber V ⊗ Λ p−n V * introduced by Bernstein and Leites [4] (when V is the space of covectors on a supermanifold, the elements of Σ n (V ) are called integral forms). As we show in this paper, there are "hidden relations" between the naive exterior products Λ k (V ) and the Berezinian, so they are closer than might be expected. This is seen by the comparing of the two expansions of the characteristic function of a linear operator: the expansion near zero gives the traces in Λ k (V ), while the expansion near infinity gives the traces in Σ k (V ), including the Berezinian. Hence the relations between Λ k (V ) and Ber can be perceived as an analytic continuation of a rational function from a neighborhood of zero to the neighborhood of infinity.
Formal analogs of these expansions yield the underlying relations in Grothendieck ring.
In the pioneer works of Berezin (see references in [2] ) and Kac [10] on representations of Lie superalgebras, they in particular described polynomial invariant functions on supermatrices p|q × p|q and proved that they all can be expressed via the supertraces Tr A, . . . , Tr A p+q , possibly non-polynomially (see also [16] ). The algebra of rational invariants is rationally generated by Tr A, . . . , Tr A p+q . Therefore it should be possible to express Ber A and Tr Σ k A = Ber A Tr Λ p−k A −1 via polynomial invariants such as Tr A k or Tr Λ k A. An explicit expression for the Berezinian as a rational function of traces that we obtain in this paper, is, to our knowledge, new.
Identities for traces are useful in physics. In physical literature there were various attempts to study questions related to those considered in this paper, especially to construct analogs of the Cayley-Hamilton formula, see [14] , [17, 18] , [6] . We do not discuss a "super" CayleyHamilton formula here. However, the results of [13] show that identities for traces can be a source of Cayley-Hamilton type formulae.
In the last fifteen years there has been an active work in non-commutative generalizations of determinants (see [9, 8] ), non-commutative Vieta formulae [5] , etc. Methods of [9, 8] were applied in [3] to obtain an analog of Cramer's formula for the supercase. We approach Cramer's formula in this paper in a completely different way.
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Expansions of the Characteristic Function
Let A be a linear operator acting in a finite-dimensional superspace V . Denote dim V = p|q. Consider a characteristic function of this operator,
depending on a complex variable z. Here Ber denotes the Berezinian (superdeterminant). If M is an even invertible p|q × p|q supermatrix,
Berezinian is a multiplicative function of matrices, hence it is well-defined on linear operators.
Consider the expansion of the rational function R A (z) at zero:
In the ordinary case (where the odd dimension is equal to zero) the function R A (z) is a polynomial and the expansion (2.3) terminates. It is well known that for a linear operator acting in a p-dimensional vector space
where c k (A) = Tr Λ k A are the traces of the action of the operator A in the exterior powers Λ k V . In particular, c 1 (
(We shall study an analog of the relation Λ k V = 0 when odd dimension is non-zero in the following sections.) If the odd dimension of V is not equal to zero, then Ber(1 + zA) is no longer a polynomial in z, but an analog of the formula above still holds:
There is an infinite power expansion
In (2.4) Λ k A stands for the action of A in the k-th exterior power of the superspace V , where the exterior algebra Λ(V ) = ⊕Λ k V is defined as T (V )/ v ⊗ u + (−1)ṽũu ⊗ u , v, u being elements of V . Parity in Λ(V ) (the Z 2 -grading) is naturally inherited from V . There is no "top" power among Λ k V , and the Taylor expansion (2.4) is infinite. We denote the supertrace of a supermatrix by the same symbol as the trace of an ordinary matrix. Recall that for an even supermatrix,
Expansion (2.4) can be proved by considering diagonal matrices. As far as we have managed to find out after obtaining (2.4) ourselves, this formula was for the first time obtained in [15] , and we would like to thank Th. Schmitt for sending to us a copy of his paper.
The expansion of the characteristic function at infinity leads to traces of the wedge products of the inverse matrix:
(2.5) Formula (2.5) follows from the equalities Ber(1 +zA) = Ber A Ber(
and (2.4). The geometric meaning of the expansion (2.5) is as follows. Ber A · Tr Λ p−n A −1 = Tr Σ n A is the trace of the representation of A in the space Σ n V := Ber V ⊗ Λ p−n V * . In the ordinary case, it would be just a "dual" description of the same Λ n V ; in the super case these two spaces are essentially different. Hence we get the following proposition.
Proposition 2. There is an expansion at infinity
which is a Taylor expansion when p q and a Laurent expansion when
Remark. If we introduce the function χ A (z) = Ber(A − z), we get expansions similar to those for R A (z) with zero and infinity interchanged:
Consider the coefficients c k (A) = Tr Λ k A. As follows from the Liouville formula,
where P k are Newton's polynomials (those expressing the elementary symmetric functions via the sums of powers). For example, c 0 = s 0 = 1,
There is Newton's recurrent formula:
These universal formulae linking c k (A) with s k (A) are true regardless whether V is a superspace or ordinary space. Unlike the polynomial functions c k (A) = Tr Λ k A, the coefficients c *
are rational functions of the matrix entries of A. In particular,
Our task will be to give an expression for c * k (A) in terms of polynomial invariants of A.
Recurrence Relations for Traces of Exterior Powers
Recall that Σ k A denotes the representation of A in the space Let us analyze the expansions of the characteristic function R A (z). One can see that R A (z) is a fraction of the appearance
where the numerator is a polynomial of degree p and the denominator is a polynomial of degree q. (Consider the diagonal matrices.) In principle the degrees can be less than p and q, and the fraction may be reducible. However, for an operator "in a general position", this fraction is irreducible and the top coefficients a p , b q can be assumed to be invertible. From the well known connection between rational functions and recurrent sequences (see Appendix), one can deduce the following facts:
for all k > p − q, where b 0 = 1. In particular, if p < q, then the relation (3.1) holds for all c k including the zero values when p−q < k < 0.
(2) The coefficients c * k (A) = Tr Σ q+k A of the expansion of R A (z) at infinity (2.6) satisfy the same recurrence relation:
for all k < 0. In particular, if p < q, then the relation (3.2) holds for all c * k including the zero values when p − q < k < 0. (3) If p < q, then c k and −c * k can be combined together into a single recurrent sequence, for all k ∈ Z:
The same holds in general: if one considers c k with sufficiently large positive k and −c * k with sufficiently large negative k, they fit into a single recurrent sequence.
(4) Moreover, for arbitrary p and q the differences
for all values of k ∈ Z (notice that c k = 0 for k < 0, c * k = 0 for k > p −q). In particular, we have obtained the following fundamental theorem.
Theorem 1. The differences
form a recurrent sequence with period q, for all k ∈ Z.
In (3.5) the terms Tr Λ k A and Tr Σ q+k A can be both nonzero only in a finite range, for k = 0, . . . , p − q when p > q. Otherwise γ k equals either
In the classical case of q = 0, Theorem 1 states that all terms of the sequence (3.5) are zero, i.e., Tr
for any operator A, which is a familiar equality. Recall that in this case the spaces Λ k V and Σ k V are canonically isomorphic. Theorem 1 actually suggests a relation between Λ k V and Σ k+q V for arbitrary q (see details in Section 5).
For linear recurrence relations with constant coefficients such as (3.1) or (3.4) it is possible to eliminate the coefficients to obtain the relation "in a closed form". This is a standard method based on the connection of recurrent sequences and rational functions with infinite Hankel matrices (see, e.g., [7] ). Recall that a Hankel matrix is one with the entries c ij = c i+j . A recurrence relation for c k of period q implies the vanishing of Hankel determinants of order q + 1. Hence Theorem 1 has the following corollaries.
Corollary 1. The identity
holds for all k ∈ Z.
Corollary 2. The identity
holds for all k > p − q.
Theorem 1 can be used to extract information about c * k (A) = Tr Σ k+q A by solving backwards the recurrence relations for c k (A) = Tr Λ k A. What actually happens, for large k, γ k = c k , and they can be continued to the left using (3.4) to obtain c *
Remark 3.1. The "continuation to the left" of c k (A) using the recurrence relation (3.1) corresponds to the analytic continuation of the power series (2.4) representing the rational function R A (z) near zero.
Example. If p < q, then Tr Λ k A and − Tr Σ q+k A make a single recurrent sequence for all k, so γ k = c k in the notation above (3.3). Hence, in particular,
We give examples of calculations in the next section.
Remark 3.2. After this paper was completed, we learned about the sequel of very interesting papers [11, 12, 13] . In [12] relations equivalent to our (3.1), (3.7) were obtained by analysis of Young diagrams. They did not consider the Berezinian or the coefficients c * k (A). A remarkable result of [13] , is the construction of a certain differential that allows to obtain from traces identities an analog of the Cayley-Hamilton theorem.
Berezinian as a Rational Function of Traces
As we established above, the coefficients c k (A) = Tr Λ k A for a linear operator A in a p|q-dimensional vector space V satisfy relations making them a p|q-recurrent sequence (see Appendix for the necessary notions).
Let c = {c n } n 0 be a p|q-recurrent sequence such that c 0 = 1. Denote by R p|q (z, c) its generating function:
The fraction R p|q (z, c) is defined by the first p + q terms c 1 , c 2 , . . . , c p+q of the sequence c :
In particular, if A is a p|q × p|q matrix and {c k } is the sequence of the traces of exterior powers of the matrix A (c k = c k (A) = Tr Λ k A), then R p|q (z, c) coincides with the characteristic function of A:
The rational functions R p|q (z, c) = R p|q (z, c 1 , . . . , c p+q ) have the following properties:
(1) If p q, then the sequence c ′ defined by c
(assuming that the coefficient c 1 is invertible) is a p − 1|q-recurrent sequence and
i.e.,
viz.,
is a q|p-recurrent sequence, and
Remark. If A is a p|q × p|q supermatrix and A Π is the parity reversed
Using these properties one can express the rational function R p|q corresponding to a p|q-recurrent sequence via the rational function R 0|1 corresponding to a 0|1-recurrent sequence, i.e., a geometric progression. The steps are as follows. If p < q, we apply (4.5) to get a p ′ |q ′ -sequence with p ′ > q ′ , where p ′ = q, q ′ = p. If p > q, we successively apply (4.2) to diminish p. Applying these transformations in succession yields formulae for the characteristic functions of p|q × p|q matrices.
Example 4.1. Let A be a p|1 × p|1 matrix. Then it follows from (4.2) and (4.5) that
We can also deduce from here formulae for Berezinians. One can see from (2.5) that for a p|q × p|q matrix A
Let c = {c n }, n 0, be an arbitrary p|q-recurrent sequence such that c 0 = 1 and let R(z, c) be its generating fraction. Then mimicking (4.6) we define the Berezinian of this sequence by the formula
In the same way as in (4.1), if c n = c n (A) = Tr Λ k A, then
From formulae (4.2) and (4.5) for the generating functions R p|q (z, c) we immediately get the following relations for B p|q :
where the sequences c ′ and c Π are defined as above. Using these relations one can calculate the Berezinians of matrices in terms of traces. Note that from these recurrent relations follows that if p > q then for a p|q-recurrent sequence c, its Berezinian B p|q depends only on the coefficients c p−q , . . . , c p , . . . , c p+q . 
(we have applied Newton's formulae to get the last expression).
Example 4.4. The Berezinian of a 2|2 × 2|2 matrix: (We used a short notation for Hankel determinants with subscripts denoting their orders.) The same formula is true for p < q; only in this case the determinants will have zeros at the upper-left corner above an antidiagonal. .
Notice that at the top we get −c Π 3 . We could also get this formula from the one for 2|1 × 2|1 matrices. The formula obtained above deserves to be called a theorem.
Theorem 2. The Berezinian of a linear operator in a p|q-dimensional space can be expressed as
Here at the right hand side stand Hankel determinants of orders q + 1 and q made of traces of the exterior powers of the operator A.
Recurrence Relations in Grothendieck Ring
Recurrence relations for the traces of exterior powers of an operator A in a p|q-dimensional superspace hold good for any operator, their form being independent of the operator. Such universal relations for traces suggest the existence of underlying relations for the spaces themselves, such as the equality Λ k V = 0 when k > p in the case of q = 0, which underlies the equalities Tr Λ k A = 0. We shall deduce these relations now.
First of all, let us explain in which sense we may speak about recurrence relations for vector spaces. They hold in a suitable Grothendieck ring. One can consider the Grothendieck ring of the category of all finitedimensional vector superspaces (i.e., Z 2 -graded vector spaces). This ring is isomorphic to Z[Π]/ Π 2 − 1 , which is the ring where dimensions of superspaces take values. An equality in this ring means just the equality of dimensions. Alternatively, one can fix a superspace V and consider the Grothendieck ring of the category of all finite-dimensional superspaces with an action of the supergroup GL(V ), i.e., the Grothendieck ring of the finite-dimensional representations of GL(V ). Equality of two "natural" vector spaces like spaces of tensors over V in this ring means the existence of an isomorphism commuting with the action of GL(V ).
As a starting point we use the following relation, which holds for any superspace V :
which one might prefer to rewrite as
(for a proof it is sufficient to consider one-dimensional spaces). Here
. . , etc. These are power series in one of the two Grothendieck rings described above. We denote the class of a vector space the same as the space itself. Notice that the unity 1 is the class of the main field. Equalities (5.1) hold in both senses. For example, expanding in z one gets V − V = 0,
Now, for a superspace V we have V = V 0 ⊕ V 1 where V 0 is purely even and V 1 is purely odd. We can rewrite this as V = U ⊕ΠW where both U, W are purely even vector spaces. It follows that Λ z (V ) = Λ z (U)Λ z (ΠW ), therefore by (5.1b)
Note that though U and W with their exterior powers do not belong to the ring of representations of GL(V ), they can be thought of as ideal elements that can be adjoined to it, or, which is the same, as elements of the representation ring of the block-diagonal subgroup GL(U) × GL(W ) ⊂ GL(V ). We see that the power series Λ z (V ) in the Grothendieck ring represents a rational function with the numerator of degree p and denominator of degree q. Denote it by R V (z); it now stands for the characteristic function R A (z) = Ber(1 + zA) of our previous analysis. R A (z) can be viewed as the character of R V (z) if we take the ring of representations of GL(V ). We can apply to R V (z) the same reasoning as to R A (z) above and conclude that the exterior powers Λ k V for a p|q-dimensional vector space V satisfy a recurrence relation of period q
Evidently in the classical case of q = 0 this reduces to Λ k V = 0 for k p + 1. The relations for c k (A) = Tr Λ k A then follow from (5.3). As in Section 3, it is possible to eliminate the coefficients b i = (−Π) i Λ i W from the recurrence relations (5.3) and express them in a closed form using Hankel determinants. We arrive at the following theorem.
Theorem 3. For an arbitrary p|q-dimensional vector space V the following Hankel determinants vanish:
for all k p − q + 1.
Notice that the expression of the recurrence relation for Λ k V in the form of Hankel's determinant has an advantage of not using the elements that are not in the ring of representations of GL(V ).
2 (product means tensor product) for k p. This can be seen directly as follows.
Obviously, by tensor multiplying Λ k V and Λ k+2 V we get the isomorphisms
V , which is exactly the relation (5.5).
Let us obtain the expansion at infinity for the rational function R V (z). For this, we shall rearrange the numerator and denominator in (5.2).
V commuting with the action of GL(V ). Let e ∈ V 0 , ε ∈ V 1 be a basis of V . Then E k = ε ∧ . . . ∧ ε (k times) and F k = e∧ε ∧ . . . ∧ ε (k−1 times) can be taken as a basis in
To find a desired isomorphism we have to find the images of the basis vectors. To secure the GL(V )-equivariance, it is sufficient to check four types of transformations: e → λe, ε → ε; e → e, ε → λε; e → e + µε, ε → ε; e → e, ε → ε + µe (here λ is even, µ is odd). The commutativity with the first two transformations immediately implies that the vectors E k ⊗ E k+2 and F k ⊗ F k+2 should be mapped to vectors proportional to E k+1 ⊗ E k+1 and F k+1 ⊗ F k+1 respectively, and that the subspace spanned by E k ⊗ F k+2 , F k ⊗ E k+2 should be mapped to the subspace spanned by E k+1 ⊗ F k+1 , F k+1 ⊗ E k+1 . That leaves six parameters up to proportionality. Taking into account the remaining transformations gives an overdetermined system of eight linear equations for these parameters. The system is compatible and the general solution giving the desired isomorphism ϕ can be written as follows:
where α, β are arbitrary nonzero parameters. In particular, we see that ϕ is not unique.
Cramer's Rule in Supermathematics
In this section we briefly discuss a generalization to the supercase of Cramer's rule of solving linear equations. Such a generalization was obtained by Bergveldt and Rabin in [3] . They used 'hard tools' of the Gelfand-Retakh quasideterminant theory (see [9, 8] ). We shall give a simple geometric proof for this "super" Cramer's rule based only on the properties of Berezinians. This section is practically independent of the rest of the paper.
Let us first formulate the usual Cramer's rule geometrically. Let A be a linear operator in an n-dimensional vector space V . Consider a linear equation
A(x) = y .
Here x, y are vectors in V . For any volume form ρ on V and arbitrary vectors v 1 , . . . , v n−1 we obviously have
Considering this equation for different vectors v 1 , . . . , v n−1 we can express x via y = A(x). Namely, let e 1 , . . . , e n be an arbitrary basis in V . Take as ρ the coordinate volume form, i.e., ρ(e 1 , . . . , e n ) = 1 and for any other vectors the value of ρ equals the determinant of the matrix consisting of the corresponding coordinate row vectors. Then for the k-th coordinate of x we have x k = ρ(e 1 , . . . , x, . . . , e n ) (x stands at the k-th place), hence where at the r.h.s. the coordinates of y replace the k-th row of the matrix of the operator A. This is exactly Cramer's rule. Here we use row vectors rather than columns because it will be more convenient in the supercase. These considerations can be generalized to the supercase as follows. Let V be a p|q-dimensional linear superspace. Consider a volume form ρ. Recall that in the supercase a volume form is defined as a function on bases such that a change of basis is equivalent to the multiplying by the Berezinian of the transition matrix. For example, a coordinate volume form associated with a basis e 1 , . Here v i = v i j e j . It follows that a volume form is linear in the first p arguments and hence can be extended by linearity to arbitrary vectors (the last q arguments must remain linearly independent odd vectors!). In particular, it is possible to insert an odd vector into one of the first p positions.
As above, for any volume form ρ on V and vectors v 1 , . . . , v p+q−1 of the appropriate parity we have
where the vector x stands at the one of the first p "even" places. A is assumed to be an even invertible operator. This leads to a solution of a linear equation
in the superspace V as follows. Take as ρ the coordinate volume form associated with a basis e 1 , . . . , e p+q . Then ρ(e 1 , . . . , x, . . . , e p+q ) = x k , if k = 1, . . . , p. Hence the formula for the first p coordinates of x corresponding to the even basis vectors is exactly the same as in the classical case. For k = 1, . . . , p (y inserted at the k-th "even" position). To obtain the last q coordinates of x corresponding to the odd basis vectors e p+1 , . . . , e p+q , consider the space ΠV with reversed parity. Let ρ Π be the coordinate volume form on ΠV corresponding to the basis e p+1 Π, . . . , e p+q Π, e 1 Π, . . . , e p Π. Now we have Definition. The (i, j)-th cofactor or adjunct of an even p|q × p|q matrix A is
In the previous notation, (adj A) ij = ∆ i (A, e j ) for i = 1 . . . , p and (adj A) ij = ∆ * i (A, e j ) for i = p + 1 . . . , p + q. Notice that this notion is not symmetrical w.r.t. rows and columns, so it might be better called the "right adjunct". (See example below.) We have the following formulae for the entries of the inverse matrix:
Example 6.1. Consider a 1|1 × 1|1 even matrix
Then by formulae (6.6) we get
Thus for the transpose adjunct matrix we have:
as expected.
Remark 6.3. A different approach to Cramer's rule was developed in [11] . They define 'relative determinants' of A polynomially depending on A and consider the so-called λ-solutions x satisfying A(x) = λy instead of A(x) = y with λ being one of the relative determinants. This allows to avoid division and use only polynomial expressions. However, when A is invertible, the formulae with different relative determinants boil down to the same explicit answers for the entries of the inverse matrix.
Appendix A. Elementary Properties of Recurrent Sequences
In this section we summarize the relations between recurrent sequences and rational functions used in the main text. We present the material in the form convenient for our purposes. Notice that classical expositions (see [7] ) make use of the expansion of a rational function at infinity, while we need to consider two expansions, at zero and at infinity.
be a rational function. We assume that the numerator has degree p and the denominator degree q. The coefficients can be in an arbitrary commutative ring with unit. Consider formal power expansions of the fraction (A.1) at zero and at infinity. Let
Here and below it is convenient to assume that coefficients such as a k , b k , c k , etc., are defined for all values of k ∈ Z but may be equal to zero for some k. Hence we have the equalities
for all n, where c k = 0 for k < 0, and
for all n, where c * k = 0 for k > p − q. Taking into account that a n = 0 for n > p or n < 0, we obtain, respectively, that for all k ∈ Z, where γ k = c k − c * k . It is convenient to introduce the following definition. We say that a sequence {c k } k∈Z is right or positive if c k = 0 for k < 0.
Definition. A right sequence {c k } is a p|q-recurrent sequence or, shortly, a p|q-sequence if the elements c k satisfy a recurrence relation of the form (A.4) for all k > p − q.
It follows that the coefficients c k of the power expansion at zero of the fraction (A.1) make a p|q-recurrent sequence. (The coefficients of the expansion of (A.1) at infinity also make a p|q-sequence after the re-indexing that makes them a right sequence, c For a sequence {c k } k 0 to be a p|q-sequence means, if p q, that it satisfies a recurrence relation of period q except for the p − q + 1 initial terms c 0 , . . . , c p−q , and if p < q, that it satisfies a recurrence relation of period q for all terms c k , k 0, and can be extended to the left by q − p − 1 zero terms so that the relation still holds. If we denote the set of all p|q-sequences by S p|q , then S p|q ⊂ S p|q+1 and S p|q ⊂ S p+1|q .
Hence we have the following picture for the coefficients of the expansions of the rational function (A.1). The coefficients of the expansions at zero and at infinity satisfy the same recurrence relations of period q. If p < q, the coefficients c k and c * k can be nonzero only in the disjoint ranges k 0 and k p − q, respectively. The recurrence relation holds for all terms. If p q (that is, when the fraction is improper), the coefficients c k and c * k can be simultaneously nonzero in the finite range 0 k p−q. The recurrence relation may break down in this range. However, in all cases the sequence γ k = c k − c * k , infinite in both directions and which coincides with either c k or −c * k 'almost everywhere', satisfies the recurrence relation for all k ∈ Z.
If a sequence {c k } is given, one can consider the associated infinite Hankel matrix with the entries a ij = c i+j . Let On the other hand, solving a recurrence relation of period q involves division by a Hankel determinant of order q. There is a vast literature devoted to theoretical and practical aspects of recurrent sequences and Hankel matrices, so we do not need to go into the subject any further.
Finally, notice that the properties (1), (2) of the p|q-sequences used in Section 4 follow directly if one perform simultaneously operations with fractions and their formal expansions.
