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UDK 007.52:681.5(043.2)
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V sklopu naloge je obravnavan problem krmilnika avtonomnega vozila v simuliranem
okolju. Na vozilu je nameščena kamera, s katero zajemamo slike okolice vozila, ki
jih obdelamo s pomočjo strojnega vida. Na ta način lahko krmilnik regulira položaj
vozila, da ta sledi vozǐsču. Na podoben način je implementirano tudi ustavljanje vozila
na semaforju. Na vozilu je nameščen tudi lidar sistem, ki nam posreduje podatke o
okolici vozila. Te podatke obdelamo, da zaznamo ovire na vozǐsču in se jim izognemo.
Problem je rešen v simuliranem okolju WeBots s pomočjo programskega jezika C.
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This thesis deals with a controller of an autonomous vehicle in a simulated environment.
The vehicle has a mounted camera that captures images of the environment around
the vehicle. The images are then processed by passing them through a machine vision
algorithm. This allows the controller to regulate the position of the vehicle to follow the
driveway. Another feature of the controller, stopping at traffic lights, is implemented
in a similar fashion. The vehicle also has a mounted lidar system that supplies us with
information of objects in the proximity of the vehicle. This data is then processed in
order to detect and avoid obstacles on the driveway. The solution is coded in the C
programming language in the WeBots robotics simulator.
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2.2.2 Povezanost z ostalimi področji znanosti . . . . . . . . . . . . . . 10
2.3 Lidar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.1 Sestava lidarja . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Aplikacije lidarja . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Metodologija raziskave . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 Simulator robotike . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1.1 WeBots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
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okoli ovire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Slika 4.3: Slike zaporednih korakov vožnje simuliranega avtonomnega vozila v
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1 Uvod
1.1 Ozadje problema
Avtonomno vozilo je še razvijajoča se vrsta vozila, ki lahko navigira po vozǐsču brez
vmesnih človeških navodil na osnovi programiranega vedenja. Ta vrsta vozil bi lahko
ljudem omogočila varneǰso in udobneǰso vožnjo. S sprogramiranim vedenjem vožnje
lahko odstranimo človeške faktorje, kot so na primer vožnja pod vplivom alkohola,
slabi odzivni časi ipd. Z bolǰsim odzivnim časom se lahko avtonomna vozila soočajo
tudi z bolj resnimi situacijami in se včasih celo izognejo nevarnostim, katerih človek
sploh ne bi mogel predvideti.
Avtonomna vozila uporabljajo različne vrste tehnologij. Lahko uporabljajo GPS za
pomoč pri navigaciji, senzorje za zaznavanje ovir in izogibanje trkov. Imajo tudi
možnost uporabe obogatene resničnosti, s katero lahko prikažejo informacije potni-
kom na nov in domiseln način. Ker potnikom ni več treba upravljati vozila, lahko
preusmerijo pozornost na druge dejavnosti, za katere prej med vožnjo niso imeli časa.
1.2 Cilji naloge
Cilj tega dela je razvoj osnovnega krmilnika avtonomnega vozila v simuliranem okolju
WeBots na osnovi kamere in lidarja. Prenos v simulirano iz resničnega okolja je poeno-
stavitev, s katero lahko omejimo zunanje dejavnike. Krmilnik bo razvit v programskem
jeziku C, pozicijo vozila bo krmilil glede na zaznano lokacijo sredinske črte vozǐsča s
kamere, ovire pa bo zaznal preko svojega lidar sistema. Sliko s kamere bo potrebno
obdelati s pomočjo strojnega vida. Vozilo bo spreminjalo smer s PID krmilnikom.
1
2 Teoretične osnove in pregled lite-
rature
V tem poglavju bo predstavljeno teoretično ozadje metod in orodja, uporabljenega pri
razvoju krmilnika za avtonomno vozilo.
2.1 Avtonomna vozila
Avtonomna vozila so bila prvič omenjena okoli leta 1920, vendar je bil njihov razvoj
zanemarljivo počasen vse do 1980. Danes avtonomna vozila z razvojem senzorjev in
kontrolnih algoritmov postajajo resničnost. Podjetja, kot so Tesla, Uber in Google so
že leta 2007 napovedala svoja lastna avtonomna vozila. Na vozǐsča naj bi avtonomna
vozila prǐsla v roku dveh desetletij. Na sliki 2.1 je prikazana ilustracija avtonomnega
vozila, vključenega v promet.
Slika 2.1: Ilustriran prikaz avtonomnega vozila v prometnem omrežju [1].
Avtonomna vozila bi omogočala varneǰso in udobneǰso vožnjo, saj človeški faktorji, kot
so na primer vožnja pod vplivom substanc, ne bi imeli vpliva. Čeprav naj bi avtonomna
vozila povečala promet na vozǐsču, bi lahko vseeno zmanǰsala gnečo. Zaradi sensorjev
in računalnǐsko vodenega krmiljenja se lahko avtonomna vozila kontrolirajo z manǰsim
odzivnim časom kot ljudje in s tem zmanǰsajo varnostno razdaljo v prometu. Zaradi
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računalnǐsko vodene hitrosti bi bilo pospeševanje in ustavljanje tudi bolj tekoče kot pri
človeških voznikih.
2.1.1 Stopnje avtomatizacije vozila
V SAE definicijah stopenj avtomatizacije ”način vožnje”pomeni ”vrsta scenarija vožnje
z dinamičnimi zahtevami vožnje”. Ponavadi delimo avtomatizacijo vozila na sledeče
stopnje:
– stopnja 0: sistem nam podaja opozorila in lahko za kratek čas prevzame nadzor nad
vozilom;
– stopnja 1 (ang. hands on): voznik in sistem si delita nadzor nad vozilom. Primeri te
stopnje so sistemi, kjer voznik kontrolira zavijanje, avtonomni sistem pa kontrolira
moč motorja za konstantno hitrost (Cruise Control) in pomoč pri parkiranju, kjer je
zavijanje avtomatizirano, medtem ko je hitrost vozila pod nadzorom voznika. Voznik
mora biti pripravljen na prevzem popolnega nadzora v kateremkoli danem trenutku;
– stopnja 2 (ang. hands off ): avtonomni sistem prevzame popoln nadzor nad vozi-
lom (pospeševanje, zaviranje in zavijanje). Voznik mora nadzorovati avtomatizirano
vožnjo in biti pripravljen prevzeti nadzor nad vozilom, če se sistem nepravilno odzove
na določeno situacijo. Čeprav je ta stopnja označena kot hands off, je kljub temu
priporočljivo imeti kontakt s krmilom vozila v primeru napake sistema;
– stopnja 3 (ang. eyes off ): voznik lahko odvrne pozornost od vožnje. Vozilo bo
posredovalo v situacijah, ki zahtevajo takoǰsno reakcijo (npr. zaviranje v sili). Voznik
mora kljub temu odreagirati v omejenem času, ki ga določi proizvajalec vozila;
– stopnja 4 (ang. mind off ): vozniku ni treba posvečati svoje pozornosti varno-
sti (lahko zapusti voznikov sedež). Avtonomna vožnja je podprta le v določenem
območju ali v določenih razmerah (npr. prometni zastoji);
– stopnja 5 (ang. steering wheel optional): vozilo ne potrebuje nikakršnega posredo-
vanja voznika. Primer te stopnje je robotski taksi.
2.1.2 Trenutne aplikacije avtonomnih vozil
Industrijske aplikacije
Avtonomne tehnologije so uporabne na področju transporta že več let. Glavni primer je
tehnologija avtopilota, ki je postal standard v aviaciji. V vojaškem sektorju uporabljajo
avtonomna vozila za čǐsčenje minskih polj. V drugih industrijah (npr. agrikultura in
rudarjenje) lahko z avtonomnimi vozili zmanǰsamo stroške delavcev in poenostavimo
ponavljajoče se naloge. V rudarski industriji je avstralsko podjetje Rio Tinto pred
kratkim naznanilo, da je z uporabo avtonomnih vozil prevozilo več kot milijardo ton
rude in potratnega materiala. Po njihovi oceni naj bi uporabljeni avtonomni tovornjaki
obratovali 700 ur več kot konvencionalni leta 2017 in nanesli okoli 15 % manj stroškov.
Obratovali so tudi brez poškodb rudarjev [2].
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Aplikacije za trg
Primera avtonomnega sistema, ki ju ima danes že večina avtomobilov za varneǰso
vožnjo, sta ABS (ang. anti-lock braking system) in ACC (ang. adaptive cruise control).
ABS nam omogoča bolǰsi nadzor nad vozilom med zaviranjem, ACC pa avtomatsko
krmili vozilo, da ohranja določeno razdaljo za vozilom spredaj. Ponazoritev ABS-a je
prikazan na sliki 2.2, ACC-ja pa na sliki 2.3.
Slika 2.2: Pomoč ABS sistema pri zaviranju [3].
Slika 2.3: Sistem ACC krmili hitrost, da ohrani določeno razdaljo do vozila
spredaj [3].
Primer popolnoma avtonomnega gibanja avtomobila je avtomatski sistem za parki-
ranje. Sistem krmili vozilo in ga avtomatizirano parkira na parkirno mesto. Prvi
proizvajalec avtomobilov, ki je omenjeni sistem vključil v svoja vozila, je bil BMW.
Sistem je vseboval kar nekaj omejitev - vozilo je moralo biti naravnost in gledati proti
parkirnem mestu oziroma garaži, ker se je lahko premikalo le naprej in nazaj [4].
Kljub temu, da je aplikacij avtonomnih vozil kar veliko, jih je večina razvita v kon-
troliranem okolju (rudniki, kmetije, parkirǐsča) oziroma v okoljih brez ostalih vozil
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(promet, letalǐsče). Trenutno lahko avtonomna vozila v najbolǰsem primeru potujejo
v statičnih okoljih, kjer je malo ali nič prometa in kjer se objekti premikajo počasi
(javna parkirǐsča). Pri trenutnem stanju tehnologije lahko sprogramirana vozila varno
in učinkovito sama potujejo, ko sledijo določeni poti. Na cestah v prometu je situa-
cija precej drugačna in zahteva drugačen pristop k problemu, saj mora biti reakcija
avtonomnega vozila odvisna tudi od zunanjih nepredvidljivih pogojev.
2.1.3 Stanje tehnike
Popolna avtonomna vožnja je zanimiva zaradi ogromnega potenciala izbolǰsanja varno-
sti, produktivnosti in znižanja porabe goriva. Varnost bi se izbolǰsala z zmanǰsanjem
nesreč zaradi človeškega vzroka. Produktivnost bi narasla, ker bi uporabniki avtono-
mnih vozil lahko opravljali delo na poti v službo in ker bi vozila potovala hitreje. Vozila
bi porabila manj goriva, saj bi pot lahko računala med vožnjo in ker bi se na vozǐsču
pomikala blizu drug drugega ter s tem zmanǰsala vpliv zračnega upora. Popolna av-
tonomna vožnja zahteva delovanje in medsebojno sodelovanje več komponent, kot so
percepcija, navigacija in kontrola vozila. V tem poglavju je omenjenih nekaj projektov,
ki so naredili največji napredek na področju avtonomne vožnje.
Amerǐski projekti brezpilotnih vozil
Pomembni napredki na področju avtonomnih vozil so bila prva NAVLAB vozila, ki so
jih razvili na univerzi Carnegie Mellon. Ta vozila so lahko vozila po cestnih omrežjih
- uporabljena so bila za testiranje koncepta zasedenosti mreže, za razvoj algoritmov
za načrtovanje poti ipd [5, 6]. Projekt, ki se je razvijal v približno enakem časovnem
obdobju, je bil projekt Demo III Experimental Unmanned Vehicle (XUV). Ta vozila so
se do leta 2001 lahko gibala s hitrostjo do 32 km/h pri dnevni svetlobi in 16 km/h ponoči
[7]. V tem projektu so izvajali eksperimente glede uporabe stereovizije, infrardečih
in barvnih kamer ter laserjev za skeniranje. Vizualizacija podatkov, pridobljenih s
pomočjo stereovizije, je prikazana na sliki 2.4.
Slika 2.4: Mapirana okolica s pomočjo stereovizije za določitev možnih poti brez
ovir [8].
S prvimi testi so ugotovili potencial in probleme z uporabo video kamer za zaznavo
razdalje do objektov (stereovizija). Slika 2.4 prikazuje procesirano sliko iz para video
kamer. Naloga procesiranja je bila razločiti tla in potencialne ovire. Sredǐsče zanimanja
je v tem primeru na generaciji mreže, ki nam prikaže možne poti in ovire.
5
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Evropski projekti na področju inteligentnih vozil
Zadnji dve demonstratorski vozili v evropskem projektu Prometheus (PROgraMme for
a European Traffic of Highest Efficiency and Unprecedented Safety, 1987–1995) lahko
smatramo kot prvi dve vozili, ki razumeta svoje okolje in primerno odreagirata na
različne situacije na avtonomen način [9]. V svojem času je bil Prometheus največji
projekt na področju brezpilotnih vozil. Okoli leta 2000 je bilo zanimanje za brezpilotna
vozila v Evropi zelo intenzivno po nekaj državah. Primer tega je nemški eksperimen-
talni projekt robotike PRIMUS (PRogram for Intelligent Mobile Unmanned Systems),
ki se ukvarja z brezpilotnim manevriranjem v neznanem odprtem terenu. Poudarek
v tem projektu je bil na razvoju algoritmov za avtonomno navigacijo s komercialnimi
napravami/senzorji, integriranimi v vojaška vozila. Krmiljenje teh vozil je temeljilo
pretežno na lidarjih za zaznavanje ovir in na kamerah za zaznavanje vozǐsča [10]. Ta
projekt je demonstriral potencial in možnost uporabe brezpilotnih vozil v zahtevnem
okolju z uporabo že obstoječih tehnologij.
Evropski projekt kibernetskih vozil
Projekt kibernetskih vozil (ang. Cybercars Project) je evropski projekt, ki poskuša
razviti flote popolnoma avtomatiziranih vozil v sredǐsču mest. Do zdaj je bil projekt
uspešen v okolicah brez prometa in v okolicah s pešci in prometom z zelo nizkimi hi-
trostmi. V nekaterih podjetjih (Transportation Research Center in MercedesBenz) so
popolnoma avtomatizirana testna vozila že v uporabi. To omogoča podjetjem pono-
vljivo in varneǰse testiranje vozil s standardiziranimi testi.
Ta projekt dokazuje, da je možno natančno krmiliti vozila. Moramo pa se zavedati,
da so se ti sistemi razvili v kontroliranem okolju z malo ali brez ovir. Če se okolje
spremeni, je potrebna človeška interakcija z vozilom.
2.1.4 Poročila o posredovanju med avtonomno vožnjo
Za oceno trenutne stopnje razvoja avtonomne vožnje lahko obravnavamo poročila o
človeškem posredovanju med avtonomno vožnjo. Posredovanje je vsaka deaktivacija
avtonomnega načina vožnje zaradi napake v avtonomnem sistemu in vsaka situacija, ki
zahteva človeško posredovanje za varno nadaljevanje poti. Poročilo za več podjetij, ki se
ukvarjajo z avtonomno vožnjo, je vidno na 2.5. Podatki so bili zbrani od decembra 2017
do novembra 2018. Več informacij je na voljo na spletni strani California DMV [11].
Iz podatkov je razvidno, da je bilo podjetje Waymo najbolj uspešno glede avtonomne
vožnje z enim posredovanjem na približno 11 000 milj. Če to primerjamo s podatki iz
preǰsnjega leta, to pomeni 50 % manj posredovanja in 96 % več prevožene povprečne
razdalje med dvema posredovanjema.
Najslabše je šlo podjetjema Apple in Uber s posredovanjem med avtonomno vožnjo na
vsakih 1,1 oziroma 0,4 milj. Podjetje Uber je tudi umaknilo svoja avtonomna vozila z
javnih cest marca 2018 zaradi usodne nesreče v Arizoni.
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Slika 2.5: Poročilo o posredovanju med avtonomno vožnjo [12].
2.2 Strojni vid
Strojni vid (ang. machine vision) je računalnǐski postopek, zasnovan na analizi slik,
s katerim ponavadi avtomatiziramo nadzor procesov, krmiljenje robotov in ostalih po-
dobnih nalog v industriji. Strojni vid ponavadi zajema večje število tehnologij, pro-
gramske opreme, metod in področij. Navadno ga ne enačimo z računalnǐskim vidom
(ang. computer vision). S strojnim vidom ponavadi uporabimo že obstoječe tehnologije
na nove načine za reševanje realnih problemov. Proces začnemo z zajemom slike, nato
pa sledita analiza slike in izvleček potrebnih informacij. Podatek na izhodni strani
procesa strojnega vida je lahko preprost da/ne signal ali pa bolj kompleksen nabor
podatkov, kot so npr. pozicija, orientacija ali identifikacija objekta na sliki. Primer
vizualiziranega rezultata strojnega vida je viden na sliki 2.6.
2.2.1 Strojni vid pri avtonomnih vozilih
Zajem podatkov s kamero
Ponavadi se za zajem podatkov pri strojnem vidu pri avtonomnih vozilih uporablja
širokokotne kamere (npr. objektiv ribje oko (ang. fish-eye)). Ko zajamemo slike, mo-
ramo na nek način iz 2D objektov na sliki določiti 3D točke v realnem svetu. Če imamo
več senzorjev, jih moramo tudi uskladiti z nekim skupnim koordinatnim sistemom.
Pri avtonomni vožnji nas zanima panoramski pogled okoli vozila. S tem pridobimo
maksimalno količino informacij o okolici za varno krmiljenje vozila. Vsesmerna kamera
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Slika 2.6: Primer izhodnih rezultatov strojnega vida [13].
s 360-stopinjskim vidnim poljem nam odstrani potrebo po večjem številu kamer in
vrtljivih kamerah.
Segmentacija
Cilj segmentacije je ločiti sliko na manǰse segmente z namenom identifikacije različnih
delov/objektov na sliki. S segmentacijo ločimo objekte v ospredju od objektov v ozadju.
To nalogo ponavadi opravimo z algoritmi, kot je zaznavanje robov. Primer tega je viden
na 2.7, kjer ima vsak piksel dodeljeno svojo kategorijo in barvo glede na to kategorijo.
Slika 2.7: Segmentacija scene podatkovnega seta Cityscapes v mestu Zürich [14].
S segmentacijo lahko razdelimo sliko na manǰse gradnike in s tem pridobimo bolǰse
razumevanje okolja, kar je ključnega pomena za avtonomno krmiljenje vozila. Zaradi
uporabnosti konvolucijskih nevronskih mrež za zaznavo in klasifikacijo objektov na sli-
kah so ta postala zanimiva tudi za problem segmentacije. Eden izmed prvih projektov,
ki se je na ta način lotil segmentacije, je opisan v delu Long et al. (2015) [15].
Zaznava objektov
Za realizacijo avtonomne vožnje je zanesljiv sistem za zaznavo objektov na cesti ključnega
pomena. Ker si vozilo deli vozǐsče z ostalimi udeleženci v prometu, še posebej v ur-
banem okolju, je zavedanje o svoji okolici zelo pomembno, da se izognemo potenci-
alno usodnim nesrečam. V urbanem okolju je zaznava objektov zelo zahtevna zaradi
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različnih tipov objektov, ki se tam pojavijo, in zaradi okluzije, ki jih ti objekti pov-
zročijo. Podobnosti objektov in sence tudi povzročajo težave in otežijo zaznavanje ter
razlikovanje med objekti.
Za zaznavanje objektov podnevi ponavadi gledamo vidni spekter, ponoči pa infrardeči
spekter svetlobe. S pomočjo termalnih infrardečih kamer lahko razlikujemo med to-
plimi, kot so npr. pešci, in mrzlimi objekti, kot so npr. cesta, stavbe, znaki. Aktivni
senzorji, ki oddajajo signale in odčitavajo njihov odboj (npr. lidar), nam lahko podajo
informacije o razdalji. S tem lahko zaznamo objekt in določimo razdaljo. Zaradi zu-
nanjih učinkov lahko naletimo na probleme, če uporabljamo le en senzor. Kamere za
vidni spekter so občutljive na reflektivne ali prosojne površine, objekti z visokimi tem-
peraturami, kot so npr. avtomobilski motorji, pa lahko vplivajo na termalne infrardeče
kamere. S kombinacijo informacij različnih senzorjev lahko razvijemo bolj robusten
sistem.
Standardni proces zaznave objektov
Standardni proces zaznave objektov je sestavljen iz naslednjih korakov: predprocesi-
ranje (ang. preprocessing), pridobivanje informacij o regiji interesa (ang. region of
interest extraction), klasifikacija objektov (ang. object classification) in verifikacija/iz-
popolnjevanje (ang. verification/refinement).
V koraku predprocesiranja ponavadi kalibriramo kamero in pripravimo podatke, da so
primerni za procesiranje.
Informacije o regiji interesa lahko pridobimo s pomočjo načina drsečega okna, ki pre-
mika detektor preko slike v različnih velikostih.
Klasifikacija vseh kandidatov v sliki je s pomočjo načina drsečega okna kar potratna,
zato potrebujemo način, ki hitro zavrne neprimerne kandidate. S konvolucijskimi ne-
vronskimi mrežami lahko to nalogo pohitrimo in avtomatiziramo. Primer tega je viden
v delu Sermanet et al. [16], kjer so uporabili konvolucijske nevronske mreže za zaznavo
pešcev. Zaznavanje gibajočih se objektov je kompleksno, saj je potrebno upoštevati
vse možne položaje objekta. To si lahko olaǰsamo z analizo ”po delih”, pri čemer raz-
delimo kompleksen objekt na manǰse, preprosteǰse dele, katere poskušamo zaznati. To
nam nudi večjo fleksibilnost in zmanǰsa število učnih primerov, ki jih sistem potrebuje
za prepoznavo objekta. Opisani način analiziranja slike je viden na sliki 2.8, kjer je
objekt v naslednjih korakih tudi segmentiran na manǰse dele.
Slika 2.8: Primer iskanja objektov s pomočjo drsečega okna in delitve objekta na
dele [14].
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Sledenje
Pri sledenju je cilj oceniti stanje enega ali več objektov skozi čas glede na meritve
s senzorja. Tipično se stanje objekta popǐse z lokacijo, hitrostjo in pospeškom pri
določenem času. Sledenje ostalih udeležencev v prometu je zelo pomembna naloga pri
avtonomni vožnji.
Za primer lahko vzamemo zaviranje vozila, katerega zavorna pot se s hitrostjo veča. V
primeru možnosti trčenja z drugim vozilom mora sistem pravočasno odreagirati. Traj-
ektorija ostalih vozil v prometu nam omogoča predvideti njihova stanja v prihodnosti
in se izogniti trku. V primeru pešcev in kolesarjev je težavnost napovedi stanja v pri-
hodnosti večja, ker lahko nenadoma spremenijo pot gibanja. Če sledenje udeležencev
v prometu kombiniramo s klasifikacijo, dobimo bolj zanesljive podatke in s tem bolje
odreagiramo na situacijo. Sledenje ostalim vozilom lahko uporabimo tudi za kontrolo
razdalje in za predvidevanje možnih manevrov vožnje (npr. prehitevanje).
Pri razvoju sistema za sledenje se moramo soočiti s številnimi problemi. Objekti so
ponavadi delno ali popolnoma prekriti z drugimi objekti. Težava je tudi podobnost
med različnimi objekti, še posebej med objekti enakega tipa. Interakcije med objekti
(npr. med pešci) še bolj povečajo prekrivanje in nam s tem še bolj otežijo sledenje
vsakega objekta posebej. Velik problem so tudi nenavadne svetlobne razmere.
Za sledenje se ponavadi uporabljajo kamere in lidarji. Sledenje je formulirano kot
problem Bayesove inference. V tem primeru je cilj čim bolj natančno oceniti naslednje
stanje na podlagi trenutnega opazovanja in preǰsnjega stanja oz. preǰsnjih stanj. Celo
verigo stanj ponavadi posodabljamo na rekurziven način. Pri vsaki iteraciji dodelimo
nova opažanja sledenemu objektu. Rezultat sledenja je prikazan na sliki 2.9.
Slika 2.9: Ocena poti pešcev [17].
Rekurzivni pristop lahko predstavlja problem, če v postopku naletimo na napake pri
zaznavanju objektov. Težje tudi sledimo objektom v intervalu prekrivanja zaradi manj-
kajočih podatkov.
2.2.2 Povezanost z ostalimi področji znanosti
V tem poglavju so na kratko opisana področja, povezana s strojnim vidom.
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Procesiranje slik
Procesiranje slik je uporaba računalnǐskih algoritmov na digitalnih slikah. To področje
vsebuje tematiko, kot sta kompresiranje slik in fokusiranje zamegljenih slik oz. slik
izven fokusa. Algoritmi strojnega vida za vhodne podatke vzamejo slike in za izhod
proizvedejo neke druge podatke (npr. zaznava kontur/robov). Poudarek v strojnem
vidu je torej na avtomatskem pridobivanju podatkov s čim manj človeške interakcije.
Procesiranje slik ponavadi uporabimo v začetnih korakih strojnega vida, da poudarimo
željene informacije in znižamo neželeni šum.
Računalnǐska grafika
Računalnǐska grafika generira slike iz geometričnih primitivov, kot so črte, krogi in
proste površine ter igra pomembno vlogo pri vizualizaciji in virtualni resničnosti. Pri
strojnem vidu imamo ravno obraten problem; določiti geometrične primitive in ostale
podrobnosti iz slike. Računalnǐska grafika je potemtakem sinteza slik, medtem ko je
strojni vid analiza slik.
Strojni vid uporablja reprezentacijo linij in površin ter nekaj drugih tehnik iz računalnǐske
grafike, računalnǐska grafika pa uporablja strojni vid za generacijo realističnih 3D mo-
delov in slik. Vizualizacija in virtualna realnost te dve področji vedno bolj združujeta.
Prepoznavanje vzorcev
S prepoznavanjem vzorcev lahko analiziramo podatke številk in simbolov. To področje
je pomemben del strojnega vida za prepoznavanje objektov v sliki. Večina industrijskih
aplikacij močno temelji na tehniki prepoznavanja vzorcev.
Umetna inteligenca
V področju umetne inteligence želimo ustvariti inteligentne računalnǐske sisteme. Z
umetno inteligenco lahko analiziramo okolje oz. neko sceno, če to okolje oz. sceno
zapǐsemo v obliki simbolov. Z analizo lahko potem pridobimo podrobnosti o podanih
vhodnih podatkih.
Umetno inteligenco lahko razdelimo na tri dele: zaznavanje, kognicija in akcija. Pri
zaznavanju prevedemo signale iz sveta v simbole, s kognicijo jih manipuliramo, v delu
akcije pa prevedemo simbole v nazaj v signale, ki predstavljajo naše izhodne podatke.
Ker veliko tehnik iz umetne inteligence igra pomembno vlogo v strojnem vidu, se strojni
vid dostikrat smatra kot področje umetne inteligence.
V zadnjih letih je področje nevronskih mrež postalo zelo aktivno. Algoritme nevronskih
mrež se vedno bolj uporablja v področju strojnega vida za reševanje problemov.
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2.3 Lidar
Lidar je metoda, ki izmeri razdaljo do tarče z obsevanjem tarče z lasersko svetlobo in
analizo odbitih žarkov s senzorjem. Razlike v časih in valovnih dolžinah nam dajo idejo
o 3D reprezentaciji tarče. Lidar se pogosto uporablja za izdelavo zemljevidov visokih
ločljivosti. Uporablja se v geodeziji, arheologiji, geografiji, geologiji. Uporablja se tudi
za kontrolo in navigacijo nekaterih avtonomnih vozil.
Slika 2.10: Prikaz delovanja lidarja [18].
Na sliki 2.10 je prikazano delovanje lidarja. Prikazane številke pomenijo:
1. laserska svetloba potuje stran od vira, dokler ne pride v kontakt z objektom;
2. v trenutku kontakta z objektom se svetloba odbije nazaj proti lidar sistemu;
3. lidar sistem sprejme odbiti pulz svetlobe;
4. sistem izračuna razdaljo do objekta glede na čas med oddanim in sprejetim pul-
zom svetlobe.
Lidar je postal uveljavljena metoda za zbiranje zelo gosto porazdeljenih in natančnih
podatkov o reliefu pokrajin, plitvih vodnih površin in podobnih prostorov. Pokrajino
z lidarjem ponavadi skenirano s pomočjo letal, ker lahko na ta način hitro zavzamemo
ogromno podatkov z večjih površin. Lidar lahko kljub temu uporabljamo tudi na tleh,
zaradi svoje natančnosti je postal nepogrešljiv.
Ker na avtonomnih vozilih uporabljamo vrteči se lidar, moramo upoštevati tudi čas
med pulzi. Podatke o lokaciji objektov moramo pred analizo sinhronizirati, saj niso
vsi definirani ob istem času. V katalogu dobimo tudi informacije o širini razdelkov
podatkov, ki jih dobimo z lidarja, in kot, pod katerim gleda lidar sistem. Na sliki 2.11
je vizualiziran primer podatkov lidar sistema.
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Slika 2.11: Vizualiziran primer podatkov lidar sistema [19].
Kljub vsem dobrim lastnostim lidarja je ta še vedno problematičen za uporabo pri
avtonomni vožnji. Senzorji so ključnega pomena za avtonomna vozila, lidar pa je
trenutno šibka točka. Obstoječe komercialne rešitve lidarja so ponavadi zelo drage,
velike, mehansko kompleksne in neučinkovite za vǐsje hitrosti vozila ter delovanje v
slabšem vremenu. S tem problemom se trenutno ukvarja podjetje Strobe, ki poskuša
razviti lidar senzorje, primerne za avtonomna vozila [20]. Z njihovo novo tehnologijo
lahko zmanǰsamo dimenzije celotnega senzorja in zmanǰsamo ceno do 99 % [21].
2.3.1 Sestava lidarja
Lidarji so ponavadi sestavljeni iz svetlobnega vira in sprejemnika odbite svetlobe.
Tipično je poleg lidarja prisoten še GPS za sledenje lokaciji in da vemo, kje smo dobili
skenirane podatke z lidarja.
Laser
Za večino neznanstvenih aplikacij se uporablja 600 - 1000 nm laserje. Največja moč
laserja je omejena zaradi varnostnih razlogov (poškodbe oči). Laserji z dolžino 1550 nm
ne poškodujejo oči pri visokih močeh, ker te valovne dolžine človeško oko ne absorbira
v velikih količinah. Ta valovna dolžina se uporablja tudi v vojaških aplikacijah, saj
se je ne zazna na očalih za nočni vid za razliko od kraǰse 1000 nm infrardeče laserske
svetlobe. Vrteče lidarje ponavadi dosežemo s pomočjo zrcal, kar je tudi prikazano na
sliki 2.12.
Lidarji za izdelavo topografskih map večinoma uporabljajo 1064 nm YAG laserje, pod-
vodni sistemi pa 532 nm YAG laserje, saj ta valovna dolžina prebije vodo z manj sla-
bljenja kot laserji valovne dolžina 1064 nm. Na nastavitvah laserja določimo periodo
(s tem posredno določimo hitrost zbiranja podatkov). S kraǰsimi pulzi lahko dosežemo
bolǰso resolucijo, seveda pod pogojem, da imamo dovolj dobre lidar sprejemnike in
ostalo elektroniko.
Fotodetektor/sprejemnik
Fotodetektor v lidar sistemu je vrsta fotoelektrične celice iz silikona ali galijevega arze-
nida, ki je najbolj občutljiva na valovno dolžino svetlobe laserja. Uporabljamo različne
vrste fotodetektorjev glede na valovno dolžino svetlobe laserja. Lidar sistemi za kratke
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Slika 2.12: Shema vrtečega lidar sistema. Zrcalo se vrti po vertikalni osi [22].
razdalje uporabljajo preproste silikonske fotodiode, za dalǰse razdalje pa uporabljajo
bolj občutljive fotodiode (ang. avalanche photodiodes). Te fotodiode pretvorijo fotone
svetlobe v več elektronov (v električni tok, ki ga lahko potem merimo). S tem lahko
merimo nižje nivoje svetlobe.
Delo z lidarjem je precej oteženo v slabem vremenu zaradi loma svetlobe. Podatke
lahko še vseeno zajamemo in jih analiziramo, vendar moramo upoštevati okolǐsčine. Na
probleme lahko naletimo tudi podnevi, saj obstaja možnost, da sprejemniki zajamejo
podatke o sončnem sevanju. Tako sevanje sprejemnike hitro nasiči, saj zajema velik
spekter svetlobe. Šum, ki ga povzroči sončna svetloba, ima lahko moči ranga odbite
svetlobe s svetlih površin [23].
Zajeti podatki so zelo kompleksni, zato potrebujemo bolj prefinjene metode za njihovo
analizo.
Sistemi za pozicijo in navigacijo
Lidarji, ki so montirani na mobilnih platformah (letala, sateliti), potrebujejo inštrumente
za določanje absolutne pozicije in orientacije senzorja. Taki sistemi ponavadi vključujejo
GPS, saj je dostopen na globalni skali in deluje neodvisno od ostalih naprav.
Glavni problem GPS-a je natančnost. Čeprav napravi sledi več satelitov, ki krožijo
okoli Zemlje, lahko interferenca povzroči nezanemarljive probleme. Ionosfera in tro-
posfera lahko tudi upočasnita hitrost propagacije signala. Problem predstavljajo tudi
vremenske razmere in elektromagnetna interferenca. Mesta z visokimi stavbami ali za-
prte lokacije, kot so gorovja, jame in gozdovi, lahko oslabijo komunikacijo, ker signali
ne prodrejo skozi trdne objekte. Ovire lahko pripeljejo do nenatančnih koordinat oz.
geolokacijskih informacij.
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2.3.2 Aplikacije lidarja
To poglavje opǐse nekaj izmed mnogih aplikacij tehnologije lidarja.
Avtonomna vozila
Avtonomna vozila lahko uporabljajo lidar za zaznavanje ovir in izogibanje le-teh za
varno navigacijo po okolju. Izhodni podatki lidarja računalnǐskemu sistemu podajo
dovolj informacij, da določi, kje so možne ovire v okolju in kje se avtonomno vozilo
nahaja v odvisnosti od teh.
Primera podjetij, ki proizvajajo lidar senzorje za robotiko in avtomatizacijo vozil, sta
Sick in Hokuyo. Prve generacije ACC so uporabljale samo lidar senzorje.
Biologija
Aplikacije lidarja se znajdejo tudi v gozdarstvu. Vǐsine krošenj in biomaso lahko anali-
ziramo s pomočjo lidar sistemov na letalu. Z lidarjem lahko tudi izdelamo topografske
mape.
Organizacijo Save the Redwoods League izvaja projekt mapiranja visokih sekvoj na
obali severne Kalifornije. Z lidarjem lahko ne le določimo vǐsino prej nemapiranih
dreves, ampak tudi biodiverziteto gozdov.
Policija
S pomočjo lidarja lahko merimo hitrost vozil. Forenziki lahko z lidarjem skenirajo celo-
tno sceno in s tem točno zabeležijo pozicijo objektov in ostale pomembne informacije.
Robotika
Lidar se v robotiki uporablja za percepcijo okolja in za klasifikacijo objektov. Ker nam
lahko lidar poda zelo natančne informacije o 3D pokrajinah, ga lahko z zelo visoko
stopnjo natančnosti uporabimo za krmiljenje pristajanja vozil. Lidarji so integirani
tudi v večino simulatorjev robotike.
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3 Metodologija raziskave
V tem poglavju bodo predstavljene metode, uporabljene za razvoj krmilnika avtono-
mnega vozila v simuliranem okolju.
3.1 Simulator robotike
Simulator robotike se uporablja za razvoj aplikacij za fizične robote. Ker za razvoj
ne potrebujemo fizičnega vezja, s tem prihranimo pri stroških in času. V določenih
primerih lahko razvite aplikacije prenesemo na fizične naprave brez modifikacij.
Ena izmed najbolj uporabljenih aplikacij za simulatorje robotike je 3D modeliranje in
renderiranje robotov in okolja. Simulatorji vsebujejo virtualne robote, ki so sposobni
posnemati gibanje fizičnega robota. Nekateri simulatorji tudi simulirajo fiziko za bolj
realistično gibanje robota. Uporaba simulatorjev robotike je zelo priporočena, tudi
če imamo na voljo fizičnega robota. S tem lahko aplikacije razvijamo in testiramo v
virtualnem okolju in na fizičnem robotu testiramo le zadnje verzije razvite programske
opreme. Kljub temu moramo upoštevati okolje, v katerem bo robot obratoval. Če
se ta zelo razlikuje od simuliranega okolja, bo razvoj v simulatorju manj primerljiv z
dejanskimi rezultati v realnem okolju.
Robote, ki so odvisni od senzorjev, je težje razvijati v simuliranem okolju, ker je ta
odvisen od podatkov s senzorja iz realnega sveta.
3.1.1 WeBots
Glede na specifikacije simulatorjev robotike na trgu smo se odločili za uporabo simu-
latorja WeBots. WeBots je odprtokodno okolje za simulacijo robotike. Uporablja se
v industriji, izobraževanju in raziskovanju. Projekt se je začel leta 1996 v Švici na
inštitutu tehnologije Swiss Federal Institute of Technology (EPFL). Od decembra 2018
je izdan pod Apache 2 licenco. Izgled grafičnega uporabnǐskega vmesnika je viden na
sliki 3.1.
Simulirano okolje uporablja verzijo ODE knjižnice za zaznavo trkov in simulacijo dina-
mike togih teles. Ta knjižnica omogoča natančno simulacijo fizičnih lastnosti objektov
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Slika 3.1: Simulator robotike WeBots [24].
kot sta hitrost in trenje. WeBots podpira senzorje in aktuatorje, ki se jih najpogo-
steje uporablja v robotiki (senzor bližine, svetlobe, dotika, GPS, pospeškomer, kamere,
kompas ipd.).
Kontrolerje robotov se lahko programira v C, C++, Python, ROS, JAVA in MATLAB
s pomočjo preprostega API-ja. Simulacije se lahko tudi shrani kot PNG slike ali MPEG
oziroma AVI filme. S simulacijami lahko uporabnik tudi interaktira v realnem času.
3.2 Sledenje sredǐsčni črti vozǐsča
Sredǐsčno črto krmilnik zazna s pomočjo strojnega vida. Sliko s kamere avtonomnega
vozila najprej analiziramo. Sredǐsčno črto ǐsčemo na osnovi ujemanja barve pikslov.
Za piksle, ki ustrezajo kriteriju, določimo skupno povprečno pozicijo na horizontalni
(X) osi slike. Krmilnik nato avtonomno vozilo vodi ob sredǐsčni črti z nekim zamikom,
da vozilo vozi po svojem voznem pasu.
Za bolj gladko manevriranje vozila so postavljene še določene omejitve. Kot krmiljenja
v levo ali desno smer je omejen na največ 0,5 radiana, med dvema iteracijama pa se
ta lahko spremeni za največ 0,1 radiana. Če imamo na razpolago podatke o preǰsnjih
vrednostih krmiljenja (preǰsnje intenzivnosti zavijanja), jih vključimo v izračun in iz
povprečja dobimo novo vrednost za krmiljenje. S tem se izognemu neželenim hipnim
spremembam smeri, vozilo pa se tudi bolj drži svojega pasu pri zavojih.
3.3 Izogibanje oviram
Krmilnik ovire na vozǐsču zazna s pomočjo lidar sistema vozila. Simulirano avtonomno
vozilo ima lidar model Sick LMS 291. S pomočjo lidarja ǐsčemo ovire v območju
dvajsetih stopinj na vsaki strani vozila (20 stopinj na vsaki strani premice, po kateri
se trenutno pomika vozilo) in do razdalje 80 m.
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Za problematične ovire smatramo tiste, ki jih lidar zazna do razdalje 20 m. Krmilnik
določi oddaljenost in kot do ovire, in nato na osnovi tega določi smer, po kateri se
avtonomno vozilo izogne oviri.
3.4 Ustavljanje na semaforjih
Ustavljanje avtonomnega vozila na semaforjih deluje na enakem principu kot zazna-
vanje sredǐsčne črte vozǐsča. Razlika je v tem, da se pri tem problemu osredotočimo
na zgornji del slike kamere avtonomnega vozila. V tem delu slike ǐsčemo piksle, ki
se barvno ujemajo z rdečim ali rumenim statusom semaforja. V primeru, da na sliki
zaznamo semafor v enem izmed teh stanj, krmilnik to smatra kot signal za zaviranje.
Vozilo nadaljuje z vožnjo, ko na sliki ne zazna več semaforja v enem izmed stanj, ki bi
signaliziralo zaviranje.
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4 Rezultati in diskusija
4.1 Sledenje sredǐsčni črti vozǐsča
Krmiljenje avtonomnega vozila v ovinek je prikazano na sliki 4.1. Slike si sledijo v
kronološkem zaporedju od zgoraj navzdol in od leve proti desni.
Slika 4.1: Slike zaporednih korakov vožnje simuliranega avtonomnega vozila v ovinek.
4.1.1 Diskusija
Krmilnik je sledil sredǐsčni črti vozǐsča presenetljivo dobro kljub implementaciji zelo
preprostega algoritma. Primerjava barv ni robusten način za zaznavanje sredǐsčne črte
vozǐsča in nam lahko vrne napačne podatke (vse črte vozǐsča niso enake barve, iskano
barvo lahko najdemo tudi kjerkoli drugje).
Za naslednjo iteracijo krmilnika bi bil mogoče primeren način zaznavanja robov. S
pomočjo maskiranja slike in zaznavanjem robov bi lahko določili položaj sredǐsčne črte
vozǐsča. Te podatke bi potem posredovali krmilniku, ki bi ustrezno krmilil vozilo.
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4.2 Izogibanje oviram
Na sliki 4.2 je prikazano krmiljenje okoli ovire. Ovire so za bolǰse zavedanje o prostoru
na sliki oštevilčene. Slike si sledijo v kronološkem zaporedju od zgoraj navzdol in od
leve proti desni.
Slika 4.2: Slike zaporednih korakov vožnje simuliranega avtonomnega vozila okoli
ovire.
4.2.1 Diskusija
Avtonomno vozilo se je oviram konsistentno izogibalo. Algoritem za zaznavanje in
izogibanje oviram je vseeno zelo preprost in bi se v naslednjih iteracijah lahko nadgradil.
Za nalogo izogibanja ovir bi lahko uporabili tudi druge senzorje. S pomočjo dveh raz-
maknjenih kamer bi lahko prepoznali ovire na cesti in sledili razdalji do ovire. Take
stereo kamere imajo ponavadi 50-stopinjski kot vidljivosti, natančne pa so le do pri-
bližno 30 m [25]. Z lidarjem lahko zelo natančno popǐsemo okolico vozila, težko pa
določimo hitrost ostalih vozil na cesti v realnem času. Za ta namen lahko na vozilo na-
mestimo radar (to je realizirano že na veliko sodobnih vozilih za zaznavo in preprečitev
možnih trkov).
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4.3 Ustavljanje na semaforjih
Na sliki 4.3 je vidna vožnja avtonomnega vozila v bližini semaforja. Slike si sledijo v
kronološkem zaporedju od zgoraj navzdol in od leve proti desni.
Slika 4.3: Slike zaporednih korakov vožnje simuliranega avtonomnega vozila v bližini
semaforja.
4.3.1 Diskusija
Ustavljanje na semaforjih je bilo na trenutno implementirani način v primeru zelo
omejenega okolja v simulatorju robotike uspešno. Način primerjanja barv za detekcijo
luči semaforja v realnem svetu ni primeren, saj zopet naletimo na probleme, o katerih
smo govorili v poglavju sledenja sredǐsčni črti vozila 4.1.1.
Bolj primeren način implementacije bi bil s pomočjo umetne inteligence in strojnega
vida. Krmilnik bi lahko naučili prepoznati semafor in mu s tem omogočili pravilno
klasifikacijo objektov. Iz slike bi bilo potrebno tudi zajeti razdaljo do semaforja in biti
pozoren na ostala vozila.
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5 Zaključki
To diplomsko delo proučuje metodologijo in implementacijo krmilnika avtonomnih vo-
zil.
Sledijo povzetki rezultatov tega dela:
1. s pomočjo programskega jezika C in simulatorja robotike WeBots smo implemen-
tirali krmilnik za avtonomno vozilo v simuliranem okolju;
2. z znanostjo strojnega vida smo uspešno ustvarili algoritma za sledenje sledǐsčni
črti vozǐsča in za ustavljanje vozila pri semaforju;
3. problem izogibanja oviram smo rešili s pomočjo lidarja.
S pomočjo kamere na avtonomnem vozilu zajemamo slike iz okolja vozila. Te podatke
uporabljamo za dve funkcionalnosti krmilnika - sledenje sredǐsčni črti vozǐsča in usta-
vljanje vozila na semaforju. V obeh primerih je potrebno najprej surove podatke s
kamere obdelati s pomočjo strojnega vida.
Pri funkcionalnosti sledenja sredǐsčni črti vozǐsča to naredimo z lociranjem sredǐsčne
črte. Na sliki jo poǐsčemo na osnovi ujemanja barve. Krmilnik nato kontrolira zavijanje
glede na položaj črte in se drži desne strani. Če črte na sliki ne najdemo, začnemo
zavirati.
Semaforje na vozǐsču poǐsčemo z ujemanjem barve. Če na sliki zaznamo semafor v
stanju, ki ne dovoljuje prehoda, to smatramo kot signal za zaviranje. Na problem
naletimo, če v stanju zaviranja semafor izgine iz vidnega polja kamere. V tem primeru
bo krmilnik prenehal zavirati, saj na sliki ne zazna semaforja.
Lidar sistem nam sporoči oddaljenost objektov v območju do razdalje 80 m in širini 20
stopinj pred vozilom. Te filtriramo tako, da gledamo le tiste, ki so oddaljene največ 20
m. Iz podatkov poǐsčemo problematične ovire v prostoru in se jim poskušamo izogniti
z zavijanjem.
Vse ukaze posredujemo PID krmilniku, ki regulira zavijanje vozila.
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Predlogi za nadaljnje delo
Nadaljna dela bi lahko zajemala izbolǰsave in razširitve algoritmov ter metod krmilnika.
Kot je bilo že prej omenjeno, trenutne rešitve niso ravno najbolj robustne in učinkovite.
Primerna bi bila implementacija umetne inteligence in bolj naprednih metod strojnega
vida.
Klasifikacija oziroma zaznavanje objektov na sliki na podlagi barve nam lahko vrne
zelo nezanesljive rezultate. V izbolǰsanih verzijah dela bi se lahko implementirala se-
gmentacija slike s pomočjo umetne inteligence (najbrž s konvolucijskimi nevronskimi
mrežami). S tem bi bolj zanesljivo zaznali objekte na sliki.
Sredǐsčno črto bi bolj zanesljivo lahko zaznali s pomočjo maskiranja irelevantnih delov
slike in zaznavanja robov na preostalem področju.
Klasifikacija objektov bi lahko bil naslednji korak pri funkcionalnosti izogibanja ovir.
Če objekt klasificiramo kot dinamičen, bi bilo smiselno implementirati tudi sledenje (s
tem bi lahko predvideli trajektorijo objekta).
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Priloga A
Spodaj je prikazana koda krmilnika iz simuliranega okolja robotike WeBots v program-
skem jeziku C.
1 #include <webots/camera.h>
2 #include <webots/device.h>
3 #include <webots/display.h>
4 #include <webots/gps.h>
5 #include <webots/keyboard.h>
6 #include <webots/lidar.h>
7 #include <webots/robot.h>
8 #include <webots/vehicle/driver.h>
9
10 #include <math.h>
11 #include <stdio.h>
12 #include <string.h>
13
14 enum { X, Y, Z };
15
16 #define TIME_STEP 50
17 #define UNKNOWN 99999.99
18
19 // PID krmilnik
20 #define KP 0.25
21 #define KD 2
22 #define KI 0.006
23
24 bool PID_need_reset = false;
25
26 // velikost filtra za dolocanje srediscne crte
27 #define FILTER_SIZE 3
28
29 // funkcionalnosti
30 bool enable_collision_avoidance = false;
31 bool enable_display = false;
32 bool has_camera = false;
33
34 // kamera
35 WbDeviceTag camera;
36 int camera_width = -1;
37 int camera_height = -1;
38 double camera_fov = -1.0;
39
40 // pospesevanje/zaviranje/check za semaforje
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41 bool accelerating = false;
42 bool decelerating = false;
43 int traffic_light_consecutive_ok_count = 0;
44
45 // SICK lidar
46 WbDeviceTag sick;
47 int sick_width = -1;
48 double sick_range = -1.0;
49 double sick_fov = -1.0;
50
51 double speed = 0.0;
52 double steering_angle = 0.0;
53 int manual_steering = 0;
54 bool autodrive = true;
55
56 typedef struct {
57 double averageX;
58 double averageY;
59 } TrafficLightStatus;
60
61 // wheel_angle > 0: desno , wheel_angle < 0: levo
62 void set_steering_angle(double wheel_angle) {
63 // omejitev spremembe od prejsnje vrednosti
64 if (wheel_angle - steering_angle > 0.1)
65 wheel_angle = steering_angle + 0.1;
66
67 if (wheel_angle - steering_angle < -0.1)
68 wheel_angle = steering_angle - 0.1;
69
70 steering_angle = wheel_angle;
71
72 // omejitev vrednosti
73 if (wheel_angle > 0.5)
74 wheel_angle = 0.5;
75 else if (wheel_angle < -0.5)
76 wheel_angle = -0.5;
77
78 wbu_driver_set_steering_angle(wheel_angle);
79 }
80
81 // izracun RGB spremembe
82 int color_diff(const unsigned char a[3], const unsigned char b[3]) {
83 int i, diff = 0;
84 for (i = 0; i < 3; i++) {
85 int d = a[i] - b[i];
86 diff += d > 0 ? d : -d;
87 }
88 return diff;
89 }
90
91 // vrne povprecno y vrednost semaforja na sliki (oz. UNKNOWN , ce
semaforja ne najdemo na sliki)
92 bool get_traffic_light_status(const unsigned char *image , double *
x_percentage , double *y_percentage) {
93 int num_pixels = camera_height * camera_width; // st.
pikslov na sliki
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94 const unsigned char REF_RED [3] = {70, 58, 253}; // rumena (
BGR format)
95 const unsigned char REF_YELLOW [3] = {107, 243, 253}; // rdeca (
BGR format)
96 int pixel_count = 0; // stevilo
rumenih pikslov
97 int sumy = 0;
98 int sumx = 0;
99
100 const unsigned char *pixel = image;
101 int y;
102 for (y = 0; y < num_pixels; y++, pixel += 4) {
103 if (color_diff(pixel , REF_RED) < 30 || color_diff(pixel ,
REF_YELLOW) < 30) {
104 sumy += y % camera_height;
105 sumx += y % camera_width;
106 pixel_count ++;
107 }
108 }
109
110 if (pixel_count == 0)
111 return false;
112
113 *x_percentage = (double) sumx / pixel_count / camera_width;
114 *y_percentage = (double) sumy / pixel_count / camera_height;
115 return true;
116 }
117
118 // vrne povprecen kot srediscne crte oz. UNKNOWN , ce crte ne najdemo
119 double get_line_angle(const unsigned char *image) {
120 int num_pixels = camera_height * camera_width; // st. pikslov na
sliki
121 const unsigned char REF[3] = {95, 187, 203}; // rumena (BGR
format)
122 int sumx = 0; // sestevek x
koordinat pikslov
123 int pixel_count = 0; // stevilo rumenih
pikslov
124
125 const unsigned char *pixel = image;
126 int x;
127 for (x = 0; x < num_pixels; x++, pixel += 4) {
128 if (color_diff(pixel , REF) < 30) {
129 sumx += x % camera_width;
130 pixel_count ++;
131 }
132 }
133
134 if (pixel_count == 0)
135 return UNKNOWN;
136
137 return (( double) sumx / pixel_count / camera_width - 0.3) *
camera_fov;
138 }
139
140 // filtriranje kota srediscne crte (povprecje)
141 double filter_angle(double new_value) {
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142 static bool first_call = true;
143 static double old_value[FILTER_SIZE ];
144 int i;
145
146 if (first_call || new_value == UNKNOWN) { // ponastavitev vseh
starih vrednosti na 0
147 first_call = false;
148 for (i = 0; i < FILTER_SIZE; ++i)
149 old_value[i] = 0.0;
150 } else { // zamaknemo stare vrednosti
151 for (i = 0; i < FILTER_SIZE - 1; ++i)
152 old_value[i] = old_value[i + 1];
153 }
154
155 if (new_value == UNKNOWN)
156 return UNKNOWN;
157 else {
158 old_value[FILTER_SIZE - 1] = new_value;
159 double sum = 0.0;
160 for (i = 0; i < FILTER_SIZE; ++i)
161 sum += old_value[i];
162
163 return (double) sum / FILTER_SIZE;
164 }
165 }
166
167 // vrne povprecen kot do ovire oz. UNKNOWN , ce ovire ne najdemo
168 double process_sick_data(const float *sick_data , double *obstacle_dist
) {
169 const int HALF_AREA = 20; // gledamo kot 20 stopinj
170 int sumx = 0;
171 int collision_count = 0;
172 int x;
173 *obstacle_dist = 0.0;
174
175 for (x = sick_width / 2 - HALF_AREA; x < sick_width / 2 +
HALF_AREA; x++) {
176 float range = sick_data[x];
177 if (range < 20.0) {
178 sumx += x;
179 collision_count ++;
180 *obstacle_dist += range;
181 }
182 }
183
184 if (collision_count == 0)
185 return UNKNOWN;
186
187 *obstacle_dist = *obstacle_dist / collision_count;
188 return (( double) sumx / collision_count / sick_width - 0.5) *
sick_fov;
189 }
190
191 double applyPID(double yellow_line_angle) {
192 static double oldValue = 0.0;
193 static double integral = 0.0;
194
30
Priloga A
195 if (PID_need_reset) {
196 oldValue = yellow_line_angle;
197 integral = 0.0;
198 PID_need_reset = false;
199 }
200
201 if (signbit(yellow_line_angle) != signbit(oldValue))
202 integral = 0.0;
203
204 double diff = yellow_line_angle - oldValue;
205 if (integral < 30 && integral > -30)
206 integral += yellow_line_angle;
207
208 oldValue = yellow_line_angle;
209 return KP * yellow_line_angle + KI * integral + KD * diff;
210 }
211
212 void process_self_driving_step(const unsigned char *camera_image ,
const float *sick_data) {
213 double yellow_line_angle = filter_angle(get_line_angle(
camera_image));
214 double obstacle_dist;
215 double obstacle_angle;
216 if (enable_collision_avoidance)
217 obstacle_angle = process_sick_data(sick_data , &obstacle_dist);
218
219 traffic_light_consecutive_ok_count ++;
220 if (traffic_light_consecutive_ok_count > 40) {
221 decelerating = false;
222 accelerating = true;
223 }
224
225 // izogibanje ovir in sledenje srediscni crti
226 if (enable_collision_avoidance && obstacle_angle != UNKNOWN) {
227 // zaznava ovira
228 wbu_driver_set_brake_intensity (0.0);
229 // izracun zavijanja za izogibanje oviri
230 double obstacle_steering = steering_angle;
231 if (obstacle_angle > 0.0 && obstacle_angle < 0.4)
232 obstacle_steering = steering_angle + (obstacle_angle -
0.25) / obstacle_dist;
233 else if (obstacle_angle > -0.4)
234 obstacle_steering = steering_angle + (obstacle_angle +
0.25) / obstacle_dist;
235
236 double steer = steering_angle;
237 // ce smo zaznali srediscno crto na sliki , se poskusamo
izogniti oviri in vseeno slediti crti
238 if (yellow_line_angle != UNKNOWN) {
239 const double line_following_steering = applyPID(
yellow_line_angle);
240 if (obstacle_steering > 0 && line_following_steering > 0)
241 steer = obstacle_steering > line_following_steering ?
obstacle_steering : line_following_steering;
242 else if (obstacle_steering < 0 && line_following_steering
< 0)
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243 steer = obstacle_steering < line_following_steering ?
obstacle_steering : line_following_steering;
244 }
245 else
246 PID_need_reset = true;
247
248 // vozilu nastavimo izracunano vrednost
249 set_steering_angle(steer);
250 } else if (yellow_line_angle != UNKNOWN) {
251 // nismo zaznali ovir
252 wbu_driver_set_brake_intensity (0.0);
253 set_steering_angle(applyPID(yellow_line_angle));
254 } else {
255 // nismo zaznali ovir ali srediscne crte -> zaviramo
256 wbu_driver_set_brake_intensity (0.4);
257 PID_need_reset = true;
258 }
259 }
260
261 void speed_step(double towards) {
262 double target_speed = wbu_driver_get_target_cruising_speed ();
263 double step = 0.8;
264 if (target_speed < towards)
265 wbu_driver_set_cruising_speed(target_speed + step);
266 else if (target_speed > towards)
267 wbu_driver_set_cruising_speed(target_speed - step);
268 }
269
270 int main(int argc , char **argv) {
271 wbu_driver_init ();
272
273 // preverimo , ce sta lidar in kamera na voljo
274 int j = 0;
275 for (j = 0; j < wb_robot_get_number_of_devices (); ++j) {
276 WbDeviceTag device = wb_robot_get_device_by_index(j);
277 const char *name = wb_device_get_name(device);
278 if (strcmp(name , "Sick LMS 291") == 0)
279 enable_collision_avoidance = true;
280 else if (strcmp(name , "display") == 0)
281 enable_display = true;
282 else if (strcmp(name , "camera") == 0)
283 has_camera = true;
284 }
285
286 // kamera
287 if (has_camera) {
288 camera = wb_robot_get_device("camera");
289 wb_camera_enable(camera , TIME_STEP);
290 camera_width = wb_camera_get_width(camera);
291 camera_height = wb_camera_get_height(camera);
292 camera_fov = wb_camera_get_fov(camera);
293 }
294
295 // lidar
296 if (enable_collision_avoidance) {
297 sick = wb_robot_get_device("Sick LMS 291");
298 wb_lidar_enable(sick , TIME_STEP);
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299 sick_width = wb_lidar_get_horizontal_resolution(sick);
300 sick_range = wb_lidar_get_max_range(sick);
301 sick_fov = wb_lidar_get_fov(sick);
302 }
303
304 wbu_driver_set_cruising_speed (40.0);
305 wbu_driver_set_hazard_flashers(false);
306
307 // glavna zanka
308 while (wbu_driver_step () != -1) {
309 static int i = 0;
310
311 // senzorje posodobimo le vsakih TIME_STEP milisekund
312 if (i % (int) (TIME_STEP / wb_robot_get_basic_time_step ()) ==
0) {
313 // preberemo podatke s senzorjev
314 const unsigned char *camera_image = NULL;
315 const float *sick_data = wb_lidar_get_range_image(sick);
316
317 if (has_camera)
318 camera_image = wb_camera_get_image(camera);
319
320 if (autodrive && has_camera) {
321 double traffic_light_x;
322 double traffic_light_y;
323 bool traffic_light_status = get_traffic_light_status(
camera_image , &traffic_light_x , &traffic_light_y);
324 if (traffic_light_status) {
325 fflush(stdout);
326 if (traffic_light_x > 0.3 && traffic_light_x < 0.6
&& traffic_light_y < 0.25) {
327 traffic_light_consecutive_ok_count = 0;
328 wbu_driver_set_cruising_speed (0.0);
329 decelerating = true;
330 accelerating = false;
331 }
332 else
333 process_self_driving_step(camera_image ,
sick_data);
334 }
335 else
336 process_self_driving_step(camera_image , sick_data)
;
337 }
338
339 if (decelerating)
340 speed_step (0);
341 else if (accelerating)
342 speed_step (40.0);
343 }
344
345 ++i;
346 }
347
348 wbu_driver_cleanup ();
349 return 0;
350 }
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