Spatial and geographic constructs have been incorporated into strategy research since its inception. Yet, strategy researchers have been slow to take advantage of methods designed specifically for these variables. This is despite the fact that spatial methods can be used to identify and remediate spatial autocorrelation-eliminating a potentially important source of bias in empirical results-and more broadly, to test hypotheses about spatial phenomena in novel ways. This article reviews the use of spatial constructs and variables in strategy research, summarizes spatial methods relevant to the strategy field, and shows how these approaches can enhance strategy research. The authors demonstrate the utility of these methods for a wide range of empirical inquiries into the role of geographic space in firm location, competition, and other phenomena, and offer three specific illustrations of their usefulness in the context of international strategy research.
S
patial methods have been defined as a ''collection of techniques and models that explicitly use the spatial referencing associated with each data value of object that is specified within the system under study'' (Haining, 2003, p. 4) . Spatial data, in turn, is simply data that includes information about the location of the events described by the data. According to Haining spatial analysis includes (a) cartographic modeling in which data are represented on a map, (b) mathematical modeling in which outcomes are dependent on spatial interactions or spatial relationships related to the geographical positioning of objects, and (c) spatial data analysis, the development and application of appropriate statistical techniques for analysis of spatial data. Although some strategy research may meet the minimum requirements of spatial analysis, much of it falls short in (a) failing to ''map'' the spatial data in question, (b) omitting the form of spatial interaction, and, of interest to our contribution, (c) employing techniques that may not be the most appropriate for the analysis in question.
For decades, strategy researchers and their predecessors in economics and geography have been interested in the role of geographic space in the firm's choices of where to locate, and in the performance implications of those options (Marshall, 1920; Weber, 1909 Weber, /1928 . Strategy scholars have explored, inter alia, the antecedents to and consequences of firm-level agglomeration in regions or localities (Agrawal, 2006; McEvily & Zaheer, 1999) and studied the sequential foreign entry and location of individual firms and the competitive dynamics in determining these location choices (Chang & Park, 2005; Shaver & Flyer, 2000) . Unfortunately, the data classification and methodologies used in these studies are often quite coarse; dummy variables are most often the mechanism used in modeling spatial effects (e.g., Shaver & Flyer, 2000) . More broadly, current methodologies used to account for geographic variables are often unnecessarily simplified. In some cases, this simplification leads to imprecision. These approaches can be improved by more advanced techniques that offer greater inferential reliability in the presence of spatial autocorrelation (the tendency of physically proximal entities to be similar, i.e., correlated) and other spatial effects.
In response, we argue that strategy researchers should incorporate more complete and modern approaches to the modeling of spatial data in their empirical research for the following reasons. First, failure to model spatial autocorrelation can lead to the same kinds of problems as failure to model temporal autocorrelation in panel and time-series data: incorrect inferences regarding hypotheses and misleading conclusions regarding theories and phenomena of interest. Because the strategy literature (like most in the sciences and social sciences) is cumulative, the introduction of erroneous conclusions into the literature may slow progress of the field. Second, there has been an explosion of activity in both methodology and software tools for examining spatial data, leading to an abundance of avenues for the examination and modeling of spatial data. Anselin, Florax, and Rey (2004) report very little journal publication activity on spatial methodology prior to 1995, but near exponential growth after 2000. 1 Third, there is a growing appreciation across disciplines of the impact of spatial considerations, with literatures in sociology, economics, political science, and criminology incorporating spatial effects (Anselin et al., 2004) . Closer to strategy, disciplines such as marketing have for some time been concerned with spatial characteristics in marketing problems (e.g., Bronnenberg & Mahajan, 2001; Jank & Kannan, 2005) . Fourth, previously well-established theories in strategy may be reinvigorated or redirected by the incorporation of the spatial context and new theoretical directions or extensions of existing theory may be opened up, thus enriching the body of the literature.
In this article, we show how strategy research methods could be improved by more precise modeling strategies involving the use of spatial variables and through the incorporation of more advanced spatial methods. In the first section, we provide a short synopsis of the economics and geography literature that has incorporated spatial constructs into theoretical models and empirical approaches. We then summarize some of the recent strategy research that has considered geographic and spatial concepts and evaluate the extent to which this research incorporates spatial data and methods. We next review several explicitly spatial methods and show their potential application to strategy research. We then offer an illustration of how spatial statistics and geographically based analyses can be applied to three questions emanating from a previously published strategy research project. We conclude with some suggestions for future research directions using these techniques.
Spatial Analyses in Strategy Research
Recent research in strategic management has incorporated spatial concepts and variables in a wide range of settings (Chang & Park, 2005; Shaver & Flyer, 2000) . To assess current interest in and use of spatial concepts and variables, we searched all issues of Strategic Management Journal from January 1996 to September 2006 for articles in which the word ''spatial'' and/or ''geography'' appeared. We identified 42 articles that met these criteria. We then excluded those in which the terms appeared only in references or for which the reference to geography or spatial was incidental, with one exception (Agrawal, 2006) , leaving us with 29 articles that appeared to substantively address geographic or spatial concepts. Table 1 presents a summary of this research, wherein we list the citation information, article topic, and article type (empirical, conceptual or review) of the 29 articles. For the empirical articles, we also indicate whether the author(s) used spatial variables in their modeling. Interestingly, the bulk of the studies in our sample were published after 2000, providing anecdotal evidence that geography is gaining in interest among strategy researchers. Table 1 demonstrates that within the studies for which geography plays an important role, some authors are using spatial variables. There is no evidence, however, that they are using spatial methods as understood in the literature.
Spatial Topics and Constructs in Strategy Research
Much of the strategy research involving geographic or spatial constructs focuses on the agglomeration economies theory and positive knowledge spillovers associated with locating near to other firms in a given industry, or proximate to other resources that could be valuable in a firm's growth and development. McEvily and Zaheer (1999) examined and found support for the importance of geographical clusters and ties to regional institutions (organizations that provide a support services to firms in the such as technical assistance centers, university outreach programs, vocational training centers, and local research institutes). Their geographic variable of interest was the time respondents reported that it takes to drive to an advisor (institution that supports the firms through technical advice). Agrawal (2006) investigated the role of licensing strategies in which the inventor is directly involved. He found that the inventor's involvement in the licensing process increases the likelihood and degree of commercialization success. His binary spatial construct was whether the firm acquiring the license was located within 50 miles of the Massachusetts Institute of Technology (MIT) campus where the research supporting the license was conducted, finding that such proximity did increase the likelihood of commercialization. A number of researchers have incorporated geographic variables and constructs in the international setting. Similar to the research cited above, a consistent theme in this research is the notion that agglomeration effects and the related concept of network externalities are partly responsible for the bunching or colocation of firms in a geographic space. For example, Shaver and Flyer (2000) and Chung and Song (2004) found that Japanese firms located their manufacturing facilities in states where many other Japanese firms were located. Both studies attributed this colocation to some form of positive externality. We note that colocation alone (without supplementary information) does not tell us where firms are located, but only where they are not located.
2 Other internationally oriented research has evaluated the impact of geographic distance between countries in which firms are located on their competitive positions. Rangan and Drummond (2004) explored the performance implications of geographic, colonial, immigration, linguistic, and institutional ties among foreign firms operating in Brazil and the home country of the firms. The geographic tie was a qualitative ordering of foreign countries according to their nearness to Brazil, but did not include specific distance measures. An especially notable study in the use of geographic variables is Russo (2003) . He explored the influence of natural, social, and economic factors on the development of sustainable industries, focusing on the emergence of wind power in California. In particular, Russo incorporated variables to capture economic attractiveness (county population density), agglomeration effects (the number of prior wind projects in specific counties or adjacent to those counties over the prior 12 months), and ''natural capital'' availability as reflected in wind speed in specific counties, although again, he did not seek to measure specific locations.
Applying Spatial Methods in Strategy Research
In most of this research, data classification and methodological approaches (with regard to the geographic constructs and measurement variables) are relatively simplistic. For example, most of these studies use a simple binary (dummy) variable to classify firms or other entities as locating (or not) in or near a given country or region, or in a particular space in relation to another firm (Chang & Park, 2005; Shaver & Flyer, 2000) . Even where distance measures would appear to be available, for simplicity, researchers tend to use the dummy coding or rank order approach (Rangan & Drummond, 2004) . Because of the tendency to use binary coding of these variables, for studies in which the geographic construct is the dependent variable, researchers often employ some form of logit or probit regression (Chang & Park, 2005; Shaver & Flyer, 2000) . Shaver and Flyer (2000) measured agglomeration effects for firms by noting the proportion of other industry firms that were colocated in the same state. Their data set consists of firms in the 48 U.S. mainland states. Similarly, Frost (2001) created dummy variables that indicated whether the innovating firm filed a patent in the home base of the firm, the home country (the United States), and in the host state where the subsidiary is located. For both studies, it would appear that state-level data on activities was available. If so, one could determine the adjacencies of different states and identify whether there was a pattern of spatial autocorrelation at the level of analysis (the state level). Namely, certain industries may tend to cluster in particular regions, in particular ways, or to different degrees. Such analyses were not reported. Zaheer and Zaheer (2001) examined foreign exchange transactions in a sample of 100 global banks. They created variables based on country of location, time zone of location, and location in one of three primary clusters (the United States, the United Kingdom, and Japan). Interestingly, they also described use of an adjacency matrix to generate variables for their study; however, this matrix does not meet the requirements of an adjacency matrix as described in our section below. In particular, their adjacency matrix takes on the value 1 if two members of a buyer-supplier dyad shared the same country of location (or time zone of location, or location in primary cluster), and 0 otherwise. As such, this matrix does not explicitly take into consideration whether two locations are geographically proximal to each other, and hence much of the richness afforded by incorporation of actual proximity is not utilized. A potential enhancement to this study would be an examination of geographic proximity or geographic spillover effects in regard to the transnational regional clustering patterns in global banking.
In sum, although some strategy research may meet the minimum requirements of spatial analysis as described by Haining (2003) , few studies properly ''map'' (either physically or conceptually) the spatial data in question, nor do they clearly identify the form of spatial interaction. Most important to our discussion, these researchers fail to take advantage of techniques that appear to be most suitable to the research questions and methods. Although these studies do capture phenomena such as colocation, more specific measurement of spatial constructs and use of more sophisticated approaches may help to enhance the knowledge in strategy. In particular, these approaches do not capture the inherently spatial nature of the data, precluding a richer examination of the phenomena and leading to potential bias in estimates and incorrect standard errors. Regarding bias, Unwin and Hepple (1974) found that positive spatial autocorrelation causes t and F test statistic denominators to be too small, resulting in spuriously large test statistics. In particular, they found that for a spatial autocorrelation of 0.5, the test statistics they examined were inflated by a factor of 3 to 4.
As an empirical example of the impact of this problem, Griffith (1979) provides a sobering comparative analysis in which (spuriously) significant MANOVAs by region became insignificant after spatial autocorrelation was accounted for. By contrast, Feng (1996) reports comparative analyses in which one insignificant term becomes significant after a spatial approach was adopted. As noted in Table 2 below, this phenomenon of spurious findings is similar to that which occurs when non-time-series methods are used for temporally autocorrelated data. Because we found no usage of spatial methods in the strategy literature, there are no comparative analyses and hence the prevalence of the problem is unknown in strategy. However, for the continued development of the strategy literature, researchers should employ techniques to prevent these errors where possible. In the next section, we summarize some of the recent advances in spatial statistics and spatial analysis.
Advances in Spatial Methods and Analysis
The importance of accounting for spatial characteristics of data has been long recognized in economics, geography, and regional science, and implicitly recognized in strategy. This is a consequence of what has been termed the first law of geography, that ''everything is related to everything else, but near things are more related to each other'' (Tobler, 1970, p. 236 ). This ''law'' implies that there will be positive spatial autocorrelation, i.e., proximity leads to similarity. However, it also poses a challenge for statistical methodology because spatially proximal observations are unlikely to be statistically independent. Thus, inferential methodology in the presence of spatial autocorrelation has been a topic of enduring interest (Cliff & Ord, 1973) .
Defining Characteristics of Spatial Data
Spatial data is that which includes information about the location of the events described by the data. Spatial statistical methods require the incorporation and analysis of proximity data, and/or distance measures. Most often, these take the form of adjacency weights as we discuss later in this section. The location aspect of spatial data may take one of two forms. In the first, the exact locations of the units of analysis are known. Here, the units of analysis will possess coordinates of some kind such as latitude and longitude measurements. In the GIS literature, such data is said to be geocoded, i.e., each datum is associated with a precise point in space. This data can be addressed stochastically by taking it as a realization of a spatial point process such as a Poisson process (Ripley, 1981) or a Matérn process (Brown, Diggle, & Henderson, 2003) . 3 Often, however, data will have been compiled or aggregated by region by a census agency such that the exact coordinates of a firm are unknown, but its location within a political jurisdiction such as a state or province is known. We will focus primarily on data aggregated by region, which is known as lattice data, because this is the kind of data frequently employed by strategy researchers and also because geocoded data can typically be converted to this format. Anselin (1988) argues that spatial effects can be placed into two categories: those due to spatial autocorrelation and those due to spatial heterogeneity. Spatial autocorrelation or dependence may arise econometrically from measurement error which spills over from one area to another, or by the mutual influence of proximal areas on each other. Spatial heterogeneity, by contrast, arises from a lack of uniformity or homogeneity across space. Different countries, for example, will have differing land areas in square miles, differing population sizes and natural resources, and differing levels of economic development. The ability to experimentally impose homogeneity is often nonexistent in the context of spatial data, so instead we model its effects to account for them and to remove their impact on other parameters of interest. Still, as Haining (2003, p. 358) points out, it is not always easy to cleanly disentangle the two kinds of spatial effects in the context of a particular data set. Model checking and diagnostics may have to be used in an iterative fashion to find the most appropriate specification for handling spatial effects in any particular situation.
Another challenge of spatial data is that it may be sparse, causing methodological problems because sparse areas may have small sample sizes. Thus the data may be somewhat ''unstable'' in that random sampling noise may have a marked impact on the pattern of data observed. In strategy, sparse data may be especially frequently encountered in the important strategic contexts of emerging industries or multinational enterprise first-mover research where there are, by definition, a limited number of observations (Hahn & Doh, 2006) . Because data in more sparse areas, may be influenced by sampling error, it would be appropriate to attach less weight to these areas ceteris paribus. More broadly, hierarchical smoothing methods permit the ''borrowing'' of estimation strength from sparser areas to more populated ones.
Geographic proximity can be represented by applying a weight matrix to the data, for example, by setting the weight equal to one if two areas share a common border, and zero otherwise. The locations are then presumed to have a lattice structure in which each location is linked to its neighbors. Because a location's neighbors are also linked to their own neighbors, the location is indirectly linked to the neighbors' neighbors. This process continues throughout the lattice, linking all locations. Weights based on adjacency can be contrasted with regional dummy variables commonly used as a first-pass attempt to capture regional effects. For example, in a study of worldwide strategic activities we might find that firm activity in Europe is coded with a regional dummy variable as European activity. However, the United Kingdom's adjacency with Ireland suggests that there may be more in common between strategic activities in those two countries as compared to, say, that of the United Kingdom and Finland or the United Kingdom and Italy. A simple Europe-wide dummy variable approach (i.e., ''all European countries get the value of 1'') would not capture the web of spatial relationships afforded by the lattice structure but would instead simply lump the countries together.
Spatial Methods for Raw Data: Measures of Spatial Autocorrelation
Spatial autocorrelation must first be characterized so it can provide an input to theoretical development and empirical modeling. For example, one possible hypothesis is that foreign firms may be more likely to agglomerate than are domestic firms. As we explore below, an avenue for examination of this hypothesis would be to obtain summary measures of spatial autocorrelation and then to conduct hypothesis testing on their differences. Or, in the context of empirical work if spatial autocorrelation is found to be present in the data, then this feature of the data would need to be addressed by the usage of an appropriate statistical model. One relatively straightforward and widely used summary measure of spatial autocorrelation is Moran's (1950) I. The first step in calculating Moran's I is to specify a set of adjacency weights w ik such that w ik = 1 if two areas share a border, and zero otherwise. With this in mind Moran's I can be written as
Here, y i is the value of the data at location i and y is the overall or grand mean of the n data points. The first fraction on the right-hand side of Equation 1 is then simply the reciprocal of the population variance of the n data points. The numerator of the second fraction involves the covariance of area i with its adjacent neighbors whereas the denominator of the second fraction is the number of adjacent neighbors possessed by area i summed over all areas. Positive values of I specify that there is positive spatial autocorrelation, whereas negative ones specify the existence of negative autocorrelation. Moran's I can be shown to follow the form of the Pearson correlation coefficient; however, it may at times go somewhat outside the ±1 interval. Additional measures of spatial autocorrelation are reviewed in Anselin and Florax (1995) .
Measures such as Moran's I provide information whether spatial autocorrelation exists at the overall or ''global'' level. More recently, considerable research has appeared on the topic of local indices of spatial dependencies (Anselin, 1995; Getis & Ord, 1996; Ord & Getis, 1995) . These indices are useful for finding smaller pockets of clustering that pertain to a particular subset of the global space. Hence, these statistics will be of particular interest to strategy researchers investigating concepts such as firm agglomeration. Local statistics provide specific information about the exact location(s) where clustering is occurring, enabling strategy researchers to focus their attention on relevant locations of particular research interest. The mechanism by which this is accomplished involves the comparison of a particular region with its neighbors and/or with an aggregate of the regions globally. Anselin (1995) provides a local Moran's statistic which takes the following form:
Here, I i is the value of the statistic for region i. The basic form of the statistic in Equation 1 is preserved except that ðy i − yÞ is moved from the second ratio to the first as it factors out as a constant; the double summations are no longer necessary locally.
It is natural to consider how these measures could be used in hypothesis tests of spatial autocorrelation. Cliff and Ord (1973) report that under the case of independent normally distributed values of the data that, with respect to Moran's I in Equation 1, EðIÞ = −1=ðn − 1Þ. Using this information along with the standard error of I, we could conduct a test to see if the value of the Moran's statistic was significantly greater or less than its expectation under the null hypothesis under an asymptotic normality assumption. However, given that the independent normal assumption may not hold, Monte Carlo-based tests such as the bootstrap (see Efron & Tibshirani, 1994) may provide a more robust method (e.g., Ekström & Sjöstedt-de Luna, 2004) for obtaining the distribution of the quantities for hypothesis testing purposes. After testing, if the null hypothesis of no spatial autocorrelation is not rejected, the use of a spatial model may add little to the overall analysis. Conversely, the rejection of the null hypothesis would suggest that a model with spatial terms be selected and utilized.
Spatial Methods for Regression Models
Given the utility of the regression framework for testing of hypotheses in strategy, the category of spatial models that is perhaps most broadly applicable for strategy are the regression-based models. A number of the more contemporary models in the social sciences often take a particular form of regression model that is called a hierarchical model (see Hoffman, 1997 for a comprehensive review of hierarchical models). This scenario encompasses the widely used random-effects formulation which is applicable to data that has some form of clustering (Bliese & Ployhart, 2002 , also see Bliese & Hanges, 2004 , for a review of treatment of grouped data).
Here we consider the spatial relationships among clusters. In spatial models, one common methodological approach involves use of a conditional autoregressive structure (Besag, 1974; Besag, York, & Mollie, 1991; Clayton & Kaldor, 1987) . In this approach, the spatial heterogeneity random effect is presumed to be influenced by or dependent on the outcomes of neighboring areas. We again use the adjacency weights w ik such that w ik = 1 if two areas share a border, and zero otherwise. Then, the distribution for the random effects is , and a particular variance, equal to Equation 2c. Specifically, the mean of this normal distribution is equal to that of the mean of the neighboring areas. Furthermore, the mean of the neighboring areas is more reliably estimated as the number of neighboring areas increases, and hence the variance declines accordingly. This is visible in Equation 2c where s 2 i , the variance of a i , is equal to an overall variance, s 2 u , divided by the number of neighbors that area i has.
Models such as those in Equation 2 can be conceptualized as hierarchical linear models (e.g., Hoffman, 1997) . The two primary estimation approaches for these models are maximum likelihood estimation and Bayesian estimation. 4 In maximum likelihood, the likelihood in a random effects model appears as an integral, so for the model above, the likelihood would be
The integral associated with the likelihood function for this model would need to be numerically maximized in maximum likelihood estimation. Above and beyond the estimation of spatial hierarchical regression models, measures of spatial autocorrelation such as the Moran's statistic mentioned previously can be utilized in the context of regression models to examine residuals for possible spatial autocorrelation. In this case, a Moran's statistic formulated for residuals is used to examine whether there is significant spatial autocorrelation in the residuals that is unaccounted for by the model. Rejection of the null hypothesis here would indicate that the null hypothesis of no residual autocorrelation was untenable, and that incorporation of additional spatial effects would be necessary. Hence, this category of spatial statistics functions as more of a modeling diagnostic for the adequacy of the regression model as opposed to the tool used for the direct testing of hypotheses of interest to strategy researchers. Nonetheless, the use of such a diagnostic would help to uncover situations where model assumptions were being violated, or conversely to provide information to a study's audience that no such violations were detected. We conclude this section by briefly mentioning that although ordinary least-squares regression is one of the more commonly encountered regression methodologies in strategy research, other forms of regression models appropriate for other kinds of data can be formulated to have a spatial nature. Poisson regression for spatial data is an example of a frequently utilized technique in other fields because of the regularity of the occurrence of count data in spatial contexts (e.g., Best & Wakefield, 1999) . Table 2 provides a summary of the statistical problems which spatial methods can address, examples of analogous problems in traditional methods as applied to strategy and organizational research, how spatial methods responds to those problems, and the implications of those solutions. In sum, the spatial analysis techniques described above would likely serve to enhance and improve a broad range of strategy research, including the studies we have reviewed from Strategic Management Journal. In the next section, we develop suggestions for the application of these advances of spatial modeling in strategy research, specifically research related to foreign market entry.
Three Illustrations of Spatial Methods in Strategy
Derived From Chang and Park (2005) Here we select a particular study to illustrate how spatial analysis could enhance previously obtained findings in strategy research, and additionally provide new insights for the enrichment of the strategy literature. Drawing from classic research in network externalities (Marshall, 1920) and agglomeration as specified by Porter (1998) , Chang and Park (2005) explored and measured the sources of network externalities that influence agglomeration by multinational corporations in their foreign operation and within specific regions. Using data on firm investments in China, they argue that network externalities are sensitive to the ''types'' of firms constituting a regional network. They also conclude that these network externalities are stronger within firms than across firms, for firms of the same nationality than those of different nationalities, and for firms in the same industry than from those of different industries. This is an interesting and insightful study that provides a clear contribution to the literature on agglomeration in international entry and location. It also provides a useful example of international strategy research that might be enhanced through application of spatial methods.
Agglomeration in Domestic and Foreign Firms: Corroboration of Chang and Park (2005)
The figure in Chang and Park (2005, p. 603) shows the distribution of local Chinese firms, as well as those of Korean and other foreign firms in China over the period 1988 to 2002. A first question that might be asked is whether there are any spatial dependencies in these counts by firm country of origin, before controlling for any relevant variables. In the data used by Chang and Park (2005) , the province of Xinjiang has no adjacent neighbors with regard to the firms in the sample. There are a variety of ways of dealing with such ''islands''; however, in the interest of delimiting the scope of this article, we treat Xinjiang as being a neighbor of Shaanxi, the province closest to it, as it is plausible that Xinjiang firms are more likely to interact with counterparts in Shaanxi than they are with firms in more distantly located provinces. Similarly, we see Hainan actually is an island off the coast halfway between Guangxi and Guangdong. Again, we treat these three regions as being neighbors for current purposes as it seems plausible that Hainan firms will have greater interaction with their counterparts in Guangxi and Guangdong, ceteris paribus. Chang and Park (2005) is a special article in the spatial-strategy literature, both for its contribution to the literature as well as its inclusion of a detailed listing of the dependentvariable data 5 and associated spatial information. Although the above dependent-variable data did appear in Chang and Park (2005) , their analyses also employed numerous independent variables for which detailed listings of the data were unavailable. For our purposes, therefore, we will confine ourselves to illustrations of the types of analyses that are available for dependent variables as described in the second line of Table 2 . More comprehensive analyses, such as the use of conditional autoregressive models described earlier or the use of spatial statistics on residuals to test for possible assumption violations (as in the final line of Table 2 ), would be valuable but cannot be conducted here because of data unavailability. Figure 1 (a-c) shows the distributions of Moran's I for the three types of firms using a nonparametric permutation-based bootstrap resampling of the counts by firm type. In this test, the observed values of y (the counts) are randomly assigned to different areas (provinces here). The statistic is calculated and then the assignment/calculation cycle is repeated a large number of times. This procedure provides the sampling distribution of the statistic. We used 25,000 resampling iterations to obtain the results presented here. The observed value of Moran's I is indicated in each plot by a vertical dashed line.
One hypothesis of interest in strategy, reflected in many of the articles cited in Table 1 , is that firms, particularly foreign ones, may tend to colocate or agglomerate in particular areas of a country so as to be relatively near to one another (Chang & Park, 2005; Frost, Birkinshaw, & Ensign, 2002; Kalnins & Chung, 2004; Shaver & Flyer, 2000) . Agglomeration of firms in China would imply that spatial autocorrelation would be positive. With respect to Korean firms, Figure 1a shows that the observed value of I lies well within the main probability region of its sampling distribution, indicating we cannot conclude there is significant countrywide spatial autocorrelation. In particular, the sampling distribution for Korean firms has a mean of − 0.059, a standard deviation of 0.141, and a 95% confidence interval of − 0.313 to 0.245. The observed value of the statistic, 0.101, lies in this interval. We next examine the results for Chinese firms in Figure 1b . Here, the observed value of the statistic appears toward the tails of the sampling distribution. In particular, the sampling distribution for Chinese firms has a mean of − 0.061, a standard deviation of 0.193, and a 90% (not 95%) confidence interval of − 0.351 to 0.278. The observed value of the statistic, 0.315, lies outside this interval, although it does lie inside the corresponding 95% interval. Hence, there is some marginal evidence of positive spatial autocorrelation in Chinese firms at the nationwide level in that the observed level of spatial autocorrelation is marginally greater than what we would expect by chance alone. Again, major Chinese firms in the sample tended to concentrate toward the eastern coastal region and then become scarcer toward the west. Finally, we examine the results for other foreign firms. The sampling distribution for other foreign firms (Figure 1c) is highly asymmetric and non-normal, and so here we would expect the bootstrap approach used here to produce more reliable results than would an approach based on asymptotic normality assumptions. The sampling distribution for other foreign firms has a mean of −0.059, a standard deviation of 0.124, and a 95% confidence interval of −0.285 to 0.208. The observed value of the statistic, −0.087, lies well inside this interval. This is because other foreign firms have extremely high concentrations in the regional major metropolises of Shanghai, Beijing, Tianjin, and Guangdong (proximate to Hong Kong), and are very scarce otherwise. 6 This leads to an absence of a regular pattern of autocorrelation and also contributes to the unusual features of the sampling distribution. In summary, we find some initial evidence that spatial autocorrelation at the nationwide level is more pronounced with regard to domestic firms and less pronounced for foreign firms. In contrast to Chang and Park (2005) , our approach explicitly considers the spatial configuration of the provinces in China and therefore can be viewed as a corroborative extension of the original study using an entirely different methodology. 
Differential Agglomeration by Country of Origin
As operationalized in many of the strategy studies cited here (Chang & Park, 2005; Frost, Birkinshaw, & Ensign, 2002; Kalnins & Chung, 2004; Shaver & Flyer, 2000) , research on the agglomeration of international investment projects implies that foreign firms would be more likely to colocate than domestic firms. Yet, to our knowledge, this proposition has not been explicitly tested. The expectation that foreign firms would be more predisposed to colocate emanates from the presumption that they face a ''liability of foreignness''-the social, political, and economic costs associated with identification and operation as a foreign firm within a particular host country context (DiMaggio & Powell, 1983; Zaheer, 1995; Zaheer & Mosakowski, 1997) . Because these liabilities create added operating costs for foreign firms-costs not incurred by locals-foreign firms agglomerate to capitalize on information and learning that can be derived from information resource sharing and combinative capabilities of nearby firms with similar backgrounds. Domestic firms, by contrast, possess greater knowledge of the domestic environment and as such have less of a need to agglomerate to overcome those liabilities.
Here we examine the differential agglomeration hypothesis spatially using Moran's I and a two-sample bootstrap permutation test (Efron & Tibishirani, 1994, Algorithm 15.1) . This test is similar conceptually to the independent-samples t test. For a particular comparison (foreign [Korean] vs. domestic, or foreign [other] vs. domestic), the numerator of the test statistic is formed by taking the difference of the observed values of Moran's I as described in the preceding subsection. For Korean, Chinese, and other foreign firms, the observed values are 0.101, 0.315, and − 0.087 respectively. We then obtained 25,000 bootstrap permutations from the sampling distributions of the parameter of interest (here, the differences in Moran's I). The associated standard errors were used to form the denominators of the test statistics. An exact permutation p-value can then be computed by evaluating the probability that an observation drawn from the sampling distribution is more extreme than that of the observed difference. We first compared Korean and Chinese firms' propensities to agglomerate. The value of the test statistic was t KÀC = −0:899. Neither the two-sided exact pÀvalue (p = 0:364) nor the one-sided exact pÀvalue implied by the directional agglomeration hypothesis (p = 0:822) were significant at conventional levels. Hence, the hypothesis of differential agglomeration was not supported in the case of Korean (nondomestic) versus Chinese (domestic) firms. We then compared other foreign firms' propensity to agglomerate with that of Chinese firms. The value of the test statistic was t OÀC = −1:757. Neither the two-sided exact pÀvalue (p = 0:078) nor the one-sided exact pÀvalue implied by the directional agglomeration hypothesis (p = 0:957) were significant at conventional levels. Again, the hypothesis of differential agglomeration was not supported in the case of other foreign firms versus domestic Chinese firms. In fact, the two-sided exact p-value provided marginally significant evidence to support the notion that domestic Chinese firms had greater propensities to agglomerate than did other foreign firms. In sum, we find no support for the differential agglomeration hypothesis as originally posed but some partial support for the converse. Furthermore, we demonstrate that by using spatial methods pre-existing research can be reinvigorated by testing new hypotheses in new ways not considered by the original authors.
Local Agglomeration: A New Empirical Methodology for Strategy Research
Another common research focus in the literature described above and in contemporary research is agglomeration resulting from the shared institutions, supporting services, and positive spillovers that result from locating in a vibrant business cluster such as that of Silicon Valley or Bangalore, India (Agrawal, 2006; Florida, 2002; McEvily & Zaheer, 1999) . Here we examine the data for evidence of local clustering using the local Moran statistic. Table 3 presents the local Moran statistics by province and firm type (Korean, Chinese, and other foreign firms). Again, 25,000 bootstrap permutation values of the statistic were used to form a given statistic's sampling distribution. For each type, the first column of Table 3 displays the observed value of I i on a province-by-province basis. The second column displays the mean of the sampling distribution of I i , whereas the second and third columns are the 2.5% and 97.5% percentiles which are the endpoints for the 95% confidence interval for the statistic. We see in Table 3 that the local Moran statistic identifies a cluster or neighborhood where Korean firms are especially prevalent. Korean firms tend to cluster in the Shandong and Jiangsu provinces on the eastern seaboard of China. More specifically, we can reliably conclude at the 95% confidence level that there is a local cluster there. Conversely, we could not reliably conclude that there are local clusters elsewhere. Hence, again we see that spatial methods assist in differentiating significant spatial patterns in data from background noise. Aside from this neighborhood, no other reliably above-or below-average clusters were found. Table 3 also presents the results for Chinese firms. There we see that a cluster of Chinese firms is identified in the Jiangsu and Shanghai neighborhood. Interestingly, this cluster overlaps with the Korean cluster identified earlier. Shandong also possesses a high value of I i for Chinese firms, but the value does not quite exceed the 95% confidence interval. Nonetheless, this region is clearly an area of concentration for both Korean and Chinese firms. Finally, Table 3 shows the local Moran statistic does not identify any clusters for other foreign firms at the 95% level. This is despite the fact that there is an extremely large cluster of other foreign firms in Shanghai.
Earlier in this article we mentioned that the use of bootstrap methods may provide more robust results than would test statistics based on asymptotic normal-theory expectations and standard errors. This is the case here, and so it is instructive to examine this case in more detail. Figure 1d shows the distribution of the local Moran statistic for the other foreign firms in Shanghai. The distribution is extremely non-normal because there is a very high degree of spatial heterogeneity associated with other foreign firms in China. In Shanghai, there are 1,651 other foreign firms, but in the neighboring provinces of Jiangsu and Zhejiang the number of other foreign firms drops to five or fewer. These very small neighboring values (and the associated large swings in the counts) are the cause of the distribution's unusual shape and the test's difficulty in identifying a neighborhood. As can be seen in Figure 1d , the observed value of the statistic is far out in the tail (I i = −3.063), yet there is a clump in the tail where enough values fall to prevent the observed statistic from leaving the confidence interval. Additional calculations (not shown here) indicate that the statistic does identify a cluster at about the 94% level. By way of comparison, we may also obtain a normal-theory z-statistic for Shanghai from the results in Table 3 by subtracting the mean of the sampling distribution (here, −0.119) from the observed value and dividing by the standard error (here, 0.896). This gives a z of −3.286, which both well exceeds the 95% normal confidence interval and also serves to show how poorly a normal approximation may fare in some contexts.
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To summarize, in this particular empirical analysis we provide a new methodology useful for identifying substantive business clusters or ''hot spots.'' The local Moran statistics allow us to determine whether a business cluster of a particular magnitude could be expected by random chance alone given the background level of business activity in surrounding areas. We expect that this methodology could prove useful for emerging areas and new theoretical formulations in strategy research involving local-level agglomeration. For example, the metrics could be used to identify innovation clusters in a particular industry. Or, they could be linked to regression models so that the determinants of a particular area's attractiveness could be examined. One possible explanation for the ''hot spots'' on China's eastern seaboard could involve government policies or proximity to resources. Hence, these notions can move from the realm of supposition to hypothesis testing and empirical validation.
Empirical Analyses: Summary
In sum, using a different family of statistical approaches involving spatial methods, we corroborate and clarify patterns of firm agglomeration among local and foreign firms in China as identified by Chang and Park (2005) . We also test an implied-but untestedassumption in agglomeration as applied to international investment, namely that foreign firms are more likely to agglomerate than domestic ones. We find no support for this hypothesis. In exploring localized agglomeration, we use a novel method to find significant evidence of agglomeration on the eastern seaboard of China with respect to both Korean and Chinese firms. We also find marginally significant evidence of foreign firm agglomeration in Shanghai, despite pronounced heterogeneity and sparseness in other foreign firms' data. With respect to future research on firm agglomeration in China, our findings indicate that the unique characteristics of the eastern seaboard may be a driver for the localization of agglomeration in this part of the country. More broadly, our introduction of new spatial techniques into an existing research framework opens up the possibility for more precise analyses and new and untested relationships. As one example, the simultaneous consideration of our global and local level agglomeration analyses might be used to construct a multilevel model that concurrently evaluates the forces that contribute to agglomeration at the aggregate national and provincial or municipal level, as well as the interactions between these two. Such an approach parallels-and would afford the advantages of-multilevel and dynamic models in traditional methodological approaches.
Conclusions and Implications
In this article, we have reviewed recent developments in spatial methods and showed their potential utility to strategy research. We offered suggestions for the application of these advances in strategy research, and demonstrated a specific application in the context of research related to foreign market entry. We noted that despite the extensive theoretical and empirical record in the fields of economics, geography, and regional sciences, strategy has not taken full advantage of the potential empirical approaches to spatial phenomenon and variable analysis.
One important contribution of our analysis is that the problem of spatial autocorrelation has rarely been addressed in extant studies in the strategy field. An implication of the spatial autocorrelation problem is that there is a lack of independence across geographic areas. Hence, these areas likely do not contribute as much unique statistical information to an analysis as they would if they were truly independent. Methodologically, we have described how this phenomenon can be examined by using spatial autocorrelation measures (such as the Moran statistics) on raw data or in conjunction with the regression specification to examine whether there is any autocorrelation in the residuals after the predictor variables have been entered into the model. Hence, we recommend that strategy researchers begin to quantify and report spatial autocorrelation so that we can understand whether phenomena such as agglomeration are associated with underlying spatial dynamics. Although the methods we have described are in relatively wide use in the sciences and social sciences, they appear to be rare or nonexistent in strategy research. Hence, an additional contribution here is to argue for the inclusion of these approaches to bolster both validity and generalizability of strategy research findings.
More broadly, developments in spatial methods and analysis offer the potential for improving other, emerging areas of strategy research such as offshoring. For example, spatial methods offer the potential for a more precise accounting of the factors that draw offshore facilities to certain geographic locations. There is some anecdotal evidence that higher value-added offshored services may be drawn to universities and other educational institutions. The spatial methods we have described here could validate (or contradict) that anecdotal evidence.
One area of strategy research that has commanded considerable attention in recent years is the investigation of ''dynamic capabilities'' (Kogut & Zander, 1992; Teece, Pisano, & Shuen, 1997) . Dynamic capabilities refer to capabilities by which managers ''integrate, build, and reconfigure internal and external competencies to address rapidly changing environments'' (Teece, Pisano, & Shuen, 1997, p. 516) . Strategy researchers have debated whether these capabilities are primarily built or acquired. Spatial methods could be used to test this question by evaluating how geographic proximty between and among firms, suppliers, customers and other knowledge brokers differentially affect the propensity of a firm to acquire such capabilities. By comparison, a more ''isolated'' firm would be forced to build these capabilities. This is just one example of how spatial methods might be used to enhance and extend emerging theory.
In sum, recent advances in spatial methods show great promise for improving precision in and insight from strategy research. In this article, we have sought to provide but a few examples of the myriad ways in which geography and spatial measurement can be leveraged to enhance insights about strategy and, potentially, other social and economic phenomena. Further research, and greater use of spatial methods, should improve the theoretical and empirical quality of strategy research and extend it in new and innovative directions.
Notes

