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Within the framework of a general three-level problem, the dynamics of the nitrogen-vacancy (NV) spin is
studied for the case of a special type of external driving consisting of a set of continuous fields with decreasing
intensities. Such a set has been proposed for minimizing coherence losses. Each new driving field with smaller
intensity is designed to protect against the fluctuations induced by the driving field at the preceding step with
larger intensity. We show that indeed this particular type of external driving minimizes the loss of coherence,
using purity and entropy as quantifiers for this purpose. As an illustration, we study the coherence loss of an
NV spin due to a surrounding spin bath of 13C nuclei.
PACS numbers: 42.50.Ct, 03.65.Yz, 32.80.Qk, 42.50.Lc,85.85.+j, 03.67.Bg, 71.55.-i, 07.10.Cm
Three-level systems arise in many physical contexts. A par-
ticularly interesting case is the effective Hamiltonian of the
electronic spin with three states, |mS〉 = | − 1〉, |0〉, |1〉, of
a nitrogen vacancy (NV) center in diamond that serves cur-
rently as a platform for addressing a variety of fundamental
questions and applications in quantum information (see, for
example, Refs. [1–25]). Field-free NV centers in diamond
possess very long decoherence times even at room tempera-
ture. On the other hand, a precise control of the dynamics of
NV spins is achievable via external driving fields rendering
possible the use of NV impurity spins as sensors in magnetic
resonance force microscopy [26, 27].
For practical applications, particularly in quantum informa-
tion processing, the loss of coherence is a critical issue and
ways to minimize it are of vital importance. In the last few
years, the protection of the state of the system from the envi-
ronment has been addressed by applying fast and strong pulses
[28–33]. The motivation behind such pulsed dynamical de-
coupling is attributed to Hahn’s ’spin-echo’ experiment where
refocusing pulses are used to decouple the spin and the envi-
ronment [34]. However, spin-echo is related to the collective
effect for a macroscopic number of spins and thus not directly
applicable to quantum logic gates.
The basic problem for quantum logic gates is commutation
between the decoupling pulses and the control pulses. In spite
of the success of pulsed dynamical decoupling schemes in de-
coupling the deleterious effects of environment, their role has
been found to be complicated when implemented with quan-
tum logic gates [35]. NV centers usually are surrounded by
13C nuclear spins and cannot be completely decoupled from
the unwanted interactions with that 13C spin-based environ-
ment. The resulting loss of coherence of the central NV spin
has been a serious concern for the usage of NV centers in
quantum computing. The environment acts effectively as a
random magnetic field which contributes to the energy level
splitting of the NV center, leading to decoherence. Therefore,
a challenge for any protection scheme for NV centers is to
minimize the effect of this random magnetic field.
In order to achieve flexibility in implementing various high
fidelity quantum logic tasks, a continuous wave dynamical
decoupling scheme has been introduced recently [11, 36–41]
with the following basic idea: An equally weighted superposi-
tion of the states |−1〉, |1〉 can result in states with eigenvalues
insensitive to the random field. Such an equally weighted su-
perposition can be obtained by applying two off-resonant con-
tinuous microwave driving fields to |0〉 → |1〉, |0〉 → | − 1〉.
This scheme is easily realizable experimentally and was suc-
cessful in controlling to some extent the decoherence of quan-
tum states due to the environment. While protecting the NV
center from the influence of the environment, this scheme has
however collateral effects as well, itself being a source of an-
other type of decoherence identified with unavoidable fluctua-
tions of the amplitude of the driving pulses. Random and sys-
tematic fluctuations arising from the driving field (microwave)
may reduce the coherence time of the quantum state of the NV
spins.
In a recent paper, Cai et al. [42] have considered a partic-
ular type of external driving scheme termed as concatenated
continuous decoupling scheme. This scheme is designed to
minimize the loss of coherence due to the environment and
also from the fluctuations of the amplitude of driving field.
The main idea of their proposed driving protocol is to provide
a set of continuous driving fields with decreasing intensities.
A smaller intensity of the driving field naturally leads to a
lower absolute value of fluctuations. In such a driving pro-
tocol, each new driving field with a smaller intensity is sup-
posed to protect against the fluctuations caused by the driving
field acting at the preceding step with a larger intensity. This
driving protocol is quite complicated, however, for practical
applications in the case of a three-level system. Other papers
[43, 44] have, therefore, addressed this issue for a three-level
system only for a simpler driving case.
To go further, we consider a method that has been devel-
oped to study the time dependence of a general three-level
system [45–47] which, in principle, allows the study of ar-
bitrary driving. In the present work, we utilize this method
[45–47] to study the NV three-level spin system and consider
the non-monochromatic external driving scheme proposed by
2Cai et al. [42]. Our ultimate goal is to minimize the loss of co-
herence between the NV spin system and the driving field. We
investigate the loss of coherence due to neighbouring 13C nu-
clear spins and check the applicability of non-monochromatic
external driving schemes to minimize the loss. For this pur-
pose, we quantify the coherence between the spin system and
the driving field in terms of purity [48] and entropy.
I. MODEL
The NV center in diamond consists of a substitutional ni-
trogen atom with an adjacent vacancy. The total spin of the
many-electron orbital ground state of the NV center is de-
scribed by the spin triplet S = 1,mS = −1, 0, 1. States with
differentmS are separated by a zero-field splitting which is of
the order ω0 = 2.88GHz [11]. This kind of splitting is intrin-
sic to the NV spin system, originating from spin-spin inter-
actions leading to the single-axis spin anisotropy DS2z ∼ ω0
[49], where Sz is the component of spin along the quantiza-
tion axis. Throughout this paper, we set ~ = 1. When an
external magnetic field ~B0 is applied such that µB| ~B0| < ω0,
the degeneracy is removed due to the Zeeman shift of the lev-
els | − 1〉 and |1〉. The amplitude of the Zeeman shift is pro-
portional to the term ∼ B0Sz . Microwave fields drive Rabi
oscillations between ground |0〉 and the excited states |±〉.
The Hamiltonian of a single NV spin system is given by:
HNV =
∑
i=±1
(
−∆i|i〉〈i|+ Ωi
2
(|0〉〈i|+ (|i〉〈0|)). (1)
Here ∆i and Ωi denote the detunings and Rabi frequencies
of the two microwave transitions. For a weak magnetic field
such that µB| ~B0| ≪ ω0, one can neglect the level splitting
and set ∆−1 = ∆+1, and similarly for the driving fields,
Ω−1 = Ω+1. In this case, the Hamiltonian in Eq. (1) cou-
ples the ground state |0〉 to the “bright” superposition of the
excited states, |b〉 = 1√
2
(| − 1〉 + |1〉). Therefore, the model
is equivalent to an effective two-level system. However, if the
external magnetic field is strong enough, then we have to pro-
ceed with a three-level model in Eq. (1). A level diagram for
the NV spin system is shown in Fig. 1. In the basis |0〉, | − 1〉
and |1〉, the Hamiltonian in Eq. (1) can be rewritten as (to
simplify notation we abbreviate Ω±1 ≡ Ω±; ∆±1 ≡ ∆±)
H =

 0
Ω
−
2
Ω+
2
Ω
−
2 −∆+ 0
Ω+
2 0 −∆+

 . (2)
For fixed values of Ω− and Ω+, the above model Hamil-
tonian is time independent and its time evolution can be eas-
ily calculated. However, the solution is nontrivial for a time-
dependent Hamiltonian with parameters Ω and ∆ time vary-
ing functions. In what follows, we will consider a special
time-dependent concatenated continuous decoupling (CCD)
driving scheme which not only suppresses the decoherence
due to the environment but also nullifies the effects of fluc-
tuations in the driving field itself. This special driving has
FIG. 1. (color online) A level diagram for the NV center with time-
dependent driving fields.
been implemented in experiments recently and the perfor-
mance in improving the coherence time of the state of the sys-
tem against environmental fluctuations has been found to be
exceptional.
Introduced by Cai et al. [42], this special CCD driving
scheme can control the coherence time of the NV spin by pro-
tecting it against fluctuations of the driving field at the preced-
ing level. Before using this CCD scheme for the three-level
NV centers, we will briefly discuss its implementation using a
simpler two-level system. Consider a two-level system given
by the following Hamiltonian
H = H0 +H1d, (3)
where the first term H0 = ω2 σz is the Hamiltonian in the
absence of the driving field. It describes a system with two
eigenstates | ↑〉 and | ↓〉 (eigenstates of Pauli matrix σz) with
eigenvalues ω↑(= +ω/2) and ω↓(−ω/2). But environmental
noise may cause fluctuations in ω↑ and ω↓. In an attempt to
protect the state of the system against such fluctuations, a driv-
ing field term in the Hamiltonian H1d = Ω(t)σx on resonance
with the energy differenceω between the two eigenstates is in-
troduced. In the simplest case, we choose a continuous wave
periodic driving field given by
Ω(t) = Ω1 cos(ωt). (4)
In the interaction picture with respect to H0, we findHI =
eiH0tH1de−iH0t and, subsequently using the rotating wave ap-
proximation, HI = Ω12 σx. The new eigenstates | →〉x =
1√
2
(| ↑〉+ | ↓〉) and | ←〉x = 1√2 (| ↑〉−| ↓〉) are dressed states
and eigenstates of Pauli matrix σx. Thus the effect of fluctu-
ation is only to induce transitions among the dressed states.
In this formalism, the effects of fluctuations arising due to en-
vironment are suppressed. However, in realistic experiments,
the fluctuations arising due to the limited stability of the mi-
crowave source will still cause fluctuations in the energies of
the dressed states. This fluctuation can be taken as a stochastic
noise term in the amplitude of the first-order term.
In order to achieve protection from the fluctuations arising
due to the driving field, a concatenated set of continuous driv-
3ing fields can be used to decouple the system with these fluc-
tuations. The fluctuation due to the driving field up to the
first order term Ω1 cos(ωt) can be suppressed by introducing
a second order term such that
Ω(t) = Ω1 cos(ωt) + 2Ω2 cos
(
ωt+
π
2
)
cos
(
Ω1t
)
. (5)
This second-order term in the driving field is in resonance with
the energy gap between dressed states due to the first-order
term. Thus, in the above equation Eq. (5), the first term pro-
tects the system from the fluctuations arising due to the sur-
roundings while the second term minimizes the fluctuations
due to the first term. The amplitude of the second-order driv-
ing, Ω2 is smaller than Ω1. In appendix A, we explicitly show
how the effects of fluctuations caused by environment and
driving fields simultaneously are reduced by using the CCD
driving.
We turn next to the more general case with level splitting
not neglected and two driving fields distinguished by ± as in
Fig. 1. In each driving field, we consider as above first-order,
and second-order. These are,
Ω
(I)
± (t) = Ω
(1)
± cos(ω±t), (6)
and
Ω
(II)
± (t) = Ω
(1)
± cos(ω±t) + 2Ω
(2)
± cos
(
ω±t+
π
2
)
× cos
(
Ω
(1)
± t
)
. (7)
Similarly we may consider third-order driving fields as
Ω
(III)
±1 (t) = Ω±1 cos(ω±t) + 2Ω±2 cos(ω±t+
π
2
) cos(Ω±1t)
+ 2Ω±3 cos(ω±t) cos(Ω±2t). (8)
In Eqs. (6), (7) and (8), ω± are frequencies of oscillation of
the driving fields and Ω(1)± , Ω
(2)
± , Ω
(3)
± are amplitudes of first-,
second- and third-order terms, respectively. As discussed in
appendix A for a simple two-level system, the rotating wave
approximation demands Ω(3)± ≪ Ω(2)± ≪ Ω(1)± ; therefore, we
choose the amplitudes of the driving field appropriately in our
numerical calculations. The point to be noted is that higher-
order terms protect the fluctuations arising from the preceding
order term. For example, for a driving field up to second order,
the first-order term evolves the initial state |0〉 (eigenstate of
NV Hamiltonian without driving field) to dressed states which
are protected against fluctuations due to the environment (See
the above discussion and appendix for our simple case). How-
ever, they are vulnerable to fluctuations arising due to the driv-
ing field itself. The reason for such fluctuations in the driving
field is due the limitation of microwave sources in practical
applications. The second-order term, however, protects these
dressed states against the noise in the first-order driving field
itself.
II. CONCATENATED CONTINUOUS DECOUPLING
SCHEME FOR NV SPIN
In the preceding section, we discussed a special time-
dependent driving field Ω(t) given by Eq. (6) when consid-
ered up to first order term, Eq. (7) when a second-order term
is also involved and Eq. (8) when a third-order term is also in-
cluded. This driving is special in the sense it protects the state
of the NV spin against the fluctuations from the environment
and the driving field itself.
In this section, we will solve the time-dependent Hamilto-
nian Eq. (1) for this special time-dependent driving using a
unitary integration method discussed in Ref. [45–47]. In or-
der to solve this time-dependent Hamiltonian, let us present it
in a block diagonal form [45–47] as
H =H(N) =
(
H(N−n) V
V † H(n)
)
. (9)
In the above equation, the diagonal blocks H(N−n) and H(n)
are N − n- and n- dimensional square matrices. In what fol-
lows, the superscript in parentheses indicates the dimension
of the square matrices. Here N = 3, n = 1 for our interest:
H(2) =
(
H11 H12
H21 H22
)
,H(1) = H33,
V =
(
H13
H23
)
,V † =
(
H31 H32
)
, (10)
but we set up what follows more generally. H11, H12, . . . are
elements of the Hamiltonian.
The time evolution of this Hamiltonian can be written as
U (3)(t) = U˜1U˜2 [45–47], where
U˜1 =
(
I(2) z(t)
0
† I(1)
)(
I(2) 0
w†(t) I(1)
)
, (11)
and
U˜2 =
(
U˜
(2)
0
0
† U˜
(1)
)
. (12)
Here, I(2) and I(1) are identity matrices of dimensions 2 and
1, respectively, and
z(t) =
(
z1(t)
z2(t)
)
,w†(t) =
(
w1(t) w2(t)
)
, (13)
for our case. 0 is a zero vector of dimension two. U˜ (2) and
U˜
(1)
are block diagonals of the evolution operator U (3)(t),
and tilde symbolizes that matrices need not be unitary.
The block diagonal form of the unitary operator is ad-
vantageous to solve the equation of motion iU˙ (3) =
H(3)(t)U (3)(t), which reduces to (an over-dot will denote
derivative with respect to time)
i ˙˜U2 =H
eff(t)U˜2, (14)
where
Heff = U˜−11 H
(3)U˜1 − iU˜−11 ˙˜U1. (15)
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FIG. 2. (color online) Level population |C1|2 plotted as functions of
time for a fixed driving, a first-order driving field and a second-order
driving field given by Eqs. (6) and (7). The parameters for first-
and second-order driving fields are ω+ = ω− = 0.15, Ω(1)± = 0.9,
Ω
(2)
± = Ω
(1)
± /2 and ∆+ = −1. Oscillations in level population
due to the oscillating driving field can be easily distinguished. Time
scale is defined by zero field splitting ω0 and is of the order of a
nanosecond.
As U˜2 is block diagonal, the right-hand side of Eq. (14) must
ensure the vanishing of the off-diagonal blocks of Heff . This
leads to a condition for z(t) as
iz˙ =H(2)z(t) + V − z(t)(V †z(t) +H(1)). (16)
A similar set of equations forw(t) can also be given, which
is related to z(t) as [45–47]
z(t) = −γ1w(t) = −w(t)γ2, (17)
where γ1 = I
(2)+z(t)z†(t) and γ2 = (I(1)+z†(t)z(t))−1.
In our particular case, the components of the z(t) vector are
given by
iz˙1 =
Ω−(t)
2
z2(t) +
Ω+(t)
2
(
1− |z1(t)|2
)
+ z1(t)∆+,
iz˙2 =
(
Ω−(t)
2
− Ω+(t)
2
z2(t)
)
z1(t). (18)
Eq. (14), after using Eq. (16), has only diagonal blocks on
both sides. The components in explicit matrix form are given
as
i

(
˙˜U2)11 (
˙˜U2)12 0
( ˙˜U2)21 (
˙˜U2)22 0
0 0 ( ˙˜U2)33

 =

Heff11 Heff12 0Heff21 Heff22 0
0 0 Heff33


×

(U˜2)11 (U˜2)12 0(U˜2)21 (U˜2)22 0
0 0 (U˜2)33

 ,
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FIG. 3. (color online) Level populations |Ci|2 = |〈i|ψ(t)〉|2, i =
1, 2, 3 as functions of time. (a) Solid lines correspond to first-order
and (b) dashed lines to second-order driving fields. Parameters same
as in Fig. 2, ω+ = ω− = 0.15, Ω(1)± = 0.9, Ω
(2)
± = Ω
(1)
± /2 and
∆+ = −1, but results extended to larger time. Green and blue curves
of Fig. 2 now in red, solid and dashed, respectively. Time scale is
defined by zero field splitting ω0 and is of the order of a nanosecond.
where the components of the effective Hamiltonian are
Heff11 = −
Ω+(t)
2
(
z1(t)− w1(t)(1 − |z1(t)|2)
)
+ w1(t)
(
∆+z1(t) +
Ω−(t)
2
z2 − iz˙1
)
,
Heff12 =
Ω−(t)
2
(1 + w2(t)z2(t))
+ w2(t)
(
∆+z1(t) +
Ω+(t)
2
(1− |z1(t)|2)− iz˙1
)
,
Heff21 = (1 + w1(t)z1(t))
(
Ω−(t)
2
− Ω+(t)
2
z2(t)
)
− iw1(t)z˙2,
Heff22 = −∆+ + w2(t)
[
z1
(
Ω−(t)
2
− Ω+(t)
2
z2(t)
)
− iz˙2
]
,
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FIG. 4. (color online) Purity is plotted as a function of time for
constant, first-order and second-order driving fields. For comparison,
the case of no driving field is also shown. As we include higher order
driving fields, the purity of the system improves significantly. In all
the cases, Γ = 0.05 and ∆+ = 0.9. For time-dependent driving
fields, the parameters are: ω+ = 1.0, ω− = 0.35, Ω(1)+ = 1.0,
Ω
(1)
− = 0.8, Ω
(2)
± = Ω
(1)
± /2 and Ω
(3)
± = Ω
(2)
± /2. Time scale is
defined by zero field splitting ω0 and is of the order of a nanosecond.
and,
Heff33 = −∆+
(
1 + w1(t)z1(t)
)− Ω−(t)
2
(
w2(t)z1(t)
+ w1(t)z2(t)
)− Ω+(t)
2
(
w1(t)(|z1(t)|2 − 1)
− z1(t)(1 + w2(t)z2(t))
)
+i(w1(t)z˙1 + w2(t)z˙2).
(19)
The components of effective Hamiltonian given by Eq. (19),
together with Eq. (18), is sufficient to calculate the operator
U˜2. Also the solutions for z(t) (and w(t)) are enough to cal-
culate U˜1. Here we note that operators U˜1 and U˜2 are not
unitary. A unitarization procedure can be performed by fol-
lowing Ref. [46] although it is not necessary, their product
guaranteed to be unitary for a Hermitian Hamiltonian by the
above construction. For the sake of unitarization, we should
take into account the product
U˜ †1 U˜1 =
(
γ−11 0
0† γ2
)
=
(
g1g
†
1 0
0† g2g
†
2
)−1
, (20)
and perform a gauge transformation using Hermitian square
root matrices g1 and g2 as
U1 = U˜1
(
g1 0
0† g2
)
, (21)
and
U2 =
(
g1
−1 0
0† g−1
2
)
U˜2. (22)
A useful quantity for investigation is the level population,
defined as |Ci|2 = |〈i|ψ(t)〉|2, where i = 1, 2, 3 and
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FIG. 5. (color online) Purity for second-order driving field is plotted
as a function of time for Γ = 0.05, 0.1 and 0.5. As in previous
figures, ω = 0.15, Ω(1)± = 0.9, Ω
(2)
± = Ω
(1)
± /2 and ∆+ = −1.
It can be seen that increasing the decoherence Γ reduces the purity.
Time scale is defined by zero field splitting ω0 and is of the order
nanosecond.
ψ(t) = U (3)(t)|1〉. Here levels |0〉, |− 1〉 and |1〉 in Fig. 1 are
relabeled as |1〉, |2〉 and |3〉. In all the studies below, we calcu-
late the time evolution from t = 0 to tmax. Fig. 2 displays the
population in the first level as a function of time for fixed driv-
ing and oscillating driving fields given by Eq. (6) and Eq. (7).
The parameters are set arbitrarily. The oscillations in the driv-
ing field change the level population significantly. In Fig. 3,
we extend to larger time, again with arbitrary set of parame-
ters, and show also populations for all three levels. The evo-
lution operator is calculated by the method discussed above.
In figures 2 and 3, since we consider Ω+(t) = Ω−(t), this re-
sults in equal population in level 2 and 3, so that |C22 | and |C23 |
overlap. For the first-order driving, we see that as time pro-
gresses the population in level 1 decreases from its maximum
value, reaching a lowest value of 0.4. Correspondingly, pop-
ulation in levels 2 and 3 rises from zero to 0.3 for both. For
longer times, level populations oscillate, with recurrences of
the populations at t = 0. For the case of second-order driving,
similar oscillations and recurrences occur albeit at different
values of t, with the additional feature that the population in
level 1 drops to zero at certain points, levels 2 and 3 corre-
spondingly rising to 0.5.
Let us expand the discussion to systems with dissipation.
It should be noted that till now we have not included fluctua-
tions due to environment or driving field. We first analyze the
system using Liouville-von Neumann-Lindblad equation con-
taining dissipation and decoherence term and solve it using
the unitary integration method. We will start with Liouville-
von Neumann-Lindblad master equation for the density ma-
trix, which has the following form [50, 51]:
iρ˙ = [H , ρ]− i
2
(L†Lρ+ ρL†L− 2LρL†). (23)
with H given by Eq. (9). The Lindblad opeartor L in the
above equation introduces irreversible dissipation and deco-
6herence to the system and is taken in the form:
L =
√
Γλ
(G)
i =
√
Γ

0 1 01 0 0
0 0 0

 . (24)
Here λ(G)i are the Gell-Mann matrices [52].
Γ in the above equation sets the rate of relaxation due to
dissipation. It may be noted that the evolution of ρ in Eq. (23)
may be nonunitary but the form of the equation preserves trace
operation of ρ as well as positivity of probabilities. More
mathematical details related to such superoperators and dy-
namical semigroups can be referred to [53]. Substituting the
above form of the Lindblad operator into Eq. (23), the nine
elements of the density matrix can be written as
iρ˙11 = −iΓ(ρ11 − ρ22)− Ω−(t)
2
ρ12 − Ω+(t)
2
ρ13
+
Ω+(t)
2
ρ31 +
Ω−(t)
2
ρ21,
iρ˙12 = iΓρ21 + (∆+ − iΓ)ρ12 + Ω−(t)
2
(ρ22 − ρ11)
+
Ω+(t)
2
ρ32,
iρ˙13 =
Ω+(t)
2
(ρ33 − ρ11) + (∆+ − iΓ
2
)ρ13 +
Ω−(t)
2
ρ23,
iρ˙21 = iΓρ12 − (∆+ + iΓ)ρ21 + Ω−(t)
2
(ρ11 − ρ22)
− Ω+(t)
2
ρ23,
iρ˙22 =
Ω−(t)
2
(ρ12 − ρ21) + iΓ(ρ11 − ρ22),
iρ˙23 =
Ω−(t)
2
ρ13 − Ω+(t)
2
ρ21 − iΓ
2
ρ23,
iρ˙31 =
Ω+(t)
2
(ρ11 − ρ33)− (∆+ + iΓ
2
)ρ31 − Ω−(t)
2
ρ23,
iρ˙32 = −Ω−(t)
2
ρ31 +
Ω+(t)
2
ρ12 − iΓ
2
ρ32,
iρ˙33 =
Ω+(t)
2
(ρ13 − ρ31).
(25)
Though we have shown explicitly the evolution of the
nine components of the density matrix in terms of nine cou-
pled equations, the tracelessness of the right hand side of
Eq. (23) guarantees the preservation of Trρ. Hence one
equation can be eliminated during the evolution. In order
to calculate the evolution of the density matrix, we define
ξ1 = ρ11, ξ2 = ρ12, ξ3 = ρ13, ξ4 = ρ21, ξ5 = ρ22, ξ6 =
ρ23, ξ7 = ρ31, ξ8 = ρ32. Hence, instead of the Hamilto-
nian (Eq. 1) and Liouville-von Neumann-Lindblad equation
of motion Eq. (23), we can now cast it in the form
iξ˙ = P(t)ξ(t), (26)
where
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FIG. 6. (color online) The evolution of entropy is plotted for no
driving, constant driving, first-order and second-order drivings. In
all the cases, Γ = 0.05 and ∆+ = 0.9. For time-dependent driving
fields, the parameters are: ω+ = 1.0, ω− = 0.35, Ω(1)+ = 1.0,
Ω
(1)
− = 0.8, Ω
(2)
± = Ω
(1)
± /2 and Ω
(3)
± = Ω
(2)
± /2. Time scale is
defined by zero field splitting ω0 and is of the order of a nanosecond.
ξ˙(t) =
(
ξ˙1(t), ξ˙2(t), ξ˙3(t), ξ˙4(t), ξ˙5(t),
ξ˙6(t), ξ˙7(t), ξ˙8(t), ξ˙9(t)
)
. (27)
and P(t) is a 9 × 9 matrix whose elements are drawn from
Eq. (25). We solve Eq. (26) for the particular type of time-
dependent driving fields discussed in Eqs. (6) and (7). A
quantity of interest is purity that quantifies entanglement be-
tween driving field and atom. It is given as
P (t, |ψ〉) = Tr[ρˆ2], (28)
where ρˆ = |ψ(t)〉〈ψ(t)|, and
|ψ(t)〉 = C1(t)|0〉+ C2(t)| − 1〉+ C3(t)|1〉. (29)
In Fig. 4, the purityP (t, |ψ〉) is plotted as a function of time
for no driving, constant driving, first-order, second-order and
third-order driving fields. The first-, second- and third- order
drivings are given by Eqs. (6), (7) and (8). In all the cases,
ω+ = 1.0 and ω− = 0.35. It can be seen that higher-order
fields improve the purity of the state. In order to maximize the
purity in our numerical calculation we set the amplitude of the
successive order terms as Ω(2)± = Ω
(1)
± /2 and Ω
(3)
± = Ω
(2)
± /2.
Along with these amplitudes, other optimized parameters are
Ω
(1)
+ = 1.0, Ω
(1)
− = 0.8 ω+ = 1.0, ω− = 0.35 and ∆+ =
0.9. We illustrated the dependence on the parameter Γ of the
purity in Fig. 5 for driving fields up to second-order terms
for an arbitrary choice of parameters. We see that the smaller
the value of Γ, the more pure the state of the system at any
particular time.
In Fig. 6, we calculate the time evolution of another
quantity besides purity, namely, entropy defined as S =
−Tr(ρ log3 ρ) [54]. For this three-level system, we use the
base-3 logarithm, so as to standardize entropy to be zero for
a pure state and unity for the opposite case of a completely
7random mixed state. The evolution of the entropy towards an
asymptotic value is consistent with the purity evolution shown
in Fig. 4. With any dissipation, coherences are finally lost, the
density matrix reaching a diagonal form. For the populations
noted earlier before dissipation is introduced, taking those sets
as the entries of a diagonal density matrix predicts values of P
and S as follows: for (0, 1/2, 1/2), P = 1/2, S = 0.631, for
(0.4, 0.3, 0.3), P = 0.34, S = 0.991, and for the completely
random state (1/3, 1/3, 1/3), P = 1/3, S = 1. Note that the
values of purity and entropy nearly coincide for the last two
cases.
III. FLUCTUATIONS DUE TO SPIN BATH
With their unique physical properties, NV centers are at-
tractive for application in solid state quantum information pro-
cessing. However, considering NV centers as isolated objects
and neglecting environmental effects is unrealistic. Most NV
centers are surrounded by 13C nuclear spins and, therefore,
cannot be completely decoupled from the unwanted interac-
tions with a 13C spin-based environment. The loss of coher-
ence of the central NV spin by a spin bath of surrounding 13C
nuclei has been a serious concern for the usage of NV centers
in quantum computing.
In the previous sections, we demonstrated the advantage of
the CCD driving protocol in minimizing decoherence effects
in the three-level NV spin model. However, that treatment of
decoherence effects was quite general. In this last concluding
section, we will study particular aspects of the CCD driving
protocol for an NV center coupled to the 13C spin bath. This
coupling leads to a random fluctuating contribution in the de-
tuning term ∆i in Eq. (1) that cannot be completely captured
by a purely dissipative term in the Lindblad master equation.
In what follows, we demonstrate that the CCD driving proto-
col extends also to the random fluctuations and thus can mini-
mize decoherence effects that are also specific to the 13C spin
bath. In doing so we will also take care of fluctuations arising
from the microwave source itself.
The hyperfine coupling of the NV spin to the 13C nuclear
spins causes a dephasing of the central spin [2, 10, 31, 41, 55,
56]. In principle, the quantum state experiences a random field
due the bath spins. Such effects are generic in nature and also
applicable for other solid state qubits like spins in quantum
dots. The effect of the fluctuating random field term can be
represented by a term Hhf = Sz zˆ.
∑
j Aj .
~Ij(≡ Szbz) in the
Hamiltonian, where Aj is the hyperfine coupling of the jth
nuclear spin ~Ij to the NV spin and bz =
∑
j Aj .
~Ij . Here we
neglect the transverse component of the hyperfine coupling
because the effects arising from that component are negligi-
bly small [55]. This hyperfine coupling provides effectively a
fluctuating field bz .
In a mean field approximation, the random field bz can be
considered as a mean field due to all the neighboring 13C nu-
clei that results in a net fluctuating detuning of the driving
frequency of the pulse from resonance [30]. Thus the random
field bz can be incorporated in the Hamiltonian of the NV spin
by considering an effective detuning∆++ζ(t) and ∆−+ζ(t)
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FIG. 7. (color online) Purity in the presence of noise of the surround-
ing heat bath for a constant driving; for first-order driving with noise
from the MW source itself; and second-order driving case, when the
second order term overcomes the fluctuation inΩ(1)± . The inset shows
second-order driving for varying noise intensities of the surrounding
spin bath with a fixed noise (In = 0.001) in the amplitudeΩ(1)± . Peri-
odic drivings improve the purity in the presence of noise as compared
to the constant driving case. Increasing the noise strength lowers the
purity, as expected. The various noises for different intensities are
also shown. The numerical simulation has been done for 1000 real-
izations. Parameters are the same as in Fig. 4, ω+ = 1.0, ω− = 0.35,
Ω
(1)
+ = 1.0, Ω
(1)
− = 0.8, Ω
(2)
± = Ω
(1)
± /2 and ∆+ = 0.9. The relax-
ation parameter is taken as Γ = 0.05. Time scale is defined by zero
field splitting ω0 and is of the order of a nanosecond.
to the excited levels mS = +1 and mS = −1, where ζ(t) is
a random time-dependent sequence incorporating the fluctu-
ating field. The modified Hamiltonian of the NV spin in the
presence of random fields can thereby be written as
HNV =
∑
i=±1
(
(−∆i + ζ(t))|i〉〈i| + Ωi
2
(|0〉〈i|+ (|i〉〈0|)).
(30)
Now we investigate the response of CCD driving in the pres-
ence of fluctuating random fields by evolving the Hamiltonian
(30) and calculating again the purity and entropy with this new
Hamiltonian. Our aim is to demonstrate that the CCD driving
protocol is still efficient, even in the presence of noise due
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FIG. 8. (color online) The evolution of entropy is plotted in the pres-
ence of noise from the surrounding spin bath for a constant driv-
ing; for first-order driving with noise from the MW source itself;
and second-order driving case, when the second order term over-
comes the fluctuation in Ω(1)± . The inset shows second-order driv-
ing for varying noise intensities of the surrounding spin bath with
a fixed noise (In = 0.001) in the amplitude Ω(1)± . Parameters
are the same as in Fig. 6, ω+ = 1.0, ω− = 0.35, Ω(1)+ = 1.0,
Ω
(1)
− = 0.8, Ω
(2)
± = Ω
(1)
± /2 and ∆+ = 0.9 and the relaxation pa-
rameter Γ = 0.05. Time scale is defined by zero field splitting ω0
and is of the order of a nanosecond.
to surrounding spin bath and a noise due to the driving field
source itself. The random field term in the above Hamiltonian
as well as in the driving field can me modeled as an Ornstein-
Uhlenbeck (OU) process governed by [57]
ζ(t+ dt) = ζ(t)e−dt/τ +
√
cτ
2
(
1− e−2dt/τ
)
nr, (31)
where nr is a unit normal random variable with zero mean
and unit variance, and ζ(0) = 0. τ and c are positive con-
stants called relaxation time and diffusion constant, respec-
tively, of the 13C nuclear spins in the vicinity of the NV
spin of interest. The variance of the OU process is defined
as σ2 = cτ/2 and the autocorrelation function is given by
〈ζ(0)ζ(t)〉 = σ2e−|t|/τ [58]. In = σ2τ (≡ cτ2) is a measure
of the intensity of noise.
In our numerical calculation, the amplitude of random field
fluctuations can be varied by changing the noise intensity In.
We investigated the time evolution of purity using the density
matrix given by Eq. (23) for the Hamiltonian in Eq. (30) and
relaxation parameter Γ = 0.05. Fig. 7 shows the purity for
various cases with constant and periodic drivings in the pres-
ence of noise with intensity In = 0.25 due to spin bath of
surrounding 13C nuclear spins. In order to improve the purity
of the system when a first-order periodic driving is applied,
the fluctuations inherent within the driving field start dephas-
ing the quantum state of the NV spin. Here we consider the
noise due to the MW source very small (In = 0.001) in com-
parison to the noise due to the surrounding spins. The second-
order term as discussed in the previous section and given by
Eq. (7) overcomes the fluctuations arising due to the first or-
der term and improves the purity. The averaging is done over
1000 realizations. The inset of Fig. 7 shows the effect of noise
on the purity for the second-order CCD driving case where
fluctuations are arising due to the neighboring spin bath and
due to the MW source itself. The fluctuations due to the MW
source is manifested in the amplitude of the first-order driving
field. As the noise strength increases, the purity of the system
declines but not as much as in the case of constant driving.
Hence, CCD driving holds merit over constant driving and
dephasing is minimized in the presence of the inherent noise
of driving fields.
Similar analysis for entropy is shown in Fig. 8. Here we see
that the entropy for the CCD driving case is smaller than in the
case of constant driving. However, while overcoming the fluc-
tuations due to the neighboring spins and the source itself, the
introduction of higher order driving fields lowers the entropy.
The findings in Fig. 8 are consistent with that in Fig. 7. The
inset of Fig. 8 shows the evolution of entropy for second-order
driving for different noise intensities in the presence of inher-
ent noise of the driving fields. As expected, again, increasing
the noise strength increases the entropy. Thus we conclude
that the non-monochromatic CCD driving is useful to mini-
mize losses of the the quantum state of the NV spin in the
presence of noise due to 13C nuclei, of interest for using NV
spins as qubits in quantum information.
IV. CONCLUSION
We have studied the NV three-level system by applying
a driving field using a concatenated continuous decoupling
(CCD) scheme. A comparative study for various orders of
driving field is presented. In order to study qualitatively the
characteristics of the system, we have calculated level popula-
tions, purity, and entropy as signifying entanglement between
the field and the atom. Various modes of oscillations in the
level populations can be seen by the inclusion of higher-order
driving field terms. A control of the level population can be
obtained for the higher-order driving field terms. Also the in-
clusion of higher-order terms in the driving field improves the
purity of the system. We can also see the effect of the Lindblad
parameter Γ on the purity of the system. Enhancement in pu-
rity is observed as dissipation in the system is reduced. Also
we have shown that the evolution of entropy of the system
gives complementary information. We have also investigated
carefully the quantum state evolution of the NV spin in the
presence of a spin-bath comprised of 13C nuclei. The CCD
schemes does well in protecting the state of the system in the
presence of random fields originating from the spin-bath and
the fluctuations due to the driving field itself. In particular,
the CCD driving protocol minimizes the entropy of the sys-
tem and maximizes purity.
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Appendix A: CCD scheme for environment and driving field
fluctuations: A case study for two-level system
Let us consider a two-level system in contact with the envi-
ronment. The Hamiltonian of the system is:
H0 =
ω + ζb(t)
2
σz (A1)
The role of the spin-bath environment is to modify the energy
gap between the two eigenstates | ↑〉 and | ↓〉 of the Hamil-
tonian. In the above equation ζb(t) is a noise term due to
the spin-bath environment. In order to suppress the magnetic
noise, we employ a continuous periodic driving field. How-
ever, the driving field may also contain fluctuations. Let us
consider a first-order driving field term given by
H
(1)
d = Ω1(1 + ζ1(t)) cos(ωt)σx. (A2)
In the interaction picture with respect to H10 = ω2 σz and
subsequently using rotating wave approximation, the effective
Hamiltonian takes the form
H
(1)
1 =
Ω1(1 + ζ1(t))
2
σx +
ζb(t)
2
σz . (A3)
The dressed states are the eigenstates of the Pauli matrix σx,
i.e., | →〉x = 1√2 (| ↑〉 + | ↓〉) and | ←〉x =
1√
2
(| ↑〉 − | ↓〉).
It can be argued here that the magnetic noise term affects the
transition between | ↑〉 and | ↓〉 while the dressed states are
protected against ζb(t). In this manner we could decouple the
system from the environment. However, the fluctuations ζ1(t)
in the driving field still modify the rate of transition between
dressed states. In order to suppress ζ1(t), we apply a second
order driving field term given by
H
(2)
d = Ω2(1 + ζ2(t)) cos(ωt+
π
2
) cos(Ω1t)σx (A4)
Using this second order term in the total Hamiltonian and
considering interaction picture with respect to H10 = ω2 σz
followed by the rotating wave approximation, the effective
Hamiltonian turns out to be
H
(1)
1 =
Ω1(1 + ζ1(t))
2
σx +Ω2(1 + ζ2(t)) cos(Ω1t)σy
+
ζb(t)
2
σz. (A5)
Let us take it further to second order interaction picture with
respect to H(2)0 = ω2 σx. The effective Hamiltonian in the
second order interaction picture will take the form
H
(2)
1 =
Ω2(1 + ζ2(t))
2
σy +
Ω1ζ1(t)
2
. (A6)
The second order dressed states are eigenstates of the Pauli
matrix σy , that is, | →〉y = 1√2 (| ↑〉 + i| ↓〉) and | ←〉y = 1√2 (| ↑〉 − i| ↓〉). These second order dressed states are
protected against fluctuations ζ1(t) due the first order driving
field. In the procedure discussed here we have adopted rotat-
ing wave approximation which requires Ω2 ≪ Ω1.
[1] F. Jelezko et al., Phys. Rev. Lett. 92, 076401 (2004); ibid 93,
130501 (2004).
[2] L. Childress et al., Science 314, 281 (2006).
[3] M. V. Gurudev Dutt et al., Science 316, 1312 (2007).
[4] P. Neumann et al., Science 320, 1326 (2008).
[5] R. Hanson et al., Science 320, 352 (2008).
[6] G. D. Fuchs et al., Science 326, 1520 (2009).
[7] L. Jiang et al., Science 326, 267 (2009).
[8] G. Balasubramanian et al., Nature 455, 648 (2008).
[9] J. R. Maze et al., Nature 455, 644 (2008).
[10] G. Balasubramanian et al., Nat. Mater. 8, 383 (2009).
[11] P. Rabl, et al., Phys. Rev. B 79, 041302(R) (2009),
[12] L.-G. Zhou et al., Phys. Rev. A 81, 042323 (2010).
[13] P. Neumann et al., Science 329, 542 (2010).
[14] B.B. Buckley et al., Science 330, 1212 (2010).
[15] E. Togan et al., Nature 466, 730 (2010).
[16] B.J. Maertz et al., Appl. Phys. Lett. 96, 092504 (2010).
[17] L. Robledo et al.,Nature 477, 574 (2011).
[18] F. Dolde et al., Nat. Phys. 7, 459 (2011).
[19] L. T. Hall et al., Phys. Rev. B 82, 045208 (2010).
[20] L.S. Bouchard et al., New J. Phys. 13, 025017 (2011).
[21] M. Schaffry et al., Phys. Rev. Lett. 107, 207210 (2011).
[22] G. De Lange et al., Phys. Rev. Lett. 106, 080802 (2011).
[23] G. Waldherr et al., Nature Nanotechnol. 7, 105 (2011).
[24] P. Maletinsky et al., Nature Nanotechnol. 7, 320 (2012).
[25] L. Chotorlishvili et al., Phys. Rev. B 88, 085201 (2013).
[26] D. Rugar, R. Budakian, H. J. Mamin, and B. W. Chui, Nature
430, 329 (2004).
[27] C.-H. Su, A. D. Greentree, and L. C. L. Hollenberg, Phys. Rev.
A 80, 052308 (2009).
[28] L. Viola, E. Knill, and S. Lloyd, Phys. Rev. Lett. 82, 2417
(1999).
[29] J. Du et al., Nature (London) 461, 1265 (2009).
[30] G. de Lange et al., Science 330, 60 (2010).
[31] C. A. Ryan, J. S. Hodges, and D. G. Cory, Phys. Rev. Lett. 105,
200402 (2010).
[32] A. M. Souza, G. A. Alvarez, and D. Suter, Phys. Rev. Lett. 106,
240501 (2011).
[33] M. J. Biercuk et al., Nature (London) 458, 996 (2009).
[34] E. Hahn, Phys. Rev. 80, 580 (1950).
[35] T. van der Sar et al., Nature (London) 484, 82 (2012).
[36] F. F. Fanchini, J. E. M. Hornos and R. D. J. Napolitano, Phys.
Rev. A 75, 022329 (2007).
[37] K. Khodjasteh and D. A. Lidar, Phys. Rev. Lett. 95, 180501
(2005).
[38] A. Bermudez et al., Phys. Rev. Lett. 107, 150503 (2011).
[39] A. Bermudez et al., Phys. Rev. A 85, 040302 (2012).
[40] N. Timoney et al., Nature 476, 185 (2011).
[41] X. Xu et al., Phys. Rev. Lett. 109, 070502 (2012).
[42] J. M. Cai et al., New J, Phys. 14, 113023 (2012).
10
[43] Xiao-shen Li and Nian-yu Bei, Phys. Lett. A 101, 169 (1984).
[44] N. N. Bogoliubov, J. FamLe Kien, and A. S. Shumovsky, Phys.
Lett. A 101, 201 (1984).
[45] S. Vinjanampathy and A. R. P. Rau, J. Phys. A: Math. Theor.
42, 425303 (2009).
[46] D. Uskov and A. R. P. Rau, Phys. Rev. A 78, 022331 (2008).
[47] A. R. P. Rau and W. Zhao, Phys. Rev. A 71, 063822 (2005).
[48] P. Schleich, Quantum Optics in Phase Space (John Wiley VCH,
Berlin, 2001).
[49] J. Wrachtrup and F. Jelezko, J. Phys. Condens. Matter 18, S807
(2006).
[50] G. Lindblad, Commun. Math. Phys. 48, 119 (1976).
[51] V. Gorini, A. Kassakowski, and E. C. G. Sudarshan, J. Math.
Phys. 17, 821 (1976).
[52] A. W. Joshi, Elements of Group Theory for Physicists (John
Wiley, New York, 1982), p.145.
[53] R. Alicki and K. Lendi, Quantum Dynamical Semigroups and
Applications (Springer- Verlag, Berlin, 1987); E. B. Davies,
Quantum Theory of Open Systems (Academic Press, London,
1976).
[54] A. R. P. Rau and R. A. Wendell, Phys. Rev. Lett. 89, 220405
(2002).
[55] P. Huang et al., Nature Commun. 2, 570 (2011).
[56] N. Zhao, S. W. Ho, and R. B. Liu, Phys. Rev. B 85, 115303
(2012).
[57] D. T. Gillespie, Phys. Rev. E 54, 2084 (1996).
[58] P. Ha¨nggi and P. Jung, Adv. Chem. Phys. 89, 239 (1995).
