Heat and power have become the most indispensable resources. However, the traditional ways of generating power and heat are inefficient and cause high pollution; a CHP (Combined Heat and Power) unit can solve these problems well. In recent years, more attention has been paid to energy conservation and environmental protection, and Combined Heat and Power Economic Emission Dispatch (CHPEED) has become an important multi-objective optimization problem. In this paper, an Indicator & crowding Distance-based Evolutionary Algorithm (IDBEA) is put forward for handling this non-convex and non-linear problem. With consideration of the valve-point effects and power transmission loss, IDBEA is tested on three standard test systems with different types, including four units, five units and seven units. In the experiment, IDBEA is compared with several evolutionary algorithms, the simulation results demonstrate that IDBEA has strong stability and superiority, while the solutions show better convergence and diversity than several typical algorithms.
Background information
Energy conservation has become the focus of global energy research [1] because of the rapid growth of energy demand and the resulting pollution increase. In fact, traditional thermal power plant does not produce the thermal energy into electrical energy efficiently during the power generation process. In the process, a large amount of thermal energy is wasted. The efficiency of energy conversion in the state-of-the-art combined cycle power plant is only 50% to 60% [2] . Combined Heat and Power (CHP) is a cogeneration unit, which is not only mature and reliable but also more flexible. CHP has higher efficiency and less effect on the environment than traditional thermal power technology [3] . CHP makes full use of the residual heat in converting fossil fuel directly into electrical energy, which increases the conversion rate and achieves 90% energy efficiency [4] . Compared with traditional pure electric generating units and pure heat generating units, cogeneration units can save 10% to 40% of the generation cost, which means that less fuel is consumed for the same amount of heat and electricity [5] . In addition, as an environmentally friendly system, cogeneration units can reduce greenhouse gas emissions by 13% to 18% [6] in comparison with the conventional generating units. Combined Heat and Power Economic Dispatch (CHPED) is to optimize the distribution of heat load and power load commands to reduce fuel costs [7] . However, with the increasing prominence of social environmental problems, economic optimization alone cannot meet the needs of social energy conservation and environmental protection. Thus, the Combined Heat and Power Economic Emission Dispatch (CHPEED) is a typical multi-objective optimization problem under a series of equality and inequality constraints. Economic emission dispatch has two conflicting objectives: pollution emission minimization and fuel cost minimum. The CHPEED problem is to search a set of optimal feasible solutions while achieving the minimum fuel costs and pollutant emissions. Moreover, The CHPEED problem is always non-linear, non-convex, non-smooth and multi-constrained. Therefore, searching for optimal solutions is a challenging problem [8] .
Literature survey
CHPED and CHPEED problems have been extensively studied, the methods for solving them are roughly divided into two types: traditional mathematical methods and heuristic algorithms. Traditional mathematical methods usually solve the CHPED problem by Lagrange multiplier, linear programming, quadratic programming or dynamic programming [9] [10] . However, as the cost curve model of the CHPEED problem is highly non-linear, non-monotonous and sometimes discontinuous, traditional mathematical methods are not applicable. Literature [11] integrates traditional mathematical methods and heuristic algorithms to solve multi-objective problems. As a simple and efficient intelligent optimization algorithm, the heuristic algorithm has achieved great success in solving nonlinear problems in the fields of production scheduling, system control, pattern recognition, artificial intelligence, computer engineering and so on. The heuristic algorithm can be used to solve combinatorial optimization problems and numerical optimization problems. It has been widely accepted as an efficient optimization method in the engineering field, which is more suitable for solving non-linear, non-convex and non-smooth constraints.
Literature [4] [12] uses Cuckoo search algorithm and Group search optimization algorithm to solve the CHPED problem. Literature [13] proposes an integrated technique based on CSO with PPS method to solve the CHPED problem, while literature [14] solves this problem by fusing Bat Algorithm (BA) and Artificial Bee Colony (ABC) algorithm. TSCO algorithm is proposed in the literature [15] to solve this problem. Economic load dispatch (ELD) is also an important issue in single-objective problem, literature [16] proposes a self-adaptable differential evolution algorithm integrating with multiple mutation strategies (ADE-MMS) for this problem, the method extends the differential evolution algorithm (DE) and the experimental results show great potential to solve the ELD problems.
With the increasing environmental protection awareness, the study on CHPEED has been carried out extensively. At present, three kinds of multi-objective evolutionary algorithm paradigms are widely used [17] : Pareto-based [18] approaches, indicator-based approaches and decompositionbased [19] approaches. The most classical Pareto-based algorithm is NSGA-II [20] . Basu M proposed NSGA-II [21] to solve the CHPEED problem. But the poor convergence hinders the wide application of the algorithm. Multi-Objective Particle Swarm Optimization (MOPSO) [22] algorithm is used to handle this problem. Time-Varying Accelerated Particle Swarm Optimization (TVA-PSO) [23] algorithm is proposed to deal with the problem. The Multi-objective Line-up Competition Algorithm (MLCA) is submitted to solve the problem by extracting compromise solutions from Pareto optimal solutions using fuzzy decision [24] . A two-stage algorithm is presented to provide different solutions according to different decision makers [7] . In a word, the algorithms mentioned in the above literature are the Pareto-based evolutionary algorithms, while the effectiveness of the algorithms depends on the shape and distribution of the Pareto Front (PF) of the problem. The decomposition-based multi-objective evolutionary algorithm [25] with complex PF cannot guarantee that the obtained solutions are uniformly distributed in Pareto optimum when the weight vector with uniform distribution, so the algorithm cannot obtain a better solution. Indicator-Based Evolutionary Algorithm (IBEA) [26] assigns different fitness values to every group of solutions according to different problem needs, IBEA has well-convergent, the nevertheless, its disadvantage is the poor diversity of solutions, and the selection of indicator is the key point. Regarding the CHPEED problem, incorporating various methods may bring new ideas.
The work of this paper
In this paper, a model of economic emission dispatch for CHP is constructed. The two objectives of fuel cost and pollutant emissions are optimized simultaneously, and the constraints of the problem are formulated. In CHPEED modeling, the impacts of valve-point effects and transmission loss are considered, which will happen in the real dispatching situation. The occurrence of valve-point effects may arise in power losses, and the transmission loss between units will lead to the reduction of power generation. This paper puts forward a new algorithm based on IBEA, namely Indicator & crowding Distance-Based Evolutionary Algorithm (IDBEA). IDBEA added a crowding-distance operator for IBEA to calculate the distances of the solutions. IDBEA not only maintain the convergence of IBEA very well but also can increase the diversity of solutions effectively by the crowding-distance operator. Therefore, the solution set is closest to the real PF and the optimal scheduling scheme can be obtained. To validate the effectiveness and superiority of IDBEA, several different types of standard test systems are used, while the results are compared with other typical algorithms. For the sake of verifying the universality and applicability of IDBEA in both single-objective and multi-objective problems, thus the algorithm is tested on CHP economic dispatch problem and CHP economic emission dispatch problems.
The main contributions of this paper:
1. In this paper, an Indicator & crowding Distance-Based Evolutionary Algorithm (IDBEA) has been put forward to resolve the CHPEED problem.
2. Both valve-point effects and transmission loss are considered in the CHPEED model. And environmental protection is paid more attention to solving.
3. In the simulation experiments, CHPED and CHPEED problems are used to validate the proposed algorithm on three standard test systems respectively, which prove good universality and superiority of the algorithm.
Organization of this paper
The remaining sections of this article are structured as follows. Section 2 formulates the objectives and constraints of the CHPEED problem. Section 3 describes the Multi-objective Optimization Problem (MOP). Section 4 describes the proposed algorithm in this paper in detail and provides the flowchart of the algorithm. Section 5 carries out experiments on three test systems and compares IDBEA with some typical algorithms. Section 6 is a summary of this article.
Formulation of CHPEED problem
The CHPEED problem is to search for an optimal set of solutions that obtained the minimum fuel costs and the minimum pollutant emissions simultaneously. In the process of searching, we need to satisfy the equality constraints and inequality constraints. The test systems used in this paper include three types of units: power-only, cogeneration and heat-only. In the systems, power-only units and cogeneration units generate power output, while heat is produced by cogeneration units and heat-only units.
Objective functions
In the CHPEED problem, the minimum fuel costs and the minimum pollutant emissions are hoped to be obtained at the same time, hence the objective function of the CHPEED problem includes fuel costs and gas emission.
Fuel costs
Valve-point effects occurs in the work of power-only units. It refers to the phenomenon that when the valve suddenly opens, steam loss leads to increased consumption and superimposes unit consumption curve and pulsation effect [5] , which is described in Fig.1 [27] : As shown in Fig.1 , Min and Max are the lower upper limits of the power-only unit capacity. The change function of consumption characteristics of traditional units caused by valve-point effects is | sin{ ( − )}| , where represents the real power output of the ith unit, represents the lower limit of the power output of the ith unit, and are the cost change coefficients of the ith power-only unit. The total production cost can be described as the following formula (1):
Where, represents the total fuel cost; , ， , ， ℎ, represent the respective fuel costs of the ith power-only unit, jth CHP unit, and kth heat-only unit;
， ， ℎ represent the respective numbers of power-only units, CHP units, and heat-only units; ， ， represent the cost coefficients of the ith power-only unit ; ， ， ， ， ， represent the cost coefficients of the jth CHP unit; ， ， represent the cost coefficients of the kth heat-only unit; ， represent the respective generating capacities of the ith power-only unit and jth CHP unit; ， represent the heat generated by the jth CHP unit and the kth heat-only unit, respectively.
Gas emission
When the units work, they produce polluted gases, which mainly include 2 ， and 2 . The emission of gases can be described as follows:
Where， represents the total pollutant emissions, represents the total emission of 2 and , while represents the emission of 2 ; ， ， ， ， represent the 2 and emission factor of the ith power-only unit; and represent the 2 ， emission factors of the jth CHP unit and the kth heat-only unit, respectively ； ， ， represent the respective 2 emission factors of the ith , jth , kth different types of unit, respectively.
Constraints
In the CHP system, first of all, the balance constraints of heat and power should be satisfied. Secondly, the units in the CHP system should meet different upper and lower constraints. Hence, there have equality constraints and inequality constraints.
Equality constraints
The mathematical expression of power transmission loss between units is given by formula
Where, represents the loss coefficient between the ith unit and the jth unit, 0
represents the loss coefficient of the ith unit, 00 represents the loss coefficient parameter.
Therefore, the power demand constraint is:
Where, and represent power demand given by system and power transmission loss, respectively.
The heat demand for the system is:
Where represents the total heat demand of the system.
Inequality constraints
Each unit has a specific output capacity limit, it's easy for power-only units and heat-only units to know their capacity limitations. But for cogeneration units, their power and heat output are mutually constrained, we need to describe the feasible operating region to analysis the capacity constraints. Fig.2 depicts the power feasible operating area [21] . The points A, B,…, F in Fig.2 are the feasible region coordinates [5] , which means the capacity limitations of the cogeneration unit. The feasible area of the cogeneration unit is a closed area surrounded by ABCDEF. The relationship between heat output and power output can be seen from Fig.2 . For example, along BC, the power output of the cogeneration unit decreases as heat output increases. While along DC, the power output of the cogeneration unit increases with the increases of heat output. So, the upper and lower power output limits we can get for the cogeneration unit are B and D, respectively. While the upper and lower heat output limits are F and C. On the basis of the above analysis, we can establish the inequality constraints of the units' capacity.
The following equations are capacity constraints for all types of units [7] [21]:
Equation (8) represents the power constraints of the power-only units. and represent the lower and upper limits of the power output of the ith unit, respectively. Equation (11) represents the heat constraints of the heat-only units. and represent the lower and upper limits of the heat output of the kth unit, respectively. The capacity limits of the power-only and heat-only units can be found in [5] . Equation (9) and equation (10) represent the power and heat constraints of the cogeneration units, respectively, and represent the real power and heat output of the jth unit, respectively. As described in Fig.2 , we can get the minimum and maximum capacity of power and heat output.
Principle of multi-objective optimization
There are many complex Multi-objective Optimization Problems (MOPs) in factual engineering. As described in the second section, the CHPEED problem is also a typical MOP, which optimizes two objective functions at the same time. MOPs usually have a series of constraints, including equality constraints and inequality constraints. It can be described as the mapping of m decision vectors x on n objective functions f under the condition that R equality constraints and L inequality constraints are satisfied. MOPs can be expressed as follows:
subject to ( ) = 0 = 1, … , ℎ ( ) ≤ 0 = 1, … ,
In equation (12) and equation (13), x represents the decision vector, X represents the decision space, y represents the target vector, and Y represents the target space. and ℎ represent equality constraints and inequality constraints, respectively.
Generally speaking, the objective functions of MOPs are contradictory. Therefore, the MOPs solution is a set of optimal solutions, in which there is no better solution than other solutions, called Pareto optimal solution set. The set of optimal solution sets mapped onto the objective function is called the Pareto Front (PF). The mathematical concept of Pareto optimal is described as follows [28] : assume this is a minimization problem, there are two decision vectors a, b ∈ X , if a dominates b (denoted as a ≺ b), if and only if the following conditions are met:
That is to say, for decision vectors a and b, the function value of a is not greater than that of b on any objective function, and at least there has one objective function that the function value of a is smaller than the function value of b, which is called a ≺ b.
IBEA is a kind of optimization algorithm, which is used to solve optimization problems. IBEA is an algorithm based on the Hypervolume indicator. There are a few indicators can be used to evaluate whether the solutions we obtained are converged or widely distributed to the real PF. Among them, the Hypervolume indicator can evaluate these two performances comprehensively. Generally, the evaluation of the ability of evolutionary algorithms to solve problems can be divided into two aspects: convergence and diversity. While IBEA has the issues of diversity in searching solutions [29] . In order to improve the convergence and diversity of the algorithms for the CHPEED problem, we proposed an Indicator & crowding Distance-Based Evolutionary Algorithm (IDBEA). On the basis of the Hypervolume indicator, crowding-distance is introduced IDBEA to select individuals with larger distance values to ensure the diversity of the population. Therefore, the new algorithm not only guarantees the convergence of the solutions but also increases the diversity of the solutions. Two key ideas in the new algorithm will be described in detail in sections 4.1 and 4.2, the algorithm flow will be introduced in 4.3.
Hypervolume indicator
The quality indicator is a function that uses some preference information to assign a real number to any one of a number of approximate solution sets. In this way, the relative merits of any two approximate solution sets can be judged according to the real numbers corresponding to each approximate solution set. The indicator-based evolutionary algorithm [26] uses a unique fitness assignment method to remove the worst individuals with the largest fitness values in iterations, we will elaborate the worse point selection in section 4.3. This kind of algorithm has well-convergence and can be used to solve the problem with high target dimensions [30] . In the paper, IDBEA uses the Hypervolume indicator. The Hypervolume indicator is a comprehensive evaluation indicator that can assess convergence and diversity simultaneously. The evaluation results reflect the convergence of the algorithm, as well as the uniformity and breadth of the different solution sets, that is, the diversity of the solutions. Hypervolume of the solution set S = ( 1 , . . . , ) is the volume of the region that is dominated by S in the objective space [29] . The Hypervolume indicator evaluation obeys the Pareto rule [31] . By calculating the volume of hypercubes surrounded by all points in the non-dominated solution set, and by the reference points in the target space, the Hypervolume indicator value of the solution set can be obtained. The larger the Hypervolume value, the better the overall performance of the algorithm.
The population P represents a sample of the decision space, and the fitness value of each individual represents the usefulness regarding the optimization goal. According to the fitness values, individuals are graded and sorted to selectively remove the worst individuals in the iterations. The formula for calculating fitness by using indicator is as follows (15):
Where is a binary quality indicator, and it represents the comparison of the quality of two Pareto set approximations relative to each other [26] . * is a scaling factor that is greater than 0. The value of * varies with the actual problem. In the CHPEED problem, the empirical proof that the algorithm has a relatively good operation result when * is 0.05.
In this paper, the -indicator is used, which is based on the Hypervolume concept:
In the above formula, ( ) provides the Hypervolume of the objective space dominated by A, while ( , ) means the volume of the space that is dominated by B but not by A with respect to a predefined reference point * . We will explain it in detail in Fig.3 below [26] , and A and B both contain one decision vector. 
Crowding-distance
To resolve the problem of poor diversity of the solutions in IBEA, the crowding-distance ranking strategy [20] is introduced to select individuals in the population and improve the performance of the algorithm. To obtain the crowding-distance of individuals in the population, we calculate the average distance values between two adjacent individuals for each target individual. As shown in Fig.4 , the average distance of individual i is the average side length of the rectangle composed of i − 1 and i + 1 vertices. Points marked in filled circles are solutions of the same non-dominated front. The initial crowding-distance of all individuals in the population has been set to 0.0 before the crowding-distance is calculated. Then, the individuals in the population are sorted by each objective function value in ascending order. Positive infinity distance value is assigned to each boundary individual, which is the maximum individual or minimum individual in the sorting. Meanwhile, the distance values of the remaining individuals are set to the absolute normalized difference in the function of the two adjacent individuals. Crowding-distance ranking strategy is also used in NSGA-II [20] . Algorithm 1 calculates the crowding-distance of solutions in non-dominated solution set P: represents the function value of the nth objective function. and represent the maximum and minimum function values of the nth objective function, respectively. We can use Algorithm 1 to calculate the crowding-distance of all the solutions in the non-dominated solution set P. In each objective, each individual is sorted and crowding-distance is calculated. When the total crowdingdistance is equal to the sum of the distance values of the individuals corresponding to each objective. The solutions with smaller crowding-distance are then removed to increase the diversity of the solutions. This is the key improvement of the original algorithm in this paper.
IDBEA
Since the IDBEA we proposed is based on IBEA, the main framework is the same as IBEA, the performance of the algorithm with Crowding-distance ranking strategy is improved by step (8) . As described in sections 4.1 and 4.2, the detailed steps of the IDBEA are shown below:
Step (1). Initialization: Create a parent population P by generating random values in the feasible operating region. The feasible operating region in this work can be defined by (rand(0,1) * ( − ) + ), where and represent the upper and lower bounds of the individual x in the jth objective, respectively. The bounds we used in this work are borrowed from Reference [5] . Create an archive population A and a temporary mating pool Q. Set the value of population size of P and A to N and the size of population Q to 2*N. Create an offspring population S with population size being N and with no individual in it. The number of maximum iterations is set to E, and the generation counter is M = 0.
Step (2) . Fitness assignment: Combine individuals in parent population P with individuals in archive population A to Q (when the generation counter M = 0, population A keeps empty, Q equals P), then the fitness values of individuals in Q are calculated as equation (15) .
Step (3) . Environmental selection: Iterate through the following three steps, while the size of population Q is no more than N:
1. Rank the individuals in population Q by their fitness values.
The fitness values in the population Q are compared one by one as follows. If the fitness value of individual
is greater than the fitness value of individual (F( ) > F( )), then we will set individual to the individual with the largest fitness value. Otherwise, the algorithm will not change the worst individual. Until the end of all comparisons, we select the individual with the largest fitness value in population Q after sorting. If there is more than one individual with the same fitness value after sorting, we will select the first of them to have this fitness value.
Remove the individual
from population Q, recalculate the fitness values of the remaining individuals in population Q. When the size of Q equals N, the individuals are copied into A.
Step (4) . Termination: If M ≥ E:
1. The iteration is stopped.
2. Rank population A with a non-dominated sorting algorithm and obtain the first nondominated front.
3. The first non-dominated front in population A is outputted as the Pareto approximate solution set.
Otherwise, proceed with the following steps.
Step (5) . Mating Selection: Using binary tournament selection method for individuals in archive population A to select two parent individuals.
Step (6) . Crossover and Mutation: The simulated binary crossover has been used to do crossover in the parent individuals to generate the offspring individuals, then polynomial mutation is used for offspring individuals to keep the diversity of the population and prevent the population from falling into local optimum. The offspring individuals we have obtained are put into population S. When the size of population S is smaller than N, return to Step (5).
Step (7) . Replace: Make the offspring individuals become the new parent individuals, which means replace parent population P with offspring population S; increment the counter: M = M + 1.
Step (8) . Crowding-distance assignment and Ranking: Distribution of crowding-distance among individuals in population A and sorting by distance from large to small; retention of the first N * 4/5 individuals with larger distances in archive population A. Turn to Step (2) .
The process of population setting and execution is shown in Fig. 5 : According to the flow of IDBEA, parent population P is combined with archive population A, in temporary mating pool Q, the fitness value of each solution are assigned and sorted, the first N individuals are moved to population A, then do selection, crossing, and mutation, the parent population P is replaced with offspring population S, then continue the next iteration.
The computational flow chart of IDBEA is shown in Fig.6 : The Hypervolume indicator represents the natural extension of Pareto dominance, if there are two objectives, HV refers to the area enclosed between the optimal approximate front and the reference point (after normalization, the reference point of the minimization problem is (0,0) and the reference point of the maximization problem is (1.1,1.1) ), and the larger the area is (the larger the indicator value is), the stronger the dominance relationship is. If there are three objectives, HV represents the volume of the optimal approximate front and the reference point. If there are more than three objectives, HV represents the hypervolume enclosed by the optimal approximate front and the reference point. While in single-objective problems, the partial order relationship of multidimensional objectives "degenerates" into the well-ordered relationship of a single objective. When we solve the single objective minimization problem, the individual with a smaller value "dominates" the individual with a larger value, HV represents the distance between the optimal approximate solution and the reference point (0, 0). In the process of fitness allocation, we actually calculate the numerical value of the objective function. The larger the HV value is, the more obvious the "dominance relationship" is. Finally, we will get the best approximate solution. In this way, we can calculate the fitness values of the individuals and evaluate the best approximate solution.
Simulation results
In this section, the results of IDBEA for solving CHPED and CHPEED problems are analyzed in detail. In CHPED, the single-objective optimization problem is used to test the universality of the algorithm, in which IDBEA degenerates into a single-objective algorithm. IDBEA is used on three standard test systems, including the single-objective test system for 4 units, and the multi-objective test systems for 5 units and 7 units. The algorithms for comparison have been implemented on multiobjective optimization framework jMetal 4.5. In all the algorithms we compared in this paper, the population size is 200, and the maximum iteration number is 25000, while crossover and mutation probabilities have been selected as 0.9 and 1/m, respectively, where m means the number of decision variables. All codes are implemented in Java language with JDK 1.8 and run on a PC platform with 2.8 GHz Intel Core i7 and 8 GB RAM. To analyze the quality of the simulation results objectively, the classical algorithms are used to compare with the IDBEA.
Test system 1
Test system 1 contains a power-only unit (unit 1), a heat-only unit (unit 4) and two cogeneration units (unit2-3), which is put forward by Gou et al. in [9] . This test system aims at evaluating the algorithm for the CHPED problem. So as to compare with the results in the literature, the influence of transmission loss and valve-point effects are ignored. In this test system, the power and heat demand are 200MW and 115MWth, respectively.
The best-found solution of IDBEA is shown in Table 1 , where all the algorithms are run 30 times, the best-found solution of IDBEA is compared with those of the other typical algorithms, and the solutions of the other algorithms are also the best-found solutions. Fig.7 is the box plot of the best-found solutions obtained by NSGA-II, SPEA2, IBEA, and IDBEA. Each algorithm runs 30 times and gets 30 best-found solutions, as is a statistical result, the best-found solutions can be used to illustrate the overall distribution of them, and the stability of the algorithms. From Fig.7 we can see that all three algorithms except IDBEA have obvious outliers, among which IBEA has more outliers and the solution distribution is the most dispersed. The solution distribution of IDBEA is more centralized and there are no outliers obviously. This shows that IDBEA has higher stability and better performance in searching for an effective solution than the other three algorithms in solving the CHPED problem. Fig.8 shows the violin plot of NSGA-II, SPEA2, IBEA, and IDBEA. The violin plot combines the characteristics of the box plot and density graph to display data distribution and probability density. From Fig.8 , the distribution of IBEA solutions is too scattered to find the optimal solution, while the solutions of IDBEA near the optimal solution are more intensive and closer to the real optimal solution than other algorithms.
Wilcoxon signed-rank test is a non-parametric statistical test, which is usually used for the performance difference of pair-wise comparison algorithms. In this paper, we propose the following hypothesis: 0 : IDBEA has a significant improvement over the algorithm
In the experiment, all algorithms are executed in the same conditions. We did three independent experiments. Table 2 shows the statistical results of IDBEA and with other three algorithms, while p-value is considered to reject or not 0 . In Table 2 , p-values are less than the significance level α, so we accept the hypothesis 0 : IDBEA has a significant improvement over IBEA, NSGA-II, and SPEA2. Table 2 Wilcoxon signed-rank test results with significance level α = 0.001.
Methods p-value p-value p-value
IDBEA vs IBEA 0.0007 0.0001 0.0001 IDBEA vs NAGA-II 0.0009 0.0004 0.0001 IDBEA vs SPEA2 0.0005 0.0001 0.0001
Test system 2
Test system 2 includes a power-only unit (unit1), a heat-only unit (unit5) ， and three cogeneration units (unit2-4). The system is used to calculate the Pareto set approximation reached with the minimum cost and minimum emission. The power demand and heat demand of the system are chosen to be 300 MW and 150MWth, respectively, meanwhile, the valve-point effects is considered. Table 3 , the solutions of IBEA and IDBEA are compared in economic dispatch and emission dispatch where IDBEA runs in and 100 solutions are obtained. Besides, the compromise solutions selected in the Pareto sets of NSGA-II, SPEA2, BCS1, GWO, and IBEA are compared. In particular, we choose the best compromise solution when costs and emissions are minimized, as shown in Fig.9 , the distribution of the Pareto sets approximation is reached, and the best compromise solution is the solution in the middle of all solutions. The best-found solution of IDBEA in economic dispatch is $13914.8 and the corresponding total emission is 11.7kg, which increased the cost by $58.1 comparing to IBEA and reduced the emission by 0.3 kg. When the emission of pollutants reaches the minimum, the emission of IDBEA is 1.2kg, and the corresponding cost is $17015.3. Table 3 Results of methods of economic dispatch, emission dispatch and combined economic emission dispatch for system 2 (Pd=300MW, Hd=150MWth). The best compromise points of NSGA-II, SPEA2, BCS1, GWO, and IBEA are selected in Table 3 to compare with IDBEA. The cost and emission of IDBEA are $15182 and 5.2kg. Compared with NSGA-II, SPEA2, BCS1, GWO, and IBEA, the cost of IDBEA is decreased by $6.3, $57.2, $104.3, $61.7 and $11.5, while the emission of IDBEA is decreased by 0.1kg, 0.4kg, 0.2kg, 0.2kg and 0.4kg, respectively. From Table3, the best-found solution obtained by IDBEA reduces the emission and cost more effectively than the other algorithms.
As shown in

Methods
Economic dispatch Emission dispatch
To verify the diversity of solutions, the Pareto Optimal Fronts (POF) obtained by NSGA-II, IBEA, and IDBEA are shown in Fig.9 . Each algorithm runs a time, and 100 solutions are generated as the POF: As shown in Fig.9 , the extreme solutions corresponding to emissions and costs are marked out. The diversity and distribution of IDBEA are better than those of IBEA and NSGA-II. It can be proved that the solutions of IDBEA have better diversity and convergence than the other algorithms. There are several ways to evaluate the multi-objective algorithm, a few measure indicators are used in the literature [32] . In order to compare IDBEA with the results in the literature more convenient, in this paper, two measurement methods are chosen to evaluate the convergence and distribution of solutions: Hypervolume (HV) and Spread(△). As we know, Hypervolume is a comprehensive indicator, while Spread considers only the diversity of solutions. Specific measurements are shown in Table 4 : As we can learn from section 4.1, the Pareto approximate solution set is closer to the Pareto real solution set, when the hypervolume is greater than another. Spread is different, the more uniform the solution distribution on the Pareto approximate solution set, the closer the value of propagation is to zero. In Table 4 , IDBEA has the largest HV value and the smallest Spread value.
In this problem, we will also perform a Wilcoxon signed-rank test. In the experiment, we conducted ten independent experiments, using HV and Spread indicator values for data analysis. The results are shown in Table 5 .
Extreme solutions corresponding to emissions
Extreme solutions corresponding to costs Due to the limited range of quality indicators, the p-values of the HV indicator are less than the significance level 0.5. And the p-values of Spread are less than the significance level 0.01, so IDBEA has a significant improvement over IBEA, NSGA-II, and SPEA2.
In literature [33] , the attainment function is used to assess the performance of the algorithm, it's a great job. In literature [34] , some tools are provided to describe the probabilistic distribution of the solutions obtained by the algorithm in the objective space. In this paper, the empirical attainment function (EAF) is used to describe the distribution of the solution quality. The best, median and worst attainment surfaces for the solutions of NSGA-II, IBEA, and IDBEA are described in Fig.10 . In Fig.10 , the 25% (worst), 50% (median), and 75%(best) attainment surfaces of the algorithms are plotted. The 50% attainment surface is the true tradeoff solutions as well as the mean attainment surface. We can see in figures, in the intermediate stage, all the solutions converge to the best attainment surfaces. On the left upper side of the figures, IDBEA is worse than NSGA-II while is better than IBEA, in the meanwhile, the region of IDBEA is wider than NSGA-II. In summary, diversity and convergence of IDBEA are better than the other algorithms.
Test system 3
Test system 3 consists of 7 units, including four power-only units (unit1-4), two cogeneration units (unit5-6) and a heat-only unit (unit7). This system considers the valve-point effects and the transmission loss between networks. The parameters and loss factors are detailed in the Appendix. The power demand and heat demand of the system are chosen to be 600MW and 150MWth, respectively. Table 6 Results of methods of economic dispatch, emission dispatch and combined economic emission dispatch for system 3 (Pd=600MW, Hd=150MWth). Table 6 describes the comparison of the minimum cost, minimum emission of the IDBEA with the IBEA, and the comparison of the best compromise solutions of NSGA-II, SPEA2, BCS1, GWO, and IBEA algorithms. The minimum cost of IDBEA in economic dispatch is $10292.3, which is $126.4 less than IBEA, and the emission is 28.8kg, which is 0.5kg more than IBEA. The minimum emission of IDBEA in emission dispatch is 7.7kg, which is 0.1kg more than IBEA, but the cost is $18676.5, which is $92.7 less than IBEA. In the economic emission dispatch, the compromise solution of IDBEA cost $12957.2 and emission is 17.3kg, which decreased $53.9, $44.1, $11.3, $16.9 and $72.3 than NSGA-II, SPEA2, BCS1, GWO, and IBEA in economic dispatch, respectively. Also, IDBEA reduced 0.1kg, 0.7kg, 0.2kg, 0.7kg and 0.8kg emission than NSGA-II, SPEA2, BCS1, GWO, and IBEA, respectively. From Table 6 , the transmission loss of IDBEA on this test system is less than that of NSGA-II, BCS1, and GWO. In addition, the transmission loss of IDBEA is equal to IBEA and SPEA2.
Methods
Economic dispatch Emission dispatch
To observe the diversity of solutions more intuitively, the Pareto sets approximation reached of NSGA-II, IBEA and IDBEA are given, which are obtained by running the algorithm once. the POF as shown in Fig.11 : Fig.11 depicts the corresponding extreme values of the cost and emission of the solutions of NSGA-II, IBEA, and IDBEA. It indicates that the distribution of the corresponding extremes of the cost and emission of IDBEA is broader than that of NSGA-II and IBEA, while the best-found solutions obtained are more diverse. Hypervolume and Spread measurements of each algorithm are shown in Table 7 . In Table 7 , the Hypervolume of IDBEA has the maximum value and Spread has the minimum value among the four algorithms.
The Wilcoxon signed-rank test results are shown in Table 8 . The p-values of HV are less than the significance level 0.5, and the p-values of Spread are less than the significance level 0.01. So IDBEA has a significant improvement over IBEA, NSGA-II, and SPEA2. In Fig.12 , the plots of the empirical attainment function are shown, and the best, median and worst attainment surfaces for the solutions are described.
Extreme solutions corresponding to emissions
Extreme solutions corresponding to costs Fig 12(a) Best, median and worst attainment surfaces of NSGA-II. In Fig.12 , IDBEA shows better convergence than IBEA in the left upper side of the figures, and the distribution of IDBEA is wider than IBEA.
From the experiments above, we can find that IDBEA shows not only stable characteristics and the efficiency in the CHPED problem but also the convergence to the best solutions in CHPEED problems. Compared with the Pareto set approximation reached of IBEA, IDBEA shows more diversity. To conclude, IDBEA has more advantages of convergence and diversity in energy saving and emission reduction than the other existing algorithms, and more in line with the current social demand for environmental protection. Thus, IDBEA can follow the theme of social development closely and provide more effective solutions to meet social needs. IDBEA has strong robustness and extensiveness and can be effectively used to solve both single-objective and multi-objective problems of CHP.
Conclusion
To meet the needs of energy saving and environmental protection in CHPEED problems, an Indicator & crowding Distance-Based Evolutionary Algorithm (IDBEA) is put forward with consideration of the valve-point effects and transmission loss. To verify the universality and effectiveness of IDBEA, three typical standard test systems are chosen to compare the convergence and diversity of the best solutions with the other reported algorithms. For the CHPED problem, the best-found solution of IDBEA is reduced by $4 compared to the optimal cost of the other algorithms in the first test system. For the CHPEED problem, the optimal compromise solution of IDBEA is reduced by $104.3, 0.4kg and $72.3, 0.8kg comparing to the best-found solutions in the other algorithms in two systems, respectively. For environmental protection, IDBEA focuses more on emission reduction, which is of great practical significance. We still need to combine evolutionary multi-objective optimization theory, although the Hypervolume indicator has certain benefits, there may still be deficiencies for different problems, a better indicator is considered for evaluation. In future work, we will consider how to select the best compromise solution automatically to meet the preferences of decision makers in different situations. In addition, in the process of searching the best solution, we intend to adopt more efficient methods, such as parallel computing, to improve the practicability of the algorithm. When we use large-scale software in our future work, we will use new technologies in literature [35] [36] to speed up the understanding of the software and conduct large-scale experiments better. 
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