ABSTRACT. An analysis of the differences between observed nutation angles and the 1980 IAU Nutation Theory shows the existence of currently unmodeled effects. An empirical set of corrections to the 1980 IAU Nutation Theory is presented and compared with current geophysical models. A prograde periodic variation (period ~ 420 days), which may be related to the theoretical free core nutation, is apparently seen.
Introduction
The nutational motion of the Earth's axis of figure is modeled by theories based initially on descriptions of the motion of a rigid Earth caused by luni-solar torques (Woolard 1953 , Kinoshita 1977 , Zhu and Groten 1989 , Souchay and Kinoshita 1990 .
Corrections computed from geophysical theories (Wahr 1981 , Molodenskiy and Kramer 1987 , Mathews et al. 1989 , Dehant 1990 , Zhu et al. 1990 ) are applied to the rigid Earth models in order to produce non-rigid Earth nutation models (e. g. ZMOA-1990 in Herring 1990 ) describing the actual motion of the Earth more closely.
The International Earth Rotation Service (IERS) Standards (McCarthy 1989) recommends the use of the 1980 IAU Nutation Theory (Seidelmann 1982) based on the Wahr model (Wahr 1981) . However, astronomical observations made by using Very Long Basline Interferometry (VLBI) and Lunar Laser Ranging (LLR) of the nutation angles if) (longitude) and e (obliquity) show discrepancies (d\6 and de) with the model. Complicating the analysis of the observations is the possible existence of the free core nutation (FCN), which has sometimes been referred to as the nearly diurnal free wobble. This motion, due to the rotating, elliptical, fluid core, should appear, according to Sasao and Wahr (1981) as a retrograde periodic variation in nutation with a period of about 460 sidereal days.
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VLBI solutions: one with the plate motion fixed and one with the plate motion treated as a "solve for" variable. Nutation coefficients can also be obtained from LLR observations (Williams et al. 1990 ). These coefficients are not produced for every observation, as is the case with the VLBI data, but are instead produced when a global solution is made. Due to the sparse nature of the LLR data, it is not possible to determine a full set of nutation coefficients. However, the long span of data makes it useful in the attempt at separating the precession term from the main 18.6-year nutation term.
Computation of Nutation Coefficients
In step 1, the separate VLBI solutions were used in simultaneous leastsquares solutions to determine a bias, rate, and corrections to the primary 18.6-year periodic term in nutation for both d^ and de for each series. In step 2, the observations are adjusted by the corrections found in step 1 and a solution is made for the high-frequency (periods less than nine years) terms only. Final estimates were then obtained by iterating steps 1 and 2 for the long-and short-period terms, including the 420-day term, until convergence was obtained. When the final nutation coefficients were determined for each of the VLBI series, they were combined with the coefficients provided by LLR (Williams et al. 1990) . In this combination, the results from only one NASA series (the fixed) were included to avoid overweighting the NASA CDP solution. As can be seen in Tables II, III , and IV, there is no significant difference between the two NASA CDP series. A weighted mean was computed for each of the coefficients, where the weight is the inverse square of the formal error. The results are shown in Tables I, II , and III. The error listed is a combination of the internal errors of the contributors to the mean and the standard error of the weighted mean. There appear to be significant unexplained differences between VLBI and LLR coefficients. where ^p and e r correspond to the estimates shown in Table IV . Here, 6 represents any of the principal angular nutation arguments. The large unexplained differences between the coefficients derived from VLBI and those derived from LLR point to the possibility of systematic errors in both techniques. Ignoring possible systematic errors, then, it would appear that VLBI observations of the major components of the variation of ^sine 0 and e are precise to better than ±0.1 msec, of arc.
Comparisons
Combining VLBI and LLR results shows that the accuracy of the derived nutation coefficients is better than ±1.0 msec, of arc. The 420-day term is included because it is statistically significant in the analysis of the residuals. One might suspect that this is evidence for the FCN, which would be expected to contribute a variation in the observations with a period of about 460 sidereal days. The observed motion is mainly prograde, contrary to the expected motion (Sasao and Wahr 1981) with the prograde amplitude being 0.33(±0.03) msec, of arc and the retrograde being 0.08(±0.03) msec, of arc. Herring (1987) mentions the FCN term but finds that its amplitude is too small to be included in his solution. Zhu, et al. (1990) finds a 433.2-day term which they call free core nutation. Additional study is necessary to explain the difference in observed direction of rotation in the FCN term between theory and observation.
Conclusion
The solution for luni-solar nutation presented here combines VLBI and LLR observations. The rms of the fit with respect to the observations in ^sine 0 and e are at the level of about ±0.6 milliseconds of arc. Accuracy of the derived constants, as well as the agreement between the fit to the observations and theory, seems to be at the level of about ±1.0 millisecond of arc in Tl>sine 0 and e. Using only data from MJD 45700 (January 1984), a prograde "free core nutation" term is found with a period of 420 days and amplitude of 0.33 msec, of arc.
