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Abstract
In this thesis we describe the universal central extension of two important classes
of so-called root-graded Lie algebras defined over a commutative associative unital ring
k. Root-graded Lie algebras are Lie algebras which are graded by the root lattice of a
locally finite root system and contain enough sl2-triples to separate the homogeneous
spaces of the grading. Examples include the infinite rank analogs of the simple
finite-dimensional complex Lie algebras.
In the thesis we show that in general the universal central extension of a root-graded
Lie algebra L is not root-graded anymore, but that we can measure quite easily how far
it is away from being so, using the notion of degenerate sums, introduced by van der
Kallen. We then concentrate on root-graded Lie algebras which are graded by the root
systems of type A with rank at least 2 and of type C. For them one can use the theory
of Jordan algebras.
Given a Jordan algebra J , we establish a functorial construction which produces a Lie
algebra from J , called the universal Tits-Kantor-Koecher algebra of J . We are led to
study the derivation algebras of Jordan algebras and alternative algebras. Under mild
assumptions on the base ring k, it is proven that the Albert algebra (a Jordan algebra)
and the octonion algebra (an alternative algebra) have derivation algebras which are
isomorphic to exceptional Lie algebras of type F4 and G2 respectively. We also show
that certain root-graded Lie algebras which are defined by the Albert algebra resp. the
octonion algebra are simply connected, i.e., coincide with their central extensions.
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Chapter 1
Introduction
1.1 Motivation
Let us start by looking at two classical results from the theory of semisimple Lie algebras
over the field of complex numbers.
Root systems. A finite (reduced) root system can be defined as a pair consisting of a
Q-vector space E and a finite subset R of E such that
(i) 0 ∈ R and spanQR = E,
(ii) for every α ∈ R× := R \ {0} there exists an α∨ in E∗ such that 〈α, α∨〉 = 2 and
sα(R) = R where the reflection sα is defined by sα(x) = x− 〈x, α∨〉α for x ∈ E,
(iii) 〈β, α∨〉 ∈ Z where 〈β, α∨〉 = α∨(β), α, β ∈ R.
If for α ∈ R, the only multiples of α in R are −α, 0, α, then (R,E) is called reduced.
Usually ([Bou81]), 0 is not assumed to be a root, but for our purposes the requirement
0 ∈ R is more convenient. Also, sometimes (iv) is omitted.
If R can be written as union R = R1 ∪ R2 of two root systems such that R1 ∩ R2 = {0}
and 〈R1, R∨2 〉 = 0, then R is called reducible. Otherwise R is called irreducible. A root
system is finite, if R is finite as set.
Finite reduced root systems are classified in [Hum72] and in [Bou81]. There are four
infinite series of reduced irreducible root systems, usually denoted by An, Bn, Cn and
Dn and five exceptional irreducible root systems, E6, E7, E8,F4 and G2. If (iv) in
the definition of a root system is left out, there is another infinite series, denoted
by BCn. The structure theory of simple finite dimensional Lie algebras over C is
essentially the theory of these root systems. The root system allows us to construct
the Lie bracket on a so-called Chevalley basis of the Lie algebra L and the structure
coefficients with respect to this basis are integers, which are (up to a sign) given by
the root system. Furthermore, every root system corresponds to a unique Dynkin
diagram and a unique Cartan matrix, with irreducible Dynkin diagrams belonging to
irreducible root systems. From the Dynkin diagram we can then obtain a presenta-
tion of L by generators and relations. Root systems (combinatorial discrete objects)
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therefore hold the key to the structure of all simple finite dimensional Lie algebras over C.
Whitehead’s Lemma and central extensions. Let L be a Lie algebra. A central
extension f : L′ → L of L is an exact sequences of Lie algebras
0 // ker(f) // L′
f
// L // 0
with the property that ker(f) ⊆ Z(L′). If L′ is a perfect Lie algebra, i.e. L′ = [L′, L′],
then f : L′ → L is called a covering.
Central extensions form a category and if L is perfect, then L admits a unique universal
central extension u : uce(L) → L. This means that u : uce → L is a central extension
such that there is a unique morphism of central extensions from the central extension
u : uce(L)→ L to any other central extension f : L′ → L of L. For more details on how
to construct a universal central extension see Definition 3.1.7 in this thesis. The map
that takes a perfect Lie algebra L to the Lie algebra uce(L) is a functor. A Lie algebra
L is called simply connected if L is perfect and u : uce(L)→ L is an isomorphism of Lie
algebras. We can formulate Whitehead’s Lemma (see for example [Wei94, Cor 7.9.5]) as
follows:
Lemma 1.1.1. Every simple finite dimensional complex Lie algebra L is simply con-
nected.
Mathematicians were interested in generalizing simple finite dimensional Lie algebras.
One direction which is of lesser importance for the thesis, is the path chosen by Kac and
Moody. In 1968, almost at the same time, they modified the presentations that had given
the simple finite dimensional Lie algebras. The resulting Lie algebras are nowadays known
as Kac-Moody algebras. Unfortunately, the connection with root systems as defined above
is lost in the transition to Kac-Moody algebras.
1.2 Background material
Root-graded Lie algebras. From now on we will define all algebraic structures over a
commutative associative unital ring k, the base ring. Also, Q(R) will denote the abelian
group generated by R inside the vector space E. We call Q(R) the root lattice.
Definition 1.2.1 ([Neh09]). Let R be a reduced root system. An R-graded Lie algebra
is a k-Lie algebra together with a Q(R)-grading such that
(i) L =
⊕
α∈R Lα, where Lα is a submodule of L, called the homogeneous space of
degree α, i.e., the support of the Q(R)-grading is contained in R.
(ii) for every non-zero α ∈ R there exists an element eα ∈ Lα and an element fα ∈ L−α
such that ad h, h := [fα, eα], acts diagonally on L:
adh|Lβ = 〈β, α∨〉idLβ for all β ∈ R.
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(iii)
∑
06=α∈R[Lα, L−α] = L0.
The following questions come up quite naturally for a root-graded Lie algebra.
• How can we recognize the root system R when we are given a root-graded Lie
algebra?
• What happens to Whitehead’s Lemma?
– How far away is L from being simply connected or centreless?
– Can we describe all central coverings of L?
Those questions have been addressed by many authors before, among them Allison,
Benkart, Faulkner, Gao, Kassel, Loday, Moody, Neher, Seligman and Smirnov. We will
shortly summarize the publications which have inspired or helped us the most.
Gradings and central extensions. Let L be a Lie algebra and Γ a group. It was
proven in [Neh03], that if L is Γ-graded then u : uce(L) → L is Γ-graded as well and u
is a Γ-graded Lie algebra morphism.
As a consequence, if L is R-graded, then uce(L) is Q(R)-graded, where Q(R) is the root
lattice.
The first definition of a root-graded Lie algebra can be found in the paper [BM92] by
Berman and Moody. However, already in Seligman’s book [Sel76] the concept appears
more or less hidden. The case of an A1-graded Lie algebra even goes back to Tits
[Tit62], Kantor [Kan64] and Koecher [Koe68]. Seligman also provides a good part of the
machinery which was later used to classify root-graded Lie algebras. In particular, he
uses Jordan algebras, alternative algebras and associative algebras to describe what he
calls Lie algebras of type R (where R is a root system).
Therefore, once root-graded Lie algebras were defined, the project was to classify these
Lie algebras and describe them in terms of other algebraic structures, called coordinate
algebras, in a way much similar to Seligman’s approach.
Root graded Lie algebras in characteristic zero. This project was carried out over
fields of characteristic zero. We commonly call classification theorems for root-graded
Lie algebras recognition theorems. Berman and Moody were able to prove recognition
theorems for root graded Lie algebras of type An, n ≥ 2, Dn, n ≥ 4 and E6, E7 and E8
in the same paper where the definition appears. In 1994, Benkart and Zelmanov proved
recognition results for the remaining reduced root systems in [BZ96]. At about the same
time, Neher provided results over rings instead of fields in [Neh96].
It became clear that even if one knew the coordinate algebra and the root system, it
was only possible to retrieve the Lie algebra up to a central quotient, i.e., a quotient
by a central ideal. Since all root-graded Lie algebras (over fields of characteristic 0) are
perfect, it was clear that one had to find the central coverings. For reduced root systems,
the answer was given by Allison, Benkart and Gao in [ABG00]. For the non-reduced
types not equal to BC1, the project was accomplished in [ABG02] by the same authors.
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The recognition theorems for type BC1 finally can be found in [All76] and the central
extensions are described in [BS03].
This finalized the project for Lie algebras over a field of characteristic 0. However, the
question was still open for finite fields and arbitrary base rings.
Known results for more general base rings. Neher’s work in [Neh96] makes it
clear that we can switch from a field of characteristic 0 to some more general base ring
and the theory will still be very rich. In this paper, Jordan algebras are an important
instrument and their theory is well developed over arbitrary base rings. There is also an
article by Berman, Gao, Krylyuk and Neher ([BGKN95]) which gave us some inspiration
in the case of A2-graded Lie algebras.
When dealing with central extensions, it is for many reasons advantageous to start with
a centreless Lie algebra. Neher provided in [Neh96] a construction of centreless root-
graded Lie algebras as Tits-Kantor-Koecher algebras of certain Jordan pairs. Working
over an arbitrary ring k, he finds realizations over k for all types except F4, G2 and E8.
His work already includes various examples for central extensions of those root-graded
Lie algebras, but it is in general not clear if they are universal or not. We would like
to point out that also Benkart and Smirnov in [BS03] replace the Jordan pairs by more
general Jordan-Kantor pairs while working over a field of characteristic 6= 2, 3. Also, they
construct some central extensions of the aforementioned Tits-Kantor Koecher algebras.
It is remarkable that, while the Tits-Kantor Koecher construction is not functorial, they
introduce a generalized Tits-Kantor-Koecher construction which is functorial as a map
from Jordan-Kantor pairs to Lie algebras.
If we go back to the finite dimensional simple Lie algebras over C, then all of them
have adequate analogs over any ring (“forms”). In [vdK73] van der Kallen was able
to describe the universal central extensions of those forms over any ring. In particular
he proves that Whitehead’s Lemma is false over the integers. Certain Z-forms (for the
expert, the simply connected Chevalley forms) of simple finite dimensional Lie algebras
over C are in general not simply connected. In particular, van der Kallen is able to prove
that additional homogeneous spaces of non-zero degree show up in the universal central
extension which lie in the centre. This is in sharp contrast to the result for root-graded
Lie algebras in characteristic 0, where the kernel of the universal central extension always
has degree 0 with respect to the grading by the root lattice. Van der Kallen named the
additional weights in the support of the central extension degenerate sums. Degenerate
sums can be described as follows
A degenerate sum is an element γ of the root lattice Q(R) which is a sum of two
linearly independent roots and has the property that 〈γ, α∨〉 6= ±1 for all α ∈ R.
In fact, for γ a degenerate sum, we either have 〈γ, R∨〉 ⊂ 2Z or 〈γ, R∨〉 ⊂ 3Z.
In [GS07], Gao and Shang proved, without using degenerate sums explicitly, that the
degenerate sums of the root systems A2 and A3 will show up in the support of the
universal central extension, if we compute the universal central extensions of sl3(D) and
sl4(D) for an associative algebra D over a field of characteristic 2 or 3. The structure
of the universal central extension was obtained for sln(D), n ≥ 5 in [KL82]. Hence
with Gao and Shang’s work, we have a complete understanding of the universal central
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extension of sln(D), n ≥ 3 over a field of arbitrary characteristic.
1.3 A short guide to this thesis
In our thesis, we work towards describing the central coverings of root-graded Lie algebras
over base rings. We will now give an overview of our main results.
Tits-Kantor-Koecher algebras. Chapter 4 and part of Chapter 5 concern Jordan
pairs or more generally Jordan-Kantor pairs. For the purpose of this introduction we
will only talk about Jordan pairs. A Jordan pair is a pair J = (J+, J−) together with
quadratic maps Qσ : Jσ → End(Q−σ), a 7→ Qa, such that the following identities hold in
all scalar extensions of k: for a, c ∈ Jσ, b ∈ J−σ
Da,bQa = QaDb,a,
DQab,b = Da,Qba,
QQab = QaQbQa.
Here Qσa,cb = D
σ
a,bc denotes the linearization of the quadratic map Q
σ. The sign σ is
omitted to avoid repetitions. Sometimes we also write Q(a) := Qa, Q(a, c) := Qa,c or
D(a, b) := Da,b.
We define in Chapter 4 two Lie algebras, namely the derivation algebra ider(J) and the
universal derivation algebra uider(J). With these definitions, the k-modules TKK(J) =
J+ ⊕ ider(J)⊕ J− and ULE(J) = J+ ⊕ uider(J)⊕ J− can be endowed with Lie algebra
structures such that TKK(J) is a centreless Lie algebra and ULE(J) is a central extension
of TKK(J). Both Lie algebras are Z-graded with support {−1, 0, 1}. This provides
us with a useful generalization of the (classical) Tits-Kantor-Koecher construction. In
particular, ULE(−) is functorial and we prove (see Corollary 4.2.13 ) that the following
holds:
Let J be a Jordan pair, L = TKK(J) and endow uce(L) with the canonical
Z-grading obtained from the Z-grading on L. Then there is a Lie algebra
isomorphism uce(L)0 → uider(J).
(We use superscripts for the Z-grading in order to avoid confusion with gradings by
Q(R)). Our work generalizes [BS03, Sec. 5] to arbitrary base rings.
Degenerate sums. Our next result (Proposition 5.2.18) describes the support of the
universal central extensions of a root-graded Lie algebra in the root lattice. In complete
analogy with [vdK73] we prove the following for a perfect root-graded Lie algebra L and
u : uce(L)→ L a Q(R)-graded central extension: If γ ∈ Q(R), then:
• uce(L)γ 6= {0} implies that γ is either a root or a degenerate sum.
• If there is α ∈ R such that 〈γ, α∨〉 ∈ k×, then the restriction map u : uce(L)α → Lα
is an isomorphism. In particular, this holds if γ ∈ R×.
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• If γ is a degenerate sum, then either 2uce(L)γ = {0} or 3uce(L)γ = {0}.
This extends van der Kallen’s result to root-graded Lie algebras. We study how our
results unfold when they are applied to the most common models for Lie algebras graded
by root systems of type A and C and of rank at least 2. So this excludes type A1.
Type A. Fix a finite index set K, card(K) ≥ 3, a partition {1}∪ J of K, and a unital
alternative k-algebra D, which is associative, if card(K) ≥ 4. The rectangular matrix
Jordan pair M({1}, J,D) of size 1× J is the pair of modules
(V +, V −) = (Mat(1, J,D),Mat(J, 1, D))
with quadratic operator given by
Qx(y) = xyx for (x, y) ∈ V.
It is well-known that L = TKK(V ) is an Acard(K)+1-graded Lie algebra (see for instance
[Neh96]). Hence we can use our results about the universal central extensions of Tits-
Kantor-Koecher algebras to understand the universal central extension of L.
The structure of the universal derivation algebra of TKK(V ) is given in Proposition
6.2.10. As far as the module structure of the universal central extension is concerned,
we have the following description
• The k-module uce(L)0 is isomorphic to
(D ⊗D)⊕⊕j∈J(D)j
U
where Dj , j ∈ J, are copies of D and U is the submodule generated by:
a⊗ b− b⊗ a,
ab⊗ c+ bc⊗ a + ca⊗ b− (a, b, c)j0 − (a, b, c)j,
for distinct j, j0 in J and any a, b, c ∈ D. Here (a, b, c) = (ab)c − a(bc) is the
associator of three elements a, b and c in D.
• If card(K) ≥ 5, then no degenerate sums occur.
• If card(K) = 4, then a total of 6 degenerate sums occur and
uce(L)γ ∼= D/(〈2D, [D,D]〉ideal)
for γ a degenerate sum. See Theorem 6.3.12 for details.
• If card(K) = 3, then again 6 degenerate sums occur and
uce(L)γ ∼= D/(〈3D,D[D,D], (D,D,D), {(ad.c+a.dc+a.cd)b : a, b, c, d ∈ D}〉k−mod)
for γ a degenerate sum. See Theorem 6.4.8 for details.
The Lie product on the universal central extension is described by Lemma 6.3.10 and
Lemma 6.4.6. Since uce(L)0 can be viewed as a subalgebra of uider(V ), the Lie structure
on ULE(V ) also gives the structure of uce(L)0.
If we assume that D is associative and that k is a field, then our result implies the main
results of the paper [GS07]. Progress has been made in so far that we are not restricted
to fields anymore and that we have also treated the case of an alternative algebra.
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Octonion algebras. If we specialize the coordinate algebra to an octonion algebra
O over the ring k and assume that 1/3 lies in the ring k, then we can prove that L =
TKK(Mat(1, 2,O),Mat(2, 1,O)) is simply connected, see Theorem 6.3.43. Here we do not
assume that O is split or reduced and in this generality the result has been unknown. As
a beautiful by-product we prove that Der(O) is a Lie algebra of type G2. The definition of
a Lie algebra of type G2 is given in Definition 6.3.35. It had just recently been shown by
Loos, Petersson and Racine ([LPR08, p.966]) that the derivation algebra of O is finitely
generated projective of rank 14 and this was of course a strong indicator that it should
be of type G2.
Type C. When working with Lie algebras graded by root systems of type C, we assume
1/2 ∈ k. The presence of 1/2 guarantees that L is perfect and that we do not have to take
degenerate sums into consideration (Corollary 5.3.22). It is possible to go back and forth
between unital Jordan algebras and Jordan pairs. and the following holds for V = (J, J)
the Jordan pair associated to a Jordan algebra J :
TKK(V ) = TKK(J), and
uider(V ) ∼= J ⊕ J ∗ J
where J ∗ J is the quotient of J ⊗ J modulo the submodule M generated by
a⊗ (bc) + b⊗ (ca) + c⊗ (ab),
a⊗ b+ b⊗ a.
We view this as the universal version of the well-known decomposition ider(V ) = LJ ⊕
[LJ , LJ ] where V is the Jordan pair given by the Jordan algebra J. Proposition 6.5.8 states
that then ULE(V ) is a universal covering of TKK(V ). The kernel of the universal central
extension u : uce(TKK(J))→ TKK(J) is given by {∑ ai ∗ bi :∑[Lai , Lbi ] = 0} ⊂ J ∗ J.
The Jordan algebra of hermitian matrices with entries in a unital algebra D with nuclear
involution (Hn(D,−), n ≥ 3) is of particular significance. The algebra D is alternative
if n = 3 and associative if n ≥ 4. The hermitian matrix Jordan algebra admits a Peirce
decomposition with respect to a set of n orthogonal idempotents. This defines a Cn-
grading on its Tits-Kantor-Koecher algebra TKK(J).
We can further decompose J ∗ J with respect to the idempotents. This is carried out
in Section 6.5.1. The results enable us to compute the centre of uce(TKK(J)), see
Proposition 6.5.50.
Albert algebras. Finally, we consider another important example, namely the
Albert algebra A = H3(O,−) where O is an octonion algebra over k. Assuming that 1/2
and 1/3 lie in in the ring k, we prove that IDer(A) is simply connected and of type F4.
See Definition 6.5.43 for a explanation of type F4.
An even shorter guide to this thesis. Chapter 2 introduces some of the non-
associative structures that frequently show up in the thesis, for example alternative
algebras and Jordan algebras.
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People who are interested in graded central extensions, should read Chapter 3. We
define universal central extensions and introduce some interesting ways to construct cen-
tral extensions. For graded central extensions the functor gce, introduced in Section 3.2
is quite useful. The results in this chapter hold for a larger class of Lie algebras than
root-graded Lie algebras.
A reader who is familiar with Jordan algebras might find Chapter 4 a good starting
point. The universal Tits-Kantor-Koecher algebras are defined in Section 4.2.
Somebody who looks for information on root systems and root graded algebras,
could begin with Chapter 5. This chapter contains the definitions of root systems and
root-graded Lie algebras. The first part uses very little Jordan theoretic methods. There
we work towards understanding the support of the universal central extension in the root
lattice. In the second part of Chapter 5 we look at grids which are roughly to Jordan
pairs what root systems are to Lie algebras. In order to understand all the proofs, you
might have to go back and read up on some of the material in earlier chapters.
The thesis contains a good deal of statements about trialities, alternative algebras
and derivations of alternative algebras. These can be found in Chapter 2, Sec-
tion 6.1, Lemma 6.5.22, Subsection 6.5.3 and Subsection 6.3.2. Some of the statements
are our own, some are “folklore”, some are lesser known results of other authors, but all
are referenced to the best of our knowledge.
Those who have seen the Freudenthal Magic Square, might appreciate Sections 6.3.2
and 6.5.3. We prove that two entries, namely the first two ones in the last row, of the
Magic Square work over very general base rings. The proofs of this rely on Chapter 4,
Section 5.3 and Section 6.1, and the article [LPR08].
Chapter 6 combines all of the previous chapters in an effort to understand two impor-
tant examples where the root system are of type A or C. Section 6.1 establishes the
facts about alternative algebras which are needed throughout. The next three sections
describe central coverings of A-graded Lie algebras, and the last section deals with
the same questions for C-graded Lie algebras.
Chapter 2
Algebraic structures
We recall some definitions and facts about algebraic objects which will play a central
role in this thesis.
2.1 Categories of algebras
Algebras
Let k be a unital commutative associative ring with unit 1, called the base ring. All
modules are assumed to be over k unless indicated otherwise. We will be mostly interested
in categories where all the sets of morphisms M(X, Y ) are actually k-modules and all the
objects are k-modules. Besides categories where the objects are algebras, we will need
certain categories of pairs which will however be defined while we go along.
Graded linear algebras
Definition 2.1.1. A (linear) k-algebra is a k-module A together with a bilinear operation
· : A × A → A, called the product. We sometimes will write also µ(a, b) := a · b and
La(b) = Rb(a) = a · b. We write (A, ·) for the k-module A with product · or A if the
product is understood. The collection of k-algebras forms a category and the morphisms
are the k-linear maps f : A → B such that f(a · b) = f(a)f(b). These morphisms are
called k-algebra morphisms. The category of k-algebras will be denoted by Algk.
Definition 2.1.2. A unital k-algebra is a k-algebra A together with an element 1A ∈ A
such that
L1A = R1A = idA.
Unital k-algebras form a category with morphisms all those algebra morphisms f : A→
B such that f(1A) = 1B. An element a ∈ A, A a unital k-algebra, is called invertible, if
there is a−1 ∈ A such that aa−1 = a−1a = 1A.
For (A, ·), an object of Algk with product ·, the k-algebra (A, ·op) where a ·op b = b · a
is called the opposite algebra of A or Aop. The morphisms M(A,Aop) are called anti-
morphisms. An involution on A is an element of M(A,Aop) which has order 2 as module
morphism.
9
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Definition 2.1.3. Let A be a k-algebra. The commutator of a and b in A is
[a, b] = a · b− b · a.
The associator of a, b and c in A is
(a, b, c) = (ab)c− a(bc).
Definition 2.1.4. Let A be a k-algebra. Then the nucleus of A is the k-module
Nuc(A) = {a ∈ A : (a, x, y) = (x, y, a) = (y, a, x) = 0, for all x, y ∈ A}
and the centre of A is
Cent(A) = {a ∈ Nuc(A) : [x, a] = 0 for all x ∈ A}.
A map f : A → A is called central resp. nuclear, if f(a) = a implies that a ∈ Cent(A)
resp. a ∈ Nuc(A).
Definition 2.1.5. A k-algebra is an alternative algebra if for all a, b ∈ A:
(a · a) · b = a · (a · b), b · (a · a) = (b · a) · a.
Alternative algebras form a full subcategory of the category of algebras, i.e., every algebra
morphism between alternative algebra f : A→ B is a morphism of alternative algebras.
In every alternative algebra, the following identities hold true (see [LPR08, p. 936]):
[La, Lb] = L[a,b] − 2[La, Rb] (2.1)
[Ra, Rb] = −R[a,b] − 2[La, Rb] (2.2)
[[La, Rb], Lc] = L(a,b,c) − [L[a,b], Rc] (2.3)
[[La, Rb], Rc] = R(a,b,c) + [R[a,b], Lc] (2.4)
Definition 2.1.6. A k-algebra is an associative algebra if for all a, b, c ∈ A:
(a · b) · c = a · (b · c).
Associative algebras form a full subcategory of the category of algebras.
Definition 2.1.7. A k-algebra is a commutative algebra if for all a, b ∈ A:
a · b = b · a.
Commutative algebras form a full subcategory of the category of algebras.
Definition 2.1.8. A k-algebra L is a Lie algebra if for all a, b and c in L
aa = 0, a(bc) + b(ca) + c(ab) = 0.
In the case of a Lie algebra, we denote the product usually by [a, b]. This conflicts with
previous notation, but it will not cause any problems in our work.
The (Lie) centre of a Lie algebra is the set
Z(L) = {a ∈ L : ax = 0 for all x ∈ L}
Remark 2.1.9. If L does not have 2-torsion, then Z(L) = Cent(L).
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Base ring extension
A unital ring homomorphism k → K is called a base ring extension. If M is a k-module,
then there is a canonical map from Endk(M) into EndK(M⊗kK) mapping T to TK such
that TK(m⊗k a) := T (m)⊗k a for all m ∈M and a ∈ K.
If the extension k → K is flat, then T 7→ TK is injective. If in addition M is finitely
generated as a k-module, then Endk(M)⊗k K → EndK(M ⊗k K) is injective. If k → K
is flat and M is finitely presented as a k-module, then Endk(M)⊗kK → EndK(M⊗kK)
is bijective. If M is finitely generated and projective over k, then Endk(M) ⊗k K →
EndK(M ⊗k K) is bijective for all base changes k → K.
Quadratic structures
Definition 2.1.10. Let M be a k-module. A quadratic operator on M is a map Q :
M → Endk(M).x 7→ Qx with the property that
Qλx = λ
2Qx, ∀x ∈M, ∀λ ∈ k.
Every quadratic map can be linearized to obtain a bilinear symmetric map
Qx,y = Qx+y −Qx −Qy.
One can show that quadratic maps extend to M ⊗k K for every extension k → K.
Therefore, if Q : M → Endk(M) is a quadratic operator, then
Q⊗k K :M ⊗k K → EndK(M ⊗k K)
is also a quadratic operator. If 1/2 ∈ k, bilinear symmetric operators and quadratic
operators are in one to one correspondence.
Definition 2.1.11. The category of (quadratic) Jordan algebras has as objects pairs
(J, U) where J is a k-module and U : J → Endk(J), a 7→ Ua is a quadratic operator. We
require the following identities to hold in all scalar extensions of k:
For a, b, c ∈ J ,
Va,bUa = VaVb,a, (2.5)
VUab,b = Va,Uba, (2.6)
UUab = UaUbUa. (2.7)
Here we define Ua,c := U(a + b)− U(a)− U(c) and Va,bc := Ua,cb for any a, b, c ∈ J.
If there is an element 1J in J such that U1J = idJ , then J is called a unital quadratic
Jordan algebra. Since the identities defining a quadratic Jordan algebra are required to
hold in all scalar extensions, the pair (J ⊗kK,U ⊗kK) is a quadratic Jordan algebra for
every base ring extension k → K.
Remark 2.1.12. If 1/2 ∈ k, then every unital quadratic Jordan algebra gives a unital
Jordan algebra by setting
2ab = Ua,b1.
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Derivations
If M is a k-module, then Endk(M) is an associative unital algebra. It is easy to check
that [S, T ] = S · T − T · S defines on Endk(M) a Lie bracket. The resulting Lie algebra
is denoted by Endk(M)
−. For any algebra A we define inside the Lie algebra Endk(A)
−
the Lie multiplication algebra L(A) as the subalgebra generated by the left and right
multiplications.
Even if A is unital (see Definition 2.1.1), it is always possible to form the unital hull
of A, that is the k-module Aˆ = 1k ⊕ A together with the map µˆ(α ⊕ a, β ⊕ b) =
αβ ⊕ (αb+ βb+ µ(a, b)) which will result in a unital algebra Aˆ with unit 1⊕ 0.
Definition 2.1.13. A derivation of A is an element ∆ ∈ Endk(A) such that ∆(ab) =
∆(a)b + a∆(b). Every derivation ∆ of A extends uniquely to a derivation of Aˆ denoted
by ∆ˆ by setting ∆ˆ(1⊕0) = 0. The k-module of all derivations of A is denoted by Der(A).
With this convention multiplication derivations are the following:
MulDer(A) := {∆ ∈ Der(A) : ∆ˆ ∈ L(Aˆ)} ⊂ Der(A)
where L(Aˆ) is the Lie algebra generated by all left and right multiplications.
It is not difficult to show that Der(A) is a Lie subalgebra of Endk(A): Let ∆1 and ∆2
be derivations. Then ∆1(∆2(ab)) = ∆1(∆2(a)b + a∆2(b)) = ∆1∆2(a)b + ∆2(a)∆1(b) +
∆1(a)∆2(b) + a∆1∆2(b), hence [∆1,∆2](ab) = [∆1,∆2](a)b+ a[∆1,∆2](b).
Graded structures
Definition 2.1.14. Let M be a k-module and Γ a group. If there is a family of sub-
modules (Mγ)γ∈Γ of M such that M =
⊕
γ∈ΓMγ , then M is a Γ-graded module. The
Γ-graded modules form a subcategory of the category of k-modules.
LetM and N be two Γ-graded modules. Define grHomk(M,N) =
⊕
γ∈Γ grHomk(M,N)γ
where grHomk(M,N)γ consists of all f ∈ Homk(M,N) such that f(Mδ) ⊂ Nδ+γ for all
δ ∈ Γ. A Γ-graded morphism is an element f ∈ grHomk(M,N).
Definition 2.1.15. A Γ−graded algebra A is an algebra such that A is a Γ-graded module
and such that for aγ ∈ Aγ, the operators Laγ and Raγ are elements of grHomk(A,A)γ.
The morphisms MgrAlg(A,B) are the elements of grHomk(A,B) ∩MAlgk(A,B).
Notation
Although this might be out of place here, we would like to introduce the following
notation which we frequently use: Let S be a set and s1, s2, . . . , sk a family of elements
of S. Then s1, s2, . . . , sk 6= means that s1, s2, . . . , sk are pairwise distinct. This notation
is common in Jordan theory.
Chapter 3
Central extensions and gradings
Unless stated otherwise, k will be an arbitrary commutative associative ring, the base
ring. This assumption holds for the whole thesis.
3.1 The category of graded central extensions
Central extensions
Let L be a Lie algebra over k. By definition, a central extension f : L′ → L of L is an
exact sequence of Lie algebras
0 // ker(f) // L′
f
// L // 0
with the property that ker(f) ⊆ Z(L′). If L′ is a perfect Lie algebra, i.e., L′ = [L′, L′],
then f : L′ → L is called a covering and we refer to the homomorphism f as the covering
map of the central extension.
A homomorphism of central extensions from the central extension f : L′ → L to the
central extension g : K → L is a Lie algebra homomorphism h : L′ → K such that the
following diagram commutes:
0 // ker(g) // L′
f
//
h

L
id

// 0
0 // ker(f) // K
g
// L // 0.
A central extension f : L′ → L is called universal, if for every central extension g : K →
L, there is a unique homomorphism of central extensions h : L′ → K.
Central extensions from 2-cocycles
Definition 3.1.1. Let L be a Lie algebra and M a k-module. A k-bilinear map ψ :
L× L→M is called a 2-cocycle, if
(i) ψ is alternating,
13
14 CHAPTER 3. CENTRAL EXTENSIONS AND GRADINGS
(ii) ψ(x, [y, z]) + ψ(y, [z, x]) + ψ(z, [x, y]) = 0 for all x, y, z ∈ L.
Definition 3.1.2. Let L be a Lie algebra and ψ : L×L→ M a 2-cocycle on L with values
in a k-moduleM . Then L⊕ψM with bracket defined by [(x,m), (y,m′)] = ([x, y], ψ(x, y))
is a central extension of L. We have an exact sequence
0→M → L⊕ψ M → L
where the homomorphism L⊕ψM → L is simply projection on the first coordinate. This
central extension will be referred to as the central extension of L by (M,ψ) or the central
extension of L by M via ψ.
Example 3.1.3. Every Lie algebra L admits the trivial 2-cocycle, ψ = 0 for any module
M . More concretely, for M a k-module, the direct sum L ⊕ M carries a Lie algebra
product
[(x, v), (y, w)]L⊕M = ([x, y]L, 0)
where the bracket on the right hand side is the Lie bracket on L. Then
f : L⊕M → L
(x, v) 7→ x
is a central extension. The corresponding exact sequence is
0 //M //M ⊕ L f // L // 0.
Example 3.1.4. Every Lie algebra K which has a non-trivial centre is obviously a central
extension in the following sense: If J ⊂ Z(K) is a central ideal of K, then we have a
central extension f : K → K/J , where the homomorphism f is given by the quotient
map.
Lemma 3.1.5 (The central trick). Let f : K → L be a central extension. If f(x) = f(x′)
and f(y) = f(y′), then [x, y] = [x′, y′].
Proof. We have x′ ∈ x + ker f , y′ ∈ y + ker f . But since ker f ⊂ Z(K), it follows that
adx = adx′ and also ad y = ad y′ which proves the claim.
Central extensions from actions
The next lemma is slight generalization of [BS03, Lemma 5.6], not assuming 1/2 ∈ k and
it is also a consequence of the more general [LPR08, Lemma 3.6]. We include a proof for
the convenience of the reader.
Lemma 3.1.6. Let L be a Lie algebra and Q an L-module. If there is a k-linear map
λ : Q→ L such that for all x, y ∈ Q
(i) λ(x).x = 0,
(ii) [λ(x), λ(y)] = λ(λ(x).y).
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Then
(i) Q is a Lie algebra under the product [x, y] = λ(x).y and λ : Q→ L is a Lie algebra
homomorphism.
(ii) If λ is surjective, then λ : Q→ L is a central extension.
Proof. The bracket [·, ·] is well-defined and bilinear because λ and the action of L on Q
are well-defined linear maps. Also (i) is equivalent to the condition [·, ·] is alternating. Let
x, y, z ∈ Q. Then [[x, y], z] = [λ(x).y, z] = λ(λ(x).y).z = [λ(x), λ(y)].z = λ(x).λ(y).z −
λ(y).λ(x).z = [x, [y, z]] − [y, [x, z]]. This shows that the Jacobi identity holds for this
bracket product.
If λ(x) = 0, then λ(x).y = 0 which shows (ii).
There is an explicit way to construct a central extension for the derived algebra [L, L]
which we describe now.
Definition 3.1.7. Let L be a Lie algebra. We will denote by uce(L) the object con-
structed in the following way:
Let B be the submodule of L ∧ L generated by:
x ∧ [y, z] + y ∧ [z, x] + z ∧ [x, y]; x, y, z ∈ L. (3.1)
Put
uce(L) = (L ∧ L)/B.
and
〈x, y〉 = x ∧ y +B ∈ uce(L).
Note that we have a well-defined linear map u : uce(L)→ L given by u(〈x, y〉) = [x, y].
Lemma 3.1.8. The k-module uce(L) is a Lie algebra with bracket given by
[X, Y ] = 〈u(X), u(Y )〉, for X, Y ∈ uce(L)
The linear map u : uce(L)→ L is a central extension of [L, L].
Proof. The Lie algebra L acts canonically on L ∧ L by a.(x ∧ y) = [a, x] ∧ y + x ∧ [a, y]
for a ∈ L Moreover, this factors to an action on 〈L, L〉, since
a.(x ∧ [y, z] + y ∧ [z, x] + z ∧ [x, y])
= [a, x] ∧ [y, z] + x ∧ [a, [y, z]]
+[a, y] ∧ [z, x] + y ∧ [a, [z, x]]
+[a, z] ∧ [x, y] + z ∧ [a, [x, y]]
= [a, x] ∧ [y, z]− x ∧ [y, [z, a]]− x ∧ [z, [a, y]]
+[a, y] ∧ [z, x]− y ∧ [z, [x, a]] − y ∧ [x, [a, z]]
+[a, z] ∧ [x, y]− z ∧ [x, [y, a]]− z ∧ [y, [a, x]]
= [a, x] ∧ [y, z]− y ∧ [z, [x, a]] − z ∧ [y, [a, x]]
+[a, y] ∧ [z, x]− x ∧ [z, [a, y]]− z ∧ [x, [y, a]]
+[a, z] ∧ [x, y]− x ∧ [y, [z, a]]− y ∧ [x, [a, z]]
∈ B
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The map u : uce(L)→ [L, L] defined by 〈x, y〉 7→ [x, y] is well-defined (these are just the
axioms for a Lie algebra product). Moreover,
u(〈x, y〉).(〈x, y〉) = 〈[[x, y], x], y〉+ 〈x, [[x, y], y]〉 = 〈[x, y], [x, y]〉 = 0
It is also clear that
u(u(〈x, y〉).(〈a, v〉)) = u(〈[[x, y, ]a], v〉+ 〈a, [[x, y], v]〉)
= [[[x, y], a], v] + [a, [[x, y], v]]
= [[x, y], [a, v]]
[u(〈x, y〉, u((〈a, v〉))]
Thus by Lemma 3.1.6, u : uce(L)→ [L, L] is a central extension.
For the proof of the following statements see [Neh03]. We only included the proof of
3.1.8 because it is a neat application of Lemma 3.1.6.
Proposition 3.1.9. The central extension u : uce(L) → L is universal if L is perfect,
and in this case uce(L) is also perfect.
Theorem 3.1.10. A Lie algebra L has a universal central extension g : K → L if and
only if L is perfect. In this case, the central extensions g : K → L and u : uce(L) → L
are isomorphic.
Definition 3.1.11. Two perfect Lie algebras L and L′ are centrally isogeneous, if
uce(L) ∼= uce(L′).
Lemma 3.1.12. Let f : L′ → L be a universal central extension and g : K → L′ a
covering. Then g is an isomorphism.
Our goal is to find generators and relations for the universal central extensions of
certain Lie algebras. In view of this, the next lemma explains how to obtain a generating
set for uce(L), if generators of L are given:
Lemma 3.1.13. Let L be a perfect Lie algebra which is generated by X ⊂ L and let
f : L˜→ L be a covering. Then any pre-image X˜ of X under f generates L˜.
Proof. For X˜ with f(X˜) = X let K be the subalgebra of L˜ generated by X˜. Since
X ⊂ f(K), the image of K under f contains a set of generators for L. Therefore f is
surjective. It follows that
f(K) = L and L˜ = K + ker f.
We can use that L˜ is a covering to conclude
L˜ = [L˜, L˜] = [K + ker f,K + ker f ] = [K,K] ⊂ K.
Obviously K ⊂ L˜ and we have equality: K = L˜.
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Graded Central Extensions
Throughout let Γ be an abelian group.
Proposition 3.1.14 ([Neh03]). Suppose that L is Γ-graded. Then the central extension
uce(L) of L is also Γ-graded and
uce(L) =
⊕
γ∈Γ
uce(L)γ, where uce(L)γ =
∑
δ∈Γ
〈Lδ, Lγ−δ〉 .
The canonical map u : uce(L) → L is a homomorphism of graded Lie algebras. If in
addition L is perfect and L0 =
∑
γ 6=0[Lγ , L−γ ], then
uce(L)0 =
∑
γ 6=0
[uce(L)γ, uce(L)−γ ].
The above result asserts in particular that
suppL ⊂ supp uce(L) ⊂ suppL+ suppL.
The following lemma will be useful later on:
Lemma 3.1.15. Let L and K be Γ-graded Lie algebras and assume that L is generated
by {Lγ : γ 6= 0}. If f : L → K is a graded homomorphism such that ker f ⊂ L0, then
ker f ⊂ Z(L). and f is a central extension.
Proof. Clearly, such an f is always an epimorphism. In general, ker f is a graded ideal
of L, for all z ∈ ker f and x ∈ K, [z, x] ∈ ker f. The Lie algebra L is graded, so
[z, x] ∈ L0 ∩ Lα. Thus [z, Lα] = {0} for α 6= 0. By assumption {Lγ : γ 6= 0} generates L,
hence this implies [z, L] = {0}.
3.2 A construction for a graded central extension
Definition 3.2.1. Let Γ be an abelian group. The category LAΓ has as objects all
Γ-graded k-Lie algebras which satisfy
L0 =
∑
γ 6=0
[Lγ , L−γ] (3.2)
and as morphisms the Γ-graded Lie algebra homomorphisms.
We will give some examples.
Example 3.2.2. Let L be a Γ-graded Lie algebra. Its core is
Lc =
∑
γ 6=0
[Lγ , L−γ]⊕
∑
γ+δ 6=0
[Lγ , Lδ].
It follows that Lc is an ideal of L which is Γ-graded and clearly (Lc)0 =∑
γ 6=0[(Lc)γ, (Lc)−γ]. So Lc is an object of LAΓ.
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Example 3.2.3. Assume that L is perfect and an object of LAΓ. According to Proposi-
tion 3.1.14, if u : uce(L)→ L is a universal central extension of L, then uce(L) is also an
object of LAΓ and u is a morphism in LAΓ.
Example 3.2.4. Let A be a unital commutative associative k-algebra. If L is an object
of LAΓ, then A ⊗k L is again an object in this category. It is Γ-graded in the obvious
way with (A⊗ L)γ = A⊗ Lγ , for all γ ∈ Γ. Note that
A⊗k L0 =
∑
γ 6=0
[1⊗k Lγ , A⊗k L−γ ].
If L is perfect then A⊗k L is easily seen to be perfect as well.
Example 3.2.5. Let ∆ be a finite irreducible root system and Γ = Q(∆) the root lattice.
Examples for objects in LAΓ are the finite dimensional simple Lie algebras, and the ∆-
graded algebras in the sense of [BM92]. The more general (R;S,Λ)-graded Lie algebras
introduced in [Neh09] also fall under this concept. The cores of extended affine Lie
algebras provide also examples of objects in LAΓ.
An object of LAΓ need not be perfect as the next examples illustrates:
Example 3.2.6. Let a be a Lie algebra such that a = c ⊕ h for a non-trivial ideal c
satisfying:
[h, h] = c,
[a, c] = {0}.
For Γ = C2, the cyclic group of order 2 we have a Γ-grading on a:
a1 = h, and a0 = c.
The Lie algebra a is in general not perfect and a0 = [a1, a1].
Definition 3.2.7. Let L be an object in LAΓ. We denote by gce(L) the Lie algebra
given by the following presentation:
Generators: {z(x), x ∈ Lγ : γ 6= 0}.
Relations: For x±γ ∈ L±γ , yγ ∈ Lγ , xǫ ∈ Lǫ and xδ ∈ Lδ with γ, ǫ, δ 6= 0 :
(T0) z(sxγ + tyγ) = sz(xγ) + tz(yγ) for s, t ∈ k.
(T1) If 0 6= γ + δ then
[z(xγ), z(xδ)] = z([xγ , xδ]) if γ + δ ∈ suppL. (3.3a)
[[z(xγ), z(xδ)], z(xǫ)] = 0 if γ + δ /∈ suppL. (3.3b)
(T2)
[
[z(xγ), z(x−γ)], z(yγ)
]
= z([[xγ , x−γ ], yγ]).
Remark 3.2.8. By (T0), z(0Lγ ) = z(0k · 0Lγ ) = 0kz(0Lγ ) = 0gce(L). By (T1) the element
[z(xγ), z(xδ)] is central if 0 6= γ + δ /∈ suppL.
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Let X =
⋃
γ 6=0 Lγ ⊂ L. Note that the set map
z : X → gce(L)
x 7→ z(x)
is well-defined. We denote the image of X in gce(L) by X. It is clear that X generates
gce(L). In the following we will abbreviate an element [z(x), z(y)] where x ∈ Lγ , y ∈ L−γ,
γ 6= 0, by g(x, y). Whenever we write z(x) or g(x, y) it is understood that x ∈ Lγ and
y ∈ L−γ for some 0 6= γ ∈ suppL. Likewise when we use the symbol z(xγ) or g(xγ, x−γ)
it is implicit that x±γ ∈ L±γ and that γ 6= 0.
Lemma 3.2.9. Let 0 6=∑3i=1 γi ∈ suppL and all γi 6= 0. Then for any xi ∈ Lγi
[z(x1), [z(x2), z(x3)]] = z([x1, [x2, x3]]). (3.4)
Proof. Case 1. γ2 + γ3 6= 0.
If γ2 + γ3 ∈ suppΓ(L), then [z(x2), x(x3)] = z([x2, x3]) by (T1). Thus by (T1) again:
[[z(x1), [z(x2), z(x3)]] =
[
z(x1), z([x2, x3])
]
= z([x1, [x2, x3]]).
If γ2 + γ3 /∈ suppL then [x2, x3] = 0 and [z(x2), z(x3)] is central, hence
[[z(x1), [z(x2), z(x3)]] = 0 = z([x1, [x2, x3]]) = z(0) = 0.
Case 2. γ2 + γ3 = 0, γ1 + γ2 6= 0 and γ1 + γ3 6= 0.
The Jacobi identity yields
[z(x1), [z(x2), z(x3)]] = [z(x2), [z(x1), z(x3)]] + [z(x3), [z(x2), z(x1)]].
Now we may use the result of the previous case on both summands:
[z(x1), [z(x2), z(x3)]] = z([x2, [x1, x3]]) + z([x3, [x2, x1]]),
and (T0) allows to write this expression as
[z(x1), [z(x2), z(x3)]] = z([x2, [x1, x3]]) + [x3, [x2, x1]]),
which, by the Jacobi identity, is equal to z([x1, [x2, x3]]).
Case 3. γ2 + γ3 = 0 and w.l.o.g. γ1 + γ2 = 0.
Then γ1 + γ2 + γ3 = γ1 = γ3 =: γ and γ2 = −γ and by (T2) we obtain
[z(x1), [z(x2), z(x3)]] = z([x1, [x2, x3]]).
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The grading of gce(L).
Proposition 3.2.10. Let L be an object in LAΓ. Define S = suppΓ(L) ∪ {0}, S× =
S \ {0}. Then the Lie algebra gce(L) is an object of LAΓ with homogeneous components
given by
gce(L)γ = z(Lγ) := {z(xγ) : xγ ∈ Lγ} if 0 6= γ ∈ suppL,
gce(L)0 = H˜ := span{g(x, y) : x ∈ Lγ , y ∈ L−γ, γ ∈ S×},
gce(L)γ =
∑
δ,γ−δ∈S×
[z(Lδ), z(Lγ−δ)] if 0 6= γ ∈ (S + S) \ S.
gce(L)γ = 0 if γ ∈ Γ \ (S + S).
We have a LAΓ-epimorphism uniquely defined by
η : gce(L) → L
z(xγ) → xγ , xγ ∈ Lγ , γ 6= 0.
Proof. The ideal generated by the relations (T0)-(T2) is Γ-graded since its generators are
homogeneous elements of the free Lie algebra on X, Lie(X); therefore the quotient gce(L)
has a canonical grading which is induced from the grading on Lie(X) such that z(xγ) lies
in gce(L)γ . Relation (T0) implies that z(Lγ) is a k-module on generators {z(x) : x ∈ Lγ}.
Define
N˜ =
⊕
γ 6=0
z(Lγ).
Z˜γ =
∑
δ,γ−δ∈S×
[z(Lδ), z(Lγ−δ)], γ ∈ (S + S) \ S.
Z˜ =
∑
γ∈(S+S)\S
Z˜γ. (3.5)
By relation (T1)(b), the module Z˜ lies in the centre of gce(L). Consider the subspace of
gce(L) given by
L˜ = H˜ + N˜ + Z˜ ⊂ gce(L).
Let z(xγ) be a generator of gce(L), xγ ∈ Lγ where γ ∈ S×, and let n ∈ N˜ . We may
assume that n = z(yδ), yδ ∈ Lδ where δ ∈ S×. Thus
[z(xγ), n] ∈


H˜ γ + δ = 0
N˜ γ + δ ∈ S×
Z˜γ+δ γ + δ ∈ (S + S) \ S
Thus [z(x), N˜ ] ⊂ L˜. For g(y, w) ∈ H˜, Lemma 3.2.9 shows that
[g(y, w), z(xγ)] ∈ z(Lγ) ⊆ N˜
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since [[z(y), z(w)], z(x)] = z([[y, w], x]) ∈ z(Lγ).
The submodule Z˜ is central by (T1)(b) since it is spanned by homogeneous elements
whose degrees lie in (S + S) \ S, thus
[z(x), Z˜ ] = {0}.
The k-module N˜ ⊂ L˜ contains the generators of gce(L) and since we have just shown
that ad z(x) maps L˜ into itself for any generator z(x), x ∈ Lδ, it follows that L˜ = gce(L).
The sum N˜ + H˜ + Z˜ is direct by construction of the Γ-grading on gce(L). We have
therefore proven that
gce(L) = N˜ ⊕ H˜ ⊕ Z˜.
At this point we know the map η : z(Lγ) → Lγ, given by z(x) → x, is surjective and
maps gce(L)γ onto Lγ . Since L is generated by η(X), the map η extends to a map
L(η) : Lie(X)→ L. Moreover, L(η) factors through the relations in (T1) and (T2), thus
we obtain by factorization a uniquely defined Lie algebra epimorphism η : gce(L) → L
with the property that η(z(x)) = x for all x ∈ Lγ , γ 6= 0.
Corollary 3.2.11. With the same notation as in the proof of Proposition 3.2.10,
Z˜ ⊂ Z(gce(L))
In particular, if 0 6= γ ∈ (S + S) \ S, then gce(L)γ ⊂ Z(gce(L)).
Proof. By definition, the submodule Z˜ is spanned by [z(x), z(y)] where x ∈ Lα, y ∈ Lβ
and where α ∈ S, β ∈ S and α + β ∈ (S + S) \ S. According to relation (T1)(b) the
element [z(x), z(y)] is central in gce(L).
We can now obtain an improved version of Lemma 3.2.9.
Notation: For elements x1, . . . , xn in a Lie algebra we define
[xn, . . . , x1] = adxn ad xn−1 . . . ad x2(x1).
Lemma 3.2.12. For elements xk ∈ Lγk , 1 ≤ k ≤ n and 0 6=
∑n
k=1 γk ∈ suppL[
z(xn), z(xn−1), . . . , z(x1)
]
= z
([
xn, xn−1 . . . , x1
])
.
Proof. The proof is by induction on n. The formula is true for n ≤ 3 by Lemma 3.2.9.
Assume that it is proved for all n < N . Consider[
z(xN ), [z(xN−1), . . . , z(x1)]
]
If
∑N−1
j=1 γj 6= 0 we either have
∑N−1
j=1 γj ∈ suppL and in this case by (T1)[
z(xN ), [z(xN−1), . . . , z(x1)]
]
= z
(
[xN , . . . , x1]
)
,
or
∑N−1
j=1 γj /∈ suppL and then [z(xN−1), . . . , z(x1)] is central by Corollary 3.2.11 and
[xN−1, . . . , x1] = 0 so that[
z(xN ), [z(xN−1), . . . , z(x1)]
]
= 0 = z
(
[xN , . . . , x1]
)
.
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This finishes the case
∑N−1
j=1 γj 6= 0. So assume that
∑N−1
j=1 γj = 0. Then
[z(xN−1), . . . , z(x1)] ∈ gce(L)0, and hence can be written as linear combination[
z(xN−1), . . . , z(x1)
]
=
∑
j
g(uj, vj)
for ui ∈ Lγj , vi ∈ L−γi , some γi 6= 0. By Lemma 3.2.9[
z(xN ), g(ui, vi)
]
= z
([
xN , [ui, vi]
])
and summation over i yields∑
i
[
z(xN ), g(ui, vi)
]
= z
(
[xN , . . . , x1]
)
.
Proposition 3.2.13. Let L and L′ be objects in LAΓ such that suppΓ L = suppΓ L. If
f : L → L′ is an epimorphism in LAΓ, then the set map z(x) → z(f(x)), x ∈ Lγ,
γ 6= 0 extends uniquely to an LAΓ-epimorphism gce(f) : gce(L)→ gce(L′) such that the
following diagram commutes:
gce(L)
η

gce(f)
// gce(L′)
η

L
f
// L′
Proof. By assumption, gce(L′) is generated by
X ′ := {z((L′)γ) : γ 6= 0}.
Denote by I (resp. I′) the ideal in Lie(X) (resp. Lie(X ′)) generated by (T0)-(T2). Since
f is graded we have a set map
f : Xγ → (X ′)γ
w(x) 7→ w(f(x)).
where w(x) for x ∈ X resp. X ′ denotes the image of x in Lie(X) resp. Lie(X ′). By the
universal property of Lie(X), f extends to a homomorphism L(f) : Lie(X) → Lie(X ′).
We prove that I is mapped into I′. For (T0) there is nothing to check since Lie algebra
homomorphisms are always linear maps. For (T1) there are two cases. Throughout
x ∈ Lγ , y ∈ Lδ, γ, δ, γ + δ 6= 0.
- Let γ + δ ∈ suppΓ(L) = suppΓ(L′). Then
L(f) ([w(x), w(y)]− w([x, y])) = [w(f(x)), w(f(y))]− w(f([x, y]))
which is relation (T1)(a) for elements in X ′ with f(x) ∈ (L′)γ and f(y) ∈ (L′)δ.
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- Assume γ + δ /∈ suppΓ(L) and thus γ + δ /∈ suppΓ(L′).
L(f)[w(x), w(y)] = [w(f(x)), w(f(y))] = w([f(x), f(y))]
which is central in gce(L′) by (3.3b).
Next,
L(f)
[
[w(xγ), w(x−γ)], w(yγ)
]− w([[xγ, x−γ ], yγ])
=
[
[w(f(xγ)), w(f(x−γ))], w(f(yγ))
]− w(f([[xγ, x−γ], yγ]))
since f is a Lie algebra homomorphism. This proves that L(f) factors through (T2).
Since the ideals I and I′ are Γ-graded it follows that gce(f) is also graded, hence a
morphism in LAΓ. Since z(X
′) generates gce(L′) if follows that gce(f) is surjective.
Lemma 3.2.14. If f : L → L′ is an LAΓ-epimorphism such that ker f ⊂ L0 then f is
a central extension.
Proof. This is immediate from Lemma 3.1.15.
Proposition 3.2.15. Let L ∈ LAΓ.
(a) η : gce(L)→ L is a graded central extension of L.
(b) If L is perfect, then gce(L) is perfect and η : gce(L)→ L is a covering.
Proof. By Proposition 3.2.10, η is an epimorphism in LAΓ. Thus ker η is graded. We
have ker η ⊆ gce(L)0⊕ Z˜ with Z˜ defined by (3.5). Note that Z˜ is a central ideal in gce(L)
which is contained in ker η. Therefore gce(L) is a central extension, if the quotient map
η′ : gce(L)/Z˜ → L is a central extension. But ker η′ ⊂ gce(L)0 and Lemma 3.1.15 gives
that η′ is central extension. This proves (a).
It suffices to show that each generator is contained in [gce(L), gce(L)]. The Lie algebra
L is perfect. Thus for any xγ ∈ Lγ , γ 6= 0 there are xi ∈ Lδi , yi ∈ Lγ−δi such that
xγ =
n∑
i=1
[xi, yi].
By (T0) it suffices to prove that z([x, y]) ∈ [gce(L), gce(L)] where x ∈ Lδ and y ∈ Lγ−δ.
Assume first that δ 6= 0 and γ − δ 6= 0. Then it is an immediate consequence of (T1)
that
[z(x), z(y)] = z([x, y]) ∈ [gce(L), gce(L)].
For the case δ = 0 observe that L0 =
∑
γ 6=0[Lγ , L−γ ]. Thus each x ∈ L0 can be written
as x =
∑
i[xi, yi] with xi ∈ Lγi , yi ∈ L−γi and γi 6= 0. By Lemma 3.2.9 we obtain
z([x, y]) = z(
∑
i
[[xi, yi], y]) =
∑
i
[[z(xi), z(yi)], z(y)].
Therefore z([x, y]) ∈ [gce(L), gce(L)].
Combining this with (a) it follows that η is a perfect central extension, i.e., a covering.
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At this point we know by Proposition 3.2.15 that η : gce(L)→ L is a central extension
of L. Naturally the question arises under which conditions η is a universal central
extension.
Corollary 3.2.16. If L ∈ LAΓ is perfect, then the Lie algebras gce(uce(L)) and uce(L)
are isomorphic.
Proof. The epimorphism η : gce(uce(L)) → uce(L) is a covering. Hence we can apply
Lemma 3.1.12 and conclude that η is an isomorphism.
Theorem 3.2.17. Let L be an object in LAΓ which is perfect. Assume that the restric-
tion u|uce(L)γ : uce(L)γ → Lγ is bijective for all 0 6= γ ∈ suppL. Then
uce(L) ∼= gce(L).
Proof. By the universal property of uce the central extension f : uce(L)→ gce(L) is also
universal (Corollary 3.8 in [Neh09]). We define a map
σ :
⋃
γ∈suppL
z(Lγ)→
⋃
γ∈suppL
uce(L)γ , σ(z(xγ))→ u−1(xγ).
Then σ is well-defined and bijective since the restriction of u (resp. η) to uce(L)γ (resp.
gce(L)γ) is bijective for γ ∈ suppL. The image of σ generates uce(L)λ:
uce(L)λ =
∑
δ∈suppL
[uce(L)λ−δ, uce(L)δ]
and
uce(L)0 =
∑
06=λ∈suppL
[uce(L)λ, uce(L)−λ].
We claim that the elements {σ(z(xγ)) : 0 6= γ ∈ suppL} constitute a subset of uce(L)
fulfilling relations (T0)-(T2).
(T0) is clear because the restriction of f to uce(L)γ , 0 6= γ ∈ suppL is in particular a
k-module isomorphism.
Let x ∈ Lγ, y ∈ Lδ.
Case 1): γ + δ ∈ suppL.
σ(z([x, y]))− [σ(z(x)), σ(z(y))] ∈ ker f ∩ uce(L)γ+δ = {0}.
Hence
σ(z([x, y])) = [σ(z(x)), σ(z(y))].
Case 2): γ + δ /∈ suppL. Then
[f−1(z(x)), f−1(z(y))] ∈ ker f ⊂ Z(uce(L)).
For (T2) we use the central trick, let x, u ∈ Lγ, y ∈ L−γ , then
[σ(z(x)), σ(z(y))]− σ([z(x), z(y)]) ∈ ker f ⊂ Z(L).
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Thus we may choose any pre-image of [z(x), z(y)] and the following will hold:
[[σ(z(x)), σ(z(y))], σ(z(u))] = [σ([z(x), z(y)]), σ(z(u))].
Moreover,
[σ([z(x), z(y)]), σ(z(u))]− σ([[z(x), z(y)], z(u)]) ∈ ker f ∩ uce(L)γ = {0}.
Thus we have Lie algebra homomorphism
σ : gce(L)→ uce(L).
Since the restriction of σ ◦ f (resp. f ◦ σ) is the identity on a generating set of uce(L)
(resp. gce(L)) it follows that f is invertible as a Lie algebra homomorphism with inverse
σ. Thus f is an isomorphism.
Chapter 4
Tits-Kantor-Koecher constructions
4.1 The universal inner derivation algebra
Definition 4.1.1. A Jordan-Kantor Pair is a quadruple
P = (J,M) = ((J−, J+), (M−,M+))
of k-modules together with quadratic maps Qσ : Jσ → Hom(J−σ, Jσ), linear maps
◦ : Jσ → End(M−σ,M−σ), bilinear operators V σ : Mσ ×Mσ → End(Mσ) and bilinear
maps κ :Mσ ×Mσ → Jσ such that
1. J is a Jordan pair with quadratic maps Qσ, i.e., the following identities hold in all
scalar extensions of k: for a, c ∈ Jσ, b ∈ J−σ
Da,bQa = QaDb,a, (4.1)
DQab,b = Da,Qba, , (4.2)
QQab = QaQbQa (4.3)
where Qa,cb =: Da,bc is the linearization of the quadratic mapQ. We also abbreviate
Da,bc by {a, b, c}.
2. M is a special J-module with respect to ◦. In terms of identities this means:
{a, b, c} ◦ y = a ◦ (b ◦ (c ◦ y)) + c ◦ (b ◦ (a ◦ y))
for all a, c ∈ Jσ, b ∈ J−σ, y ∈M−σ.
3. For all (x, y) ∈ M , (z, w) ∈M :
[Vx,y, Vz,w] = VVx,yz,w − Vz,Vy,xw (4.4)
We also abbreviate Vx,yz by {x, y, z}.
4. κ(x, x) = 0 for x ∈Mσ.
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5. The maps and operators are compatible in the following sense:
for all a, c ∈ Jσ, b ∈ J−σ, x, u, z ∈Mσ, y, w ∈M−σ:
κ(x, z) ◦ y = {x, y, z} − {z, y, x} (4.5)
κ(x, z) ◦ (b ◦ u) = {z, b ◦ x, u} − {x, b ◦ z, u} (4.6)
κ(b ◦ x, y) ◦ z = b ◦ {x, y, z} − {y, x, b ◦ z} (4.7)
{κ(x, u), b, a} = κ(a ◦ (b ◦ x), z) + κ(x, a ◦ (b ◦ z)) (4.8)
{a, κ(y, w), c} = κ(a ◦ w, c ◦ y) + κ(c ◦ w, a ◦ y) (4.9)
κ(κ(z, u) ◦ y, x) = κ({x, y, z}, u) + κ(z, {x, y, u}) (4.10)
Given two Jordan-Kantor pairs P = (J,M) and P ′ = (J ′,M ′), a Jordan-Kantor homo-
morphism from P to P ′ is a quadruple of k-linear maps f = (f+J , f
−
J , f
+
M , f
−
M) such that
for all a ∈ Jσ, x, z ∈Mσ, y ∈M−σ
fσJQ
σ(a) = Q′
σ
(fσJ (x))f
−σ
J , f
σ
MVx,y = V
′σ
fσ
M
(x),f−σ
M
(y)f
σ
M , (4.11)
κ′(fσM(x), f
σ
M(z)) = f
σ
J (κ(x, z)), f
σ
M (a ◦ y) = fσJ (a) ◦′ f−σM (y).
Jordan-Kantor pairs form a catergory with morphisms the Jordan-Kantor homomor-
phisms.
Remark 4.1.2. Jordan-Kantor pairs were introduced by Benkart and Smirnov in [BS03,
3.1], but there it is only required that κ is anti-commutative. This is clearly equivalent
to κ(x, x) = 0 for all x if 1/2 ∈ k. Since the authors work over a base ring containing
1/2 our definition is an appropriate extension of theirs. Likewise Benkart and Smirnov
use different identities to define a Jordan pair which can be shown to be equivalent to
4.1 , 4.2 and 4.3 if 1/2 ∈ k and P does not have 3-torsion.
Example 4.1.3. Clearly, Jordan pairs are a subcategory of the category of Jordan-Kantor
pairs. All the constructions which follow can therefore also be carried out for a Jordan
pair.
Example 4.1.4. If 1/2, 1/3 ∈ k, then every Kantor pair embeds into a Jordan-Kantor
pair, see [BS03, 7.4].
The k-module P = J− ⊕ J+ ⊕M+ ⊕M− can be endowed with a 5-grading in the
following manner: P±2 = J±1, P±1 = M±1 and P±0 = {0}. We denote by E the subring
E := Endk(P )0 = {T ∈ Endk(P ) : T.P i ⊂ P i,−2 ≤ i ≤ 2},
the ring of all k-endomorphisms of P that preserve the 5-grading. Every element T of E
can be thought of as a block diagonal matrix
T =


T−2
T−1
T1
T2

 , where Ti ∈ EndP i.
For the sake of brevity we will write T = (T−2, T2) if T|M = 0 and T = (T−1, T1) if
T|J = 0. If p ∈ P i and T ∈ E then T.p := Ti.p.
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Definition 4.1.5. Let (a, b) ∈ J and (x, y) ∈ M . We define δ(a, b) ∈ Endk(P ) and
v(x, y) ∈ Endk(P ) by
δ(a, b)|J = (Da,b,−Db,a)
δ(a, b)(x, y) = (a ◦ (b ◦ x),−b ◦ (a ◦ y))
v(x, y)|M = (Vx,y,−Vy,x)
v(x, y)(a, b) = (κ(a ◦ y, x),−κ(b ◦ x, y))
Remark 4.1.6. For all (a, b) ∈ J and (x, y) ∈ M the linear operators δ(a, b) and v(x, y)
are elements of E.
Definition 4.1.7. The derivation algebra of P denoted by der(P ) consists of all T in E
which have the following properties:
[T,Da,b] = DT.a,b +Da,T.b [T, Vx,y] = VT.x,y + Vx,T.y (4.12)
T.(a ◦ y) = T.a ◦ y + a ◦ T.y T.κ(x, z) = κ(T.x, z) + κ(x, T.z) (4.13)
where a ∈ Jσ, b ∈ J−σ, x, z ∈ Mσ and y ∈ M−σ. It follows from (4.2), (4.4), (4.8) and
(4.9) that for all T ∈ der(T )
[T, δ(a, b)] = δ(T.a, b) + δ(a, T.b), [T, v(x, y)] = v(T.x, y) + v(x, T.y). (4.14)
It is easily checked that δ(a, b) and v(x, y) are derivations (see [BS03]). Hence der(P)
is a Lie subalgebra of E− which contains all δ(a, b) and v(x, y). By 4.14, the submodule
spanned by all δ(a, b) and v(x, y) is an ideal in der(P ), called the inner derivation algebra,
ider(P ).
Definition 4.1.8. Let I(P ) be the submodule of the direct sum (J+⊗J−)⊕(M+⊗M−)
which is generated by the following elements
x⊗ {yxy} − {xyx} ⊗ y, (4.15)
{xyu} ⊗ w + {uwx} ⊗ y − u⊗ {yxw} − x⊗ {wuy}, (4.16)
a⊗ {bab} − {aba} ⊗ b, (4.17)
{abc} ⊗ d− c⊗ {bad} + {cda} ⊗ b− a⊗ {bcd} (4.18)
κ(u, x)⊗ b− x⊗ (b ◦ u) + u⊗ (b ◦ x) (4.19)
a⊗ κ(y, w)− (a ◦ y)⊗ w + (a ◦ w)⊗ y (4.20)
for (a, b), (c, d) ∈ J , (x, y), (u, w) ∈M .
The quotient
(J+ ⊗ J−)⊕ (M+ ⊗M−)/I(P ) is denoted by uiderJKP (P ) or also by P ⋄ P
and the cosets x⊗ y + I(P ) and a⊗ b+ I(P ) by x ⋄ y (resp. a ⋄ b).
In the notation uiderJKP the subscript will often be omitted; it is our intention not to
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cause any confusion by doing so. This also holds for notation that is “derived” from this
one.
We define the cyclic homology of the Jordan-Kantor pair as
HC(P ) =
{∑
ai ⋄ bi +
∑
xj ⋄ yj :
∑
δ(ai, bi) +
∑
v(xj , yj) = 0
}
.
Remark 4.1.9. Our definition of HC(P ) is equivalent to [BS03, 5.3] if 1/2 ∈ k: The
relation (4.17) is omitted in their paper. It is easily seen that (4.17) and (4.18) are
equivalent whenever we have 1/2 ∈ k. The same holds for (4.15) and(4.16).
Remark 4.1.10. The module I(P ) is generated by elements which lie either in (J+⊗J−)
or in (M+⊗M−). Therefore the module uider(P ) has a decomposition (M ⋄M)⊕ (J ⋄J)
where J ⋄J := J+⊗J−/(I(P )∩(J+⊗J−)) andM ⋄M := M+⊗M−/(I(P )∩(M+⊗M−)).
Lemma 4.1.11. The k-module uider(P ) is a module for the Lie algebra der(P ) with
action defined as follows (for T ∈ der(P ), a ⋄ b ∈ J ⋄ J, x ⋄ y ∈M ⋄M):
T.(a ⋄ b) = T.a ⋄ b+ a ⋄ T.b and T.(x ⋄ y) = T.x ⋄ y + x ⋄ T.y
Proof. The k-module (J+⊗J−)⊕ (M+⊗M−) has a canonical E-module structure, given
by T (a⊗ b) = T.a⊗ b+ a⊗ T.b and T (x⊗ y) = T.x⊗ y + x.⊗ T.y, and this defines an
E
−-action on (J+ ⊗ J−)⊕ (M+ ⊗M−). It suffices therefore to show that every element
T ∈ der(P ) leaves the submodule I(P ) invariant, or, equivalently that every spanning
element of I(P ) is mapped by T into I(P ). Note that {aba}⊗b−a⊗{bab} = δ(a, b)(a⊗b)
and {xyx} ⊗ x − x ⊗ {yxy} = v(x, y)(x ⊗ y). The relations (4.16) resp. (4.18) can be
rewritten as δ(a, b)(c ⊗ d) + δ(c, d)(a ⊗ b) resp. v(x, y)(w ⊗ z) + v(z, w).(x ⊗ y). This
observation greatly simplifies the calculation:
T.(δ(a, b)(a⊗ b)) = [T, δ(a, b)].(a⊗ b) + δ(a, b)T.(a⊗ b)
= δ(T.a, b)(a⊗ b) + δ(a, T.b)(a⊗ b)
+δ(a, b)(T.a⊗ b) + δ(a, b).(a⊗ T.b)
= δ(T.a, b)(a⊗ b) + δ(a, b)(T.a⊗ b)
+δ(a, b).(a⊗ T.b) + δ(a, T.b).(a⊗ b) ∈ I(P )
The computation for v(x, y).(x⊗ y) ∈M is the same.
For elements of the form (4.16):
T.(δ(a, b)(c⊗ d) + δ(c, d)(a⊗ b)) = [T, δ(a, b)].(c⊗ d) + δ(a, b)T.(c⊗ d)
+[T, δ(c, d)](a⊗ b) + δ(c, d)T (a⊗ b)
= δ(T.a, b)(c⊗ d) + δ(c, d)(T.a, b)
+δ(a, T.b)(c⊗ d) + δ(c, d)(a⊗ T.b)
+δ(a, b)(T.c⊗ d) + δ(T.c, d)(a⊗ b)
+δ(a, b)(c⊗ T.d) + δ(c, T.d)(a⊗ b) ∈ I(P )
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It follows in an analogous fashion that T (v(x, y).(w ⊗ z) + v(z, w).(x⊗ y)) ∈ I(P ). For
an element of the form (4.19):
T.(κ(z, x)⊗ b− x⊗ (b ◦ z) + z ⊗ (b ◦ x))
= T.κ(z, x)⊗ b+ κ(z, x)⊗ T.b− T.x⊗ (b ◦ z)
−x⊗ T.(b ◦ z) + T.z ⊗ (b ◦ x) + z ⊗ T.(b ◦ x)
= κ(T.x, z)⊗ b− T.x⊗ (b ◦ z) + z ⊗ (b ◦ T.x)
+κ(x, T.z)⊗ b− x⊗ (b ◦ T.z) + T.z ⊗ (b ◦ x)
+κ(z, x)⊗ T.b− x⊗ (T.b ◦ z) + z ⊗ (T.b ◦ x) ∈ I(P )
Therefore the algebra derP acts on I(P ) and thus there is a well-defined der(P ) action
on uider(P ).
The following Lemma is identical to [BS03, Prop. 5.18] in case 1/2, 1/3 ∈ k.
Lemma 4.1.12. Let P be a Jordan-Kantor pair. Then
(i) The ider(P )-module uider(P ) is a Lie algebra with bracket defined by
[a ⋄ b, c ⋄ d] = δ(a, b).c ⋄ d+ c ⋄ δ(a, b).d
[x ⋄ y, u ⋄ v] = v(x, y).u ⋄ v + u ⋄ v(x, y).v
[a ⋄ b, x ⋄ y] = δ(a, b).x ⋄ y + x ⋄ δ(a, b).y
[x ⋄ y, a ⋄ b] = v(x, y).a ⋄ b+ a ⋄ v(x, y).b
(ii) The k-linear map udJKP : uider(P )→ ider(P ) given by linear extension of udJKP :
a ⋄ b 7→ δ(a, b), x ⋄ y 7→ v(x, y) is a central extension of Lie algebras.
Proof. We have seen in (4.12) that ider(P ) is an ideal of der(P ) with Lie bracket defined
by [T, δ(a, b)] = δ(T.a, b)+δ(a, T.b) and [T, v(x, y)] = v(T.x, y)+δ(x, T.y) for T ∈ ider(P ).
By restriction, uider(P ) is a Lie algebra module for ider(P ). Moreover, let (a, b), (c, d) ∈ J
and (x, y), (u, w) ∈ M, then [δ(a, b), δ(a, b)] = δ(δ(a, b)a, b) + δ(a, δ(a, b)b) = 0 similarly,
v(v(x, y)x, y) + v(x, v(x, y)y) = 0, [δ(a, b), δ(c, d)] + [δ(c, d), δ(a, b)] = [v(x, y), v(u, w)] +
[v(u, w), v(x, y)] = 0. Further, (4.8) and (4.9) show that δ(a, κ(y, w)) = v(a◦y, w)−v(a◦
w, y) and δ(κ(u, x), b) = v(x, b ◦ u) + v(u, b ◦ x).
According to these observations, there is a well-defined linear map ud : uider(P ) →
ider(P ) obtained by extending: a ⋄ b 7→ δ(a, b), x ⋄ y 7→ v(x, y). The bracket defined in
(i) can be expressed as [p, q] = ud(p).q for p, q ∈ uider(P ). It suffices therefore to check
the two conditions of Lemma 3.1.6. By (4.15) ud(a ⋄ b).(a ⋄ b) = ud(x ⋄ y).(x ⋄ y) = 0
and similarly (4.16) is equivalent to ud(a ⋄ b).c ⋄ d+ ud(c ⋄ d).a ⋄ b = ud(x ⋄ y).(w ⋄ z) +
ud(w ⋄ z).(x ⋄ y) = 0.
Moreover, ud(x ⋄ y).a ⋄ b = κ(a ◦ y, x) ⋄ b− a ⋄ κ(b ◦ x, y) and by (4.19) and (4.20) this is
equal to x⋄(b◦(a◦y))−a◦y ⋄b◦x+a◦y ⋄b◦x−a◦ (b◦x)⋄y. By definition of δ(a, b) this
equals −x⋄δ(a, b)y−δ(a, b)x⋄y = −δ(a, b)(x⋄y). Hence, ud(x⋄y).a⋄b = −ud(a⋄b).x⋄y
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as required.
It suffices to check [ud(p), ud(q)] = ud(ud(p).q) for elements p, q in J ⋄ J, M ⋄M or P.
First case: p ∈ J ⋄ J , q ∈M ⋄M.
[ud(a ⋄ b), ud(x ⋄ y)] = [δ(a, b), v(x, y)]
= δ(δ(a, b)x, y) + δ(x, δ(a, b).y)
= ud(δ(a, b).x ⋄ y + x ⋄ δ(a, b).y)
= ud(δ(a, b).(x ⋄ y))
= ud(ud(a ⋄ b).(x ⋄ y))
Second case: p, q ∈ (J ⋄ J) or p, q ∈ (M ⋄M).
[ud(a ⋄ b), ud(c ⋄ d)] = [δ(a, b), δ(c, d)]
= δ(δ(a, b)c, d) + δ(c, δ(a, b).d)
= ud(δ(a, b).c ⋄ b+ c ⋄ δ(a, b).d)
= ud(δ(a, b).(c ⋄ d))
= ud(ud(a ⋄ b).(c ⋄ d))
It is also a straightforward verification that by (4.19), we have δ(a, b)(x ⋄ y) + v(x, y)(a ⋄
b) = 0. For the other cases replace δ by v, (a, b) by (x, y) and (c, d) by (z, w). The
calculations are identical in both cases.
We can apply Lemma 3.1.6 and conclude that udJKP : uider(P ) → ider(P ) is a central
extension of Lie algebras.
Definition 4.1.13. If P is a Jordan-Kantor pair, then udJKP : uider(P )→ ider(P ) will
from now on always denote the map defined in Lemma 4.1.12.
Proposition 4.1.14. Let f : P → Q be a homomorphism of Jordan-Kantor pairs. Then
uider(f) : uider(P ) → uider(Q)
a ⋄ b 7→ f(a) ⋄ f(b) ∈ J
x ⋄ y 7→ f(x) ⋄ f(y) ∈M
is a Lie algebra homomorphism and the assignment uiderJKP : P → uider(P ), uider :
f → uider(f) is a covariant functor from the category of Jordan-Kantor pairs to the
category of Lie algebras.
Proof. By Lemma 4.1.12, uider(P ) is a Lie algebra. Let (fJ , fM) : P → Q be
a morphism of Jordan-Kantor pairs where P = (JP ,MP ) and Q = (JQ,MQ). By
the universal property of the tensor product f extends uniquely to a map f ⊗ f =
(f+J ⊗ f−J , f+M ⊗ f−M) : J+P ⊗ J−P +M+P ⊗M−P → J+Q ⊗ J−Q +M+Q ⊗M−Q . It is sufficient
to prove that (f ⊗ f)(I(P )) ⊂ I(Q), see Definition 4.1.8. Throughout (a, b), (c, d) ∈ JP ,
(x, y), (u, w) ∈MP . The map f : P → Q is a homomorphism, therefore
f(δ(a, b)c)⊗ f(d) = δ(f(a), f(b))f(c)⊗ f(d)
f(c⊗ δ(a, b)d) = f(c)⊗ δ(f(a), f(b))f(d)
f(v(x, y)z)⊗ f(w) = v(f(x), f(y))f(z)⊗ f(w)
f(z ⊗ v(x, y)w) = f(z)⊗ v(f(x), f(y))f(w)
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These identities show that f maps the elements defined in (4.15) and (4.16) into I(Q)
and that f sends elements of the form (4.17) and (4.18) to elements of I(Q). By the
same argument, the following equalities hold true:
f(a) ◦ f(y) = f(a ◦ y), f(b) ◦ f(x) = f(b ◦ x)
f(κ(u, x)) = κ(f(u), f(x)), f(κ(y, w)) = κ(f(y), f(w))
Hence it is easy to see that f respects also relations of the form (4.19). By factorization,
we obtain a well-defined module homomorphism uider(f) : uider(P )→ uider(Q).
It remains to show that uider(f) is a Lie algebra homomorphism. For the product
on uider(P ) and uider(Q) defined by the equations in Lemma 4.1.12, we easily check
[f(a) ⋄ f(b), f(c) ⋄ f(d)] = [uider(f)(a ⋄ b), uider(f)(c ⋄ d)] = uider(f) ([a ⋄ b, c ⋄ d]) , and
likewise, [f(a)⋄f(b), f(x)⋄f(y)] = [uider(f)(a⋄ b), uider(f)(x⋄y)] = uider ([a ⋄ b, x ⋄ y]) ,
[f(u) ⋄ f(w), f(x) ⋄ f(y)] = [uider(f)(u ⋄ w), uider(f)(x ⋄ y)] = uider ([u ⋄ w, x ⋄ y]) .
The Lie bracket on uider(P ) is given by [X, Y ] = ud(X).Y where the inner deriva-
tion algebra acts canonically on the tensor product and factors through I(P ), see
Proposition 4.1.12. Thus uider(f)([X, Y ]) = uider(f)(ud(X).Y ) = f(ud(X)).f(Y ) =
ud(f(X)).f(Y ) = [uider(f)(X), uider(f)(Y )] and this proves that uider(f) is a homo-
morphism of Lie algebras. Covariance of the functor is easily checked.
The results for the special case of a Jordan pair are as follows.
Definition 4.1.15. Let V be a Jordan pair. The universal derivation algebra of V is
the k-module uider(V ) := V + ⊗ V −/I(V ) where I(V ) is the k-submodule generated by
the elements
δ(x, y)(u⊗ v) + δ(u, v)(x⊗ y), and δ(x, y)(x⊗ y), (x, y), (u, v) ∈ V.
The coset x⊗ y + I(V ) is denoted by x ⋄ y.
Corollary 4.1.16. Let V be a Jordan pair. The k-module uider(V ) is a Lie algebra
under the product [x ⋄ y, u ⋄ v] = δ(x, y)(u ⋄ v).
Moreover, the map ud : uider(V )→ ider(V ) defined by linear extension of x⋄ y 7→ δ(x, y)
is a central extension of Lie algebras with kernel
HC(V ) := {
∑
xi ⋄ yi :
∑
δ(xi, yi) = 0}.
The assignment uiderJP : V → uider(V ), uider : f → uider(f) is a covariant functor
from the category of Jordan pairs to the category of Lie algebras.
4.2 (Universal) Tits-Kantor-Koecher algebras
4.2.1 Tits-Kantor Koecher algebras
Definition 4.2.1. Let P = (J,M) be a Jordan-Kantor pair and let D0 be a Lie algebra
with bracket [ , ]0 such that
uider(P )
f
// D0
g
// ider(P )
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is a sequence of central extensions with g ◦ f = ud. Define on Lˆ(D0) := P ⊕ D0 =
J+ ⊕M+ ⊕D0 ⊕M− ⊕ J− a product by bilinear extension of
[f(X ′), f(Y ′)] = [f(X ′), f(Y ′)]0, (4.21)
[(a, x), (b, y)] = a ◦ y + f(a ⋄ b) + f(x ⋄ y)− b ◦ x, (4.22)
= − [(b, y), (a, x)] , (4.23)
[f(X ′), (a, x)] = (ud(X ′).a, ud(X ′).x), (4.24)
= − [(a, x), f(X ′)] , (4.25)
[f(X ′), (b, y)] = (ud(X ′).b, ud(X ′).y), (4.26)
= − [(b, y), X ] , (4.27)
[(a, x), (c, u)] = (0, κ(x, z)), (4.28)
[(b, y), (d, w)] = (0, κ(y, w)), (4.29)
for (a, b), (c, d) ∈ J , (x, y), (u, w) ∈M and X ′, Y ′ ∈ uider(P ).
Remark 4.2.2. Since f is a Lie algebra epimorphism and the multiplication in P and
the induced action of uider(P ) on P are all well-defined it follows that the product is
indeed well-defined. Bilinearity of the product is also clear. This gives Lˆ(D0) an algebra
structure with 5-graded product [ , ].
We are now ready to define the Tits-Kantor-Koecher algebra of a Jordan-Kantor pair
P :
Definition 4.2.3. ForD0 = ider(P ), f = uider(P ), g = id, the algebra of Definition 4.2.1
is called the Tits-Kantor-Koecher algebra of P or TKK(P ).
For D0 = uider(P ), f = id, g = uider(P ) the algebra of Definition 4.2.1 is called the
universal Tits-Kantor-Koecher algebra of P or ULE(P ). Here ULE stands for universal
Lie envelope. Then
ULE(P ) = P ⊕ uider(P ).
For h : P → Q a morphism of Jordan-Kantor pairs define
ULE(h) : P ⊕ uider(P )→ Q⊕ uider(Q)
ULE(h) := (h, uider(h))
Since uider is a functor, it is clear that ULE( ) is a functor with respect to the alge-
bra structure defined in Definition 4.2.1. In particular, ULE(h) as defined above is a
morphism.
4.2.2 The universal property and the functor ULE
We would like to establish central extensions of TKK(V ) and their relationship to the
central extension ULE(V ) → TKK(V ). It will turn out that ULE(V ) has a universal
property which is closely related to the universal property of uce(TKK(V )), if V is perfect
in the sense of Definition 4.2.10.
The following proposition extends [BS03, Thm. 5.16].
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Proposition 4.2.4. Let P be a Jordan-Kantor pair
(i) The algebra Lˆ(D0) is a 5-graded Lie algebra.
(ii) There are unique graded central extensions fˆ : ULE(P )→ Lˆ(D0) and gˆ : Lˆ(D0)→
TKK(P ) such that fˆ |P = gˆ|P = idP .
(iii) The map ULE is a covariant functor from the category of Jordan-Kantor pairs to
the category of Lie algebras.
In particular, for every homomorphism f : P → Q of Jordan-Kantor pairs, the
homomorphism ULE(f) : ULE(P ) → ULE(Q) is the unique map that renders the
diagram below commutative
P //
f

ULE(P )
ULE(f)

Q // ULE(Q).
Proof. (i) We have to show that the product [ , ] is alternating and fulfills the Jacobi
identity.
Since Lˆ(D0) is a graded algebra with respect to [ , ] it suffices to consider homogeneous
elements. The space D0 is by definition a Lie algebra in its own right, so we may restrict
to pairs or triplets of elements where at least one of the elements is not of degree 0.
Then Definition 4.2.1 explicitly states that the bracket between elements in P and D0 is
anti-commutative. For an element p = ((a, b), (x, y)) ∈ P
[p, p] = [(a, b), (a, b)] + [(a, b), (x, y)]
+[(x, y), (a, b)] + [(x, y), (x, y)]
= [δ(a, b)a, b] + [a, δ(a, b)b] + [δ(a, b)x, y] + [x, δ(a, b).y]
+[δ(x, y)a, b] + [a, δ(x, y).b] + [v(x, y).x, y] + [x, v(x, y)]
= f(δ(a, b)(a ⋄ b)) + f(δ(a, b)(x ⋄ y))
+f(δ(x, y)(a ⋄ b)) + f(v(x, y)(x ⋄ y))
and this is zero, since f : uider(P )→ D0 is well-defined. Thus [p, p] = 0.
For the Jacobi identity it suffices again to consider homogeneous elements. It suffices
to check the Jacobi identity on ULE(P ), since Lˆ(D0) is an algebra homomorphism.
Let X, Y ∈ D0 and choose X ′ and Y ′ in uider(P ) such that ud(X ′) = g(X) = T and
g(Y ′) = Y = S.
The module P is a Lie algebra module for g(D0) = ider(P ), thus if degX ′ = deg Y ′ =
0 and r ∈ P then [[X, Y ], r] = g([X ′, Y ′]).r = g(X ′).g(Y ′).r−g(Y ′).g(X ′).r = [T, [S, r]]−
[S, [T.r]] which shows the Jacobi identity in this case.
We do not have to check the Jacobi identity for elements whose degree sum up to an
integer smaller than −2 or greater than 2, since, in this case, all the three terms are
already zero. The remaining cases are:
(i) (x, a) ∈ P σ, (z, c) ∈ P σ, X ∈ D0 as above,
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(ii) (x, a) ∈ P σ, (y, b) ∈ P−σ,X ∈ D0 as above,
(iii) (x, a) ∈ P σ, (z, c) ∈ P σ, (y, b) ∈ P−σ.
(i) (x, a) ∈ P σ, (z, c) ∈ P σ, X ∈ D0 as above.
[[(x, a), (z, c)], X ] = [κ(x, z), X ]
= −[X, κ(x, z)] = −T.κ(x, z)
= −(κ(T.x, z) − κ(z, T.x)
= [(x, a)[(z, c), X ]]− [(z, c)[(x, a), X ]]
In the last equation it was possible to re-introduce a and c because the last line
does not depend on the choice of the elements in Jσ.
(ii) (x, a) ∈ P σ, (y, b) ∈ P−σ,X ∈ D0 as above.
[X, [(x, a), (y, b)]] = [X, (−b ◦ x, 0)−σ + f(a ⋄ b) + f(x ⋄ y) + (a ◦ y, 0)σ]
= −T.(b ◦ x) + [X, f(a ⋄ b)] + [X, f(x ⋄ y)] + T.(a ◦ y)
= −(T.b ◦ x)− (b ◦ T.x) + f(T.a ⋄ b+ a ⋄ T.b)
+f(T.x ⋄ y + x ⋄ T.y) + T.a ◦ y + a ◦ T.y
= [(x, a), (T.y, b) + (y, T.b)]− [(y, b), (T.x, a) + (a, T.x)]
= [(x, a), [X, (y, b)]]− [(y, b), [X, (x, a)]]
(iii) Let (x, a) ∈ P+, (z, c) ∈ P+, t = (y, b) ∈ P−, the case where all three signs are
multiplied by −1 can be obtained in the same fashion.
[(x, a), [(y, b), (z, c)]] = [(x, a), (b ◦ z, 0)− f(c ⋄ b)− f(z ⋄ y)− (c ◦ y, 0)]
= δ(c, b)a+ v(z, y)a− κ(x, c ◦ y) + a ◦ (b ◦ z)
+v(z, y)x+ δ(c, b)x+ f(x ⋄ (b ◦ z))
[(z, c)[(x, a), (y, b)]] = −δ(a, b).c− v(x, y).c+ κ(z, a ◦ y)− c ◦ (b ◦ x)
− δ(a, b).z − v(x, y).z − f(z ⋄ (b ◦ x))
[(y, b), [(z, c), (x, a)]] = [(y, b), κ(x, z)]
= −f(κ(x, z) ⋄ b)− κ(x, z) ◦ y
Thus the homogeneous components of [(x, a), [(y, b), (z, c)]]+[(y, b), [(z, c), (x, a)]]+
[(z, c)[(x, a), (y, b)]] are as follows: In degree 2: δ(c, b)a + v(z, y)a − δ(a, b).c −
v(x, y).c−κ(x, c ◦ y)+κ(z, a ◦ y) = v(z, y)a− v(x, y).c−κ(x, c ◦ y)+κ(z, a ◦ y) = 0
by Definition 4.1.5 and (4.5). In degree 1, one obtains v(z, y)x + δ(c, b)x + x ⋄
(b ◦ z) − z ⋄ (b ◦ x) + a ◦ (b ◦ z) − c ◦ (b ◦ x) − δ(a, b).z − v(x, y)z − κ(x, z) ◦ y.
Again by (4.5) we have that 0 = v(z, y)x − v(x, y)z − κ(x, z) ◦ y, and further
δ(c, b)x− c ◦ (b ◦ x) + a ◦ (b ◦ z)− δ(a, b).z = 0 by definition of δ. Lastly, in degree
0, f(x ⋄ (b ◦ z)− z ⋄ (b ◦ x)− κ(x, z) ⋄ b) = 0 by (4.19).
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(ii) Let f = id. Then by (i) ULE(P ) = Lˆ(uider(P )) is a Lie algebra. If g = id, then (i)
shows that TKK(P ) is a Lie algebra.
Since P generates Lˆ(D0), it follows that fˆ and gˆ are onto. It is also clear that fˆ and gˆ
are 5-graded, with ker fˆ = ker f ⊂ ULE(P )0 and ker gˆ = ker g ⊂ D0. Thus Lemma 3.1.15
implies that the homomorphisms are central extensions.
(iii) Remark 4.2.2 already states that ULE(h) is an algebra morphism. Combined with
(ii) this gives that ULE(h) is a Lie algebra homomorphism. Since uider is covariant
and preserves the identity morphism, it follows that ULE is also covariant and that
ULE(idP ) = (idP , uider(idP )) = idULE(P ).
Definition 4.2.5. Proposition 4.2.4 gives a uniquely determined central extension
uˆd : ULE(P )→ TKK(P )
such that ker uˆd = HC(P ).
Definition 4.2.6. Let L be a 5-graded Lie algebra. We say that L is of Jordan-Kantor-
type if the pair (L2, L−2) can be endowed with the structure of a Jordan pair J such
that Jσ = Lσ, D
σ(a, b) = ad[a, b]|Lσ , and L0 = [L−1, L−1] + [L−2.L2].
Proposition 4.2.7. If L is of Jordan-Kantor type, then ((L2, L−2), (L1, L−1)) is a
Jordan-Kantor pair, with respect to v(x, y) = ad[x, y] for x ∈ Lσ, y ∈ L−σ and
κ(x, u) = [x, u] for x, u ∈ Lσ.
Let L be a 5-graded Lie algebra such that L0 = [L−1, L−1] + [L−2.L2]. If 1/2 ∈ k and L
does not have 3-torsion, then L is of Jordan-Kantor type.
Proof. Let σ = ±. If 1/2 ∈ k, then Qσa = −1/2(ad(a))2, a ∈ Lσ2 is a quadratic map from
Lσ2 into Hom(L−σ2, Lσ2). For a, c ∈ Lσ2 and b ∈ L−σ2 the linearized operator acts as
Qσa,c(y) = −1/2(ad(a+ c))2(b) +−1/2(ad(a))2(b)−−1/2(ad(c))2(b)
= −1/2([a+ c, [a + c, b]]− [a, [a, b]]− [c, [c, b]])
= −1/2([a, [c, b]] + [c, [a, b]])
Since [a, c] = 0 this equals
−1/2([c, [a, b]]− [[a, b], c]) = ad[a, b](c).
Thus Da,b(c) = Qa,c(b) = ad[a, b]. The Jacobi identity implies in particular that for
elements a, c ∈ Lσ2, b, d ∈ L−σ2
[ad[a, b], ad[c, d]] = ad[c, ad[a, b]d] + ad[ad[a, b]c, d].
Since 1/2 ∈ k and L does not have 3-torsion in particular L does not have 6-torsion
Thus by [Loo75], (L2, L−2) is a Jordan pair with quadratic operators Q
σ. The remaining
identities for a Jordan-Kantor pair are quite straightforward computations which require
only the axioms for a Lie algebra.
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Definition 4.2.8. If L is of Jordan-Kantor type, then we denote the Jordan-Kantor pair
((L2, L−2), (L1, L−1)) by PL.
See [BS03, Thm. 5.18] for the following result, if 1/2, 1/3 are in k.
Corollary 4.2.9. Let L be a 5-graded Lie algebra of Jordan-Kantor type.
(i) There are uniquely defined graded central extensions
fˆ : ULE(PL) → L
gˆ : L → TKK(PL)
such that gˆ ◦ fˆ = uˆd and fˆ |PL = idPL.
(ii) The Lie algebra ULE(P ) is universal in the following sense: For any homomor-
phism of Jordan-Kantor pairs h : P → PL there exists a unique extension h˜ of h
to a graded Lie algebra homomorphism h˜ : ULE(P )→ L.
Proof. If such a fˆ exist, then it is uniquely determined by the condition: fˆ |PL = idPL.
In this case, we also have gˆ|PL = idPL.
(i) In view of Lemma 4.2.4 it suffices to show that there is a chain of central extensions
uider(PL)
f→ L0 g→ ider(PL) such that g◦f = ud. If L is of Jordan-Kantor type then
L0 = [L2, L−2] + [L1, L−1] and thus L0 is a quotient of L2 ⊗ L−2 + L1 ⊗ L−1. Since
the Lie bracket is bilinear and alternating, there is a well-defined epimorphism of
the following form
f˜ : L2 ⊗ L−2 + L1 ⊗ L−1 → L0,
a⊗ b 7→ [a, b], (a, b) ∈ JL,
x⊗ y 7→ [x, y], (x, y) ∈ML.
Let JL = (L2, L−2) andML = (L1, L−1) be the Jordan resp. the Kantor components
of L. Then, for (a, b) ∈ JL and (x, y) ∈ ML, the Jordan-Kantor pair structure on
(JL,ML) gives adL[a, b] = δ(a, b) and adL[x, y] = v(x, y) when restricted to JL⊕ML.
For (a, b) and (c, d) in JL, this gives us the following identities:
0 = [[a, b], [a, b]]
= [δ(a, b)a, b] + [a, δ(a, b)b]
= [{a, b, a}, b]− [a, {b, a, b}]
0 = [[a, b], [c, d]] + [[c, d], [a, b]]
= [δ(a, b)c, d] + [c, δ(a, b)d] + [δ(c, d)a, b] + [a, δ(c, d)b]
= [{a, b, c}, d]− [c, {b, a, d}] + [{c, d, a}, b] + [a, {c, d, b}]
and likewise for (x, y) and (u, w) in ML
0 = [[x, y], [u, w]]
= [{x, y, x}, y]− [x, {y, x, y}]
0 = [[x, y], [u, w]] + [[u, w], [x, y]]
= [{x, y, u}, w]− [u, {y, x, w}] + [{w, u, x}, y] + [x, {u, w, y}].
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The calculations above show that f˜ factors through the submodule generated by
(4.15) to (4.18). It follows similarly that
0 = [a, [y, w]]− [a ◦ y, w] + [a ◦ w, y],
0 = [[u, x], b] + [u, b ◦ w]− [x, b ◦ u].
Therefore, f˜ also factors through (4.19) and we have a Lie algebra epimorphism
f : uider((JL,ML))→ L0,
a ⋄ b 7→ [a, b], (a, b) ∈ JL,
x ⋄ y 7→ [x, y], (x, y) ∈ML.
For any finite number of elements ((ai, bi), (xi, yi)) ∈ P,
∑
i[ai, bi] + [xi, yi] = 0
implies that ad(
∑
i[ai, bi] + [xi, yi])|PL =
∑
δ(ai, bi) + v(xi, yi) = 0. Hence there is
a well-defined Lie algebra homomorphism:
g : L0 → ider((JL,ML)),
[a, b] 7→ δ(a, b), (a, b) ∈ JL,
[x, y] 7→ δ(x, y), (x, y) ∈ML.
It is obvious that g ◦ f = ud. Therefore ker f ⊂ Z(L). Assume z ∈ ker g. Then
ad z|P = 0, since g is onto and ider(P ) acts faithfully on P. However, P generates
L, hence z ∈ Z(L0). Hence f and g are central extensions.
Using the notation in Lemma 4.2.4 with P = PL and D
0 = L0, it is easy to see that
L = Lˆ(D0). Thus there is a unique Lie algebra homomorphism fˆ : ULE(PL) → L
such that fˆ |PL = id. Lemma 4.2.4(iii) gives for every Jordan-Kantor homomorphism
h : P → PL the existence of a unique Lie algebra morphism ULE(h) : ULE(P ) →
ULE(PL) which extends h : P → PL. Thus h˜ = fˆ ◦ ULE(h) has the properties
required in (ii). Let h′ be another Lie algebra homomorphism h′ : ULE(P ) → L
such that h′|P = h. Since P generates ULE(P ) as Lie algebra, this determines h′
on all of ULE(P ). Therefore h = h˜.
Definition 4.2.10. A perfect Jordan-Kantor pair is a Jordan-Kantor pair P such that
for σ = ±:
Jσ = {JσJ−σJσ}+ κ(Mσ,Mσ),
Mσ = {MσM−σMσ}+ Jσ ◦M−σ.
Lemma 4.2.11. The following are equivalent:
(i) P is a perfect Jordan-Kantor pair.
(ii) TKK(P ) is a perfect Lie algebra.
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(iii) ULE(P ) is a perfect Lie algebra.
(iv) There is a perfect Lie algebra L of Jordan-Kantor type such that PL = P (as Jordan
-Kantor pair).
Proof. We prove (i) =⇒ (iii) =⇒ (ii) =⇒ (i), and (iii) =⇒ (iv) =⇒ (ii).
Assume that P is a perfect Jordan-Kantor pair. As Lie algebra ULE(P ) is generated by∑
i 6=0 P
i. It suffices therefore to show that P i ⊂ [ULE(P ),ULE(P )] for −2 ≤ i ≤ 2. If
i = σ2,, σ = ±, then {JσJ−σJσ} + κ(Mσ,Mσ) = [Jσ, [J−σ, Jσ]] + [Mσ,Mσ] = P σ2 ⊂
[ULE((P )),ULE(P )]. For i = σ1 a similar argument works: {MσM−σMσ}+J−σ◦Mσ) =
[Mσ[M−σMσ]] + [J−σ,Mσ] = P σ1 ⊂ [ULE(P ),ULE(P )]. Thus (i) implies (iii). The
implication (iii) =⇒ (ii) is clear, since TKK(P ) is an epimorphic image of ULE(P ).
If TKK(P ) is perfect then
Jσ = [[Jσ, J−σ], Jσ] + [[Mσ,M−σ], Jσ] + [Mσ,Mσ] ⊂ {JσJ−σJσ}+ κ(Mσ,Mσ)
and
Mσ = [[J−σ, Jσ],Mσ] + [[M−σ,Mσ],Mσ] + [Jσ,M−σ] = {MσM−σMσ}+ Jσ ◦M−σ.
Thus P is perfect, i.e (ii) =⇒ (i).
Now (iii) implies (iv) since ULE(P ) is such a Lie algebra. Assume (iv). By 4.2.9, L is a
central extension of TKK(P ) whence TKK(P ) is perfect which is (ii).
Every Jordan-Kantor pair P comes with an involution, the “flip” that exchanges
the positive and the negative parts. The Jordan-pair obtained in this way is called the
opposite pair of P and it is denoted by P op. It is very easy to check that the following
holds.
Proposition 4.2.12. Let P be a Jordan-Kantor pair and P op the opposite pair of P .
Then
(i) TKK(P ) ∼= TKK(P op),
(ii) ULE(P ) ∼= ULE(P op),
(iii) P is perfect if and only if P op is perfect.
The central extension uce(L) vs. the central extension ULE(P )
Recall the construction of uce(L) where L is a Γ-graded Lie algebra which we described
in Definition 3.1.7.
Corollary 4.2.13. Let P be a perfect Jordan-Kantor pair, L = TKK(P ) and endow
uce(L) with the canonical Z-grading obtained from the Z-grading on L. Then there is a
Lie algebra isomorphism uce(L)0 → uider(P ), given by 〈a, b〉 7→ a ⋄ b, 〈x, y〉 → x ⋄ y for
(a, b) ∈ J, (x, y) ∈M. In particular, for u : uce(L)→ L, we have
(ker u)0 ∼= HC(P ).
40 CHAPTER 4. TITS-KANTOR-KOECHER CONSTRUCTIONS
Proof. By the universal property of uce(L) there is a unique homomorphism f such that
the following diagram commutes
uce(L)
f
//

ULE(P )
udJKP

[L, L] // TKK(P )
.
Now restrict to the zero component. For any Lie algebra K in this diagram we have
[K,K]0 = K0. This gives a surjective Lie algebra homomorphism f0 : (uce(L))0 →
ULE(P )0 = uider(P ) which is uniquely determined by 〈x, y〉 → x ⋄ y and 〈a, b〉 → a ⋄ b.
Define g : x⊗y → x∧y and g : a⊗b→ a∧b for (x, y) ∈M, (a, b) ∈ J. It suffices to prove
that g respects the relations in I(P ) : For relations of the form x⊗ {yxy} − {xyx} ⊗ y
or a⊗ {bab} − {aba} ⊗ b this follows from
g(a⊗ {bab} − {aba} ⊗ b) = a ∧ [[b, a], b]− b ∧ [[a, b], a].
= [a, b] ∧ [a, b] = 0
Similarly, a relation of the form (4.18) is mapped into
[a, b] ∧ [c, d] + [c, d] ∧ [a, b],
which is in the same coset as 0 in uce(L)0. If we consider a relation (4.19) then under g
it lies in the coset of
[z, x] ∧ b+ [b, z] ∧ x+ [x, b] ∧ z
which is the coset of 0 in uce(L). Thus there is a well-defined linear map g0 : uider(P )→
J+∧J−⊕M+∧M−. Since TKK(P ) is of Jordan-Kantor type and perfect, Lemma 3.1.14
implies that g0 maps uider(P ) indeed onto uce(L)0. Then f0 and g0 are well-defined, linear
and inverse to each other.
Base change
Proposition 4.2.14. Let P = (J,M) be a Jordan-Kantor pair of k such that Jσ and
Mσ are finitely generated as k-modules. If k → K is a faithfully flat base change, then
ULE(P ⊗k K) = ULE(P )⊗k K.
Proof. Since Jordan-Kantor pairs are given by identities of degree at most 2 in every
variable, the category of Jordan-Kantor pairs is stable under base changes. Thus PK =
P ⊗k K is also a Jordan-Kantor pair. For any base change the map ω : ider(P )⊗k K →
ider(P ⊗k ⊗K), given by δ(a, b) ⊗ α 7→ δ(a ⊗ α, b ⊗ 1), v(x, y) ⊗ α 7→ v(x ⊗ α, y ⊗ 1),
is surjective onto the inner derivations of P ⊗k K. Note that ω is the restriction of the
canonical map Ω : Endk(P )⊗k K → EndK(P ⊗k K). If k → K is a faithfully flat base
change, then Ω and thus also ω is injective and hence ider(P ⊗kK) = ider(P )⊗kK which
proves the proposition.
Remark 4.2.15. The result also holds for Jordan pairs and Kantor pairs.
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4.2.3 Jordan pairs
If V is a Jordan pair, then we have already defined uiderJP (V ), see Definition 4.1.15. If
the Jordan-Kantor pair is a Jordan pair V , that is when M = 0, the ±1 components of
ULE and TKK vanish. These Lie algebras are thus only 3-graded once we have defined
ULE(V )±1 = ULE(V )±2 and TKK(V )
±1 = TKK(V )±2.
Definition 4.2.16. Let L = L−1⊕L0⊕L1 be a 3-graded Lie algebra, i.e., L is Z-graded
and suppZ L ⊂ {−1, 0, 1}. Then L is Jordan 3-graded or of Jordan type if the pair of
modules (L1, L−1) can be endowed with the structure of a Jordan pair in such a way that
V σ = Lσ, Dσ(x, y) = ad[x, y]|Lσ and L0 = [L1, L−1].
Remark 4.2.17. This definition is consistent with Definition 4.2.6. If in Definition 4.2.6
L±σ = 0 then we obtain a Lie algebra of Jordan type by setting L
σ = L2σ (with the
notation used there).
Corollary 4.2.18. Let L = L−1 ⊕ L0 ⊕ L1 be a 3-graded Lie algebra of Jordan-Kantor
type and VL = (L1, L−1) a Jordan pair.
(i) There are uniquely defined graded central extensions
fˆ : ULE(VL) → L
gˆ : L → TKK(VL)
such that gˆ ◦ fˆ = uˆd.
(ii) Let V be any Jordan pair. The Lie algebra ULE(V ) is universal in the following
sense: For any homomorphism of Jordan pairs h : V → VL there exists a unique
extension h˜ of h to a graded Lie algebra homomorphism h˜ : ULE(V )→ L.
Perfect Jordan pairs are those that are perfect as Jordan-Kantor pairs, i.e.
A Jordan pair V is perfect if and only if {V σ, V −σV σ} = V σ for σ = ±.
We immediately obtain from Lemma 4.2.11 the following corollary:
Corollary 4.2.19. The following are equivalent:
(i) V is a perfect Jordan pair.
(ii) TKK(V ) is a perfect Lie algebra.
(iii) ULE(V ) is a perfect Lie algebra.
(vi) There is a perfect Lie algebra L of Jordan type such that (L1, L−1) = V (as Jordan
pairs).
Chapter 5
Root systems and root graded Lie
algebras
5.1 Locally finite root systems
Throughout this section, K is a field of characteristic 0.
Definition 5.1.1 ([LN04]). A (locally finite) root system is a pair (R,E) consisting of a
K-vector space E and a subset R ⊂ E satisfying the following properties:
(i) 0 ∈ R and spanKR = E,
(ii) R is locally finite, i.e., R ∩ F is finite for every finite dimensional subspace F
of E,
(iii) for every α ∈ R× := R\{0} there exists an α∨ in E∗ such that 〈α, α∨〉 = 2 and
sα(R) = R where the reflection sα is defined by sα(x) = x− 〈x, α∨〉α for x ∈ E,
(iv) 〈β, α∨〉 ∈ Z for all α, β ∈ R, where 0∨ = 0.
The rank of a root system (R,E) is the dimension of the underlying vector space
E. Every finite root system (i.e., R is finite in the category of sets) trivially has finite
rank and whenever a root system has finite rank, then the root system itself is finite.
Otherwise the intersection in (ii) with F = E would be infinite, and R would not be
locally finite.
In most cases the underlying vector space E is of little importance, so we will write
R instead of (R,E). Instead of saying “underlying vector space,” E is also called the
ambient space of the root system.
One can show that the element α∨ in (iii) of the definition is uniquely determined. It is
called the coroot of α. The coroots form a root system in E∨ := spanK{α∨ : α ∈ R}. This
root system is called the coroot system of R. A subset S ⊂ R is called a subsystem of
R if it contains 0 and if it is closed under all reflections sα, α ∈ S. Indeed, a subsystem
S ⊂ R is again a root system with ambient space F = spanK(S) ⊂ E. Therefore,
as any well-behaved category, root systems are closed under taking “subobjects”. Let
(R,E) and (S, F ) be root systems. It is somewhat tricky to find an adequate notion of
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a morphism between (R,E) and (S, F ) (see [LN04, p.23]), but for the purposes of our
work it is enough to define an isomorphism of root systems as a vector space isomorphism
f : E → F such that f(R) = S. We denote by Aut(R) the group of isomorphisms from
R to R. It is not difficult to verify that all reflections sα are automorphisms.
The weights of R are the set P(R) = {p ∈ (E ∨)∗ : 〈R∨, p〉 ⊂ Z}. The root lattice Q(R)
is the Z-span of R in E. The sets P(R) and Q(R) carry both the structure of an abelian
group where the group operation is the vector addition in E resp. (E ∨)∗ . Note that
P(R) is not a subset of E. However, there is an embedding of Q(R) into P(R) which
is indeed a homomorphism of abelian groups. This embedding is given by assigning to
w ∈ Q(R) the linear form α∨ 7→ 〈w, α∨〉.
Definition 5.1.2. Let (R,E) be a root system. The Weyl group of R, denoted W(R),
is the subgroup of Aut(E) generated by all sα, α ∈ R.
Any finite root system (R,E) in the sense of [Bou81] is a root system as defined above
(after including 0) and the definition of the Weyl group made here is consistent with the
usual notion. A special feature of a finite root system R is that R has a root basis B,
i.e., a linearly independent subset B = {αn, 1 ≤ n ≤ r} of R such that any root α in R
can be written as
α =
r∑
i=1
kiαi
where ki ∈ Z and either all ki ≤ 0 or all ki ≥ 0. This concept generalizes obviously to
the setting of arbitrary root systems, although it is not true that every (infinite) root
system admits a root basis.
Two non-zero roots α and β are called connected if there are roots β1, . . . , βk such that
〈α, β∨1 〉 6= 0, 〈β, β∨k 〉 6= 0 and 〈βi, β∨i+1〉 6= 0 for all 1 ≤ i ≤ (k − 1). It is easy to show
that connectivity is an equivalence relation on R and therefore we obtain a partition of
R in equivalence classes, the connected components. A root system is called connected or
irreducible, if all its non-zero roots are connected to each other. In [LN04] the authors
prove for an irreducible root system R that
R has a root basis ⇐⇒ R is either finite or countably infinite.
The elements of a root basis are also called simple roots.
If (R,E) is a root system, then there exists an inner product (·|·) on E such that (x|sαy) =
(sαx|y) for all x, y ∈ E and α ∈ R (see [LN04, Thm 4.2]). With respect to this inner
product
〈α, β∨〉 = 2(α|β)
(α|α) .
The length of a root is defined as (α|α). Of course, an inner product with the property
〈α, β∨〉 = 2 (β|α)
(α|α)
is only unique up to a non-zero constant. It is a non-trivial fact that the
set
{(α|α) : α ∈ R}
is bounded from above and below and that in fact we can choose the constant in such a
way that
{(α|α) : α ∈ R} ⊂ {1, 2, 3, 4}.
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The integer (α|α) is the length of the root α.
Definition 5.1.3. A root system is called reduced if Zα ∩R ⊂ {−α, 0, α} for all α ∈ R.
If the root system is reduced and irreducible, then only two root lengths occur and
we can distinguish between long and short roots. In this case, assuming that short roots
have length 1, there are no roots of length 4. If there is only one root length, then all
roots are called long and have according to convention length 2. If all the roots have
the same length, the root system is called simply laced and if two root lengths occur in
a root system, then it is called doubly laced.
Definition 5.1.4. Let R be a root system with root basis B = {αi : i ∈ I}. For λ, µ in
Q(R), λ =
∑
i kiαi and µ =
∑
imiαi, we define
λ ≺ µ ⇐⇒ λ 6= µ and ki ≤ mi for all i ∈ I.
Then ≺ is a partial order on Q(R) which depends on the choice of B.
The subset R ⊂ Q(R) decomposes as
R = (−R+) ∪˙ {0} ∪˙ R+
where R+ = {λ ∈ R : 0 ≺ λ}.
For λ as above
supp(λ) := {αi : ki 6= 0} ⊂ B.
Lemma 5.1.5. Let (R,E) be a root system and F ⊂ E a subspace. Then (R ∩ F, F ) is
a subsystem.
Proof. Set S = R ∩ F. Since 0 ∈ F, we have 0 ∈ S. Pick α, β ∈ S. Then sα(β) =
β − 〈α, β∨〉α ∈ Zα + Zβ ⊂ Q(S) ∩ R ⊂ S. Thus S is closed under reflections sα, α ∈ S.
According to the definition of a subsystem, S is a subsystem of R.
Lemma 5.1.6. Let R be a root system and γ ∈ Q(R). There is a finite subsystem S of
R such that γ ∈ Q(S). If R has a root basis B, then one can choose a root basis B′ of S
such that B′ ⊂ B.
Proof. Since γ ∈ Q(R), there is a finite set S ′ ⊂ R, such that γ ∈ spanZ S ′. Let F =
spanK(S
′) and S = R ∩ F. By local finiteness, S is finite and, by Lemma 5.1.5, S is a
finite subsystem of R.
If R has a root basis B, then we may assume that the set S ′ defined above is contained in
B. Let α ∈ R ∩ F. Then, since S ′ is contained in the root basis B and in addition spans
Q(S), every β ∈ S can be uniquely written as β =∑α∈S′ kαα where either all kα ≥ 0 or
all kα ≤ 0. Hence S ′ is a root basis.
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Root strings. Let α, β ∈ R. Then the subspace Kα+Kβ in E is at most 2-dimensional
and closed under reflections sk1α+k2β, hence the intersection S = R ∩ (Kα + Kβ) is a
finite root system of rank at most 2. We define the β-string through α as the set
Sα,β = {α + kβ : k ∈ Z} ∩R.
Let d = min{k ∈ Z : α + kβ ∈ R} and u = max{k ∈ Z : α + kβ ∈ R}. Note that, since
S is finite, d and u are also finite. From the theory of finite root systems it follows that
for two roots α and β the following hold true:
(i) For all integers k, d ≤ k ≤ u the element α + kβ is in R (root string property).
(ii) u− d = 〈β, α∨〉 ≤ 4.
The following lemma is well-known for finite root systems, see for example [vdK73,
Lemma 2.3]
Lemma 5.1.7. Let R be an irreducible reduced root system and let α and β be indepen-
dent roots. Then there is γ ∈ R such that S = span{α, β, γ}∩R is an irreducible reduced
root system. If the rank of R is greater than or equal to 3, then S can be chosen to be of
rank 3.
Proof. If the rank of R is 2, then S = span{α, β} = R is an irreducible reduced root
system. Assume that the rank of R is 3 or greater.
If α and β are not connected, then there is a third root γ ∈ R such that γ connects
α and β (see [LN04, p.26] or also [vdK73, p.14]). Since α and β are not connected,
S = (Kα ⊕ Kβ ⊕ Kγ) ∩ R is a root system of rank 3. Assume that S = S1 ⊕ S2 is a
decomposition such that S1 and S2 are not connected. Without loss of generality α ∈ S1,
thus β ∈ S1 and also γ ∈ S1. It follows that S2 ⊂ {0} thus S is irreducible and reduced.
If α and β are connected, then S ′ = (Kα+Kβ)∩R is an irreducible root system. Since R
is connected, there is a root γ ∈ R such that 〈γ, (S ′)∨〉 6= 0. Thus S = (Kα⊕Kβ⊕Kγ)∩R
is an irreducible and reduced root system of rank 3.
Lemma 5.1.8. Assume that R is an irreducible root system with root basis B = {αi :
i ∈ J}. Let λ ∈ Q(R) such that either λ ≺ 0 or 0 ≺ λ. Then exactly one of the following
holds:
(i) there is σ ∈W(R) such that σλ = nα for some α ∈ B and n ∈ Z \ {0},
(ii) there is σ ∈ W(R) such that σλ = ∑ni=1 k′iαi and at least one k′i < 0 and at least
one k′i > 0.
Proof. Let S be a finite irreducible subsystem of R which contains λ and has root basis
B′ ⊂ B (see Lemma 5.1.5). The Weyl group W(S) is a subgroup of W(R), see [LN04,
Thm 5.7]. Lemma 10 in [Bou75, VIII.4.3] asserts the existence of an element σ ∈W(S)
with the desired property.
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5.1.1 Classification
For finite root systems we will use the standard notation as it can be found for example
in [Bou81] or [Hum72].
Examples of infinite root systems. Let I be a non-empty set and X = K(I) =⊕
i∈I Kεi the free K-vector space on the set I.
Example 5.1.9. Define a linear functional t : X → K by t(ǫi) = 1 for all i ∈ I and let
X˙ = ker t. Then A˙I = {εi − εj : i, j ∈ I} is an irreducible reduced root system in X˙ . If
card(I) <∞ then A˙I ∼= Acard(I)−1.
Example 5.1.10. BI = {±(εi ± εi) : i 6= j ∈ I} ∪ {εi : i ∈ I} ∪ {0} is an irreducible
reduced root system in X . If card(I) <∞ then BI ∼= Bcard(I).
Example 5.1.11. CI = {±(εi ± εi) : i 6= j ∈ I} ∪ {2εi : i ∈ I} ∪ {0} is an irreducible
reduced root system in X . If card(I) <∞ then CI ∼= Ccard(I). In particular if card(I) = 1
then CI = A1.
Example 5.1.12. DI = {±(εi ± εi) : i 6= j ∈ I} ∪ {0} is a reduced root system in X if
card(I) 6= 1. If card(I) > 2 then DI is irreducible. If card(I) <∞ then DI ∼= Dcard(I).
Example 5.1.13. BCI = BI ∪CI is an irreducible root system in X which is non reduced.
If card(I) <∞ then BCI ∼= BCcard(I).
The following result classifies irreducible root systems up to isomorphism.
Theorem 5.1.14 ([LN04]). Let R be an irreducible root system. If R is finite, then R
is isomorphic to one of An, Bn, Cn, BCn, Dn, E6, E7, E8, F4 or G2.
If R is infinite, then R is isomorphic to one of A˙I , BI , CI , BCI or DI for an infinite
index set I.
Moreover R is reduced if and only if R 6∼= BCI .
We are accustomed to refer to finite root systems as being of type X where X is
one of A,B,BC,C,D,E, F or G. We use the same language for a root system of infinite
rank. By [LN04, p.65], an infinite irreducible root system R = XI = lim→Xλ is the
direct limit of finite root systems Xλ of type X. It follows that R has finite subsystems
of type X of arbitrarily high rank.
5.2 Degenerate sums
Later in this section, we will define the main objects of interest for the rest of the thesis,
namely root-graded Lie algebras, Definition 5.2.13. It is convenient to look first at root
systems as combinatorial or geometric objects. Similar to [vdK73] which deals with a
certain special case of root-graded Lie algebras defined over the integers, we can show
that a root system R contains a huge amount of information about R-graded Lie algebras
and their behaviour under central extensions.
Throughout this section R is a reduced root system, Q(R) the root lattice and P(R)
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the weight lattice. We will include here some more details for the proofs in [vdK73],
but essentially follow the very same strategy and make use of (mostly combinatorial)
properties of the root system. Before we give the definition of a degenerate sum we will
prove the following lemma:
Lemma 5.2.1. Let γ ∈ P(R), γ 6= 0. Then there is a uniquely determined maximal
positive integer nγ such that 〈γ, R∨〉 ⊂ nγZ.
Proof. Let nγ be the greatest common divisor of all n ∈ {〈γ, α∨〉 : α ∈ R}. Then
〈γ, R∨〉 ⊂ nγZ and nγ is the greatest integer with this property.
Definition 5.2.2. The integer nγ is called the divisor of the weight γ.
Definition 5.2.3. A degenerate sum with respect to n is an element γ of the root lattice
Q(R) which is a sum of two linearly independent roots and has divisor n > 1. The set
of all degenerate sums of divisor n of a root system R is denoted by DS(R, n) or, if n is
understood from the context, DS(R).
A degenerate pair (of divisor n) is a pair of two non-zero linearly independent roots
whose sum is a degenerate sum (of divisor n). The set of degenerate pairs (of divisor n)
of a root system R will be denoted DP(R, n) or, if n is understood, DP(R). When we
refer to a degenerate sum γ we mean an element γ = α + β ∈ DS(R), (α, β) ∈ DP(R).
Sometimes also the terminology “γ = α + β is a degenerate sum” is used which means
that (α, β) ∈ DP(R).
Lemma 5.2.4 ([vdK73]). Let γ = α + β be a degenerate sum of divisor nγ and assume
(α|α) ≤ (β|β). Then
(i) nγ is either 2 or 3, and nγ = 〈γ, β∨〉.
(ii) γ ∈ nγP(R) ∩ Q(R).
(iii) If nγ = 2, then 〈α, β∨〉 = 0.
(iv) Let S ⊂ R be a subsystem containing α and β. Then (α, β) ∈ DP(S, nγ).
Proof. (i) Let α and β be two linearly independent roots and let (α|α) ≤ (β|β). Then
−1 ≤ 〈α, β∨〉 ≤ 1 and therefore 1 ≤ 〈α + β, β∨〉 ≤ 3. Hence nγ ∈ {1, 2, 3}. As nγ|〈γ, β∨〉
we have the equality nγ = 〈γ, β∨〉. Clearly, γ ∈ Q(R) and 1nγ γ ∈ P(R). This shows (ii).
For (iii) assume nγ = 2, then 〈α+β, β∨〉 ∈ 2Z, hence 〈α+β, β∨〉 = 2 = 〈β, β∨〉+〈α, β∨〉 =
2 + 〈α, β∨〉.
(iv) A degenerate sum in Q(R) is trivially also degenerate in Q(S). It follows from (i)
that 〈α + β, β∨〉 = nγ . Since {α, β} ⊂ S this proves (iv).
Lemma 5.2.5 ([vdK73]). Let R be an irreducible reduced root system of rank at least 2.
(i) If R 6= CI , then R ∩ DS(R) = ∅.
(ii) If R = CI , then R ∩ DS(R) = {±2ǫi : i ∈ I}
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Proof. Let γ ∈ R ∩ DS. Since 〈γ, γ∨〉 = 2 we have nγ = 2 by Lemma 5.2.4(i). Because
〈α, β∨〉 ⊂ {0,±1,±2,±3} for two roots α, β in a root system R, (see [Bou81, VI, 1.3]),
it follows that 〈γ, α∨〉 ⊂ {0,±2} for all α ∈ R. Let S ⊂ R be an irreducible subsystem of
rank 2 containing γ. Thus S ∼= A2, B2 = C2 or G2. The condition 〈γ, S∨〉 ⊂ 2Z implies
S = B2 = C2 and that γ is a long root. In particular, R is not simply laced. If the rank
of R is 2, then R = C2. If the rank of R is 3 or greater, we can choose an irreducible
subsystem T ⊂ R of rank 3 containing γ. The condition 〈γ, T ∨〉 ⊂ 2Z rules out T ∼= B3,
whence T ∼= C3. It now follows that R does not contain a subsystem of type F4. Hence
R ∼= CI for some set I.
It remains to verify that ±2ǫi, i ∈ I, is a degenerate sum. First ±2ǫi = ±(ǫi−ǫj+ǫi+ǫj)
is a representation of the root in question as a sum of two linearly independent roots.
Moreover, for j, k ∈ I the integer ±〈2ǫi,±(ǫj ± ǫk)∨〉 = ±2(δij ± δik) is divisible by 2
which proves that 2ǫi ∈ 2P(R). It follows that 2ǫi is degenerate sum and at the same
time a root.
Lemma 5.2.6. If R =
⊕
i∈I Ri is a reducible root system with irreducible reduced com-
ponents Ri, then DS(R) =
⋃
DS(Ri) unless all Ri are of type C. In the latter case
DS(R) =
⋃
DS(Ri) ∪
⋃
i 6=j((DS(Ri) ∩ Ri) + (DS(Rj)) ∩ Rj).
Proof. For two indices i 6= j we always have 〈Q(Ri), R∨j 〉 = {0}, so that
⋃
DS(Ri) ⊂
DS(R). Let α + β = γ be a degenerate sum in R which is not in
⋃
DS(Ri) . It follows
that α ∈ Ri and β ∈ Rj , for i 6= j. By definition for every δ ∈ R , 〈α+β, δ∨〉 ∈ nγZ. Let
δ ∈ Ri, then 〈α+β, δ∨〉 = 〈α, δ∨〉, thus α must be a degenerate sum in Ri and likewise β
is degenerate in Rj . But we have seen that the only root systems which have roots that
are degenerate sums are those of type CI . Let I be the index set of Ri = CI and J the
index set of Rj = CJ . Since the choice of indices i and j was arbitrary, the degenerate
sums in R are contained in DS(R) =
⋃
DS(Ri) ∪
⋃
i 6=j((DS(Ri) ∩ Ri) + (DS(Rj)) ∩Rj).
The other inclusion can easily be verified.
5.2.1 Classification of degenerate sums
For the convenience of the reader this subsection contains a full proof of the classification
of degenerate sums in finite root systems. Throughout R is assumed to be an irreducible
finite reduced root system and (·|·) denotes the inner product introduced in [LN04, 4.6].
This inner product is normalized in the sense that for any short root (α, α) = 1. Also we
abbreviate ‖α‖ = (α, α) and refer to this number as the length of α. Often the length is
defined as the square root of (α, α), but it is easier for us to work with this definition, for
example because of the well-known fact (see for instance [Bou81, Chap.VI, §1]) that the
length function normalized in this way can only assume the values 1, 2 or 3 if evaluated
on a root.
Divisor 3
Lemma 5.2.7. Let R be root system which has degenerate sums of divisor 3. Then α+β
is a degenerate sum of divisor 3 if and only if the following two conditions hold:
(i) R is of type G2 or A2, and
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(ii) the roots α and β are both long and 〈α, β∨〉 = 1.
Proof. Let the integer n denote the connection index of R, that is the order of the group
P(R)/Q(R).
First we show that (i) and (ii) are necessary. Let γ = α + β be a degenerate sum of
divisor 3. Then γ ∈ 3P(R) ∩ Q(R) and thus n2(γ|γ) ∈ 9Z and (γ|γ) ∈ Z. On the other
hand
(γ|γ) = (α|α) + 2(α|β) + (β|β)
= (α|α) + 〈α, β∨〉(β|β) + (β|β).
With the chosen normalization a root can have a length of at most 3 and so
(α|α) + 〈α, β∨〉(β|β) + (β|β) ≤ 6 + 3〈α, β∨〉.
Moreover, without loss of generality ‖α‖ ≤ ‖β‖ and thus 〈α, β∨〉 ≤ 1. Hence the following
inequality holds true:
0 ≤ (γ, γ) ≤ 9,
and equality holds if and only if α and β both have length 3 and 〈α, β∨〉 = 1. This can
only occur if R = G2. Otherwise there are no roots of length 3. For the remaining
consideration we may therefore assume that the inequality is strict. In this case the
largest power of 3 that could divide (γ, γ) is 31. Since at the same time 9|n2(γ, γ), by
uniqueness of prime factor decomposition, it follows that 3|n2 and 3|n. There are only
two types of roots systems such that the index of the root lattice in the weight lattice
is divisible by 3 and these are A3m−1, m ≥ 1 and E6 (see for instance [Bou81, Planches
I - IX]). Both root systems are simply laced. Note that A3m−1 has never rank 3, so
it is already clear that root systems of rank 3 do not have any degenerate sums with
respect to 3. If the rank of R is greater than or equal to 3, we can pass to an irreducible
subsystem S of rank 3 which contains α and β, (see Lemma 5.1.7). But then γ must
be degenerate in S as well, contradicting the fact that there are not any root systems of
rank 3 which have degenerate sums with respect to 3. It follows that the rank of R is
2 which leaves R = A2 (m = 1) as the single candidate. The integer 〈α + β, β∨〉 has to
be divisible by 3, hence 3 = 〈α + β, β∨〉 = 〈α, β∨〉+ 〈β, β∨〉 and 〈α, β∨〉 = 1. This shows
that the conditions (i) and (ii) are necessary.
Next assume that R = A2 or G2 and that α and β fulfill (ii). By (ii) the angle between
α and β is π/3. In G2 two short roots enclosing an angle of π/3 will sum up to a root
and we have seen before in Lemma 5.2.5 that for R = G2 or R = A2 the intersection
R ∩ DS(R) is empty. Also, a long and a short root never form an angle of π/3 in G2.
Therefore, α and β are long. The long roots in G2 form a root system of type A2 and
for all long roots α, β and every short root γ the integer 〈α+ β, γ∨〉 is divisible by 3. In
order to find the elements of Q(G2)∩ 3P(G2) which are degenerate sums, it thus suffices
to classify degenerate sums in A2. The degenerate sums in G2 can then be obtained by
rotating and scaling.
So let R = A2 and α = εi− εj ∈ R. The two roots that form an angle of π/3 with α are
β = εi − εk and β ′ = εk − εj, {i, j, k} = {1, 2, 3}. The sum of α with any of these is of
the form ±(2ǫi − ǫj − ǫk). It remains to show that ±(2ǫi − ǫj − ǫk) ∈ 3P(R). Pick a root
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ǫn − ǫm, 1 ≤ n 6= m ≤ 3. We consider the case where n 6= i,m 6= i and here it may even
be assumed that j = n and m = k
〈2ǫi − ǫj − ǫk, (ǫn − ǫm)∨〉 = 0.
In the other case (without loss of generality n = i and m = j) one obtains
〈2ǫi − ǫj − ǫk, (ǫn − ǫm)∨〉 = 2 + 1 = 3.
In both cases the result is divisible by 3 which shows that 2ǫi − ǫj − ǫk is a degenerate
sum. To pass from the root system A2 to G2 it suffices to rotate the degenerate sums
about the origin by π/6 and scale each of them by
√
3.
For convenient reference, we summarize the classification in the divisor 3 case in the
table below.
Type nγ Degenerate sums
A2 3 ±{ε1 − 2ε2 + ε3, ε1 + ε2 − 2ε3, 2ε1 − ε2 − ε3}
G2 3 {3(εi − εj) : 1 ≤ i 6= j ≤ 3)}
(5.1)
Divisor 2
Lemma 5.2.8 (Proof of Proposition 2.12 in [vdK73]). Let R be a finite irreducible
reduced root system and γ ∈ 2P(R) ∩ Q(R), γ 6= 0. If there is a long root α′ such that
(γ|γ) ≤ 2(α′, α′), then γ is in the W(R)-orbit of 2ω for a fundamental weight ω.
Proof. Fix a root basis B = {αj : 1 ≤ j ≤ rankR} of R. First assume that R is not of
type Cℓ, ℓ ≥ 1. Let 0 6= γ ∈ 2P(R) ∩ Q(R) be arbitrary, but fixed. Since for R 6= CI ,
the divisor of a root is 1, and it follows that γ /∈ R. Without loss of generality we may
assume that γ is a dominant weight since the set 2P(R) ∩ Q(R) is invariant under the
Weyl group and every weight is conjugate to a dominant one. Therefore it is possible to
express γ as 2
∑
niωi =
∑
mjαj where the ωi are the fundamental weights with respect
to B, and the coefficients mi, ni are non-negative integers.
Claim:
(i) mj > 0 for all j,
(ii) 0 ≤ ni ≤ mi − 1 for all i.
Since γ 6= 0 there is at least one mi which is non-zero, hence greater than or equal to
1. Let k be adjacent to i in the Dynkin diagram of R and consider the set K = {j :
j is adjacent to k}. Clearly, i ∈ K. The weight γ is dominant, hence
0 ≤ 〈γ, α∨k〉 =
∑
j∈K
mj〈αj, α∨k〉+ 2mk.
In every Dynkin diagram, if j and k are adjacent, then 〈αj, α∨k〉 ≤ −1. Thus
0 ≤ −
∑
j∈K
mj + 2mk.
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By assumption, −∑j∈K mj ≤ −mi ≤ −1, whence 2mk ≥ 1, and thus mk > 0. The
Dynkin diagram is connected, so we can apply induction and obtain mj > 0 for all j.
Next, since ni is the coefficient of the ith fundamental weight,
2ni = 〈γ, α∨i 〉 = 2mi +
∑
j 6=i
mj〈αj, α∨i 〉
We have shown that all mj are greater than zero. Moreover, 〈αj, α∨i 〉 < 0 if i and j are
neighbours in the Dynkin diagram, 〈αj, α∨i 〉 = 0 if i and j distinct and not adjacent, and
〈αi, α∨i 〉 = 2 for all i, Hence
∑
j 6=imj〈αj, α∨i 〉 < 0 and 2ni < 2mi. Since ni and mi are
non-negative integers, it follows that 1 ≤ ni+1 ≤ mi. Let α′ be a long root. Then, using
that (ωj, αi) = 0 for j 6= i
2(α′|α′) ≥ (γ|γ) =
∑
mi(γ|αi) = 2
∑∑
njmi(ωj|αi)
=
∑
mini(αi|αi) ≥
∑
(ni + 1)ni(αi|αi)
=
∑
n2i (αi|αi) +
∑
ni(αi|αi).
Note that there is at least one i such that ni ≥ 1.
We first consider the case that R is simply laced. Then we can divide the inequality by
(α′|α′) which yields
0 6=
∑
n2i + ni ≤ 2.
This inequality holds if and only if ni = 1 for some i and nj = 0 for j 6= i. It follows that
γ = 2ωi for a fundamental weight ωi.
If R is doubly laced, then a long root has length either 2 or 3. Assume that the longest
root has length 2, i.e., R = Bℓ, ℓ > 2 or F4 (type Cℓ was excluded earlier). There are
only two non-trivial cases where this inequality holds. Either ni = 1 for some i and
nj = 0 for i 6= j or there are distinct short simple roots αi and αj such that ni = nj = 1
and nk = 0 for k, i, j pairwise distinct. The second case can only occur when R = F4.
However, in this case the two short roots are adjacent in the Dynkin diagram, leading
to γ = αi + αj ∈ R. We have seen above that the intersection of 2P(F4) with the root
system F4 is trivial, whence a contradiction to γ ∈ 2P(F4). Therefore the only possibility
is that γ = 2ωi for a fundamental weight ωi.
Let now the longest root be of length 3, i.e., R = G2. The condition on the coefficients
ni, i = 1, 2 yields
2∑
i=1
(ni + 1)ni(αi, αi) ≤ 6.
Let α1 be the short simple root in B and α2 the long simple root in B. If n1 = 1 and
n2 = 0 or n2 = 1 and n1 = 0, then the inequality holds and γ = 2ωi, for a fundamental
weight ω. Also, since the inequality is strict in the case n2 = 1 and n1 = 0, we may
assume now n2 = 0. The only case left is then n1 = 2 and n2 = 0. Since ω1 is in fact
equal to 2α1 + α2 this gives m1 = 2, contradicting n1 < m1.
Lastly, in case R = Cℓ, then {ǫi : 1 ≤ i ≤ ℓ} is an orthogonal basis for the weight lattice
P(R). We have γ ∈ 2P(R), if and only if γ = 2∑λiǫi for integers λi. The length of such
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an element is 2
∑
m2i and we need to find those that have length at most 4. This is only
possible if at most two coefficient are non-zero and then these coefficients have to equal
±1. It follows that γ is conjugate to 2ǫ1 or 2(ǫ1 + ǫ2) and which both are equal to twice
a fundamental weight.
Proposition 5.2.9 (Propostion 2.12 [vdK73]). If γ is a degenerate sum of divisor 2,
then there is a long root α′ such that (γ|γ) ≤ 2(α′|α′).
Proof. If γ is degenerate sum with respect to 2, then γ = α + β for (α|β) = 0 by
Lemma 5.2.4(iii). Thus
(γ|γ) = (α|α) + (β|β) ≤ 2max{(α|α), (β|β)} ≤ 2max
α′∈R
{(α′|α′)}.
Lemma 5.2.8 allows us to use the following strategy to find degenerate sums with
respect to 2:
1. Compute the intersection of the doubled weight lattice with the root lattice.
2. Find an element γ in this intersection of length shorter than or equal to twice the
length of a long root.
3. If such an element exists, there is a fundamental weight ω such that γ is conjugate
to 2ω.
4. Write 2ω = α+ β for two independent roots.
5. Compute the Weyl group orbit of all (α, β) in step 4 to obtain the degenerate pairs
in the orbit of γ.
6. Go back to step 2 and if there is γ of length shorter than or equal to twice the length
of a long root, which does not lie in the orbits of the already found degenerate sums,
repeat steps 3 through 6.
This strategy was as well suggested in [vdK73].
5.2.2 Classification for the finite types and divisor 2
The goal is now to classify degenerate sum of index 2 in finite root systems. Note that
for convenience, in step 2 of the algorithm above we might choose another normalization
of the inner product, most frequently this will be done in such a way that the length and
the norm in the underlying Euclidean vector space coincide. We will do the classification
case-by-case. For each case, the degenerate sums will be listed in a table for quick
reference later on.
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Type Aℓ, ℓ > 1
R = {ǫi − ǫj : 1 ≤ i 6= j ≤ ℓ+ 1},
Q(R) ⊂⊕ℓ+1i=1 Zǫi, consisting of those vectors whose coordinates sum up to zero,
P(R) = Q(R) + Z(ǫ1 +
1
ℓ+1
(ǫ1 + . . .+ ǫℓ+1)),
The ith fundamental weight is
∑i
j=1(1− iℓ+1)ǫj +
∑
j>i(− iℓ+1ǫj). In particular for each j
the coefficient of ǫj in ωi is non-zero. The length of a (long) root is 2.
An element γ in the root lattice, which is not a root, can have length less than or equal
to 4 if and only if one of the following holds: Either γ = 2(ǫi− ǫj) or γ = ǫi− ǫj + ǫk − ǫl
for i, j, k, l pairwise distinct. The element ω = ǫi − ǫj is not conjugate to a fundamental
weight unless ℓ = 1 and this contradicts the assumption ℓ > 1. The element ω =
1/2(ǫi− ǫj + ǫk − ǫl) is conjugate to a fundamental weight if and only if ℓ = 3. Then γ2 is
conjugate to ω = 1/2(ǫ1+ ǫ2− ǫ3− ǫ4), and ǫ1+ ǫ2− ǫ3− ǫ4 is also a sum of two linearly
independent roots, hence a degenerate sum. The orbit of 2ω gives all degenerate sums.
Type nγ Degenerate sums
A3 2 ±{ε1 − ε2 + ε3 − ε4, ε1 − ε2 − ε3 + ε4, ε1 + ε2 − ε3 − ε4} (5.2)
Type Bℓ, ℓ > 2
R = {±ǫi,±ǫi ± ǫj : 1 ≤ i 6= j ≤ ℓ},
Q(R) =
⊕ℓ
i=1 Zǫi,
P(R) = Q(R) + Z1/2(ǫ1 + . . .+ ǫℓ),
2P(R) ∩ Q(R) = {∑miǫi : mi −mj ∈ 2Z, ∀ 1 ≤ i, j ≤ ℓ}.
The description of P(R) and Q(R) can for instance be found in [Bou81]. The elements
in 2P(R) are precisely those of the form
∑ℓ
i=1(2mi + b)ǫi where mi ∈ Z and b = 0 or
b = 1. Equivalently, the difference of two coefficients is divisible by 2. The length of a
long root is 2. A degenerate sum γ must satisfy at least the following: γ =
∑
miǫi such
that 1 ≤∑m2i = (γ, γ) ≤ 4 and the coefficients are pairwise congruent modulo 2. Thus
the coefficients of a degenerate sum are 0,±1 or ±2. If one mi = ±2, then all others
are zero. Hence γ is conjugate to 2ǫ1 and since 2ǫ1 = ǫ1 − ǫi + ǫi + ǫ1, this is indeed a
degenerate sum.
If one of the mi = ±1, all the others have to equal ±1 as well since otherwise they would
not be congruent modulo 2. All such elements are conjugate under the Weyl group and
we may assume that mi = 1 for all 1 ≤ i ≤ ℓ. The length of such an element is ℓ and
hence it can only be a degenerate sum if 3 ≤ ℓ ≤ 4 and in this case 1/2∑ℓi=1 ǫi is a
fundamental weight and its double
∑ℓ
i=1 ǫi is the sum of two non-proportional roots.
Type nγ Degenerate sums
B3 2 ±{2εi : 1 ≤ i ≤ 3} ∪ {±ǫ1 ± ǫ2 ± ǫ3}
B4 2 ±{2εi : 1 ≤ i ≤ 4} ∪ {±ǫ1 ± ǫ2 ± ǫ3 ± ǫ4}
BI , card(I) > 4 2 ±{2εi, i ∈ I}
(5.3)
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Type Cℓ, ℓ ≥ 2
R = {±ǫi ± ǫj : 1 ≤ i, j ≤ ℓ},
Q(R) = {∑ℓi=1miǫi : mi ∈ Z,∑mi ∈ 2Z},
P(R) =
⊕ℓ
i=1 Zǫi,
2P(R) ∩ Q(R) =⊕ℓi=1 2Zǫi.
The elements of 2P(R) are those vectors that have only even coefficients. Evidently, the
sum over the coefficients will be even as well, so that 2P(R)∩Q(R) =⊕ 2Zǫi. The length
of a long root is 4 (after appropriate scaling). An element γ of 2P(R) ∩ Q(R) can only
be a degenerate sum if its length is 4 or 8, i.e., γ equals ±2ǫi or 2(ǫi ± ǫj), i 6= j. Both
can be written as sum of two independent roots and thus they are degenerate sums.
Type nγ Degenerate sums
CI , card(I) ≥ 2 2 ±{2εi : i ∈ I} ∪ ±{2(εi ± εj) : i 6= j ∈ I} (5.4)
Type Dℓ, ℓ > 3
R = {±ǫi ± ǫj : 1 ≤ i 6= j ≤ ℓ},
Q(R) = {∑miǫi :∑mi ∈ 2Z},
P(R) = Q(R) + Z1/2(ǫ1 + . . .+ ǫℓ),
2P(R) ∩ Q(R) =
{
2P(R), ℓ ∈ 2Z,
2Q(R), ℓ ∈ 2Z+ 1.
An element in 2P(R) is of the form γ =
∑ℓ
i=1(2mi + b)ǫi where
∑
mi ∈ 2Z and b = 0
or b = 1. If ℓ is even, then the sum over the coefficients is divisible by 2 and γ is
contained in the root lattice, hence 2P(R) ∩ Q(R) = 2P(R) for ℓ even. If ℓ is odd,
then γ ∈ 2P(R) ∩ Q(R) if and only if b = 0 and then 2P(R) ∩ Q(R) = 2Q(R), ℓ odd.
The length of the ith fundamental weight ωi is i for 1 ≤ i ≤ ℓ − 2 and the other two
fundamental weights have length ℓ/4, [Bou81, Planche IV]. Thus, since we have to find
the fundamental weights such that their length multiplied by 4 is smaller than or equal to
4, the first candidate is ǫ1 and if ℓ 6= 4, this is the only one. Indeed γ = 2ǫ1 = ǫ1+ǫ2+ǫ1−ǫ2
is a degenerate sum. The Weyl group orbit of γ is ±2ǫi, 1 ≤ i ≤ ℓ. If ℓ = 4, then if
γ = 2ω3 or γ = 2ω4, the length of γ is 4. In fact, ω3 and ω4 are conjugate under the Weyl
group, so that it suffices to observe that 2ω4 = ǫ1+ ǫ2+ ǫ3+ ǫ4 is a degenerate sum. The
Weyl group acts on 2ω4 by flipping the signs arbitrarily.
Type nγ Degenerate sums
D4 2 ±{2εi : 1 ≤ i ≤ 4} ∪ {±ε1 ± ε2 ± ε3 ± ε4},
DI , card(I) > 4 2 {±2εi, i ∈ I}.
(5.5)
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Type E
E8 = {±ǫi ± ǫj : 1 ≤ i 6= j ≤ 8} ∪ {12
∑
(−1)ν(i)ǫi :
∑
ν(i) ∈ 2Z},
Q(R) = {∑miǫi : 2mi ∈ Z,∑mi ∈ 2Z, mi −mj ∈ Z},
P(R) = Q(R),
2P(R) ∩ Q(R) = 2P(R) = {∑miǫi : mi ∈ Z,∑mi ∈ 4Z, mi −mj ∈ 2Z}.
First assume R = E8, then the connection index of the root system is 1, so the weight
lattice equals the root lattice and 2P(R)∩Q(R) = 2P(R). The candidates for degenerate
sums have squared length less than or equal to 4 and lie in 2P(R). Since the rank of
the lattice is greater than 8 and all entries must be congruent modulo 2 this leaves only
one option: mi = ±2 for exactly one index i. But then
∑
mi = ±2 which is not in 4Z.
Thus there are no elements of the required length in 2P(R), hence no degenerate sums
for type E8. Similarly, since the weight lattices resp the root lattices of E6 and E7 are
contained in the weight lattice resp. the root lattice of E8, there are no degenerate sums
for E6 and E7 either.
Type F4
R = {±ǫi,±ǫi ± ǫj : 1 ≤ i 6= j ≤ 4} ∪ {1/2
∑
(−1)ν(i)ǫi : ν(i) ∈ Z},
P(R) = Q(R) =
⊕
Zǫi + Z1/2(ǫ1 + . . .+ ǫ4),
2P(R) ∩ Q(R) = 2P(R) = {∑miǫi : mi −mj ∈ 2Z, ∀ 1 ≤ i, j ≤ 4}.
The root system B4 sits inside F4 and their weight lattices coincide. Therefore the
elements in the double weight lattice which have length at most 4 are the same in both
cases. Since B4 ⊂ F4, this allows us to conclude DS(B4) ⊂ DS(F4). The other inclusion
is trivial, since a degenerate sum for F4 will be a degenerate sum for any subsystem. The
summands have to contained in the subsystem in question by definition of a degenerate
sum. Therefore DS(B4) = DS(F4).
Type nγ Degenerate sums
F4 2 ±{2εi : 1 ≤ i ≤ 4} ∪ {±ǫ1 ± ǫ2 ± ǫ3 ± ǫ4} (5.6)
Type G2
R = ±{ǫi − ǫj, 2ǫi − ǫj − ǫk : {i, j, k} = {1, 2, 3}},
P(R) = Q(R) ∼= Z3 ∩ {m1ǫ1 +m2ǫ2 +m3ǫ3 : m1 +m2 +m3 = 0},
2P(R) ∼= 2Z3 ∩ {m1ǫ1 +m2ǫ2 +m3ǫ3 : m1 +m2 +m3 = 0}.
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Since short roots have length 1 in G2, then the length function in terms of coordinates
is given by ‖m1ǫ1 +m2ǫ2 +m3ǫ3‖ = 12(m21 +m22 +m23), so a candidate for a degenerate
sum has to be of the form γ = 2m1ǫ1 + 2m2ǫ2 + 2m3ǫ3 such that (m
2
1 +m
2
2 +m
2
3) ≤ 6
and the sum over the coordinates is 0. Thus γ can only be conjugate to 2(ǫ1 − ǫ2) or
2(ǫ1 + ǫ2 − 2ǫ3). The latter cannot be written as sum of two independent roots, but for
the former we get 2(ǫ1− ǫ2) = 2ǫ1− ǫ2− ǫ3+(−ǫ3− ǫ1), so it is indeed a degenerate sum.
Type nγ Degenerate sums
G2 2 {2(εi − εj) : 1 ≤ i 6= j ≤ 3)} (5.7)
The classification of degenerate sums for finite reduced irreducible root systems can be
extended to possibly infinite ones. The key observation is that most of the results of
[vdK73, §2] depend only on local properties of the root system and generalize therefore
to locally finite root systems.
Lemma 5.2.10. Let γ = α+β be a degenerate sum in R where R is irreducible, reduced
and of rank at least 5. Then there is a finite subsystem S of R containing α and β such
that γ is a degenerate sum in Q(S). Moreover we may assume that the type of R equals
the type of S and that the rank of S is at least 5.
Proof. For finite R there is nothing to show. If R is infinite this is a consequence of
[LN04, Lemma 8.3].
Corollary 5.2.11. The following table contains all degenerate sums for R an irreducible
reduced root system.
Type nγ Degenerate sums
A2 3 ±{ε1 − 2ε2 + ε3, ε1 + ε2 − 2ε3, 2ε1 − ε2 − ε3}
A3 2 ±{ε1 − ε2 + ε3 − ε4, ε1 − ε2 − ε3 + ε4, ε1 + ε2 − ε3 − ε4}
B3 2 ±{2εi : 1 ≤ i ≤ 3} ∪ {±ǫ1 ± ǫ2 ± ǫ3}
B4 2 ±{2εi : 1 ≤ i ≤ 4} ∪ {±ǫ1 ± ǫ2 ± ǫ3 ± ǫ4}
BI , card(I) > 4 2 ±{2εi, i ∈ I}
CI , card(I) ≥ 2 2 ±{2εi : i ∈ I} ∪ ±{2(εi ± εj) : i 6= j ∈ I}
D4 2 ±{2εi : 1 ≤ i ≤ 4} ∪ {±ε1 ± ε2 ± ε3 ± ε4}
DI , card(I) > 4 2 {±2εi, i ∈ I}
F4 2 ±{2εi : 1 ≤ i ≤ 4} ∪ {±ε1 ± ε2 ± ε3 ± ε4}
G2 2 {2(εi − εj) : 1 ≤ i 6= j ≤ 3)}
G2 3 {3(εi − εj) : 1 ≤ i 6= j ≤ 3)}
(5.8)
Proof. If R is finite, then this is [vdK73, Table 1, p.13] or can be obtained by merging
Tables 1 to 7. Assume now that R = XI is infinite and that γ = α + β is a degenerate
sum of divisor nγ. By Lemma 5.2.10 there is a finite subsystem S of type X and rank
at least 5 such that α, β ∈ S and γ = α + β is a degenerate sum in Q(S). It follows
that X 6= A˙, since for An, n ≥ 5 no degenerate sums occur. Without loss of generality
we may assume X = B,C or D. The classification of the finite cases tells us that for
4 < rank(S) <∞ all degenerate sums γ = α+ β have divisor 2, so infinite root systems
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will also only have degenerate sums of divisor 2 and the set of degenerate sums for type
XI is contained in
⋃
J⊂I,4<card(J)<∞DS(XJ) :
DS(BI) ⊂ ±{2εi, i ∈ I},
DS(CI) ⊂ ±{2εi, i ∈ I} ∪ ±{2(εi ± εj) : i 6= j ∈ I},
DS(DI) ⊂ ±{2εi, i ∈ I}.
Assume that γ = α+ β is a degenerate sum for XJ , 4 < card(J) <∞, J ⊂ I. Then the
roots α and β are also linearly independent in XI and the argument above gives us that
nγ = 2. It remains to prove that 〈γ, α∨〉 ∈ 2Z for all α ∈ XI .
Let X = B or D. Then γ = 2εi some i ∈ I and 〈2εi, α∨〉 = 2〈ǫi, α∨〉 where 〈ǫi, α∨〉 ∈
{0,±1} for all roots α. Thus 〈γ, α∨〉 is twice an integer.
If X = C then a degenerate sum γ is either a long root or twice a short root. Since the
long roots are of the form 2ǫi i ∈ I the same argument as for types B and C shows that
〈γ, R〉 ⊂ 2Z. If γ = 2β, β ∈ R then 〈γ, α∨〉 = 2〈β, α∨〉 ∈ 2Z for all roots α. So equality
holds in all three inclusions above.
Remark 5.2.12. We note the following mysterious facts:
A2 ∪ DS(A2) = G2,
BI ∪ DS(BI) = BCI , card(I) > 4,
DI ∪ DS(DI) = CI , card(I) > 4.
5.2.3 Degenerate sums and central extensions of R-graded Lie
algebras
Definition 5.2.13 ([Neh09]). Let R be a reduced root system. An R-graded Lie algebra
is a k-Lie algebra together with a Q(R)-grading such that
(i) L =
⊕
α∈R Lα, where Lα is a submodule of L, called the homogeneous space of
degree α.
(ii) For every α ∈ R× the homogeneous space Lα contains an invertible element eα of
the Q(R)-graded Lie algebra L, i.e., there exists an element fα ∈ L−α such that
ad hα, hα := [fα, eα], acts diagonally on L:
ad hα|Lβ = 〈β, α∨〉idLβ for all β ∈ R.
(iii)
∑
α∈R× [Lα, L−α] = L0.
Note that (eα, hα, fα) is an sl2-triple in the sense of [Bou75].
We would like to include either in the definition of a root-graded Lie algebra L as
axiom that L is perfect or show that perfectness follows from the axioms. This holds
“almost” as we will see soon.
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Lemma 5.2.14. Let R be a reduced irreducible root system, R 6= CI (so in particular
R 6= A1 and R 6= B2). Then for every root α ∈ R×, there is a root β ∈ R× such that
(i) 〈α, β∨〉 = −1,
(ii) (α + Zβ) ∩ R = {α, α+ β}.
Proof. Depending on the type of R any two connected roots in R are contained in a
subsystem of type A2, G2 or B3. The case of R = A2 follows by inspection, we may just
pick one of the two roots which form an angle π/3 with α. If α is a long root in B3 or G2
then there is a subsystem of type A2 containing α and the argument for type A2 applies.
Let α now be a short root in G2, the root β can again be found by inspection. In fact β
is long and the angle between α and β is 5π/6. If α is short in B3, then the existence of
β can again be shown by inspection, the angle between α and β is π/4 in this case.
Lemma 5.2.15. Let R be a root system, R 6= CI and let L be an R-graded Lie algebra.
Then, for every α ∈ R×, there is β ∈ R× such that α + β ∈ R× and
[L−β , Lα+β] = Lα.
Proof. Since R 6= CI , by Lemma 5.2.14 there is a root β, such that (α + Zβ) ∩ R =
{α, α + β} and 〈α, β∨〉 = −1. Consider the linear maps ad eβ : Lα → Lα+β and ad fβ :
Lα+β → Lα. By assumption α− β is not a root, hence for xα ∈ Lα
ad fβ ad eβ .xα = ad[fβ, eβ]xα = − adhβxα = −〈α, β∨〉xα = xα.
Similarly for xα+β ∈ Lα+β since α + 2β /∈ R :
ad eβ ad fβxα+β = 〈α+ β, β∨〉xα+β = (−1 + 2)xα+β = xα+β.
Therefore, ad fβ : Lα+β 7→ Lα is an isomorphism and in particular onto.
Proposition 5.2.16. Let R be a reduced root system and L an R-graded Lie algebra.
The Lie algebra L is perfect, if
(i) R has no irreducible component of type CI , or
(ii) 1/2 ∈ k.
Proof. If there is no irreducible component of type CI , then (i) follows by Lemma 5.2.15.
If there is an irreducible component of type C, then the roots 2ǫi have divisor 2 and
therefore L2ǫi ∈ [L, L] if 1/2 ∈ k.
For a Lie algebra of type C, the assumption 1/2 ∈ k is necessary. It was shown in
[vdK73, Proposition 2.2] that Lie algebras of the form sp(2n,Z) are never perfect.
It will be convenient to have the following notation at hand:
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Definition 5.2.17. For a reduced root system R we denote by kR a commutative as-
sociative unital ring such that 1/2 ∈ kR if R has an irreducible component of type
CI , card(I) ≥ 1 (recall C1 = A1 and C2 = B2) and k = kR otherwise.
Proposition 5.2.18. Let R be an irreducible reduced root system, let L be an R-graded
Lie algebra over kR and let f : K → L be a Q(R)-graded central covering. If 0 6= γ ∈
suppQ(R)(K), then either
(i) γ ∈ R× in which case f : Kγ → Lγ is a bijection, or
(ii) γ = α + β is a degenerate sum, Kγ ⊂ ker f and nγKγ = 0.
Proof. Under the assumption on the base ring kR, L is always perfect. By Lemma 3.1.13,
K is generated as a Lie algebra by
⊕
α∈R× Kα. If γ ∈ suppK, then Kγ =∑
α+β=γ[Kα, Kβ]. In fact, Kγ =
∑
α∈R,γ−α∈R[Kα, Kγ−α], since a homogeneous space Kβ,
β /∈ R, lies in the kernel of f and hence in the centre of K.
Let γ ∈ suppK and let [xα, yβ] ∈ Kγ where xα ∈ Kα, yβ ∈ Kβ. Pick t′ ∈ f−1(hδ),
δ ∈ R×. Then, f([t′, yβ]) = [f(t′), f(yβ)] = [hδ, f(yβ)] = 〈β, δ∨〉f(yβ) since f is Q(R)-
graded. Likewise f([t′, xα]) = 〈α, δ∨〉f(xα). The central trick gives
[t′, [xα, yβ]] = [[t
′, xα], yβ] + [xα, [t
′, yβ]]
= 〈α, δ∨〉[xα, yβ] + 〈β, δ∨〉[xα, yβ] = 〈α + β, δ∨〉[xα, yβ].
Since Kγ is spanned by [xα, yβ] with α + β = γ, this means that ad t
′ is diagonalizable
on K. By assumption on kR, for γ ∈ R× there is δ ∈ R× such that 〈γ, δ∨〉 ∈ k×. Choose
xγ ∈ Kγ ∩ ker f ⊂ Z(K). Then
0 = 〈γ, δ∨〉−1[t′, xγ ] = 〈γ, δ∨〉−1〈γ, δ∨〉xγ = xγ
whence Kγ ∩ ker f = {0}. This proves (i).
If γ /∈ suppL, then since f : K → L is graded, Kγ is central. Pick t′ ∈ f−1(hδ)
where δ ∈ R×, then 0 = [t′, Kγ] = 〈γ, δ∨〉Kγ, whence Kγ has nγ-torsion. Assume that
γ = α + β ∈ suppQ(R)K \R. The goal is to prove that γ is a degenerate sum.
Assume that γ = α′ + α′ for a non-zero root α′ and this is the only way to express γ as
sum of two non-zero roots. By assumption on kR there is a either a root β ∈ R, such
that 〈α′, β∨〉 = 1 or if R = CI , 〈α′, β∨〉 = 2. If R 6= CI , then 〈α′ + α′, β∨〉 = 2 and hence
nγ = 2. If R = CI , then nγ is a divisor of 2〈α′, (α′)∨〉 = 4. Hence nγ is invertible in kR,
and Kγ is trivial. We may from now on assume that R 6= CI . Recall from the proof of (i)
that the graded covering K is generated by the spaces Kα, α ∈ R×, see Lemma 3.1.13.
Under the assumption that γ = α′ + α′ for a non-zero root α′ and that this is the only
way to express γ as sum of two roots, it follows that Kγ = [Kα′ , Kα′]+[K0, Kγ]. However,
Kγ lies in the center of K, so we have Kγ = [Kα′ , Kα′]. According to Lemma 5.2.15,
there are non-zero roots β ′ and γ′ such that Lα′ = [Lβ′ , Lγ′]. Part (i) implies, that the
restriction of f to Kβ′ +Kγ′ +Kα′ is a bijection, and hence Kα′ = [Kβ′, Kγ′ ]. The Jacobi
identity gives
[Kα′, Kα′ ] = [[Kβ′ , Kγ′ ], Kα′] = [Kβ′ , [Kγ′ , Kα′]] + [Kγ′, [Kβ′ , Kα′]].
This space can only be non-zero if at least one of β ′ + α′ and γ′ + α′ lies in R×. Then
(β ′, γ′ + α′) or (γ′, β ′ + α′) is a degenerate pair, contradicting the assumption that it is
not possible to express γ as a degenerate sum. Thus, by contradiction, (ii) is true.
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5.3 Jordan graded Lie algebras
Throughout this section, k is a unital commutative associative ring.
5.3.1 Idempotents and grids
All the results and proofs can be found in [Neh91] (the passage from triple systems to
pairs is straightforward.)
Definition 5.3.1. Let V = (V +, V −) be a Jordan pair with quadratic operator Q =
(Q+, Q−). An idempotent is a pair (e+, e−) ∈ V such that for σ = ±,
Qσeσe
−σ = eσ,
or shorter Qee = e.
If e is an idempotent of V, we define the Peirce space with respect to e as:
V σ2 (e) = im(Qeσ), V
σ
1 (e) = ker(id−D(eσ, e−σ)), V σ0 (e) = ker(D(eσ, e−σ)) ∩ ker(Qe−σ).
As usual, we will often suppress the superscript σ whenever it is clear from the
context. Also to avoid subscripts, one often write Q(a) instead of Qa and likewise Q(a, c)
and D(a, b) for a, c ∈ V σ and b ∈ V −σ. The immediate consequence of Definition 5.3.1 is
the proposition below.
Proposition 5.3.2. Let V be a Jordan pair and e an idempotent. For σ = ± the
following hold:
(i) ker(Qσeσ) = V
σ
1 (e)⊕ V σ0 (e),
(ii) V σi (e) ⊂ {x ∈ V σ : {eσ, e−σ, x} = ix}, with equality for i = 1 and for all i, if
1/2 ∈ k×.
Definition 5.3.3. Let V be a Jordan pair. Two idempotents e and f are called
(i) orthogonal, if e ∈ V0(f) and f ∈ V0(e), denoted by e⊥f ,
(ii) collinear, if e ∈ V1(f) and f ∈ V1(e), denoted by e⊤f ,
(iii) associated, if e ∈ V2(f) and f ∈ V2(e), denoted by e ≈ f .
(iv) If e ∈ V1(f) and f ∈ V2(e), then e governs f , denoted by e ⊢ f and f ⊣ e.
We will refer to the relations ⊥,⊤,≈,⊢ and ⊣ as cog relations. It is useful to note that
e ≈ f ⇐⇒ V2(e) = V2(f) ⇐⇒ Vi(e) = Vi(f) for i ∈ {0, 1, 2}.
Definition 5.3.4. A root system R is 3-graded if there exists a partition R = R−1 ∪
R0 ∪ R1 satisfying
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(i) −R1 = R−1,
(ii) (Ri +Rj) ∩ R ⊂ Ri+j , where Ri+j = ∅ if i+ j /∈ {−1, 0, 1},
(iii) (R1 +R−1) ∩ R = R0.
Proposition 5.3.5. See [LN04, 17.8 and 17.9]. An irreducible root system R has a
3-grading if and only if R is of type AI , BI , CI, DI , E6 or E7. In this case,
• R1 spans Q(R),
• For any two α 6= β ∈ R1 one of the following holds:
– α is orthogonal to β, 〈α, β 〉ˇ = 0, denoted by α ⊥ β,
– α governs β, 〈α, β 〉ˇ = 1, 〈β, αˇ 〉 = 2, denoted by α ⊢ β,
– β governs α, 〈β, αˇ 〉 = 1, 〈α, β 〉ˇ = 2, denoted by α ⊣ β,
– α and β are collinear, 〈α, β 〉ˇ = 1 = 〈β, αˇ 〉, denoted by α⊤β.
Lemma 5.3.6. Assume that (R,R1) is a 3-graded root system. Let 0 6= δ in R0. Then
there are α, β ∈ R1 such that δ = α− β, 〈β, αˇ 〉 = 1 or 〈α, β 〉ˇ = 1 and for all γ ∈ R.
〈γ, (α− β)∨〉 = 〈α, β∨〉〈γ, αˇ 〉 − 〈β, α∨〉〈γ, β∨〉. (5.9)
Proof. Let γ ∈ R0. By (iii) of Definition 5.3.4, we can write γ = α − β for α, β ∈ R1
such that αRβ and R 6=⊥ . Therefore R =⊢,⊣ or ⊤. Hence 〈β, α∨〉 = 1 or 〈α, β∨〉 = 1.
Switching the roles of α and β in (5.9) amounts to multiplying both sides by −1, therefore
without loss of generality 〈α, β∨〉 = 1. So either α governs β or α and β are collinear.
In this case sβ(α) = α − 〈α, β∨〉β = α − β and thus sα−β = ssβ(α) = sβsαsβ . With this
formula for every γ ∈ R :
〈γ, (α− β)∨〉 = 〈γ, (sβα)∨〉 = 〈sβγ, α∨〉 = 〈γ − 〈γ, β∨〉β, α∨〉
= 1 · 〈γ, α∨〉 − 〈β, α∨〉〈γ, β∨〉 = 〈α, β∨〉〈γ, α∨〉 − 〈β, α∨〉〈γ, β∨〉.
Definition 5.3.7. Let (R,R1) be a 3-graded root system. A family E = {eα : α ∈ R1}
is called a covering (R,R1)-grid if the following hold:
(i) If α, β ∈ R1, then eαReβ if and only if αRβ. In this case we define the joint Peirce
spaces as Vα =
⋂
β∈R1
V〈α,β∨〉(eβ), α ∈ R1.
(ii) V =
∑
α∈R1
Vα.
Proposition 5.3.8. The sum of the joint Peirce spaces is always direct, i.e., if E is a
covering (R,R1) grid then V =
⊕
α∈R1
Vα. Moreover for α, β, γ ∈ Rσ
{V σα , V −σβ , V σγ } ⊂ V σα−β+γ
with {V σα , V −σβ , V σγ } = {0} if α− β + γ /∈ Rσ.
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The following condition on R will hold:
(R,R1) is a 3-graded root system.
Recall the definition of a Lie algebra of Jordan type (Definition 4.2.16), Defini-
tion 5.2.13, the definition of kR from Definition 5.2.17 and the definition of the functor
ULE and its universal properties (see Corollary 4.2.9).
Theorem 5.3.9. Let L be a Lie algebra of Jordan type over k = kR and assume that the
Jordan pair V = (L+, L−) is covered by a grid E of type (R,R1). Then
(i) There are uniquely defined central extensions f : ULE(V ) → L and g : L →
TKK(V ) such that f |V = g|V = id|V . If L is perfect, then these central extensions
are coverings.
(ii) If [Lα, L−β] = 0 whenever α, β ∈ R1 and α ⊥ β, then L is an R-graded Lie algebra
with homogeneous components
Lσα = V
σ
α , for α ∈ R1,
Lγ = [Lα, L−β], γ = α− β; α, β ∈ R1, α− β ∈ R0,
L0 =
∑
α∈R1
[Lα, L−α].
(iii) The Lie algebra TKK(V ) is R-graded.
Proof. The existence and uniqueness of the central extensions in (i) are Corollary 4.2.18.
Part (ii) is Theorem 2.6 in [Neh96] and part (iii) is Theorem 2.5 [Neh96]. Thus by
Corollary 4.2.19, ULE(V ) is also perfect and hence L is perfect too.
Lemma 5.3.10. [Neh96, 2.5] Let V be a Jordan pair over kR which is covered by an
(R,R1)-grid and L of Jordan type with (L+, L−) = V. If α 6= β ∈ R1, then
〈α, β∨〉 = 1 =⇒ Lα−β ∼= Lα,
〈β, α∨〉 = 1 =⇒ Lα−β ∼= L−β .
The isomorphisms are given by ad e−β and ad e
+
α respectively.
Proof. We only consider the first case since both are proved in exactly the same manner.
Denote e± = e±β . Let x ∈ Lα. Then ad(e+) ad(e−).x = x so that ad(e−) : Lα → Lα−β is
left invertible with left inverse ad(e+). For the next step it is crucial that α − 2β /∈ R
since the β-string through α is only {α, α− β}. Thus if z ∈ Lα−β then [e−, z] = 0 and
ad e−. ad e+.z = − ad[e+, e−].z = z
which shows that ad e− is invertible.
Proposition 5.3.11. Let V be a Jordan pair which is covered by an (R1, R) grid and
L = TKK(V ). If f : K → L is a Q(R)-graded central covering of L and α, β ∈ R1, then
〈α, β∨〉 = 1 =⇒ Kα−β ∼= Kα ∼= Lα.
〈β, α∨〉 = 1 =⇒ Kα−β ∼= K−β ∼= L−β.
Proof. This follows from Proposition 5.2.18 and Lemma 5.3.10.
5.3. JORDAN GRADED LIE ALGEBRAS 63
5.3.2 Degenerate sums revisited
It now makes sense to ask what kind of additional structure an (R1, R)-grid on a Jordan
pair induces on its universal derivation algebra uider(V ). Recall that for a Jordan pair
V , uider(V ) was defined as V + ⊗ V − modulo the relations
δ(x, y)(u⊗ v) + δ(u, v)(x⊗ y), (5.10)
δ(x, y)(x⊗ y), (5.11)
where (x, y), (u, v) ∈ V and δ(x, y) = (Dx,y,−Dy,x). We will abbreviate the relation
δ(x, y)(u ⊗ v) + δ(u, v)(x ⊗ y) by A(x, y, u, v) and the relation δ(x, y)(x, y) by B(x, y).
Then 2B(x, y) = A(x, y, x, y) and the symmetries
A(x, y, u, v) = A(u, v, x, y) = A(x, v, u, y) (5.12)
hold. Linearize (5.11):
B(x, y) = {xyx} ⊗ y − x⊗ {yxy} (5.13)
B′(x, u; y) = 2{xyu} ⊗ y − x⊗ {yuy} − u⊗ {yxy} = A(x, y, u, y) (5.14)
B′′(x, u, y, v) = A(x, y, u, v) + A(x, v, u, y) = 2A(x, y, u, v) (5.15)
Assume now that V =
⊕
α∈R1
Vα is covered by a grid. The root grading of V induces
a Q(R)-grading on the tensor product
V + ⊗ V − =
⊕
ρ,µ∈Q(R)
V +ρ ⊗ V −µ = (V + ⊗ V −)0 ⊕ (
⊕
ρ6=µ∈Q(R)
V +ρ ⊗ V −µ ),
where (V + ⊗ V −)µ =
∑
γ∈R1
V +γ ⊗ V −γ−µ.
By (5.15) and (5.14) we only need to consider B(x, y) for x and y homogeneous. Thus
uider(V ) is equal to V + ⊗ V − modulo
(1) A(x, y, u, v) for x, y, u, v homogeneous,
(2) B(x, y) for x, y homogeneous. We immediately discuss the possible cases for
B(xα, yβ) with xα ∈ V +α , yβ ∈ V −β . Let xα ∈ V σα , yβ ∈ V −σβ . For a root system
grading this gives 3 cases:
(2a) α = β : B(xα, yα) ∈ V +α ⊗ V −α
(2b) α ⊢ β : B(xα, yβ) = 2Q(xα)yβ ⊗ yβ ∈ V +2α−β ⊗ V −β
(2c) α ⊣ β : B(xα, yβ) = −xα ⊗ 2Q(yβ)xα ∈ V +α ⊗ V −2β−α
There are no other cases since Q(xα)(yβ) = 0 if α⊤β or α ⊥ β.
Since
{V σα , V −σβ , V σγ } = 0, if α− β + γ /∈ Rσ
we can assume for the discussion of A(x, y, u, v) with x ∈ V σα , y ∈ V −σβ , z ∈ V σγ , v ∈ V −σδ
that at least one of the following elements of Q(R) lies in R1 :
ǫ1 = α− β + γ, ǫ2 = β − α + δ, ǫ3 = γ − δ + α, ǫ4 = δ − γ + β. (5.16)
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We define
A(α, β, γ, δ) := A(V +α , V
−
β , V
+
γ , V
−
δ )
for all α, β, γ, δ ∈ R1 and
B(α, β) := B(Vα, Vβ)
for all α, β ∈ R1. For µ ∈ Q(R) let
A(µ) :=
∑
α−β+γ−δ=µ
A(α, β, γ, δ), B(µ) =
∑
2(α−β)=µ
B(α, β).
Then the submodule I generated by all A(α, β, γ, δ) and B(α, β) is equal to the sub-
module generated by all A(µ) and B(µ), µ ∈ Q(R). We have a canonical grading on
this submodule, where the homogeneous component of degree µ ∈ Q(R) is given by
A(µ) +B(µ).
Proposition 5.3.12. The Lie algebra uider(V ) is Q(R)-graded with homogeneous com-
ponents
uider(V )µ = (V
+ ⊗ V −)µ/(A(µ) +B(µ)) =
∑
α∈R1
(V +α ⋄ V −α−µ), (5.17)
and the epimorphism ud : uider(V )→ ider(V ) is Q(R)-graded.
Proof. By definition, uider(V ) is the quotient of V + ⊗ V − by the submodule generated
by all A(x, y, u, v) and B(x, y). We have seen above that this submodule is Q(R)-graded
with homogeneous components A(µ) + B(µ). This implies (5.17). The homogeneous
components of ider(V ) are ider(V )µ =
∑
α∈R1
δ(V +α , V
−
µ−α). Under the Lie algebra epi-
morphism ud : uider(V ) → ider(V ), ud(xα ⋄ yβ) = δ(xα, y−β) ∈ ider(V )α−β. Thus ud is
graded.
We will now describe the kernel of ud, see Corollary 5.3.22. So far, very little use has
been made of the explicit classification of 3-gradings which can for instance be found in
[LN04, 17.8 and 17.9], but for what follows we will really have to look at each 3-grading
individually. The notation for 3-graded root systems can also be found in [LN04].
Assume that V is defined over kR. By the above, ud : ULE(V ) → TKK(V ) is a
Q(R)-graded central covering with kernel ker ud = HC(V ) and TKK(V ) is R-graded
(Theorem 5.3.9). We know by Proposition 5.2.18, that with respect to the Q(R)-grading
HC(V ) =
⊕
γ∈DS(R)(HC(V ))γ ⊕ (HC(V ))0. where DS(R) was defined in Definition 5.2.3.
In addition, ud : ULE(V )→ TKK(V ) is a 3-graded central extension with respect to the
3-grading (R,R1).With respect to this 3-grading, HC(V ) has degree 0, so it follows that,
if α − β = γ ∈ DS(R), and HC(V )γ 6= {0}, the degenerate pair (see Definition 5.2.3)
(α,−β) lies in R1 ×−R1.
Degenerate sums occur either with divisor 2 or 3. Assume that α−β = γ is a degenerate
sum and nγ = 3. Then R = A2 or R = G2. Since the root system G2 is not 3-graded,
we can restrict to the case nγ = 3 and R = A2. In this case, the grid is of type A
coll
2
and without loss of generality R1 = {ǫi − ǫj , ǫi − ǫk} for {i, j, k} = {1, 2, 3}. Moreover,
R1−R1 = {ǫk−ǫj , 0, ǫj−ǫk}. Comparison with table 5.8 tells us that none of these three
elements is a degenerate sum. Thus if nγ = 3, then γ is not in the support of HC(V ).
We may therefore assume from now on that nγ = 2.
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In the following if γ ∈ Q(R) and L a Q(R)-graded Lie algebra, then Lγ will mean the
γ-component with the respect to the Q(R)-grading and if L is a Z-graded Lie algebra,
then Ln, n ∈ Z, is the n-homogeneous component. In this sense ULE(V )0 = uider(V ) =⊕
γ∈Q(R) uider(V )γ and (ULE(V ))γ = uider(V )γ for γ ∈ (R1 +R−1).
By Proposition 5.2.18 the following holds:
If 1/2 ∈ k, then ker ud ⊂ uider(V )0.
Assume that HC(V )γ 6= 0 and γ 6= 0. Since nγ = 2, we know that there must be a
degenerate pair (α,−β), α, β ∈ R1, such that γ = α− β and α ⊥ β (see Lemma 5.2.4).
- Acoll. Here, any two distinct roots in R1 are collinear (hence the name). Thus a
degenerate sum γ cannot lie in R1 +R−1 and we obtain
Proposition 5.3.13. If V is covered by a collinear grid Acoll, then ker ud ⊂
uider(V )0.
- AJI .We know, see Table 5.8, that only A1 = C1, A2 and A3 admit degenerate sums.
The case A1 falls under the case C1. For A2, the rectangular grid is isomorphic to
a collinear grid and this case has been treated. The root system A3 admits 2 non-
isomorphic 3-gradings, Acoll3 and A
2
3, The first one was already considered. Assume
therefore without loss of generality that card(K) = 4, I = {1, 3} and J = {2, 4}.
Then R1 = {ǫ1− ǫ2, ǫ1− ǫ4, ǫ3− ǫ2, ǫ3− ǫ4}. Every element of DS(A3) is of the form∑
(−1)νiǫi where
∏4
i=1(−1)νi = 1. If α− β ∈ R1 + R−1, α 6= β, then α ⊥ β if and
only if α = ǫi−ǫj and β = ǫm−ǫn with i 6= m, j 6= n. Thus α−β = ǫi−ǫj−ǫm+ǫn
is a degenerate sum (see Table 5.8). We obtain every γ, which is a degenerate sum,
as such a difference except ±(ǫ1 − ǫ2 + ǫ3 − ǫ4).
Proposition 5.3.14. If V is covered by a rectangular grid A23, then ker ud ⊂
uider(V )0 +
∑
j,k∈J,j 6=k uider(V )ǫ1−ǫj−ǫ3+ǫk +
∑
j,k∈J,i 6=k uider(V )−ǫ1+ǫj+ǫ3−ǫk .
Proposition 5.3.15. If V is covered by a rectangular grid A˙JK , card(K) > 4, then
ker ud ⊂ uider(V )0.
- BqfI . The positive roots are {ǫ∞ ± ǫi} ∪ {ǫ∞} and α, β ∈ R1 are orthogonal if and
only if α = ǫ∞ ± ǫi and β = ǫ∞ ∓ ǫi. Then α− β = ±2ǫi is a degenerate sum.
Proposition 5.3.16. If V is covered by an odd quadratic grid BqfI , then ker ud ⊂
uider(V )0 +
∑
i∈I uider(V )±2ǫi.
- DqfI . The positive roots are {ǫ∞ ± ǫi} and α, β ∈ R1 are orthogonal if and only if
α = ǫ∞ ± ǫi and β = ǫ∞ ∓ ǫi. Then α− β = ±2ǫi is a degenerate sum.
Proposition 5.3.17. If V is covered by an even quadratic grid DqfI , then ker ud ⊂
uider(V )0 +
∑
i∈I uider(V )±2ǫi.
- DaltI . The positive roots are {ǫi + ǫj , i, j ∈ I} and α, β ∈ R1 are orthogonal if and
only if α = ǫi + ǫj and β = ǫn + ǫm, with {i, j} ∩ {n,m} = ∅. Comparing with
Table 5.8 yields that α − β = ǫi + ǫj − ǫn − ǫm is a degenerate sum if and only if
card(I) = 4. Thus
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Proposition 5.3.18. If V is covered by an alternating grid Dalt4 , then ker ud ⊂
uider(V )0 +
∑
i,j,m,n 6=,i<j,m<n uider(V )ǫi+ǫj−ǫn−ǫm. (where we choose any total order
< on I).
Proposition 5.3.19. If V is covered by an alternating grid DaltI , card(I) > 4, then
ker ud ⊂ uider(V )0.
- Bi-Caley grid and Albert grid. The root systems of type E do not admit any
degenerate sums (Table 5.8), therefore
Proposition 5.3.20. If V is covered by a an Bi-Caley grid or by an Albert grid,
then ker ud ⊂ uider(V )0.
- CherI . In the case where R = CI , we always assume that 1/2 ∈ kR therefore
Proposition 5.3.21. If V is covered by a grid a hermitian grid CherI , then ker ud ⊂
uider(V )0.
However, it might be useful to compute the intersection DS(R) ∩ (R1 +R−1). If V
is covered by hermitian grid, then two roots α, β ∈ R1 are orthogonal, if and only
if α = ǫi + ǫj , β = ǫm + ǫn with {i, j} ∩ {m,n} = ∅. Thus α − β = 2(ǫi − ǫm) or
α− β = ǫi+ ǫj − ǫm− ǫn for i, j,m, n 6= . A look at Table 5.8, reveals that only the
first ones are degenerate sum. Thus
(R1 +R−1) ∩ DS(R) = {2(ǫi − ǫj) : i 6= j}.
Corollary 5.3.22. Let k = kR and V a Jordan pair which is covered by an (R,R1)-grid.
The kernel of ud : uider(V )→ ider(V ), that is HC(V ), is Q(R)-graded and
suppQ(R)(HC(V )) ⊂
(
DS(R) ∩ (R1 +R−1)
) ∪ {0}.
We have HC(V ) = HC(V )0 if
(i) 1/2 ∈ k, thus in particular for R = CI , or
(ii) DS(R) ∩ (R1 + R−1) = ∅ and this happens if and only if R1 = A˙coll, or R = A˙I ,
DI , E6, E7, E8, card(I) > 4.
In [Neh96, Lemma 2.5], the space D =
∑
α,β∈R1,α⊥β
⊂ [L1, L−1] was called the defect
set. In the same paper, the author proves that this space is central and has 2-torsion.
In view of our Proposition 5.2.18, those facts are immediate (see Corollary 5.3.23), since
the weights of homogeneous components of the defect are degenerate sums (and not just
any difference of orthogonal positive roots). We have therefore obtained a more precise
version of the cited result which we can prove knowing only that the central covering
L→ TKK(L1, L−1) is Q(R)-graded.
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Corollary 5.3.23 (Lemma 2.5 [Neh96]). Let L be a Lie algebra of Jordan type over k,
such that (L+, L−) covered by an (R1, R)-grid. If D =
∑
α⊥β,α,β∈R1
[Lα, L−β] then
D ⊂ Z(L), 2D = 0.
Moreover, if α ⊥ β, α, β ∈ R1 and [Lα, L−β] 6= {0}, then α − β is a degenerate sum of
divisor 2.
Proof. Let V = (L+, L−). By Theorem 5.3.9, there is a graded central covering g :
L → TKK(V ) and TKK(V ) is root-graded. Thus, since α ⊥ β, α, β ∈ R1 implies that
TKK(V )α−β = 0, we have D ⊂ ker f ⊂ Z(L). Moreover, by Proposition 5.2.18, 2D = 0,
since every γ in the support of D is a degenerate sum of divisor 2.
Example 5.3.24. We would like to state explicitly, that for L = TKK(V ) the universal
central extension u : uce(L) → L is in general 5-graded and in addition (ker u)±2 and
even (ker u)±1 can be non-trivial. Consider for instance a Jordan pair which is covered
by a grid of type Bqf{1,2}. The 3-grading is given by R1 = {ǫ3 ± ǫi, i = 1, 2} ∪ {ǫ3}. The
root system B3 has degenerate sums with respect to 2 and the corresponding weights are
{2εi : 1 ≤ i ≤ 3} ∪ {±ǫ1 ± ǫ2 ± ǫ3}. Thus the support of the universal central extension
is contained in S = BC3 ∪ {±ǫ1 ± ǫ2± ǫ3} with the following 5-grading which is induced
by the 3-grading on R :
S0 = R0 ∪ {±2ǫ1,±2ǫ2},
S1 = R1 ∪ {±ǫj + ǫ3 ± ǫi : {i, j, 3} = {1, 2, 3}} ,
S−1 = R−1 ∪ {±ǫj − ǫ3 ± ǫi : {i, j, 3} = {1, 2, 3}},
S2 = {2ǫ3},
S−2 = {−2ǫ3}.
Let L = so(3,Z) with its canonical Q(B3)-grading. Then V = (L
−, L+) is covered by a
grid of type Bqf{1,2}. In [vdK73] it is proven that the support of u : uce(L) → TKK(V ) is
all of S and that the kernel of u has support DS(B3) ∪ {0}.
It will turn out that the collinear grid has particularly nice properties. To see this
we need the following result [LN04, Prop. 18.9]:
Proposition 5.3.25. Suppose α, β, γ ∈ R and α 6= β 6= γ. Then the following are
equivalent:
(a) α− β + γ ∈ R1,
(b) One of the following holds
(i) α 6⊥ β 6⊥ γ ⊥ α, or
(ii) α⊤γ, and α ⊢ β ⊣ γ, or
(iii) (α, β, γ) is a collinear family and α− β + γ ∈ R1, or
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(iv) α = γ ⊢ β.
Remark 5.3.26. Case (b)(iii) can only occur if the covering grid is of type ChermI .
The zero component of uider(V ) with respect to the root grading is the quotient of
(V + ⊗ V −)0 modulo the span of all relations
A(α, β, γ, δ) ∩ (V + ⊗ V −)0, B(α, β) ∩ (V + ⊗ V −)0.
For B(α, β), (5.3.2) implies that we only need to consider B(α, α). Next we discuss the
A-relations:
A(α, β, γ, δ) ⊂ V +ǫ1 ⊗ V −δ + V +ǫ3 ⊗ V −β
+ V +α ⊗ V −ǫ4 + V +γ ⊗ V −ǫ2
where the elements ǫi are as defined in (5.16). This is homogeneous with respect to the
Q(R)-grading. Suppose ǫ1 = α − δ + γ = δ. Then γ = β − α + δ, δ − γ + β = α.
Hence A(α, β, γ, δ) lies either in uider(V )0 or in a homogeneous component outside of it.
Therefore we need to determine
A(α, β, γ, δ), α− β + γ = δ.
This leads to three cases : (I) α = β, γ = δ; (I’) α = δ, β = γ; (equivalent to (I) by
symmetry) and (II)
α 6= β 6= γ, α− β + γ = δ. (5.18)
Corollary 5.3.27. If V is covered by a grid of type Acoll, then A(0) =∑
α,β∈R1
A(α, β, α, β) and B(0) =
∑
α∈R1
B(α, α).
Proof. We have to determine the span of all relations
A(α, β, γ, δ) ∩ (V + ⊗ V −)0, B(α, β) ∩ (V + ⊗ V −)0
where B(α, β) := B(V +α , V
−
β ). For B(α, β), (5.3.2) implies that we only get B(α, α). If
α 6= β 6= γ, then (α, β, γ) is collinear, hence by Remark 5.3.26, α−β+γ /∈ R1. Therefore,
if A(α, β, γ, δ) ⊂ (V ⊗ V )0 then without loss of generality α = γ and β = δ.
Chapter 6
Types A and C
In this chapter we will describe the universal central extension of TKK(V ) for two im-
portant examples, namely for the rectangular matrix Jordan pairs and for the hermitian
matrix Jordan pairs. It is known that over a field of characteristic 6= 2, 3 the Tits-Kantor-
Koecher algebras of those pairs are precisely the centreless root-graded Lie algebras of
types A and C respectively (see [Neh96]). Although over a general base ring, we can only
prove that TKK(V ) is A-graded resp. C-graded (and not that every such root-graded Lie
algebra is of this form), this gives us some insight into a possible theory of root-graded
Lie algebras over k. It is also a straightforward generalization of the approach which was
chosen in [vdK73] where the author looks at Lie algebras of the form k⊗Z gZ for a simply
connected Chevalley form gZ of a simple finite dimensional Lie algebra.
6.1 Derivations
If L is a root-graded Lie algebra, see Definition 5.2.13, its structure can often be described
by another algebra D, which is called the coordinate algebra. There is a close connec-
tion between derivations of D and derivations of certain Jordan pairs which we explore
in this chapter. A good reference for alternative algebras which are needed throughout
is [McC80]. In the paper [LPR08] the authors approach derivations of an alternative
algebra D in a way which is well suited to our setting.
Recall Definition 2.1.13 for the definition of the Lie multiplication algebra of an alter-
native algebra D. If D is an alternative (possibly commutative or associative) unital
algebra, it can be shown (see [LPR08]) that a multiplication derivation of D is an ele-
ment ∆ ∈ Endk(A) of the form
∆ = La −Ra +
n∑
i=1
[Lai , Rbi]
for some a, ai, bi ∈ A such that
3a+
n∑
i=1
[ai, bi] ∈ Nuc(A).
69
70 CHAPTER 6. TYPES A AND C
This will be considered as the definition of a multiplication derivation whenever alter-
native algebras are concerned. We will define special types of multiplication derivations
following [LPR08, 2.5]. There the reader can also find proofs that those concepts are
well-defined.
Definition 6.1.1. An inner derivation is a multiplication derivation La − Ra +∑n
i=1[Lai , Rbi] such that 3a+
∑n
i=1[ai, bi] = 0. An associator derivation is an inner deriva-
tion where a = 0. The submodule of standard derivations is spanned by elements of the
form SD(a, b) = L[a,b]−R[a,b]+3[La, Rb]. Lastly, commutator derivations are those inner
derivations where
∑
[Lai , Rbi ] = 0. We denote, with obvious names,
Der(D) := {∆ ∈ Endk(D) : ∆(ab) = ∆(a)b+ a∆(b), a, b ∈ D},
MulDer(D) := spank{La − Ra +
n∑
i=1
[Lai , Rbi ] : 3a+
n∑
i=1
[ai, bi] ∈ Nuc(D)},
IDer(D) := spank{La − Ra +
n∑
i=1
[Lai , Rbi ] : 3a+
n∑
i=1
[ai, bi] = 0.},
AssDer(D) := spank{
n∑
i=1
[Lai , Rbi ] :
n∑
i=1
[ai, bi] = 0.},
StanDer(D) := spank{L[a,b] − R[a,b] + 3[La, Rb] : a, b ∈ D},
ComDer(D) := spank{La − Ra +
n∑
i=1
[Lai , Rbi ] : 3a = 0,
n∑
i=1
[ai, bi] = 0.}.
The following proposition is part of [LPR08, Prop. 3.7].
Proposition 6.1.2. Let D be an alternative k-algebra.
(i) The submodules MulDer(D), IDer(D), StanDer(D),ComDer(D) are ideals of the
Lie algebra Der(D).
(ii) If 3[D,D] = [D,D] (in particular if D is commutative), then
IDer(D) = AssDer(D) + StanDer(D) + ComDer(D).
(iii) If 3D = D, then
IDer(D) = StanDer(D) + ComDer(D).
(iv) If 1/3 ∈ k, then
IDer(D) = StanDer(D), ComDer(D) = 0.
(v) If 3D = 0, then
IDer(D) = AssDer(D) + ComDer(D).
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Trialities
Throughout let D be an alternative unital algebra, see Definition 2.1.5.
Definition 6.1.3. A triple of elements (t1, t2, t3), ti ∈ Endk(D) is called an (additive)
triality of D if:
t1(ab) = t2(a)b+ at3(b)
for a, b ∈ D. The trialities form a Lie subalgebra of Endk(D)3 which is denoted by T(D).
Remark 6.1.4. Every derivation D ∈ Der(D) allows us to define a triality by setting
ti = D for all 1 ≤ i ≤ 3. Conversely, every triality with t1 = t2 = t3 corresponds to a
derivation D = ti.
Remark 6.1.5. There exist multiplicative trialities, but since we are interested in Lie alge-
bras and not in groups, the additive version is better adapted to our purposes. Sometimes
the objects which we call trialities are called (Lie) related triples in the literature and
the expression (local, additive) triality is reserved for orthogonal trialities. See Defini-
tion 6.5.36 and the paragraph following it for more information.
Lemma 6.1.6. Let (t1, t2, t3) be a triality. Then t1 = t2 = t3, if and only if t1(1) =
t2(1) = t3(1) = 0.
Proof. We already know that t1 = t2 = t3 implies that t1 is a derivation. For every
derivation ∆, ∆(1) = 0, so ⇒ is clear. Assume ti(1) = 0 for all i. For all x ∈ D, we have
t1(x) = t2(x)1 + xt3(1) = t2(1)x+ 1t3(x) by triality. Thus t1(x) = t2(x) = t3(x).
Example 6.1.7. The triples λ(a) = (La, La+Ra,−La) , ρ(b) = (Rb,−Rb, Lb+Rb) a, b ∈ D.
are trialities. Indeed, in every alternative algebra
−(a, x, y) = La(xy)− (Lax)y = (Rax)y − x(Lay) = (x, a, y)
and
(x, y, b) = Rb(xy)− x(Rby) = −(Rbx)y + x(Lby) = −(x, b, y).
Since T(D) is a Lie algebra, σ(a, b) := [λ(a), ρ(b)] is a triality. More explictly, it is of the
form (t1, t2, t3) = [λ(a), ρ(b)], where
t1 = [La, Rb],
t2 = −[La, Rb]− [Ra, Rb] = −[La, Rb] + 2[La, Rb] +R[a,b] = R[a,b] + [La, Rb],
t3 = −[La, Lb]− [La, Rb] = 2[La, Rb]− [La, Rb]− L[a,b] = −L[a,b] + [La, Rb].
Thus
σ(a, b) = ([La, Rb], [La, Rb], [La, Rb]) + (0, R[a,b],−L[a,b]).
Definition 6.1.8. A triality (t1, t2, t3) is called an inner triality, if it lies in the subalgebra
T0 generated by the trialities λ(a) = (La, La + Ra,−La), ρ(b) = (Rb,−Rb, Lb + Rb),
a, b ∈ D.
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Lemma 6.1.9. A triality (t1, t2, t3) is inner if and only if there exist a, b ∈ D and finitely
many pairs (ai, bi) ∈ D2 such that
(t1, t2, t3) = λ(a) + ρ(b) +
∑
i
σ(ai, bi).
Moreover,
[λ(c), σ(a, b)] = σ([a, b], c)−λ((a, b, c)), [ρ(c), σ(a, b)] = σ(c, [a, b])−ρ((a, b, c)), (6.1a)
[ρ(a), ρ(b)] = −2σ(a, b)− ρ([a, b]), [λ(a), λ(b)] = −2σ(a, b) + λ([a, b]) (6.1b)
Proof. It is enough to show that the identities (6.1a) and (6.1b) hold. It follows then that
the submodule of T0 spanned by all λ(a), ρ(b) and σ(a, b) is a subalgebra which contains
the generators of T0, i.e., this submodule is already all of T0. Recall the identities (2.1)
to (2.4) which will frequently be used in this proof. The components of [ρ(a), ρ(b)] =
[(Ra,−Ra, La +Ra), (Rb,−Rb, Lb +Rb)] are
t1 = [Ra, Rb] = −2[La, Rb]− R[a,b]
t2 = −2[La, Rb]− R[a,b] = −2[La, Rb]− 2R[a,b] +R[a,b]
t3 = [La +Ra, Lb +Rb] = −2[La, Rb] + L[a,b] − R[a,b]
which follows by (2.1) and (2.2). Thus [ρ(a), ρ(b)] = −2σ(a, b) − ρ([a, b]) and similarly
we show [λ(a), λ(b)] = −2σ(a, b) + λ([a, b]).
If (s1, s2, s3) = [λ(c), σ(a, b)], then by (2.3) and (2.4):
s1 = [Lc, [La, Rb]] = [L[a,b], Rc]− L(a,b,c)
s3 = −[Lc,−L[a,b] + [La, Rb]] = [Lc, L[a,b]]− [Lc, [La, Rb]]
= L(a,b,c) − [L[a,b], Rc] + L[[a,b]c] + 2[L[a,b], Rc]
= [L[a,b], Rc] + L[[a,b]c] + L(a,b,c).
Since the first and the third component of a triality uniquely determine the second
component, it follows that [λ(c), σ(a, b)] = σ([a, b], c)− λ((a, b, c)) and similarly for λ(c)
replaced by ρ(c).
The following proposition should be known, but, lacking a reference, we include a
proof.
Proposition 6.1.10. A triality (∆,∆,∆) is inner if and only if ∆ is an inner derivation.
The inner derivations embed into T0 using the map ∆ 7→ (∆,∆,∆).
Proof. Assume that ∆ is a derivation such that (∆,∆,∆) is an inner triality. Then there
are elements a, b, ai,bi, 1 ≤ i ≤ n in D such that
La +Rb +
n∑
i=1
[Lai , Rbi ] = ∆
La +Ra − Rb +
∑
i
R[ai,bi] +
n∑
i=1
[Lai , Rbi ] = ∆
−La +Rb + Lb +
n∑
i=1
−L[ai,bi] + [Lai , Rbi ] = ∆
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Note that such a ∆ is automatically a Lie multiplication derivation. Since ∆ is a deriva-
tion, we get ∆(1) = 0. This implies
a + b = 0
2a− b+
n∑
i=1
[ai, bi] = 0
−a + 2b−
n∑
i=1
[ai, bi] = 0
This gives a = −b and the second and the third equation are equivalent to
3b−
∑
i
[ai, bi] = 0
Thus
a = −b
3a+
∑
i
[ai, bi] = 0
Therefore ∆ = La − Ra +
∑
[Lai , Rbi]) with 3a +
∑
i[ai, bi] = 0 which means that ∆ is
inner. Conversely, if ∆ = La−Ra+
∑
([Lai , Rbi ]) is such that 3a+
∑
[ai, bi] = 0, then ∆
can be obtained as any component of the inner triality
(t1, t2, t3) = λ(a)− ρ(a) +
∑
σ(ai, bi).
Indeed, t1 = La − Ra +
∑
([Lai , Rbi ]), t2 = La + Ra + Ra +
∑
L[ai,bi] +
∑
([Lai , Rbi ]) =
La +R2a − R3a +
∑
([Lai , Rbi ]) = ∆. Since a triality is uniquely determined by any two
of its components, it follows that t3 = ∆ as well. Therefore (t1, t2, t3) is an inner triality.
The Lie product of two inner derivations is again an inner derivation. hence the map
∆→ (∆,∆,∆) is a Lie algebra monomorphism onto the submodule of diagonal elements
in T0.
Definition 6.1.11. Assume that D is an alternative algebra with involution .¯ Define a
k-linear map on Endk(D) by
T¯ (x) = T (x¯)
where ¯ is the involution on D.
Lemma 6.1.12. The map T 7→ T¯ is a Lie algebra automorphism Endk(D)→ Endk(D).
Moreover, if ∆ is a derivation, then so is ∆ and if (t1, t2, t3) is a triality, then (t¯1, t¯3, t¯2)
is a triality as well.
Proof. Let T, S ∈ Endk(D) and a ∈ D. Then
[T¯ , S¯](x) = T¯ (S¯(x))− S¯(T¯ (x)) = T¯ (S(x¯))− S¯(T (x¯))
= T (S(x¯))− S(T (x¯)) = T (S(x¯))− S(T (x¯)) = [T, S](x).
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This proves that ¯ is a Lie algebra homomorphism. Moreover, T¯ (x) = T (x¯) = T (x) so
that ¯ is of order 2 and hence in particular invertible. If ∆ is a derivation, then
∆(xy) = ∆(y¯)x¯+ y¯∆(x¯) = ∆(x)y + x∆(y), thus ∆ is a derivation. If (t1, t2, t3) is a
triality, then
t1(xy) = t1(y¯x¯)
= t2(y¯)x¯+ y¯t3(x¯)
= xt2(y) + t3(x)y
which proves that (t¯1, t¯3, t¯2) is a triality.
Lemma 6.1.13. Assume that 1/3 ∈ k and let Der(D) be the Lie algebra of derivations
of the alternative algebra D and let T be the triality algebra of D. Then there is an
isomorphism of k-modules
h : Der(D)⊕D2 → T, (∆, a, b) 7→ (∆,∆,∆) + λ(a)− ρ(b).
The inverse is given by
h−1 : (t1, t2, t3) 7→ (t1 − La +Rb, a, b)
where 3a = 2t2(1) + t3(1), 3b = −t2(1)− 2t3(1).
This map induces an isomorphism StanDer(D) ⊕ D2 → T0 where T0 denotes the inner
trialities.
Proof. By Remark 6.1.4 and Example 6.1.7, the map h is well-defined. The formulas for
a and b are equivalent to t2(1) = 2a + b and t3(1) = −a − 2b. Also note that for every
triality (t1, t2, t3) we have t1(x) = t2(x) + xt3(1) and t1(y) = t2(1)y + t3(y) so that
t2 = t1 +Ra+2b and t3(y) = t1 − L2a+b. (6.2)
(t1 − La +Rb)(xy) = t2(x)y + xt3(y)− La(xy) +Rb(xy)
= (t1(x) +Ra+2bx)y + x(t1(y)− L2a+by)− La(xy) +Rb(xy)
= t1(x)y + xt1(y) + (Rbx)y − x(Lay)
+(Rax)y + (Rbx)y − x(Lay)− x(Lby)− La(xy) +Rb(xy)
= t1(x)y + xt1(y) + (Rbx)y − (Lax)y + x(Rby)− x(Lay)
+(Rax)y + (Rbx)y − x(Lay)− x(Lby)
−La(xy) +Rb(xy)− (−(Lax)y + x(Rby))
= t1(x)y + xt1(y) + (Rbx)y − (Lax)y −+x(Rby) + x(Lay)
+(Rax)y − x(Lay) + (Rbx)y − x(Lby)
−La(xy) + (Lax)y +Rb(xy)− x(Rby)
= t1(x)y + xt1(y) + (Rbx)y − (Lax)y −+x(Rby)− x(Lay)
+(x, a, y) + (x, by) + (a, x, y) + (x, y, b)
= (t1(x)− (Lax) + (Rbx))y + x(t1(y) + (Rby)− (Lay))
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Thus t1 − La +Rb is a derivation which proves that h−1 is well-defined.
Let (t1, t2, t3) be an inner triality. Then with a and b as in the formula for h
−1
hh−1(t1, t2, t3) = h(t1 − La +Rb, a, b)
= (t1 − La +Rb + La +Rb, t1 − La +Rb + La
+Ra+b, t1 − La +Rb − La+b −Rb)
= (t1, t1 +R2a+b, t1 − L2a+b)
= (t1, t2, t3)
by (6.2).
If ∆ ∈ Der(D) and a, b ∈ D, then
h−1h(∆, a, b) = h−1(∆ + La −Rb,∆+ La +Ra+b,∆− La+b − Rb).
Since (∆+La+Ra+b)(1) = 2a+b and (∆−La+b−Rb)(1) = −a−2b, we obtain 2(∆+La+
Ra+b)(1)+(∆−La+b−Rb)(1) = 3a and −(∆+La+Ra+b)(1)−2(∆−La+b−Rb)(1) = 3b
and therefore
h−1(∆ + La − Rb,∆+ La +Ra+b,∆− La+b −Rb)
= (∆ + La −Rb − La +Rb, a, b)
= (∆, a, b)
Thus h and h−1 are mutually inverse to each other. We could define a Lie algebra
structure on Der(D)⊕D⊕D by means of the isomorphism h, but the formulas are not
particularly useful for our purposes here. It is however obvious that this Lie bracket
would be compatible with the Lie bracket on Der(D). Assume that ∆ ∈ Der(D) is
an inner derivation. Since 1/3 ∈ k, every inner derivation is a standard derivation
and vice versa (Proposition 6.1.2). Then the image of ∆ in T0 is an inner triality, see
Lemma 6.1.13. Also, for all a, b ∈ D, λ(a)− ρ(b) = (La − Rb, La +Ra+b,−La+b − Rb) is
an inner triality. Therefore, h(IDer(D)⊕D2) ⊂ T0. Let (T1, T2, T3) be an inner triality.
Then T1 + La − Rb is a derivation (where, of course, a and b are as above) and we
only have to show that it is inner. Since (T1, T2, T3) is an inner triality, (∆1,∆2,∆3) =
(T1, T2, T3)−(La−Rb, La+Ra+b,−La+b−Rb) is also inner. It suffices to check, according
to Lemma 6.1.6, that ∆1(1) = ∆2(1) = ∆3(1) = 0. By triality, ∆1(1) = ∆2(1) + ∆3(1)
and ∆2(1) = T2(1)− 2a− b = 0 as well as ∆3(1) = T3(1) + 2b+ a = 0 which proves that
∆1 = T1 −La +Rb is a derivation. By Proposition 6.1.10, ∆1 is an inner derivation.
6.2 Lie algebras graded by An, n ≥ 2
Definition 6.2.1. Fix an index set K, card(K) ≥ 3, a partition I ∪J of K, and a unital
alternative k-algebra D, which is associative if card(K) ≥ 4. The rectangular matrix
Jordan pair M(I, J,D) of size I × J is the pair of modules
(V +, V −) = (Mat(I, J,D),Mat(J, I,D))
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with quadratic operator given by
Qx(y) = xyx.
The triple products are
{xyz} = x(yz) + z(yx), {yxu} = (yx)u+ (ux)y,
for (x, y), (z, u) ∈ V.
The brackets are important for the case card(K) = 3. For the rest of the section
V = (V +, V −) :=M(I, J,D).
The root system A˙K (see Example 5.1.9 ) has a 3-grading with
R1 = {ǫi − ǫj : i ∈ I, j ∈ J}.
Proposition 6.2.2. (i) The family E = {(Eij , Eji) : i ∈ I, j ∈ J} is an (A˙K , R1)
covering grid.
(ii) The Lie algebra TKK(V ) is A˙K-graded.
Proof. This follows from [Neh96, 3.3] and [Neh96, 2.7], but we include a proof for the
convenience of the reader. Let α = ǫi − ǫj , β = ǫk − ǫl be distinct roots in R1. There are
only two possible relations: Either α ⊥ β or α⊤β. The relation α ⊥ β is equivalent to
i 6= k and j 6= l. Thus by Definition 6.2.1
{EijEjiEkl} = {EklElkEij} = 0,
{EjiEijElk} = {ElkEklEji} = 0,
QEijElk = QEklEji = 0,
QEjiEkl = QElkEij = 0.
Thus, eα = (Eij, Eji) and eβ = (Ekl, Elk) are orthogonal (by Definition 5.3.3).
If α⊤β, then, equivalently, either i = k or l = j. Thus
{EijEjiEkl} = Ekl,
{EjiEijElk} = Elk,
{EklElkEij} = Eij ,
{ElkEklEji} = Eji.
Next, let Vα =
⋂
β∈R1
V〈α,β∨〉(eβ).We claim that (EijD,EjiD) ⊂ Vα. Let β = ǫk−ǫl ∈ R1.
If 〈α, β∨〉 = 1, then α⊤β. Therefore for all c ∈ D
{EklElkEijc} = Eijc,
{ElkEklEjic} = Ejic,
and therefore (EijD,EjiD) ⊂ V1(eβ).
If 〈α, β∨〉 = 2, then α = β. For all c ∈ D
QEijEjic = Eijc,
QEijEijc = Ejic,
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and therefore (EijD,EjiD) ⊂ V2(eα). The Peirce relations show in fact that Vα =
(EijD,EjiD). Thus V =
∑
α∈R1
Vα and hence by Definition 5.3.7, the family E is a
covering grid. Pick α, β ∈ R1 such that α ⊥ β. Then α = ǫi − ǫj , α = ǫk − ǫl with
k 6= i and j 6= l. We denote by eαa the elements Eija and by e−αb the element Ejib and
similarly for β.
For m ∈ I, n ∈ j:
δ(eαa, e−βb)(Emnc) = δkmδjlEinabc + δlnδkiEmj
which is 0 since k 6= i and j 6= l. Similarly on V −. Thus [V +α , V −β ] = {0}, or, equivalently
the inner derivations δ(eαa, e−βb) are trivial. Theorem 5.3.9 now applies and gives that
TKK(V ) is A˙K-graded.
It is also known (see [Neh96, p.467]) that the structure of TKK(V ) and ider(V ) only
depends on the cardinality of K and the algebra D. So from now on we can take
I = {1}, J = K \ {1}. (6.3)
In this case the grid covering the Jordan pair V is the collinear grid and thus by 5.3.13,
ker ud ⊂ uider(V )0.
By Lemma 5.3.10, the map ad e−σβ restricted to V
σ
α is an isomorphism onto Lσ(α−β)
for all α, β ∈ R1, α 6= β. Thus the following notation is well-defined.
Definition 6.2.3. Let α = ǫ1 − ǫi ∈ R1, β = ǫ1 − ǫj ∈ R1, a, b ∈ D, then for α− β 6= 0
E1i(a) = xα(a) := E1ia,
Ej1(b) = x−β(b) := Ej1b,
Eji(a) = xα−β(a) := −δ(E1i(a), Ej1(1)).
The multiplication in TKK(V ) between elements of non-zero degree in Q(R) is given
as follows for elements i, j, k, l ∈ I with i 6= j, l 6= k:
[Eija, Elkb] = δj,lEik(ab)− δikElj(ba), if card({i, j} ∩ {k, l}) ≤ 1,
[Eija, Eijb] = 0,
[E1ja, Ej1b] = δ(E1j(a), Ej1(b)),
[Eijb, Ejia] = δ(E1j(b), Ej1(a))− δ(E1i(ba), Ei1(1)),
[E1i(a), E1j(b)] = 0,
[Ei1(a), Ej1(b)] = 0.
The Lie brackets listed above uniquely determine the bracket on all of TKK(V ).
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Computing the kernel of uider(V )0 → ider(V )0
Since L = TKK(V ) is R-graded, its universal central extension u : uce(L)→ L is Q(R)-
graded and Proposition 5.2.18 implies:
- If card(K) = 3, then
ker(u) =
⊕
α∈DS(A2,3)
uce(L)α ⊕ (ker u)0 (6.4)
where DS(A2, 3) is the set of degenerate sums of divisor 3 in Q(A2).
- If card(K) = 4, then
ker(u) =
⊕
α∈DS(A3,2)
uce(L)α ⊕ (ker u)0 (6.5)
where DS(A3, 2) is the set of degenerate sums of divisor 2 in Q(A3).
- If card(K) > 4, then ker u = (ker u)0.
Consider the central covering uˆd : ULE(V ) → L. By the universal property of uce(L),
there is a unique epimorphism uˆ : uce(L)→ ULE(V ) so that u = uˆd◦ uˆ, and uˆ : uce(L)→
ULE(V ) is a universal central extension. The epimorphism uˆ is automatically graded.
(i) uˆ : uce(L)→ ULE(V ) is a Q(A˙K)-graded central extension and a Z-graded central
extension,
(ii) uˆα is an isomorphism for all α ∈ A˙K , in particular by Corollary 5.3.27, Corol-
lary 5.3.22 and 5.3.13
uce(L)0 ∼= uider(V )
(ker u)0 ∼= ker(udJP )
under the isomorphism
f :
∑
〈xi, yi〉 7→
∑
xi ⋄ yi, for (xi, yi) ∈ V,
where
uider(V )0 = spank{E1ja ⋄ Ej1b : j ∈ J, a, b ∈ D}
and udJP (x ⋄ y) = δ(x, y).
Here upper indices refer to the Z-grading that is obtained from the 3-grading on
R, and lower indices refer to the Q(R)-grading induced by the R-grading on L.
The result that uˆ : uce(L)0 → uider(V )0 an isomorphism is part of Corollary 4.2.13.
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Lemma 6.2.4. The module uider(V )0 is isomorphic to
⊕
j∈J(Vǫ1−ǫj)
+⊗(Vǫ1−ǫj)− modulo
the relations (where i 6= j ∈ J and a, b, c, d ∈ D):
E1j(a(bc) + c(ba))⊗Ej1d+ E1j(c(da) + a(dc))⊗ Ej1d (6.6)
−E1j(c)⊗ Ej1((ba)d+ (da)b)− E1j(a)⊗ Ej1((bc)d+ (dc)b),
E1i(a(bc))⊗Ei1d+ E1j(c(da))⊗Ej1b (6.7)
−E1ic⊗Ei1((da)b)− E1ja⊗ Ej1((bc)d),
2(E1j(aba)⊗ Ej1b+ E1ja⊗Ej1(bab)). (6.8)
Proof. It follows from Corollary 5.3.27 that uider(V )0 is isomorphic to
⊕
j∈J(Vǫ1−ǫj)
+ ⊗
(Vǫ1−ǫj)
− modulo the relations:
{E1jaEj1bE1ic} ⊗ Ei1d+ {E1icEi1dE1ja} ⊗ Ej1b (6.9)
−E1ic⊗ {Ei1dE1jaEj1b} −E1ja⊗ {Ej1bE1icEi1d},
{E1iaEi1bE1ia} ⊗Ei1b−E1ia⊗ {Ei1bE1iaEi1b}, (6.10)
where i and j are in J and a, b, c, d ∈ D. The formulas in the claim are then simply
obtained by expanding the triple products.
Definition 6.2.5. Define the following elements in uider(V )0 for a, b ∈ D and distinct
j, j0 ∈ J
hj(a, b) = E1,ja ⋄ Ej,1b,
Hj(a, b) = hj(a, b)− hj(1, ba),
Tj0,j(a, b) = 3Hj0(a, b)− hj0(1, [a, b])− hj(1, [a, b]).
Lemma 6.2.6. (i) The element Hj(a, b) does not depend on the choice of j (and will
therefore be denoted by H(a, b)).
(ii) The following relations hold between the elements H(a, b) and hj(1, c), j 6= j0 :
H(a, 1) = H(1, a) = 0, (6.11)
H(a, b) +H(b, a) = 0, (6.12)
H(ab, c) +H(bc, a) +H(ca, b)− hj0(1, (a, b, c))− hj(1, (a, b, c)) = 0, (6.13)
Tj0,j(a, b) + Tj0,j(b, a) = 0, (6.14)
Tj0,j(a, bc) + Tj0,j(b, ca) + Tj0,j(c, ab) = 0. (6.15)
(iii) The elements H(a, b) and hj(c) := hj(1, c), j ∈ J, a, b, c ∈ D span uider(V )0.
Proof. Combining Lemma 6.2.4 with the notation introduced in Definition 6.2.5, we
obtain
hj(a(bc), d)− hj(c, (da)b)− hj0(a, (bc)d) + hj0(c(da), b) = 0,
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or equivalently
hj(a(bc), d)− hj(c, (da)b) = hj0(a, (bc)d)− hj0(c(da), b).
Let a = b = d = 1 then
0 = hj(c, 1)− hj(c, 1) = hj0(1, c)− hj0(c, 1),
thus
hj0(1, c) = hj0(c, 1), (6.16)
and also Hj0(1, d) = Hj0(d, 1) = 0 whence (6.11).
Next set c = 1 = d. This yields
0 = hj(a, d)− hj(1, da) = hj0(a, d)− hj0(da, 1),
and so, combining this with (6.16), it is indeed true that Hj0(a, d) = Hj(a, d) and we can
simply write H(a, d) from now on.
For (6.12) consider the case a = c = 1. Then
hj(b, d)− hj(1, db) = hj0(1, bd)− hj0(d, b)
which is equivalent to
H(b, d) = −H(d, b).
Set d = 1 in hj(a(bc), d)−hj(c, (da)b) = hj0(a, (bc)d)−hj0(c(da), b). Then using (6.12)
and (6.16):
hj(a(bc), 1)− hj(c, ab) = hj0(a, bc)− hj0(ca, b)
hj(a(bc), 1)−H(c, ab)− hj((ab)c, 1) = H(a, bc) + hj0(1, (bc)a)−H(ca, b)
−hj0(1, b(ca))
H(ab, c) +H(bc, a) +H(ca, b) = −hj((a, b, c))− hj0((b, c, a))
Thus
H(a, bc) +H(b, ca) +H(c, ab) = hj0(1, (a, b, c)) + hj(1, (a, b, c)).
It is clear that the elements as described in (iii) span uider(V )0 since every element
E1ja ⋄ E1jb can be written as H(a, b) + hj(1, ba).
The anti-commutativity of T (a, b) is obvious from the definition as [a, b] = −[a, b] and
H(a, b) = −H(b, a).
In an alternative algebra (s(a), s(b), s(c)) = sign(s)(a, b, c) for any element s in the
symmetric group on {a, b, c}. Thus
Tj0,j(ab, c) + Tj0,j(bc, a) + Tj0,j(ca, b)
= 3hj0(1, (a, b, c)) + 3hj(1, (a, b, c))
−
∑
cyc.
hj0(1, (ab)c− c(ab))−
∑
cyc.
hj(1, (ab)c− c(ab))
= 3hj0(1, (a, b, c)) + 3hj(1, (a, b, c))
−3hj0(1, (a, b, c)) + 3hj(1, (a, b, c))
= 0
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Definition 6.2.7. Let D be any k-algebra. The module
∧˜
(D) is defined as the quotient
of (D ⊗D)⊕D ⊕D′ (where D′ is a copy of D) modulo the submodule generated by
a⊗ b+ b⊗ a, (6.17)
ab⊗ c+ bc⊗ a + ca⊗ b− (a, b, c)− (a, b, c)′ (6.18)
We will denote the image of a⊗b by a∧˜b. Define also HC1(D) = {
∑
ai∧˜bi :
∑
[ai, bi] =
0}.
Remark 6.2.8. For an associative algebra, one can define “higher cyclic homology”, but
this requires the machinery of mixed bicomplexes. For this approach see [Lod98]. For
our purposes we are content with the definition given above.
First it is necessary to establish a number of identities in
∧˜
(D).
Lemma 6.2.9. The following identities hold in
∧˜
(D) for all a, b, c, d ∈ D :
2(a∧˜a) = 0 (6.19)
1∧˜a = 0 (6.20)
a(bc)∧˜d+ (bc)d∧˜a+ c(da)∧˜b+ (da)b∧˜c
= ((da)b)c− d(a(bc))
+(((da)b)c− d(a(bc)))′. (6.21)
Proof. Set b = c = 1 in (6.18). Then the associators in 6.18 vanish and the remaining
part is equivalent to
a∧˜1 + 1∧˜a+ a∧˜1 = 0.
Thus a∧˜1 = 1∧˜a = 0. Next
a(bc)∧˜d+ (bc)d∧˜a+ c(da)∧˜b+ (da)b∧˜c
= a(bc)∧˜d+ da∧˜bc+ (bc)d∧˜a− da∧˜bc
+c(da)∧˜b+ (da)b∧˜c+ bc∧˜da− bc∧˜da
= (a, bc, d) + (c, da, b) + (a, bc, d)′ + (c, da, b)′
In every alternative algebra (a, bc, d) + (c, da, b) = ((da)b)c − d(a(bc)) which proves the
claim.
Proposition 6.2.10. The k-module uider(V )0 is isomorphic to
(D ⊗D)⊕⊕j∈J(D)j
U
where Dj, j ∈ J are copies of D and U is the submodule generated by
a⊗ b− b⊗ a, (6.22)
ab⊗ c+ bc⊗ a + ca⊗ b− (a, b, c)j0 − (a, b, c)j, (6.23)
for distinct j, j0 in J.
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Proof. By the universal property of the tensor product there is a well-defined linear
epimorphism
ρ˜ : (D ⊗D)⊕
⊕
j∈J
(D)j → H(D,D) +
∑
j∈J
hj(D)
a⊗ b 7→ H(a, b),
cj 7→ hj(c).
By Lemma 6.2.6 and (6.12), ρ˜(U) = 0. Hence we also have that
ρ :
(D ⊗D)⊕⊕j∈J(D)j
U
→ H(D,D) +
∑
j∈J
hj(D),
a⊗ b+ U 7→ H(a, b),
(cj) + U 7→ hj(cj).
is well-defined, linear and surjective as well.
We have seen in Lemma 6.2.4 that uider(V )0 is isomorphic to
⊕
j∈J(Vǫ1−ǫj )
+ ⊗
(Vǫ1−ǫj )
− modulo the module U ′ generated by
E1j(a(bc) + c(ba))⊗Ej1d+ E1j(c(da) + a(dc))⊗Ej1d (6.24)
−E1j(c)⊗ Ej1((ba)d+ (da)b)− E1j(a)⊗ Ej1((bc)d+ (dc)b),
E1i(a(bc))⊗Ei1d+ E1j(c(da))⊗Ej1b (6.25)
−E1ic⊗Ei1((da)b)− E1ja⊗ Ej1((bc)a),
2(E1j(aba)⊗ Ej1b+ E1ja⊗Ej1(bab)). (6.26)
Consider the linear map π˜ :
⊕
j∈J(V
ǫ1−ǫj)+ ⊗ (V ǫ1−ǫj)− → D⊗D⊕⊕j∈J(D)j given
by E1ja ⊗ Ej1b → a ⊗ b + (ba)j . The map π˜ is clearly well-defined by the universal
property of the tensor product. We consider the images of the generators of U ′ under π.
The element (6.25) is mapped to
a(bc)⊗ d+ c(da)⊗ b+ (bc)d⊗ a + (da)b⊗ c
+ (d(a(bc)))i − (((bc)d)a)j + (b(c(da))j − ((da)b)c)i.
By (6.21) this is contained in U .
The image of (6.24) is
a(bc)⊗ d+ c(da)⊗ b+ (bc)d⊗ a+ (da)b⊗ c
−((d(a(bc))− ((bc)d)a) + (b(c(da)))− ((da)b)c)
j0
+c(ba)⊗ d+ a(dc)⊗ b+ (dc)b⊗ a+ (ba)d ⊗ c
−((b(c(da))− ((da)b)c) + (d(a(bc)))− ((bc)d)a)
j0
.
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The first line is in the same coset of U as the following (by 6.21)
a(bc)⊗ d+ c(da)⊗ b+ (bc)d⊗ a+ (da)b⊗ c
= −da⊗ bc− bc⊗ da+ (a, bc, d)j0 + (a, bc, d)j
+(da, b, c)j0 + (da, b, c)j
=
(
(da, b, c) + (a, bc, d)
)
j0
+
(
(da, b, c) + (a, bc, d)
)
j
and likewise for the third line
c(ba)⊗ d+ a(dc)⊗ b+ (dc)b⊗ a + (ba)d⊗ c
= −ba ⊗ dc− dc⊗ ba + (c, ba, d)j0 + (c, ba, d)j
+(a, dc, b)j0 + (a, dc, b)j
=
(
(c, ba, d) + (a, dc, b)
)
j0
+
(
(c, ba, d) + (a, dc, b)
)
j
.
If we piece all this together, the image of (6.24) is in the same coset as(
(da, b, c) + (a, bc, d)
)
j0
+
(
(c, ba, d) + (a, dc, b)
)
j0
+
(
(da, b, c) + (a, bc, d)
)
j
+
(
(c, ba, d) + (a, dc, b)
)
j
−((d(a(bc))− ((bc)d)a) + (b(c(da)))− ((da)b)c)
j0
−((b(c(da))− ((da)b)c) + (d(a(bc)))− ((bc)d)a)
j0
.
The first two lines are zero, because of the so-called “right-bumping identity,” which
holds in all alternative algebras, that
(c, ba, d) + (a, dc, b) + (da, b, c) + (a, bc, d) = 0.
Secondly, the last two lines vanish since in every alternative algebra ((da)b)c−(d(a(bc)))+
((bc)d)a)− (b(c(da))) = 0. Consider the image of the element (6.26). It is sent to
2(aba⊗ b− a⊗ bab− (baba)i + (baba)i) = 2((aba)⊗ b+ (bab)⊗ a).
Since the subalgebra of D generated by {a, b} is associative we obtain
2(aba⊗ b+ bab⊗ a) + U = −2(ab⊗ ab) + U = U
Therefore π˜(U ′) ⊂ U and by factorization π, given by π(∑H(ai, bi)+∑j∈J hj(1, aj)) 7→∑
ai∧˜bi + (aj)j∈J , is well-defined.
It remains to show that π and ρ are inverse to each other. For an element
∑
ai∧˜bi +∑
j∈J(cj)j∈J we obtain π ◦ρ(
∑
ai∧˜bi+
∑
j∈J(cj)j∈J) = π(
∑
H(ai, bi)+
∑
j∈J hj(1, cj)) =∑
(ai∧˜bi) +
∑
j∈J(cj)j∈J and likewise for ρ ◦ π.
Remark 6.2.11. If D is associative, we have therefore proved that uider(V )0 contains a
free D-module of rank card(J).
It will be important not only to know the action by derivations of ud(H(a, b)) and
ud(hj(a)) on (E1jD,Ej1D), but also on the homogeneous components of the TKK(V )
whose degree are roots in R0 (with respect to the 3-grading on R). This is summarized
in the next lemma:
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Lemma 6.2.12. Let i, j,m, n ∈ J and i 6= j With the notation as in Definition 6.2.3 we
have
ud(H(a, b))(Em,n(c)) = −Em,n([La, Rb]c), m 6= n (6.27)
ud(H(a, b))(E1,j(c)) = −E1,j(L[a,b]c− [La, Rb]c), (6.28)
ud(H(a, b))(Ej,1(c)) = −Ej,1(−R[a,b] + [La, Rb])c, (6.29)
ud(hj(a))Ej,n(c) = −Ej,n(Lac), j 6= n, (6.30)
ud(hj(a))Em,j(c) = Em,j(Rac), j 6= m, (6.31)
ud(hj(a))Em,n(c) = 0, m 6= j, n 6= j,m 6= n (6.32)
ud(hj)(a)E1j(c) = E1j((La +Ra)c) (6.33)
ud(hj)(a)E1i(c) = E1j((La)c) (6.34)
ud(hj)(a)Ej1(c) = −E1j((La +Ra)c) (6.35)
ud(hj)(a)Ei1(c) = −E1j((Ra)c) (6.36)
Proof. We may restrict to the case card(J) = 2, since for all indices i, j,m, n which are
pairwise non-equal, it always holds true that [δ(Em,na, En,mb), Eijc] = 0 in TKK(V ). So
from now on J = {2, 3}. Then
[h2(a), h3(b)] = {E12aE21E13b} ⋄ E31
−E13b ⋄ {E21E12aE31}
= h3(ab)− h3(b, a)
= H(a, b).
Thus, since ud : uider(V ) → ider(V ) is a Lie algebra homomorphism, it suffices to
compute the action of ad h2(a) and adh3(b). It will then follow that ud(H(a, b)) =
[ud(h2(a)), ud(h3(b))]. The formulas for the action of ud(hj(a)) = δ(E1ia, Ei11) on E1jc
or Ej1c follow from (6.2.1) and the action of ud(H(a, b)) on these elements is obtained
from the basic identities in alternative algebras, see (2.1) and (2.2). It remains to
consider the action on E23c, the case of E32c being completely analoguous. Then
udh2(a).E23c = udh2(a).[E21, E13c] = −[E21(a+a), E13c]+[E21, E13(ac)] = −E23(ac) and
udh3(a).E23c = udh3(a).[E21, E13c] = −[E21(a), E13c)] + [E21, E13(ac + ca)] = −E23(ca).
The remaining formulas can be obtained easily now.
Corollary 6.2.13. If D is associative or 1/3 ∈ k, then
∧˜
D ∼= 〈D,D〉 ⊕Dα ⊕Dβ
where 〈D,D〉 is the quotient of D ⊗D modulo the submodule U ′′ generated by
a⊗ b+ b⊗ a,
ab⊗ c+ bc⊗ a+ ca⊗ b.
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Proof. If D is associative, then (a, b, c)α + (a, b, c)β = 0, so that there are no relations
between elements in D⊗D and D⊕D. Therefore the sum is direct and the presentation
reduces to the claimed one.
We assume from now on thatD is alternative, card(J) = 2 and 1/3 ∈ k. Then all elements
can be written as a linear combinations
∑n
i=1 T (ai, bi) + h2(a) + h3(b) for ai, bi, a, b ∈ D.
Define η˜ : D⊗D⊕D⊕D → ∧˜D by∑ ai⊗bi+a+b 7→∑T (ai, bi)+1/3h2(a)+1/3h3(b).
This map is well-defined by the universal property of the tensor product and
it factors through U ′′ by 6.14 and 6.15. Thus the factor map η is well-
defined. Conversely define, ϑ˜ : D ⊗ D ⊕ D ⊕ D → 〈D,D〉 ⊕ Dα ⊕ Dβ by
ϑ˜(
∑n
i=1 ai⊗ bi+ a+ b) = 1/3(
∑〈ai, bi〉)+ (1/3∑ni=1[ai, bi] + a)α+(1/3∑ni=1[ai, bi] + b)β .
Again, the properties of the tensor product ensure that this is well-defined. We claim
that ϑ˜ factors through U .
ϑ˜(a⊗ b+ b⊗ a) = 〈a, b〉+ 〈a, b〉+ ([a, b] + [b, a])α + ([a, b] + [b, a])β
= 〈a, b〉+ 〈a, b〉 = 0
3ϑ˜(ab⊗ c+ bc⊗ a+ ca⊗ b− (a, b, c)2 − (a, b, c)3)
= 〈ab, c〉+ 〈bc, a〉+ 〈ca, b〉
+([ab, c] + [bc, a] + [ca, b]− 3(a, b, c))α + ([ab, c] + [bc, a] + [ca, b]− 3(a, b, c))β
= 0
That [ab, c] + [bc, a] + [ca, b] − 3(a, b, c) = 0 is a well-known identity which holds in
all alternative algebras. The indices 2 and 3 were introduced to distinguish the two
D-components. Thus we also obtain an epimorphism ϑ :
∧˜
D : 〈D,D〉 ⊕ Dα ⊕ Dβ.
It is now easy to check that η and ϑ are mutually inverse, if one uses the identity
T2,3(a, b) = 3H(a, b)− h2(1, [a, b])− h3(1, [a, b]).
Remark 6.2.14. For J with card(J) > 2, the definition of
∧˜
D depends on α and β.
However, we will only use it in the case card(J) = 2, so that this ambiguity does not
affect the future applications.
Before proceeding to our main examples, we record the following fact which in fact
holds for any k-algebra:
Lemma 6.2.15. Let D be an arbitrary unital k-algebra. Assume that k → K is a flat
base change. Then
〈D ⊗k K,D ⊗k K〉 = 〈D,D〉 ⊗k K.
Proof. Denote by Ck the k-span of all elements {ab⊗ c+ bc⊗ a+ ca⊗ b, a⊗ b+ b⊗ a :
a, b, c ∈ D} and analogously define CK for the algebra DK = D⊗kK. Then the sequence
{0} → Ck → D ⊗D → 〈D,D〉 → {0}
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is exact in the category of k-modules. Since the base change is flat, we obtain another
exact sequence:
{0} → Ck ⊗k K → (D ⊗D)⊗k K → 〈D,D〉 ⊗k K → {0}.
It is well known that the map
Φ : (D ⊗D)⊗k K → (D ⊗k K)⊗K (D ⊗k K),
(a⊗ b)⊗ α 7→ (a⊗k α)⊗ (b⊗k 1)
for a, b ∈ D and α ∈ K is an isomorphism. Its inverse map is
Ψ : (D ⊗k K)⊗K (D ⊗k K) → (D ⊗D)⊗k K,
(a⊗k α)⊗ (b⊗k β) 7→ (a⊗ b)⊗ αβ.
It is a straightforward exercise to show that Φ(Ck ⊗ K) ⊂ CK and that Ψ(CK) ⊂
Ck ⊗K. Hence the Φ restricted to Ck ⊗K is an isomorphism onto CK . Hence we obtain
a morphism of exact sequences
{0} //

Ck ⊗k K //
Φ

(D ⊗D)⊗k K //

〈D,D〉 ⊗k K //

{0}

{0} // CK // (D ⊗k K)⊗ (D ⊗k K) // 〈D ⊗k K,D ⊗k K〉 // {0}
where the middle and left vertical arrows are isomorphisms. Therefore, so is the map on
the right.
6.3 A2-graded Lie algebras
We fix some notation for the rest of the section:
• R is the root system A2, with the collinear 3-grading given by R1 = {ǫ1−ǫ2, ǫ1−ǫ3},
• DS := DS(A2), DP := DP(A2),
• D is an alternative unital algebra,
• V =M(1, 2, D) is the matrix Jordan pair with coordinates in D,
• L = TKK(V ).
Then L has a 3-grading and an R-grading which are compatible in the following way:
L = L−1 ⊕ L0 ⊕ L1, Li =
⊕
α∈Ri
Lα, i ∈ {−1, 0, 1}.
Recall that if u : uce(L)→ L is the universal central extension then
ker(u) =
⊕
α∈DS
uce(L)α ⊕ (ker u)0. (6.37)
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6.3.1 Degenerate sums A2
The main goal of this subsection is to prove a description of the k-module uce(L)γ where
γ is not a root. Since the structure of L only depends on the alternative algebra D
there should be a way to find a “coordinatization” of uce(L) solely in terms of D and its
algebraic properties.
Lemma 6.3.1. Let D be a linear unital algebra. The k-submodule D[D,D]+D(D,D,D)
equals the two-sided ideal m of D which is generated by [D,D] + (D,D,D).
Proof. First, using the unit of the algebra
[D,D]D ⊂ [[D,D], D] +D[D,D] ⊂ [D,D] +D[D,D] ⊂ D[D,D]
and also
D[D,D] ⊂ [D, [D,D]] + [D,D]D ⊂ [D,D] + [D,D]D ⊂ [D,D]D
hence
D[D,D] = [D,D]D. (6.38)
The Teichmuller identity (see [McC04, p.336]) which holds in every linear algebra states
that for any 4 elements x, y, z, w in a linear algebra
(xy, z, w)− (x, yz, w) + (x, y, zw) = (x, y, z)w + x(y, z, w).
Therefore we have
D(D,D,D) ⊂ (D,D,D) + (D,D,D)D = (D,D,D)D
(D,D,D)D ⊂ D(D,D,D) + (D,D,D) = D(D,D,D).
Hence
D(D,D,D) = (D,D,D)D. (6.39)
Denote the ideal in D which is generated by [D,D]+(D,D,D) by m. Clearly, D[D,D]+
D(D,D,D) ⊂ m. We need to show that D[D,D] +D(D,D,D) is an ideal, then it will
follow that D[D,D] +D(D,D,D) = m.
By definition of the associator,
D(D[D,D]) ⊂ (D,D, [D,D]) +D2[D,D] (6.40)
⊂ (D,D,D) +D[D,D]. (6.41)
Since D is unital,
(D,D,D) +D[D,D] ⊂ D(D,D,D) +D[D,D].
Using (6.38), (D[D,D])D = ([D,D]D)D. By an analogous argument it follows that
([D,D]D)D ⊂ (D,D,D)D + [D,D]D.
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The two identities (6.38) and (6.39) now imply that
(D[D,D])D ⊂ D(D,D,D) +D[D,D].
So far we have
D(D[D,D]) + (D[D,D])D ⊂ D(D,D,D) +D[D,D]. (6.42)
Furthermore,
D(D(D,D,D)) ⊂ (D,D, (D,D,D)) +D2(D,D,D)
⊂ (D,D,D) +D(D,D,D) ⊂ D(D,D,D)
which is using again that D is unital.
Lastly, by (6.39):
(D(D,D,D))D = ((D,D,D)D)D ⊂ ((D,D,D), D,D) + (D,D,D)D2
⊂ (D,D,D) + (D,D,D)D
= (D,D,D) +D(D,D,D) = D(D,D,D).
Thus
D(D(D,D,D)) + (D(D,D,D))D ⊂ D(D,D,D).
Together with (6.42), this proves that D[D,D] +D(D,D,D) is an ideal.
Lemma 6.3.2. Let D be a unital algebra. Then
D([D,D]D) ⊂ D[D,D] + (D,D,D).
If D is associative, then [D,D]D is an ideal and D3 is a an algebra.
Proof. For all unital algebra, we have D[D,D] = [D,D]D as seen above in (6.38),then we
can apply (6.41) to conclude that D([D,D]D) = D(D[D,D]) ⊂ D[D,D] + (D,D,D). If
D is associative and unital, then (D,D,D) = {0} and hence D(D[D,D])+(D[D,D]D) =
D2[D,D] = D[D,D]. Therefore D[D,D] is a two sided ideal.
We introduce the following notation: for a, b, c ∈ D, D an algebra
ab.c := (ab)c.
This saves some parentheses.
Definition 6.3.3. IfD is an alternative unital k-algebra then defineD3 to be the quotient
of D modulo the k-module spanned by
3D,D[D,D], (D,D,D), {(ad.c+ a.dc+ a.cd)b : a, b, c, d ∈ D}.
The coset of a ∈ D in D3 is denoted by a¯.
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We note some useful identities which hold in D3 :
c.(ab− ba) = 0 (6.43)
(a, b, c) = 0 (6.44)
(ab− ba).c = 0 (6.45)
(c.da)b = (cb.d)a (6.46)
a(c.db) = (c.db)a (6.47)
a(b.dc) = (cd.b)a (6.48)
ab.c− bc.a = 0 (6.49)
(c.da)b+ a(c.db) + a(b.dc) = 0 (6.50)
Identities (6.43) and (6.44) follow immediately from the definition. The equality in (6.45)
is a consequence of [D,D]D ⊂ D[D,D] + (D,D,D), see Lemma 6.3.2.
Likewise, ab.c − bc.a = ab.c − a.bc = 0 by (6.43) and (6.44). We show (6.46): (c.da)b =
c(da.b) = c(b.da) = cb.da = (cb.d).a. The equality in (6.47) is immediate from the fact
that [D,D] = 0. Further, in order to show (6.48) observe that (D,D,D) = 0, so a(b.dc) =
ab.dc. Since also D[D,D] = 0, this is equal to ab.cd. Then we use again (D,D,D) = 0
and D[D,D] = 0 for the following two equalities respectively ab.cd = a(b.cd) = (b.cd)a.
Identity (6.50) follows from (6.46), (6.47) and (6.48) and the assumption that (cb.d +
c.db + cb.d)a = 0 in D3 by definition. We show (6.46): (c.da)b = c(da.b) = c(b.da) =
cb.da = (cb.d).a. The calculations for (6.47) and (6.48) are:
a(b.dc) = (b.dc)a
and
a(b.dc) = ab.dc = ab.cd = a(b.cd) = (b.cd)a.
Remark 6.3.4. If D is associative and unital, then D3 is a commutative algebra with
product a¯b¯ = ab.
Proof. In view of Lemma 6.3.2, it is enough to show that for all a, b, c, d ∈ D the element
(ad.c+a.dc+a.cd)b lies in D[D,D]+3D.We have (ad.c+a.dc+a.cd).b = (2ad.c+acd).b ∈
(acd−adc).b+3D = a.cdb−adcb+3D ∈ (cdb−dcb)a+3D+D[D,D] and (cdb−dcb)a =
(cd)(ba)−(dcb)a ∈ (dc)(ba)−(dcb)a+D[D,D] = (dcb−dcb)a+D[D,D] = D[D,D], thus
(ad.c + a.dc + a.cd)b ∈ 3D + D[D,D]. Therefore, D3 equals the quotient of D modulo
the ideal D[D,D] + 3D. This proves the remark.
Corollary 6.3.5. Let u : uce(L) → L be the universal central extension. Then u :
uce(L)α → Lα is a bijection for α ∈ R×.
Proof. This is an immediate consequence of Proposition 5.2.18.
Definition 6.3.6. Let 1 ≤ i 6= j ≤ 3, a ∈ D and g : K → L a Q(R)−graded covering.
By Corollary 6.3.5 there are well-defined elements
xij(a) := g
−1(Eija) ∈ Kǫi−ǫj .
xji(a) := g
−1(Ejia) ∈ Kǫj−ǫi.
Also, (6.2) L0 =
∑
j∈J [E1jD,Ej1D] and K0 =
∑
j∈J [x1j(D), xj1(D)].
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Lemma 6.3.7. There are 26 maps s : R × R → {−1, 0, 1} with the following two prop-
erties
(i) s(α, β) 6= 0 ⇐⇒ (α, β) ∈ DP,
(ii) s(α, β) = −s(β, α) for all (α, β) ∈ R ×R.
Proof. There are 6 degenerate sums. Each can be written in exactly two ways γ =
α + β = β + α for α, β ∈ R× and we get in total 26 different ways to assign a value to
s(α, β), α + β a degenerate sum and each of them fulfills the conditions set out in the
lemma.
Definition 6.3.8. With the notation as in Lemma 6.3.7, define
s(ij, kl) := s(α, β) for α = ǫi − ǫj, β = ǫk − ǫl ∈ A2.
Definition 6.3.9. Let Z =
⊕
γ∈DS(D3)γ be the direct sum of six copies of D3, viewed
as Q(R) -graded module with suppZ = DS. For s : R× R→ {±1, 0} a map as given in
Lemma 6.3.7, define a bilinear map ψ : L× L→ Z by
ψ(Eija, Eklb) =
{
s(ij, kl)(ab)ǫi−ǫj+ǫk−ǫl if (ǫi − ǫj , ǫk − ǫl) ∈ DP,
0 else.
, (6.51)
ψ(L0, L) = ψ(L, L0) = {0}. (6.52)
Lemma 6.3.10. (i) The bilinear map ψ is a Q(R)-graded 2-cocycle on L with coeffi-
cients in Z.
(ii) The central extension L⊕ψZ→ L (see Definition 3.1.2) is a Q(R)-graded covering.
(iii) By the universal property of uce(L) there is a a unique graded Lie algebra epimor-
phism π : uce(L)→ L⊕ψ Z such that
π(uce(L)γ) = Zγ ∼= D3
for all γ ∈ DS.
Proof. The map ψ is a well-defined k-bilinear map. If γ is a degenerate sum then there
is (up to switching the summands) only one way of expressing γ as sum α + β where
α, β ∈ R×. Furthermore, it is obvious that ψ is graded.
For ψ to be a 2-cocycle it is necessary and sufficient to show that ψ(x, x) = 0 and
ψ([x, y], z) + ψ([y, z], x) + ψ([z, x], y) = 0 for all x, y, z ∈ L.
Pick elements x = Eija and y = Eklb. Then ψ(x, x) = 0 as 2R ∩ DS(A2) = 0. Moreover,
ψ(Eija, Eklb) = s(ij, kl)ab = −s(kl, ij)ab = −s(kl, ij)ba = −ψ(Eklb, Eija),
hence ψ(x, y) = −ψ(y, x) for x = Eija and y = Eklb. Hence ψ is alternating.
For the second identity it suffices to consider homogeneous elements whose degrees sum
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up to a degenerate sum. Assume first that z ∈ L0, w.l.o.g. z = [E13c, E31d] and x = E12a
and y = E13b with γ = 2ǫ1 − ǫ2 − ǫ3 a degenerate sum. All other cases where only one
of the elements is of degree 0 can be obtained from this one by permuting the indices.
Then for any x, y ∈ L the element ψ([x, y], z) equals zero by (6.52). We compute the
remaining two summands:
[y, z] = −E13(c(db) + b(dc)), ψ([y, z], x) = −s(13, 12)a(c(db) + b(dc)),
[z, x] = E12(c(da)), ψ([z, x], y) = s(12, 13)(c(da))b.
For ψ to be a cocycle, we need to show that
0 = s(12, 13)(c(da))b− s(13, 12)a(c(db) + b(dc))
= s(12, 13)(c(da))b+ s(12, 13)a(c(db) + b(dc)).
Observe that by definition D3 is a module, so
(c(da))b+ a(c(db) + b(dc)) = (c.da)b+ a(c(db) + b(dc)).
By (6.48) and (6.50)
a(c.db+ b.dc) + (c.da)b = (c.db+ cd.b+ cb.d)a = 0.
This gives us
s(12, 13)(a(c.db+ b.dc) + s(12, 13)(c(da))b) = 0.
Hence for x, y, z as above ψ([y, z], x) + ψ([z, x], y) + ψ([x, y], z) = 0. Let α = deg(x),
β = deg(y), γ = deg(z) be all non-zero. After possible reordering of the summands we
may also assume that ψ(x, [y, z]) 6= 0 and therefore that (α, β + γ) is a degenerate pair.
Then at most one of ψ([y, z], x) and ψ([z, x], y) is non-zero which we see as follows: if
ψ([y, z], x) 6= 0 then (β + γ, α) is a degenerate pair and since there is up to switching
summands only one way to express α + β + γ as degenerate sum, it follows that α = γ
or α = α + β. The latter cannot occur, since β 6= 0. Therefore α = γ and [x, z] = 0. A
similar argument proves that if ψ([z, x], y) 6= 0 then ψ([y, z], x) = 0. Therefore at most 2
of the summands can be non-trivial and it suffices to check that ψ([Eija, Ejkb], Eijc) +
ψ([Ejkb, Eijc], Eija) = 0. By (6.49) we indeed have
ψ([Eija, Ejkb], Eijc) + ψ([Ejkb, Eijc], Eija)
= ±s(ik, ij)(ab)c +∓s(ik, ij)(bc)a
= ±s(ik, ij)(0)
Thus ψ is a 2-cocycle and we conclude that there is a graded central extension L′ = L⊕ψZ
of L by (Z, ψ). It remains to prove that L′ is perfect. We have that (L, 0) ⊂ [L′, L′]:
if Lα, 0 6= α ∈ R is the α-component of L then by Lemma 4.2.11 there is Dα ∈ L0
such that [Dα, Lα] = Lα and moreover ψ(Dα, Lα) = {0}. Thus (Lα, 0) ⊂ [L′, L′]. Since
L0 =
∑
α∈R× [Lα, L−α] and ψ(Lα, L−α) = {0} it follows that (L0, 0) ⊂ [L′, L′]. Thus
(L, 0) ⊂ [L′, L′]. Let z ∈ Z be a homogeneous element of degree γ = ǫi − ǫj + ǫk − ǫl.
Then (0, z) = [Eija, Ekl] ∈ [L′, L′] for some a ∈ D and thus (0,Z) ⊂ [L′, L′]. This proves
that L′ is perfect.
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Lemma 6.3.11. Let g : K → L be a graded covering and γ ∈ S := suppQ(R)K \R. Then
(i) γ = α+ β is a degenerate sum.
(ii) The map D3 → Kγ given by a → [xα(a), xβ(1)] where γ = α + β, a ∈ D is a
k-module epimorphism.
(iii) If u : uce(L)→ L is the graded universal central extension, then there is a k-module
epimorphism ρ : D3 → uce(L)γ given by a→ [xα(a), xβ(1)] .
Proof. Part (i) follows from Proposition 5.2.18. The universal property of uce() allows
us to conclude (ii) from (iii), so from now on K = uce(L). Let γ be a degenerate sum.
Then there are unique (up to order) α, β ∈ R such that α + β = γ and it follows that
uce(L)γ = [uce(L)α, uce(L)β]. Without loss of generality α = ǫi − ǫj and β = ǫi − ǫk with
j < k. We denote the elements of uce(L)α by xij(a) and those of uce(L)β by xik(b) where
a, b ∈ D. The assignments a → xij(a) and b → xik(b) are k-module isomorphisms with
domain D by Lemma 6.3.5. The map zγ : D ×D → uce(L)γ given by
zγ(a, b) := [xij(a), xik(b)]
is bilinear and surjective because [uce(L)α, uce(L)β] = uce(L)γ . For part (ii) we will show
the following
(1) 3zγ(D,D) = 0,
(2) If a, b ∈ D , then zγ(ab, 1) = zγ(a, b) = zγ(b, a),
(3) If a, b, c ∈ D, then zγ(ab, c) = zγ(ba, c),
(4) If a, b, c ∈ D, then zγ((a, b, c), 1) = 0.
(5) If a, b, c, d ∈ D, then zγ(ad.c+ a.dc + a.cd, b) = 0.
Since nγ = 3 by Proposition 5.2.18, 3(zγ(D,D)) = 0,
and therefore
3zγ(a, b) = 0 ∀a, b ∈ D. (6.53)
This proves (1).
The image of (a, b) only depends on the product ba: Pick a, b, c ∈ D and consider the
element
[xij(a), xik(bc)] = −[xij(a), [[xkj(c), xjk(1)], xik(b)]].
By the Jacobi identity this equals
zγ(a, bc) = −[xij(a), [[xkj(c), xjk(1)]xik(b)]]
= −[[[xkj(c), xjk(1)], xij(a)], xik(b)]− [[xkj(c), xjk(1)], [xij(a), xik(b)]︸ ︷︷ ︸
central
]
= [xij(ac), xik(b)] = zγ(ac, b).
Thus
zγ(a, bc) = zγ(ac, b). (6.54)
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From this we get (2).
Setting b = 1 yields:
zγ(ac, 1) = zγ(a, c), (6.55)
and if a = 1, then we obtain
zγ(1, bc) = zγ(c, b) = zγ(cb, 1).
The next calculation uses again only the Jacobi identity.
zγ((ab)c, 1) + zγ((cb)a, 1) = [[[xij(a), xji(b)]xij(c)], xik(1)]
= − [xij(c), [[xij(a), xji(b)], xik(1)]]
= −[xij(c), xik(ab)]
= −zγ(c, ab)
= −zγ(ab, c).
By (6.3.1), we have that zγ(ab, c) = zγ(ab.c, 1). So if we subtract this elements on both
sides of the equation
zγ((ab)c, 1) + zγ((cb)a, 1) = −zγ(ab, c),
this yields that zγ(cb, a) = −2zγ(ab, c). We showed before that 3zγ(ab, c) = 0 (3-torsion),
thus zγ(cb, a) = zγ(ab, c). Hence, by (6.54) and (6.3.1), zγ(a, cb) = zγ(ac, b). We also have
zγ(ab, c) = zγ(a, bc) = zγ(ac, b) = zγ(b, ac) = zγ(ba, c). (6.56)
This proves (2) and (3) and (4). Next consider the element
zγ((cd)a, b) + zγ((ad)c, b) = [[[xij(c), xjid], xija], xikb]] .
By the Jacobi identity, this is equal to
[xij(c), xjid], [zija, zikb]︸ ︷︷ ︸
central
]

− [xija, [[xij(c), xjid], xikb]]] = −zγ(a, c(db)).
Since zγ(a, c(db)) = zγ(ca, db) = zγ(ca.d, b) this allows to conclude that
zγ((cd)a, b) + zγ((ad)c, b) + zγ(ac.d, b) = zγ(cd.a+ c.da+ ca.d, b) = 0.
Therefore, we have proven (5). Together with (2) and (3) this shows that we have a
well-defined epimorphism D3 → zγ(D,D) which is given by a 7→ zγ(a, 1). This proves
(iii).
Theorem 6.3.12. Let γ ∈ suppQ(R) uce(L) \R.
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(i) The element γ is a degenerate sum γ = α + β, i.e., α and β are non-zero distinct
roots and their sum is not a root.
(ii) For every degenerate sum γ = α + β, there is a k-module isomorphism
uce(L)γ ∼= D3,
given by [xα(a), xβ(b)]→ ab.
Proof. Putting Lemma 6.3.10 and Lemma 6.3.11 together gives us a k-module epimor-
phism π : uce(L)γ → D3 for every degenerate sum γ (Lemma 6.3.10) and also a k-module
epimorphism ρ : D3 → uce(L)γ (Lemma 6.3.11). It remains to show that they are inverse
to each other. Let [xij(a), xkl(b)] ∈ uce(L)γ, γ = ǫi− ǫj + ǫk− ǫl, a degenerate sum. Then
ρ ◦ π([xij(a), xkl(b)]) = ρ((ab)γ) = zγ(a, b) = [xij(1), xkl(ab)] = [xij(a), xkl(b)]. If a¯ ∈ D3
then π ◦ ρ(a¯) = π([xij(1), xkl(a)]) = 1a¯ = a¯. Thus
uce(L)γ ∼= D3.
Corollary 6.3.13. Let L and D be as above. Then:
(i) If 1/3 ∈ k then suppQ(R) uce(L) = R and ker u ⊂ uce(L)0.
(ii) If D is associative then uce(L)γ ∼= D/(D[D,D], 3D) for every degenerate sum γ.
Proof. This is an easy consequence of Theorem 6.3.12 and Proposition 5.2.18.
Remark 6.3.14. Part (ii) was obtained in [GS05] under the assumption that k is a field.
Our proof uses some of their ideas.
The kernel of uider(V )→ ider(V )
Recall that we denote by u : uce(L) → L a Q(R)-graded central extension of L =
TKK(V ). In the case where V is covered by a collinear grid, we saw that (ker u)0 =
ker ud = (ker ud)0.
Known cases
There are a number of results concerning the structure of (ker u)0, most of them for the
special case where D is associative. We briefly recall some of the known facts. Let B be
an associative unital algebra and gl3(B) = gl3(k)⊗k B the Lie algebra of 3× 3 matrices
with entries in B. Define
sl3(B) := {M ∈ gl3(B) : trace(M) ∈ [B,B]}
where the trace is the usual matrix trace, i.e., the sum of the diagonal elements. Then
sl3(B) is a perfect Lie algebra. It can also be described as the subalgebra of gl3(B) which
is generated by {Eij ⊗ a : i 6= j, a ∈ B}. The centre of sl3(B) consists of the matrices
Z(sl3(B)) = {aI3 : a ∈ Z(B), 3a ∈ [B,B]}. By definition psl3(B) = sl3(B)/Z(sl3(B)).
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Remark 6.3.15. We always have psl3(B)
∼= TKK(V ) if V is defined as above with D
replaced by the associative algebra B. But if D is non-associative there is no known
embedding of TKK(V ) into a matrix algebra glI(D).
Remark 6.3.16. Unfortunately the centre of sl3(D) is not always a direct summand, so
that already the module structure of the quotient can be fairly complicated.
Over a field the kernel of u : uce(L) → L coincides with the second homology group
of the Lie algebra L, denote by H2(L). In [KL82], the authors give a description of
H2(sl3(B)) for an associative unital k-algebra B over a field k: H2(sl3(B)) ∼= HC1(B).
Note that this is not a description of H2(psl3(B)). However, if for all c ∈ Z(B) the
element 3c is not contained in [B,B] = {0} then H2(psl3(B)) = H2(sl3(B)). We give a
short proof for this result: Since psl3(B) is centreless, equality holds if and only if sl3(B)
is also centreless. Let z ∈ Z(sl3(B)). Then [z, Eija] = 0 for all 1 ≤ i 6= j ≤ 3 and a ∈ B,
thus z = cI3 for some c ∈ Z(D). Since trace(z) = 3c ∈ [B,B] we see that
z ∈ Z(sl3(B)) ⇐⇒ z = cI3, c ∈ Z(B) ∩ {c : 3c ∈ [B,B]}.
To better understand the action of ider(V )0 we go back to Lemma 6.2.12. The action
of the spanning elements of uider(V )0 on some of the homogeneous spaces of non-zero
degree is described by the table below. We only include in the table what is needed for
the proofs in the present section.
E12D E13D E32D E23D
h2(a) La +Ra La Ra −La
h3(b) Lb Lb +Rb −Lb Rb
H(a, b) L[a,b] − [La, Rb] L[a,b] − [La, Rb] −[La, Rb] [La, Rb]
T (a, b) −SD(a, b) −SD(a, b) −SD(a, b) SD(a, b)
Proposition 6.3.17. If card(J) = 2, then τ : ider(V )0 → T0(D) given by τ :
ud(h3(a)) 7→ λ(a) and τ : ud(h2(a)) 7→ ρ(a) + λ(a) is a Lie algebra isomorphism.
Proof. See Definition 6.1.8 for notation. Define the following elements in ider(V )0 :
Λ(a) = ud(h3(a)), P (b) = ud(h2(b)−h3(b)). Then it is not difficult to show (see for exam-
ple [Neh96, p. 466]) that there is a unique Lie algebra homomorphism τ : ider(V )0 → T0
given by Λ(a) 7→ λ(a) and P (b) 7→ ρ(b) and that τ is an isomorphism.
Remark 6.3.18. This can also be found in [Fau89].
Remark 6.3.19. If 1/3 ∈ k, then we have proven in Corollary 6.2.13 that uider(V )0 ∼=
〈D,D〉 ⊕D ⊕D. It follows from the proof of Corollary 6.2.13 that under ud, the corre-
sponding decomposition of T0 ∼= ider(V )0 is given by T0 ∼= StanDer(D)⊕ Λ(D)⊕ P (D)
where τ(ud(〈a, b〉)) = SD(a, b).
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Proposition 6.3.20. An element h2(a) + h3(b) +
∑
H(ai, bi) is in ker ud if and only if
a = b, 3a+
∑
[ai, bi] = 0 and the inner derivation La − Ra +
∑
[Lai , Rbi ] is trivial.
Proof. Let h1(1, a) + h2(1, b) −
∑
H(ai, bi) be an element of uider(V ). Using the table
above the element is central if and only if
La +Ra + Lb +
∑
(−L[ai,bi] + [Lai , Rbi ]) = 0,
La + Lb +Rb +
∑
(−L[ai,bi] + [Lai , Rbi ]) = 0,
−Ra + Lb −
∑
[Lai , Rbi ] = 0,
−La +Rb +
∑
[Lbi , Rai ] = 0.
By applying either of the last two lines to 1 we obtain a = b and the equations can be
rewritten as
2La +Ra +
∑
(−L[ai,bi] + [Lai , Rbi ]) = 0,
−La +Ra −
∑
[Lai , Rbi ] = 0.
Subtracting the last from the first line leaves the following system:
3La +
∑
L[ai,bi] = 0,
−La +Ra −
∑
[Lai , Rbi] = 0.
The first line is equivalent to 3a+
∑
[ai, bi] = 0 thus we have shown
a = b,
3a+
∑
[ai, bi] = 0,
La − Ra +
∑
[Lai , Rbi ] = 0.
For the sake of completeness we will prove that such an element Z is central. With the
conditions 3a+
∑
[ai, bi] = 0 and a = b we know that La+Ra+Lb+
∑
(L[ai,bi]+[Lai , Rbi ]) =
−La + Ra +
∑
[Lai , Rbi] = 0. Therefore the element under consideration annihilates all
of e12D and e13D. Similarly one proves (by passing to the opposite algebra) that also
e21D and e31D are annihilated. Since those submodules generate the Lie algebra uce(L)
it follows that Z ∈ ker u.
Before we prove the next result, we would like to recall the crucial fact that ker ud =
ker(ud)0 = (ker u)0 where (ker u)0 and (ker ud)0 are the 0-components with respect to the
A˙I-grading which is induced by the collinear grid of idempotents( Proposition 6.2.2).
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Corollary 6.3.21. (i) If 1/3 ∈ k, then uider(V )0 is isomorphic to 〈D,D〉 ⊕ D ⊕ D
and
(ker u)0 =
{∑
〈a, b〉 :
∑
SD(ai, bi) = 0
}
where SD(a,i , bi) = L[ai,bi]− 3[Rai , Lbi ]−R[ai,bi] is the standard inner derivation of
D determined by (ai, bi).
(ii) If 3D = 0, then
(ker u)0 =
{∑
H(ai, bi) + h2(1, c) + h3(1, c) :
∑
[Lai , Rbi ] = 0,
∑
[ai, bi] = 0
}
.
(6.57)
(iii) If D is commutative, then
(ker u)0 = {
∑
H(ai, bi) + h2(1, c) + h3(1, c) :
∑
[Lai , Rbi ] = 0, 3c = 0}. (6.58)
If, in addition, D does not have 3-torsion, then
(ker u)0 = {
∑
H(ai, bi) : ai, bi ∈ D}. (6.59)
(iv) If D is associative, then
(ker u)0 =
{∑
H(ai, bi) + h2(1, a) + h3(1, a), 3a+
∑
[ai, bi] = 0, a ∈ Cent(D)
}
.
Proof. Throughout assume Z = h2(1, a) + h3(1, a) +
∑
H(ai, bi) is in the kernel of
ud : uider(V )→ ider(V ).
(i) If 1/3 in k, then the image of
∑〈ai, bi〉 + aα + bβ in the triality algebra (which is
isomorphic to ider(V )0) is
∑
(SD(ai, bi), SD(ai, bi), SD(ai, bi))+λ(a)+ρ(b), see Remark
6.3.19. Assume that this is zero. Since T0 ∼= StanDer(D)⊕(λ(a)⊕ρ(b)) by Lemma 6.1.13,
this is equivalent to a = b = 0 and
∑
SD(ai.bi) = 0.
(ii) If 3D = 0 then 3a = 0 for all a and the condition is a = b,
∑
[Lai , Rbi] = 0 and∑
[ai, bi] = 0.
(iii) Clearly, if D is commutative, then any sum over commutators is zero. Moreover, in
the absence of 3-torsion, every alternative, commutative algebra is automatically asso-
ciative, so that the conditions are all void with the exception of a = 0. Thus the elements
of the kernel are of the stated form.
(iv) If D is associative then
∑
[Lai , Rbi ] = 0 and we need La = Ra, i.e., a ∈ Cent(D) and
3a+
∑
[ai, bi] = 0.
Remark 6.3.22. Case (i) was shown in [BGKN95] for k a field, case (iii) is well-known,
see for instance [Gar80]. The associative case is treated in [Neh96] and also in [KL82].
Remark 6.3.23. Proposition 6.3.20 and Theorem 6.3.12 completely describe the kernel of
uce(Lk(D))→ Lk(D) for all base rings k and all alternative k-algebras D.
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6.3.2 Example: Octonion algebras
Until the end of this subsection let k be a ring containing 1/3.
Following Corollary 6.3.21, the task of computing the kernel of ud : uider(V )→ ider(V )
is reduced to describing the kernel of the map
f : 〈D,D〉 → StanDer(D), 〈a, b〉 7→ SD(a, b)
where 〈D,D〉 is the quotient of D⊗D modulo the submodule U ′′ generated by a⊗b+b⊗a
and ab⊗ c+ bc⊗ a+ ca⊗ b.
Definition 6.3.24. For the remaining part, if D is an alternative k-algebra and k → K
an extension, then
Lk(D) := TKK(M(1, 2, D)),
DK = D ⊗k K.
Remark 6.3.25. Proposition 6.3.20 and Theorem 6.3.12 completely describe the kernel of
uce(Lk(D))→ Lk(D) for all base rings k and all alternative k-algebras D.
Moreover, since 1/3 ∈ k, we know from Proposition 5.2.18 and (6.4) that, if u :
uce(Lk(D))→ Lk(D), then
ker u = ker ud = ker f.
Remark 6.3.26. We always have 〈1, D〉 = 〈D, 1〉 = 0.
By [LPR08, Prop 2.9] and [LPR08, Cor. 5.2], if D is an octonion algebra and 1/3 ∈ k
then for every flat base change k → K
Derk(D)⊗k K = DerK(D ⊗k K), (6.60)
and all the derivations are standard.
The smallest example: sl3(k)
Lemma 6.3.27. Assume 1/3 ∈ k, then L(k) is isomorphic to the Lie algebra of traceless
3× 3 matrices with entries in k. Moreover, L(k) is centrally closed.
Proof. We will first show that L(k) is centrally closed. We know that L(k) is perfect. Let
u : uce(L(k)) → L(k) be a universal central extension. Since 1/3 ∈ k, ker u = ker f and
it easy to see that 〈k, k〉 = 0. This is evident, since 〈α, β〉 = αβ〈1, 1〉 = 0 for all α, β ∈ k.
Let L = sl3(k). Then L is centreless and of Jordan type with associated Jordan pair
M(1, 2, k). Hence the central extension sl3(k) → L(k) which exists by Corollary 4.2.18
is an isomorphism.
Remark 6.3.28. Of course, Lemma 6.3.27 is well known, see for instance [vdK73, Cor
3.14].
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The classical setting
Let O be an octonion algebra over a field containing 1/6. The reader is referred to
[McC04, Section 2.4] to check the finer details of the following claims: All associators
and all commutators are skew with respect to the involution which is central and the
centre is spanned by 1O. Using for instance the argument in [McC04, p. 158] one can
easily show that: If 1/3 ∈ k, then
(O,O,O) = [O,O] =
O
k1O
(6.61)
so that the commutator and associator space coincide and both have dimension 7.
We will first prove that over a field k not of characteristic 2, 3, the map 〈a, b〉 7→
SD(a, b) is an isomorphism. Recall the definition of 〈D,D〉 for an alternative algebra D
from Corollary 6.2.13.
Proposition 6.3.29. Let O be an octonion algebra over a field k, 1/6 ∈ k. Then
dim(〈O,O〉) = 14.
Proof. By Remark 6.3.26, 〈1,O〉 = 〈O, 1〉 = 0. If O is an octonion algebra over a field
containing 1/3, then it is easy to verify (see above) that [O,O] is 7-dimensional and
[O,O] = (O,O,O).
Let {O,O} = O∧O/(1∧O). Then 〈O,O〉 is a quotient of {O,O} and dim{O,O} = 21.
Define O ∧O→ O by a ∧ b 7→ [a, b].
The image of this map has dimension 7. Clearly, the element 1 commutes with all
elements in O and thus the image of the composition map from {O,O} to O is also
7-dimensional :
{O,O} = O ∧O/(1 ∧O)→ 〈O,O〉 → O
since the map on the left is surjective. Denote by U˜ the image of U ′′ in {O,O}. Note
that {O,O}/U˜ = 〈O,O〉. Then U˜ is spanned by the elements {ab, c}+ {bc, a}+ {ca, b}.
The image of such an element is [ab, c] + [bc, a] + [ca, b] = 3(a, b, c). Since (O,O,O) =
[O,O], the submodule U˜ ⊂ {O,O} maps onto a 7-dimensional space and must therefore
have dimension at least 7. By the rank theorem dim〈O,O〉 ≤ dim{O,O} − 7 = 14. We
also have a map from 〈O,O〉 onto Der(O) by mapping 〈a, b〉 7→ SD(a, b) since in the
presence of 1/3 all derivations are standard. Therefore dim〈O,O〉 ≥ 14 = dim(Der(O))
(see [LPR08] or also [SV00]). Hence dim〈O,O〉 = 14.
Corollary 6.3.30. Over a field k not of characteristic 2, 3, the map f : 〈a, b〉 7→ SD(a, b)
is an isomorphism
f : 〈O,O〉 → StanDer(O).
Proof. Since every derivation of O is a standard derivation, this is obviously a surjection.
Moreover, dim(Der(O)) = 14, so that by the rank theorem for finite dimensional vector
spaces, it follows that it is also bijective.
Corollary 6.3.31. If k is a field containing 1/6, then Lk(O) is simply connected.
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Proof. For L = Lk(O) let let u : uce(L) → L be the universal central extension. Then
ker u = ker f where f : 〈O,O〉 → StanDer(O), 〈a, b〉 7→ SD(a, b). The Lie algebra Lk(Z)
is perfect and by Corollary 6.3.30, ker u = ker f = {0}. Hence L is perfect and centrally
closed, i.e., simply connected.
Remark 6.3.32. Of course, this is well-known and not our own result. Usually, one shows
that Derk(O) is isomorphic to a Lie algebra of type G2 and then simple connectedness
follows.
Definition 6.3.33. Let k be an arbitrary base ring and M+ = M a finitely generated
projective module of rank 3 over k, θ :
∧3M∗ → k an isomorphism, referred to as volume
element. We say that O is a (reduced) octonion algebra over k if O is a k-algebra and
isomorphic to the alternative algebra
Z := Z(k, θ) =
(
k M+
M− k
)
with multiplication given by(
α1 u
x α2
)(
β1 v
y β2
)
=
(
α1β1 − u ∗ y α1v + β2u+ x× y
β1x+ α2y + u× v α2β2 − x ∗ v
)
,
where M− =M∗ and ∗ : Mσ ×M−σ → k are the natural pairings induced by θ and θ−1.
Likewise Mσ ×Mσ → M−σ is the “vector product ” induced by those pairings. More
explicitly, for x, y ∈M+ the element z = x× y is uniquely determined by the condition
θ(x ∧ y ∧ z) = (x× y) ∗ z
and for u, v ∈Mσ, w = u× v is likewise determined by
θ−1(w ∧ u ∧ v) = w ∗ (u× v).
If M is free over k and θ is the determinant, the algebra Z is a split octonion algebra.
An octonion algebra is an algebra Z over k such that under some faithfully flat extension
k → K, Z ⊗k K is isomorphic to a split octonion algebra over K.
Remark 6.3.34. Usually we define an octonion algebra as a unital non-associative algebra
whose underlying k-module is finitely generated and projective of constant rank 8 and
which admits a norm (or composition). By [LPR08, Cor 4.11], equivalently O is an
octonion algebra if and only if there is a faithfully flat base change k → K such that O⊗k
K is isomorphic to a split octonion algebra over K. This characterization is absolutely
crucial for the main result of this section, see Theorem 6.3.43.
Definition 6.3.35. If k is an algebraically closed field, a Lie k-algebra is said to be of
type G2 if it is isomorphic to the derivation algebra of an octonion algebra O over k
(which is necessarily split).
In general, if k is a ring, we define a Lie algebra of type G2 as a Lie k-algebra L such
that for every p ∈ Spec(k), the prime spectrum of k, the Lie algebra L⊗Q(kp) Q(kp) is of
type G2, where Q(kp) is the quotient field of kp and Q(kp) its algebraic closure.
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Proposition 6.3.36. If O is an octonion algebra, then Derk(O) is of type G2.
Proof. Let p ∈ Spec(k) By [Bou98, Ch.2 Thm 1], we know thatQ(kp) is flat over kp and kp
is flat over k for all p ∈ Spec(k). Let F = Q(kp). Since Z is finitely presented, this implies
that DerF (O ⊗k F ) ∼= DerF (O) ⊗k F. By [LPR08, 4.1], octonion algebras are invariant
under base changes. Hence O ⊗k F is an octonion algebra over the algebraically closed
field F , charF 6= 3 and therefore split. Now the claim follows from Definition 6.3.35.
Lemma 6.3.37. Let O be an octonion algebra over k. The following are equivalent
(i) Lk(O) is centrally closed.
(ii) LK(Z) is centrally closed for some split octonion algebra Z = O⊗k K and k → K
a faithfully flat extension.
Proof. Let O be an octonion algebra over k and k/K flat. Then the Jordan pair
M(1, 2,O) is a finitely generated k-module and by flatness, ider(M(1, 2,OK)) =
ider(M(1, 2,O))⊗k K, therefore LK(OK) = Lk(O)⊗k K.
It known ([Neh]) that the following are equivalent for any k-Lie algebra L:
(a) L is centrally closed,
(b) Lk ⊗k K is centrally closed for some K/k faithfully flat,
(c) Lk ⊗k K is centrally closed for all K/k faithfully flat.
Therefore, (i) =⇒ (ii) follows from the equivalence of (a) and (c). Also, (ii) =⇒ (i)
by (a) ⇐⇒ (b).
If Z is a reduced octonion algebra, then e := e1 := e11 and 1 − e = e2 = e22 are
complementary idempotents and we obtain a Peirce decomposition with respect to e:
Z21 = M
+, Z12 =M
−, Z0 := Z11 + Z22 = k(e1) + k(e2),
with the usual Peirce multiplication rules. We already know that 〈e1+e2, Z〉 = 〈1Z , Z〉{0}
by Remark 6.3.26.
Lemma 6.3.38. The module 〈Z,Z〉 is spanned by
〈e1, Z0〉 ∪ 〈e2, Z0〉 ∪ 〈Z12, Z21〉.
Proof. First observe that for i 6= j :
0 = 〈e2i , ej〉+ 〈eiej , ei〉+ 〈ejei, ei〉 = 〈ei, ej〉.
Since 〈e1 + e2, z〉 = 〈e1, z〉 + 〈e2, z〉 = 0 we have 0 = 〈ei + ej , ei〉 = 〈ei, ei〉 and therefore
〈ke1 + ke2, ke1 + ke2〉 = 0. Let a, b ∈ Zij, then
0 = 〈eia, b〉+ 〈ab, ei〉+ 〈bei, a〉 = 〈a, b〉+ 〈ab, ei〉.
Since ab ∈ Zji it follows that 〈Zij, Zij〉 ∈ 〈ei, Z0〉. We showed that that 〈e1, z〉 = −〈e2, z〉,
so consequentially
〈e1, Z12〉 ∪ 〈e2, Z21〉 ∪ 〈Z12, Z21〉
spans all of 〈Z,Z〉.
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Our ultimate goal is to establish for 1/3 ∈ k, that the map
f : 〈Z,Z〉 → Derk(Z)
is an isomorphism. In [LPR08] the authors established a decomposition Derk(Z) =
g0 ⊕ g1 ⊕ g2 where gi, i = 1, 2 are projective of rank 3 and isomorphic to M and
g0 = {D ∈ Derk(Z) : De = 0} is isomorphic as Lie algebra to sl(M) and thus projective
of rank 8. We will imitate this approach.
Lemma 6.3.39. Assume that Z is a reduced octonion algebra. Under the map f :
〈Z,Z〉 → Der(Z) given by 〈a, b〉 7→ SD(a, b), we have for u, v ∈M,x, y ∈M∗
f(〈e1, u〉) = Lu −Ru,
f(〈e2, x〉) = L−x −R−x,
f(〈u, x〉)v = (u ∗ x)v − 3(v ∗ x)u,
f(〈u, x〉)y = −(x ∗ u)y + 3(y ∗ u)x,
f(〈u, x〉)e = 0,
and the following induced maps
f : 〈e1,M〉
∼=→ g1, (6.62)
f : 〈e2,M∗〉
∼=→ g2, (6.63)
f : 〈M,M∗〉 epi→ g0 ∼= sl(M). (6.64)
Proof. The first two isomorphisms can be proven in the same way. So let without loss
of generality x ∈ M. The image of 〈e1, x〉 is the standard derivation SD(e1, x) which
is equal to Lx − Rx. Since M ⊕M∗ does not contain non-zero central elements of Z,
the restriction of f to 〈e1,M〉 is therefore injective. By [LPR08, Proposition 5.5], g1
is spanned by standard derivations of the form −SD(e1, x) = SD(e2, x) with x ∈ M.
Therefore f(〈e1,M〉) = g1 is an isomorphism.
We compute the action of f(〈u, x〉) = SD(u, x) = L[u,x] − R[u,x] − 3[Lu, Rx]. First note
[u, x] = u∗x(e2− e1) and this element commutes by Peirce rules with e = e1. In addition
(ue)x− u(ex) = ux− ux = 0, thus SD(u, x)e = 0 = f(〈u, x〉)e = 0.
Let v ∈ M , then SD(u, x)v = u ∗ x((e2 − e1)v − v(e2 − e1)) − 3(u(vx) − (uv)x) =
−2(u∗x)v+3(u×v)×x = (u∗x)v−3(v∗x)u. The computation for y ∈M∗ is analogous
(or dual if one wishes).
For every u ∈ M,x ∈ M∗, f(〈u, x〉) annihilates e. Thus f(〈M,M∗〉) ⊂ g0. Since f is
surjective and f(〈ke1 ⊕ ke2,M ⊕M∗〈) = g1 ⊕ g2, it follows that f(〈M,M∗〉) = g0.
The Lie algebra structure on 〈M,M∗〉
As observed above in (6.64), f induces an epimorphism of Lie algebra 〈M,M∗〉 onto
sl(M).
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Lemma 6.3.40. Let M = k3 be free of rank 3. Let i, j, k, l ∈ {1, 2, 3}, then
[〈xi, xj〉, 〈xk, xl〉] = 3(δil〈xk, xj〉 − δjk〈xi, xl〉) (6.65)
where {x1, x2, x3} and {x1, x2, x3} are ordered dual bases of M and M∗ respectively.
Therefore, 〈M,M∗〉 is perfect as Lie algebra.
Proof. By definition
[〈xi, xj〉, 〈xk, xl〉]
= 〈SD(xi, xj)xk, xl〉+ 〈xk, SD(xi, xj)xl〉
= 〈δijxk − 3δjkxi, xl〉+ 〈xk,−δijel + 3δilxj〉
= 3(δil〈xk, xj〉 − δjk〈xi, xl〉).
We first show that the element
∑〈xi, xi〉 is 0. Observe that for pairwise distinct (cycli-
cally ordered) indices i, j and k: xixj = xk. Therefore
0 =
∑
cyc
〈xixj , xk〉 = 〈xk, xk〉+ 〈xi, xi〉+ 〈xj, xj〉,
which is the asserted identity.
Claim: 〈M,M∗〉 is finitely generated (as module) by the set {〈xi, xj〉, 〈xi, xi〉 −
〈xj, xj〉, 1 ≤ i < j ≤ 3}. It suffices to show that every element in M ∧M∗/
∑3
i=1 xi ∧ xi
can be expressed as linear combination of those elements. This is only a question for
images of xi ∧ xi. Since
∑3
i=1 xi ∧ xi lies in the kernel, the image of xi ∧ xi is in the same
coset as the image of 1/3(2xi ∧ xi − xj ∧ xj − xk ∧ xk) for i, j, k pairwise distinct. Note
that we used 1/3 here.
The formula (6.65) shows that {〈xi, xj〉 : i 6= j} generates 〈M,M∗〉 as Lie algebra and
that 〈M,M∗〉 is perfect:
[〈xi, xj〉, 〈xj, xi〉] = 3(〈xj , xj〉 − 〈xi, xi〉),
hence all module generators lie in the Lie algebra generated by {〈xi, xj〉 : i 6= j}. More-
over, every generator 〈xi, xk〉 can be expressed as
〈xi, xk〉 = 1/3[〈xi, xj〉, 〈xk, xi〉]
for {i, j, k} = {1, 2, 3}.
Proposition 6.3.41. Assume that Z is a split octonion algebra. The map f induces an
isomorphism 〈M,M∗〉 → sl(M).
Proof. Since f : 〈Z,Z〉 → Derk(Z) is a central extension, it follows that the restriction
f : 〈M,M∗〉 → sl(M)
must be a central extension as well. If M = k3 is free, then by a theorem of van der
Kallen (see for instance [vdK73, Cor 3.14]) or by Lemma 6.3.27, sl(M) = sl3(k) is simply
connected if 1/3 ∈ k.
Hence, (by Lemma 6.3.40) f : 〈M,M∗〉 → sl(M) is a covering of a simply connected Lie
algebra and thus an isomorphism.
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Corollary 6.3.42. If Z is a split octonion algebra over a ring containing 1/3, then
f : 〈Z,Z〉 → Derk(Z)
is an isomorphism and L(Z) is simply connected.
Theorem 6.3.43. Let Z be an octonion algebra over a ring k containing 1/3. Then:
(i) The map
f : 〈Z,Z〉 ∼=−→ Derk(Z), 〈a, b〉 7→ SD(a, b),
is an isomorphism. In particular 〈M,M∗〉 ∼= sl(M).
(ii) The Lie algebra Lk(Z) is simply connected.
Proof. This follows from Corollary 6.3.42, Proposition 6.3.41 and Lemma 6.3.37.
6.4 Lie algebras graded by An, n ≥ 3
Let D be an associative unital k-algebra.
We fix some notation for the rest of the section:
• K is a set, card(K) ≥ 4 and we fix a partition of K = I∪˙J where I = {1} is a
singleton,
• R is the root system A˙K , together with the collinear 3-grading given by R1 =
{ǫ1 − ǫj : j ∈ J}.
• DS := DS(A3), DP := DP(A3),
• D is an associative unital algebra,
• V =Mat(I, J,D) is an associative matrix Jordan pair with coordinates in D,
• L = TKK(V ).
All of the followig has already been established at the beginning of the section:
If u : uce(L)→ L is the universal central extension then
ker(u) =
⊕
α∈DS(A)
uce(L)α ⊕ (ker u)0 (6.66)
Therefore:
- If card(J) = 3, then ker(u) =
⊕
α∈DS(A3,2)
uce(L)α⊕ (ker u)0 where DS(A3, 2) is the
set of degenerate sums of divisor 2 in Q(A3).
- If card(J) > 3, then ker u = (ker u)0.
Corollary 6.4.1. Let u : uce(L) → L be a universal central extension. Then u :
uce(L)α → Lα is a bijection for α ∈ R×.
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Proof. This is an immediate consequence of Proposition 5.2.18.
Definition 6.4.2. Let i 6= j ∈ K, a ∈ D and g : K → L a Q(R)-graded covering. By
Corollary 6.4.1 the following is a well-defined map
xij(a) := g
−1(Eija).
xji(a) := g
−1(Ejia).
Also, by Corollary 5.3.27 L0 =
∑
j∈J [E1jD,Ej1D] and K0 =
∑
j∈J [x1j(D), xj1(D)].
6.4.1 Degenerate sums A3
There are three root systems of type A which admit degenerate sums: A1, A2 and
A3. The root system A1 can be considered a special case of type C and will be dealt
with in Section 6.5. For type A2 see Section 6.3. The upcoming section 6.4.2 applies
to type A3 since the coordinates of a typical A3-graded Lie algebra are associative.
However, we yet have to describe uce(L)α+β when α + β is a degenerate sum. By 5.8,
DS(A3) = ±{ε1−ε2+ ε3−ε4, ε1−ε2−ε3+ ε4, ε1+ ε2−ε3−ε4}. We also note that every
degenerate sum can be expressed (up to switching the summands) in two ways as sum
of two roots and that with respect to any 3-grading on A3, the degenerate sums have
degree ±1.
Definition 6.4.3. If D is an associative k-algebra, then define D2 to be the following
quotient in the category of k-algebras
D2 = D/(2D, [D,D]).
The coset of a ∈ D in D2 is denoted by a¯.
Lemma 6.4.4. D[D,D] = [D,D]D = D[D,D]D
Proof. First it is to show that [D,D]D ⊂ D[D,D]. In all associative unital algebras
D [D,D]D = [[D,D], D] + D[D,D] = D[D,D],. With the same argument D[D,D] =
[D,D]D and [D,D]D ⊂ D[D,D]D ⊂ [D,D]D2 ⊂ [D,D]D whence equality everywhere.
We assume from now on card(J) = 2.
Definition 6.4.5. Let Z =
⊕
γ∈DS(D2)γ be a direct sum of six copies of D2, labeled by
pairwise distinct degenerate sums. Define a bilinear map ψ : L× L→ Z by
ψ(Eija, Eklb) =
{
(ab)γ if (ǫi − ǫj , ǫk − ǫl) ∈ DP(A3, 2),
0 else.
(6.67)
ψ(L0, L) = ψ(L, L0) = {0}, (6.68)
.
Lemma 6.4.6. (i) The bilinear map ψ is a Q(R)-graded 2-cocycle on L with coeffi-
cients in Z.
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(ii) With the definition of L⊕ψZ as in Definition 3.1.2, the central extension L⊕ψZ→
L is a Q(R)-graded covering.
(iii) By the universal property of uce(L) there is a a unique graded Lie algebra epimor-
phism π : uce(L)→ L⊕ψ Z such that
π(uce(L)γ) = Zγ ∼= D2
for all γ ∈ DS.
Proof. It is clear that ψ is well-defined and bilinear.
(i) – Let y ∈ L. Then y = ∑1≤i 6=j≤4Eij(a) + y0 with y0 ∈ L0, We need to show
ψ(y, y) = 0. Since we have (6.68) we may assume that y0 = 0. Since (ǫi −
ǫj , ǫi−ǫj) /∈ DP, the element ψ(Eija, Eija) equals zero. Further, if {i, j, k, l} =
{1, 2, 3, 4}, then (ǫi − ǫj , ǫk − ǫl) is degenerate pair and
ψ(Eija, Eklb) = ab(ǫi−ǫj+ǫk−ǫl) = ba(ǫi−ǫj+ǫk−ǫl) = −ba(ǫi−ǫj+ǫk−ǫl) = −ψ(Eklb, Eija).
If {i, j, k, l} 6= {1, 2, 3, 4}, then (ǫi − ǫj , ǫk − ǫl) /∈ DP(A3, 2), thus
ψ(Eija, Eklb) = 0. We have shown that ψ is alternating.
– For three homogeneous elements x, y, z in L consider the expression
ψ(x, [y, z]) + ψ(y, [z, x]) + ψ(z, [x, y]). First assume that none of the three
elements has degree 0. Assume that x = Eija, y = Ekjb and z = Ejlc for
i, j, k, l pairwise distinct. By assumption [x, y] = 0. It remains to look at
ψ(x, [y, z]) + ψ(y, [z, x]) = ψ(Eija, Ekl(bc))− ψ(Ekjb, Eilac).
Since γ = ǫi − ǫj + ǫk − ǫl = ǫk − ǫj + ǫi − ǫl, this is equal to (abc− bca)γ =
(abc− abc)γ = 0. This shows that ψ(x, [y, z]) + ψ(y, [z, x]) + ψ(z, [x, y]) = 0.
Since this expression is invariant under cyclically permuting the arguments,
we may next assume that x = Ejia, y = Ekjb and z = Ejlc for i, j, k, l 6= .
Then [x, z] = 0, we are left with the claim
0 = ψ(x, [y, z]) + ψ(z, [x, y]) = ψ(Eija, Ekl(bc))− ψ(Ejlc, Ekjba)
Since γ = ǫi − ǫj + ǫk − ǫl = ǫj − ǫl + ǫk − ǫj the same argument as above
gives ψ(x, [y, z]) + ψ(y, [z, x]) + ψ(z, [x, y]) = 0. All other cases where all ele-
ments have non-zero degree, are equivalent to one of the two that we have
just considered. If 2 of the 3 arguments have degree 0, then by (6.68),
ψ(x, [y, z]) + ψ(y, [z, x]) + ψ(z, [x, y]) = 0.
If one of the three arguments is of degree 0, say x ∈ L0, then without loss
of generality y = Eija and z = Eklb and {i, j, k, l} = {1, 2, 3, 4}. It is enough
to consider the two cases x = [Eijc, Ejid] or x = [Eilc, Elid]. Clearly, in all
these cases ψ(x, [y, z]) = 0. In the first case, [x, y] = {Eijc, Ejid, Eija} =
Eij(cda + adc) and [z, x] = −{Eijc, Ejid, Eklb} = 0. Then, ψ(z, [x, y]) =
(bcda+ badc)γ = 2(abcd)γ = 0 where γ = ǫi − ǫj + ǫk − ǫl.
In the second case, [x, y] = {Eilc, Elid, Eija} = Eij(cda) and
[z, x] = −{Eilc, Elid, Eklb} = −Ekl(bdc). Then ψ(z, [x, y]) + ψ(y, [z, x]) =
(bcda+ abdc)γ = 2(abcd)γ = 0 with γ as above.
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(ii) The Lie algebra L is perfect and generated by its homogeneous components of non-
zero degree. Let x =
∑
[xi, yi] ∈ L where all xi, yi are non-zero and homogeneous,∑
[(xi, 0), (yi, 0)] = (x, 0) ∈ L⊕ψ Z. So (L, 0) ⊂ [L ⊕ψ Z, L ⊕ψ Z]. Let (a)γ ∈ Z be
homogeneous of degree γ. By definition of ψ, there is a non degenerate pair (α, β)
with [(xα(a), 0), (xβ(1), 0)] = ψ(xα(a), xβ(1)) = (a)γ and therefore Z ⊂ [L ⊕ψ
Z, L⊕ψ Z]. Thus proves that L⊕ψ Z is perfect.
(iii) The last part follows from the universal property of uce(L).
Lemma 6.4.7. Let f : L′ → L be a Q(R)-graded covering and γ = α+ β ∈ (R+R) \R.
(i) There is a k-module epimorphism D2 → [L′α, L′β] given by a¯ 7→ [xα(a), xβ(1)].
(ii) If γ = α + β is not a degenerate sum, then [L′α, L
′
β] = {0}. If γ = α + β is a
degenerate sum, then L′γ = [L
′
α, L
′
β]. In particular:
(1) [L′α, L
′
α] = {0} for all α ∈ R,
(2) R ⊂ suppL′ ⊂ R ∪ DS ⊂ R +R.
(iii) If 1/2 ∈ k, then R = suppL′.
Proof. Note that every γ ∈ DS(A3) is of the form γ = (ǫi − ǫj) + (ǫk − ǫl) with {i, j} ∩
{k, l} = ∅. Fix such a γ. For convenience we will use the notations xij(a) and xǫi−ǫj(a),
i 6= j for the same elements. Also, we set tij(a) = [xij(a), xji(1)] where i, j ∈ {1, 2, 3, 4}
and a ∈ D. For i 6= j,
ad tij(a).xkl(b) = (δik − δkj)xkl(ab) + (δjl − δil)xkl(ba).
Choose m ∈ {k, l}; then the element [xij(b), xkl(1)] lies in the centre of L′ and applying
the Jacobi identity yields:
[xij(ab), xkl(1)] =
[
[tim(a), xij(b)], xkl(1)
]
=
[
tim(a), [xij(b), xkl(1)]
]− [xij(b), [tim(a), xkl(1)]]
= −〈(ǫk − ǫl), (ǫi − ǫm)∨〉[xij(b), xkl(a)].
The calculation uses that [xij(b), xkl(1)] is central in L
′. The value of−〈(ǫk−ǫl), (ǫi−ǫm)∨〉
is −δkm+ δml is congruent to 1 mod 2k. The module L′γ has 2-torsion, hence this proves
[xij(ab), xkl(1)] = [xij(b), xkl(a)], k 6= i. (6.69)
We obtain with the same argument
[xij(ab), xkl(1)] = [xij(a), xkl(b)]. (6.70)
It follows from (6.69) and (6.70) that the k-module [L′α, L
′
β ] is spanned by elements of the
form [xα(a), xβ(1)] where a ∈ D and that there is a well-defined k-module epimorphism
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D2 → [L′α, L′β] given by mapping a¯ to [xα(a), xβ(1)]. This proves (i).
Consider two different ways to write γ as sum of two roots, γ = α + β = δ + ε where
the roots α, β, δ and ε are all distinct. After possibly re-ordering the roots Nδ−β,β ≡
Nα−ε,ε ≡ Nβ,ε−β ≡ 1 mod 2 as well as α + δ, β + ε /∈ A2 as shown in [vdK73, 3.7(16)] .
We want to conclude that [L′α, L
′
β] = [L
′
δ, L
′
ǫ]. It is clearly sufficient to show for all a ∈ D
that
[xα(a), xβ(1)] = [xδ(a), xǫ(1)].
Using the Jacobi identity and α = δ + ε− β and Nδ−β,β ≡ 1 mod 2k, we calculate
[xε(1), xδ(a)] = Nδ−β,β [xε(1), [xδ−β(a), xβ(1)]]
≡ [xβ(1), [xε(1), xδ−β(a)]] + [xδ−β(a), [xβ(1), xε(1)]] mod 2k
= Nε,δ−β[xβ(1), xα(a)] mod 2k.
The second equality holds because [xε(1), xβ(1)] is central in L
′. Now −Nε,δ−β ≡ 1
mod 2k, thus [xδ(a), xε(1)] ≡ [xα(a), xβ(1)] mod 2k.
Since for α ∈ R× there is no way to express 2α as a degenerate sum, part(ii) follows
immediately from Proposition 5.2.18.
Theorem 6.4.8. Let γ ∈ suppQ(R) uce(L) \R.
(i) The element γ is a degenerate sum γ = α + β, i.e., α and β are non-zero distinct
roots and their sum is not a root.
(ii) For every degenerate sum γ = α + β, there is a k-module isomorphism
uce(L)γ ∼= D2,
given by [xα(a), xβ(b)]→ ab.
Proof. Putting the two lemmas together gives us a k-module epimorphism π : uce(L)γ →
D2 for every degenerate sum γ (Lemma 6.4.6) and also a k-module epimorphism
ρ : D2 → uce(L)γ (Lemma 6.4.7). It remains to show that they are inverse to each
other. Let [xij(a), xkl(b)] ∈ uce(L)γ , γ = ǫi − ǫj + ǫk − ǫl, a degenerate sum. Then
ρ ◦ π([xij(a), xkl(b)]) = ρ((ab)γ) = zγ(a, b) = [xij(1), xkl(ab)] = [xij(a), xkl(b)]. If a¯ ∈ D2
then π ◦ ρ(a¯) = π([xij(1), xkl(a)]) = 1a¯ = a¯. Thus
uce(L)γ ∼= D2.
Corollary 6.4.9. Let L and D be as above. Then:
(i) If 1/2 ∈ k then suppQ(R) uce(L) = R and ker u ⊂ uce(L)0.
(ii) If D is commutative then uce(L)γ ∼= D/2D for every degenerate sum γ.
Proof. This is an easy consequence of the fact that uce(L)γ ∼= D2 and Proposition 5.2.18.
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6.4.2 The kernel of uider(V )→ ider(V )
By Lemma 6.2.6, the Lie algebra uider(V )0 has the following decomposition
uider(V )0 = H(D,D)⊕
∑
j∈J
(hj(D))
where ud(H(a, b)) and ud(hj(c)) are given by Lemma 6.2.12. Recall also that ker ud =
ker ud ∩ uider(V )0 = (ker u)0 where u : uce(L)→ L is the Q(R)-graded central extension
and (ker u)0 = ker u ∩ uce(L)0 where the grading is the Q(R)-grading.
Proposition 6.4.10. If K is a finite set then∑
k∈J hk(ak) +
∑
iH(ai, bi) ∈ ker ud
⇐⇒
∃A ∈ Cent(D), ak = A∀ k ∈ J, card(K) · A+
∑
[ai, bi] = 0.
If K is infinite then ∑
k∈J hk(ak) +
∑
iH(ai, bi) ∈ ker ud
⇐⇒
ak = 0 ∀k ∈ J,
∑
[ai, bi] = 0.
Proof. Let x = E1nc ∈ V σγ , γ = ǫ1 − ǫn ∈ R1 and X ∈ uider(V )0. We have to determine
when the image of X under ud annihilates all such x, since ker ud = Z(ULE(V )). There
is no restriction in assuming that σ = +, since the calculations are “symmetric” in σ.
Recall that by Lemma 6.2.12
[hαk(ak), E1nc] =
∑
k∈J
hαk(ak).eγc
= E1n
((∑
k∈J
ak
)
c+ can
)
where the coefficient of E1n equals
Cn =
(∑
k∈J
ak
)
c+ can
The action of H(a, b) is less complicated:
[H(a, b), x] = E1n([a, b]c).
Since ud(X) must annihilate all E1,nc, regardless of the choice of c, this leads to the
following system of linear equations: For all n ∈ J and c ∈ D
0 =
∑
k∈J
akc+ can +
∑
[ai, bi]c.
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First setting c = 1, yields that in particular
∑
j∈J ak+
∑
[a,bi] = −an for all n ∈ J. Thus
there is A ∈ D such that A = an for all n ∈ J. At this point we can conclude that A = 0
for card(J) =∞. The linear systems can be re-written as
0 =
∑
k∈J
Ac+ cA+
∑
[ai, bi]c.
Then RA = L−
∑
k∈J Ac−
∑
[ai,bi], and since a right multiplication LB agrees with a left
multiplication RA if and only if A = B ∈ Cent(A), this yields A ∈ Cent(A). Thus
0 =
∑
k∈J
Ac + cA+
∑
[ai, bi]c
⇐⇒
0 =
∑
k∈K
A +
∑
[ai, bi].
Therefore if, card(K) < ∞, ∑[ai, bi] = −card(K)A and A is arbitrary. If card(K) is
infinite, then (card(K)−1) is infinite. But then it follows that A = 0, since otherwise the
sums are not well-defined and thus ak′ = 0 for all k
′ ∈ K ′ and 0 =∑[ai, bi] is necessary
for every element in the kernel of ud.
It remains to be checked that those conditions are sufficient. The only operation applied
to the linear system which was not a priori an equivalence transformation was setting c
equal to 1. Going back we see that, if an had been central, this would have yielded an
equivalent system. However, those elements are indeed central (even zero if card(K) =
∞), thus the condition is also sufficient.
We will now look at the connection between the Lie algebras ULE(V ), TKK(V ) and
the matrix Lie algebra slK(D).
Definition 6.4.11. Let K be a set. The special linear Lie algebra slK(D) with coeffi-
cients in D of size card(K) is the subalgebra of glK(D) which is generated by
{Eija : i 6= j ∈ K, a ∈ D}.
It is well-known (see for example [KL82] for the case card(K) <∞), that L = slK(D) is
A˙K graded with root spaces
Lα = EijD,α = ǫi − ǫj
L0 =
{∑
Eiiai :
∑
ai ∈ [D,D]
}
.
Lemma 6.4.12. There are central extensions fˆ : ULE(V )→ slK(D) and gˆ : slK(D)→
TKK(V ) such that f ◦ d = uˆd (see Definition 4.2.5).
Proof. Pick an element 1 ∈ K. Set L+ = ∑j∈J E1jD, L− = ∑j∈J Ej1D and L0 =∑
i 6=1,j 6=1EijD. Then L
0 = [L+, L−], since EijD = [Ei1, E1jD] for any i, j ∈ J. We can
define a quadratic operator on (L+, L−) by the same formulas as in Definition 6.2.1 and
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then ad[x, y]|L+⊕L− = δ(x, y) for (x, y) ∈ (L+, L−). Therefore, slK(D) is Jordan 3-graded
and the associated Jordan pair is isomorphic to V = Mat({1}, J). The remaining part
of the statement follows from Proposition 4.2.9.
Corollary 6.4.13. Consider the diagram in the category of central extensions
ULE(V )
fˆ→ slK(D) gˆ→ TKK(V )→ 0.
For X =
∑
j∈J hj(A) +
∑n
i=1H(ai, bi) ∈ uider(V ) the following holds:
(i) Let K be a set of finite cardinality:
1. X ∈ ker(fˆ) ⇐⇒ (A = 0,∑[ai, bi] = 0) and ker fˆ ∼= HC1(D).
2. The centre of slK(D) is {A · idcard(K) : A ∈ Cent(D), card(K)A ∈ [D,D]}.
(ii) 1. If card(K) ≥ ∞ then
X ∈ ker(fˆ) ⇐⇒ (A = 0, X =
∑
H(ai, bi),
∑
[ai, bi] = 0).
2. The map gˆ : slK(D)→ TKK(V ) is an isomorphism and ker(fˆ) = HC1(D).
Proof. The image of hj(A) under fˆ in slK(D) is E1,1A−Ej,jA and the image of H(a, b)
under fˆ is E1,1[a, b]. Since ULE(V )
fˆ→ slK(D) gˆ→ TKK(V ) → 0 is a diagram in the
category of central extensions and gˆ ◦ fˆ = uˆd, the centre of slk(D) has the following
descriptions
Z(slK(D)) = ker gˆ = f(HC1(V )).
We have already obtained a description of HC1(V ) in Proposition 6.4.10. First assume
that card(K) is finite. Then by Proposition 6.4.10, an element X in the centre of ULE(V )
is of the form X =
∑
hj(A)+
∑
H(ai, bi), A ∈ Cent(D), card(K) ·A+
∑
[ai, bi] = 0. The
image of X in slK(D) is
−
∑
j∈J
EjjA+ E11(card(J) · A+
∑
[ai, bi]).
Note that since card(K)A = (card(J) + 1)A = 0 we have card(J)A = −A. By assump-
tion, (card(J) + 1) ·A+∑[ai, bi] = card(K) ·A+∑[ai, bi] = 0 and thus the (1, 1) entry
of the matrix fˆ(X) is equal to −A. Therefore, an element in the centre of slK(A) is of
the form
−A · Icard(K), A ∈ Cent(A), card(K) · A ∈ [D,D].
where Icard(K) is the identity matrix of size card(K). It follows that f(X) = 0 if and only
if A = 0 and X ∈ Z(ULE(V )), i.e., X =∑H(ai, bi) with ∑[ai, bi] = 0.
If card(K) = ∞, then the elements in the centre of ULE(V ) are of the form X =∑
H(ai, bi),
∑
[ai, bi] = 0. In this case f(X) = Eii(
∑
[ai, bi]) = 0, hence slk(D) is centre-
less. It follows that gˆ : slK(D)→ TKK(V ) is an isomorphism.
Combining Proposition 6.2.10, (i) and (ii) of this corollary, we see that the kernel of
fˆ : ULE(V )→ slK(D) equals HC1(D).
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Corollary 6.4.14. (i) If card(K) ≥ 5, then fˆ : ULE(V ) → slK(D) is the universal
central extension and ker fˆ = HC1(D).
(ii) If card(K) = 4 and v : uce(sl4(D))→ sl4(D) is a universal central extension, then
ker v ∼= HC1(D)⊕ (D2)6
Proof. If card(K) ≥ 5, then A˙K does not admit any degenerate sums and thus fˆ :
ULE(V )→ slK(D) is universal. By the previous proposition, ker fˆ = HC1(D).
If card(K) = 4, then ker v =
∑
γ∈DS(ker v)γ + (ker v)0. By the universal property of
ULE(V ), (ker v)0 ∼= HC1(D) and by Theorem 6.4.8, (ker v)γ ∼= D2 for γ ∈ DS.
Remark 6.4.15. Part(i) was shown in [KL82] for the case where card(K) <∞. Part (ii)
is also in [GS05] for k a field.
6.5 Cn- Coordinatization
6.5.1 Jordan algebra homology and Jordan pair homology
Let V = (V +, V −) be a Jordan pair. Recall that in Definition 4.1.8 the Lie algebra
V ⋄ V = uider(V ) was defined as the quotient of V + ⊗ V − modulo the submodule I(P )
generated by
x⊗ {yxy} − {xyx} ⊗ y, (6.71)
{xyu} ⊗ w − u⊗ {yxw} − x⊗ {wuy}+ {uwx} ⊗ y, (6.72)
where x, u ∈ V + and y, w ∈ V − and the Lie bracket was given by [x ⋄ y, u ⋄ v] =
δ(x, y)u ⋄ v + u ⋄ δ(x, y)v. We also defined in the same section
udJP : uider(V )→ ider(V ), x ⋄ y → δ(x, y).
In the following we will study the central extensions of the usual models of Cn-graded
Lie algebras when these are defined over a ring k. In order to guarantee that the arising
Lie algebras are perfect and thus admit a universal central covering, we require that
1/2 ∈ k.
Let J be a unital quadratic Jordan algebra with quadratic map U . Then the k-module
J = (J, J) is a Jordan pair with quadratic map defined by Qx = Ux. We will refer to
J as the Jordan pair of J. Note that this defines a functor from the category of Jordan
algebras into the category of Jordan pairs. However, the functor “forgets” the unit of J
and going back we can only recover an isotope of J. From now on
J is the Jordan pair associated to a unital Jordan algebra J.
Since 1/2 ∈ k, the Jordan product is completely determined by the linearization of the
quadratic operator: By [McC04, p.147]
{abc} = 2(a(bc) + c(ba)− b(ca)) (6.73)
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and specializing b = 1, this gives {a1c} = 2ac.
By Corollary 4.1.16, the module uider(J) = J+ ⊗ J−/I(J) is always a Lie algebra and
ud : uider(J) → ider(J) becomes a central extension by linearly extending ud : a ⋄ b 7→
D(a, b), as we also saw in Lemma 4.1.12. As noted in Remark 4.1.9, I(J) is already
generated by
x⊗ {yxy} − {xyx} ⊗ y (6.74)
since 1/2 ∈ k.
Definition 6.5.1. Let C be a category of algebras with homomorphisms as morphisms
and let D be an object of C. Define D ∗ D to be the quotient of D ⊗ D modulo the
submodule M generated by
a⊗ (bc) + b⊗ (ca) + c⊗ (ab), (6.75)
a⊗ b+ b⊗ a. (6.76)
Denote a ∗ b = a ⊗ b + M , a, b ∈ D. This obviously defines a functor from C to the
category of k-modules. The following observation is very easy to make, but will be quite
important: Linearization yields that (6.76) is equivalent to a ∗ a in D ∗D. Let c = b = 1
in (6.75), then a ∗ 1+ 1 ∗ a+ a ∗ 1 = 0 and (6.76) permits to cancel 1 ∗ a+ a ∗ 1 = 0, thus
a ∗ 1 = 1 ∗ a = 0, ∀a ∈ D. (6.77)
Similarly, if D is commutative, setting a = c in (6.75) gives:
a2 ∗ b− 2a ∗ (ba) = 0, ∀a, b ∈ D. (6.78)
Remark 6.5.2. We obviously have that D ∗ D = 〈D,D〉 as defined in Definition 6.2.7.
But we would like to have a different notation for Jordan algebras at hand.
Lemma 6.5.3. The linear map udJA : (J∗J)→ IDerk(J) given by udJA : a∗b 7→ 2[La, Lb]
or (a ∗ b).c = 2(a(bc)− b(ac)) is well-defined. Moreover, the derivation algebra of J acts
on J ∗ J by ∆.(a ∗ b) = ∆(a) ∗ b+ a ∗∆(b).
Proof. The map ud : J ⊗ J → IDer(J), sending a ⊗ b to 2[La, Lb] is well-defined. Since
ud(a⊗a) = 0, well-definedness of udJA will follow from ud(a⊗bc+b⊗ca+c⊗ab) = 0, i.e,
[La, Lbc] + [Lb, Lca] + [Lc, Lab] = 0, but this is a well-known identity for Jordan algebras
(e.g. view [McC04, (JAX2”), p.148] as linear transformation applied to the middle
variable).
Next we show that the derivation algebra acts on J ∗ J. Let ∆ ∈ Der(J) and consider
the canonical action of J ⊗ J, then
∆.(a⊗ (bc)) = ∆(a)⊗ bc+ a⊗∆(bc) = ∆(a)⊗ bc + a⊗∆(b)c + a⊗ b∆(a).
Cyclically permuting a, b, c and summing up gives
∆(a)⊗ bc+ a⊗∆(b)c + a⊗ b∆(c)
+∆(b)⊗ ca+ b⊗∆(c)a+ b⊗ c∆(a)
+∆(c)⊗ ab+ c⊗∆(a)b+ c⊗ a∆(b)
=
∑
cyc.
(∆(a)⊗ bc + b⊗ c∆(a) + c⊗∆(a)b) ∈M.
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This proves that the action factors through the relation (6.75). Lastly, observe that
∆(a⊗ a) = ∆(a)⊗ a+ a⊗∆(a). and this is equal to (∆(a) + a)⊗ (∆(a) + a)− (∆(a)⊗
∆(a))− a⊗ a and therefore an element of M. It follows that Der(J) acts on J ∗ J.
Remark 6.5.4. The last calculation in the proof works also for J replaced by an arbitrary
(linear) algebra.
Definition 6.5.5. We define
HC(J) = ker(udJA) = {
∑
ak ∗ bk|
∑
[Lak , Lbk ] = 0}.
We will also refer to J ∗ J as uiderJA(J). The justification for this will become apparent
later on.
Lemma 6.5.6. Let J be the Jordan pair of a unital Jordan algebra J. The map
α : J ⋄ J → J ∗ J
a ⋄ b 7→ a ∗ b
is an epimorphism. A k-linear section of α is given by β : a ∗ b→ a ⋄ b− 1 ⋄ ab, so that
we obtain a direct sum decomposition J ⋄ J = β(J ∗ J)⊕ 1 ⋄ J.
Proof. By the universal property of the tensor product, we may consider the maps
α : J ⊗ J → J ⊗ J
a⊗ b 7→ a⊗ b
and
β : J ⊗ J → J ⊗ J
a⊗ b 7→ a⊗ b− 1⊗ ab
We show that α¯(N) ⊂ M. Of course, α is just the identity on the tensor product. First
use identity (6.76), then identity (6.78) on both terms, then again (6.76) (this time adding
a term xy ⊗ xy),(6.76), and identity (6.78):
α(x⊗ {yxy} − {xyx} ⊗ y) ≡ x⊗ {yxy}+ y ⊗ {xyx} mod M
≡ 2x⊗ (2y(xy)− y2x) + 2y ⊗ (2x(yx)− x2y) mod M
≡ −2(x⊗ y2x+ y ⊗ x2y)
+4(x⊗ y(xy) + y ⊗ x(yx)) mod M
≡ −2(x⊗ y2x+ y ⊗ x2y) + 4(x⊗ y(xy))
+4(y ⊗ xyx+ xy ⊗ xy)− 4(xy ⊗ xy) mod M
≡ −x2 ⊗ y2 − y2 ⊗ x2 mod M ≡ 0 mod M.
Because of (6.74), α is a well-defined homomorphism and onto.
We next show that β is a well-defined homomorphism of k-modules, i.e., β factors through
the submodule generated by a⊗ a and (6.75):
β(a⊗ a) = (1/2)({1a1} ⊗ a + a⊗ {a11})
≡ a⊗ a+ a⊗ a mod N
≡ 0 mod N,
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and
β(ab⊗ c+ bc⊗ a− b⊗ ac) = ab⊗ c+ bc⊗ a− b⊗ ac
−1⊗ (ab)c− 1⊗ (bc)a+ 1⊗ b(ac)
= (1/2)({ab1} ⊗ c+ {bc1} ⊗ a
−b⊗ {ac1} − 1⊗ {abc})
≡ 0 mod N,
which follows from (6.72) with x = b, y = a, u = 1 and w = c. Hence β is well-defined.
Composing β with α yields
α(β(a ∗ b)) = α(a ⋄ b− 1 ⋄ ab) = a ∗ b− 1 ∗ ab = a ∗ b.
Thus the map α ◦ β is the identity on J ∗ J or, equivalently, β is a section of the
epimorphism α and
J ⋄ J = kerα⊕ β(J ∗ J).
It remains to show that kerα = 1 ⋄ J. The inclusion ⊃ follows from (6.77). For the
other inclusion, suppose x =
∑
ai ⋄ bi ∈ kerα. Then 0 = α(x) =
∑
i ai ⋆ bi, whence also
0 = β(α(x)) = (
∑
i ai ⋄ bi)− 1 ⋄ (
∑
i aibi), which proves x ∈ 1 ⋄ J.
Corollary 6.5.7. The module J ∗ J is a Lie algebra with bracket defined by
[a ∗ b, x ∗ y] = D(a, b)x ∗ y + x ∗D(a, b)y,
where D(a, b) = 2[La, Lb], and the map
udJA : uiderJA(J) → IDer(J)
a ∗ b 7→ D(a, b)
is a central extension of Lie algebras.
Proof. By Lemma 6.5.3, IDer(J) acts on J ∗J by D(a, b)(x∗y) = D(a, b)x∗y+x∗D(a, b)y
and udJA : J∗J → IDer(J) is a well-defined k-module epimorphism. The product defined
in the statement evidently fulfills that udJA(udJA(a∗ b).(x∗y)) = [D(a∗ b), D(x∗y)].We
calculate ud(a∗b)(a∗b) = ud(a∗b)a∗b+a∗ud(a∗b)b using that {aba} = D(a, b)a+2(aa)b.
Thus
ud(a ∗ b)(a ∗ b) = {aba} ∗ b− a ∗ {bab} − 2 ((a2)b ∗ b− a ∗ (b2)a) .
By (6.75), (a2)b ∗ b + b2 ∗ a2 + (a2)b ∗ b = 0 and a ∗ (b2)a + b2 ∗ a2 + a ∗ b2a = 0. Thus
−a2b ∗ b = 1/2(a2 ∗ b2) and b2a ∗ a = 1/2(b2 ∗ a2) and (a2)b ∗ b− a ∗ (b2)a = 0 by (6.76).
It follows that ud(a ∗ b)(a ∗ b) = {aba} ∗ b − a ∗ {bab}. Applying β to this, which is an
injective map yields
({aba} ⋄ b− a ⋄ {bab})− 1 ⋄ ({aba}b − a{bab}).
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The first summand is 0 by (6.74) and the second one is 0 by applying a well-known
identity in Jordan algebras, see for example [McC04, p.202, FFIIe] with z = 1. It follows
that ud(a ∗ b)(a ∗ b) = 0 and, linearizing this identity first in a and then in b, gives us
ud(a ∗ b)(b ∗ c) + ud(b ∗ c)(a ∗ b) = 0. Therefore ud(X).X = 0 for all X ∈ J ∗ J . Since
udJA is surjective, it follows from Lemma 3.1.6 that J ∗ J is a Lie algebra and udJA is a
central extension.
Proposition 6.5.8. If L = TKK(J) then
ker(udJP ) = HC(J) = ker udJA = ker(u),
where u : uce(L)→ L is the universal central extension.
Proof. First note that in the presence of 1/2 the universal central extension of the A1-
graded algebra L is also A1-graded and thus by Corollary 4.2.13, ker(udJP ) = ker(u).
By Lemma 6.5.6, udJP (J ⋄ J) = udJA(J ∗ J) + udJP (1 ⋄ J). Under udJP , the image of
1⋄a ∈ 1⋄J is 2La and the image of a∗b is [La, Lb]. For any linear Jordan algebra, the sum
LJ⊕[LJ , LJ ] ⊂ Endk(J) is direct, thus udJP (J⋄J) = udJA(J∗J)⊕udJP (1⋄J) . Therefore,∑
ai∗bi+1⋄a ∈ ker udJP , if and only if
∑
[Lai , Lbi ]+La = 0 if and only if
∑
[Lai , Lbi ] = 0
and La = 0, if and only if a = 0 and
∑
[Lai , Lbi ] = 0. So ker udJP ⊂ J ∗ J and the
calculation above then shows that
∑
ai ∗ bi ∈ ker udJP if and only if
∑
[Lai , Lbi] = 0 if
and only if
∑
ai ∗ bi ∈ HC(J) = ker(udJA) (per Definition 6.5.1).
Before we continue, the result above needs some interpretation: If J is a linear Jordan
algebra then the module J ∗ J is the analogue of uider(V ) where V is a pair. This
interpretation is supported by the fact that for J the pair of the Jordan algebra J , we
have an isomorphism of kernels
ker(udJP ) = ker(udJA).
This justifies in particular why we called the map on the left hand side ud and used the
name uiderJA(J) for J ∗ J.
Proposition 6.5.9. Let J be a unital Jordan algebra over k and let k → K be a flat
base change. Then
IDerk(J)⊗k K = IDer(J ⊗k K).
Proof. Define JK := Jk ⊗ K. Then by Lemma 6.2.15, JK ∗ JK = (J, J) ⊗k K. By
Lemma 6.5.3 there are well-defined epimorphisms udK : JK∗JK → IDer(JK) and ud⊗K :
(J ∗ J)⊗k K → IDer(J) ⊗k K. By flatness of the base change Im(udk) = Im(ud) ⊗k K.
This proves the Lemma.
Proposition 6.5.10 (Need reference here). Let J be a Jordan algebra which is finitely
presented as a k-module. If k → K is a flat base change, then
Derk(J)⊗K = DerK(J ⊗k K).
In particular, if J is finitely generated projective and if k → K is a flat basechange, then
Derk(J)⊗K = DerK(J ⊗k K).
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Idempotents and Jordan homology
Definition 6.5.11. Let e ∈ J be an idempotent. Hence, putting
J2 = Qe(J), J1 = De,e−1(J), J0 = Q1−e(J)
we have a direct sum decomposition
J = J0 ⊕ J1 ⊕ J2.
Definition 6.5.12. For E = {ei : i ∈ I} a set of idempotents, we call E orthogonal, if
eiej = 0 for all i 6= j. If {ei}i∈I is a set of orthogonal idempotents, we put
Jij := Dei,ej(J), Jii := Qei(J), (i 6= j).
Note that always Jij = Jji.
Let {ei}i∈I be a set of pairwise orthogonal idempotents and let i, j, k, l different ele-
ments of I. We defined a ◦ b = {a1b} = 2ab for a, b ∈ J (see (6.73)). Then the following
multiplication rules hold:
Jii ◦ Jij ⊂ Jij , i 6= j, (6.79)
Jii ◦ Jii ⊂ Jii, (6.80)
Jij ◦ Jjk ⊂ Jik, i, j, k 6=, (6.81)
Jij ◦ Jkl = {0}, i, j, k, l 6=, (6.82)
Jij ◦ Jij ⊂ Jii + Jjj, i, j 6= . (6.83)
From now on, E = {ei : i ∈ I} is an orthogonal family in a Jordan algebra J . We choose
a total ordering < on I and in addition we assume
J =
⊕
i≤j;i,j∈I
Jij . (6.84)
Remark 6.5.13. If I is finite and complete, i.e.,
∑
i∈I ei = 1J , then (6.84) always holds
and in this case the Jordan algebra is automatically unital with unit 1J =
∑
i∈I ei, but
if I is infinite, we cannot conclude that J is unital, as the following example shows.
Example 6.5.14. Let J = HI(k) be the Jordan algebra of symmetric matrices over k of
size card(I) (where the Jordan product is 1/2(AB+BA)). If I is infinite, we assume that
the elements ofHI(k) have only finitely many non-zero entries. Then the set {Eii : i ∈ I}
is a set of orthogonal idempotents and J =
⊕
i≤j Jij with Jij = k(Eij+Eji). This Jordan
algebra is unital, if and only if card(I) <∞.
Lemma 6.5.15. The Peirce multiplication rules imply:
Jik ∗ Jkj = ei ∗ JikJkj ⊂ ei ∗ Jij , i, j, k 6= (6.85)
Jjj ∗ Jij ⊂ ei ∗ Jij ⊃ Jii ∗ Jij, i 6= j (6.86)
If {ij} ∩ {kl} is empty then
Jij ∗ Jkl = 0. (6.87)
If Jii ⊂
∑
i 6=k J
2
ik, then J ∗ J =
∑
i<j Jij ∗ Jij +
∑
i<j ei ∗ Jij .
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Proof. We will repeatedly use Jij = Jji for all i, j ∈ I and also Jij ∗ Jkl = Jkl ∗ Jij for
any two Peirce spaces.
Let xik ∈ Jik and xkj ∈ Jkj where i, j, k are pairwise distinct then
1/2xik ∗ xkj = eixik ∗ xkj = −xikxkj ∗ ei − xkjei ∗ xik = ei ∗ xikxkj ∈ ei ∗ JikJkj ⊂ ei ∗ Jij,
whence (6.85). If xii ∈ Jii and xij ∈ Jij, then
xii ∗ xij = eixii ∗ xij = −xiixij ∗ ei − xijei ∗ xii = −xiixij ∗ ei + (1/2)(xii ∗ xij)
⇐⇒ (1/2)xii ∗ xij = ei ∗ xiixij ∈ ei ∗ Jij .
For the inclusion on the left of (6.86),
xjj ∗ eixij = −ei ∗ xijxjj ∈ ei ∗ Jij
and since eiJij = Jij this implies (6.86).
Let xij ∈ Jij and xkl ∈ Jkl where {i, j} ∩ {k, l} = ∅.
eixij ∗ xkl = −xijxkl ∗ ei − xklei ∗ xij = 0 + 0 = 0
hence Jij ∗ Jkl = {0}. In particular Jii ∗ Jkk = {0} if i 6= k. By (6.81) and (6.87),∑
i 6=k
J2ik ∗ Jii ⊂ Jii ∗ Jii
and we have equality if
∑
k 6=i J
2
ik ⊃ Jii. In this case, by (6.86), Jii ∗ Jii ⊂
∑
i 6=k J
2
ik ∗ Jii ⊂∑
i<k ei ∗ Jik +
∑
i>k ek ∗ Jki.
Let
J ∗ J =
(∑
i,j 6=
Jij ∗ Jij + (Jii ∗ Jjj) + (Jii ∗ Jij)
)
+
(∑
i
(Jii ∗ Jii)
)
+
(∑
i,j,k 6=
(Jij ∗ Jjk)
)
+
( ∑
i,j,k,l 6=
(Jij ∗ Jkl)
)
be the decomposition of J ∗ J induced by the Peirce decomposition of J. In general, we
have just proven that in fact,
J ∗ J =
(∑
i<j
Jij ∗ Jij
)
+
(∑
i<j
(ei ∗ Jij)
)
+
(∑
i
(Jii ∗ Jii)
)
and
J ∗ J =
(∑
i<j
Jij ∗ Jij
)
+
(∑
i<j
(ei ∗ Jij)
)
if
∑
k 6=i J
2
ik ⊃ Jii.
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∑
i 6=k
J2ik =
∑
Jii, card(I) ≥ 3. (6.88)
Proposition 6.5.16. Let D0 = {X ∈ J ∗J : ud(X).ei = 0 ∀i ∈ I} and D =
∑
i<j ei∗Jij,
Then
J ∗ J = D0 ⊕D
and
D ∼=
⊕
i<j
Jij, D0 =
∑
i<j
Jij ∗ Jij .
Moreover, with ud : (J ∗ J)→ IDer(J) as in Definition 6.5.1
ker(ud) ⊂ D0 and ud(D) ∼=
⊕
i<j
Jij.
Proof. 1. Since we assume (6.88), Lemma 6.5.15 implies that
J ∗ J =
∑
i<j
(ei ∗ Jij) +
∑
i<j
(Jij ∗ Jij).
In particular J ∗ J = D+D′0, where D′0 =
∑
i<j Jij ∗ Jij.
2. Let xij ∈ Jij , then 12ud(ei ∗ xij).ek = [Lei , Lxij ].ek = ei(xijek) − xij(eiek) =
(1/2)ei(δik+δjk)xij−δikxij(ei) = 1/4(δik+δjk)xij−(1/2)δikxij = (1/4)(δjk−δik)xij .
Now assume that
∑
i<j ei ∗ xij ∈ D0. Applying this to an arbitrary idempotent
yields
2ud
(∑
i<j
ei ∗ xij
)
.ek =
∑
i<j
(δjk − δik)xij =
∑
i<k
xik −
∑
k<j
xkj = 0.
Since the decomposition into Peirce spaces is direct, this implies that xik = xjk = 0
for all i, j, k 6= . Varying k over I yields that xij = 0 for all i < j. It also implies that
D0 ∩D = {0}, by definition of D0 as the pre-image of all those which annihilate
all idempotents.
As a special case, ud(ei ∗ xij) = 0 if and only if xij = 0. This proves that ei ∗
Jij ∼= ud(ei ∗ Jij) ∼= Jij , for all i < j. Thus, in particular,
∑
(ei ∗ xij) = 0 if and
only if xij = 0 for all i 6= j, and therefore we have a direct sum decomposition⊕
i<j ud(ei ∗ Jij). So ud induces an isomorphism
D = ud
(∑
i<j
ei ∗ Jij
)
=
⊕
i<j
ud(ei ∗ Jij) ∼=
⊕
i<j
Jij .
3. In 2. we saw that ud(X) ∈ ud(D) annihilates all idempotents if and only if X = 0.
Thus by definition of D0
ud(D) ∩ ud(D0) = {0}.
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4. Let X = xij ∗ yij ∈ Jij ∗ Jij. Clearly, elements of this form span D′0. Since J is
commutative
2ud(X).ek = 4xij(yijek)− 4yij(xijek) = (δij + δjk)(xijyij − yijxij) = 0.
Hence D′0 ⊂ D0.
5. From 4. we have D ∩D′0 ⊂ D ∩D0 = {0} and therefore
J ∗ J = D+D′0 = D⊕D′0.
Let X ∈ D0 ⊂ J ∗ J. Then there are unique elements XD ∈ D and XD′0 ∈ D′0
such that X = XD + XD′0. Since X ∈ D0, ud(X).ek = 0 for all idempotents
ek. Thus ud(XD + XD′0).ek = ud(XD).ek + ud(XD′0).ek = ud(XD).ek = 0. Thus
XD ∈ D0 ∩D = {0}. Hence X = XD′0 and it follows that D0 = D′0.
6. Repeating the argument in the previous step shows that if X = XD+XD0 ∈ ker ud,
then XD ∈ D0 ∩D = {0} and XD0 ∈ ker ud. Thus ker ud ⊂ D0.
By Proposition 6.5.16 the task of computing the kernel of uider(V )→ ider(V ) has in
the special case under consideration been reduced to study the map
ud0 : D0 →
∑
i<j
[LJij , LJij ]. (6.89)
Lemma 6.5.17. The map ud0 : D0 →
∑
i<j [LJij , LJij ] given by aij ∗ bij 7→ 2[Laij , Lbij ] is
a Lie algebra epimorphism.
Proof. By definition, D0 is a Lie algebra and udJA is a Lie algebra morphism into
IDer(J) ⊂ End(J). Thus the restriction of udJA to D0 is a Lie algebra epimorphism
onto the image. It is easy to check that the image is
∑
i<j[LJij , LJij ].
Corollary 6.5.18. The Lie algebra IDer(J) is generated by [Lei , LJij ], i < j and J ∗ J
is generated by ei ∗ Jij, i 6= j. In particular
[ei ∗ xij , ei ∗ yij] = −1/2(xij ∗ yij).
Proof. Since ud is an epimorphism and ud(ei ∗ Jij) = 2[Lei, LJij ] it suffices according to
Lemma 6.5.15 to show that Jij ∗ Jij = [ei ∗ Jij, ei ∗ Jij] for all i < j. Pick xij , yij ∈ Jij.
Then [ei ∗ xij , ei ∗ yij] = ud(ei ∗ xij)ei ∗ yij + ei ∗ ud(ei ∗ xij)yij. By 2. in the proof of
Proposition 6.5.16, ud(ei ∗xij).ei = −1/2xij. Thus the first summand equals −(1/2)(xij ∗
yij). The second summand is equal to ei ∗ 2[Lei, Lxij ].yij = 2ei ∗ (ei(xijyij)− (1/2)xijyij).
Note that xijyij = 2(ei + ej)(xijyij). With this observation, ei(xijyij)− (1/2)xijyij =
ej(xijyij) ∈ Jjj and it follows that ei ∗ 2[Lei , Lxij ].yij ∈ ei ∗ Jjj = {0}. Therefore, [ei ∗
xij , ei ∗ yij] = −(1/2)(xij ∗ yij), which proves the claim.
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6.5.2 Hermitian matrix Jordan algebras
The results of Section 6.5.1 can be applied to the case where J is the Jordan algebra of
hermitian matrices.
Definition 6.5.19. Fix an index set I, card(I) ≥ 3 and a unital alternative k-algebra
D, which is associative if card(I) ≥ 4 and which has a nuclear involution ,¯ that is d = d¯
implies d ∈ Nuc(D) (see Definition 2.1.4). If MI(D) =
⊕
i,j∈I DEij is the set of I × I
matrices with finitely many non-zero entries in D, then the involution ¯ can be extended
to a self-inverse linear map on MI(D) :
¯ : MI(D)→MI(D)
given by dEij = d¯Eji. With these settings, the fixed point set of ¯ : MI(D)→ MI(D) is
spanned by the elementary symmetric matrices
d[ij] = dEij + d¯Eji, d ∈ D, i 6= j ∈ I and d[ii] = dEii, d¯ = d, i ∈ I.
Note that with these definitions d¯[kl] = d[lk] for all k, l ∈ I.
We denote the set of fixed points by HI(D, )¯, called the hermitian matrices with entries
in D. With the conditions as above, J = HI(D, )¯ is a Jordan algebra with circle product
(see (6.73)):
a[ij] ◦ b[jk] = (ab)[ik], i, j, k 6=, (6.90)
a[ii] ◦ b[ik] = (ab)[ik], i 6= k, (6.91)
d[ii] ◦ d′[ii] = (dd′ + d′d)[ii], (6.92)
a[ij] ◦ b[ji] = (ab+ b¯a¯)[ii] + (ba+ a¯b¯)[jj], i 6= j, (6.93)
a[ij] ◦ b[kl] = d[ii] ◦ d′[kk] = 0, {i, j} ∩ {kl} = 0. (6.94)
Also, the elements Eii, i ∈ I are a set of orthogonal idempotents and
Jij = (EijD + EjiD) ∩ J, J =
⊕
i≤j
Jij
for any total ordering on I. Also, to avoid occurrences of 1/2, we will mostly use the ◦
product as the product on J .
Remark 6.5.20. It is convenient to use the circle product as product on the Jordan
algebra. So for this section, when we write ab we actually mean a ◦ b. Also, when we
write D(a, b).c this shall be equal to a ◦ (b ◦ c)− b ◦ (a ◦ c). Since 1/2 is invertible, these
substitution are harmless.
Definition 6.5.21. Let J = HI(D, )¯. Define a Fix(D)-valued trace on D by
t : D → Fix(D)
t(z)1 = z + z¯,
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and a norm form by
N : D → Fix(D)
N(z)1 = z · z¯.
By linearization we obtain a bilinear form
N(a, b) = ab¯+ ba¯
which is symmetric
N(a, b) = N(b, a). (6.95)
Lemma 6.5.22. Recall (see Corollary 6.5.7) that we have a central extension ud : J∗J →
IDer(J) which induces an action by derivations (x ∗ y).z = 4D(x, y).z for all x, y, z ∈ J.
Under this action, for a, b, c ∈ D,
(a[ij] ∗ b[ij]).c[ij] = (2(a, b, c) + Lab¯−ba¯c−Ra¯b−b¯ac)[ij], (6.96)
(a[ij] ∗ b[ij]).c[jl] = (a¯(bc)− b¯(ac))[jl] i, j, l 6=, (6.97)
(a[ij] ∗ b[ij]).c[li] = ((cb)a¯− (ca)b¯)[li] i, j, l 6=, (6.98)
(a[ij] ∗ b[ij]).c[kl] = 0 i, j, k, l pairwise distinct. (6.99)
If the involution is not only nuclear, but also central, then
(a[ij] ∗ b[ij]).c[ij] = 2(N(a, c)b−N(b, c)a)[ij]. (6.100)
Proof. Since the involution is nuclear, an element x+ x¯ associates with all other elements
y, z ∈ D. Thus
0 = (x+ x¯, y, x) = (x, y, z) + (x¯, y, z)
or equivalently
(x¯, y, z) = −(x, y, z). (6.101)
Combined with the alternative law, this means that replacing an arbitrary element in an
associator by its conjugate changes the sign of the associator. Also, for all choices of a, b
and c, (a, b, c) = −(a, b, c).
The coefficient of (a[ij] ∗ b[ij]).c[ij] = (a[ij](b[ij]c[ij]) − b[ij](a[ij]c[ij])) is (using for
example the multiplication rules on p.174 in [McC04])
(cb¯)a+ (bc¯)a− (ca¯)b− (ac¯)b+ a(b¯c) + a(c¯b)− b(a¯c)− b(c¯a)
= (bc¯)a− b(c¯a)− (ac¯)b+ a(c¯b) + (cb¯)a− (ca¯)b+ a(b¯c)− b(a¯c)
= (b, c¯, a)− (a, c¯, b) + (c, b¯, a)− (c, a¯, b)− (a, b¯, c) + (b, a¯, c)
+c(b¯a)− c(a¯b) + (ab¯)c− (ba¯)c
= −(a, b, c)− (a, b, c) + (a, b, c) + (a, b, c) + (a, b, c) + (a, b, c)
+c(b¯a)− c(a¯b) + (ab¯)c− (ba¯)c
= 2(a, b, c) + Lab¯−ba¯c− Rab¯−ba¯c.
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In the second last step, (6.101) was used.
The coefficient of (a[ij] ∗ b[ij])c[jl] = a[ij](b[ij]c[jl])− b[ij](a[ij]c[jl]) = a¯[ji](b[ij]c[jl])−
b¯[ji](a[ij]c[jl]) is a¯(bc)− b¯(ac) which proves (6.97), and similarly, the coefficient of (a[ij]∗
b[ij])c[li] = a[ij](b[ij]c[li]) − b[ij](a[ij]c[li]) = (c[li]b[ij])a¯[ji] − (c[li]a[ij])b¯[ji] is (cb)a¯ −
(ca)b¯ which proves (6.98). Under the assumption that the involution is central, the
commutator has the following property: Let x, y ∈ D, then [x + x¯, y] = 0 thus [x, y] =
−[x¯, y] = [y, x¯]. The first observation is [x, y] = −[x, y], so all commutators are skew.
Next [x, y¯] = −[x, y] = [x¯, y], which implies that
xy¯ + yx¯ = x¯y + y¯x (6.102)
for all x, y ∈ D. By definition of the norm, this is also equivalent to N(x, y) = N(x¯, y¯),
whence also to
N(x¯, y) = N(x, y¯).
Since ab¯+ ba¯ ∈ Z(D), the left and right multiplication operators of these elements agree:
Lab¯+ba¯ − Rab¯+ba¯ = 0. Therefore, Lab¯−ba¯ − Ra¯b−b¯a = Lab¯−ba¯ − Ra¯b−b¯a + Lab¯+ba¯ − Rab¯+ba¯ =
2Lab¯−Ra¯b−b¯a+ab¯+ba¯. Use (6.102) to obtain a¯b− b¯a+ ab¯+ ba¯ = a¯b − b¯a+ b¯a+ a¯b = 2(a¯b),
so that
Lab¯−ba¯ − Ra¯b−b¯a = 2(Lab¯ − Ra¯b). (6.103)
This in particular implies that
Lab¯ −Ra¯b = −(Lba¯ − Rb¯a) (6.104)
since the left hand side changes the sign when the roles of a and b are interchanged.
Now,
N(b, c)a−N(a, c)b = N(b, c)a−N(c, a)b
= N(c, b)a = N(a¯, c¯)b
= (cb¯+ bc¯)a− (a¯c+ c¯a)b
= (cb¯+ bc¯)a− b(a¯c+ c¯a)
= (cb¯)a+ (bc¯)a− b(a¯c)− b(c¯a)
= (c, b¯, a) + c(b¯a) + (bc¯)a + (b, a¯, c)− (ba¯)c− b(c¯a)
= (c, b¯, a) + (bc¯)a+ (b, a¯, c)− b(c¯a)
+c(b¯a)− (ba¯)c
= (a, b, c) + (a, b, c) + (b, c¯, a) +Rba¯c− Lba¯c
= (a, b, c) + (a, b, c)− (a, b, c) +Rba¯c− Lba¯c
= (a, b, c) +Rb¯ac− Lba¯c
from which it follows by (6.103) that
2(a, b, c) + Lab¯−ba¯c−Ra¯b−b¯ac = 2N(b, c)a− 2N(a, c)b.
Thus (6.100).
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Definition 6.5.23. Define an operator g(a⊗b) from D⊗D into EndD×EndD×EndD
where the components (g1(a⊗ b), g2(a⊗ b), g3(a⊗ b)) are given by
g1(a⊗ b)(c) = 2(a, b, c) + Lab¯−ba¯c− Ra¯b−b¯ac
g2(a⊗ b)(c) = a¯(bc)− b¯(ac)
g3(a⊗ b)(c) = (cb)a¯− (ca)b¯
for a, b ∈ D, c ∈ D.
Lemma 6.5.24. Let ∆ ∈ Der(J) such that ∆(Jij) ⊂ Jij for i 6= j. Fix three distinct
elements i, j, k ∈ I denote ∆|Jij by gk, ∆|Jjk by gi, ∆|Jki by gj. Then
(i) The triple
g∆(k, i, j) = (gk, gi, gj)
is a triality of the alternative algebra D.
(ii) Every cyclic permutation π of the indices yields a triality (gπk, gπi, gπj).
(iii) If ∆ ∈ ud(D0) is an inner derivation of J and g∆(k, i, j) the corresponding triality,
then there are inner derivations ∆′ and ∆′′ of J such that
g∆′(k, i, j) = (gk, gi, gj),
g∆′′(k, i, j) = (gσk, gσi, gσj)
where σ is any cyclic permutation of (k, i, j).
Proof. (i) For i, j, k 6=, x[ij]y[jk] = (xy)[ik], (with the product of x and y taken in
D). Since D is a unital algebra, Jik = JijJkj. Choose an index pair (mn) among (ij),
(jk) and (ki) and denote the third index by l so that (mnl) is a cyclic permutation
of (ijk). Define, z[mn] by x[nl]y[lm] = z¯[mn] ∈ Jmn for x[nl] ∈ Jnl, y[lm] ∈ Jlm and
∆l = ∆|Jmn ,∆m = ∆|Jnl ,∆n = ∆|Jlm. Then, since ∆ is a derivation J :
∆(z[mn]) = ∆l((y¯x¯)[mn]) = ∆((y¯)[ml]x¯[ln])
= ∆(y[lm])x[nl] + y[lm]∆(x[nl])
= (x∆3(y))[nm] + (∆2(x)y)[nm]
and thus (∆l,∆m,∆n) is a triality.
(ii) Since the index pair (mn) was arbitrary, we can choose another one and this will
result in a cyclic permutation of (mnl).
(iii) We may without loss of generality assume that ∆ = [La[ij], Lb[ij]] since that statement,
once proven, will allow us to cyclically permute the indices. Then by Lemma 6.5.22
g[La¯[ij],Lb¯[ij]] = g∆ and if σ = (j, l, i) is a cyclic permutation then ∆
′′ = [La[jl], Lb[jl]] has
the property that g∆′′ = (gσ1, gσ2, gσ3).
Lemma 6.5.25. For J = HI(D, )¯, card(I) ≥ 3 with idempotents ei = Eii:
∑
i 6=k J
2
ik =∑
Jii.
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Proof. As noted before
Jij = {dEij + d¯Eji : d ∈ D}, Jii = D0Eii
where D0 is the set of hermitian elements of D. Since d[ik]b[ik] = (db¯ + bd¯)[ii] + (d¯b +
b¯d)[kk]) and D0 is spanned by elements of the form {d + d¯ : d ∈ D} we have to write
(b+b¯)[jj] as a linear combination of elements of the form (d[ii]+d¯[kk]). This is a standard
trick (see for example [Neh96, 4.2]): let β = b + b¯ and pick three distinct indices i, j, k,
then
(b+ b¯)[ii] = b[ii] + b¯[jj] + b¯[ii] + b[kk]− b¯[jj]− b[kk] ∈ J2ij + J2ik + J2jk.
Corollary 6.5.26. Let L = TKK(HI(D, )¯), u : uce(L) → L the universal central
extension. Then
ker u = ker(ud0)
where ud0 : D0 →
∑
i 6=j [LJij , LJij ].
Proof. Proposition 6.5.8 states that ker(u) = ker(udJA). Lemma 6.5.25 combined with
Proposition 6.5.16 and the fact that ei spans Jii in the case of the hermitian matrix
Jordan pair gives that ker(udJA) = ker(ud0).
6.5.3 Alternative coordinates: n = 3
From now on assume that, in addition to 1/2, also 1/3 ∈ k.
For this subsection we consider the case where n = 3, D is an alternative unital k-algebra
with nuclear involution and J = H3(D, )¯. Denote the hermitian elements of D by D+
and the skew hermitian elements by D−.We are interested in the relation between (inner)
trialities of the alternative algebra D and the (inner) derivations of the Jordan algebra
H3(D, )¯.
We will see that this relation can give us information about the moduleD0 and ultimately
about the kernel of ud0 (see Proposition 6.5.16). The space of all inner trialities of the
alternative algebra D is “too big” to describe ud(D0). It turns out that the following
object is the correct one:
Definition 6.5.27. With the definition of h as in Lemma 6.1.13 define
T00 := im(h)((IDer(D), D−, D−)) ⊂ T0.
Proposition 6.5.28. Assume that all derivations of D are inner or the involution on
D is central. Then the map
θ : ud(D0) 7→ T00
given by
θ(ud(X)) = (g1, g2, g3)
is injective and well-defined, where the g1,g2 and g3 are the restriction of ud(X) to J12,
J23 and J31 respectively.
If the involution on D is central, then θ : ud(D0)→ T00 is an isomorphism.
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Proof. Since 1/3 ∈ k, standard inner derivations and inner derivations coincide (Propo-
sition 6.1.2). Assume that all derivations are inner.
Thus by 6.1.13, all trialities are inner as well. Therefore the map θ is clearly well-defined
as map into T0. It is immediate that θ is a homomorphism of algebras. Also, since ud(X),
X ∈ D0 is zero, if each of its restrictions ud(X)|Jij is 0, θ is seen to be a monomorphism
into T0. It remains to show that θ(D0) ⊂ T00, if all derivations are inner and that θ is
an isomorphism onto T00 if the involution is central.
We know that D0 = J12 ∗ J12+ J23 ∗ J23+ J31 ∗ J31. First assume that X = a[12] ∗ b[12] ∈
J12 ∗J12. The preimage of θ(ud(X)) under the isomorphism h defined in Lemma 6.1.13 is
h−1(g¯1, g2, g3) = (∆, 2/3(a¯b−b¯a)−1/3(ba¯−ab¯), 1/3(a¯b−b¯a)+2/3(ba¯−ab¯)) for some (inner)
derivation ∆ which proves (since 2/3(a¯b− b¯a)−1/3(ba¯−ab¯), 1/3(a¯b− b¯a)+2/3(ba¯−ab¯) ∈
D− ) that h
−1(θ(ud(J12 ∗ J12))) ⊂ h−1(T00) and thus (θ(ud(J12 ∗ J12))) ⊂ T00. Let σ be
a cycle in the symmetric group on three elements. Then θ(ud(a[σ1, σ2] ∗ b[σ1, σ2])) =
(gσ1, gσ2, gσ3) which is a triality by Lemma 6.5.24(i). Clearly, if all derivations are inner,
then in h−1((gσ1, gσ1, gσ3)) = (∆
σ, aσ, bσ) the derivation ∆σ will still be inner.
(**)
Assume σ = (1, 2, 3). It is also not difficult to see that aσ and bσ are elements of D−,
since they are defined by
3aσ
2
= 2g1(1) + g2(1) = 2(ab¯− ba¯) + a¯b− b¯a,
3bσ
2
= −2g1(1)− g2(1) = −(ab¯− ba¯)− 2(a¯b− b¯a).
Therefore θ(ud(Jσ1,σ2 ∗ Jσ1,σ2)) ⊂ T00. The argument for the cycle σ2 is almost the same.
Again it is given that in (∆σ
2
, aσ
2
, bσ
2
), the derivation ∆σ
2
is inner. The elements aσ
2
and bσ
2
are given by
3aσ
2
= 2g3(1) + g1(1) = 2(ba¯− ab¯) + ab¯− ba¯,
3bσ
2
= −2g3(1)− g1(1) = −(ba¯− ab¯)− 2(ab¯− ba¯).
and it is again easy to see that they lie in D−.
We have shown that for all cyclic permutations θ(ud(Jσ1,σ2 ∗ Jσ1,σ2)) ⊂ T00. Hence
θ(ud(D0)) ⊂ T00. This shows that θ ◦ ud maps D0 into T00.
Now assume also that the involution is central. It is left to show that the map is sur-
jective, i.e., for every element in T00 there is a pre-image ud(D0). We already know that
every element in T00 can be uniquely expressed as (∆,∆,∆)+ λ(a) + ρ(b) where ∆ is an
inner derivation and a, b ∈ D− and that under the isomorphism h, this is the image of
(∆, a, b). Therefore it suffices that θ(ud(D0)) contains all λ(a) and ρ(b), a, b ∈ D− and
that for every inner derivation ∆ there is an elements X ∈ D0 such that h−1 ◦ θ(ud(X))
is of the form (∆, A, B) for some A and B.
Let λ(a) = (La, La+Ra,−La). If λ(a) corresponds to an element in ud(D0), then equiv-
alently so does the cyclic permutation (−La, La, La + Ra) (by Lemma 6.5.24, since the
trialities associated to the set ud(D0) are invariant under cyclically permuting the en-
tries). Furthermore, if a¯ = −a, then Lemma 6.5.24 and the identity La = Ra¯ imply that
(Ra,−Ra,−La − Ra) = −ρ(a) is an inner triality. In fact, (Ra,−Ra,−La − Ra) is an
inner triality if and only if (La, La+Ra,−La) is an inner triality. Therefore we only have
to show that some cyclic permutation of λ(a) lies in θ(ud(D0)). Let X = a[ij] ∗ 1[ij] for
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fixed i < j and a = −a¯. Then θ(ud(X)) = 2(La +Ra, La,−Ra) by Lemma 6.5.22. Note
that, when a¯ = −a, then La = −Ra, since ¯ is an involution. Therefore,
θ(ud(X)) = −2(La +Ra,−La, Ra)
which is a cyclic permutation of −2λ(a), hence all λ(a) and ρ(b) for a¯ = −a and b¯ = −b
are in the image of θ ◦ ud. Let ∆ be the standard inner derivation SD(a, b). We claim
that h(θ(ud(a[12] ∗ b[12]))) is of the form 2/3(SD(a, b), A, B). Let (t¯1, t2, t3) be the inner
triality determined by ud(a[12] ∗ b[12]) and (∆, A, B) = h(θ(ud(a[12] ∗ b[12]))). It follows
from Lemma 6.5.22 that ∆ = (t1 − LA + RB) (see below for the explicit formula for A
and B) where t1(z) = 2(a, b, z)− Lab¯−ba¯ +Ra¯b−b¯az. Since for x ∈ D− we have Lx = −Rx
and by centrality of the involution, (a, b, z¯) = (a, b, z), the map t1 is actually equal to
2[La, Rb] +Rab¯−ba¯ − La¯b−b¯a. By definition:
A = −1/3t2(1)− 2/3t3(1) = −1/3(a¯b− b¯a)− 2/3(ba¯− ab¯),
B = 2/3t2(1) + 1/3t3(1) = 2/3(a¯b− b¯a) + 1/3(ba¯− ab¯).
Since the involution is central [a¯, b] + [a, b¯] = −2[a, b], and thus
−La¯b−b¯a − LA = L−a¯b+b¯a+1/3(a¯b−b¯a)+2/3(ba¯−ab¯) = 2/3L[a,b]
and likewise
Rab¯−ba¯ +RB = Rab¯−ba¯+2/3(a¯b−b¯a)+1/3(ba¯−ab¯) = −2/3R[a,b],
∆ = 2[La, Rb] + 2/3L[a,b] − 2/3R[a,b] (6.105)
= 2/3SD(a, b), (6.106)
and since 1/2, 1/3 ∈ k this proves that 3/2h(θ(ud(a[12] ∗ b[12]))) = (SD(a, b), A, B).
Therefore θ is surjective.
If the involution is central, then we can drop the assumption that all derivations
are inner and θ is still well-defined. We have seen above (6.106) that the map is well-
defined, if we restrict it to J12 ∗ J12 ⊂ D0 Choose a cyclic permutation σ of the in-
dices (1, 2, 3). By the argument used for the proof of Lemma 6.5.24, we have that
θ(ud(a[σ1σ2] ∗ b[σ1σ2])) = (gσ1, gσ2, gσ3) where (g1, g2, g3) = θ(ud(a[12] ∗ b[12])) ∈ T00.
We have already shown that (g1, g2, g3) = (∆,∆,∆) + λ(A) + ρ(B) for the standard
derivation 2/3SD(a, b) see (6.106) and some A,B ∈ D−. It remains therefore to show
that mapping an element (g1, g2, g3) ∈ T00 to (gσ1, gσ2, gσ3) is a well-defined map from
T00 to T00.
Consider (gσ1, gσ2, gσ3) = σ((∆,∆,∆))+σ(λ(A))+σ(ρ(B)) where ∆ is a standard deriva-
tion and A,B ∈ D−. Since the involution is central,
SD(a, b)(c) = (a, c¯, b) + L[a,b]c¯−R[a,b]c
= (a, c, b)− L[a,b]c+R[a,b]c = SD(a, b)c.
Thus σ((∆,∆,∆)) = (∆,∆,∆). Then we can proceed with the argument from (**)
on.
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Corollary 6.5.29. Let D be an alternative algebra with central involution. Then the
map θ ◦ ud : D0 7→ T00 is a central extension of Lie algebras.
Proof. Since θ is an isomorphism and ud a surjection, it follows that θ ◦ ud is surjective
and ker(θ ◦ ud) = ker(ud) ⊂ Z(uce(L)) ∩D0 ⊂ ZD0(D0), see Definition 2.1.8.
The following is worthwhile noting:
Corollary 6.5.30. Let D be an alternative algebra with central involution. The inner
derivation algebra of the Jordan algebra J = H3(D, )¯ is isomorphic as a k-module to
StanDer(D)⊕ (D−)2 ⊕D3.
Proof. By Proposition 6.5.16 IDer(J) ∼= ud(D0) ⊕
⊕
i<j Jij. since ud(D)
∼= ⊕i<j Jij.
Each of the three modules J12, J23 and J13 is isomorphic to D. By 6.5.28, ud(D0) ∼=
(IDer(D), D−, D−) under the isomorphism h. Since, if 1/3 ∈ k, IDer(D) = StanDer(D),
the claim follows.
Corollary 6.5.31. Let D be an alternative algebra with central involution and J =
H3(D, )¯. If a base change k → K preserves the centre, i.e., Cent(D⊗kK) = Cent(D)⊗k
K, then
IDer(J)⊗k K ∼= IDer(J ⊗k K) ⇐⇒ StanDer(D)⊗k K = StanDer(D ⊗k K).
In particular, if D is finitely generated as a k-module and k → K is a flat base change,
then
IDer(J)⊗k K = IDer(J ⊗k K) and StanDer(D)⊗k K = StanDer(D ⊗k K).
Proof. Since the base change preserves the centre, the canonically given involution on
D ⊗k K is central if (D+ ⊗k K) = (D ⊗k K)+. We claim
D− ⊗k K = (D ⊗k K)− and D+ ⊗k K = (D ⊗k K)+.
We only prove the first of the two statements because the calculations are identical. One
inclusion is clear D− ⊗k K ⊂ (D ⊗k K)−. Conversely, every element in D ⊗k K is a
combination of elements of the form a ⊗ α where a ∈ K, α ∈ K. Then (D ⊗k K)− is
spanned by the skew parts of those elements, namely a ⊗ α− a⊗ α = a⊗ α− a¯⊗ α =
(a− a¯)⊗α ∈ D−⊗kK. It follows that D−⊗kK ⊃ (D⊗kK)−. Hence, by Corollary 6.5.30,
IDer(J ⊗k K) ∼= StanDer(D ⊗k K)⊕ (D2− ⊗K)⊕ (D ⊗k K)3.
Since we always have canonical epimorphisms,
IDer(D)⊗k K → IDer(D ⊗k K),
StanDer(D)⊗k K → StanDer(D ⊗k K),
the isomorphism above proves the claimed equivalence. Suppose that k → K is a flat
base change and that D is finitely generated over k , then by ([LPR08, Proposition 1.14])
Cent(D ⊗k K) = Cent(D) ⊗k K. In the same paper, ([LPR08, Proposition 2.9]), it is
proven that under those assumptions StanDer(D)⊗k K = StanDer(D ⊗k K).
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Definition 6.5.32. Assume that M is a k-module which is free of rank n and that M
carries a quadratic form defined by a symmetric matrix B by N(x, y) = xTBy. Then
so(M,B) = {X ∈ Matn(k) : BX +XTB = 0}. It is a standard exercise that so(M,B) is
a Lie algebra.
Proposition 6.5.33. Assume that the alternative algebra D is free of rank 2n and that
D has a basis {xn, . . . , x1, x1, . . . xn} such that the norm form in Definition 6.5.21 is
given by the matrix [
0 In
In 0
]
.
Let g1(a ⊗ b) ∈ End(D) be defined as in Definition 6.5.23. Then span{g1(a ⊗ b)} =
so(D,N).
Proof. The Lie algebra so(D,N) is spanned by the matrices E−i,−j −Ej,i, E−i,j −E−j,i,
Ei,−j − Ej,i, 1 ≤ i, j ≤ n. It is easy to see that for i 6= j, g1(xi ⊗ xj) = 2(E−i,j − E−j,i),
g1(xi ⊗ xj) = 2(E−i,−j − Ej,i) and g1(xi ⊗ xj) = 2(Ei,−j − Ej,i) and g1(xi ⊗ xi) =
2(E−i,−i + Ei,i).
Example: Albert Algebras
We will discuss the special case where the alternative algebra is an octonion algebra and
n = 3. For the rest of the present subsection we will denote by z → z¯ the involution on
a split octonion algebra Z as defined in Definition 6.3.33:
z¯ = t(z)1z − z
where t(z) is the matrix trace. This involution is central, the only fixed points being
multiples of the identity. The norm form is
N
(
α1 u
x α2
)
= α1α2 − (x, u),
where (x, u) = x ∗ u is defined as in Definition 6.3.33. Since ∗ has already been used
in this section to denote the spanning elements of J ∗ J , we prefer to denote the inner
product by simple parentheses. For this norm form, Z decomposes as Zu ⊕ Zl, where
Zu = span{x1, x2, x3, x4}, Zl = span{x1, x2, x3, x4}, and x1 = e11, x1 = 1− e11 = e22 and
{x2, x3, x4}, {x2, x3, x4} are hyperbolic bases of M± respectively. Thus N(xi, xj) = δij .
Definition 6.5.34. Let Z be the split octonion algebra over k with involution z¯ as
defined above and norm form N(·, ·) as above. Then
H3(Z, )¯ :=



 α1 z y¯z¯ β1 x
y x¯ γ1

 : α, β, γ ∈ k, x, y, z ∈ Z

 .
We also abbreviate
 α1 z y¯z¯ β1 x
y x¯ γ1

 := αe1 + βe2 + γe3 + P1(x) + P2(y) + P3(z).
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Then H3(Z, )¯ is a linear Jordan algebra with commutative product defined as follows,
where (i, j, k) is a cyclic permutation of (1, 2, 3),
ei ◦ ej = 2δijei, (6.107)
ei ◦ Pj(x) = (1− δij)Pj(x), (6.108)
Pi(x) ◦ Pi(y) = N(x, y)(ej + ek), (6.109)
Pi(x) ◦ Pj(y) = Pk(y¯x¯). (6.110)
In particular the set {e1, e2, e3} is a complete orthogonal set of idempotents and the
Peirce spaces are
Jij = Pk(Z), {i, j, k} = {1, 2, 3}, Jii = kei.
Jordan algebras of this type are called split Albert algebras. A Jordan algebra J over k is
called an Albert algebra if there is a faithfully flat base change k → K such that J ⊗k K
is isomorphic to a split K-Albert algebra. This is really just a fancy way to write the
Jordan product as it was introduced on HI(D, )¯ in Definition 6.5.19. It works well for
our purposes here.
Remark 6.5.35. This definition of an Albert algebra is justified by the results of Petersson
and Racine in [PR96].
Orthogonal trialities
From now on J is the Albert algebra with coordinates in the split octonion algebra Z.
Definition 6.5.36. A triality (T1, T2, T3) is called orthogonal if for each Ti and all a, b ∈
Z :
N(Tia, b) = N(a, Ti(b))
Remark 6.5.37. The condition N(Tia, b) = N(a, Ti(b)) is equivalent to N(Tia, a) = 0,
i.e., Ti ∈ so(D,N).
Recall that by Proposition 6.5.33 span{g1(a⊗ b) : Z → Z|a, b ∈ D} = so(Z,N).
Lemma 6.5.38. Under this identification, the Lie algebra so(Z,N) is generated by La
and Rb for a, b ∈ D−.
Proof. For a = a+ + a−, b = b+ + b− ∈ D, we get, using D+ ⊂ Z(D), that SD(a, b) =
[3La− , Rb−]+L[a,b]+R[a,b]. Since [a, b] ∈ D− it follows that {LD−, RD−} generates so(Z,N)
as a Lie algebra.
For k a field not of characteristic 2 or 3 the following is stated as the “Principle of
local triality” in [Jac71]:
Proposition 6.5.39. Let T1 ∈ so(Z,N). Then there exist unique T2, T3 ∈ Endk(Z) such
that (T1, T2, T3) is a triality and this triality is orthogonal.
6.5. CN - COORDINATIZATION 131
Proof. See [Jac71, p.8 -9] for the proof where k is a field. We first show that the set
of T1 ∈ so(Z,N) such that T2 and T3 as stated exist, is a subalgebra of so(Z,N).
Let T = (T1, T2, T3) and S = (S1, S2, S3) be trialities such that all components are in
so(Z,N). Then [T,S] = ([T1, S1], [T2, S2], [T3, S3]) has again components in so(D,N).
Because LD0 and RD0 generate so(D,N), the fact that λ(a) and ρ(b), a, b ∈ D− are
trialities implies that T2, T3 exist for every T1 ∈ so(Z,N) as they exist for La and Rb. To
prove uniqueness, it suffices to show that (T2x)y + xT3(y) = 0 for all x, y ∈ D implies
T2 = T3 = 0. Let x = y = 1. Then there is u ∈ D such that T2(1) = u = −T3(1). Let
x = 1 and let y be arbitrary. This gives T3(y) = −uy and likewise we obtain T2(x) = xu.
Hence
(xu)y = x(uy)
for all x, y ∈ D. Since the centre is spanned by 1, it follows that u = α1. But moreover
x 7→ T2(x) = αx is skew, and therefore 0 = N(T2(xi), xi) = N(αxi, xi) = α(N(xi, xi)) =
αδii = 0. This implies α = 0.
Proposition 6.5.40. Let J be an Albert algebra over k. The following are equivalent
(i) TKK(J) is centrally closed.
(ii) TKK(A) is centrally closed for some split octonion algebra A = J⊗kK and k → K
a faithfully flat extension.
Proof. Let J be an octonion algebra over k and k/K flat. Then the Jordan algebra J
is a finitely generated k-module and by flatness, ider(J ⊗k K) = ider(J)⊗k K, therefore
TKK(J ⊗k K) = TKK(J)⊗k K.
It known ([Neh]) that the following are equivalent for any k-Lie algebra L:
(a) L is centrally closed,
(b) Lk ⊗k K is centrally closed for some K/k faithfully flat,
(c) Lk ⊗k K is centrally closed for all K/k faithfully flat.
This (i) =⇒ (ii) follows from the equivalence of (a) and (c). The direction (ii) =⇒ (i)
is given by (a) ⇐⇒ (b).
When dealing with questions regarding the central closure of TKK(J), J an Albert
algebra we can therefore without loss of generality assume that
J is a split Albert algebra with coordinates in a split octonion algebra Z.
Corollary 6.5.41. There is a central extension φ : D0 → so(Z,N), and this central
extension is isomorphic to ud0.
Proof. Note that Z has only inner derivations ([LPR08, Cor. 5.2]) and that the involution
is central. Thus Proposition 6.5.28 can be applied and θ(ud(D0)) ∼= T00. It follows by
Proposition 6.5.33 and Proposition 6.5.39 that as Lie algebras:
T00
∼= ud0(D0) ∼= so(Z,N).
Call the isomorphism f. Since ud0 : D0 → T00 is a central extension, we obtain a central
extension φ = ud0 ◦ f.
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Proposition 6.5.42. Under the assumptions of this section (1/2, 1/3 ∈ k and J an
Albert algebra), the Lie algebra TKK(J) is centrally closed .
Proof. Let L = TKK(J) and let u : uce(L) → L be a universal central extension. As
explained above, we can assume that J is split. Then ker u ∼= ker(f) where f is the
central extension φ : D0 → so(Z,N) of Corollary 6.5.41. Since so(Z,N) is centrally
closed for 1/2 ∈ k (see [vdK73]), it suffices to prove that D0 is perfect.
Since D0 =
∑
1≤i,j≤3 Jij ∗ Jij , it suffices to prove that for every two basis elements a and
b of J12 ∼= Z, a ∗ b ∈ [J12 ∗ J12, J12 ∗ J12]. First assume that a, b are basis elements such
that N(a, b) = 0, in particular, a ∗ b 6= ±xi ∗ xi. There are elements c and d linearly
independent from a and b such that N(a, d) = N(b, c) = N(a, c) = 0 and N(c, d) = 1.
We can even choose c and d to be basis elements. Thus using (6.100):
[a ∗ c, d ∗ b] = 2((N(c, d)a−N(a, d)c)) ∗ b+ d ∗ (N(c, b)a−N(a, bc)) = 2(a ∗ b),
which proves that a ∗ b is in [D0,D0]. If N(a, b) = 1 we can assume a = xi, b = xi. Let
i 6= j, then
[xi ∗ xj , xj ∗ xi] = 2(xi ∗ xi − xj ∗ xj)
and
[xi ∗ xj , xi ∗ xj ] = 2(−xj ∗ xj + xi ∗ xi).
Adding up those two elements in [D0,D0] yields
−4(xj ∗ xj) ∈ [D0,D0]
and thus D0 = [D0,D0] as needed.
Definition 6.5.43. If k is an algebraically closed field, a Lie k-algebra is said to be of
type F4 if it is isomorphic to the derivation algebra of an Albert algebra A over k (which
is necessarily split).
In general, if k is a ring, we define a Lie algebra of type F4 as a Lie k-algebra L such that
for every p ∈ Spec(k), the prime spectrum of k, the Lie algebra L⊗Q(kp)Q(kp) is of type
F4, where Q(kp) is the quotient field of kp and Q(kp) its algebraic closure.
We need one more fact:
Proposition 6.5.44 ([Jac71]). Let F be a field of characteristic 6= 2 and J an Albert
algebra over F . Then
DerF (J) = IDerF (J)
is a Lie algebra of type F4.
Proof. The inner derivations IDer(J) always form a non-zero ideal in Der(J). Since by
[Jac71, p .21, Thm.3] the derivation algebra of J is simple over a field not of characteristic
2, it follows that DerF (J) = IDerF (J).
Theorem 6.5.45. Let J = H3(O, )¯ for an octonion algebra O over a ring k containing
1/2 and 1/3. Then Derk(J) and IDerk(J) are Lie algebras of type F4.
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Proof. By [Bou98, Ch.2 Thm 1] we know that F = Q(kp) is flat over kp and kp is flat
over k for all p ∈ Spec(k). So F/k is flat. Since J is finitely generated projective and
finitely presented DerF (J⊗kF ) = Derk(J)⊗kF and IDerF (J⊗kF ) = IDerk(J)⊗kF.We
have JF = H3(O, )¯⊗k F = H3(O⊗k F, )¯ and by [LPR08, 4.1] O⊗k F is a split octonion
algebra, hence JF is a split Albert algebra. By Proposition 6.5.44, DerF (J) = IDerF (J),
thus both Derk(J) and IDerk(J) are of type F4.
Corollary 6.5.46. Let J be any Albert algebra over k. Then IDerk(J) is of type F4.
Proof. In view of Corollary 6.5.30, the inner derivation algebra ofH3(ZK , )¯ is isomorphic
to StanDerK(ZK)⊕ ((ZK)−)2 ⊕ (ZK)3 for any ring K containing 1/2 and 1/3.
Let J be any Albert algebra and assume that H3(ZK , )¯ ∼= J ⊗k K and that K/k is
faithfully flat. Then IDer(J) ⊗k K = StanDerK(ZK) ⊕ ((ZK)−)2 ⊕ (ZK)3. But ZK is
split, thus there is an octonion k-algebra Zk such that Zk ⊗K = ZK . As suggested by
the notation, Zk can be chosen to be split. Hence, StanDerK(Zk)⊕ ((ZK)−)2 ⊕ (ZK)3 =
(StanDerk(Zk)⊕((Zk)−)2⊕(Zk)3)⊗kK. By faithful flatness, IDerk(J) = StanDerk(Zk)⊕
((Zk)−)
2⊕ (Zk)3 and StanDerk(Zk)⊕ ((Zk)−)2⊕ (Zk)3 = IDer(H3(Zk, )¯). Now the claim
follows from Theorem 6.5.45.
6.5.4 Associative coordinates: n > 3
The setting for this section is the following:
We continue to assume 1/2 ∈ k, but not necessarily 1/3 ∈ k. Furthermore J is the
hermitian Jordan algebra Hn(D, )¯ where n ≥ 4 and D is an associative algebra with
involution ¯ : D → D. Since 1/2 ∈ k, we can uniquely write every element as sum of a
symmetric and a skew-symmetric element:
z =
z + z¯
2
+
z − z¯
2
and D+ = {z : z = z¯} is spanned by the “traces” z + z¯. and D− is spanned by z − z¯.
The hermitian matrix Jordan algebra decomposes then into simultaneous Peirce spaces:
if 1 ≤ i < j ≤ n, then
Jij = {dEij + d¯Eji : d ∈ D} = Jji.
As usual, we will denote: d[ij] = dEij + d¯Eji for i 6= j and for 1 ≤ i ≤ n : Jii = D+Eii =
{d0Eii : d0 ∈ D+}.
Many of the observations made for alternative coordinates will simplify when D is
associative. However, the trade-off is of course, that the number of idempotents can be
greater than 3.
It is very easy to prove the following simplification of 6.5.22.
Lemma 6.5.47. Let D be associative. Recall (see Corollary 6.5.7) that we have a central
extension ud : J ∗ J → IDer(J) which induces an action by derivations (x ∗ y).z =
D(x, y).z for all x, y, z ∈ J. Under this action, for a, b, c ∈ D,
(a[ij] ∗ b[ij]).c[ij] = ((ab¯− ba¯)c− c(a¯b− b¯a))[ij], (6.111)
(a[ij] ∗ b[ij]).c[jl] = (a¯bc− b¯ac)[jl] i, j, l 6=, (6.112)
(a[ij] ∗ b[ij]).c[li] = (cba¯− cab¯)[li] i, j, l 6=, (6.113)
(a[ij] ∗ b[ij]).c[kl] = 0 {i, j} ∩ {kl} = ∅. (6.114)
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Proof. This follows immediately from Lemma 6.5.22. One just has to remember that left
and right multiplication operators commute in this case.
Lemma 6.5.48. In D0 =
∑
i<j Jij ∗ Jij the following hold:
(i) For any i, j 6= and neither equal to 1:
ab[ij] ∗ c¯[ij] + bc[1i] ∗ a¯[1i] + ca[j1] ∗ b¯[j1] = 0. (6.115)
(ii) T (a, b) := a[1j] ∗ b[1j]− 1[1j] ∗ (a¯b)[1j] does not depend on j.
(iii) 1[ij] ∗ a[ij] = 0, ∀a ∈ D+
Proof. Let a, b, c ∈ D and consider the element a[ik]b[kj] ∗ c¯[ij] where i, j, k 6= . We have
by (6.75)
ab[ij] ∗ c¯[ij] = a[ik]b[kj] ∗ c¯[ji] (6.116)
= −b[kj]c[ji] ∗ a[ik]− c[ji]a[ik] ∗ b[kj] (6.117)
= −b[kj]c[ji] ∗ a¯[ki]− c[ji]a[ik] ∗ b[kj] (6.118)
= −bc[ki] ∗ a¯[ki]− ca[jk] ∗ b¯[jk] (6.119)
whence (6.115).
Setting k = 1 gives (6.115). Assume b = 1 and k = 1, then
a[ij] ∗ c¯[ij] = −c[1i] ∗ a¯[1i]− ca[j1] ∗ 1[1j]
∈
∑
k 6=1
J1k ∗ J1k. (6.120)
In the above identity (6.117), let now a = b = 1, then
1[ij] ∗ c¯[ij] + c[ki] ∗ 1[ki] + c[jk] ∗ 1[jk].
If we switch j and k, then a second identity can be obtained:
1[ik] ∗ c¯[ik] + c[ji] ∗ 1[ji] + c[kj] ∗ 1[kj].
Adding these two gives (c¯+ c)[jk] ∗ 1[jk] = 0. This is equivalent to
c[jk] ∗ 1[jk] = −c¯[jk] ∗ 1[jk]. (6.121)
Thus if c = c¯, c[jk] ∗ 1[jk] = 0 which gives (iii). Let k = 1 and c = 1 in (6.117), then
ab[ij] ∗ 1[ij] = −b[1i] ∗ a¯[1i]− a¯[1j] ∗ b[1j]
= a¯[1i] ∗ b[1i]− a¯[1j] ∗ b[1j].
Similarly,
1[ij] ∗ ab[ij] = −b¯a¯[1i] ∗ 1[1i] + b¯a¯[1j] ∗ 1[1j].
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If we add those two equations, the left hand side vanishes and we obtain
0 = a¯[1i] ∗ b[1i]− a¯[1j] ∗ b[1j]− b¯a¯[1i] ∗ 1[1i] + b¯a¯[1j] ∗ 1[1j]
or equivalently
a¯[1j] ∗ b[1j]− b¯a¯[1j] ∗ 1[1j] = a¯[1i] ∗ b[1i]− b¯a¯[1i] ∗ 1[1i] + b¯a¯[1j] ∗ 1[1j].
Since b¯a¯[1j]∗1[1j] = 1[1j]∗ab[1j] and b¯a¯[1i]∗1[1i] = 1[1i]∗ab[1i], this proves that T (a¯, b)
does not depend on the choice of j. If we replace a¯ by a, this is (ii).
Remark 6.5.49. By the result above, the following elements span D0 :
T (a, b) a, b ∈ D, (6.122)
hj(a) := 1[1j] ∗ a[1j] a ∈ D−. (6.123)
Proposition 6.5.50. An element
∑
T (ai, bi) +
∑
j≥2 1[1j] ∗ cj[1j] is in the kernel of
ud : J ∗ J → IDer(J) if and only if there is c ∈ Cent(D) ∩D− and
cj = c,
∑
i
[a¯i, bi] + [ai, b¯i] = −2nc
where n is as in the definition of J.
Proof. The element ud(T (a, b)) acts on J1k as L[a,b¯]+[a¯,b] as one easily verifies using
Lemma 6.5.47 and annihilates all other Peirce spaces. The inner derivation ud(1[1j] ∗
c[1j]) is Lc − Lc¯ + Rc−c¯ on J1j and on Jjl, l 6= 1, it acts by Lc¯−c = −2Lc. Analogously,
it acts on Jlj by −2Rc. The element
∑
T (ai, bi) +
∑
j≥2 1[1j] ∗ cj[1j] is in the kernel of
ud : J ∗ J → IDer(J) if and only if its image under ud annihilates all Peirce spaces. First
consider a Peirce space Jil where i ≤ j and i 6= 1. Then the only summands which act
on this space are ud([1l] ∗ cl[1l]) and ud(1[1i] ∗ ci[1i]), and so the condition to annihilate
Jil is that −2Lci = −2Rcl which implies ci = cl ∈ Cent(D). Thus Lc − Lc¯ + Rc−c¯ = 4Lc
and the action of
∑
ud(1[1j] ∗ c[1j]) on J1l is simply multiplication by 2nc where c and
n are as in the assumption. (Indeed, we multiply once by 4c and then n− 1 times by 2c
since we only consider the cases where j 6= 1). Since T (ai, bi) is simply left multiplica-
tion by
∑
i[a¯i, bi] + [ai, b¯i] we obtain that this element has to be equal to −2nc for some
c ∈ Cent(D) ∩D−
Remark 6.5.51. If the involution is trivial, then D must be commutative and there are no
non-zero central elements inD−, so that always c = 0. Also in this case [a¯, b] = −[a, b] = 0
and thus
∑
i[a¯i, bi] + [ai, b¯i] = −2
∑
[ai, bi] = 0, so that T (D,D) = ker ud. This is in
agreement with result obtained for Cn-graded Lie algebras with commutative coordinate
algebra (see for instance [Kas84]).
Remark 6.5.52. The reader should compare our results to those of Allison and Gao in
[AG96]. Their analysis goes much further and gives more insight in the structure of
uider(V )0, but under the assumptions that k is a field and that the characteristic of the
field does not divide n− 1.
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Let D be the algebra of square matrices with entries in k and involution given by trans-
position. The centre of D is spanned by the multiples of the identity and we assume that
the centre of D intersects [D,D] trivially. Also all the central elements are symmetric.
Thus an element
∑
T (ai, bi) +
∑
j≥2 1[1j] ∗ cj [1j] is in the kernel of f : J ∗ J → IDer(J)
if and only if there is c ∈ Z(D) which is also skew such that
cj = c,
∑
i
[a¯i, bi] + [ai, b¯i] = −2nc
where n is the size of the matrices. Then c ∈ Z(D), c = −c¯ and −2nc ∈ [D,D] if and
only if c = α1D where 2α = 0. In particular since k does not have 2-torsion, this simply
means c = 0. The condition on
∑
T (ai, bi) is that
∑
i[a¯i, bi] + [ai, b¯i] = 0.
Bibliography
[ABG00] Bruce Allison, Georgia Benkart, and Yun Gao. Central extensions of Lie
algebras graded by finite root systems. Math. Ann., 316(3):499–527, 2000.
[ABG02] Bruce Allison, Georgia Benkart, and Yun Gao. Lie algebras graded by the
root systems BCr, r ≥ 2. Mem. Amer. Math. Soc., 158(751):x+158, 2002.
[AG96] Bruce N. Allison and Yun Gao. Central quotients and coverings of Steinberg
unitary Lie algebras. Canad. J. Math., 48(3):449–482, 1996.
[All76] B. N. Allison. Lie algebras of type BC1. Trans. Amer. Math. Soc., 224:75–86,
1976.
[BGKN95] Stephen Berman, Yun Gao, Yaroslav Krylyuk, and Erhard Neher. The al-
ternative torus and the structure of elliptic quasi-simple Lie algebras of type
A2. Trans. Amer. Math. Soc., 347(11):4315–4363, 1995.
[BM92] Stephen Berman and Robert V. Moody. Lie algebras graded by finite root
systems and the intersection matrix algebras of Slodowy. Invent. Math.,
108(2):323–347, 1992.
[Bou75] Nicolas Bourbaki. E´le´ments de mathe´matique. Hermann, Paris, 1975. Fasc.
XXXVIII: Groupes et alge`bres de Lie. Chapitre VII: Sous-alge`bres de Cartan,
e´le´ments re´guliers. Chapitre VIII: Alge`bres de Lie semi-simples de´ploye´es,
Actualite´s Scientifiques et Industrielles, No. 1364.
[Bou81] Nicolas Bourbaki. E´le´ments de mathe´matique. Masson, Paris, 1981. Groupes
et alge`bres de Lie. Chapitres 4, 5 et 6. [Lie groups and Lie algebras. Chapters
4, 5 and 6].
[Bou98] Nicolas Bourbaki. Commutative algebra. Chapters 1–7. Elements of Mathe-
matics (Berlin). Springer-Verlag, Berlin, 1998. Translated from the French,
Reprint of the 1989 English translation.
[BS03] Georgia Benkart and Oleg Smirnov. Lie algebras graded by the root system
BC1. J. Lie Theory, 13(1):91–132, 2003.
[BZ96] Georgia Benkart and Efim Zelmanov. Lie algebras graded by finite root
systems and intersection matrix algebras. Invent. Math., 126(1):1–45, 1996.
137
138 BIBLIOGRAPHY
[Fau89] John R. Faulkner. Barbilian planes. Geom. Dedicata, 30(2):125–181, 1989.
[Gar80] Howard Garland. The arithmetic theory of loop groups. Inst. Hautes E´tudes
Sci. Publ. Math., (52):5–136, 1980.
[GS05] Yun Gao and Shikui Shang. Universal coverings of steinberg lie algebras of
small characteristic, 2005.
[GS07] Yun Gao and Shikui Shang. Universal coverings of Steinberg Lie algebras of
small characteristic. J. Algebra, 311(1):216–230, 2007.
[Hum72] James E. Humphreys. Introduction to Lie algebras and representation theory.
Springer-Verlag, New York, 1972. Graduate Texts in Mathematics, Vol. 9.
[Jac71] Nathan Jacobson. Exceptional Lie algebras, volume 1 of Lecture Notes in
Pure and Applied Mathematics. Marcel Dekker Inc., New York, 1971.
[Kan64] I. L. Kantor. Classification of irreducible transitive differential groups. Dokl.
Akad. Nauk SSSR, 158:1271–1274, 1964.
[Kas84] Christian Kassel. Ka¨hler differentials and coverings of complex simple Lie
algebras extended over a commutative algebra. In Proceedings of the Luminy
conference on algebraic K-theory (Luminy, 1983), volume 34, pages 265–275,
1984.
[KL82] Christian Kassel and Jean-Louis Loday. Extensions centrales d’alge`bres de
Lie. Ann. Inst. Fourier (Grenoble), 32(4):119–142 (1983), 1982.
[Koe68] Max Koecher. Imbedding of Jordan algebras into Lie algebras. II. Amer. J.
Math., 90:476–510, 1968.
[LN04] Ottmar Loos and Erhard Neher. Locally finite root systems. Mem. Amer.
Math. Soc., 171(811):x+214, 2004.
[Lod98] Jean-Louis Loday. Cyclic homology, volume 301 of Grundlehren der Math-
ematischen Wissenschaften [Fundamental Principles of Mathematical Sci-
ences]. Springer-Verlag, Berlin, second edition, 1998. Appendix E by Mar´ıa
O. Ronco, Chapter 13 by the author in collaboration with Teimuraz Pi-
rashvili.
[Loo75] Ottmar Loos. Jordan pairs. Lecture Notes in Mathematics, Vol. 460.
Springer-Verlag, Berlin, 1975.
[LPR08] Ottmar Loos, Holger P. Petersson, and Michel L. Racine. Inner derivations
of alternative algebras over commutative rings. Algebra Number Theory,
2(8):927–968, 2008.
[McC80] Kevin McCrimmon. Alternative algebras, 1980.
http://www.mathstat.uottawa.ca/∼neher/Papers/alternative/.
BIBLIOGRAPHY 139
[McC04] Kevin McCrimmon. A taste of Jordan algebras. Universitext. Springer-
Verlag, New York, 2004.
[Neh] Erhard Neher. Universal central extensions of graded Lie algebra.
[Neh91] Erhard Neher. 3-graded root systems and grids in Jordan triple systems. J.
Algebra, 140(2):284–329, 1991.
[Neh96] Erhard Neher. Lie algebras graded by 3-graded root systems and Jordan
pairs covered by grids. Amer. J. Math., 118(2):439–491, 1996.
[Neh03] Erhard Neher. An introduction to universal central extensions of Lie super-
algebras. In Groups, rings, Lie and Hopf algebras (St. John’s, NF, 2001),
volume 555 of Math. Appl., pages 141–166. Kluwer Acad. Publ., Dordrecht,
2003.
[Neh09] Erhard Neher. Extended affine Lie algebras and other generalizations of affine
Lie algebras a survey. In Trends and developments in infinite dimensional
Lie theory, Progress in Mathematics. Birkhau¨ser, 2009.
[PR96] Holger P. Petersson and Michel L. Racine. Reduced models of Albert algebras.
Math. Z., 223(3):367–385, 1996.
[Sel76] George B. Seligman. Rational methods in Lie algebras. Marcel Dekker Inc.,
New York, 1976. Lecture Notes in Pure and Applied Mathematics, Vol. 17.
[SV00] Tonny A. Springer and Ferdinand D. Veldkamp. Octonions, Jordan alge-
bras and exceptional groups. Springer Monographs in Mathematics. Springer-
Verlag, Berlin, 2000.
[Tit62] J. Tits. Une classe d’alge`bres de Lie en relation avec les alge`bres de Jordan.
Nederl. Akad. Wetensch. Proc. Ser. A 65 = Indag. Math., 24:530–535, 1962.
[vdK73] Willem L. J. van der Kallen. Infinitesimally central extensions of Chevalley
groups. Springer-Verlag, Berlin, 1973. Lecture Notes in Mathematics, Vol.
356.
[Wei94] Charles A. Weibel. An introduction to homological algebra, volume 38 of
Cambridge Studies in Advanced Mathematics. Cambridge University Press,
Cambridge, 1994.
