The accurate quantification of in-vivo tibio-femoral kinematics is essential for understanding joint functionality, but determination of the 3D pose of bones from 2D single-plane fluoroscopic images remains challenging. We aimed to evaluate the accuracy, reliability and repeatability of an intensity-based 2D/3D registration algorithm.
Introduction
The accurate quantification of in-vivo tibio-femoral kinematics and kinetics is essential for a detailed understanding of knee joint functionality [1] as well as pathological movement patterns, but also for refining surgical procedures, rehabilitation techniques, and implant design. Although skin marker based analysis is currently still the most employed tool in human movement analysis, its accuracy is known to be limited by soft tissue artefact [1] [2] [3] [4] . As a result, more accurate single- [5] [6] [7] as well as dual-plane [8 , 9] videofluoroscopy techniques have gained increasing employment in the study of three-dimensional joint motion. Here, image based 3D geometries of the natural bones, or computer-aided design models of the implant components are registered to the 2D fluoroscopic images using a 2D/3D registration approach [10] [11] [12] [13] [14] . Using such techniques, registration of natural bones remains challenging due to the generally lower contrast and less prominent geometric features of the bones compared to the higher-contrast shadows of metallic components. 2D/3D image registration is further challenged due to low out-of-plane accuracy [15] [16] [17] [18] . To overcome this issue, a variety of 2D/3D registration algorithms have been proposed [12 , 17-21] .
Two main categories of 2D/3D registration algorithms exist: feature- [15 , 19 , 22-24] and intensity-based [18 , 25-32] Table 1 Precision of 2D/3D registration methods based on 3D CT models and 2D single-plane fluoroscopic images of natural knees (registration precision = average standard deviation of the error).
SD Translation [mm]
SD generally created from the segmentation of computer tomography (CT) scan data. Importantly, these techniques are only able to utilise surface information, and are unable to consider information originating from the internal structure of the bone. In contrast, intensity-based methods directly compare the 2D radiographic images with digitally reconstructed radiographs (DRRs), which are obtained by simulating X-ray projections through the CT volume.
With the aim to determine the correct position and orientation of the bone in 3D space, the complete CT data stack is repeatedly transformed in an iterative optimization process until maximum similarity is achieved between the DRR and the 2D fluoroscopic image. While most 2D/3D approaches used for analysing 2D fluoroscopic images of the natural knee are feature-based [10 , 12-15 , 19 , 33] and only use the surface characteristics of each subjects' bone to guide registration, two validated intensity-based approaches have also been presented in the literature [18 , 32] . All of these methodologies show a standard deviation (SD) of the in-plane translational error of less than 1 mm, whereas the SD for the out-of-plane translation as well as the rotational error vary considerably between the different approaches ( Table 1 ) . Recently, an intensity-based registration algorithm has been proposed by Zheng and co-workers [34] [35] [36] . Different from previous work [18 , 32] , the proposed algorithm incorporated a robust similarity measure that was derived from information and Markov random field theories [36] . Additionally, in order to speed up the registration process, it used the cubic splines data model to compute the multi-resolution data pyramids for both the CT data and the X-ray images, the DRRs, as well as the gradient and the Hessian of the robust similarity measure. Registration is then performed from the coarsest resolution until the finest one by maximizing the similarity measure using a Levenberg-Marquardt non-linear least-squares optimizer. However, before this approach can be used towards understanding the functional kinematics of the natural knee, a validation of the algorithm is clearly required. As a result, the goal of this study was to determine the accuracy of the intensity-based 2D/3D registration algorithm, as well as to evaluate its reliability and repeatability for fitting femoral and tibial bones in 3D space.
Materials and methods
In the developed software ("KneeFit") several previously introduced techniques [34] [35] [36] were integrated into a graphical user interface for efficient utilisation of 3D kinematic information from 2D fluoroscopic images. The accuracy and reliability of the 3D pose registration algorithm were then evaluated using fluoroscopic images of radiopaque and natural bones in different poses, com pared against a gold-standard fiducial marker calibration device, as described below:
Image acquisition for assessing algorithm accuracy
A calibration object consisting of 16 spherical, radiopaque calibration fiducials (seven with a diameter of 5.0 mm and nine with a diameter of 2.5 mm) at known positions (accuracy: ±0.1 mm) was rigidly mounted onto an artificial femur and tibia with radiopaque properties (Femur 1130-177, Tibia 1117-42, Sawbones, Vashon Island, USA) ( Fig. 1 A) [37] . To obtain volumetric models, full-length CT scans (resolution 0.5 × 0.5 mm, slice thickness 1 mm; Brilliance 64, Philips Healthcare, Netherlands) of the artificial bones were acquired. Bone volume models were created by segmenting the CT data-stack using the open-source software MITK-GEM [38] .
Videofluoroscopic images were acquired using the Institute for Biomechanics' (IfB) moving fluoroscope at ETH Zürich [39] [40] [41] , which consists of a modified videofluoroscope (BV Pulsera, Philips Healthcare, Netherlands) operating at a pulse frequency of 25 Hz and a field of view of 30.5 cm. The system was modified by incorporating a stand-alone CCD camera to allow a shutter time of 1 ms and an image resolution of 10 0 0 × 10 0 0 pixels with a grayscale resolution of 12 bits [7] . The videofluoroscopic image coordinate system was defined with the x -and y -axes lying in the image plane and the z-axis perpendicular to the image plane. The origin of the videofluoroscopic image coordinate system was set to the X-ray source [7] . Image distortion was eliminated using a local correction algorithm [39] based on a reference grid with 1761 beads. The projection parameters of the videofluoroscopic system (focal distance, location of the principle point in the image plane) were determined by a least-squares optimization based on five images of a calibration tube (300 mm long with two Plexi-glas® plates), consisting of 25 metal fiducials at known positions (accuracy: ±0.03 mm) within the base plates [39] .
Each bone model was fluoroscopically imaged in 18 different static positions (different poses throughout the imaging volume that encompassed all different perspectives and planes) (supplementary material, Fig. S1 and S2), as well as dynamically (40 images) during a movement that was similar to the within-image motion observed during tracked walking ( Fig. 1 B) .
2D/3D registration algorithm
An accurate similarity measure, based on a least-squares approach that can be effectively minimized by derivative-based optimization methods, was used as the objective function [36] . A continuous image model-based cubic spline was used to accurately interpolate the 3D volume data as well as the 2D fluoroscopic image [35] . This cubic-spline data model allows a well-defined gradient of the objective function, enabling the use of a multiresolution Levenberg-Marquardt optimizer for fast convergence. 
2D/3D Manual fitting and computational registration
The CT volume data was firstly manually manipulated ("fitted") such that the projection of the bone surface models optically best matched each fluoroscopic image. These manually fitted poses were stored as 3D geometric transformations, and afterwards used as initial poses for registration using the intensity-based registration algorithm.
Evaluation of algorithm accuracy
To evaluate the accuracy of the 2D/3D bone registration in three planes and around all three axes, the manually fitted and intensity-based registered 3D poses of the femur and tibia were compared to the positions obtained using the fiducial calibration device ( Fig. 1 C) . Here, in order to obtain the pose of the fiducial device for each frame, the centre of each fiducial sphere was firstly acquired in the CT image coordinate system [42] , including the corresponding projection centre of each fiducial in each fluoroscopic image [43] . A closed-form solution [44] was then used to compute the ground truth transformation for the fiducial device between the CT and the fluoroscopic image coordinate systems.
In order to allow interpretation of the fitting and registration accuracy, as well as ensure consistency with later assessment of joint motion in natural knees, the translational differences were calculated at a point close to the intercondylar notch (femur) and at a point close to the intercondylar eminence (tibia). For rotational differences, all three axes of the rotation matrix were decomposed in the image coordinate system. To evaluate errors in the manual fitting and computational registration processes, the mean absolute differences and SD as well as the range (min, max) of the error between the fiducial reference and the two registration methods were calculated. Furthermore, the root-mean-square (RMS) error for the two in-plane translations and all three rotations were analysed. Additionally, registration precision was determined as the average standard deviation of the error. The limits of agreement according to Bland and Altman [45] were used to evaluate out-ofplane bias.
In-vivo repeatability test
In contrast to the Sawbone-based accuracy tests described above, repeatability was evaluated using the fluoroscopic images of three healthy subjects (2 male/1 female, 23 ± 1 years, BMI 22.2 ± 0.3 kg/m 2 ) captured during functional activities. All subjects provided written, informed consent to participate in this study, which was approved by the Zürich cantonal ethics committee (BASEC-Nr. 2016-00410) and carried out in accordance to the declaration of Helsinki. CT scans of all subjects were performed in the same manner described previously, spanning approximately 20 cm inferior and up to 20 cm superior of the knee joint line. Fluoroscopic images were then captured using the IfB moving fluoroscope [39] [40] [41] during standing, as well as throughout complete cycles of level walking and deep knee bending, due to their usage within our standard measurement protocol [40 , 46 , 47] . For each of the three subjects, one pose at about 90 °of knee flexion, one during mid-stance and one during standing were selected for evaluating the repeatability of the 2D/3D registration process ( Fig. S3 ).
To the best of their ability, each of the 4 observers manually fitted all 9 images (3 subjects, each 3 images) on multiple occasions (3 different days). Similar to the evaluation of the algorithm accuracy (above), each of these manually fitted images was then used as the initial position for the intensity-based registrations.
For each image, the repeatability of the 3D pose (femur and tibia) was determined based on the standard deviation of the 12 times (3 days, 4 observers) the image was manually fitted or computationally registered. The in-vivo accuracy of the 2D/3D registration of the natural knees was not assessed in this setting, as no gold standard was present.
Post-processing
Post-processing of the registration data was performed using Matlab (Matlab 2017a, Mathworks, USA). A Wilcoxon signed-rank test was used to evaluate whether the accuracy differed between the manual fitting and the intensity-based registration. All statistical analyses were performed using SPSS (SPSS V24, IBM, USA) with a significance level set to p < 0.05.
Results

Accuracy assessment
Firstly, the poses of the manually fitted femur and tibia bone model, as well as their intensity-based 2D/3D registrations were compared to the position obtained using the gold-standard calibration device. Combined evaluation of the static and dynamic trials (58 images) for each of the femoral and tibial was performed for both manual fitting and intensity-based registration. In general, the largest absolute fitting and registration errors were observed in the out-of-plane (Err_T z ) direction, while for the in-plane directions (Err_T x /Err_T y ), the mean absolute errors were < 1 mm ( Table 2 ) . For the femur, all mean absolute translational errors using the intensity-based registration were significantly larger than for manual fitting. For the tibia, however, no significant differences were found, except for Err_T y , where significantly smaller errors were observed using the intensity-based registration. Similarly, all mean absolute rotational errors for the intensity-based registered femur were significantly larger than for manual fitting, while no significant differences were found for the tibia.
In the imaging plane, all images for the femur and 50 of 58 images for the tibia exhibited in-plane translational root-mean-square errors of < 1 mm using manual fitting. Using the intensity-based registration algorithm, only 34 of 58 images for the femur, but 57 of 58 images for the tibia showed errors < 1 mm.
The Bland-Altman plots for the out-of-plane translational error (Err_T z ) showed no obvious progressive trends, for either approach or bone model ( Fig. 2 ) , indicating no confounding factors. However, both approaches and bone models exhibited a negative bias (mean error).
In-vivo repeatability test
The repeatability of the 108 manual fittings (4 observers, 3 days, 9 images) showed mean standard deviations for the in-plane positions (SD_T x /SD_T y ) of 0.43-0.83 mm, with the largest SD within a single image observed at the tibia (1.29 mm) ( Table 3 ) . Out-of-plane position repeatability (SD_T z ) was much lower (mean SDs femur: 8.31 mm, tibia 8.43 mm), with greatest SDs for single images of up to 14.46 mm for the femur and 13.65 mm for the tibia. Standard deviations for rotations averaged 1.15-2.53 °, but peaked at 3.11 °and 4.63 °for single images of the femur and tibia respectively.
For the intensity-based registration, the same repeatability tests showed mean SDs for the in-plane positions (SD_T x /SD_T y ) of 0.23-0.56 mm, with the largest SD observed at the tibia (1.54 mm). Out-of-plane position repeatability (SD_T z ) was much lower (mean SDs 7.98 mm for femur, 6.96 mm for tibia), with greatest SDs for single images of up to 19.26 mm for the femur and 16.85 mm for the tibia. SDs for rotations averaged 0.75-2.52 °, but were as high as 3.34 °for the femur and 6.70 °for the tibia.
Discussion
The 3D registration of skeletal position and orientation from 2D fluoroscopic images is an emerging technology that allows an understanding of internal joint kinematics. However, manual 2D/3D registration approaches are generally limited by the considerable time and expertise needed by the researcher to register the segmented data to the images. To overcome this limitation, as well as reduce subjective fitting errors, we aimed to investigate the accuracy and repeatability of a novel intensity-based 2D/3D registration algorithm for the analysis of natural knee kinematics during functional activities using a femoral and tibial radiopaque bone model as well as natural knee data. Generally, our 2D/3D intensity-based algorithm was able to successfully and accurately register fluoroscopic images of the natural knee, but seemed unable to find an optimal solution for some images. As a result, manual process control and occasional manual fitting still seem to be required in order to ensure an acceptable outcome.
Manual fitting as well as intensity-based registration were shown to be affected by a mean absolute translational registration error of less than 1 mm in-plane for the femur and tibia bone models ( Table 2 ) . Unsurprisingly, the out-of-plane translational errors were substantially higher than the in-plane errors for all cases [15 , 39] . The precision of in-plane registration (indicated by the SD of the error) was comparable to most other studies [15 , 18-20 , 32 , 48] ( Table 1 ) . However, our algorithm was somewhat less precise for registering out-of-plane position, and considerably worse than Scarvell and co-workers [18] , who had specifically targeted a reduction of this error. Compared to literature reports, the precision of bone rotation found in our study was similar for the tibia but slightly worse for the femur. Unfortunately, a direct comparison of the femoral and tibial registration accuracy was not possible, as the mean of the absolute error was not generally reported.
Interestingly, intensity-based registration of the femur bone model revealed significantly higher translational and rotational errors than using manual fitting, whereas no statistical differences (except for translation along the y-axis) were found for the tibia bone model. This unusual difference plausibly originates from the manner in which intensity-based registration and manual fitting approaches address the problem. It is clear that the human eye is able to utilise all forms of visual information, including not only changes in intensity of the images, but also the apparent contours of the structures. In comparison, our intensity-based approach exclusively used information regarding the pixel greyscale values, and did not consider surface features. Under these conditions, it seems likely that the tibia has considerable intensity information that registration approaches are able to successfully utilise, whereas the femur possesses large and clear structural information that is easily accessible to the human eye (and possibly also model based fitting approaches), but that may present insufficient intensity changes to allow an equal quality of registration. As a result, a combination of feature-and intensity-based registration could plausibly produce further improvement to the registration quality achieved.
For all registration methods found in the literature, as well as the approaches used in this study, the out-of-plane translational values showed the highest errors, as well as the lowest precision. Similar to our study, Fregly and co-workers [15] reported a significant negative bias for out-of-plane translation, leading to the bones being reconstructed closer to the image intensifier than in reality, possibly the result of beam-hardening. Since movement of the femur relative to the tibia during functional activities of daily living mainly occurs in the sagittal plane, it seems that a correction to align the bones, or at least limit the relative movement between them in the out-of-plane direction, would be entirely possible. Consequently, relative out-of-plane movement (in our case the medio-lateral direction) between the bones should be interpreted with extreme caution.
Knowledge about the repeatability and reproducibility of the proposed registration algorithm is crucial, as usage is planned for different study cohorts as well as by different researchers, where a repeatable approach is critical. Manual fitting showed lower consistency, indicated by higher SDs within single images than intensity-based registration. In addition, the best intensity-based registrations achieved an accuracy of under 0.1 mm in plane and 0.3 mm out-of-plane, and < 0.1 °in all three planes -hence demonstrating that excellent levels of accuracy can be reached using these methods. Therefore, a semi-automatic procedure whereby the repeatability of an automatic procedure can be combined with manual intervention to exclude clearly incorrect intensity-based solutions, is a clear step towards improving overall mean accuracy. When considering the time and resources required to manually fit images (up to 3 min per image), such a process could potentially provide up to 70% saving for each successfully registered image.
In-plane translational repeatability for both bones and rotational repeatability for the femur was comparable to another study [48] . However, in our results, the tibia showed less rotational repeatability, and out-of-plane translational repeatability for both bones was worse. SDs for manual fitting were relatively low, likely supported by simply excluding clearly incorrect results, which the computational registration may not pick up due to the focus on different intensity concentrations. Consequently, low SDs for multiple registrations are achievable despite different manual initialisations. This indicates that the registration process is more dependant on the quality of the image (e.g. exposure, contrast, and bone pose) than the initial manual position.
Despite the registration errors reported here and in other studies, it is important to note that our approach will predominantly be used to assess tibio-femoral kinematics, mainly anterior-posterior (A-P) translations and relative rotations [6 , 46] of the femur and tibia. Compared to known tibio-femoral kinematics of the natural knee (A-P translations 7.62-15.38 mm for the medial and lateral femoral condyles during walking [49 , 50] with SDs of up to 3.7 mm during the swing phase [50] ), our registration accuracy exhibits sufficient ability to assess differences between the A-P translation of the medial and lateral condyles, as well as rotations around all three axes. Other approaches to assess knee motion use dual-plane fluoroscopy [8 , 17 , 51 , 52] in which out-of-plane error is reduced to a minimum. As expected, the SD for all three translations found in our study were higher than those found for a dual-plane setup [8 , 51] . Interestingly, however, rotational precision was not substantially better using dual-plane fluoroscopy, and importantly the ability to track the motion of subjects' knees throughout complete cycles of functional activities is still in its infancy [49] .
Our validation study is affected by certain limitations. The achieved registration precision is not only affected by the applied registration modality but also by the accuracy of the distortion correction algorithm applied to all fluoroscopic images before the 2D/3D registration. If the pin-cushion distortion is not perfectly eliminated, a systematic error will be introduced. In addition, the artificial bones with radiopaque image properties used in this study were unlikely to fully reproduce the properties of a natural femur and tibia, where sharper images may well be offset by an increased internal structural homogeneity. Although the used gold standard is also subject to fitting errors, the sharp imaging shadows of the metallic fiducials, together with extremely accurate manufacturing, greatly limits the introduction of possible errors [37] . Moreover, the absence of soft tissue will also play a role on the acquired images. Increased knee size on the fluoroscopic images, achieved by moving the measured joint towards the radiation source, would increase the number of pixels per bone, hence simplifying the intensity-based registration. In our study, however, we aimed to mimic an in-vivo measurement set-up by placing the knee as close to the image intensifier as possible in order to maximize capture volume during the movement. Finally, no ground truth was available to provide an accurate assessment of repeatability in our study, which clearly needs to be addressed in future studies.
Conclusion
In summary, this study evaluated an intensity-based 2D/3D registration algorithm that was capable of successfully registering flu-oroscopic images of the natural knee with an accuracy of < 1 mm (in-plane) and < 2 °for all rotations. Nevertheless, for a substantial number of images, the algorithm could not register to an appropriate position in space. For these images, despite the additional human resources needed, manual intervention is still required to obtain satisfactory results. As such, a semi-automated registration process might be suitable in order to exclude clearly incorrect algorithm solutions and provide a practical approach for efficient and accurate registration.
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