Abstract. We prove that the spectral gap of the Kawasaki dynamics shrink at the rate of IlL 2 for cubes of size L provided that some mixing conditions are satisfied.
Introduction
As the simplest model in statistical mechanics, Ising model has been studied extensively. It is by far the most studied model in mathematical physics and its phase structures were analyzed in great detail. The study of dynamical properties of the Ising model, on the other hand, is in a much more primitive stage. Our main concern is the hydrodynamical limit of the Ising model for which we shall provide a basic estimate on the gap of Kawasaki dynamics. The hydrodynamical limit of various models has been studied recently and several useful methods were developed, see, e.g. [DP, S] for a review. A central assumption of these methods is the so-called gradient condition. Roughly speaking, it means that the current of the dynamics is by itself a gradient of some other quantity. For models with this property, a natural summation by parts can be performed and the technical difficulty is greatly reduced. The drawback of gradient models is that the diffusion coefficient, as given by the Green-Kubo formula, is determined by the thermodynamical quantities rather than depending on correlation functions as the nongradient model does. Therefore, it does not manifest effects of fluctuations on the diffusion coefficient.
Another interesting aspect of the gradient condition is that, except in dimension d = 1 or the infinite temperature case, no gradient model has been constructed for any truly interacting, reversible models with discrete spin space. So a study of the nongradient model with discrete spin space is an essential step if any progress on the hydrodynamical limit for the Ising model can be made. So far the only known result of the nongradient system is Varadhan's work IV, see also KLO, Q] on Ginzburg-Landau type dynamics with product invariant measure. One of the key estimates needed is a bound on the spectral gap which in the special case of product measure can be proved rather straightforwardly. In this paper we shall prove such a gap is true for Ising type models under certain mixing assumptions on the Gibbs state. Let us sketch our results briefly here.
Let A be a cube in Z a of size L and let #~ denote a Gibbs state with boundary Condition w. Since our dynamics conserves the total number of particles, it is natural to introduce the "canonical Gibbs state" u~j v with the total number of particles (or up spins) fixed. Let A denote the standard Kawasaki dynamics (with Dirichlet form given by (1.23) below) with reversible measure u~j v. Our main result is that the spectral gap of A cannot shrink faster than 1/L 2 if some mixing conditions are satisfied, see assumptions AI~A3 in Sect. 1. An upper bound on the gap of the order 1/L 2 can be easily obtained by considering a slowly varying test function. Thus this correctly pins down the decay rate of the gap.
Our methods are based on the martingale approach. It also proves that there is a positive spectral gap for the Glauber dynamics (with Dirichlet form given by (1.21) below) uniformly with respect to the volume and boundary conditions if certain mixing conditions are satisfied (see Assumption (A.1) in Sect. 1). With the method almost unchanged, a logarithmic Sobolev inequality is also proved under the same assumption. It should be emphasized that these results are general in the sense that they applied to any models with finite range interactions (or summable interactions) with discrete or continuous spins for which assumption A. 1 holds. If one is interested only in ferromagnetic Ising models, a useful tool known as attractiveness becomes available and stronger results can be obtained. Recently Martinelli and Olivieri [MO 1 ] have proved the important result that exponential convergence holds for ferromagnetic Ising models up to the critical temperature. For general models, they also obtained results similar to ours (Theorem 1 and 3) independently with different arguments [MO2] (see also the next paragraph for a comparison with [SZ] ). Although the mixing conditions (A.1) assumed here are equivalent to theirs [O, OP] , their proof has the advantage of being directly based on mixing conditions for only one cube. For the Kawasaki dynamics, we are not aware of any result except in the case of independent random variables (with the global constraint that the total magnetizations is fixed) [F, KLO, Q] .
Let us pause to comment on some history of the spectral gap and logarithmic Sobolev inequality for the Gibbs states. The importance of the logarithmic Sobolev inequality and its connection to the hypercontractivity (for general measures) was first proved by L. Gross in his 1976 paper [L] . (See e.g. [DGS] for a review.) Since then it has been used as an important tool to understand the exponential convergence to equilibrium. For Glauber dynamics, there are extensive literatures on this subject since the late seventies by, e.g., Holley, Liggett, Stroock et al. Most of these results are one dimensional or concern some general properties (e.g. [CS] ). A higher dimensional result was obtained by Aizenman and Holley [AH] which states that the spectral gap for the infinite volume Glauber dynamics is strictly positive if the Dobrushin-Shlosman uniqueness condition is satisfied. Later on Zegarlinski [Z2] proved the logarithmic Sobolev inequality under the Dobrushin uniqueness condition. Recently Stroock and Zegarlinski [SZ] proved that the logarithmic Sobolev inequality is equivalent to the Spectral Gap and Sobolev Inequality for Kawasaki and Glauber Dynamics 401 "Dobrushin-Shlosman mixing conditions" (see also [S, Z3] for a review), which are closely related to the mixing conditions considered in this paper. The alert reader may have found the above mixing or uniqueness conditions confusing. Unfortunately, a closer examination of the literature can only add to the confusion. We shall not discuss the relations among these and other equivalent conditions in this paper except the following remark concerning the comparison between our results in the Glauber dynamics case and that of [SZ] . The interested reader is referred to the recent papers by Martinelli and Olivieri [MO1, MO2] and references therein for a thorough study and clear review of these mixing conditions.
Apart from the fact that we are using a different approach, our result differs from [SZ] in the following way: In [SZ] the DS mixing condition is assumed for all domains in Z d and the logarithmic Sobolev inequality is proved for all domains in Z d while we assume mixing conditions for standard cubes and prove that the logarithmic Sobolev inequality holds uniformly for all standard cubes. (If one is interested in infinite volume Gibbs states rather than finite volume Gibbs states, the approach of [SZ] also requires only the DS mixing conditions for cubes [Zl] .) It was emphasized in [MO1, MO2] that the DS mixing condition for general domains is not expected to hold in low temperature with magnetic field. For example, a two dimensional "cube" in R 3 in low temperature with two boundaries consisting of translates of the two dimensional "cube" will not satisfy the DS condition if the two boundary conditions, say, take value plus one while the magnetic field is minus two so that the effect of magnetic field is completely cancelled by the boundary condition. On the other hand, we do not require the mixing condition for domains other than standard cubes of size L x L • ... • L. The mixing conditions for cubes rather than for arbitrary domains was emphasized by Olivieri [O] and Olivieri-Picco [OP] in their study of cluster expansion for spin systems. We thank Martinelli and Olivieri for informing us of the importance of assuming mixing conditions only for cubes, the previous comparison between the mixing conditions of [SZ] and ours, and for providing us the previous example.
Unfortunately, so far we are not able to prove the logarithmic Sobolev inequality for the Kawasaki dynamics for the Ising model except for d = 1. If one replaces the Ising model by Ginzburg-Landau models then the corresponding logarithmic Sobolev inequality can be proved. It is interesting to note that for the hydrodynamical limit the Ising model is by far the hardest. We shall delay the proof of the logarithmic Sobolev inequality for Ginzburg-Landau models in a forthcoming paper in the hope that the difficulty with the Ising model can be resolved.
Finally, we comment on the difference between the Kawasaki and Glauber dynamics. In Glauber dynamics, the convergence to equilibrium is exponentially fast and the influence of both the dynamics and the Ising measure itself exponentially decays with the distance. The Kawasaki dynamics, however, does not converge to equilibrium with exponential rate. Furthermore, due to the global condition that the total number of particles is conserved, the canonical Gibbs state is negatively correlated, in the sense that (r/x;r/v) ~ -1/L d for Ix -Yl ~ L in a cube of size L. (To see this, consider the special case that the canonical Gibbs state degenerates into independent random variables with the constraint ~ z/x = const. Clearly one has X (~ r/x; ~ rlz)= 0 which implies that 402 S. Lu and H.-T. Yau While 1/L d is very small for L large, these negative correlations sum up to order one and in some sense are responsible for the 1/L 2 decay of the spectral gap. In other words, long range negative correlations play a very significant role in the Kawasaki dynamics while exponential decay dominates in Glauber dynamics. One can easily understand this by considering the infinite temperature case, i.e., the product measure case. While the spectral gap is trivial for the Glauber dynamics, it already requires nontrivial arguments for the Kawasal~i dynamics [F, KLO, Q] especially when more than one particle is allowed per lattice site [KLO] . This paper is organized as follows: Chapter 1 is the statement of main results; in Chapter 2 we prove the spectral gap for Glauber dynamics; Chapters 3 and 4 contain the main technical estimates of the paper and the spectral gap of the Kawasaki dynamics is proved in Chapter 4; Chapter 5 provides some details on the equivalence of ensembles needed in Chapters 3 and 4; finally we prove the logarithmic Sobolev inequality for Glauber dynamics in Chapter 6. For readers interested only in Glauber dynamics, Chapters 3 to 5 can be omitted.
I. Statement of Main Results
Let A be a domain in Z d and let OA denote its boundary Let w be a configuration on OA where w z belongs to some state space X for all x E OA. For simplicity, we shall restrict the state space to be Z 2 = {0, 1 }. All results in this paper hold if one replaces Z 2 by Zp={0, 1,2,...,p-I}, 2<_pEN.
(1.3)
We shall consider the spectral gap problem in a class of domains which we shall call generalized cubes. Recall the standard cube in Z d is characterized by its size L with
(1.4) By definition, a simple cube is a translation of the standard cube. The boundary OA n of a simple cube is a union of faces which are cubes in Z a-1. Denote the faces by OIAL, 02An,..., 02dAL . We now define the notion of generalized cubes. Choose a lexicographic order in Z ~. Let F i c OiAL be a subset of OiAL defined by (1.7)
Here the partition function ZA,~o,A is the normalization factor to make d#A,~o,), into a probability density. We shall denote by E~'A,~, ~ or EA,~, ~ or ( )A,~o,;~ the expectation with respect to d#A,~,) ,. Recall the pressure defined by PA,~(;~) = IAI llogZA,~,~'.
(1.8)
The infinite volume limit of pA,~(A) exists and is independent of co, i.e.
We need the concept of canonical Gibbs states. Let N be a fixed positive integer. Then a canonical Gibbs state with total number of particles N and the boundary condition co is characterized by the density dt" A, co, N = dPA, w [zl=N 9 (1.9) Here ~ = ~ r/x. Note that the right side of (1.9) is independent of A since f/is fixed. (1.14) 
Note that in principle the volumes of the supports of fz, 9x and hy should appear in (1.19) as in (l. 17) and (l. 18). We neglect them because all local functions considered in this paper depend only on configurations in cubes of uniformly bounded volumes. We shall adopt the convention that, by "local functions," we mean functions depending only on configurations on a cube of size less than 4dR + 1 with R denoting the range of the interactions in the Hamiltonian. In particular R = 1 for the Ising model.
We shall assume that the domain A in Assumption A2 is of the form A=s~\v with ~ and F being generalized cubes and that IF] < I~21 ~ for some e > 0, say = 1/100. We have assumed Assumption A1 for all cubes. In fact, it can be proved that if (1.17) holds for a fixed cube then it holds for all cubes, [O, OP] . Furthermore, the exponential decay assumption for that fixed cube can be considerably weakened [O, OP] . In any event, we do not exponential decay for Theorem 1 or 3. A power law decay faster than summable will be enough, for example.
Assumption A. 1 is a standard assumption in the study of Glauber dynamics and has been studied and reviewed extensively [MO1, St, SZ]. Assumptions A.2 and A.3 are not as familiar and we are not aware of any results in the literature, though in principle they should follow easily from the high temperature expansion. In a forthcoming paper we shall prove that Assumptions A.2 and A.3 follow from Assumption A.1 and some other very mild assumptions. ~,;,, (u; v> --(uv) 
A,~,N Here < ) A,~,N = EA,~,N. Then there exists a constant k independent of A, ~, and N such that w(L) <_ k.
The following Theorem 3 concerns the logarithmic Sobolev inequality for the Glauber dynamics (1.21). We first recall the definition of entropy. Let c~ and/3 be two probability measures. Then the entropy S(~//3) of c~ relative to/3 is defined by
(1.24)
In the case we are interested in, (1.24) is well defined since both c~ and /3 will be discrete. In general one can define entropy by a variational principle,
w,A where the sup is taken over all cubes with size less than or equal to L and all probabitity density (with respect to #A,~,~) f . Then there is a constant k independent of A, ~ and A such that u(L) <_ k.

II. Proof of Theorem 1.
We shall prove Theorem 1 only for d --2. The general case follows from similar arguments.
Step 1 Here .~j is the a-algebra generated by r/j, r]j+l , .... Then one has the identity
Here (f; f) = If 2) -If) 2 and
Note that the summation in (2.2) has only a finite number of terms.
Step 2. By definition fj is the expectation of f with respect to the Gibbs measure with boundary condition w and r/j, ~?j+l .... Let p(J) denote such a measure. Let u (j) denote the modified measure with boundary condition the same as #(J) except r/j is set to be 0. Let
d#(J) / du (j) = h (j).
(2.4)
(2.6)
Step 3. Given the a-field ~+1, r/j is distributed according to some Bernoulli measure.
Let p be the probability of having r/j = 1. Hence
It is straightforward to compute
Clearly, there is a constant u so that 0 < u -1 < (p/8)+(1 -p)/(1-8) < u < oc with 0 denoting the density defined in Theorem 1 and with u depending on the Hamiltonian but independent of A. Together with (2.7) we have
(2.8)
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Here we have used the fact that h = h (j) in (2.4) is bounded by a constant independent of A.
Step 4. Let g be a fixed large number and let /~ be the cube (with j fixed and
where xj is the jth site according to our ordering in Step 1. Let ,~ be the a-algebra generated by {r/x I x ~ Ba } and let 2r = ~a C~ ,~jj. Define h(a j) by
Since h (/) is a local function at xj, by Definition (2.11) and Assumption (A1) for any two configurations q and 14) we have that r h(J)\2
Here we have used the fact that I dp(J)/d# (j)] < const, with the constant independent of A.
Step 5 _< r for some r small to be chosen later. Note that g~ _< const, log L. Divide the summation in (2.15) into three regions: a 1 > a > a0, a < a 0 and a _> a 1. In the first region we use induction to have 
Step 6. By induction,
We now collect (2.2), (2.6), (2.8), (2.17) and choose e small to have
Since we have a similar inequality if one reverses the order in
Step 1 by reflection, we have the averaged inequality
Step 7. Let A = A U 7-(_L,o)A be a cube of size 2L • 2L. Repeat the above procedure once more; we then conclude that Most results in this section hold trivially in the case of continuous dynamics, e.g. Ginzburg-Landau dynamics. Without going into the details of the Ginzburg-Landau dynamics, let us remark that the two basic operators ~r~ (1.13) and T~y (1.14) for the discrete dynamics will be replaced by crxf = Of/Orlx, T~yf = Of /Orl~ -Of /Orly, in the Ginzburg-Landau dynamics. Certainly in this case r/x is a continuous variable. As can be easily checked, the following Lemmas 3.1, 3.2, 3.4 and 3.5 are just simple consequences of chain rules for differentiation if it were the Ginzburg-Landau dynamics.
The reader should bear in mind that the discrete dynamics has to be treated carefully when the density ON = N/IAI becomes very close to one or very close to zero. One certainly does not expect new phenomena occurred in this case; it nevertheless requires careful arguments to treat the discrete nature of our dynamics. More significantly, there are nontrivial differences between these two dynamics as we shall explain more carefully in Lemma 3.6. Lemma 3.1. With the above notation, for any function f
In particular, if f is a local function and (3.3) holds then
provided that Assumption A2 holds. Here (7 x is defined in (1.13).
Proof. By definition,
E~N+I[f] = (N + I)-IE~N+1I~x ~Txf(~l) l =(N+I)-IE~N+I[~I~(f(~7)-f(ax
For each x fixed, change the variable ~ ~ aj/. Thus
(N+l)-lEUN+'[~x WXf(ax~?) ] =ZNI+aZN(N+I)-IE~N[~Fx(~I)f(~I)] --CNEUN[FNf] --_ CNEUN[FN; f] + CNEUN[FN]EUN[f].
The constant C N can be determined easily by putting f = 1: with the constant depending only on the Hamiltonian.
Proof. First of all let us assume that (3.8) holds. Clearly by particle-hole duality one has that
It is elementary to check that this inequality is nothing but (3.9). Next we prove (3.10) for k = 2 assuming (3.8). The general case follows by induction.
Similarly, one can prove (3.11) based on (3.9). So it remains to prove (3.8). For this purpose, it suffices to prove that for any two sites x and y,
This is because one can average (3.13) with respect to y to obtain (3.8). But this is a simple consequence of the fact that exchanging spins at x and V affects the Gibbs factor by at most some bounded factor. We have thus concluded Lemma 3. (3.14)
Note that the left side of (3.14) is independent of r/z.
Remark. 
+ 2{crzEv~
Note that Y0 depends on r/z only through the constraint ~ = N -r/z. So we can apply Lemma 3.1 to ~rzE~o[f 1%]. Therefore,
Note that we have changed cr~ to Txz since the total number of particles is fixed. By +const. E"N{%E [f, FN_ 1 Jr/z}, (3.15) provided that (3.3)holds. 
Proof
EtIN[J~I"N[f l I]Z]; J~N[f l T]z]]
= 4/9(1 -p)EUuEu~
By definition of conditional expectation and (3.3)
Hence the middle term of (3.17) is bounded by 
Then there is a constant C depending only on the Hamiltonian such that
I., N
provided that the density of particle ~ = N/[A I is strictly bounded away from one, say 0 satisfies (3.3).
Remark. If one considers continuous spins with continuous dynamics (e.g. Ginzburg-
Landau models), the bound (3.19) is just a simple consequence of the Schwartz inequality. The difficulty in Lemma 3.6 is completely due to the discrete nature of the dynamics. Should more than one species of particles per site be allowed (e.g., each site may have one black particle and one white particle), Lemma 3.6 still holds with only a slight modification of the arguments required.
Proof.
Step 1 Here Tl~yl+l,l~l+l_ i denote the operator exchanging particles at ~/1~1+1 and "Yl7l+l-~"
Now assume that we have defined 69 for IAI _< k and r/ is a configuration with IZ(w)l = k + 1. Let j be the smallest index in A(~/). Define Oirl = Tj,j_iZh if i < j.
For i > j, let ( = Tlj~ l and let 5 denote the path from "yj to "),13,1+1. Clearly, for the path 5 the configuration ff has only k zeros. Hence we can define 0 i for i _> j by using induction, namely
Oi(~]) ----O~j(Tljfl) ,
where the super index 5 denote the dependence of 0 on the path 3 which has so far been omitted for the path 7. Note that 0171r/= Txzr/and for each i there is a u(i) so that
Oi(I]) = Tbu(i)Oi-1 (?7)
with T b defined in (3.18). Furthermore, u is a bijection from {1,..., I~'1} to itself. Hence we have
I' YI f(Txzrl) -f(~) = E[f(Tb~,(i)Oi-107)) --f(0i-107))]
where c~ = u -1. Denote the right side of (3.20) by
171
E Sbif = f(Tzz~]) -f(zl)"
(3.21) i=l Let gi = gi(~/) denote the distance between i + 1 and the second zero after i + 1. By Schwartz' inequality and (3.21),
For each i fixed change the variable by 0,~_1~ / = ~. Note that ~ differs from by at most four sites. So the change of normalization and Boltzmann factor e -H is bounded by some fixed constant. On the other hand, the mapping ~/~ 0~_l(r/) = ~ is not one to one. For each ~ there may be more than one ~7 with 0~_ 1(7) = ~. We now give an upper bound of the possible number of r / with 0~_l(r/) --~. For simplicity we consider only i = 1. Let j be the position of second zero after 2. By construction, r/and ~ agree after j -1. The only source of confusion is that ~1 has a zero between 2 and j and the position of this zero is arbitrary. Clearly the choice is bounded by (j -2). This proves the maximum number of z/mapped into ~ is at most fi. Therefore ((Sb~ f)e~ -1) < C((rbif) ).
Step 2. To conclude Lemma 3.6, it remains to prove that (rIx*i) < const.
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Again for simplicity we assume that i = 1 and r/1 = 1. Clearly we only have to prove that E[r/0r/1 ... (1 --r/j). 9 9 r/s] --< const, s -2.
But this follows from (3.11). We have thus concluded Lemma 3.6. [] For any two points x = (x 1, x 2) and y = (yl, y2) in A define the canonical path from x to y by first connecting x to (x 1, y2) by a straight line and then connecting (x l, y2) to (yl, y2) again by a straight line. From now on 7zv will always denote the canonical path between x and y. We can now combine Lemmas 3.5 and 3.6 to have 
E~'N[EVN[f l r/z];E~'N[f l r/~]] <_ 4E~'N{EVo[f;gz I%] 2}
[I-~1 
IV. Proof of Theorem 2, Part II
Our goal in this section is to control the first and the last terms on the right side of (3.22). We then follow the same strategy as in the proof of Theorem 1 to conclude Theorem 2. The last term of (3.22) will be bounded in Lemma 4.4 while the first term will be bounded in Lemma 4.6. where w denotes the configuration on 0-I" and 6 denotes the density in F. Proof. By Lemma 3.1,
I{EUN+I,I --EUN, 1 } --{E'N+',O --EUN,O}]
Step 1. We can rewrite f22 as
Since 
Denote 9(Wz = 1) = gl and g(w z = O) = 9o. Then ~4 is just Step 2.
It remains to bound Y21 by C]A]-IN -1. By similar arguments and notations as in
Step 1, Here k is a constant given by k = [F[EU~['~xgr(co, Or) ], x r F\O-F (4.13)
with ~x defined by Step 2. We can write ~2 as
Note that the definition of k is independent of the choice of x E 1" \ O-F.
where gv is defined by ~r(~, 6) :
(4.15)
The first term is the variance of 9v and we can bound it again by using spectral gap
Here we have used (4.6) in the last inequality. Proof. First of all we can assume the density 0 is strictly away from zero, i.e. Step 1. Divide A into cubes of size g with g large but independent of L. Let c~,/3 index such cubes and denote the typical cube by Bc~. Let g~ denote
Io~-ACl>Ll/4
By the Schwartz inequality and Assumption A.2,
if L is large enough. Hence/21 is negligible for the purpose of (4.19). Let us redefine g~ by
The error term is again negligible by a similar argument. From now on, we shall not be very careful about the boundary terms as they are negligible in this lemma.
Step 2. Recall the definition of 9B~ in (4.3), i.e. Step 3. Finally we have to bound/24. Let G~ = G~ ) + G~ ), where
Ga ~ gBc~ = Eux[ga
with ~5 a constant to be chosen later. Note that, thanks to the constraint ~ ~]x = constant, ~ G~ ) is a constant. Hence we can replace G a by G~ ) with arbitrary choice of ~ Hence /24 ~ 4(f; f}(G(2); G(2)), 
The first factor (G~); G~ )) can be bounded by 
Here w is defined in (1.22). We can bound the variance of h a by Lemma 3.2, as E ~N[ha; ha] < const.g da.
Step 1 have the same bound for x E t31 -0-t31 except the first two terms disappeared.
We can now proceed as in Lemmas 3.5-3.7 and Corollary 4.5. Note that the factor p in (3.16) which is essential for (3.17) to hold is supplied here by the factor ~. To summarize, we have 35) where ~2 satisfies
(4.36)
XEO--t3 2
We now repeat the same argument until we reach c~ 0 with g~o = L(lOOd~-~. Hence we 
By similar arguments, the last term is bounded by 
E'N{E'N[f I ~]~];E'N[f I ~]z] }
Proof of Theorem 2.
Step 1. Assume that (1.22) holds for cubes of size not bigger than L. Let A = s L U ~-(0 _r)f2L = y)l + ~22 (cf.
Step 1 in the proof of Theorem 1). We shall prove that Therefore w(L) is uniformly bounded. We now prove (4.42).
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Step 2. Recall (2.1)-(2.3). We now apply Corollary 4.7 to bound E[fk; fk and the sum over k to have
Switch the role of f21 and f2 2 and average, 
V. Equivalence of Ensemble
In this section, we shall prove a strong version of equivalence of ensemble based on the mixing Assumption A.2. The equivalence of ensemble is an old subject and has been studied extensively in the literature, see e.g. [R] . But most classical results are too weak for our purpose. We are able to obtain stronger estimates because of the mixing Assumption A.2. Proof. The proof for the pressure is obvious and we omit it. The free energy bound is also obvious since where 0" = (% 4) on the left side of (5.7) and 0 = ({, () on the right side. Denote by I
Lemma 5.1 Let )~ E ]R be a chemical potential. Then the pressure pa,~(/~) in a cube
We can summarize Step 1 by
Step 2. Rewrite (5.9) as Step 3. By definition of I x, there is a constant k such that
Together with (5.4), we can bound E "" [Gn+l] by [Gn+ {1 in (5.12) . Let us first decompose the summation into x E F and x r E, namely, Step 4. By definition, zkz; '(v~ -vpv21~C Proof By definition
This concludes Corollary 5.3. [] Corollary 5.3 gives a sufficient condition for which the marginal density V has a spectral gap. But the result fails when the density • becomes very close to zero. On the other hand, the spectral gap in the extremely low density case should be obvious as it corresponds to Gibbs measure with very high magnetic field. The following Lemmas 5.4 and 5.5 provide a simple sufficient condition to close this gap. Proof. Lemma 5.5 is a simple corollary of Lemma 3.3. For example (5.24) asserts that the probability to have ~7x = 1 is smaller than the probability of having ~7x = 0 by a factor const, p. Since the density ~ < L -1/8 << IF1-1, one can follow the same argument as in proving (3.10). We omit the details. 
VI. Proof of Theorem 3
The proof of Theorem 3 is very similar to that of Theorem 1. We shall follow the same notation and give details only to those requiring different arguments. But this nothing but the triangular inequality applies to the L2-norm w.r.t, the measure d#.
Proof of Theorem
Step 4. Equation ( for all f normalized to f f d~ = 1. We are now ready to bound {f; h (j)\2 Iv(j), ]. Note that we divide f by ~!c~) to have a normalized probability density. ~3
Step 5. Again we divide the summation into three regions. We shall only consider the region c% < c~ < c~ 
