A novel elastic graph matching procedure based on multiscale morphological operations, the so called morphological dynamic link architecture, is developed for frontal face authentication. Fast algorithms for implementing mathematical morphology operations are presented. Feature selection by employing linear projection algorithms is proposed. Discriminatory power coe cients that weigh the matching error at each grid node are derived. The performance of morphological dynamic link architecture in frontal face authentication is evaluated in terms of the receiver operating characteristic on the M2VTS face image database. Preliminary results for face recognition using the proposed technique are also presented.
I. Introduction
Face recognition from images is of particular interest in a wide range of applications, e.g., nonintrusive identi cation and veri cation for credit cards and automatic teller machine transactions, nonintrusive access control to buildings, identi cation for law enforcement, etc. Although other biometrics (e.g., ngerprints, iris, etc.) could also be used for person authentication, face recognition is still attractive for the following reasons: universality, collectability and acceptability 1]. In the following, a brief overview of related previous work is given, and the objectives of our work are outlined.
A. Previous work A comprehensive survey of human and machine recognition techniques can be found in 2, 3] . There are several approaches in developing face recognition systems. For example, one approach employs linear projections of face images (treated as 1-D vectors) using either principal component analysis (PCA) 4] or linear discriminant analysis (LDA) 5, 6, 7] . PCA and LDA are parametric techniques closely related to matching pursuit lters that have also been applied for face identi cation 8]. There are also techniques stemming from neural network community like the dynamic link architecture (DLA), a general object recognition technique that represents an object by projecting its image onto a rectangular elastic grid where a Gabor wavelet bank response is measured at each node 9]. The aforementioned approach can be considered as a special form of the attributed graph matching 10]. For a more detailed description of the DLA, the interested reader may refer to 9, 15, 17] .
The elastic graph matching and its applications have been an active research topic since its invention 11, 12, 13, 14, 15] . A particular problem in elastic graph matching that received much attention is the weighting of graph nodes according to their discriminatory power. Several methods have been proposed. For example, a Bayesian approach yields the more reliable nodes for gender identi cation, beard and glass detection in bunch graphs 16 ]. An automatic weighting of nodes according to their signi cance by employing local discriminants is proposed in 17] . A weighted average of feature vector similarities by a set of coe cients that take into account the importance of each feature in assigning a test person to a speci c class is any linear convolution kernel introduces extrema with increasing scale in 2-D, the so-called monotonic property does not hold for linear lters and signal extrema. On the contrary, the multiscale dilation-erosion guarantees that, if a signal extremum appears at some scale 0 , it also appears at zero scale and all ner scales in between. That is, the number of signal features does not increase with increasing scale 19] . In the test phase, the multiscale morphological operations are applied over the entire image of a candidate before elastic graph matching. Thus, the computation of the time consuming Gabor-based feature vectors that rely on oating point arithmetic operations (i.e., FFTs or convolutions) is avoided. Moreover, no lter design is needed. The novelty of the paper is not limited to the substitution of Gabor lters by the multiscale morphological ones, but in the detailed step by step design of a pattern matching scheme, i.e.: (i) the e cient feature extraction by studying the in uence of the structuring function on veri cation performance and computational speed; (ii) the proper feature selection based on linear projections when there are not enough data to apply LDA from the beginning as opposed to the so called local discriminants approach proposed in 17]; (iii) the feature matching by revisiting the coarse-to-ne approach proposed in 9]; (iv) the automatic node weighting that is not based on eigenanalysis which is a more demanding task with respect to data availability; and (v) the properly designed training and test procedure for evaluating the performance of any face authentication algorithm. E cient feature extraction is studied in Section IV-A, because feature computation is the second most time consuming task after graph matching. By reducing its computational time the method gains user's tolerance. We propose the combined use of MDLA with linear projection algorithms (Section IV-B) in order to enhance its veri cation capability. Principal component analysis precedes linear discriminant analysis for two reasons: (i) to reduce the dimensionality of feature vectors at grid nodes, and (ii) to yield uncorrelated feature vectors. It is interesting to note that the same approach has been used in Fisherfaces 6] . Additional explanation on this point can be found in Section V. The motivation behind using linear discriminant analysis is its property to provide the optimal linear discriminant among classes when the distribution of each class is Gaussian. A probabilistic hill climbing algorithm replaces the two-stage coarseto-ne optimization procedure used in elastic graph matching (i.e., a rigid matching and a deformable matching) 9, 15], because such a procedure cannot be easily trapped in the local minima of the objective function to be minimized and, thus, yields better results in terms of the veri cation e ciency (Section IV-C). Moreover, we propose expressing the total matching error as a sum of matching errors weighted by discriminatory power coe cients (Section IV-D) in order to quantify the discriminating capability of each node and compensate for possible errors occurred during the probabilistic hill climbing algorithm due to the limited number of iterations allowed.
The basic block diagram of the MDLA in the training phase is depicted in Figure 1(a) . A more advanced training procedure is sketched in Figure 1(b) . According to the experimental protocol used (e.g., the one described in Section V), the test person during the training phase can be either a training client or a training impostor so that person-speci c thresholds for all training clients are determined. It is seen that the system consists of four modules, namely:
(i) the face detection module; (ii) the feature extraction module; (iii) the feature selection module shown in Figure 1(b) , or alternatively, the more simple node weighting module shown in Figure 1(a) ; and, (iv) the feature matching module.
The active modules during the test phase are shown in solid lines in Figure 1(c) . It can be seen that only the feature extraction and feature matching modules are active. Discriminating information in the form either of PCA/LDA projection matrices or discriminatory power coe cients is recalled from the training database as well. It should be noted that face detection works in a semi-automatic mode during the training procedure to control the placement of the grid over the facial region of each reference person. It can also be used to initialize the elastic graph matching during the test phase.
The performance of the proposed morphological dynamic link architecture (MDLA) is evaluated in terms of the receiver operating characteristic for several threshold selections on the matching error on the database of the European Union ACTS project \Multimodal Veri cation for Teleservices and Security Applications" (abbreviated as M2VTS database throughout the paper) 28]. A comparative study of the veri cation capability of the proposed methods against other frontal face authentication algorithms is undertaken in Section V. It is demonstrated that the combined use of local discriminatory power coe cients with MDLA achieves an equal error rate of 3.7 % and is ranked as the best frontal face authentication algorithm with respect to the published equal error rates achieved on the M2VTS database using the experimental protocol described in Section V. However, we present preliminary results on face recognition by using MDLA to demonstrate its capability in this closely related problem as well.
Motivated by the analyses in 20, 21], we discuss on the number of claims that guarantees statistically signi cant results in a frontal face authentication task as a function of false acceptance and false rejection error rates speci ed a priori as desired system requirements (Section VI).
We also test whether the performance achieved by morphological dynamic link architecture meets the aforementioned system speci cations.
II. Face authentication versus face recognition
Before proceeding to the detailed description of the proposed system, let us brie y address the problem of face authentication. The majority of the approaches outlined in Section I-A has been tested for face recognition. Face recognition algorithms are usually tested on the Face Recognition Technology (FERET) program database following the evaluation procedures developed as part of this program that is sponsored by the U.S. Department of Defense 8] .
Therefore, FERET is a de facto standard in face recognition. In this paper we are interested in face authentication. Their di erences are described subsequently. Although the algorithms employed in both face recognition and authentication systems are of common origin (for example, the dynamic link architecture 9]), there is no a priori guarantee that the same algorithm would enjoy the same performance level in both cases. Most published works in the area of face authentication are research outcomes using the databases collected and the experimental protocols de ned in the M2VTS project 17, 32, 33, 34, 35] . We shall employ the M2VTS databases and the experimental protocols aiming at providing experimental evidence that is fully comparable to previously reported results.
Face recognition and authentication are conceptually di erent problems. On the one hand, a face recognition system usually assists a human expert to determine the identity of a test face by computing all similarity scores between a test face and each human face stored in the system database and by ranking them. On the other hand, a face authentication system should decide itself if a test face is assigned to a client (i.e., one who claims his/her own identity) or to an impostor (i.e., one who pretends to be someone else).
The evaluation criteria for face recognition and face authentication systems are di erent. The performance of face recognition systems is quanti ed in terms of the percentage of correctly identi ed faces within the N best matches. By varying the rank N of the match, the curve of cumulative match score versus rank is obtained 8]. The objectives in face authentication is to design algorithms that: (i) provide a low false rejection rate (FRR) preventing the client inconvenience, and at the same time, (ii) guarantee that the impostors cannot be falsely interpreted as clients by o ering the lowest possible false acceptance rate (FAR). In practice, there is a trade-o between these two objectives that is depicted by the so-called receiver operating characteristic (ROC) curve. The latter curve is obtained by varying the FAR. Accordingly, the performance of face authentication systems is measured in terms of the FRR achieved at a xed FAR or vice versa. If a scalar gure of merit is used to judge the performance of an authentication algorithm, then we usually choose the operating point having FAR = FRR, the so called equal error rate (EER).
A third di erence is in the requirements needed when face recognition/authentication systems are trained. Face recognition systems are usually trained on sets having one frontal image per person. Face authentication systems usually need more training frontal images per person in order to capture the intra-class variability (i.e., to model the variations of face images corresponding to the same person). The requirements increase dramatically when linear discriminant analysis is employed to accomplish feature selection, as is explained later on.
The selection of a face authentication technique is guided by the EER that is attained, its computational speed as well as its performance under real conditions that include lighting changes, changes in face position and scale, varying facial expressions, etc. In this paper, we address the selection of a face authentication system by employing only the EER under wellcontrolled conditions. This decision is grounded on the following arguments: (a) It is always possible to implement an algorithm in a more e cient way by speeding up certain steps. By studying a more e cient way to perform the multiscale dilation-erosion in Section IV-A, we succeeded to drop the computational time considerably. (b) We avoid using \tricks" (e.g., to reduce the resolution of the original image in order to claim a faster algorithm execution or to report computational time on more powerful platforms, etc.) (c) Simple compensation procedures (e.g., those proposed in 35]) can be applied prior to any face authentication algorithm aiming at compensating for the variable recording conditions. Having stated the face authentication problem, we proceed to the description of each module of the proposed system. the local extrema in an image. Therefore, they are well-suited for facial feature representation, because key facial features are associated either to local minima (e.g., eyebrows/eyes, nostrils, endpoints of lips, etc.) or to local maxima (e.g., the nose tip).
The multiscale morphological dilation-erosion is based on the two fundamental operations of grayscale morphology, namely, the dilation and the erosion. Let R and Z denote the set of real and integer numbers, respectively. Given an image f(x) : D Z 2 ! R and a structuring function g(x) : G Z 2 ! R, the dilation of the image f(x) g(x) is denoted by (f g)(x) whereas the erosion is denoted by (f g)(x) 25] . If the structuring function is chosen to be scale-dependent, that is g (z) = j jg(j j ?1 z) 8z 2 G: kzk j j, the morphological operations become scale-dependent as well. Suitable structuring functions are: (i) the scaled hemisphere, i.e., g (z) = j j q 1 ? (j j ?1 kzk) 2 ? 1 19] , (ii) the at structuring function, i.e., g (z) = 0 25], and, (iii) the circular paraboloid, i.e., g (z) = ?j j kzk 2 2 22], where kzk j j. The choice of the structuring function a ects the veri cation capability of the proposed technique to a margin of 0:5% with respect to the equal error rate, but it does a ect the time required to compute the dilation and erosion. The e cient computation of dilations and erosions is a factor of vital importance in practical applications. For this reason, we devote some space to developing e cient algorithms for dilation and erosion by a at or a paraboloid structuring function.
For a at structuring function, dilations can be e ciently computed by applying running max calculations (e.g., the MAXLINE algorithm 25]) in which the computation of (f g )(x 1 ; x 2 ) exploits the previous outcome (f g )( f(x 1 ; x 2 + 1 ? z 2 ) + g (1) (z 2 ) : (4) A similar recursive separable implementation of grayscale erosion can also be derived.
The multiscale dilation-erosion of the image f(x) by g (x) is de ned by 19]:
The outputs of multiscale dilation-erosion for = ? m ; : : : ; m form the feature vector located at grid node x: j(x) = ((f ? g m )(x); : : : ; (f ? g 1 )(x); f(x); (f ? g ?1 )(x); : : : ; (f ? g ? m )(x)) : (6) The parameter m is upper bounded by the half of the minimal distance between two nodes of the sparse grid that is to be created. The value m = 9 has been used in all experiments reported in this paper. An 8 8 sparse grid has been created by measuring the feature vectors j(x) at equally spaced nodes over the output of the face detection algorithm described in Section III. It can be seen that the method in its present form does not contain any directional information. The main reason for this decision is that the rotational symmetry satis es the spatial isotropy which constitutes a basic principle of scale-space theory 26]. Moreover, the circular paraboloid is shown to be the morphological Green's function for the partial di erential equation @ @ (f g )(z) = kr z (f g )(z)k 2 . However, departing from scale-space theory arguments, it is possible to employ directional morphological operations in the feature extraction module.
Then, a major constraint is that of the integer geometry that has to be taken into consideration in the de nition of the structuring functions at di erent angles. 
is minimized, wherem k is the class-dependent mean vector of the most expressive feature 
We shall con ne the discussion to d = 2 for facilitating the description. Let the superscripts t and r denote a test and a reference person (or grid), respectively. Having found the weighting matrix V k (x l ), for the l-th node of the k-th person, we project the reference most expressive feature vector at this node onto the plane de ned by v 1k (x l ) and v 2k (x l ), i.e., j(x r l ) = V k P(x l ) (j(x r l ) ? m l ) ?m kl ] to yield the reference most discriminating feature vector at this node. Let us suppose that a test person claims the identity of the kth person. Then, the test most discriminating feature vector at the l-th node is given by j(x t l ) = V k P(x l )
? j(x t l ) ? m l ?m kl . More MEFs do not necessarily give a better recognition/authentication rate. On the contrary, the more most discriminating features are employed, the better recognition/authentication rate is obtained.
C. Elastic graph matching
The L 2 norm of the di erence between the raw feature vectors at the i-th grid node has been used as a (signal) similarity measure, i.e.: C v (j(x t l ); j(x r l )) = kj(x t l ) ? j(x r l )k. If linear projections of feature vectors are employed in MDLA, then the signal similarity measure is rewritten as C v ( j(x t l ); j(x r l )) = k j(x t l )? j(x r l )k. In the following, we omit the distinction between raw feature vectors and most discriminating ones for notation simplicity. Let us de ne by V the set of grid nodes. Grid nodes are considered as graph vertices. Let also N(l) denote the four-connected neighborhood of vertex l. The objective in DLA 9] is to nd the set of test grid node coordinates fx t l ; l 2 Vg that minimizes the cost function:
where C e (l; ) penalizes the grid deformations, i.e., C e (l; ) = k(x t l ? x r l ) ? (x t ? x r )k, 2 N(l). The cost function (9) de nes a distance measure D(t; r) between the test person t and the reference person r. In 9] the authors argue that a two stage coarse-to-ne optimization procedure su ces for the minimization of (9). Clearly, the aforementioned two stage procedure is a heuristic algorithm that aims at solving an optimization problem within reasonable time 16] . The coarse step is essentially a \block-matching" step. That is, the authors assume that it is possible to place a grid on the face region of the test person by translating an undistorted replica of the reference grid, that contains feature vectors from the test image at its nodes, with a prede ned step. Such an assumption is valid, when the objective function (9) is a smooth, convex function with a prominent global minimum. If the objective function contains multiple local minima, the coarse step can easily be trapped in local minima. By employing a simulated annealing algorithm, we avoid such a possibility. Accordingly, we propose: (i) to exploit the face detection results that are provided by the hierarchical rule-based system described in Section III for initializing the minimization of the cost function, and (ii) to replace the two stage optimization procedure by a probabilistic hill climbing algorithm (i.e., a simulated annealing algorithm) which is reminiscent of Algorithm 1.4 29, p. 12] that does not make distinction between coarse and ne matching. Indeed, one may interpret (9) as a simulated annealing with an additional penalty (i.e., a constraint on the objective function). Since C e (l; ) does not penalise translations of the whole graph the random con guration x l can be of the form of a random translation s of the (undeformed) reference grid and a bounded local perturbation l , i.e., x t l = x r l + s + l , k l k max . The choice of q max controls the rigidity/plasticity of the graph. Accordingly, only the rst sum contributes to the matching error, i.e., C(fx t l g) = P l2V C v (j(x t l ); j(x r l )). In this section, we propose an alternative scheme aiming at weighting the grid nodes after elastic graph matching by coe cients that depend on the rst and second-order statistics of matching errors. That is, we want to weigh the signal similarity measure C v (j(x t l ); j(x r l )) using a class-dependent coe cient, the so-called Discriminatory Power Coe cient (DPC), DP l (S r ), so that when person t claims the identity of person r the distance measure between them is computed by: D(t; r) = X l2V DP l (S r ) C v (j(x t l ); j(x r l )) P i2V DP i (S r ) (10) where S r denotes the class of the reference person r. The DPC of the l-th node for the class S r , DP l (S r ), is a factor that shows how well the intra-class matching errors are separated from the inter-class matching errors at this node. Let m intra (S r ; l) be the mean intra-class matching error for the class S r and m inter (S r ; l) be the mean inter-class matching error between the class S r and the class (S ? S r ) at grid node l. Let var intra (S r ; l) and var inter (S r ; l) be the corresponding variances. Obviously, grid nodes that do not possess any discriminatory power should be discarded, e.g., the nodes for which m inter (S r ; l) < m intra (S r ; l). DP l (S r ) = (m inter (S r ; l) ? m intra (S r ; l)) 2 var inter (S r ; l) + var intra (S r ; l) : (11) The DPCs of grid nodes for several persons in the database are shown pictorially in Figure 6 .
The nodes that correspond to facial features with higher discriminatory power (e.g., eyes, eyebrows) are weighted with coe cients having a larger value. The discriminatory power coe cients proposed in this section can easily be computed during the application of the authentication algorithm to any database following any experimental protocol. They can easily be modi ed when persons are added or deleted from the database, because the computation of the mean matching errors and their variances can be made incrementally. This is not the case with linear projections when they are applied to select the most discriminating features, because, so far, only the asymptotic convergence of recursively computed eigenvectors to the true ones has been theoretically established. In our case, a limited number of feature vectors is only available. In
authentic tests and the same number of impostor claims is realized in total. In each claim, the reference grids derived for each client during the training procedure are matched and adapted to the feature vectors computed at every pixel of a test frontal face image using MDLA. The resulting distance measure is compared to the threshold then. By varying the parameter %, a pair of FAR and FRR can be computed. Accordingly, we may create a plot of FRR versus FAR with % being an implicit parameter. This plot is the receiver operating characteristic (ROC) curve of the authentication technique. The ROC curve of the MDLA is plotted in Figure 8 . It has been found that the selection of the structuring function a ects marginally the veri cation performance of MDLA, because the area under the ROC does not change dramatically. The equal error rate of MDLA is 9.35%, when the scaled hemisphere is used.
However, the choice of the structuring function a ects seriously the computational time for performing multiscale dilation-erosion. The dilation-erosion by a scaled hemisphere cannot be computed in a recursive separable fashion and is computationally more demanding. The dilation-erosion by a at structuring function can easily be computed using a running max/min algorithm, e.g. MAXLINE 25] . Moreover, it is amenable to a scale-recursive computation, as is proposed in Section IV-A. Fast algorithms for dilation-erosion by a paraboloid structuring function also exist, as has already been described in Section IV-A. The time needed to compute the multiscale dilation-erosion for = ?9; : : : ; 9 is tabulated in Table I . All times refer to a typical facial image of dimensions 286 350 pixels. The computations have been performed in a SUN Sparc Ultra 1 Enterprise 3000 workstation with 64 MB RAM. It is seen that the scale-recursive implementation by a at structuring function is the fastest method.
To enhance the veri cation capability of the proposed method, linear projection algorithms are employed for feature selection. In addition to the reasons explained in Section IV-B, another practical reason is the following: Let J and N denote the dimensionality of the feature vector (i.e., J = 19 for raw feature vectors) and the number of feature vectors available at each grid node. LDA will break down if the inequalities N J + 2 and J 2 are not satis ed. The number of feature vectors for impostors is quite large and does not pose any di culty. The only way to anticipate the lack of feature vectors for clients is to apply principal component analysis rst for raw feature vector dimensionality reduction and to apply discriminant analysis afterwards. It has been found that six principal components can approximate the feature vectors with a mean squared error less than 5%. Moreover, an EER 9.56% has been achieved by a scaled hemisphere structuring function. Thus, we have achieved feature dimensionality reduction without sacri cing the veri cation e ciency of the MDLA. Having solved the problem of dimensionality by applying PCA, we proceed to the performance evaluation of the combined scheme of MDLA with both PCA and LDA projections. Two cases are considered, namely, the derivation of one and two most discriminating features at each grid node. The corresponding ROCs are plotted in Figure 8 . The EER of MDLA with one and two MDFs is 6.8 % and 5.4 %, respectively. It is seen that the incorporation of linear projections improves the EER by 2.44{4%. Further improvements are obtained when the weighting procedure of Section IV-D is applied to the raw MDLA. The ROC of MDLA with node weighting coe cients given by (11) is plotted in Figure 8 . The EER of MDLA with node weighting coe cients given by (11) is found to be 3.7%.
Next, we compare the EER achieved by several frontal face authentication algorithms. We report results for the implementations of these algorithms tested on the same database following the above-described experimental protocol in order to o er the reader the possibility to compare their performance. To demonstrate the power of each concept, we present also the EER achieved by the raw algorithm and that achieved by ne tuning each algorithm. The EERs and the corresponding citations are tabulated in Table II . For completeness, we mention that an EER of 25.2% has been reported when 20 eigenfaces are retained 17]. It can be seen that the proposed MDLA with DPCs is ranked as the rst method with respect to EER.
Recently, we have tested the performance of the raw MDLA on the extended M2VTS database that contains 295 persons' video data including other faces besides European ones.
The false rejection rates at approximately the same false acceptance rate have been measured a posteriori in the test procedure for morphological elastic graph matching, standard elastic graph matching and optimized robust correlation and are tabulated in We conclude this section by studying the performance of MDLA with one or two most discriminating features in face recognition. Figure 9 shows the percentage of correctly identi ed faces within the N best matches for N = 1; 2; : : : ; 37, i.e., the so called cumulative match score versus rank curve. The cumulative match score has been averaged on 12 face recognition trials on the M2VTS database using all possible permutations of the available shots. It is seen that the proposed technique can also address the question \Who is present in a picture?" (i.e., a face recognition problem) besides con rming if \person X is present in a picture" (i.e., a face authentication problem).
VI. Discussion
The experimental results presented in Section V have been collected according to the common experimental protocol used in M2VTS project. In this section, we brie y discuss on the accuracy of the frontal face authentication algorithm that is based on morphological dynamic link architecture and we evaluate the performance of the algorithm following the methods presented in 20, 21] .
First, we determine the number of test client and impostor claims that gives statistically signi cant results. Such a consideration should be part of the database design and/or the experimental protocol and it is usually based on the error rates of the state-of-the art systems.
The speci cations of a desired frontal face authentication algorithm on M2VTS database are shown in Table IV . Let z u denote the u-percentile of the standardized normal distribution (with mean 0 and variance 1). If we consider the authentication errors as Bernoulli trials, we can assert then with risk of being wrong that a number of client claims:
is su cient to guarantee that the expected value of the false rejection rate, p FR , and the empirical value of the false rejection ratep FR , are related by jp FR ?p FR j ". By substituting the speci cations given in Table IV into (13), we obtain C = 2167. If we are interested in one-sided bounds, then C = ( z " ) 2 which yields = 347. Since the number of both false rejections and false acceptances is less than the threshold, we accept the null hypothesis that EER 6%. 
