We consider a zero-delay remote source coding problem where a hidden source modeled as a time-invariant vector-valued Gauss-Markov process is partially observed to an encoder whereas the performance criterion is the long-term mean squared-error (MSE) distortion between the hidden process and the reconstructed process. For this setup, we characterize a converse bound on the minimum long-term average length of all causal prefix-free codes. This characterization is then used to derive a novel closed form expression for stationary scalar-valued Gaussian processes. We justify the generality of our solution by revealing well-known special cases from it like the widely used analytical expression of sequential or nonanticipative RDF derived for "fully observable" stationary scalar-valued Gauss-Markov processes with MSE distortion constraint in [1] , from which we also compute analytically the rate-loss (RL) gap from our solution.
I. INTRODUCTION
Real time communication is shown to be instrumental in modern applications such as Internet of Things [2] , cloud computing [3] , audio signal [4] and in networked control systems [5] - [7] . From an information theoretic point of view, when one strikes for real-time communication, it is necessary the source encoder and decoder to operate with zero delay. Often, the terminology for the instantaneous operation of encoder-decoder pair is zero-delay source coding.
The literature on zero delay source coding is vast. For instance, the structure of real-time source coders of Markov sources is studied in [8] - [12] . In [13] , the authors derived lower and upper bounds on the minimum long-term average length of all causal prefix-free codes, for stationary scalarvalued Gaussian autoregressive models with pointwise MSE distortion. In [14] , the authors considered zero-delay, singleuser, and multi-user source coding for memoryless sources with decoder causal side information subject to a singleletter average distortion constraint. Recently, in [15] (see also [16] ), the authors derived lower and upper bounds on the minimum long-term average length of all causal prefixfree codes for time-invariant multidimensional Gauss-Markov processes with MSE distortion constraint and extend this result to any multidimensional time-invariant Gauss-Markov process using state augmentation and a modified MSE distortion. In [17] , the authors utilized results from [15] to develop bounds on a zero-delay multiple description problem for stationary scalar-valued Gauss-Markov sources with MSE distortion.
In this paper, we consider a natural extension of the "direct" zero-delay Gaussian source coding problems derived in [13] , [15] where the encoder cannot observe the Gaussian source directly but only a noisy measurement of this. In such setup, the encoder is required to describe the source from another process that is correlated with the source. The non-causal counterpart of this problem is often encountered in the literature as remote or indirect RDF (iRDF). The non-causal Gaussian iRDF was introduced by Dobrushin and Tsybakov in [18] where a closed form expression for i.i.d. Gaussian sources with MSE distortion was derived. In [19, Chapter 3.5 ] (see also [20] ) an approach to show that the iRDF can be cast as a direct RDF with a modified fidelity criterion is provided.
Notation
is a measurable space. We denote a sequence of RVs by x t r (x r , x r+1 , . . . , x t ), (r, t) ∈ Z × Z, t ≥ r, and their realizations by x t r ∈ X t r × t k=r X k , for simplicity. If r = −∞ and t = −1, we use the notation x −1 −∞ = x −1 , and if r = 0, we use the notation x t 0 = x t . The distribution of the RV x on X is denoted by P(dx). The conditional distribution of a RV y given x = x is denoted by P(dy|x). The transpose and covariance of a random vector x are denoted by x T and Σ x . We denote the determinant, trace, transpose, diagonal and diagonal elements of a square matrix S by |S|, trace(S), S T , and diag(S), [·] ii . We denote the eigenvalues of a square matrix S ∈ R p×p by {µ S,i } p i=1 . The notation Σ S 0 (resp. Σ S 0) denotes a positive definite (resp. positive semi-definite) matrix.
We denote a p × p identity matrix by I p . R G (D) denotes the Gaussian version of a specific RDF and h G (x) (resp. h G (x|y)) denotes the Gaussian differential entropy (resp. conditional differential entropy) of a distribution P(dx) (resp. P(dx|y)). The expectation operator is denoted by E{·}; || · || denotes Euclidean norm;
2πe is the entropy power of a RV x.
A. Problem Statement
We consider the zero-delay remote source coding setup of Fig. 1 . In this setting, the "hidden" R p -valued Gaussian source is modeled by the following discrete-time timeinvariant Gauss-Markov process
where A ∈ R p×p is a deterministic matrix,
The observation process is modeled by the discrete-time time-invariant Gaussian process
where n t ∈ R p ∼ N (0; Σ n ), Σ n 0, is an i.i.d. Gaussian sequence, independent of ({w t : t ∈ N 0 }, x 0 ). We assume that the joint process {(x t , z t ) : t ∈ N 0 } is jointly Gaussian.
System's operation: At every time step t ∈ N 0 , the hidden vector source x t is conveyed with an additional noise n t at the encoder who observes the impair measurement z t (provided z t−1 are already observed) and produces a binary codeword m t of length l t (in bits) from a predefined set of codewords M t of at most countable number of codewords. The codewords are transmitted across an instantaneous noiseless digital channels to a decoder. Upon receiving m t , the decoder immediately produces an estimate y t of the source sample z t , under the assumption that y t−1 is already reproduced. The analysis of the noiseless digital channel is restricted to the class of prefix-free binary codes m t . Zero-delay source coding: Formally, the zero-delay source coding problem of Fig. 1 can be explained as follows. Define the input and output alphabet of the noiseless digital channel by B = {1, 2, . . . , B} where B = max t |M t | (that is allowed to be infinite). The elements in B enumerate the codewords of M t . The encoder is specified by the sequence of functions
which is transmitted through a noiseless channel to the decoder. The decoder is specified by the sequence of measurable functions {g t : t ∈ N 0 } with g t : B t → Y t . For each t ∈ N 0 , the decoder generates y t = g t (m t ) with y 0 = g 0 (m 0 ) assuming y t−1 is already generated. The design in Fig. 1 is required to yield the long-term average distortion lim sup n−→∞
The rate at the encoder is given by the long term average codeword length of all instantaneous codes, denoted by lim sup n−→∞ 1 n+1 n t=0 E{l t }. We denote by L n n t=0 l t the accumulated number of bits received by the decoder at the time it reproduces the estimate y n .
Performance. The performance of the multi-input multioutput (MIMO) system in Fig. 1 can be cast by the following optimization problem:
In the sequel, we refer to (3) as the operational zero-delay Gaussian iRDF.
B. Contributions
For (3), we establish the following results. (R1) A converse bound characterization that forms a convex optimization problem (see Thms 1, 2) .
when it is computed for stationary scalar Gaussian processes (see Cor. 1). (R3) The exact rate-loss (RL) gap of the expression obtained in (R2) from the known result of the "direct" Gaussian sequential or nonanticipative RDF first obtained in [1, Eq.
(1.43)] (see Eq. 31). Our methodology to obtain (R1) is a non-trivial generalization of the system identification approach via parameter estimation introduced in [21] , [22] . Specifically, for multidimensional jointly Gaussian processes we "learn" (in closed form) the optimization variables and hence the structure of the system's linear encoder and decoder policies that are both described through the optimal linear additive (Gaussian testchannel) realization that achieves the obtained lower bound characterization. Since in this paper we completely identify the optimization variables of the linear additive realization, one can easily find the corresponding empirical rates of the MIMO system and construct near-optimal (at high rates) achievability schemes using predictive coding, i.e., DPCM-based ECDQ, with provable performance guarantees similar to [15, §V] for scalar or vector Gaussian processes (see §III).
II. A LOWER BOUND ON (3)

A. Sequential iRDF
We consider a hidden source that randomly generates se-
Hidden Source Distribution. The hidden source distribution satisfies conditional independence
At t = 0 we assume P(dx 0 ). Also, by Bayes' rule we obtain P(dx n ) ⊗ n t=0 P(dx t |x t−1 ). Observations Distribution. The observations satisfy conditional independence
At t = 0 we have P(dz 0 |x 0 ). Also, by Bayes' rule we obtain
Clearly, from (4) and (5), we can define the joint distribution
In addition, from (6), we can define the Z n −marginal distribution by
where P(dz t |z t−1 ) = Xt P(dz t |x t ) ⊗ P(dx t |z t−1 ), t ∈ N n 0 . Reproduction or "test-channel". The reproduction conditional distributions, known as test-channels, satisfy conditional independence
At t = 0, no initial state information is assumed, hence P(dy 0 |y −1 , z 0 ) = P(dy 0 |z 0 ). The conditional distributions {P(dy t |y t−1 , z t ) : t ∈ N 0 } in (8), uniquely define the family of conditional distributions on Y n parametrized by z n ∈ Z n , given by − → Q(dy n |z n ) ⊗ n t=0 P(dy t |y t−1 , z t ),
and vice-versa. From (7) and (8), we can uniquely define the
In addition, from (9), we can uniquely define the Y n −marginal distribution by P(dy n ) ⊗ n t=0 P(dy t |y t−1 ),
where P(dy t |y t−1 ) = Z t P(dy t |y t−1 , z t ) ⊗ P(dz t |z t−1 , y t−1 ) ⊗ P(dz t−1 |y t−1 ), t ∈ N n 0 . Given the above construction of distributions we obtain the following variant of directed information [23] :
where (a) is due to chain rule of relative entropy; (b) follows by definition. Next, we formally define the sequential iRDF subject to a long-term total MSE distortion constraint.
Definition 1: (Sequential iRDF with MSE distortion) For a given hidden and observation processes that induce (4) and (5), the definitions of finite time sequential iRDF subject to a long-term total MSE distortion constraint and its asymptotic limit, are defined as follows:
If one interchanges lim inf to inf lim in (13) , then an upper bound to R seq in (D) is obtained, defined as follows:
where − → Q(dy ∞ |z ∞ ) denotes the sequence of conditional probability distributions {P(dy t |y t−1 , z t ) : t ∈ N 0 }.
Next, we state some properties of the Definition 1 that can be extracted from known results.
Remark 1: (Properties of Sequential iRDF) (1) Like in the i.i.d. or RV case [19] , [20] , the sequential iRDF in (12) can be converted to the "direct" sequential RDF that was first introduced in [24] , using an amended distortion measure denoted hereinafter by d(z t , y t ), such that d(z t , y t ) E{||x t − y t || 2 |z t = z t , y t = y t }. Since E{||x t − y t || 2 } = E{ d(z t , y t )}, then, the sequential iRDF in (12) is equivalent to a "direct" sequential RDF between the observations {z t : t ∈ N n 0 } and the outputs {y t : t ∈ N n 0 } subject to the amended long-term total average distortion constraint 1 n+1 n t=0 E{ d(z t , y t )}.
(2) It can be shown that (12) is convex with respect to the test channel [25] .
Gaussian, then, (12) achieves a smaller value for the sequential iRDF. The multi-letter expression of the pay-off in (12) with respect to the observation process {z t : t ∈ N n 0 }, increases the difficulty of finding any analytical solutions for (13), see, e.g., [26] . In what follows, we transcend this difficulty by observing that a further lower bound on (3), compared to (13) can achieve lower rates within the same set of possible solutions. In particular, we modify the pay-off in (12) , (13) , to the following information theoretic measures:
assuming the limit takes a finite value. Clearly, one can also define R seq in (D) similar to (14) with the appropriate modifications.
Comparing (3), (13) , (16) we can easily observe that
B. General characterization of a lower bound on (3)
Leveraging the new lower bound of (15), (16) , we proceed to characterize this bound for jointly Gaussian processes and to derive a new analytical solution for stationary scalar-valued processes.
We first give the following helpful lemma which is an extension of a similar result derived in [22] .
Lemma 1: (Realization of {P * (dy t |y t−1 , z t ) : t ∈ N n 0 }) Suppose that the joint process {(x t , y t , z t : t ∈ N n 0 }) is jointly Gaussian. Then, the test-channels {P * (dy t |y t−1 , z t ) : t ∈ N n 0 } are conditionally Gaussian, and the following statements hold.
0 } is an independent Gaussian process independent of {(w t , n t ) : t ∈ N n 0 } and x 0 , and {H t ∈ R p×p : t ∈ N n 0 } are time-varying deterministic matrices (to be designed). Moreover, the innovations process {I t ∈ R p : t ∈ N n 0 } of (18) is the orthogonal process defined by
t ∈ N n 0 } satisfy the following discrete-time KF recursions:
where Σ t|t = Σ T t|t 0 and Σ t|t−1 = Σ T t|t−1 0.
(3) The characterization ofR seq,G [0,n],in (D) that achieves (18) is given by
whereD (n + 1)D, for some D ∈ [0, ∞]. Proof: (1) Since {P * (dy t |y t−1 , z t ) : t ∈ N n 0 } is conditionally Gaussian, then, we have the orthogonal realization
where
0 } being deterministic matrices and (G t−1 , Γ t−1 ) deterministic matrices of appropriate dimensions. For such realization, I(z t ; y t |y t−1 , z t−1 ) does not depend on R t (·, ·), ∀t ∈ N n 0 . Since
, then, by mean-squared estimation theory, a smaller average distortion occurs when
This follows from the discrete-time Kalman filtering equations.
(3)
The characterization that achieves (18) is obtained from (1), (2) because by definition we have
where h G (y t |y t−1 , z t−1 ) = 1 2 log(2πe) p |Σ It | (from the innovations process) whereas h G (y t |y t−1 , z t ) = 1 2 log(2πe) p |Σ vt | (from the realization of the test channel). Incorporating both terms in (22) , we obtain the objective in (20) . Finally, the MSE distortion constraint follows from (1). This completes the proof.
The next theorem gives a general characterization of the minimum possible rates that can be obtained from (15) . The key idea here is the parametrization of the optimal test-channel distribution that achieves (20) , i.e., the matrices (H t , Σ vt ) of the Gaussian test-channel distribution.
Theorem 1: (Characterizing the minimum rates for (15)) Let Λ t = Σ t|t−1 and ∆ t = Σ t|t . Then, the characterization of R seq,G [0,n],in (D) that when solved corresponds to its minimum possible rates, is given by
for some D ∈ (0, D max ]. Moreover, the above characterization, is achieved by an "test channel" P * (dy t |y t−1 , z t ) of the form
with y −1 = 0, and
where (H t , Λ t , ∆ t , Σ n , Σ vt ) are jointly diagonalizable. Proof: From mean-squared estimation theory we know that the MSE inequality n t=0 E ||x t − y t || 2 ≥ n t=0 E ||x t − x t|t || 2 holds for all (H t , Σ vt ), t ∈ N n 0 , and it is achieved if and only if x t|t = y t . The parametrization of (H t , Σ vt ) via (25) ensures that a smaller distortion is achieved for a given rate and the Markov realization in (24) holds. Moreover, when substituting in the pay-off of (20) the scalings of (25), we obtain
which can be further reformulated as in (23) provided that it has a finite solution that can be ensured if the matrix inequality constraint Λ t (Λ t + Σ n ) −1 Σ n ≺ ∆ t Λ t , ∀t ∈ N n 0 , holds. Next, we show that for the given distortion constraint set (when this contains a strictly feasible solution), the pay-off in (23) where (a) follows from the eigenvalue decomposition of real symmetric matrices and from properties of orthogonal matrices [27] ; (b) follows from properties of determinants and that − log |U T t U t | is an information lossless operation; (c) follows from Hadamard's inequality [27, Thm 7.8.1 ]. Since, from Hadamard's inequality (c) is achieved if and only if [·] ii are diagonal, then this means that we can achieve the smaller rates for a given distortion constraint if (∆ t , Λ t , Σ n ) commute by pairs, i.e, they are jointly diagonalizable [28, 21.13.1] . Finally, the fact that smaller rates for a given distortion constraint set are achieved when (∆ t , Λ t , Σ n ) are jointly diagonalizable, implies via (25) that (H t , Σ vt , ∆ t , Λ t , Σ n ) are also jointly diagonalizable. This completes the derivation.
Next, we restrict Theorem 1 to stationary processes. Theorem 2: (Time-invariant characterization of (23)) Suppose that D ∈ (0, D max ]. Let the jointly Gaussian process {(x t , z t ) : t ∈ N 0 } to be stationary and the jointly Gaussian process {(x t , z t , y t ) : t ∈ N 0 } to be also stationary. Then, R seq,G in (D) < ∞, and its characterization is
where (Λ, ∆) are the steady-state values of (Λ t , ∆ t ), respectively. Moreover, (27) is achieved by a realization of the form
where v t ∼ N (0; Σ v ), with (H, Σ v ) being the steady state values of (H t , Σ vt ) in (25) .
Proof: This follows from the assumptions of the theorem, the sub-additivity property of R seq [0,n],in (D) and [24, Thm 2] (see also [29, Thm 2.1] ).
Remark 2: (1) For stationary processes and the Markov realization of the optimal minimizer {P * (dy t |y t−1 , z t ) : t ∈ N 0 }, we can use [1, Thm 4] (27), we take Σ n = 0, our characterization gives as a special case the characterization of "direct" sequential or nonanticipative RDF obtained for "fully observable" time-invariant vector Gauss-Markov processes subject to a MSE distortion constraint that was derived using different methodologies in [16, Eq. (27) ], [15, Thm 3] . (3) Due to the pay-off in (27) , it is expected that (27) when the solution is well-defined, to be an upper bound on [16, Eq. (27) ], [15, Thm 3] . (4) The characterization in (23) is convex with respect to ∆.
Next, we focus on providing the analytical solution of (27) for stationary scalar Gaussian processes to elucidate further insights on this problem and to easily compare with known results in the literature. For simplicity, we denote the scalarvalues of (A, ∆, Λ, Σ n , Σ w ) by (α, δ, λ, σ 2 n , σ 2 w ). ,
where the distortion D ∈ (D min , D max ], such that
with α ∈ (−1, 1)\{0} and υ σ 2 w + σ 2 n (1 − α 2 ). Proof: Using Theorem 2, we obtain the characterization of (27) for scalar processes, i.e., , where D ∈ (0, ∞). The above characterization forms a convex optimization problem with respect to δ and KKT conditions are both necessary and sufficient for global optimality. Moreover, the above characterization can be solved in closed form because the solution of δ occurs on the boundary, i.e., δ = D (uniform distortion allocation). D min and D max follow from the complementary slackness conditions in the derivation of KKT conditions. Unstable processes. If solution of scalar processes in (1) is characterized by a time-invariant (possibly unstable) process, i.e., |α| ≥ 1, then, for jointly Gaussian time-invariant processes the solution of (29) will still be valid with unbounded distortion budget, i.e., D max = λ. Next, we draw connections to existing results in the literature.
