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Introdution Générale
Contexte
Les entrepts de données ontiennent des données importantes qui sont intégrées, historisées
et stokées dans des modèles logiques relationnels omme les shémas en étoile ou en oon de
neige [66℄. Ces entrepts sont exploités par des appliations déisionnelles pour des ns d'analyse
en ligne, à travers des requêtes déisionnelles dites requêtes de jointures en étoile très omplexes
et très gourmandes en temps d'exéution (des heures voir des jours). Ces requêtes ontiennent de
multiples opérations de séletion, de jointure et d'agrégation et sont omplexes ar elles renferment des
opérations de jointures en étoiles entre table de faits volumineuse et tables dimension ave opérations
de séletion sur les dimensions. Dans le but de satisfaire les exigenes des déideurs en termes de temps
de réponse, il est primordial d'optimiser es requêtes. Cette optimisation est assurée par l'utilisation
des strutures d'optimisation séletionnées lors de la phase de oneption physique de l'entrept de
données, omme la fragmentation horizontale [14℄, les vues matérialisées [83℄, l'ordonnanement des
requêtes [54℄, l'indexation [86℄, la ompression [97℄, et.
L'indexation est l'une des premières strutures d'optimisation proposées dans le ontexte des
bases de données et qui a montré ses performanes [38, 94℄. Cependant, les tehniques d'indexation
utilisées dans les bases de données de type OLTP (On-Line Transation Proessing) ne sont pas
réellement adaptées aux environnements des entrepts des données, ar les requêtes de jointures en
étoile aèdent à un très grand nombre de n-uplets e qui onduirait à des index volumineux pas très
eaes [78, 39℄. Par onséquent, dans le soui d'optimiser simultanément la séletion et la jointure,
les index de jointure binaires ont été proposés et supportés par la plupart des SGBD ommeriaux.
Un index de jointure binaire est onstruit sur la table de faits suivant un ou plusieurs attributs
appartenant à une ou plusieurs tables de dimension. Par onséquent, le nombre d'index possibles
peut être très important e qui rend la tâhe de leur séletion diile. Deux types d'index de jointure
binaires existent ; les index simples dénis sur un seul attribut et les index multiples dénis sur deux
ou plusieurs attributs des tables dimensions.
Une autre tehnique d'optimisation utilisée lors de la phase de oneption physique des entrepts
de données est la fragmentation horizontale. Elle permet de répartir les instanes d'une table, d'un
index ou d'une vue matérialisée en un ensemble de partitions disjointes appelés fragments horizon-
taux [84℄. C'est une struture d'optimisation dite non redondante ar elle ne néessite pas un espae
de stokage supplémentaire. Elle est supportée par plusieurs SGBD ommeriaux (Orale, DB2, SQL
Server, Sybase) et non ommeriaux (PostgreSQL et MySQL). Deux types de fragmentation hori-
zontale existent : la fragmentation horizontale primaire et la fragmentation horizontale dérivée. La
fragmentation horizontale primaire permet de répartir les tuples d'une table suivent la onjontion
de prédiats de séletion dénis sur les attributs de la même table. Elle favorise les opérations de
séletion portées sur les attributs de fragmentation [29℄. La fragmentation horizontale dérivée quant
1
à elle, permet de fragmenter une table suivant la fragmentation horizontale primaire d'une seonde
table, à ondition de l'existene de relation père-ls entre les deux tables, e qui favorise l'optimisa-
tion des opérations de jointures entres es deux tables [47℄. La fragmentation horizontale a susité
un grand intérêt dans le domaine de reherhe. Premièrement, 'est une tehnique non redondante
qui ne néessite pas un espae de stokage supplémentaire. Deuxièmement, lors de l'exéution d'une
requête, seules les partitions valides pour ette requête sont hargées e qui réduit onsidérablement
le oût d'exéution de la requête. Une partition valide pour une requête est une partition aessible
par ette requête sur au moins un tuple. Troisièmement, elle onstitue le point de départ dans la
oneption des entrepts de données parallèles et distribués [80℄.
Vu la néessité d'optimiser les requêtes de jointures en étoile, plusieurs travaux de reherhe
proposent des approhes de séletion et d'implémentation de es deux tehniques d'optimisation. Ils
ommenent par formaliser le problème de séletion en un problème d'optimisation mono-objetif où
il faux hoisir un ensemble d'instanes ou strutures d'optimisation qui optimise les performanes des
requêtes sous des ontraintes d'optimisations, puis proposent des algorithmes de résolution. D'abords,
le problème de séletion des index de jointure binaire dans sa formalisation lassique onsiste à
séletionner une onguration d'index qui optimisent une harge de requêtes, préalablement onnue,
sans violer la ontrainte d'espae de stokage. Dans le ontexte d'entrept de données, vu le nombre
importants des tables et des attributs onernés par la dénition des index, le problème de séletion
des index de jointures binaires est diile et est prouvé NP-Complet. Ainsi, plusieurs algorithmes
non exhaustifs ont été développés an de résoudre e problème. Ensuite, onernant la fragmentation
horizontale d'un entrept de données, les travaux proposés ommenent par formaliser le problème
de séletion d'un shéma de fragmentation en un problème d'optimisation où il faut fragmenter les
tables de l'entrept an d'optimiser le oût d'exéution des requêtes sous ertaines ontraintes, puis
ils proposent également des algorithmes de séletion qui répondent aux exigenes formalisées.
Problématique et propositions
En analysant les travaux proposés pour séletionner les tehniques d'optimisation, nous remar-
quons que es travaux se situent dans le adre de séletion dite statique où les tehniques d'optimi-
sation sont séletionnées lors de la phase de oneption physique de l'entrept et ne hangent plus.
Ce type de séletion ne permet pas de faire fae à l'évolution de l'entrept de données qui omporte
deux aspets : l'évolution de harge par l'exéution de nouvelles requêtes déisionnelles et l'évolution
de données par l'insertion ontinuelle de nouvelles données dans les tables de l'entrept. L'aspet
statique de la séletion présente un handiape quant à l'eaité d'optimisation des tehniques im-
plémentées. Les index de jointures binaires, par exemple, sont dénis sur les attributs non-lé des
tables dimensions gurant dans les requêtes. L'évolution de l'entrept de donnés peut rendre es
index obsolètes et périmés. Pour e qui est de la fragmentation horizontale si l'entrept évolue, rien
ne garantit l'eaité du shéma de fragmentation pour optimiser la nouvelle harge de requêtes.
Nous avons remarqué également que la plupart des travaux de séletion exploite une séletion
isolée où une seule tehnique d'optimisation est étudiée. Ave l'expansion ontinuelle des entrepts de
données et la omplexité grandissante des requêtes, une seule tehnique ne sut plus. Eetivement,
la séletion d'un shéma d'optimisation est toujours soumise à des limitations est ontraintes, omme
l'espae de stokage à allouer pour stoker des index par exemple, ou enore la gestion du nombre
importants de fragments des tables issus de la fragmentation. Par onséquent, il faut mettre en
÷uvre une approhe de séletion dite jointe qui séletionne plusieurs tehniques d'optimisations an
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d'assurer un meilleur bénée tout en respetant les ontraintes d'optimisation.
Une autre analyse des travaux de fragmentation et d'indexation nous a mené à faire une troi-
sième onstatation. Le problème de séletion d'une tehnique d'optimisation est toujours formalisé
sous forme d'un problème d'optimisation mono-objetif où seul le oût d'exéution de la harge de
requêtes est onsidéré omme un objetif à optimiser. La question que nous nous posons est : existe-
t-il d'autres objetifs à optimiser an de proposer des strutures d'optimisation qui non seulement
optimisent la harge de requêtes mais répondent également à d'autres exigenes ? Notre étude de la
séletion inrémentale a révélé que la mise à jour des tehniques d'optimisation néessite un temps
d'implémentation et d'utilisation des ressoures systèmes. Il est vrai que la séletion inrémentale
permet de faire fae à l'évolution de l'entrept en améliorant ontinuellement le oût d'exéution des
requêtes mais elle engendre e qu'on appelle un oût de maintenane de l'entrept de données qu'il
faut optimiser également.
Première proposition : Séletion inrémentale isolée
Vu les inonvénients que présente la séletion statique, nous onstatons l'intérêt d'étudier la sé-
letion dite inrémentale des tehniques d'optimisation. La séletion inrémentale eetue la mise à
jour du shéma d'optimisation atuel d'un entrept de données pour prendre en ompte son évolution
et les hangements survenus, e qui garantit une ontinuelle optimisation des requêtes déisionnelles.
An de faire fae à l'évolution de l'entrept de données, nous proposons une démarhe de séletion
inrémentale dite isolée d'une tehnique d'optimisation. Dans un premier lieu, nous proposons une
démarhe de séletion inrémentale isolée des index de jointure binaires où nous onsidérons un entre-
pt de données sur lequel est implémenté un ensemble d'index de jointure binaires. Notre démarhe
apture les hangements qui surviennent sur l'entrept et eetue la mise à jour des index en ajoutant
de nouveaux index bénéques et en supprimant les index périmés an que tous les index implémentés
répondent toujours aux exigenes d'optimisation. Dans un seond lieu, nous proposons une démarhe
de séletion inrémentale isolée d'un shéma de fragmentation horizontale. Nous onsidérons un en-
trept de données déjà partitionné. Cette seonde démarhe prend en onsidération l'évolution de
l'entrept et eetue une mise à jour de son shéma de fragmentation en réorganisant les données
entre les diérents fragments de l'entrept. Cette mise à jour garantie que le nouveau partitionnement
de l'entrept réponde bien à l'optimisation des requêtes déisionnelles.
Seonde proposition : Séletion inrémentale jointe
Devant la omplexité grandissante des requêtes de jointure en étoile, la séletion d'une seule
tehnique d'optimisation devient de moins en moins bénéque. L'intérêt prinipale de la séletion
jointe et de ombiner plusieurs tehniques d'optimisation an de ouvrir l'optimisation d'un maximum
de requêtes et de respeter au mieux les ontraintes d'optimisation. De plus, il existe des tehniques
qui présentent des similarités ou des diérenes mais qui sont omplémentaires où haque tehnique
pallie aux manques de l'autre. Réemment, une séletion statique jointe de la fragmentation et de
l'indexation a été proposée. Elle exploite les similarités entre les deux tehniques pour obtenir un
meilleur shéma d'optimisation. Cependant, ette approhe reste une approhe de séletion statique et
éope des inonvénients itées i-dessus. De plus, il n'existe auun travail sur la séletion inrémentale
jointe de es deux tehniques. Ainsi, nous proposons d'exploiter les similarités entre les index de
jointures binaires la fragmentation horizontale pour proposer une approhe de séletion inrémentale
jointe. Par analogie, nous étudions les similarités et omplémentarité des index de jointure binaires
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simples et eux multiples an d'étudier plus en approfondi leur séletion inrémentale jointe.
Troisième proposition : Optimisation multi-objetif
La séletion inrémentale des tehnique d'optimisation implique la mise à jour du shéma d'op-
timisation de l'entrept de données e qui engendre un oût de maintenane. Nous visons don à
proposer une nouvelle formulation du problème de séletion inrémentale en un problème d'optimisa-
tion multi-objetif où il faut optimiser deux objetifs : le oût d'exéution des requêtes et le oût de
maintenane de l'entrept de données. Nous onstatons que et axe de reherhe est omplètement
vierge : il n'existe auun travail qui traite de la séletion inrémentale et de l'optimisation multi-
objetif à la fois dans le ontexte d'entrept de données. De plus, il n'existe auun travail qui traite
de la séletion multi-objetif (statique ou inrémentale) des index ou de la fragmentation horizontale.
Cela a susité notre grand intérêt pour développer de nouvelles démarhes de séletion qui répondent
à ette problématique double.
Prinipales ontributions
L'objetif de notre travail est de proposer une nouvelle vision de séletion des tehniques d'op-
timisation qui omporte deux aspets importants : l'optimisation des entrepts de données dans un
adre inrémentale et l'optimisation multi-objetif. Nous avons étudié deux tehniques d'optimisation
qui sont les index de jointures binaires et la fragmentation horizontale selon ette nouvelle vision de
séletion. Nos travaux nous ont permis d'apporter les ontributions suivantes :
1. Séletion inrémentale isolée des index de jointures binaires. Dans ette première séletion
proposée, nous avons fait les ontributions suivantes :
 Proposer un nouvel algorithme de séletion des index de jointure binaires basé sur les algo-
rithmes génétiques [18, 25, 21, 20℄.
 Proposer une séletion inrémentale des index de jointure binaires qui permet de faire fae à
l'évolution de l'entrept de données et aux hangements pouvant survenir [18, 25, 21, 20℄.
2. Séletion inrémentale isolée d'un shéma de fragmentation horizontale. Séletionner un shéma
de fragmentation est une tâhe très omplexe. Elle est d'autant plus omplexe s'il faut onsidérer
l'aspet inrémentale. Ainsi, nous avons fait les propositions suivantes :
 Proposer une struture de données exible pour oder un shéma de fragmentation [24℄.
 Proposer une nouvelle vision de fragmentation basée sur la struture de donnée exible qui
peut prendre en harge la fragmentation statique ou inrémentale [19, 24, 7, 23℄.
 Proposer un algorithme génétique qui exploite la struture de données pour la séletion
statique et inrémentale [24℄.
 Proposer une Algèbre dite Algèbre de Fragmentation AF qui modélise toute les opérations
pouvant être appliquées sur la struture de données (un shéma de fragmentation) an de
l'adapter à l'évolution de l'entrept [23℄.
3. Séletion inrémentale jointe de deux tehniques d'optimisation. Dans e adre, nous avons fait
deux propositions
 Séletion inrémentale jointe des index de jointures binaires simples et des index de jointures
binaires multiples.
 Séletion inrémentale jointe des index de jointures binaires et de la fragmentation horizon-
tale.
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4. Séletion inrémentale multi-objetif des tehniques d'optimisation. Dans le adre de ette pro-
position, nous avons apporté les ontributions suivantes :
 Formaliser le problème de séletion inrémentale d'un shéma de fragmentation en un pro-
blème multi-objetif qui vise à optimiser le oût de la harge de requêtes et le oût de
maintenane d'un shéma de fragmentation.
 Proposer un modèle de oût mathématique pour évaluer le oût de maintenane de l'entrept
de données.
 Proposer une résolution du problème de séletion multi-objetif.
 Dénir une arhiteture globale de séletion inrémentale multi-objetif [8, 7℄.
Organisation de la thèse
Cette thèse est organisée en deux parties prinipales :
Partie état de l'art
La première partie expose notre état de l'art. Le premier hapitre aborde les prinipaux onepts
sur les index de jointures binaires et la fragmentation horizontale, et présente une analyse et lassia-
tion des diérents travaux de séletions de es tehniques pour optimiser les entrepts de données. Ce
hapitre présente également le positionnement de nos diérentes propositions par rapport à l'existant.
Le seond hapitre aborde l'optimisation multi-objetif du point de vu dénitions mathématiques et
méthode de résolution ainsi que son appliation dans le ontexte des entrepts de données puis pré-
sente le positionnement de notre proposition dans la littérature.
Partie ontributions
Nous exposons dans ette partie six hapitres qui expose nos prinipales ontributions.
Dans le troisième hapitre, nous proposons une approhe de séletion inrémentale des index
de jointure binaires. Ce hapitre présente le odage utilisé pour odier les ongurations d'index,
la méthode d'élagage de l'espae de reherhe des index et l'algorithme génétique employé pour la
séletion inrémentale des index simples et des index multiples. Le hapitre se termine par une large
étude expérimentale sous le SGBD Orale qui exploite un entrept de données réel pour valider les
approhes proposées et les omparer ave les travaux d'indexation existants.
Le quatrième hapitre expose notre démarhe de séletion inrémentale d'un shéma de fragmen-
tation. Il présente la struture de données exible qui permet de odier n'importe quel shéma de
fragmentation. Ensuite, il expose l'algèbre dite algèbre de fragmentation qui exploite la struture
exible et permet de déterminer toutes les opérations requises pour passer d'un shéma de fragmen-
tation à un autre. Ensuite, le hapitre dérit le Proling des requêtes mis en ÷uvre à la base de
l'algèbre de fragmentation qui ontrle la refragmentation de l'entrept. Après ela, il dérit la nou-
velle arhiteture de séletion inrémentale basée sur le Proling des requêtes. Finalement, le hapitre
expose dans une étude expérimentale le test des approhes proposées.
Le inquième hapitre aborde la séletion jointe des index simples et des index multiples. Il expose
une omparaison entre les deux types d'index, leurs prinipales diérenes et similarités, l'arhiteture
de l'approhe de séletion inrémentale jointe l'étude expérimentale menée sous Orale 11g.
Le hapitre six aborde une approhe de séletion inrémentale jointe des index de jointure binaires
de la fragmentation horizontale. Ce hapitre est une ontinuité de nos travaux préédents sur la
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séletion statique jointe de es deux tehniques. La démarhe et arhiteture de ette approhe est
présentée et est validée ave une étude expérimentale sur Orale.
Le hapitre sept aborde notre approhe d'optimisation inrémentale multi-objetif de la fragmen-
tation horizontale. Il expose la formalisation du problème d'optimisation multi-objetif, le modèle
de oût de maintenane, l'approhe de résolution du problème et l'arhiteture de séletion multi-
objetif. Le hapitre est onlu par une étude expérimentale théorique et pratique sous Orale.
Le hapitre huit présente l'arhiteture de l'outil qui permet d'implémenter toutes les propositions
faites et permet de proposer à l'administrateur de l'entrept de données une assistane pour optimiser
un entrept de données.
Le neuvième hapitre présente la onlusion générale de e travail et esquisse de diverses perspe-
tives.
Publiations
Nous listons dans e qui suit les publiations onernant le travail de ette thèse.
Liste des artiles portant sur les index de jointure binaires :
1. Rima Bouhakri, Ladjel Bellatrehe, Zoé Faget, Sébastien Bress : Séletion statique et inré-
mentale des Index de Jointure Binaire : onepts, algorithmes, étude de performane. Journal
of Deision Systems (JDS'12) Vol. 21(1) : 51-70 (2012) [20℄.
2. Rima Bouhakri, Ladjel Bellatrehe, Khaled-Walid Hidoui : Stati and Inremental Seletion of
Multi-table Indexes for Very Large Join Queries. 16th East-European Conferene on Advanes
in Databases and Information Systems (ADBIS'12) : 43-56, 2012. [21℄
3. Rima Bouhakri, Kamel Boukhalfa, Ladjel Bellatrehe : Algorithmes de séletion des index de
jointure binaires mono et multi-attributs. Ingénierie des Systèmes d'Information (ISI'11) 16(6) :
91-116 (2011) [25℄.
4. Rima Bouhakri, Ladjel Bellatrehe : Séletion statique et inrémentale des index de jointure
binaires multiples. 7ème Journée Franophone sur les Entrepts de Données et l'Analyse en
ligne (EDA'11), Revue des Nouvelles Tehnologies : 171-186, 2011 [18℄.
Liste des artiles portant sur la fragmentation horizontale :
1. Rima Bouhakri, Ladjel Bellatrehe, Zoé Faget : Algebra-based Approah for Inremental Data
Warehouse Partitioning, 25th International Conferen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pli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2. Ladjel Bellatre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rea, So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hanging query workloads via in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algorithms. 28th Annual ACM Symposium on Applied Computing (SAC'13) : 208-210, 2013
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he : A Coding Template for Handling Stati and Inremental
Horizontal Partitioning in Data Warehouses. Journal of Deision Systems (JDS'13) Vol. 22,
2013 [24℄.
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Chapitre 1
Séletion mono-objetif des tehniques
d'optimisation
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1.1. Introdution
1.1 Introdution
Les requêtes de jointure en étoile omportent des prédiats de séletion dénis sur des tables de
dimension et des prédiats de jointures entre la table des faits et les tables de dimension. Pour optimi-
ser les séletions et les jointures, les herheurs ont pensé à employer des tehniques d'optimisations
proposées dans le ontexte des bases de données omme les index, la fragmentation horizontale, la
fragmentation vertiale et les vues matérialisées. Dans le adre de e travail, nous nous intéressons
aux deux tehniques les plus utilisés dans le ontexte d'entreposage de données, à savoir les index et
la fragmentation horizontale.
Les index ont en eet montré leurs performanes dans les bases de données traditionnelles, on peut
par exemple iter les arbres B et leurs variantes [38℄. Un index peut être déni sur une seule olonne
d'une table, ou sur plusieurs olonnes d'une même table. Il peut être lustérisé ou non lustérisé.
Il peut également être déni sur plusieurs tables omme les index de jointure [94℄. Ave l'arrivée
des entrepts de données, l'indexation onstitue une option importante dans la phase de oneption
physique [34℄. Cependant, les tehniques d'indexation utilisées dans les bases de données de type
OLTP (On-Line Transation Proessing) ne sont pas réellement adaptées aux environnements des
entrepts des données. En eet la plupart des transations OLTP aèdent à un petit nombre de
n-uplets, et les tehniques utilisées (index B+ par exemple) sont adaptées à e type de situation.
Les requêtes déisionnelles adressées à un entrept de données aèdent au ontraire à un très grand
nombre de n-uplets. Réutiliser les tehniques des systèmes OLTP onduirait à des index ave un grand
nombre de niveaux qui ne seraient don pas très eaes [78℄. An d'orir des solutions d'indexation
adaptées au ontexte des ED, de nouveaux index ont été proposés. Nous pouvons iter : les index
binaires, les index de jointure et les index de jointure binaires. (a) Les index binaires [30℄ optimisent
les opérations de séletion dénies sur des attributs appartenant à des tables de dimension. Ces index
sont largement utilisés dans les bases de données XML [69, 48℄ et dans la reherhe d'information
[50℄. (b) Les index de jointures en étoile permettant de stoker le résultat d'exéution d'une jointure
en étoile entre plusieurs tables [91℄. () Les Index de Jointures Binaires (IJB) [77℄ permettant
d'optimiser à la fois les jointures en étoile et les opérations de séletions dénies sur les tables de
dimensions, e qui fait qu'ils sont bien adaptés pour optimiser les requêtes de jointure en étoile [89℄.
Vu le bénée que les index de jointures binaires apportent aux requêtes déisionnelles, ils sont très
souvent employés lors de la phase de oneption physique d'entrepts de données. Par onséquent,
plusieurs travaux s'intéressent à développer des proessus de séletions de e type d'index.
An d'optimiser les requêtes déisionnelles une autre tehnique d'optimisation est employée, à
savoir la fragmentation horizontale (FH) qui a déjà fait ses preuves dans le ontexte des bases de
données traditionnelles et d'entreposage de données. La fragmentation horizontale permet de répartir
les instanes d'une table, d'un index ou d'une vue matérialisée en un ensemble de partitions disjointes
appelés fragments horizontaux [84℄. Initialement, la fragmentation horizontale a été utilisée lors de la
oneption logique des bases de données relationnelles et orientées objet [64, 52℄. Atuellement, elle
est onsidérée omme une tehnique d'optimisation utilisée au niveau physique. C'est une tehnique
non redondante ar elle ne néessite pas un espae de stokage supplémentaire [12℄. Deux types
de fragmentation horizontale existent : (a) la fragmentation horizontale primaire (FHP) et (b) la
fragmentation horizontale dérivée (FHD) [80℄.
Nous nous intéressons dans e travail aux index de jointures binaires et à la fragmentation hori-
zontale ar e sont deux tehniques d'optimisation souvent utilisées, lors de la phase de oneption des
entrepts de données, pour optimiser les requêtes de jointures en étoiles. En eet, es deux tehniques
optimisent les opérations de jointures entre table de faits volumineuse et plusieurs tables dimensions
11
1.2. Séletion Isolée des IJB
ave opérations de séletion sur les tables dimensions. Ave l'augmentation ontinuelle de la taille des
entrepts de données et de la omplexités des requêtes déisionnelles, une nouvelle tendane vise à
implémenter onjointement les deux tehniques au même temps an de ouvrir l'optimisation d'un
plus large nombre de requêtes en respetant les ontraintes existantes omme l'espae de stokage
limité qu'on peut allouer aux index par exemple.
Nous présentons dans e hapitre un état de l'art portant sur les travaux sur les index de jointures
binaires et eux portant sur la fragmentation horizontale. Ce hapitre est organisé en inq setion. La
setion 2 présenter un état de l'art sur la séletion des Index de Jointures Binaires et une lassiation
des travaux de reherhes. La setion 3 dérit un état de l'art et une lassiation des travaux qui
traitent de la séletion d'un shéma de fragmentation horizontale. La setion 4 présente les onepts
et travaux sur la séletion jointe des tehniques d'optimisation. La setion 5 onlu le hapitre.
1.2 Séletion Isolée des IJB
Nous présentons dans ette setion les Index de Jointures Binaires et leur fontionnement, la
formalisation du problème de séletion des index et sa omplexité et les prinipaux travaux qui
proposent des démarhe de résolution du problème. Ensuite nous exposons une analyse et lassiation
des travaux existants. Nous présentons deux dénitions employés dans le ontexte de séletion des
index de jointures binaires :
 Attribut de séletion : 'est un attribut non-lé d'une table dimension gurant dans la lause
WHERE d'une requête et utilisé omme ritère de séletion. Supposant une table Clients dont
la dénition relationnelle est Client(CID, Prénom, Nom, Age, Ville). Soit la requête donnée i-
dessus. L'attribut Ville est appelé attribut de séletion ar il permet de séletionner les lients
de la ville d'Alger.
SELECT *
FROM Client
WHERE Ville='Alger'
 Prédiat de séletion : 'est un prédiat logique déni sur un attribut de séletion. Il est de
la forme (A op Vi), où A est un attribut de séletion, Vi une valeur dans le domaine de A et
op∈ {=, <>,<,>,≤,≥}. Il peut également être de la forme A In (V1, · · · , Vn).
1.2.1 Types d'IJ B
Un index de jointure binaires permet de pré-aluler les jointures entre une ou plusieurs tables de
dimension et la table des faits dans les entrepts de données modélisés par un shéma en étoile (O'Neil
et al. 1995, 1997). Il est déni sur la table des faits en utilisant des attributs de séletion appartenant
à une ou plusieurs tables de dimension. Il est omposé d'un ensemble de veteurs binaires muni du
RowID qui permet au SGBD de aluler l'adresse physique de l'enregistrement. Nous distinguons
deux types d'IJB : les IJB simples et les IJB multiples.
1.2.1.1 Les IJB Simples IS
Les IJB simples, appelés aussi IJB mono-attributs, sont des index dénis sur un seul attribut
de séletion. Soit un attribut A appartenant à une table de dimension D. L'attribut A possède m
valeurs distintes v1, v2, · · · , vm. Supposons que la table des faits F est omposée de p instanes. La
onstrution de l'index de jointure binaire déni sur l'attribut A se fait omme suit :
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Figure 1.1  Entrept de données modélisé en étoile
1. réer m veteurs binaires (un veteur pour haque valeur vk) omposés haun de p ligne ;
2. le ie`me bit du veteur d'une valeur vk est mis à 1 si l'instane i de la table des faits est jointe
ave l'instane de la table de dimension D tel que la valeur de A de ette instane est égale à
vk. Il est mis à 0 sinon.
La nature binaire des IJB permet d'améliorer les performanes des requêtes en permettant d'ap-
pliquer des opérations logiques AND, OR, NOT, et. Ces opérations permettent de reherher des
n-uplets vériant des onjontions ou des disjontions de prédiats. Les IJB sont très bénéques pour
les requêtes de type Count(*) où l'aès unique à l'index binaire permet de répondre à es requêtes.
Notons que la taille d'un IJB est proportionnelle à la ardinalité des attributs indexés (nombre de
valeurs distintes). Pour omprendre le fontionnement des IJB simples, nous présentons l'exemple
suivant.
Exemple 1 Soit l'entrept de données modélisé en étoile et omposé d'une table des faits Ventes et
trois tables de dimension Client, Produit et Temps représenté dans la gure 1.1. Soit la requête Q1
suivante :
SELECT ount(*)
FROM Ventes V, Produit P
WHERE V.CID=P.CID
AND C.Catégorie='Beaute'
An d'optimiser le oût d'exéution de Q1, nous réons un IJB simple appelé IJB_Catégorie sur
l'attribut Catégorie de la table dimension Clients (gure 1.2(b)). La population des table Ventes et
Clients est représenté par la gure 1.2(a). L'implémentation des IJB est supportée par la plupart
des SGBD ommeriaux. Ainsi, nous donnons dans e qui suit la syntaxe Orale pour la réation de
l'index IJB_Catégorie.
CREATE BITMAP INDEX IJB_Catégorie
ON Ventes(Produit.Catégorie)
FROM Ventes V, Produit P
WHERE V.CID=P.CID
Pour optimiser la requête Q1, l'optimiser lit le veteur assoié à la valeur 'Beauté'. Puisque que Q1
est une requête Count(*), auun aès aux tables n'est requis ; il sut de aluler le nombre de "1"
dans le veteur résultat (gure 1.2().
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Figure 1.2  Exemple d'index de jointure binaires simple
1.2.1.2 Les IJB Multiples IM
Les IJB multiples, appelés aussi IJB multi-attributs, sont dénis sur plusieurs attributs issus
d'une ou plusieurs tables dimensions. Ce sont don des IJB multi-tables. An de omprendre le
fontionnement des IJB multiples, supposons la onstrution d'un IJB multiple sur un ensemble
d'attributs {A1, · · · , An} appartenant aux tables de dimension D = {D1, · · · ,Dd}. L'attribut Ai
possède mi valeurs distintes v
i
1, v
i
1, · · · , v
i
mi
. Supposons que la table des faits F est omposée de p
instanes. La onstrution de l'index de jointure binaire déni sur les attributs {A1, · · · , An} se fait
omme suit :
1. réer mi veteurs binaires (un veteur pour haque valeur v
i
k) omposés haun de p ligne et
ela pour haque attribut Ai ;
2. le je`me bit du veteur d'une valeur vik est mis à 1 si l'instane j de la table des faits est jointe
ave l'instane de la table de dimension D tel que la valeur de Ai de ette instane est égale à
vik. Il est mis à 0 sinon.
Dans l'exemple suivant, nous allons montrer la onstrution d'un IJB multiple.
Exemple 2 Considérons l'entrept de données de la gure 1.1. Soit la requête Q2 suivante :
SELECT avg (quantité)
FROM Ventes V, Clients C, Produits P, Temps T
WHERE V.CID =C.CID AND V.PID =P.PID AND V.TID =T.TID
AND C.Ville= ('Poitiers' OR 'Alger')
AND T.Mois='Février'
AND P.Catégorie IN ('Beaute', 'Soins')
AND C.Genre='M'
Pour réduire le oût d'exéution de la requête Q2, un IJB multiple est rée sur les attributs Ville,
Mois, Catégorie et Genre (gure 1.3(a)).
Nous donnons dans e qui suit la syntaxe Orale pour la réation de l'index.
CREATE BITMAP INDEX IJB_VMCG
ON Ventes(Client.Ville, Temps.Mois, Produit.Catégorie, Client.Genre)
FROM Ventes V, Clients C, Produit P, Temps T
WHERE V.CID =C.CID AND V.PID =P.PID AND V.TID =T.TID
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Figure 1.3  Exemple d'index de jointure binaires multiple
Pour optimiser la requête Q2, des opérations de AND, OR sont appliquées sur les veteurs du IJB
an d'obtenir le veteur résultat présenté dans la gure 1.3(). Ensuite, l'optimiser aède aux n-uplets
de la table de faits en utilisant les Rowid orrespondant aux bits mis à 1 dans le veteur obtenu. Il
alule la moyenne de quantité de es n-uplets. Cet exemple montre bien l'eaité des IJB pour
l'optimisation de requêtes de jointures en étoile.
La nature binaire des IJB permet d'améliorer les performanes des requêtes en permettant d'ap-
pliquer des opérations logiques AND, OR, NOT, et. Ces opérations permettent de reherher des
n-uplets vériant des onjontions ou des disjontions de prédiats. Les IJB sont très bénéques
pour les requêtes de type Count(*) où l'aès à l'index binaire seulement permet de répondre à es
requêtes. Notons que la taille d'un IJB est proportionnelle à la ardinalité des attributs indexés
(nombre de valeurs distintes). Pour ette raison, ils sont souvent reommandés pour les attributs de
faible ardinalité.
1.2.2 Problème de séletion et travaux existants
An d'optimiser les requêtes de jointure en étoile, les index de jointures binaires sont onstruits
sur des attributs non lé issus des tables dimensions. Cependant, au lieu de dénir les index sur tout
les attributs possibles, on les déni sur un sous ensemble d'attributs non-lés des tables dimensions
utilisés par les requêtes appelés attributs indexables. Un attribut est indexable s'il est utilisé par un
prédiat de séletion gurant dans la lause WHERE d'une requête de jointure en étoile. Cela assure
l'optimisation des requêtes tout en exluant les attributs non pertinents.
Le problème de séletion des index dans sa formalisation général onsiste à séletionner un en-
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semble d'index réduisant le oût d'exéution d'une harge de requêtes exéutées sur un entrept de
données, sans violer la ontrainte d'espae de stokage alloué pour stoker les index. Ce problème
reste ependant diile à résoudre, partiulièrement dans le ontexte d'entrept de donnés, vu le
nombre important d'attributs indexables (plusieurs dizaines ou entaines d'attributs). De plus, les
index peuvent être dénis sur un ou plusieurs attributs issus d'une ou plusieurs tables. Par onséquent,
plusieurs travaux existent dans la littérature proposant des démarhes d'indexation des entrepts de
données. Ces travaux onernent généralement les index de jointures binaires qui sont très eaes
pour optimiser les opérations de jointures en étoile entre la table de faits et plusieurs tables dimensions
ave opération de séletions sur les dimensions.
Nous présentons dans e qui suit la formalisation du problème de séletion des IJB, la omplexité
du problème et les prinipaux travaux qui proposent des démarhes de résolution du problème. Nous
terminons par présenter une analyse ritique des travaux qui nous à onduite à proposer de nouvelles
approhes de séletion d'IJB dans les entrepts de données.
1.2.2.1 Formalisation
Les IJB sont séletionnés et implémentés lors de la phase de oneption physique d'un ED et
sont dénis sur les attributs indexables. Le problème de séletion des IJB (PSIJB) est formalisé
omme suit [2, 28℄ :
Étant donné :
 un ED modélisé par un shéma en étoile ayant d tables de dimension D = {D1,D2, · · · ,Dd} et
une table des faits F ;
 une harge de requêtes Q = {Q1, Q2, · · · , Qm} à partir de laquelle un ensemble d'attributs
indexables AS = {A1, · · · , An} est obtenu ;
 un espae de stokage d'index S.
Le problème PSIJB onsiste à trouver une onguration d'index CI (ensemble d'index dénis sur
AS) tel que :
 Le oût d'exéution de la harge Q en présene de CI est optimisé.
 L'espae de stokage alloué pour les index de CI ne dépasse pas S (Taille(CI) ≤ S).
Formalisé ainsi, le PSIJB est un problème d'optimisation mono-objetif où il faut minimiser un seul
objetif représentant le oût d'exéution de la harge Q en présene des index CI, noté Cost(Q,CI),
sous une ontrainte Taille(CI) ≤ S :{
Minimiser Cost(Q,CI)
ave Taille(CI) ≤ S
(1.1)
Le PSIJB est onnu NP-Complet [42℄. De e fait, il n'existe pas d'algorithme exhaustif proposant une
solution optimale en un temps ni. Plusieurs travaux de reherhe proposent des solutions prohes
de la solution optimale en utilisant des heuristiques réduisant la omplexité du problème.
1.2.2.2 Complexité
La séletion d'une onguration d'IJB est généralement une tâhe diile omparée à d'autres
types d'index. Cela est dû à plusieurs onsidérations :
 un IJB est déni sur les attributs indexables dont le nombre peut être important (plusieurs
dizaines ou entaines) dans le ontexte d'entrept de données, vu le nombre de tables de di-
mension et le nombre d'attributs non lés de haque table ;
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 un IJB multiple peut être déni sur un ou plusieurs attributs issus de diérentes tables de
dimension, e qui augmente le nombre d'IJB possible ;
 un attribut indexable peut gurer dans plusieurs IJB multiples ar es derniers peuvent être
non disjoints ;
 la taille d'un IJB dépend de la ardinalité des attributs indexés. Un attribut de forte ardinalité
rend l'index volumineux, don diile à stoker et à maintenir ;
 la taille d'un IJB dépend aussi du nombre d'instane de la tables de faits qui est de l'ordre de
plusieurs millions d'instanes dans le ontexte d'entrept de données.
Le problème de séletion d'IJB est très omplexe vu la taille très grande de l'espae de reherhe
d'une solution optimale. L'espae de reherhe représente toutes les ongurations possibles de tous
les IJB qu'il est possibles de séletionner. Nous présentons dans e qui suit la taille de l'espae de
reherhe pour les index simples et multiple. Soit AS = {A1, A2, · · · , An} un ensemble d'attributs
indexables andidats pour la séletion d'une onguration d'IJB.
1. Taille de l'espae de reherhe pour les IJB simples : haque attribut de AS peut donner lieu à
l'implémentation d'un IJB simple. Sur l'ensemble AS, il est possible de dénir n IJB simples
distints. Une onguration d'index ontient un sous ensemble des n index. Par onséquent,
toutes les ongurations d'index possibles onstituent une partition de AS en un ensemble de
sous groupes. Le nombre de ongurations d'index total est donné par la formule suivante :
NbConfigIS = 2
n − 1 (1.2)
Si le nombre d'attributs indexables est n = 20, le nombre de ongurations d'IS possibles est
220 − 1 = 1048575.
2. Taille de l'espae de reherhe pour les IJB multiples : Un IJB multiple est onstruit sur un
sous ensemble des n attributs indexables. Ainsi, Le nombre total d'IJB multiples qu'on peut
dénir représente le nombre de partition de AS en un ensemble de sous-groupes où haque sous-
groupe ontient au moins deux attributs. La formule pour aluler le nombre d'index multiples
est donné omme suit :
NbIM = 2
n − n− 1 (1.3)
Le nombre de toutes les ongurations d'index multiples possibles est donné par l'équation
suivante :
NbConfigIM = 2
NbIM − 1 = 22
n−n−1 − 1 (1.4)
Si le nombre d'attributs indexables est n = 20, le nombre total d'IJB est 220 − 20 − 1 =
1048555. De e fait, le nombre ongurations d'IM possibles est 22
20−20−1− 1 = 21048555 − 1 =
101048555×log10(2) − 1 ∼ 10315646.
Vue ette omplexité, et dans le soui d'optimiser simultanément la séletion et la jointure, plusieurs
travaux e sont intéressés à la proposition de démarhe de séletion qui emploi des algorithmes moins
oûteux.
1.2.2.3 Travaux de Aouihe et al.
Les auteurs dans [2℄ proposent une démarhe de séletion des IJB simples et multiples. Vu la
omplexité de l'espae de reherhe, les auteurs proposent d'utiliser une tehnique de DataMining à
savoir l'algorithme CLOSE [81℄ pour la reherhe des motifs fréquents fermés an d'élaguer l'espae
de reherhe d'index. L'élagage vise à éarter les ongurations d'index qui ne sont pas protable
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pour l'optimisation des requêtes. Ensuite, les auteurs emploient un algorithme glouton guidé par
modèle de oût pour séletionner la onguration nale d'IJB. Dans e qui suit, nous allons dénir
les motifs fréquents et les motifs fréquents fermés et présenter le prinipe de l'algorithme CLOSE
ensuite nous exposerons le déroulement du proessus de séletion proposé. Motifs fréquents et
motifs fréquents fermés :
Soient I = i1, · · · , im un ensemble dem items et B = t1, · · · , tn une base de données de n transations.
Chaque transation est omposée d'un sous-ensemble d'items I ′ ⊆ I. Un sous-ensemble I ′ de taille k
est appelé un k-itemset. Une transation ti ontient un motif I
′
si et seulement si I ′ ⊆ ti. Le support
d'un motif I ′ est la proportion de transations de B qui ontiennent I ′. Le support est donné par la
formule support(I ′) = card({t∈B,I
′⊆t})
card(B) . An de qualier un motif d'être fréquent ou non, l'utilisateur
xe un seuil minimum pour le support appelé minsup. Si Support(I ′) > minsup alors I ′ est un motif
fréquent, sinon il est non fréquent. Vu que le nombre de motifs possibles roit exponentiellement (2m),
les auteurs emploient les motifs fréquents fermés. Un motif fréquent fermé est un ensemble maximal
de motifs présent dans toutes les transations auxquelles il appartient (ne représente pas un sous
ensemble d'un autre motif).
Exemple 3 Soient les transations ou requêtes Q1, Q2, Q3, Q4, Q5 et Q6 utilisant inq motifs qui
représentent les attributs indexables, A1, A2, A3, A4 et A5. L'utilisation par les transation et le
support de haque motif est donné par le tableau 1.1. Si on prend un support minimum minsup=3/6,
les motifs A1 et A3 sont fréquents. Le motif A1, A3 est un motif fermé, ar il représente l'ensemble
maximal d'items ommuns aux transations Q1, Q3, Q4 et Q6.
Table 1.1  Matrie d'usage et de supports des motifs
A1 A2 A3 A4 A5
Q1 1 0 1 0 1
Q2 0 0 1 1 1
Q3 1 1 1 0 0
Q4 1 0 1 0 0
Q5 0 0 0 1 0
Q6 1 0 1 0 1
Support 4/6 1/6 5/6 2/6 3/6
Algorithme CLOSE : La génération des motifs fréquents est une tâhe très omplexe. En eet, si
le nombre de motifs est grand, le nombre de motifs fréquents peut exploser. Pour réduire ette om-
plexité, les auteurs emploient l'algorithme CLOSE pour générer les motifs fréquents fermés. CLOSE
repose sur le prinipe d'extration de générateurs d'ensemble de motifs fréquents fermés en alulant
les fermetures sur les ensembles de générateurs. Soit un motif fréquent mi. La fermeture sur l'en-
semble {mi} vise a ajouter a et ensemble les motifs qui sont présents aux même temps que le motif
mi dans un maximum de transation (requêtes). L'ensemble {mi} est appelé générateur. L'algorithme
ommene à l'étape k=1 par l'initialisation des générateurs aux singletons 1-itemsets (haque motif
est un générateur). A l'étape k, l'algorithme alul la fermetures et les supports sur les k-itemsets gé-
nérateurs représentant un ensemble de motifs fréquents andidats. Il détermine ensuite les ensembles
de motifs fréquents fermés selon le seuil minimal du support minsup. Ensuite, les générateurs k+1
sont préparés pour la prohaine itération et les générateur de rangs k sont supprimés. L'algorithme
s'arrête lorsque l'ensemble de k-générateurs fréquents est vide.
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Figure 1.4  Exemple de déroulement de l'algorithme CLOSE
Figure 1.5  Arhiteture pour la séletion des IJB : Aouihe et al.
Exemple 4 Considérons le ontexte d'extration dérit dans l'exemple 3. La gure 1.4 illustre les
étapes d'exéution de l'algorithme CLOSE ave un support minimal de 2/6.
Les auteurs proposent un proessus de séletion des IJB simples et multiples qui est exposer dans
les étapes suivantes (gure 1.5).
1. Extraire la harge de requêtes : La harge de requêtes est extraite à partir du journal de
transations qui est sauvegardé et maintenu automatiquement par le SGBD. Une harge donnée
Q est représentative si elle est aessible grâe à la sauvegarde des opérations réalisées sur le
système durant une période donnés. Cette période est xée par l'administrateur et doit être
susante pour pouvoir antiiper les requêtes futures.
2. Extraire les attributs indexables : Dans le adre de séletion d'IJB, les transations re-
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présentent les requêtes déisionnelles et les motifs représentent des IJB simples ou multiples
potentiels. Une analyse de la harge de requêtes est eetuée an d'extraire les attributs in-
dexables gurant dans la lause WHERE. Ensuite, le ontexte de reherhe des motifs fréquents
appelé aussi le ontexte d'extration est déterminé en onstruisant la matrie requête-attributs
omme suit :
M(i, j) =
{
1 si Aj gure dans la lause WHERE de la requête Qi
0 sinon
3. Élaguer l'espae de reherhe : Un motif fréquent fermé est un ensemble d'attributs ontenu
dans une même requête, qui apparait dans un maximum de requêtes et qui n'est pas ontenu
dans un autre motif. Reherher les motifs fréquents fermés revient à trouver un ensemble initial
d'index qui gurent dans un maximum de requêtes tout en réduisant le nombre de jointure en
étoile à eetuer. Séletionner les index naux sur et ensemble permet d'un oté d'élaguer
l'espae de reherhe des IJB et d'un autre oté assurer l'optimisation d'un grand nombre
de requêtes. Dans un premier lieu, les motifs fréquents fermés sont extraits par exéution de
l'algorithme CLOSE. Ensuite, les index andidats sont onstruits sur les motifs qui permettent
de réer un IJB sur l'entrept. Chaque motif va ontribuer à la onstrution d'un IJB s'il
ontient les attributs néessaires : des lés étrangères de la tables des faits, des lés primaires
des tables dimensions et les attributs non lés des tables dimensions sur lesquels sont dénis les
IJB. Un motif qui vérie es ondition permet de réer la requête SQL d'implémentation des
IJB et qui est donnée omme suit :
CREATE BITMAP INDEX <IJB_A1_..._An>
ON TableFait(D1.Ai, D2.Aj, ..., Dd.An)
FROM TableFait, D1, D2, ..., Dd
WHERE TableFait.id1=D1.id1 AND ... AND TableFait.idd=Dd.idd
4. Séletionner la onguration nale d'index : à partir de l'ensemble d'index andidats
obtenu dans l'étape préédente, un algorithme glouton, guidé par une fontion objetif, est
utilisé an de séletionner une onguration nale d'index. La fontion objetif est basée sur
un modèle de oût qui permet de aluler la taille des index séletionnés ainsi que le oût
d'exéution des requêtes en présene de es index. L'algorithme glouton démarre en initialisant
la onguration nale d'index à l'index qui maximise la fontion objetif. A haque itération,
l'index le plus bénéque est ajouter à la onguration nale. L'algorithme s'arrête si auune
amélioration de la fontion objetif n'est possible et/ou tous les index ont été séletionnés et/ou
l'espae de stokage disponible est saturé.
1.2.2.4 Travaux de Azefak et al.
Les travaux de Azefak et al. [3℄ sont une ontinuité des travaux de Aouihe et al. Ils proposent une
approhe de séletion d'IJB dite dynamique qui permet de mettre à jour la onguration d'index déjà
implémentée sur l'ED lorsque la harge de requêtes évolue. L'évolution de la harge peut se manifester
par l'ajout de nouvelles requêtes ou la suppression de requêtes existantes. Par onséquent, les auteurs
proposent d'utiliser l'algorithme GenMax de DataMining souvent utilisé dans le ontexte de bases
de données volumineuse pour la reherhe inrémentale des motifs fréquents fermés [53℄. A la base
de ela, ils dénissent un proessus de séletion d'IJB simples et multiples qui est toujours exéuté
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Figure 1.6  Arhiteture pour la séletion inrémentale des IJB : Azefak et al.
après une période de temps xée par l'administrateur. Le proessus de séletion (gure 1.6) et le
déroulement de l'algorithme GenMax sont détaillés dans e qui suit.
1. Extraire les attributs indexables : l'analyse de la harge de requêtes permet d'extraire les
attributs indexables. Par la suite, la matrie requêtes-attributs est onstruite.
2. Extration inrémentale des motifs fréquents fermés : Dans ette extension dynamique
des travaux d'Aouihe et al., les auteurs remplaçant l'algorithme CLOSE par l'algorithme Gen-
Max inrémentale pour reherher les motifs fréquents fermés. Ils se plaent dans un ontexte
où la harge de requêtes Q peut être très importante et évolue ave le temps. L'algorithme
GenMax peut déterminer, dans un temps raisonnable, tous les motifs fréquents fermés dans les
grandes bases de données et entrepts de données. De plus, le nombre de motifs générés est
réduit e qui réduit onsidérablement l'espae de reherhe des index. Le prinipe inrémen-
tal de l'algorithme GenMax est assuré par deux ations : (1) sauvegarder dans une base de
onnaissane P les résultats obtenus lors de préédentes itérations (motifs fréquents, le nombre
de requêtes, et) et (2) sanner la base de données à haque itération an de déteter si un
hangement est survenu sur la harge de requêtes. A haque itération, la base P est mise à jour
à partir de la base de données pour stoker le nombre de transations (requêtes) à l'étape pré-
édente, les motifs fréquents et non fréquents qui ont été réés durant de préédentes itérations,
le nombre d'index andidats séletionnés et la liste des motifs fréquents qui les onstruisent,
et. Ensuite, l'algorithme alul la base de données des transations mises à jour. Soit D une
base de données de transations. Soient d+ l'ensemble des nouvelles transations ajoutées et
d− les aniennes transations supprimées. La base de données des transations mises à jour est
△ = (D ∪ d+) − d−. Ainsi, l'extration des motifs fréquents se fait sur △ en utilisant P pour
minimiser les aès à la base de données.
3. Générer les index andidats : L'exéution de l'algorithme GenMax sur la matrie requêtes-
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attributs permet d'obtenir trois ensemble d'index :
 un ensemble I+ de motifs fréquents émergents. Ce sont des motifs in-fréquents dans P mais
qui sont devenus fréquents dans △,
 un ensemble I− de motifs fréquents qui délinent. Ce sont des motifs fréquents dans P mais
qui sont devenus in-fréquents dans △,
 un ensemble I0 de motifs fréquents maintenus. Ce sont des motifs fréquents dans P et △.
La onguration des index andidats est alors alulée omme suit : IC = (I ∪ I+) − I−. A
noter que I0 n'est pas utilisé pour aluler IC, mais est néanmoins enregistrée dans P.
4. Séletionner la onguration nale d'index : un algorithme glouton guidé par modèle de
oût permet de séletionner sur les index andidats IC la onguration d'index nale qui, une
fois implémentée sur l'entrept, permet d'optimiser la harge de requêtes sans dépasser l'espae
de stokage alloué pour les index.
5. Mise à jour de la onguration d'index : Pour mettre à jour la onguration atuelle I, il
faut réer tous les index émergents i ∈ (I ′− I) ; supprimer tous les index délinants i ∈ (I − I ′)
et réinitialiser I à I ′.
1.2.2.5 Travaux de Bellatrehe et al.
Bellatrehe et al. [16℄ proposent une approhe de séletion des IJB simples basée sur la génération
des motifs fréquents fermés en développent les travaux de Aouihe et al. [2℄. En analysant les travaux
de Aouihe et al., les auteurs remarquent que le oeur de la séletion proposée est la génération des
motifs fréquents fermés qui emploie uniquement la fréquenes d'aès des requêtes aux attributs.
Par onséquent, les auteurs proposent d'utiliser d'autres paramètres importants omme la taille des
tables et des attributs, la longueur des tuples, la taille de la page système et proposent une nouvelle
version des algorithmes DataMining appelés DynaClose et DynaCharm qui prennent en ompte es
paramètres. Cei est justié par le fait que les opérations les plus oûteuses sont les jointures entre la
table des faits et les tables de dimension qui dépendent fortement de la taille des tables. En utilisant
uniquement la fréquene d'aès omme ritère de séletion ou élimination des index, l'algorithme peut
éliminer des index sur des attributs non fréquents mais qui appartiennent à des tables de dimension
volumineuses.
Exemple 5 Considérant l'exemple 3. Le motif séletionné est {A1, A3} et {A2} est éarté. Supposant
que l'attribut A2 appartient à une table dimension de 200000 instane et que les attributs A1 et A3
appartiennent quand à eux à une table de 100 instane. Même s'il n'est pas fréquent, dénir un index
sur A2 apporterait une amélioration onsidérable au oût d'exéution total de la harge de requêtes.
Le proessus de séletion des index se déroule en trois étapes prinipales : élagage de l'espae de
reherhe des index, séletion des index andidats et séletion de la onguration nale d'index.
1. Élaguer l'espae de reherhe : Les auteurs proposent une amélioration des algorithmes
CLOSE et CHARM en proposant une nouvelle version appelée DynaClose et DynaCharm. Ces
deux nouveaux algorithmes se basent sur une fontion Fitness omme alternative à l'utilisa-
tion du support pour hoisir ou éarter un motif. Pour un motif fréquent mi, une fontion
Fitness(mi) est dénie omme suit :
Fitness(mi) =
1
n
× (
n∑
j=1
αj × supj) (1.5)
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où n, supj représentent respetivement le nombre d'attributs non lés Aj dans mi et le support
de Aj . αj est un paramètre de pénalisation déni omme suit : αj =
|Dj |
|F | , ave |Dj |et|F |
représentent respetivement le nombre de pages néessaires pour stoker la table de dimension
Dj et la table des faits F . Notons que la fontion tness pénalise les motifs fréquents fermés qui
sont dénis sur des tables de dimension de petite taille. An de séletionner les motifs fréquents,
un seuil est alulé omme suit : Minfit = minsup|F | × (
∑d
j=1
|Dj |
|d| ), ave d le nombre des tables
dimensions.
2. Séletionner les index andidats ette étape permet d'éliminer les motifs présentant une
anomalie pouvant empêher la réation d'IJB. La puriation assure les deux onditions sui-
vantes : (1) Chaque motif ayant tous les attributs non lés dénis sur une même table dimension
doit avoir uniquement deux attributs lés, une lé dimension et la lé étrangère de fait orres-
pondante. (2) Chaque motif ayant les attributs non lés sur k tables de dimension doit avoir 2k
lés : k lés dimension et k lés étrangères de la table de fait orrespondantes.
3. Séletionner la onguration nale d'index : les auteurs utilisent un algorithme glouton
guidé par un modèle de oût pour la séletion nale d'IJB simples. A partir des motifs obtenus
préédemment sont extraits tout les attributs non lé pour onstituer un ensemble d'attributs
indexables andidats. A la première itération, l'algorithme ommene par séletionner l'index
déni sur l'attribut ayant la plus faible ardinalité. Ensuite, à haque itération, un nouvel index
est ajouté en respetant l'ordre roissant des ardinalité. L'algorithme s'arrête dans le as où
tout les index sont séletionnés ou l'espae de stokage est saturé.
1.2.2.6 Travaux de Boukhalfa et al.
Les auteurs Boukhalfa et al. [9℄ ont proposés deux proessus de séletion d'IJB, le premier
proessus séletionne une onguration d'IJB simples et le seond proessus séletionne un ensemble
d'IJB multiples. Un algorithme glouton est utilisé dans haune des démarhes pour la séletion
d'une onguration nale d'index. Nous présentons dans e qui suit les deux démarhes de séletion.
Séletion d'une onguration d'index simples Les IJB mono-attribut sont intéressants pour
des requêtes ayant une seule opération de séletion dénie sur un attribut de faible ardinalité. Ce
type d'index réduit la taille des IJB générés. Le déroulement du proessus de séletion d'index,
illustré dans la gure 1.7 est réalisé en trois étapes :
1. l'identiation des attributs indexables : dans la première étape, l'ensemble des requêtes est
analysé an d'extraire les attributs indexables. Ces attributs sont les attributs sur lesquels un
prédiat de séletion est déni dans la harge de requêtes. Les attributs indexables andidats
sont hoisis parmi les attributs indexables de faible et de moyenne ardinalité ;
2. l'initialisation de la onguration : l'algorithme ommene par une onguration initiale ompo-
sée d'un index mono-attribut déni sur l'attribut ayant la plus petite ardinalité noté IJBmin ;
3. l'enrihissement de la onguration atuelle par l'ajout de nouveaux index : la onguration
initiale est améliorée itérativement par l'ajout d'index dénis sur d'autres attributs non enore
indexés. L'algorithme s'arrête lorsque l'une des deux onditions suivantes est satisfaite : auune
amélioration n'est possible et l'espae de stokage est onsommé.
Séletion d'une onguration d'index multiples Rappelons qu'un IJB multiple est déni
sur plusieurs attributs {A1, A2, · · · , An}, où haque attribut Aj peut appartenir à n'importe quelle
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Figure 1.7  approhe de séletion des IJB simples : Boukhalfa et al.
Figure 1.8  approhe de séletion des IJB multiples : Boukhalfa et al.
table de dimension. L'approhe proposée (gure 1.8) repose sur quatre étapes : (1) l'identiation des
attributs indexables, (2) la onstrution d'une onguration par requête, (3) la onstrution d'une
onguration initiale et (4) la onstrution d'une onguration nale. Les étapes (2) et (3) onstituent
la phase d'initialisation tandis que la quatrième étape onerne la phase de puriation de la solution.
(1) Identiation des attributs indexables. Cette étape se fait de la même manière que dans
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l'approhe de séletion des IJB mono-attribut.
(2) Constrution d'une onguration par requête. Dans ette étape, la harge de requêtes Q
est élatée en m sous-harges. Chaque sous-harge est omposée d'une seule requête. Pour haque
requête Qi est séletionné l'index qui ouvre tous les attributs indexables utilisés par ette requête.
Cela est motivé par le fait que et index pré-alule toutes les jointures de la requête. Par onséquent,
peu ou pas de jointures sont eetuées pour exéuter la requête, e qui permet de réduire onsidéra-
blement son oût d'exéution.
(3) Constrution d'une onguration initiale. Il s'agit de onstruire une onguration initiale
à partir de l'ensemble des index générés lors de l'étape préédente. Cette onguration initiale est
générée en eetuant l'union des index obtenus an que haque requête puisse être optimisée via
l'IJB ontenant tous les attributs indexables qu'elle utilise. Notons que le nombre d'index dans la
onguration initiale est inférieur ou égal au nombre de requêtes de la harge, ar ertaines requêtes
partagent les mêmes index. De plus, vu l'absene d'étape d'élagage d'attributs, ette onguration
est dénie sur tout l'ensemble d'attributs indexables.
(4) Constrution d'une onguration nale par puriation. La onguration initiale obtenue
dans l'étape préédente ne prend pas en onsidération la ontrainte d'espae qui peut être violée. Si
la taille de la onguration initiale est inférieure à la apaité de stokage, alors elle est automatique-
ment hoisie omme onguration nale. Dans le as ontraire, une puriation itérative d'attributs
est eetuée jusqu'à e que la ontrainte de stokage soit satisfaite. La puriation est faite en élimi-
nant ertains attributs. Les auteurs ont onsidéré quatre stratégies d'éliminations : (a) élimination
des attributs de forte ardinalité, (b) élimination des attributs appartenant aux tables moins volumi-
neuses, () élimination des attributs les moins utilisés par les requêtes, (b) élimination des attributs
apportant moins de rédution de oût, ela est motivé par le fait que les trois premières stratégies
sont simples mais auune métrique n'est utilisée. Les auteurs proposent don d'utiliser un modèle
de oût qui évalue le oût d'exéution des requêtes en présene des index et les attributs apportant
moins de rédution du oût sont éliminés.
Algorithme d'anité : Les auteurs proposent un algorithme basé sur les anités des attributs
pour la séletion des IJB multiples. Cet algorithme est une adaptation de l'algorithme de Navathe
et al., ([74℄[76℄) proposé pour la fragmentation vertiale. Le prinipe de base est de regrouper les
attributs ayant une grande anité souvent alulée à partir des fréquenes d'aès des requêtes. Ainsi,
si un maximum de requêtes utilisent simultanément un ensemble d'attributs de faible ardinalité, es
derniers peuvent former un IJB qui peut s'avérer bénéque pour optimiser es requêtes. Soient
la harge de requêtes Q = {Q1, Q2, · · · , Qm} et l'ensemble des attributs indexables {A1, · · · , An}.
L'algorithme manipule deux matries :
 La matrie d'usage des attributs ontient les requêtes en ligne et les attributs en olonne.
Un élément MUAij (1 ≤ i ≤ m; 1 ≤ j ≤ n) est mis à 1 si Qi référene l'attribut Aj , il est mis
à zéro dans le as ontraire. Pour n = m = 4, la matrie d'usage est donnée par le tableau 1.2.
 La matrie d'anité est une matrie arrée ontenant les attributs indexables en ligne et
en olonne. La valeur de l'élément de la ligne i et de la olonne j reporte les valeurs d'anité
dénies entre es attributs. Cette anité orrespond à la somme des fréquenes d'aès des
requêtes aédant simultanément aux deux attributs.
En utilisant es deux matries, deux variantes de l'algorithme existent selon la manière de regrouper
les attributs :
1. Regrouper les attributs par partitionnement binaire : Dans un premier lieu, la matrie
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A1 A2 A3 A4 Frq
Q1 1 0 1 1 45
Q2 0 1 1 0 5
Q3 0 1 0 1 75
Q4 0 0 1 1 3
Table 1.2  Matrie d'usage des attributs
Figure 1.9  Résultat d'exéution du partitionnement graphique
d'anité ordonnée est alulée. C'est une matrie semi-blo diagonale obtenue en appliquant
l'algorithme BEA [72℄ qui eetue des permutations de lignes et de olonnes sur la matrie d'af-
nité. Dans un seond lieu, un partitionnement binaire réursif de la matrie d'anité ordonnée
est eetué. Il s'agit de trouver une position sur la diagonale prinipale an de dénir deux sous-
matries sur ette diagonale. Les deux sous-matries ontiennent des valeurs d'anités prohes
don des attributs fréquemment aédés simultanément. Ce partitionnement peut être appliqué
d'une manière réursive sur les sous-matries obtenues. Chaque sous-matrie nale ontient un
ensemble d'attributs utilisés pour générer un index de jointure binaire. L'appliation du regrou-
pement binaire sur la matrie d'usage d'attributs du tableau 1.2 donne le résultat représenté
dans le tableau 1.3).
A1 A2 A3 A4
A1 45 45 0 0
A2 45 53 5 3
A3 0 5 80 75
A4 0 3 75 78
Table 1.3  Résultat du partitionnement binaire BEA
2. Regrouper les attributs par partitionnement graphique : Le regroupement des attributs
est eetuer en générant un graphe omplet et étiqueté, appelé graphe d'anité des attributs
[76℄. Les noeuds de e graphe représentent les attributs et une arête est la valeur d'anité. Ce
graphe est parouru pour former des yles, où haun ontient des attributs ayant une grande
anité. Chaque yle devient un index de jointure binaire. La omplexité de et algorithme
est θ(n2), où n représente le nombre d'attributs indexables [76℄. A noter que et algorithme
n'utilise pas le modèle de oût et n'est pas ontraint par l'espae de stokage. A noter aussi que
les deux variantes peuvent générer deux solutions diérentes pour le même ensemble d'attributs
indexables. L'appliation du regroupement graphique sur la matrie d'usage d'attributs du
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Figure 1.10  Classiation des travaux de séletion d'IJB
tableau 1.2 donne le résultat représenté dans la gure 1.9.
1.2.3 Bilan et disussion
En analysant es travaux de séletion des index de jointures binaires [9, 2, 3, 16℄, nous avons
identié deux phases importantes dans la séletion des IJB ; la séletion de la onguration initiale
d'index et la séletion de la onguration nale d'index. (1) La séletion de la onguration initiale
d'index onsiste à déterminer l'espae de reherhe des index potentiels à la séletion. Une analyse
syntaxique des requêtes est d'abord eetuée an d'extraire les attributs de séletion andidats à l'in-
dexation, puis une étape d'élagage de l'espae de reherhe est eetuée. Rappelons que la omplexité
du problème de séletion d'IJB est proportionnelle au nombre d'attributs andidats [9℄. Dans le
ontexte d'ED, le nombre d'attributs de séletion est très important (plusieurs dizaines ou entaines
d'attributs) e qui augmente la taille de l'espae de reherhe du problème de séletion des index. De
e fait, une phase d'élagage a été proposée an d'éarter les attributs ou index non pertinents pour
la séletion. Cet élagage peut se faire manuellement en se basant sur l'expériene de l'administrateur.
Cependant, ette solution n'est pas appropriée surtout si le nombre d'attributs est important. An
de palier à ette limite, plusieurs travaux proposent l'élagage automatique en utilisant une tehnique
algorithmique pour éarter les index ou attributs andidats non pertinents. Les tehniques de fouille
de données [16, 2, 3℄ et d'élimination d'attributs, en utilisant des ritères omme la fréquene, la
ardinalité des attributs, et. [9℄, sont utilisées dans e as. Une fois l'élagage fait, un ensemble d'at-
tributs andidats à l'indexation est établi. (2) La séletion de la onguration nale d'index : durant
ette phase des algorithmes approximatifs (gloutons, reuit simulé, algorithmes génétiques, et.) sont
proposés an de séletionner une onguration nale réduisant le oût d'exéution de requêtes et
satisfaisant la ontrainte de stokage. Les travaux adoptent les algorithmes gloutons [16, 2, 3, 9℄.
Nous présentons dans la gure 1.10 une lassiation des travaux sur la séletion des IJB. Après
avoir analysé les prinipaux travaux sur l'indexation dans le ontexte des ED, nous avons identié
inq prinipaux verrous :
1. Les plupart des travaux de séletion d'index se situent dans le adre de séletion dite statique,
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basée sur la onnaissane préalable des requêtes. Or, dans le ontexte d'entreposage de données
on peut avoir une évolution d'instane ausée par l'insertion de nouvelles instanes dans les
tables ou une évolution de harge représenté par le hangement de fréquenes d'exéution des
requêtes, l'exéution de nouvelles requêtes, et. D'un oté, l'évolution d'instane ause une aug-
mentation de la taille des index implémentés sur l'entrept e qui risque de auser une violation
de la ontrainte d'espae de stokage. D'un autre oté, si les requêtes hangent, la onguration
d'index implémenté devient obsolète. En onséquene, une optimisation ontinuelle de la harge
de requêtes est primordiale an d'adapter les index existants à l'évolution de la harge tout en
respetant l'espae alloué aux index.
2. La séletion des IJB multiples représente un enjeu important pour la ommunauté d'entrept
de données. D'une part, les IJB multiples pré-alulent les opérations omplexes de jointures
en étoiles. D'autre part, l'espae de reherhe que les algorithmes doivent parourir est très
omplexe. De plus, ils orent un avantage non négligeable par rapport aux IJB simples, ils
permettent de mieux respeter la ontrainte d'espae de stokage. En eet, si deux IJB simples
sont dénis sur les attributs A1 et A2 respetivement, ils sont plus volumineux qu'un seul IJB
multiple déni sur les deux attributs, puisque haque index omporte une olonne supplémen-
taire onstituant l'identiant (RowID néessitant 16 otets dans le SGBD Orale, par exemple).
Ainsi, le développement de tehniques d'élagage pertinentes est reommandé pour réaliser la
séletion d'IJB multiples.
3. Peu de travaux de séletion adoptent l'élagage automatique basé sur des requêtes, sahant que
es dernières sont au oeur du proessus d'optimisation. En eet, la séletion d'un IJB qui
ouvre tout les attributs d'une requête permet de pré-aluler les opérations de jointures en
étoiles omplexes et outeuses en terme de temps d'exéution. De plus, vu la omplexité des
requêtes, un IJB qui ouvre tout les attributs d'une requête donnée peut être très volumineux
et peut don être omplètement éarté du proessus de séletion e qui ompromet l'optimisation
des requêtes les plus omplexes.
4. Peu de lasses d'algorithmes ont été explorées pour séletionner des index, d'où la néessité de
développement d'autres types d'algorithmes.
5. Les travaux de séletion d'index ne font pas la distintion entre les index simples et multiples.
Les espaes de reherhe sont ombinés en un seul espae très omplexe e qui représente un
handiap majeur pour les index simples. En eet, l'espae de reherhe des index multiples
est onsidérablement plus omplexe que elui des index simples. Une autre vision de séletion
pourrait être plus bénéque en onsidérant haque type d'index omme une TO à part entière.
On pourrait don étudier la séletion jointe des index simples et des index multiples.
Nos propositions : Compte tenue de l'analyse des travaux d'indexation que nous avons fait, notre
objetif est de dénir une approhe de séletion d'IJB qui ouvre trois aspets :
1. Proposition d'une démarhe de séletion inrémentale des IJB qui permet d'adapter la on-
guration d'index atuellement implémentée à l'évolution de l'entrept.
2. Proposition d'un nouvel algorithme de séletion basé sur les algorithmes génétiques.
3. Proposition d'un nouvel élagage basé sur les requêtes pour la séletion des index multiples.
4. Proposition d'une séletion jointe des index simples et des index multiples, statique puis inré-
mentale.
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1.3 Séletion isolée d'un shéma de Fragmentation Horizontale
La fragmentation horizontale FH vise à restruturer les données an de failiter leur exploitation
et interrogation par les requêtes déisionnelles. Elle permet de répartir les instanes d'une table, d'un
index ou d'une vue matérialisée en un ensemble de partitions disjointes appelés fragments horizontaux
[84℄ selon un ensemble d'attributs appelés attributs de fragmentation gurant dans les tables. La
fragmentation horizontale est onsidérée omme une préondition pour la oneption de diérents
types de bases de données : bases de données relationnelles [75℄, orientées objets [64℄, relationnelles-
objets [52℄, entrepts de données [14℄, et. Elle est également employée dans diérents ontextes :
bases de données entralisées [80, 84℄, distribuées [80℄, parallèles [90℄, de type grilles (Grid Computing)
[96℄ et plus réemment dans les bases de données de types Cloud [41℄. Initialement, la fragmentation
horizontale a été utilisée lors de la oneption logique des bases de données relationnelles et orientées
objet [64℄. Atuellement, elle est onsidérée omme une tehnique d'optimisation utilisée au niveau
physique.
Dans le ontexte d'entrepts de données, deux points importants aratérisent la fragmentation
horizontale : (1) elle est onsidérée omme une tehnique d'optimisation non redondante ar elle ne
néessite pas un espae de stokage supplémentaire [12℄ et (2) elle est appliquée lors de la réation
de l'entrept de données. Elle est employée dans plusieurs types d'entrepts de données omme les
entrepts entralisés, distribués et parallèles. Deux types de fragmentation horizontale existent : (a)
la fragmentation horizontale primaire (FHP) et (b) la fragmentation horizontale dérivée (FHD) [80℄.
Avant de dénir es deux types de fragmentation, nous présentons deux dénitions utilisées dans les
travaux liés à la fragmentation :
 Attribut de fragmentation : 'est un attribut de séletion utilisé pour fragmenter la table à
laquelle il appartient en fragments disjoints.
 Domaine d'un attribut : noté Dom(A), il représente les valeurs distintes qu'un attribut A peut
prendre. Par exemple, le domaine d'un attribut Genre est Dom(Genre)={F,M}.
1.3.1 La FH et son évolution
Nous allons aborder dans e qui suit les deux types de fragmentation horizontale. Ensuite, nous
abordons la fragmentation horizontale dans les entrepts de données.
1.3.1.1 Fragmentation primaire et dérivée
La fragmentation horizontale primaire permet de répartir les tuples d'une table suivent la onjon-
tion de prédiats de séletion dénis sur les attributs de la même table. Elle favorise les opérations
de séletion portées sur les attributs de fragmentation, ar pour exéuter une requête qui ontient
un prédiat de séletion sur un attribut de fragmentation, l'optimiseur ne harge que les fragments
onerné par le prédiat de séletion [29℄. Elle est réalisée grâe à l'appliation de l'opération de res-
trition sur les tuples de la table à fragmenter. Une opération de restrition appliquée sur une table
suivant un ritère dénit un fragment omme suit :
Tablei = σcritere(Table)
La fragmentation horizontale dérivée permet de fragmenter une relation suivant la fragmentation
horizontale primaire d'une seonde relation, à ondition de l'existene de relation mère-lle entre les
deux tables. Elle est réalisée par l'exéution de semi-jointure entre les fragments propriétaires et la
table membre à fragmenter [80℄. La formule est donnée par :
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Figure 1.11  Fragmentation horizontale primaire d'une table Clients sur l'attribut Genre
Figure 1.12  Fragmentation horizontale dérivée de la table Ventes suivant Clients
TableF illej = TableF ille ⋉ TableMerei
Exemple 6 Considérons l'entrept de données illustré sur la gure 1.1. La table Clients est fragmen-
tée ave une FH primaire sur l'attribut Genre e qui permet d'obtenir deux fragments : Client1 qui
ontient les lients féminins et Client2 ontenant les lients masulins (gure 1.11). La desription
de l'opération de fragmentation par restrition est donnée omme suit :
 Client1 = σGenre=F (Clients)
 Client2 = σGenre=M(Clients)
Vu l'existene d'un lien mère-lle entre les deux tables, la table Ventes est fragmentée par FH dérivée
suivant la FH primaire de la table Clients (gure 1.12). Cette fragmentation est obtenue en appliquant
les semi-jointures suivantes :
 Vente1 = Ventes ⋉ Client1
 Vente2 = Ventes ⋉ Client2
Par onséquent, le fragment Vente1 ontient les ventes des lients féminins et Vente2 les ventes des
lients masulins.
1.3.1.2 Fragmentation des entrepts de données
An de fragmenter un entrept de données, plusieurs sénarios peuvent être onsidérés. Cepen-
dant, Les auteurs dans [14℄ montrent que le meilleur sénario est de fragmenter les tables dimensions
suivants une fragmentation primaire sur leurs attributs respetifs, ensuite la table de faits est frag-
mentée par une FH dérivée suivant la FH primaire des tables dimensions. Cela permet de répartir
l'entrept de données en plusieurs sous shémas en étoiles où haque sous shéma ontient un frag-
ment de la table de faits et tous les fragments des tables dimensions qui ont permet de le dénir.
Ce sénario de FH permet d'améliorer les opérations de séletions sur les tables dimensions et les
opérations de jointures entre la table de faits et les tables dimensions ontenues dans les requêtes de
jointures en étoile.
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Vente1
Vente2
Vente3
Vente4
Client1
Genre=F
Client2
Genre=M
Produit1
PNom=P1
Produit2
PNom=P2
Figure 1.13  Fragmentation de l'entrept de données
Exemple 7 Considérons les tables dérites dans l'exemple 6. Supposons la table dimension Produits
fragmentée selon la fragmentation primaire suivante :
 Produit1 = σPNom=P1(Produits)
 Produit2 = σPnom=P2(Produits)
La table Ventes est fragmentée en 4 fragments par FH dérivée suivant la FH primaire des tables
Clients et Produits. La desription de ette fragmentation est la suivante :
 Vente1 = Ventes ⋉ Client1 ⋉ Produit1
 Vente2 = Ventes ⋉ Client1 ⋉ Produit2
 Vente3 = Ventes ⋉ Client2 ⋉ Produit1
 Vente4 = Ventes ⋉ Client2 ⋉ Produit2
A l'issu de la fragmentation, l'entrept de données est répartis en 4 sous shémas en étoiles omme
illustré sur la gure 1.13
1.3.1.3 La fragmentation dans l'industrie
La fragmentation horizontale a susité beauoup d'intérêt en industrie. Plusieurs SGBD ommer-
iaux (Orale, DB2, SQL Server, Sybase) proposent l'implémentation de ette tehnique d'optimisa-
tion. Nous présentons dans e qui suit l'implémentation de la FH primaire et dérivée dans le SGBD
Orale.
La fragmentation horizontale primaire dans Orale : Orale propose de fragmenter une table,
lors de sa réation, suivant deux modes : un mode simple où la table est fragmentée suivant un seul
de ses attributs et le mode omposite où la table peut être partitionnée selon deux de ses attributs.
Depuis la version Orale 8i trois modes simples sont proposés : RANGE, LIST et HASH
1. RANGE : appelé aussi mode intervalle, il permet de fragmenter une table suivant la répar-
tition en intervalles disjoints du domaine de l'attribut de fragmentation. Il est souvent utilisé
pour des attributs à forte ardinalité dont le domaine présente une relation d'ordre entre ses
valeurs omme les entiers, réels, dates, et. omme par exemple l'Age d'un lient. Supposant la
fragmentation par le mode RANGE de la table Clients suivant l'attribut Age dont le déoupage
du domaine est Dom(Age) = {[0-20[, [20-40[, [40-80℄}. La syntaxe Orale qui permet d'exéuter
ette fragmentation est donnée omme suit :
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CREATE TABLE CLIENT (CID number(6), Nom varhar2(30), Genre har(1),
Age number(3), Ville varhar2(50))
PARTITION BY RANGE(Age)
(PARTITION Client1 VALUES LESS THAN (20),
/ PARTITION Client2 VALUES LESS THAN (40),
PARTITION Client3 VALUES LESS THAN (MAXVALUE));
La fragmentation suivant le mode RANGE est très bénéque pour les requêtes de type intervalle.
Par exemple, l'exéution de la requête suivante néessite uniquement le hargement du fragment
Client1.
SELECT *
FROM Clients
WHERE Age < 20;
2. LIST : e mode permet de fragmenter une table suivant les valeurs distintes de l'attribut de
fragmentation. La syntaxe Orale de fragmentation de la table Clients suivant l'attribut Genre
est donnée par :
CREATE TABLE CLIENT (CID number(6), Nom varhar2(30), Genre har(1),
Age number(3), Ville varhar2(50))
PARTITION BY LIST (Genre)
(PARTITION Client1 VALUES ('F'),
PARTITION Client2 VALUES ('M'));
Ce mode de fragmentation aélère les requêtes ave séletion sur l'attribut Genre omme
SELECT *
FROM Clients
WHERE Genre = 'F';
3. HASH : pour e mode, il faut donner la lé de la table et le nombre de fragments désirés.
Orale utilise une fontion de hahage interne an de aluler la valeur de hahage sur haque
tuple de la table et l'attribue au fragment adéquat. Nous donnons dans e qui suit la syntaxe
Orale pour fragmenter la table Clients par mode HASH :
CREATE TABLE CLIENT (CID number(6), Nom varhar2(30), Genre har(1),
Age number(3), Ville varhar2(50))
PARTITION BY HASH (Id)
PARTITION 4;
4. Mode Composite : pour fragmenter une table suivant deux attributs, Orale, depuis sa
version 11g, propose la syntaxe SUBPARTITION qui permet de omposer entre deux des modes
simples présentés i-dessus. Par exemple : RANGE-RANGE, RANGE-LIST, LIST-RANGE,
LIST-HASH, et. La fragmentation en mode omposite RANGE-LIST de la table Clients sur
les attributs Age et Genre se fait en deux niveaux. Dans le premier niveau on fragmente par
mode RANGE selon l'attribut Age, Dans le seond niveau, on fragmente la table partitionnée
résultante suivant le mode LIST sur l'attribut Genre. La syntaxe Orale est donnée omme
suit :
CREATE TABLE CLIENT (CID number(6), Nom varhar2(30), Genre har(1),
Age number(3), Ville varhar2(50))
PARTITION BY RANGE (Age)
SUBPARTITION BY LIST (Genre)
(SUBPARTITION C-Masulins VALUES ('M'),
SUBPARTITION C-Féminins VALUES ('F'))
(PARTITION Client1 VALUES LESS THAN (20),
PARTITION Client2 VALUES LESS THAN (40),
PARTITION Client3 VALUES LESS THAN (MAXVALUE)));
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La fragmentation horizontale dérivée dans Orale : Elle est supportée depuis la version Orale
11g par le mode REFERENCE. Elle permet de fragmenter une table lle suivant la fragmentation
par un des mode RANGE, LIST ou HASH de la table mère en supposant l'existene d'une relation
mère-lle entre les deux tables. Considérons la table dimension Clients fragmenté par le mode LIST
sur l'attribut Genre et la table de faits Ventes. La syntaxe Orale qui permet de fragmenter la table
Ventes par le mode REFERENCE est donnée par la requête suivante :
CREATE TABLE VENTES (TID number(6), CID number(6), PID number(6), PrixUnit Number(8,2)
CONSTRAINT Client_fk FOREIGN KEY (CID)REFERENCES Client(CID))
PARTITION BY REFERENCE(Client_fk);
Gestion de partitions : An de gérer les diérents fragments ou partitions générés après frag-
mentations des tables, plusieurs SGBD ommeriaux fournissent une syntaxe DDL pour la gestion
des partitions. Deux fontions prinipales sont disponibles : MERGE PARTITION qui permet de fu-
sionner deux partitions en une seule et SPLIT PARTITION, fontion duale à la première, permet de
fragmenter une partition en deux partitions. La syntaxe SQL de es fontions est donnée i-dessous.
ALTER TABLE <table_name>
MERGE PARTITIONS <first_partition>, <seond_partition>
INTO PARTITION <partition_name> ;
ALTER TABLE <table_name>
SPLIT PARTITION <partition_name> AT <range_definition>
INTO (PARTITION <first_partition>, PARTITION <seond_partition>)
1.3.2 Problème de séletion et travaux existants
Le problème de séletion d'un shéma de fragmentation est formalisé omme suit :
Étant donné :
 une table T à fragmenter
 une harge de requêtes Q = {Q1, Q2, · · · , Qm}
Le problème de séletion d'un shéma de fragmentation onsiste à fragmenter la table T en n fragments
horizontaux tel que le oût d'exéution de la harge de requête soit optimisé. Nous allons présenter
les travaux qui proposent une démarhe de fragmentation horizontale dans les entrepts de données
relationnels, entralisés et modélisés en étoile.
1.3.2.1 Travaux de Bellatrehe et al.
L'auteur dans [6℄ propose une approhe de fragmentation horizontale des entrepts de données qui
reprend l'algorithme de fragmentation basé sur la omplétude et minimalité des prédiats dénit dans
[80℄. Cet algorithme onsidère une table T et un ensemble de prédiats simples P = {p1, p2, · · · , pn}
dénis sur les attributs de la table T et extraits à partir de la harge de requêtes à optimiser.
L'algorithme produit en sortie des fragments horizontaux de T en exéutant les étapes suivantes :
1. A partir de l'ensemble P , générer un ensemble omplet et minimal de prédiats en exéutant
l'algorithme COM-MIN présente dans [79℄. La minimalité permet d'avoir uniquement des pré-
diats pertinents, où un prédiat pertinent permet de partitionner une table en deux fragments
distints. La omplétude assure qu'il n'y ait auune perte de données lors du proessus de frag-
mentation tel que haque tuple de la table peut être identié par une onjontion de prédiats.
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2. Générer l'ensemble des minterms M = {m|m = ∧(1≤k≤n)pk∗}, où pk∗ est un prédiat pk or
¬pk.
3. Éliminer les minterms redundants et ontraditoires dans M.
4. Générer les fragments : haque minterm mi ∈ M permet de dérire un fragment dénit par
σmi(T ).
Cette approhe est simple mais possède une grande omplexité. Pour n simples prédiats, l'algorithme
COM-MIN génère 2n minterms.
Exemple 8 Soit {P1, P2, P3, P4} quatre prédiats dénis sur la table Clients et donnés omme suit :
P1 : A < 40, P2 : A > 20, P3 : V ille = Alger et P4 : V ille = T izi. Sur es prédiats, on peut dénir 16
(24) minterms dérit par la table 1.4. Après élimination des minterms redondants et ontraditoires,
Minterms (1 à 8) Minterms (9 à 16)
P1 ∧ P2 ∧ P3 ∧ P4 ¬P1 ∧ P2 ∧ P3 ∧ P4
P1 ∧ P2 ∧ P3 ∧ ¬P4 ¬P1 ∧ P2 ∧ P3 ∧ ¬P4
P1 ∧ P2 ∧ ¬P3 ∧ P4 ¬P1 ∧ P2 ∧ ¬P3 ∧ P4
P1 ∧ P2 ∧ ¬P3 ∧ ¬P4 ¬P1 ∧ P2 ∧ ¬P3 ∧ ¬P4
P1 ∧ ¬P2 ∧ P3 ∧ P4 ¬P1 ∧ ¬P2 ∧ P3 ∧ P4
P1 ∧ ¬P2 ∧ P3 ∧ ¬P4 ¬P1 ∧ ¬P2 ∧ P3 ∧ ¬P4
P1 ∧ ¬P2 ∧ ¬P3 ∧ P4 ¬P1 ∧ ¬P2 ∧ ¬P3 ∧ P4
P1 ∧ ¬P2 ∧ ¬P3 ∧ ¬P4 ¬P1 ∧ ¬P2 ∧ ¬P3 ∧ ¬P4
Table 1.4  Ensembles de minterms
six fragments sont onstruits omme présenté dans la table 8.
F1 : 20 < A < 40 ∧ Ville='Alger'
F2 : 20 < A < 40 ∧ Ville='Tizi'
F3 : A ≤ 20 ∧ Ville='Alger'
F4 : A ≤ 20 ∧ Ville='Tizi'
F5 : A ≥ 40 ∧ Ville='Alger'
F6 : A ≥ 40 ∧ Ville='Tizi'
Table 1.5  Les fragments naux de la table Clients
Sur la base du prinipe de omplétude et minimalité des prédiats, l'auteur dans [5℄ propose l'approhe
de fragmentation suivantes :
1. Extraire à partir de la harge de requêtes les prédiats de séletion.
2. Répartir l'ensemble des prédiats en sous-ensembles tel que haque ensemble est déni sur les
attributs appartenant à la même table.
3. Éliminer les tables dimensions n'ayant pas de prédiats de séletion.
4. Appliquer l'algorithme de fragmentation basé sur la omplétude et minimalité des prédiats
dénit dans [80℄. Le résultat de ette exéution est une fragmentation primaire de haune des
tables dimensions onsidérée.
5. Fragmenter la table de faits par une fragmentation dérivée selon les fragments des tables di-
mensions.
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Le problème de ette démarhe est le nombre important de fragments de la table de faits. En eet,
supposant un entrepts de données ontenant d tables de dimension D = {D1,D2, · · · ,Dd} et une
table des faits F . Supposant k tables dimension fragmentée haune en mi fragments, tel que k ≤ d
et mi > 0. Le nombre total de fragments de la table de faits N est donné par la formule suivante [6℄ :
N =
k∏
i=1
mi (1.6)
Exemple 9 Considérons l'entrept de données illustré sur la gure 1.1. Les tables dimensions sont
partitionnées omme suit :
Clients partitionnée en 2 sur Genre et en 10 sur Ville, soit un total de 20 fragments.
Temps est fragmentée en 12 fragments sur Mois.
Produits est fragmentée en 6 selon Catégorie.
Le nombre total de fragments de la table de faits est 1440 fragments (20 × 12 × 6) don 1440 sous-
shémas en étoile. La gestion d'un tel nombre de fragments par l'administrateur devient diile.
Ainsi, l'auteur dans [6℄ propose de réduire la omplexité de la fragmentation en limitant le nombre
de table de dimensions à fragmenter. Il formalise ainsi un nouveau problème de séletion des tables
de dimension à fragmenter omme suit : Soit :
 une harge de requêtes Q = {Q1, Q2, · · · , Qm},
 d tables de dimension à fragmenter D = {D1,D2, · · · ,Dd},
 N le nombre maximum de fragments faits générés.
Le problème onsiste à hoisir un ensemble de tables dimension tel que une fois es tables dimensions
fragmentées par une FH primaire et la table des faits fragmentée par une FH dérivée, le nombre de
fragments faits ne dépasse pas N et le oût de la harge Q est optimisé.
Pour résoudre e problème, l'auteur propose un algorithme glouton. L'algorithme ommene par
séletionner une table dimension D et la fragmente par une FHP . Il alule le nombre de fragments
de la table de faits et le oût d'exéution des requêtes. Si le nombre de fragments ne dépasse pas N
et le oût est réduit alors la table est séletionnée, elle est rejetée sinon. An d'améliorer l'algorithme
et d'éviter la séletion aléatoire de la première table dimension, l'auteur propose trois méthodes de
séletion : (1) la table dimension la plus fréquemment utilisée par les requêtes, (2) ette ayant le plus
petit nombre de fragments ou (3) elle ayant des attributs de faible ardinalité (attribut Genre). La
gure 1.14 illustre l'exéution de l'algorithme glouton.
1.3.2.2 Travaux de Boukhalfa et al.
Les auteurs dans [12, 13, 14, 26℄ proposent une démarhe de fragmentation horizontale des entre-
pts de données. An de répondre au problème d'explosion du nombre de fragments de la table de
faits après fragmentation, ils formalisent le problème omme suit :
Etant donné :
 une harge de requêtes Q = {Q1, Q2, · · · , Qm},
 F une table de fait et D = {D1,D2, · · · ,Dd} d tables de dimension,
 W le nombre de fragments maximum de la table de fait imposé par l'administrateur
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de requêtes
Si NCourant≤N et
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Dé-séletionner
la table
NON
Oui
Figure 1.14  Algorithme glouton pour la fragmentation : Bellatrehe et al.
Le problème onsiste à séletionner un shéma de fragmentation primaire SF des tables dimensions
tel que :
 le oût d'exéution des requêtes soit minimal,
 après fragments dérivée de F suivant SF , le nombre de fragments de F ne dépasse pas W.
Les auteurs dans [14℄ prouve que e problème formalisé ainsi est un problème NP-Complet. Ils pro-
posent ainsi une démarhe de séletion d'un shéma de fragmentation optimal des tables dimensions
qui se base sur des méta-heuristique (Hill Climbing, Reuit Simulé, Algorithmes Génétiques). Cette
démarhe englobe les étapes suivantes :
Préparer la fragmentation à partir de la harge de requêtes, un ensemble des prédiats de
séletion est extrait. Les prédiats de séletion permettent de dénir les tables dimensions andidates
à la fragmentation. Ce sont les tables ontenant un attribut gurant dans au moins prédiat. Ensuite,
l'algorithme COM-MIN est exéuté an de généré l'ensemble de prédiats omplet et minimal.
Déouper les domaines des attributs A l'issue de l'étape préédente, à haque table de
dimension Di est attribué un ensemble EPi de prédiats omplet et minimal qui permet de dénir
les attributs de fragmentation de la table Di. Pour haque attribut Aj , il est possible de dénir un
déoupage de son domaine en sous-domaines à partir de l'ensemble EPi. Par exemple, le prédiat P :
Age < 18 permet de déouper le domaine de l'attribut Age en deux sous-domaines, [0,18[ et [18,80℄.
Par onséquent, le déoupage des domaines en sous-domaines des attributs de fragmentation de Di, à
partir de EPi, permet de dénir une fragmentation horizontale primaire de Di. Le tableau 1.6 montre
un exemple de déoupage des domaines des attributs Age, PNom et Ville en sous-domaine.
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Age [0,18[ [18,80℄
PNom P1 P2 P3
Ville Alger Oran Blida Kala
Table 1.6  Déoupage des domaines d'attributs en sous-domaines
Coder le shéma de fragmentation Le déoupage en sous-domaines des domaines d'attributs de
fragmentation permet de dénir un shéma de fragmentation primaire des tables dimensions. Il est
possible de dénir d'autres shémas de fragmentation en regroupant des sous-domaines d'un même
attribut dans un seul ensemble. An de oder tous les shémas possibles, on représente sous forme
d'un tableau de veteurs le shéma de fragmentation, où haque veteur aratérise un attribut et
où les ellules du veteur aratérisent un sous-domaine. Chaque ellule possède un numéro tel que
les sous-domaines qui possèdent le même numéro sont regroupés dans le même sous-ensemble. Le
tableau 1.7 illustre un exemple de odage. Ce odage signie que pour l'attribut Ville, les valeurs
Alger et Oran sont regroupées dans un sous-ensemble et Blida et Kala dans un autre sous-ensemble.
Les valeurs P1, P2 et P3 de l'attribut PNom sont toutes regroupées dans un seul sous-ensemble.
Age 1 2
PNom 1 1 1
Ville 1 1 2 2
Table 1.7  Codage d'un shéma de fragmentation
Fragmenter les tables à partir d'un odage Le odage du shéma de fragmentation permet de
dénir des prédiats de séletion sur les attributs de fragmentation. Pour haque table dimension, la
onjontion des prédiats de séletion dénie sur ses attributs permet de donner une fragmentation sur
ette table. Un fragment nommé ELSE, déni par la onjontion des négations de tous les prédiats,
est ajouté à haque table dimension, an d'assurer la omplétude. Le odage, présenté dans le tableau
1.7 montre que toutes les valeurs de l'attribut PNom sont regroupées dans un même ensemble. Par
onséquent, auune fragmentation n'est dénie sur l'attribut PNom et don sur la table Produits.
Pour la table Clients, sa fragmentation est la suivante :
 Client1 = σ(0<Age<18)∧(V ille=Alger∨V ille=Oran)(Clients)
 Client2 = σ(0<Age<18)∧(V ille=Blida∨V ille=Kala)(Clients)
 Client3 = σ(18≤Age<80)∧(V ille=Alger∨V ille=Oran)(Clients)
 Client4 = σ(18≤Age<80)∧(V ille=Blida∨V ille=Kala)(Clients)
Suivant la fragmentation primaire obtenue des tables dimensions, la fragmentation dérivée de la table
de faits est eetuée.
Séletionner un shéma de fragmentation nal Les auteurs proposent dans un premier lieu
d'employer l'algorithme d'anité an de dénir un shéma de fragmentation horizontale primaire des
tables dimensions. Cet algorithme a été déni dans [76℄ pour regrouper les attributs an de réaliser
la fragmentation vertiale. L'idée part du prinipe que les tuples d'une table aédés simultanément
doivent appartenir au même fragment horizontal. Vu qu'un fragment horizontal est déni à partir
du déoupage des domaines des attributs, il faut regrouper les sous-domaines fréquemment aédés
ensemble dans le même ensemble. Le regroupement des sous-domaines s'eetuent à la base de leur
anité. L'anité entre deux sous-domaines est donnée par la somme des fréquenes des requêtes
utilisant simultanément à es deux sous-domaines. La séletion d'un shéma de fragmentation basée
sur l'algorithme d'anité est onstituée des étapes suivantes :
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1. Extraire les sous-domaines utilisés par les requêtes et gurant dans les prédiats de séletion
(lause WHERE). Cela donne un ensemble de sous-domaines
{SD1,1, · · · , SD1,n1 , · · · , SDn,1, · · · , SDn,nn} de n attributs de fragmentation,
où {SDk,1, · · · , SDk,nk} est l'ensemble des sous-domaines de Ak.
2. Construire la matrie d'usage MUS : elle dérit l'usage des sous-domaines par les requêtes. Pour
haque attribut Ak, on onstruit une matrie MUS
k
(m×nk) où m est le nombre de requêtes et
nk le nombre de sous-domaines de l'attribut Ak. Un élément MUS
k
ij (1 ≤ i ≤ m; 1 ≤ j ≤ nk) est
mis à 1 si Qi référene le sous-domaine SDk,j , il est mis à zéro sinon. Soit l'attribut Ville de la
table Clients ave le déoupage en 5 sous-domaines SD1={Alger}, SD2={Oran}, SD3={Blida},
SD4={Kala} et SD5={Tizi}. Soit 8 requêtes utilisant des prédiats de séletion dénis sur
l'attribut Ville. L'utilisation des sous-domaines par les 8 requêtes permet de dénir la matrie
d'usage dérite dans le tableau 1.8.
SD1 SD2 SD3 SD4 SD5 Fréq
Q1 1 0 0 0 1 10
Q2 0 1 1 0 0 50
Q3 0 0 0 1 0 25
Q4 0 0 0 0 1 5
Q5 0 1 1 0 1 45
Q6 1 0 0 0 1 15
Q7 1 0 0 0 0 25
Q8 0 0 0 1 0 15
Table 1.8  Matrie d'usage des sous-domaines de l'attribut Ville
3. Construire la matrie d'anité des sous-domaines : 'est une matrie arrée MAS
k
(nk×nk) où
les lignes et les olonnes représentent les sous-domaines. Chaque élément MAS
k
ij représente la
somme des fréquenes des requêtes aédant simultanément aux deux sous-domaines SDk,i et
SDk,j . Le tableau 1.9 représente la MAS des sous-domaines de l'attribut Ville.
SD1 SD2 SD3 SD4 SD5
SD1 50 0 0 0 25
SD2 0 95 95 0 45
SD3 0 95 95 0 45
SD4 0 0 0 40 0
SD5 25 45 45 0 75
Table 1.9  Matrie d'anité des sous-domaines de l'attribut Ville
4. Grouper graphiquement les sous-domaines en partitions : l'algorithme de regroupement gra-
phique proposé dans [76℄ est exéuté sur haque matrie d'anité de haque attribut. L'algo-
rithme génère un graphe omplet et étiqueté, appelé graphe d'anité des sous-domaines, où les
n÷uds représentent les sous-domaines et une arête la valeur d'anité. L'algorithme forme des
yles où haun permet de regrouper les sous-domaines en un ensemble. La gure 1.15 illustre
l'exéution du regroupement graphique pour l'attribut Ville. Il permet de dénir la répartition
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Figure 1.15  Regroupement graphique des sous-domaines de l'attribut Ville
des sous-domaines en trois ensembles omme suit : Ens1={Alger}, Ens2={Oran, Blida, Tizi}
et Ens3={Kala}.
5. Générer le shéma de fragmentation : haque ensemble de sous-domaine se voit attribuer le
même numéro pour le odage du shéma de fragmentation. Pour l'attribut Ville, on obtient
le odage {1,2,2,3,2}. A l'issu de ette étape, on obtient un tableau numérique représentant le
odage du shéma de fragmentation des tables dimensions.
L'avantage de l'algorithme d'anité est sa simpliité et sa omplexité réduite pour la séletion d'un
shéma de fragmentation. Cependant, ses inonvénients majeurs et qu'il utilise uniquement la fré-
quene d'aès omme ritère de groupement, ne permet pas de ontrler le nombre de fragments
généré et ne donnent auune garantie sur la qualité de la solution obtenue. Pour ela, les auteurs
dans [10, 13℄ proposent d'utiliser la solution obtenue par l'algorithme d'anité omme solution initiale
pour trois algorithmes : l'algorithme de Hill Climbing, le Reuit Simulé et les Algorithmes génétiques.
Le proessus de séletion proposé est illustré sur la gure 1.16.
Appliquer une méta-heuristique : La solution initiale obtenue par l'algorithme d'anité est
améliorée grâe à l'appliation de l'algorithme Hill Climbing. Cet algorithme utilise deux mouvements
sur le shéma de fragmentation : Split pour fragmenter et Merge pour fusionner. L'opération Split
prend deux sous-domaines ayant le même numéro et attribue à l'un d'eux un numéro diérent, e qui
fait que es deux sous-domaines ne dénissent plus le même fragment mais deux fragments diérents.
Contrairement à ela, l'opération Merge prend deux sous-domaines ayant deux numéros diérents
et leur attribue le même numéro. En résumé, Merge et Split permettent respetivement de fusion-
ner ou d'élater des partitions. L'algorithme s'arrête lorsqu'auune amélioration de la solution n'est
possible. Même s'il représente un algorithme moins oûteux en termes d'exéution, le Hill Climbing
est onfronté au problème d'optimums loaux. Ainsi, les auteurs proposent d'employer l'algorithme
du Reuit simulé. Il permet d'améliorer une solution initiale en eetuant un ertain nombre de
transformations. Pour pallier au problème de l'optimum loal, des solutions non avantageuses sont
aeptées ave une ertaine probabilité qui diminue au ours de l'exéution de l'algorithme. Les deux
méta-heuristiques présentées exploitent une seule solution à la fois, ainsi les auteurs proposent un al-
gorithme génétique pour permettre la onsidération de plusieurs shémas de fragmentations au même
temps sous forme d'une population. A haque itération, l'algorithme génétique onsidère une popu-
lation de hromosomes, où haque hromosome représente le odage d'un shéma de fragmentation
possible. Cette population est améliorée en appliquant des opérations génétiques à savoir la séletion,
roisement et mutation. A la n de son exéution, l'algorithme génétique permet de séletionner un
shéma de fragmentation optimal qui minimise le oût de la harge de requêtes et dont le nombre de
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Figure 1.16  Proessus de fragmentation : Boukhalfa et al.
fragments de la table des faits ne dépasse pas la ontrainte W . Pour les trois algorithmes, un modèle
de oût mathématique est employé an d'évaluer le bénée apporté par haque solution exploitée.
Il permet de aluler le oût d'exéution de la harge de requêtes sur un entrept fragmenté suivant
le shéma de fragmentation dérit par ette solution. Le modèle de oût est dérit dans [14℄.
1.3.2.3 Travaux de Mahboubi et al.
Dans [56℄, les auteurs s'intéressent à la fragmentation horizontale des entrepts de données XML.
Pour e faire, il se base sur l'adaptation des tehniques de fragmentation existantes dans les entrepts
de données relationnels sur les entrepts XML omme les approhes basées sur l'algorithme d'anité.
Ensuite, ils présentent une nouvelle méthode de fragmentation qui utilise une tehnique de fouille de
données (Datamining) à savoir la lassiation de données par k-means. Les deux algorithmes (anité
et fouille de données) visent à répartir en sous-ensembles un ensemble de prédiats de séletion extraits
à partir de la harge de requêtes.
1. Fragmentation basée sur les anités : ette démarhe est utilisée pour fragmenter un seul
graphe dimension. A partir des requêtes, les prédiats de séletions sont extraits. L'algorithme
d'anités est exéuté en onstruisant la matrie d'usage des prédiats par les requêtes et la
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matrie d'anités des prédiats de séletion. Ensuite, Le regroupement graphique est exéuté
e qui permet d'obtenir des yles, où haque yle est un ensemble de prédiats. A l'issue de
l'exéution de l'algorithme d'anités, une étape de omposition des termes de prédiats est
eetuée. Tous les yles obtenus sont évalués pour déterminer les attributs distints ommuns
à tous les yles. Ce sont les attributs de fragmentation. Ensuite, on onstruit une matrie
Att(c × n) dérivant l'usage de haque attribut de fragmentation par les prédiats d'un yle
tel que c est le nombre de yles et n le nombre d'attributs de fragmentation. À partir de Att,
les termes de prédiats sont onstruits. Un terme de prédiat t est onstitué d'un ensemble
de prédiats qui ouvre tous les attributs de fragmentation. Il représente une entrée dans la
matrie Att. Si un attribut est manquant dans un terme, on y ajoute un prédiat ontenant un
attribut. Chaque terme déni alors un fragment horizontale. Un fragment nommé ELSE, déni
par la onjontion des négations de tous les prédiats, est ajouté an d'assurer la omplétude.
2. Fragmentation basée sur la lassiation k-means des prédiats : Cette méthode utilise
les prédiats de séletion extraits de la harge de requêtes et les lassie par la tehnique de
fouille de données k-means présentée dans [55℄. Elle se déroule en trois étapes.
(a) Codage des prédiats de séletion de la harge de requêtes dans une matrie binaire qui
représente le ontexte de lassiation. Elle est similaire à la matrie d'usage des prédiats.
(b) Classiation des prédiats par appliation de la tehnique des k-means (47) qui permet
de partitionner l'ensemble des prédiats en k lasses disjointes. En pratique, les auteurs
emploient la lasse JavaSimpleKMeans du logiiel Weka[58℄ pour exéuter l'algorithme
k-means.
() Constrution des fragments. Cette étape utilise l'ensemble des lasses, obtenues dans
l'étape préédente, et le doument XML qui représente le shéma de l'entrept de don-
nées pour onstruire un nouveau doument XML donnant un shéma de fragmentation de
l'entrept.
1.3.2.4 Travaux de Derrar et al.
Les auteurs dans [45℄ proposent une approhe de fragmentation dynamique des entrepts de
données entralisés. Cette approhe onsidère un entrept de données fragmenté et en se basant
sur un historique réent des aès aux données, l'approhe refragmente l'entrept de données an de
minimiser le temps de réponse des nouvelles requêtes. Un ritère d'évaluation est utilisé pour savoir si
oui ou non une refragmentation de l'entrept est requise. Ce ritère peut être le seuil de minimisation
du temps de réponse des requêtes. Si le temps de réponse dépasse le seuil alors une refragmentation
est exéutée. Conernant le stokage de l'historique des statistiques, il est fait en onstruisant des
histogrammes. Un histogramme peut être utilisé pour stoker n'importe quel type de données omme
l'estimation de la séletivité des requêtes (nombre de tuples retournés). Soit la requête suivante :
SELECT *
FROM R
WHERE R.A < 20
Soit un histogramme déni pour estimer la séletivité de la requête (gure 1.17 ). Il est onstruit
sur l'attribut A en onsidérant 4 intervalles sur les valeurs de A I1=[0,10[, I2=[10,30[, I3=[30,40[ et
I4=[40,50[. A haque intervalle [x,y[ orrespond une fréquene qui est le nombre de tuples séletionnés
par le prédiat x≤A<y. Les intervalles I1, I2, I3 et I4 ont une séletivité de 100, 50, 80 et 100
respetivement. An d'estimer la ardinalité du prédiat P : A<20, nous remarquons que P ouvre
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Figure 1.17  Histogramme pour l'estimation de la séletivité des requêtes
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Figure 1.18  Proessus de fragmentation : Derrar et al.
omplètement l'intervalle I1 e qui assure au moins une ardinalité de 100. Aussi, P ouvre à 50%
I2 e qui signie que 50% des tuples de I2 satisfont P. Par onséquent, la ardinalité de P :A<20 et
estimée à 100+50/2=125 tuples.
Le proessus de refragmentation, illustré dans la gure 1.18, est réalisé à travers les opérations
suivantes :
1. Fragmenter l'entrept de données : seule la table des faits est fragmentée suivant le mode
RANGE d'Orale sur une de ses lés étrangères.
2. Implémenter les histogrammes : Pour haque lé étrangère de la table de fait un histogramme est
onstruit. Chaque intervalle I de onstrution de l'histogramme orrespond à un fragment hori-
zontal de la table de faits. Pour dénir les valeurs de séletivités des intervalles, une distribution
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Figure 1.19  Classiation et Analyse des algorithmes de fragmentation horizontale
uniforme est utilisée attribuant la même séletivité a haque I. L'ensemble des histogrammes
est realulé à haque refragmentation de la table de faits ave une ontrainte sur le nombre
maximum d'intervalles dans un histogramme (225 pour le SGBD Orale).
3. Critère d'évaluation : e ritère représente le oût d'exéution de la harge de requête, il est
estimé par le modèle de oût dénit dans [26℄.
4. Refragmentation de la table des faits : à un moment donné, en utilisant les histogrammes et le
modèle de oût, le ritère est évalué. Si le ritère d'évaluation est vérié (le oût d'exéution
des requêtes s'est dégradé) une refragmentation de la table de faits est réalisée suivi d'une mise
à jour des histogrammes suivant le nouveau shéma de fragmentation.
1.3.3 Bilan et lassiation des travaux
En explorant les prinipaux travaux de fragmentation horizontale des entrepts de données, nous
distinguons quatre prinipaux types d'algorithmes utilisés : (1) les algorithmes basés sur la omplétude
et minimalité de prédiats COM-MIN [6℄, (2) les algorithmes d'anités [6, 14, 56℄, (3) les algorithmes
guidés par modèle de oût [12, 13, 45℄ et (4) les algorithmes de Datamining [56℄.
Une seonde lassiation permet de répartir les travaux en deux atégories : (1) les algorithmes
sans ontraintes sur le nombre de fragments faits générés [80, 76, 99, 45℄. Dans es travaux, la
fragmentation de l'entrept de données est eetuée sans se souier du nombre de fragments générés.
En l'absene de ontrle sur e nombre, un algorithme de fragmentation donné peut générer un très
grand nombre de fragments qui devient diiles à gérer. (2) Les algorithmes ave ontraintes sur
le nombre maximum de fragments que l'administrateur veut avoir. Les algorithmes existants sont
les algorithmes guidés par modèle de oût [14℄ et les algorithmes de Datamining [56℄. L'analyse et
lassiation de es travaux, illustrées sur la gure 1.19, nous ont onduit à faire les onstatations
suivantes :
 L'absene de ontrle sur le nombre de fragments faits généré peut engendrer un très grand
nombre de fragments qui devient diiles à gérer. Il est plus judiieux de formaliser le problème
de séletion d'un shéma de fragmentation en un problème d'optimisation qui onsidère une
ontrainte d'optimisation sur le nombre de fragments faits générés.
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 Peu d'algorithmes étudiés utilisent des strutures de données (telles que des tableaux) pour
représenter leurs solutions (shéma de fragmentation). Ces strutures sont utilisées pour repré-
senter n'importe quel shéma de fragmentation omme dans [14℄. L'utilisation des strutures de
données failite l'implémentation de plusieurs algorithmes tels que des algorithmes génétiques
qui sont basées prinipalement sur le odage d'un shéma de fragmentation en hromosome.
 La majorité des algorithmes existants sont statiques et ne traitent pas l'aspet dynamique liés
aux requêtes et l'entrept (ajout de nouvelle requête, hangement de la fréquene d'exéution
d'une ou plusieurs requêtes). A notre onnaissane, seul le travail aompli par [45℄ propose une
approhe de séletion inrémentale d'un shéma de fragmentation dans le ontexte d'entrepts
de données relationnels entralisés. Cette approhe utilise des statistiques réemment stokés
dans des histogramme an de refragmenter l'entrept. Cependant, les auteurs proposent la
fragmentation de la table de faits sur un seul attribut lé qui pointe une seule table dimension
alors qu'il est plus bénéque de refragmenter la table de faits suivant plusieurs attributs de
plusieurs tables dimensions. En raison de l'aspet évolutif de l'entrept de données et de la
nature ad ho des requêtes, le développement d'algorithmes inrémentaux pour la fragmentation
horizontale devient une néessité.
Nos propositions : Selon l'analyse que nous venons de faire, nous faisons les propositions suivantes :
 Proposer une struture de données exible pour oder un shéma de fragmentation.
 Modéliser toutes les opérations pouvant être appliquées sur la struture exible sous forme d'une
Algèbre de Fragmentation. Elle permet de formaliser le proessus de passage d'un shéma de
fragmentation à un autre.
 Proposer une démarhe de fragmentation basée sur la struture de donnée exible qui peut
prendre en harge la fragmentation statique ou inrémentale.
 Proposer un algorithme génétique qui exploite la struture de données pour la séletion statique
et inrémentale.
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1.4 Séletion jointe des tehniques d'optimisation
Nous avons présentés jusque là les travaux qui traitent la séletion des strutures d'optimisation
pour optimiser les requêtes de jointures en étoiles et ela pour une seule tehnique d'optimisation
donnée (tehnique d'indexation ou tehnique de fragmentation). Ces travaux se plaent dans un
adre de séletion isolée où haque tehnique d'optimisation est séletionnée seule. Un autre type
de séletion appelée séletion jointe vise à séletionner plusieurs instanes de plusieurs tehniques
d'optimisation, qui peuvent être redondantes ou non redondantes, an d'optimiser une harge de
requête. La séletion jointe a susité un grand intérêt dans la ommunauté des entrepts de données
pour les raisons suivantes :
1. La séletion jointe permet de ouvrir l'optimisation d'un plus grand nombre de requêtes. En
eet, les requêtes sont nombreuses de l'ordre de plusieurs dizaines, très omplexes et s'exé-
utent sur un grand volume de données (table de fait de plusieurs Gega ou Tera otets). Don,
séletionner une seule tehnique d'optimisation n'est pas susant [27℄.
2. La séletion jointe permet la séletion de tehniques redondantes et non redondantes e qui
permet de respeter l'espae de stokage alloué tout en s'assurant d'optimiser les requêtes
omplexes.
3. Vu la omplexité de l'espae de reherhe pour les problèmes de séletion, une tehnique d'op-
timisation peut être employée an d'élaguer l'espae de reherhe d'une autre TO [89, 12℄.
Le problème de séletion jointe des tehniques d'optimisation (PSJ) peut être formulé en un problème
d'optimisation de la manière suivante :
Étant donné :
 un entrept de données,
 une harge de m requêtes Q = {Q1, Q2, · · · , Qm} où haque requête Qj est munie d'une fré-
quene d'aès fj ,
 des ontraintes d'optimisation C = {C1, C2, · · · , Cp} omme l'espae de stokage alloué pour
les TOs redondantes omme les index et les vues matérialisées, le temps de maintenane omme
le temps néessaire pour realuler les vues matérialisées et les index lorsque la population de
l'entrept de données augmente ou enore le nombre maximum de fragments de la tables de
faits générés pour la fragmentation horizontale.
Le PSJ onsiste à séletionner une onguration de strutures d'optimisation tels que :
 le oût d'exéution de la harge Q en présene de ette onguration est optimisé,
 les ontraintes d'optimisation C sont toutes respetées.
Nous savons déjà que l'espae de reherhe d'une seule tehnique d'optimisation est très omplexe.
En eet, les problèmes de séletion d'un ensemble d'index ou d'un shéma de fragmentation par
exemple sont onnus NP-Complet. Par onséquent, la taille de l'espae de reherhe du PSJ augment
de manière ombinatoire. Si les tailles des espaes de reherhe pour trois TOs sont respetivement
NT1, NT2 et NT3 alors la taille de l'espae de reherhe pour le PSJ, déni sur les trois TOs, est
2NT1+NT2+NT3 [100℄.
1.4.1 Types de séletion jointe
Il existe deux types de séletions jointes : la séletion dite itérative et la séletion intégrée [100℄.
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Figure 1.20  Prinipe de la séletion itérative
1.4.1.1 Séletion itérative
La séletion itérative onsiste à séletionner les tehniques d'optimisation les unes après les autres
de manière totalement indépendante. Chaque séletion emploi un algorithme de séletion qui lui est
propre et permet de séletionner les strutures d'optimisations en onsidérant toute la harge de
requêtes. Le prinipe de la séletion itérative est illustré sur la gure 1.20.
L'avantage de la séletion itérative est qu'elle onsidère haque séletion d'une TO donnée omme
une boite noire qui prend en entrée l'entrept de données et la harge de requête et retourne un
ensemble de strutures d'optimisation de ette TO. Par onséquent, il est faile d'ajouter une nouvelle
TO en ajoutant une nouvelle boite noire qui implémente sa séletion. Cependant, son prinipale
inonvénient est qu'elle ne prend pas en ompte la dépendane qu'il y a entre les diérentes TO.
Prenant l'exemple d'une vue matérialisée et des index. Un index peut onsidérablement augmenter
le bénée d'une vue qu'il indexe ar une vue indexée est plus bénéque pour l'optimisation des
requêtes. Également, une vue matérialisée peut rendre un index inutile et inversement. On pourrait
don supprimer les strutures inules e qui optimise onsidérablement l'espae alloué pour stoker les
diérentes strutures d'optimisation [101℄.
1.4.1.2 Séletion intégrée
Le prinipe de la séletion intégrée est d'employer un seul algorithme pour séletionner au même
temps un ensemble de strutures d'optimisation sur toutes les tehniques d'optimisation onsidé-
rées. L'algorithme exploite un espae de reherhe ombiné très omplexe qui augmente de manière
ombinatoire à l'ajout de haque nouvelle TO. L'avantage de la séletion intégrée est qu'elle permet
de prendre en ompte les dépendanes qui existent entre les TOs onjointement séletionnées. Par
exemple, le Mirosoft Tuning Wizard emploi la séletion jointe intégrée des index et des vue ma-
térialisées pour séletionner les strutures d'optimisation optimales tout en prenant en ompte les
interations et dépendanes entre es deux TOs [85℄. L'inonvénient de la séletion intégrée, en plus
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Figure 1.21  Séletion jointe intégrée
de l'espae de reherhe omplexe, et la diulté d'ajouter de nouvelles TOs ar ela néessite de
hanger l'implémentation de l'algorithme de séletion e qui rend le système de séletion diilement
extensible. La gure 1.21 illustre le prinipe de la séletion intégrée.
1.4.1.3 Choix du type de séletion jointe
An de déterminer le type de séletion jointe (itérative ou intégrée) à employer pour séletionner
un ensemble de tehniques d'optimisation, la notion de dépendane entre les TOs à été dénie [100℄.
La dépendane d'une tehnique d'optimisation a une autre représente l'inuene qu'a la seonde
tehnique sur l'implémentation de la première. Il existe deux degrés de dépendane la dépendane
faible et la dépendane forte. On dit qu'une tehnique d'optimisation TO1 dépend fortement d'une
autre tehnique d'optimisation TO2 si un hangement dans la séletion de TO2 ause un hangement
de elle de TO1. Si ette ondition n'est pas vériée, on dit que TO1 dépend faiblement de TO2.
Prenant l'exemple de la fragmentation horizontale et des index de jointures binaires. Lors de la
séletion jointe de es deux tehniques, il faut prendre en ompte que les index peuvent à leur
tour être fragmentés en sous-index de manière horizontale. On dit don que la tehnique d'indexation
dépend fortement de la tehnique de fragmentation. Le tableau 1.10 résume les degrés de dépendanes
entre trois tehniques : indexation, fragmentation horizontale et vues matérialisées.
- Index Vues M FH
Index - Forte Forte
Vues M Forte - Faible
FH Faible Forte -
Table 1.10  Dépendanes entre trois tehniques d'optimisations
En utilisant les dépendanes entre les tehniques d'optimisation, il est possible de savoir s'il est
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préférable d'employer la séletion jointe itérative ou intégrée de la manière suivante [100, 27℄ :
1. Si deux tehniques d'optimisation TO1 et TO2 dépendent haune fortement de l'autre, alors
l'approhe jointe intégrée est employées. D'après le tableau 1.10, l'indexation et la tehnique
des vues matérialisées sont andidates pour la séletion jointe intégrée.
2. Si une tehnique TO1 dépend fortement de TO2 mais que TO2 dépend faiblement de TO1, alors
la séletion jointe itérative est employée mais ave un ordre d'exéution préis ; il faut d'abord
séletionner TO2 puis TO1. L'indexation et de la fragmentation horizontale illustre bien e as.
D'après le tableau 1.10, l'indexation dépend fortement de la fragmentation et l'inverse est une
dépendane faible. Par onséquent, la séletion de la fragmentation horizontale est exéutée en
premier suivi de la séletion des index [27℄.
3. Si deux tehniques TO1 et TO2 sont faiblement dépendantes, alors l'approhe itérative est
employée dans n'importe quel ordre.
1.4.2 Travaux de séletion jointe des IJB et de la FH
Nous nous intéressant dans nos travaux aux deux tehniques d'optimisations qui permettent
d'optimiser les requêtes de jointes en étoiles ; l'indexation et la fragmentation horizontale. Ainsi, nous
présentons dans e qui suit les travaux de séletion jointe de es deux tehniques.
1.4.2.1 Travaux de Stöhr et al
Les auteurs dans [89℄ proposent une approhe de séletion jointe de la fragmentation horizontale
et l'indexation par index bitmap, ela dans le ontexte d'entrepts de données parallèles implémentés
sur une mahine parallèle de type shared disk ayant K disques. Cet entrept, modélisé en étoile, est
omposé d'une table de faits volumineuse et de plusieurs tables de dimension. Les auteurs onsidèrent
une harge de requêtes à optimiser qui permet de dénir un ensemble d'index bitmaps, puis de
fragmenter à la fois les tables et les index. Pour e faire, ils dénissent une démarhe de Fragmentation
Hiérarhique Multidimensionnelle (MDHF) qui se base sur les hiérarhies des attributs dans les tables
dimensions. Pour la table dimension Temps par exemple, une hiérarhie de ses attributs peut être
Année→Trimestre→Mois→Jour, e qui néessite la dupliation des données de haque niveau de la
hiérarhie suivant les niveaux plus haut (le mois Janvier de l'année 2008 dière du mois de Janvier
de 2009). La démarhe, proposée par les auteurs et illustrée sur la gure 1.22, se déroule omme suit :
1. Dénir des IJB bitmap enodés. Cette étape ommene par dénir un index bitmap pour haque
hiérarhie. Cei est réalisé en attribuant à haque valeur de haque attribut d'une hiérarhie
un veteur bitmap. Le problème est l'explosion du nombre de bitmap. Prenant l'exemple de la
hiérarhie de la table Temps Année→Trimestre→Mois→Jour. En onsidérant 6 années et vu
que les valeurs des attributs de niveau hiérarhique inférieur sont dupliqués, le nombre de jours
diérents est 2160 (tableau 1.11). Un index bitmap déni sur l'attribut Jour possède don 2160
bitmaps. Par onséquent, l'enodage de et index donne un index ave seulement 17 bitmaps.
En eet, le nombre de valeurs de haque attributs sont odé en binaire. Pour l'attribut Année,
les 6 années sont odées sur 3 bits e qui signie que l'année 1 à le odage 001, l'année 2 à le
odage 010, et. Un index bitmap 001.10.0110.00000001 permet de odé le jour 2 du mois de
Juin du trimestre 2 et de l'année 1.
2. Dénir un shéma de fragmentation sur la table de faits et ses index. A partir de haque
hiérarhie, un seul attribut est hoisi pour la fragmentation. Le nombre de fragments fait total
est le produit des ardinalité de tous les attributs de fragmentation.
48
1.4. Séletion jointe des tehniques d'optimisation
-Requêtes
-Entrept de données
Séletion des index bitmap enodés
Fragmentation MDHF des tables et index
(un attribut de fragmentation
par hiérarhie-dimension)
Suppression des bitmaps inutiles
Alloation disque des fragments
Figure 1.22  Séletion jointe, Stohr et al.
Année Trimestre Mois Jour Total Bitmap
Cardinalité
Totale
6 8 72 2160 2160
Cardinalité
sans hiérarhie
6 4 12 30
Taille du
odage(log2)
3 2 4 8 17
Codage aaa tt mmmm jjjjjjjj aaattmmmmjjjjjjjj
Table 1.11  Représentation d'un index bitmap enodé pour une hiérarhie
3. Éarter les bitmaps inutiles. Ce sont les bitmaps dénis sur les attributs de fragmentation et
leurs parents (attributs plus haut dans la hiérarhie). En eet, une fragmentation de la table
Temps sur l'attribut Mois rend les bitmaps dénis sur les attributs Mois, Trimestre et Année
inutiles. Pour répondre à une requête qui ontient le prédiat de séletion "Trimestre=2", il
sut de faire l'union des fragments qui vérient le prédiat "Mois IN (4, 5, 6)" (le seond
trimestre ontient les mois Avril, Mai et Juin).
Le prinipale avantage de ette approhe est qu'elle permet d'élaguer l'espae de reherhe des index
grâe au odage et à l'élimination des bitmap inutiles par la fragmentation. Néanmoins, les auteurs se
basent sur l'existene systématique de hiérarhie entre les attributs d'une dimension alors que dans
la réalité, les dimensions peuvent avoir zéro ou plusieurs hiérarhies. De plus, auun ontrle n'est
eetué sur le nombre de fragments de la table de faits générés représentant le produit des ardinalités
des attributs de fragmentation. Dans le as où tous les attributs de FH hoisi sont de basse hiérarhie,
auun index n'est requis, mais le nombre de fragments faits explose (la fragmentation sur l'attribut
Jour uniquement génère 2160 fragments).
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Figure 1.23  Proessus de séletion jointe : Boukhalfa et al.
1.4.2.2 Travaux de Boukhalfa et al
Les auteurs dans [26, 27℄ proposent une démarhe de séletion jointe itérative de la fragmenta-
tion horizontal et des index de jointure binaires. Vu que la dépendane entre es deux tehniques est
forte-faible, les auteurs eetuent la séletion d'un shéma de fragmentation horizontale, ensuite ils sé-
letionnent les index de jointures binaires. Les auteurs montrent que es deux tehniques représentent
plusieurs similitudes :
 Elles permettent d'optimiser les opérations de séletions et jointures que renferment les requêtes
déisionnelles.
 Elles permettent de réduire la omplexité requêtes en réduisant le volume de données hargées.
 Elles sont dénis sur les attributs non-lés des tables dimensions, elles partagent don la même
ressoure.
Ces similitudes rendent la séletion jointe de es deux tehniques plus intéressantes ar ela permet de
ouvrir l'optimisation d'avantage de requêtes sans oublier que seule l'indexation néessite un espae
de stokage. Le déroulement de la séletion jointe proposée, illustrée sur la gure 1.23, est le suivant :
1. Séletionner un shéma de fragmentation. Les auteurs emploient leur approhe de séletion isolée
d'un shéma de fragmentation par méta-heuristique (Hill Climbing, Reuit Simulé, Algorithmes
Génétiques), ave ontrle du nombre de fragments de la tables de faits [13, 14℄. Cette approhe
de fragmentation est présentée dans la setion 1.3.2.2.
2. Déterminer les requêtes non bénéiaires de la fragmentation. Pour e faire, les auteurs dé-
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nissent une métrique représentant le taux d'optimisation d'une requêtes Qi par un shéma de
fragmentation SF , noté taux(Qi) et donné par la formule suivante :
taux(Qi) =
C[Qi, SF ]
C[Qi,∅]
Où C[Qi, SF ] et C[Qi,∅] sont respetivement le oût d'exéution de Qi sur un shéma parti-
tionné SF et non partitionné. Ensuite, les auteurs dénissent un paramètre de tuning λ ∈ [0, 1]
xé par l'administrateur. Ainsi, si taux(Qi) > λ alors Qi est bénéiaire, Qi est non bénéiaire
sinon.
3. Séletionner un ensemble d'index de jointure binaires. Sur les requêtes non bénéiaires de
la fragmentation, les auteurs exéutent leur démarhe de séletion d'un shéma d'indexation
présentée dans [9℄.
Pour valider leur démarhe, les auteurs développent dans [11℄ un outil d'assistane à l'administration
et le tuning des entrepts de donnée appelé ParAdmin. Cet outil gère trois tehniques d'optimisation ;
la fragmentation horizontale primaire, la fragmentation horizontale dérivée et les index de jointure
binaires. L'outil supporte la séletion isolée et jointe de es tehniques.
Les points forts de la démarhe proposée par les auteurs est le ontrle du nombre de fragments
faits, l'élagage de l'espae de reherhe des IJB et la prise en ompte des requêtes non bénéiaires
de la fragmentation pour la spéiation des index e qui permet de ouvrir l'optimisation d'un
maximum de requêtes. Cependant, l'approhe présente quelques inonvénients. Comme la séletion
d'un shéma de FH est eetué en premier, auun élagage de son l'espae de reherhe n'est eetué
et il n'est pas sûr que les attributs laissé pour indexation soient les plus appropriés. Les IJB dénis
après fragmentation peuvent s'avérer inutiles pour l'optimisation ; si le volume de données hargé par
index est tout aussi volumineux que la table même, l'optimiseur du SGBD jugera préférable d'utiliser
la table diretement. Aussi, des attributs peuvent être hoisis pour la FH alors que leur utilisation
pour dénir un IJB donnerait un meilleur résultat. En eet, à ause de la ontrainte W sur le
nombre de fragments, les valeurs d'un attribut peuvent se regrouper dans un même domaine, ela
obligerait le hargement d'une grande partie de données pour une requête omportant la séletion
sur une seule valeur de l'attribut.
1.4.3 Bilan et disussion
L'analyse des travaux de séletion jointe de la fragmentation horizontale et de l'indexation nous a
permis de déduire qu'une séletion jointe, permettant un ompromis entre la séletion jointe intégrée
et la séletion jointe itérative, est requise. En eet, il faut s'inspirer des deux types de séletions
jointes et ne garder que les avantages de haune. En d'autres termes, pour palier au problème
de l'explosion ombinatoire de la taille de l'espae de reherhe pour la séletion intégrée il faut
séparer les algorithmes de séletion, mais pour prendre en ompte la dépendane entre les tehniques
d'optimisation, il faut partager l'environnement de séletion entre elles. L'environnement de séletion
ontient la harge de requêtes, les ontraintes d'optimisation si elles sont ommunes ou enore le temps
de maintenane s'il y a lieu. Les tehniques redondantes par exemple partagent la même ontrainte
d'optimisation qui représente l'espae de stokage. Il faut partager et espae en privilégiant les
strutures d'optimisation les plus bénéques et les moins outeuses en terme de stokage.
Nous remarquons également que l'une des similarités entre l'indexation et la fragmentation est
qu'elles sont dénies sur le même ensemble d'attributs issus des tables dimensions. Utiliser le même
attribut pour dénir un index et un shéma de fragmentation peut s'avérer inutile ; les deux strutures
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Figure 1.24  Shéma de FH et IJB dénis sur l'attribut Ville
d'optimisations peuvent avoir le même eet d'optimisation alors qu'il faut respeter aux mieux les
ontraintes d'optimisation (espae de stokage limité et nombre de fragments faits limité).
Exemple 10 Considérons l'entrept de données de la gure 1.1. On fragmente la table Clients et on
rée un IJB sur le même attribut Ville. La répartition des données est illustrée sur la gure 1.24.
On remarque que l'optimisation par une seule tehnique est susante pour les requêtes qui eetuent
des opérations de séletion sur l'attribut Ville.
Enn, tous les travaux de séletion jointe se situent dans le adre de séletion statique où l'évolu-
tion de l'entrept de données n'est pas onsidérée. A notre onnaissane, il n'existe auun travail
qui traite de la séletion jointe inrémentale. L'intérêt d'une telle séletion est de ombiner
plusieurs tehniques d'optimisation pour optimiser un maximum de requête tout en adaptant les stru-
tures d'optimisation déjà implémentées sur l'entrept de données aux hangements qui surviennent
omme l'évolution de la harge de requêtes.
Nos propositions : Suivant l'analyse que nous venons de faire, nous proposons de réaliser deux
séletions inrémentale jointes ; une séletion inrémentale jointe de la fragmentation et de l'indexation
et une séletion inrémentale jointe des IJB simples et des IJB multiples.
1.5 Conlusion
Nous avons présenté dans e hapitre un état de l'art sur deux tehniques d'optimisation : les
index de jointures binaires et la fragmentation horizontale. Nous avons exposé pour haque tehnique
les travaux existants et avons fait une lassiation des approhes de séletions proposées. Nous avons
également présenté les travaux de séletion jointe qui ombinent es deux tehniques d'optimisation.
L'analyse des travaux nous a onduit à déterminer les manques existants selon trois prinipaux axes :
(1) la plupart des travaux onsidèrent un ontexte statique de séletion où la harge de requêtes
est préalablement onnue et supposée non évolutive. (2) peu de travaux s'intéressent à ombiner les
strutures d'optimisations pour mieux optimiser les requêtes déisionnelles et il n'existe auun travail
qui traite de la séletion jointe inrémentale. (3) Toutes les approhes de séletions se basent sur une
optimisation mono-objetif et onsidèrent un seul objetif à optimiser à savoir les performanes des
requêtes.
Nous présentons dans le hapitre suivants un état de l'art sur l'optimisation multi-objetif.
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2.1. Introdution
2.1 Introdution
Les travaux de séletion des tehniques d'optimisation que nous avons vu jusque-là peuvent être
lassés selon deux ritères ; (1) les approhes de séletion isolée où une seule tehnique d'optimisation
est onsidérée et est séletionnée et (2) les approhes de séletion jointe qui visent à exploiter les simi-
larités entres plusieurs tehniques d'optimisation an de les séletionner onjointement pour apporter
un meilleur bénée sur les performanes des requêtes. Ces travaux se situent pour la plupart dans
le adre de séletion statique qui ne met pas à jour le shéma d'optimisation implémenté sur l'entre-
pt lorsque e dernier évolue. La plupart de es travaux ommenent par formaliser le problème de
séletion en un problème d'optimisation mono-objetif où il faut hoisir un ensemble d'instanes ou
strutures d'optimisation (shéma d'optimisation) qui optimisent les performanes des requêtes sous
des ontraintes d'optimisation, puis proposent des algorithmes de résolution. Cependant, l'étude de la
séletion inrémentale a révélé que la mise à jour du shéma d'optimisation néessite un temps d'im-
plémentation et d'utilisation des ressoures systèmes. Il est vrai que la séletion inrémentale permet
de faire fae à l'évolution de l'entrept mais elle engendre e qu'on appelle un oût de maintenane de
l'entrept de données qu'il faut optimiser également. Par onséquent, il faut étudier le problème de
séletion multi-objetifs d'un shéma d'optimisation où plusieurs objetifs à optimiser sont onsidérés.
Nous abordons dans e hapitre l'optimisation multi-objetifs du point de vue onepts, dénitions
et méthodes de résolution. Ensuite, nous exposons l'état de l'art sur l'optimisation multi-objetifs
dans le ontexte d'entreposage de données. Ce hapitre est organisé omme suit. La setion 2 expose
la formalisation du problème d'optimisation multi-objetif. La setion 3 aborde les méthodes de réso-
lutions existantes. La setion 4 présente les travaux qui se basent sur une formulation multi-objetifs
dans le ontexte des entrepts de données. Enn, la setion 5 onlue le hapitre.
2.2 Problème d'optimisation Multi-Objetif
Le problème d'optimisation multi-objetifs PMO onsiste à optimiser une fontion objetif fo,
représentée sous forme d'un veteur de plusieurs fontions objetifs, omme suit :
min
x∈C
(F (x)) = min
x∈C
(f1(x), f2(x), · · · , fk(x)) (2.1)
Où F (x) représente un veteur de k fontions objetifs à optimiser ave k ≥ 2. x = (x1, x2, · · · , xk)
est un veteur de solutions appelé solution faisable. C est l'ensemble des solutions faisables assoié
ave le veteur de p ontraintes d'inégalités G(x) = (g1(x), · · · , gp(x)), et un veteur de m ontraintes
d'égalités H(x) = (h1(x), · · · , hm(x)) et x
L
, xU représentant respetivement la borne inférieure et
supérieure du domaine de reherhe. La dénition de l'ensemble C est donnée par l'équation suivante :
C = {x ∈ Rn/H(x) = 0, G(x) ≤ 0 et xL ≤ x ≤ xU} (2.2)
A haque solution faisable x est assoié un veteur z = F (x) ∈ Rk appelé veteur objetif. L'ensemble
des veteurs objetifs Z vérie F (C) = Z. En résumé, la dénition de la fontion objetif est donnée
omme suit :
F : Rn −→ Rk
x 7−→ z = F (x)
(2.3)
An de résoudre le PMO, il faut déterminer la ou les solution(s) faisable(s) x ∈ C qui permet(tent) de
minimiser la fontion objetif et don de minimiser toutes les fontions objetifs {f1(x), f2(x), · · · , fk(x)}.
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f1
f2
A
D
E
B
C
F
Espae de veteurs
objetifs réalisables Z
Frontière Pareto
(Surfae de ompromis)
Figure 2.1  Détermination graphique de la Surfae de Compromis
Dans l'optimisation multi-objetif, il n'existe pas une unique solution faisable x omme 'est le as
dans l'optimisation mono-objetif. En eet, dans l'optimisation mono-objetif, il est possible d'ordon-
ner les solutions selon l'unique fontion objetif puis de hoisir la solution qui minimise ette fontion.
Cependant, dans l'optimisation multi-objetif, l'ensemble C peut être partiellement ordonné permet-
tant de trouver l'ensemble de solutions optimales appelées Optimums de Pareto dont les veteurs
objetifs orrespondants forment la surfae de ompromis. La gure 2.1 illustre un ensemble de ve-
teurs objetifs et la détermination graphique de la surfae de ompromis dans un espae à deux
objetifs f1 et f2. Pour ordonner les solutions faisables de C suivant la fontion objetif, il faut om-
parer entre leurs veteurs objetifs orrespondants. En mathématique, nous pouvons omparer deux
veteurs x et y appartenant à l'espae Rn omme suit :
 x = y ⇔ ∀i ∈ [1, n], xi = yi.
 x < y ⇔ ∀i ∈ [1, n], xi < yi
 x ≤ y ⇔ ∀i ∈ [1, n], xi ≤ yi
En appliquant e prinipe sur les solutions illustrées sur la gure 2.1, nous onluons que F (A) <
F (D) et F (D) < F (B). Nous pouvons don ordonner les solutions faisables omme suit : A < D et
D < B. Cependant, il n'est pas possible de omparer les solutions D et E ar f1(D) < f1(E) mais
f2(D) > f2(E). En d'autre termes, D ≮ E et E ≮ D. E et D représentent des solutions indiérentes.
Ainsi, une nouvelle omparaison entre veteurs dite au sens Pareto est introduite.
Dénition 1 Relations au sens Pareto
En onsidérant deux solutions réalisables A,B ∈ C, trois relations entre A et B sont possibles au sens
Pareto :
1. A ≺ B (A domine B) si et seulement si F (A) < F (B).
2. A  B (A domine faiblement B) si et seulement si F (A) ≤ F (B).
3. A ∼ B (A est indiérent par rapport à B) si et seulement si F (A)  F (B) ∧ F (B)  F (A).
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Figure 2.2  Dominane Pareto : Relations entre solutions faisables
Dénition 2 Dominane de Pareto
On dit qu'une solution faisable A ∈ C Pareto domine une solution faisable B ∈ C si [37℄ :
∀i ∈ {1, 2, . . . , k} , fi(A) ≤ fi(B)
∃j ∈ {1, 2, . . . , k} , fj(A) < fj(B)
La gure 2.2 illustre quatre zones de relations entre les veteurs objetifs et le veteur F (D). La pre-
mière zone onstitue les solutions qui dominent D. La seonde zone représente les solutions dominées
par D. La troisième et quatrième zone ontiennent les solutions indiérentes par rapport à D. Par
exemple, on dit que D Pareto domine B.
Dénition 3 Optimum de Pareto
Une solution A ∈ C est dite Optimum de Pareto, s'il n'existe auune autre solution qui la domine,
'est à dire : ∄B ∈ C tel que : B  A ou B ≺ A.
Dénition 4 Ensemble d'Optimum de Pareto P ∗
Les optimums de Pareto représentent les solutions qui dominent toutes les autres solutions de l'en-
semble C mais qui ne se dominent pas entre elles. Soit P ∗ ⊂ C l'ensemble des optimums de Pareto.
L'ensemble P ∗ vérie e qui suit :
∀A ∈ P ∗, ∀B ∈ (C − P ∗) : A  B et
∀A,D ∈ P ∗ : A ∼ D
Dénition 5 Frontière de Pareto ou surfae de ompromis F ∗
La frontière de Pareto F ∗, appelée aussi surfae de ompromis, est onstituée des veteurs objetif
orrespondants aux optimums de Pareto. On note F ∗ = {F (x)|x ∈ P ∗}.
La gure 2.3 illustre la relation entre les Optimums de Pareto. Nous remarquons que es solutions
sont indiérentes entre elles. En eet, pour les solutions A et G, f1(A) < f1(G) mais f2(A) > f2(G).
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Figure 2.3  Relation entre les Optimums Pareto
La solution Optimum de Pareto est une solution qui ne peut être améliorée sur une fontion objetif
sans dégrader au moins une autre fontion objetif [88℄.
2.3 Approhes de résolution du PMO
Déterminer l'ensemble des solutions Optimums de Pareto est une première phase dans le proes-
sus de résolution d'un PMO. La seonde phase onsiste à hoisir une solution optimale parmi et
ensemble. Un hoix qui revient au déideur. Il existe plusieurs méthodes de résolutions d'un PMO
qui peuvent aider le déideur à trouver la solution optimale. Elles peuvent être réparties en trois
atégories [37℄ :
 Méthodes à priori : le déideur détermine les ompromis sur les diérentes fontions objetifs
qui omposent la fontion F (x) en spéiant le poids de haque fontion objetif. Le problème
devient alors un problème mono-objetif où les fontions objetifs sont fusionnées en une seule.
Ensuite, l'exéution de la méthode d'optimisation est réalisée an d'obtenir la solution optimale.
 Méthodes à posteriori : Le déideur hoisit, selon ses préférenes et son expériene, une
solution parmi les solutions de l'ensemble Pareto optimale obtenu après exéution de l'optimi-
sation.
 Méthodes progressives : es méthodes se basent sur le questionnement ontinuel du déideur
durant l'exéution du proessus d'optimisation an qu'il réoriente la reherhe vers des solutions
qui satisfont les ompromis entre les fontions objetifs. Le prinipal problème ave es méthodes
est qu'elles monopolisent l'attention du déideur tout au long de l'optimisation.
Nous proposons la lassiation des démarhes de résolution du PMO en deux grandes atégories :
Les démarhes salaires dont le prinipe et de ramener le PMO en un problème mono-objetif et les
démarhes à base de méta-heuristiques qui visent à optimiser simultanément toutes les fontions ob-
jetifs et se basent sur des proessus de séletion de l'ensemble des optimums Pareto. Nous présentons
es deux atégories dans e qui suit.
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2.3.1 Les méthodes salaires
Les méthodes salaires sont basées sur la transformation du PMO en un problème mono-objetif
qui optimise une seule fontion objetif. An d'eetuer ette transformation, plusieurs méthodes
existent omme la méthode de pondération des fontions objetif, la méthode du ompromis, la
méthode dite du "but à atteindre", et [37℄, [71℄.
2.3.1.1 La méthode de pondération des fontions objetif
La méthode de pondération, initialement introduire par Gass et Saaty en 1955 [51℄, représente
la méthode de résolution la plus évidente appelée aussi Approhe Naïve [35℄. C'est une méthode de
résolution a priori du problème multi-objetif. Le prinipe est de ombiner toutes les fontions d'ob-
jetif pour former une seule fontion, à l'aide d'opérations simples telles que la somme pondérée. La
somme pondérée est basée sur la somme de toutes les fontions objetifs en aetant un oeient
de pondération pour haque fontion. Ces oeients représentent l'importane relative que le déi-
deur attribue à une fontion donnée. Une seule fontion objetif est exprimée omme la somme des
fontions objetifs pondérées de la manière suivante :
F (x) =
k∑
i=1
wi × fi(x) (2.4)
Tel que les poids satisfont la ondition :
k∑
i=1
wi = 1 (2.5)
La formulation du PMO devient alors :
min
x∈C
(F (x)) = min
x∈C
(
k∑
i=1
wi × fi(x)) (2.6)
Ave C = {x ∈ Rn/H(x) = 0, G(x) ≤ 0 et xL ≤ x ≤ xU}. Cette méthode est l'une des premières
méthodes employées vu son eaité et simpliité du point de vue implémentation et algorithmique.
Cependant, son prinipale inonvénient est qu'elle ne garantit pas l'obtenions de la solution Optimum
de Pareto pour les espaes non onvexes [71℄.
2.3.1.2 La méthode Keeney-Raia
Cette méthode se base sur le même prinipe que la méthode de pondération où la fontion objetif
est obtenue par produit de toutes les fontions objetif. La fontion objetif résultante est appelée
fontion d'utilité de Keeney-Raia [65℄. La formulation simpliée de la fontion objetif est donnée
omme suit :
F (x) =
k∏
i=1
f(x)2 + 1 (2.7)
La formulation du PMO devient ainsi :
min
x∈C
(F (x)) = min
x∈C
(
k∏
i=1
f(x)2 + 1) (2.8)
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2.3.1.3 La méthode du ompromis
Les deux méthodes jusque-là présentées se basent sur le prinipe de fusionnement de toutes les
fontions objetifs en une seule fontion. Par ontre, la méthode du ompromis, appelée aussi méthode
de la ontrainte ǫ [31℄, onsidère en priorité un objetif unique à optimiser et utilise un veteur de
ontraintes sur les (k − 1) autres fontions objetifs pour transformer le problème en un problème
mono-objetif ave ontraintes d'inégalité. Ainsi, le problème PMO est donné omme suit, où ǫi ≥ 0 :{
minx∈C F (x) = minx∈C f1(x)
ave fi(x) ≤ ǫi, ∀i ∈ {2, · · · , k}
(2.9)
2.3.1.4 Les méthodes hybrides
Les méthodes hybrides se basent sur la ombinaison de plusieurs méthodes de résolutions exis-
tantes en une seule. La méthode hybride la plus utilisé est la méthode de Corley. Elle ombine la
méthode de pondération des fontions objetifs et la méthode du ompromis omme suit :{
minx∈C(F (x)) = minx∈C(
∑k
i=1wi × fi(x))
ave fj(x) ≤ ǫj , j ∈ {1, · · · , k}
(2.10)
2.3.1.5 La méthode du "but à atteindre"
Cette méthode est appelée également "The goal attaintement method", initialement introduite
par Charnes et Cooper [32℄ puis améliorée dans [33℄. Le prinipe est de hoisir un veteur objetif
initial T représentant le but à atteindre et un ensemble de oeients de pondération wi, i ∈ [1, k].
Ensuite, on herhe à minimiser l'éart entre les veteurs objetifs exploités et le veteur T . Cet éart
est appelé α. Le problème PMO devient alors :

Minimiser α
ave fi(x)− αwi ≤ Ti
et x ∈ C
(2.11)
2.3.1.6 La méthode d'ordonnanement lexiographique
Le prinipe est d'optimiser les fontions objetifs de manière isolées les unes après les autres. Le
déideur établie un ordre de préférene des fontions objetif. Ensuite, haque fontion est optimisée
en onsidérant les ontraintes obtenues des préédentes optimisations [35℄. La formulation du PMO
est donnée omme suit : A l'étape 1, on résout le problème suivant :
min
x∈C
f1(x) (2.12)
Soit x∗1 la meilleure solution trouvée tel que f1(x
∗
1) = f
∗
1 . Cette dernière devient une ontrainte sur
la fontion f1 dans la résolution à l'étape 2, dont le problème est formulé omme suit :{
minx∈C f2(x)
ave f1(x) = f
∗
1
(2.13)
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Figure 2.4  Prinipe de la méthode VEGA
A l'étape k, le problème à résoudre est donné omme suit :

minx∈C fk(x)
ave f1(x) = f
∗
1
et f2(x) = f
∗
2
...
et fk−1(x) = f
∗
k−1
(2.14)
2.3.2 Les méthodes à base de méta-heuristiques
Le prinipe de es méthodes est de résoudre les problèmes multi-objetifs en utilisant la dominane
au sens Pareto. Les fontions objetifs sont toutes optimisées simultanément an de onverger vers
l'ensemble d'optimums de Pareto. Ces méthodes se basent prinipalement sur l'utilisation de méta-
heuristiques omme les Algorithmes Génétiques, le Reuit Simulé ou enore la Reherhe Tabou.
Nous nous onentrons sur les méthodes qui emploient les algorithmes génétiques ar ils sont très bien
adaptés à la résolution d'un problème d'optimisation multi-objetifs et de plus en plus d'approhes
sont développées dans e sens. Ils sont appelés MOEA (Multi-Objetive Evolutionary Algorithms)
[37℄.
2.3.2.1 VEGA (Vetor Evaluated Geneti Algorithm)
Cette méthode est la première méta-heuristique multi-objetifs proposée [87℄ qui n'emploie auune
transformation sur les k fontions objetifs à optimiser [35℄. Elle onsidère une population de N
individus, où N est multiple de k et répartie la population en k groupes, où haque groupe ontient
N
k
individus. A haque groupe, on aete une fontion objetif qui permet d'évaluer haque individu
du groupe. Puis, on attribue un individu au groupe dont il optimise le mieux la fontion objetif
orrespondante. Ensuite, on applique les prinipes de génétiques (roisement, mutation, séletion)
sur tous les groupes. Les étapes de la méthode VEGA sont résumées dans la gure 2.4.
Le prinipal inonvénient de ette méthode est qu'elle onverge vers des solutions de bénée
moyen dans tous les objetifs et non pas optimal. En eet, les populations exploitées par l'algorithme
génétique sont onstituées d'individus qui optimisent à haque itérations un seul objetif à la fois
et non pas tous les objetifs. Malgré l'eaité et la failité d'implémentation de ette méthode,
elle se omporte omme une approhe de pondération des fontions objetifs dont elle hérite les
inonvénients [35℄.
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Figure 2.5  Exemple d'une fontion de bénée f(rang), méthode MOGA
2.3.2.2 MOGA (Multiple Objetive Geneti Algorithm)
Cette méthode, présentée dans [49, 73℄, utilise la relation de dominane de Pareto pour déterminer
le bénée d'un individu. Soit une génération de l'algorithme génétique qui exploite une population de
N individus (N solutions). Pour haque individu, on alule son veteur objetif et son rang Pareto.
Le rang Pareto d'un individu représente le nombre d'individus qui le dominent au sens Pareto. Il
permet d'établir une relation d'ordre entre les individus pour les lasser. Ainsi les individus de rangs
inférieurs apportent une meilleure optimisation des fontions objetifs. On aete le rang 1 à tous les
individus non dominés et on alul de manière itérative les rangs des autres individus. Prenons par
exemple à l'itération t, un individu xi qui est dominé par pi(t) individus. On attribue à xi le rang
rang(xi, t) = 1 + pi(t). A la base du rang, on dénit le bénée apporté par haque individu omme
suit :
 Classer les N individus selon un ordre roissant du rang.
 Utiliser une fontion linéaire déroissante f(rang) qui permet d'attribuer un bénée aux indi-
vidus par interpolation du meilleur (rang 1) au pire (rang N). La gure 2.5 illustre un exemple
d'une fontion de bénée.
 Attribuer aux individus de même rang la moyenne de leurs bénées respetifs an d'uniformiser
le bénée apporté par les individus de même rang.
Ensuite, les opérations génétiques (séletion, roisement et mutation) sont exéutées an de générer
la nouvelle population de la prohaine génération. Puis, les fontions objetifs pour haque individu
sont realulées. Dans l'itération suivante, les individus de la nouvelle population sont une fois enore
lassés selon leurs rangs an de déterminer les individus de rang 1. A la n de l'exéution du proessus,
l'ensemble d'individus aillant le rang 1 représente l'ensemble d'optimums de Pareto.
Malgré son eaité et sa failité de mise en ÷uvre, le prinipale halenge dans la méthode
MOGA est de déterminer une fontion de bénée eae qui permet de onverger vers l'ensemble
des optimums de Paretos [37℄.
2.3.2.3 NSGA (Non dominated Sorting Geneti Algorithm)
La méthode NSGA, proposée dans [88℄, emploi le même prinipe que la méthode MOGA dérite
préédemment. La prinipale diérene réside dans le alul du bénée des individus. Soit une
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f1
f2
σshare
e
Figure 2.6  Prinipe de alul du bénée à base de voisinage, méthode NSGA
itération de l'algorithme génétique. On alule le rang Pareto de tout les individus qu'on lasse en S
groupes G1, · · · , GS , tel que les individus de rang i sont aetés au groupe Gi. Pour haque groupe
Gi, on aete un bénée Fi inversement proportionnel à son rang de Pareto tel que Fi =
1
rangi
. Ce
bénée est partagé de manière uniforme sur tous les Ni individus de Gi tel que le bénée fj d'un
individu est la moyenne des bénées de ses mj voisins dans Gi, en d'autre termes fj =
Fi
mj
.
Il est à noter que la plupart des méthodes basées sur les algorithmes génétique utilisent la notion
de voisinage basée sur le alul de distanes entre les individus d'une population. La distane entre
l'individu i et l'individu j, notée d(i, j) est le nombre de gènes diérents entre les deux, appelée
aussi distane de Hamming. Deux individus sont voisins si la distane entre eux est inférieure à un
paramètre hoisi par le déideur, noté σshare et appelé distane d'inuene. Ainsi, le alul du nombre
de voisins mj d'un individu est donné par la formule suivante :
mi =
Ni∑
p=1
Sh(d(i, j)) (2.15)
Sh(d(i, j) =
{
1− ( d(i,j)
σshare
)2 si d(i, j) < σshare
0 sinon
La gure 2.6 illustre le prinipe de voisinage et de alul du bénée. Une fois la lassiation,
l'aetation et le partage du bénée eetués, on applique les opérations génétiques an de générer
une nouvelle population et on realule les fontions objetifs pour toute la population. Tout omme
l'approhe MOGA, à la n de l'exéution de l'algorithme génétique, les individus aillant un rang
Pareto 1 onstituent l'ensemble d'optimums de Pareto.
NSGA peut s'avérer ineae vu la manière dont il lassie les individus [37℄. C'est pour ela
qu'une nouvelle variante appelée NSGA-II a été proposée. Elle introduit la notion de rang de non-
dominane pour évaluer la fore de haque individu à part entière. De plus, pour onverger plus
rapidement vers les solutions optimales, la NSGA-II onserve les meilleures solutions d'une génération
à une autre en utilisant des préédés d'élitisme [44℄.
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2.3.2.4 NPGA (Nihed Pareto Geneti Algorithm)
Cette méthode proposée dans [59℄ se base sur le prinipe général de la méthode NSGA en modiant
le proessus de séletion génétique des solutions optimales et en utilisant un proédé d'élitisme pour
les générations futures. An de trouver les solutions dominantes et non dominées parmi les individus
d'une population (Optimums de Pareto), on ommene par hoisir deux individus au hasard et on
les ompare à une sous-population onstituée aléatoirement de 10% de la population. Si l'individu 1
est dominé alors on séletionne l'individu 2 pour la prohaine population et inversement. Si les deux
individus sont dominés ou ne sont pas dominés alors on séletionne pour la prohaine population
l'individu ave le meilleur bénée et le minimum de voisins suivante le paramètre σshare. Par la
suite, on applique les opérations génétiques restantes sur la population atuelle à savoir le roisement
et mutation et on termine par une réévaluation des fontions objetifs.
Cette démarhe utilise la dominane de Pareto pour la séletion sur une partie de la popula-
tion pour haque génération e qui la rend très rapide. Cependant, son eaité dépend de deux
paramètres à savoir la distane d'inuene σshare et la taille de la sous population hoisie.
2.3.2.5 SPEA (Strength Pareto Evolutionary Algorithm)
La méthode SPEA, présentée dans [102℄, se base sur le prinipe d'élitisme en sauvegardant un
ensemble des solutions non dominées et trouvées dans des générations préédentes. A haque géné-
ration, on ajoute à et ensemble les individus non dominés. Chaque individu de l'ensemble se voit
aeté un rang et un bénée alulé omme dans la méthode MOGA ; on aete à haque individu un
rang représentant le nombre d'individus qui le dominent dans l'ensemble de sauvegarde. De la même
manière, le rang et bénée de haque individu dans la population atuelle est alulé à partir des
rangs et bénées des individus ontenus dans l'ensemble de sauvegarde et qui le dominent. Ensuite,
les opérations génétiques sont eetuées entre les individus non dominés de l'ensemble sauvegardé et
eux de la population ourante puis les fontions objetifs sont realulées pour tous les individus.
Le prinipal inonvénient de la méthode SPEA est l'augmentation ontinuelle de la taille de
l'ensemble de sauvegarde qui pourrait ralentir la onvergene vers les solutions optimales. Ainsi,
une nouvelle approhe appelée SPEA2 a été proposée et se base sur le prinipe de limitation de la
taille de l'ensemble de sauvegarde an qu'elle ne dépasse pas un ertain seuil. De plus, deux autres
améliorations ont été apportées dans SPEA2 : le rang de haque individu est alulé à partir des
individus qui le dominent et les d'individus que lui domine, et le prinipe de voisinage est employé
pour déterminer le bénée de haque individu [36℄.
2.3.2.6 PAES(Pareto Arhived Evolution Strategy)
La méthode PAES, présentée dans [67℄, utilise une stratégie simple de reherhe évolutionnaire
loale. Elle exploite un seul individu à la fois pour la reherhe des solutions optimale et sauvegarde
un ensemble d'individus onsidérés omme des optimums de Pareto temporaires. Au début, le PAES
génère aléatoirement un individu et l'ajoute à l'ensemble de sauvegarde qui est initialement vide.
Chaque individu en our d'exploitation est omparé à l'ensemble des optimums temporaires avant
d'être muté pour une prohaine génération. Cet individu est onsidéré omme optimum de Pareto
temporaire si et seulement si il n'est dominé par auun des individus sauvegardés, auquel as il est
supprimé.
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2.3.3 Frameworks pour la résolution du PMO
An de résoudre le PMO, plusieurs framework ont été développé prinipalement ave le langage
Orienté-Objet JAVA. La plupart implémentent les méthodes préédemment présentées et basées sur
les algorithmes génétiques. Nous itons dans e qui suit une liste non exhaustive de es Framworks.
ECJ
1
(Evolutionary Computation researh system in JAVA) est une une bibliothèque Java orien-
tée vers la reherhe et développée à l'Université George Mason. Elle prend en harge une variété
de tehniques à base d'évolution tels que les algorithmes génétiques, la programmation génétique,
les stratégies d'évolution, la o-évolution, l'optimisation par essaim de partiules et l'évolution dif-
férentielle. Pour la résolution des PMO par algorithme génétiques, l'ECJ se base sur les méthodes
NSGA-II et SPEA2. Cette bibliothèque est Open Soure et est distribuée sous L'Aademi Free
Liense (AFL).
jMetal
2
(Metaheuristi Algorithms in Java) [62℄ est un framwork qui propose de résoudre les
problèmes multi-objetifs à base de méta-heuristiques. Il implémente la méthode NSGA-II, SPEA2,
PAES et d'autres méthodes omme PESA-II, OMOPSO, MOCell, et. Il supporte également plusieurs
types de données pour le odage des gènes de hromosomes omme le type binaire, réel, entier et
permet des odages de type mixte (réel+binaire, entier+real).
Opt4J
3
[70℄ est un framwork Open Soure JAVA modulaire pour l'optimisation à base méta-
heuristique. Il inlut des méthodes d'optimisation multi-objetifs à base d'algorithmes génétiques
omme les méthodes SPEA2 et NSGA2, mais aussi l'optimisation par essaim de partiules, l'évolution
diérentielle et l'optimisation par Reuit Simulé. Opt4J ore une interfae utilisateur graphique an
de failiter le paramétrage et la visualisation du proessus d'optimisation.
MOEA
4
(Multi-Objetive Evolutionary Algorithms) est un framework Open Soure pour la ré-
solution des PMO à base d'algorithmes génétiques. Il supporte aussi la programmation génétique, les
stratégies d'évolution, l'optimisation par essaim de partiules et l'évolution diérentielle. MOEA four-
nit les outils néessaires pour onevoir, développer, exéuter et tester statistiquement les algorithmes
d'optimisation. Il implémente 25 diérentes approhes tirées de l'état de l'art sur l'optimisation multi-
objetifs par algorithmes évolutionnaires (NSGA-II, ǫ-MOEA, GDE3 et MOEA/D, et.) et près de 80
problèmes analytiques. Il intègre les algorithmes du framework jMetal et peut supporter l'intégration
de nouveaux problèmes e qui le rend très utilisé dans le domaine de reherhes sientiques. En eet,
il permet de tester de nouvelles méthodes ave une panoplie de méthodes et tests existantes.
2.3.4 Bilan
Dans leurs ouvrage appelé "Optimisation multiobjetif" [37℄, les auteurs montrent qu'il est très
diile de hoisir une méthodes d'optimisation multi-objetifs pour résoudre un PMO onret vu
le très grand nombre de méthodes existantes. Faut-il hoisir une méthode à priori, à posteriori ou
progressive ? Faut-il ramener le problème à un problème mono-objetif auquel as quelle fontion
objetif faut-il optimiser en priorité ? Si on emploi l'optimisation multi-objetifs ave dominane
de Pareto, quelle algorithme hoisir ? Quel Framework implémenter ? Et. An de répondre à ses
questions, les auteurs proposent quelques ritères de hoix résumés dans e qui suit :
 La qualité de la solution : ertains problèmes, omme les problèmes stratégiques, ont un op-
timum très diile à trouver ar ils exigent une qualité élevée de la solution nale. Pour les
1. http ://s.gmu.edu/ elab/projets/ej/
2. http ://jmetal.soureforge.net
3. http ://opt4j.soureforge.net/
4. http ://www.moeaframework.org/
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résoudre, les méta-heuristiques sont les plus adaptées. Prenant l'exemple d'un problème d'op-
timisation d'une struture dans le domaine de la onstrution. Une solution nale devrait être
une struture ave une quantité moindre de matériaux, mais répondant au ahier des harges,
qui pourrait faire éonomiser une somme importante sur le oût de la mise en ÷uvre.
 La nature de l'espae de reherhe : par exemple, l'aspet onvexe ou non onvexe de la surfae
de ompromis inue sur le hoix de la méthode d'optimisation multi-objetif. En eet, si la
surfae de ompromis est non onvexe il ne faut pas hoisir une méthode de pondération des
fontions objetifs ar elle est ineae pour e as [71℄.
 L'expression des préférenes : si le déideur est en mesure d'exprimer ses préférenes, on peut
hoisir une méthode de résolution de type à priori omme l'approhe du ompromis ǫ, la méthode
du "but à atteindre" ou même la méthode d'ordonnanement lexiographique si le déideur
exprime un ordre d'importane sur les fontions objetifs. Sinon, il est préférable de hoisir une
méthode à posteriori omme elles basées sur les méta-heuristiques qui proposent un ensemble
de solutions optimales au déideur. Ce dernier pourra alors hoisir une solution qu'il jugera
optimale parmi l'ensemble issu de la surfae de ompromis.
2.4 Travaux existants sur les EDs
Il existe des travaux qui emploient l'optimisation multi-objetifs pour résoudre des problèmes
diverses dans les entrepts de données selon plusieurs ontextes : Cloud Computing, entrepts de
données temps réel, oneption physique des entrepts de données. Ils sont donnés dans e qui suit.
2.4.1 Le Cloud Computing
Le Cloud Computing représente un ensemble de proessus qui sont exéutés sur des ordinateurs
ou serveurs informatiques distants liés à travers un réseau généralement Internet. Plusieurs lients
possèdent haun plusieurs utilisateurs qui exéutent plusieurs requêtes sur plusieurs serveurs. Ses
serveurs peuvent être physiques ou des mahines virtuelles et sont alloués à la demande et souvent
par tranhes selon la puissane, la bande passante, la mémoire et plusieurs d'autres ritères de per-
formane. Chaque serveur est alloué pour une période préise suivant un prix ou un forfait. Le Cloud
est employé également pour stoker et interroger des bases de données distribuées e qui a susité un
grand intérêt dans le domaine de reherhe aadémique et industriel. En eet, le système de gestion
des base de données Cloud doit gérer l'alloation des ressoures pour haque serveurs, optimiser plu-
sieurs ritères omme le prix d'alloation, exéuter les requêtes dans un ontexte distribué et obtenir
des résultats orrets en un temps raisonnable, et. En d'autre terme, le système de gestion des bases
de données Cloud doit optimiser un problème multi-ritères formalisé omme suit : étant donné des
ontraintes budgétaires et une harge de requêtes, omment allouer les ressoures du Cloud (CPU,
Mémoire, bande passante du réseau, et) à des mahines virtuelles (serveurs), haune ayant une
partie d'une base de données distribuée, an d'obtenir la meilleure performane globale des requêtes
ave un prix minimum? Les auteurs dans [46℄ proposent une approhe d'optimisation multi-objetifs
à base d'algorithmes évolutionnaires dans les entrepts de données de type Cloud. Cette approhe
vise à optimiser les requêtes exéutées sur le Cloud en reherhant les solutions Pareto Optimales qui
optimisent deux objetifs : le temps de réponses de requêtes et le oût monétaire. An d'exposer la
démarhe proposée, nous donnons les dénitions suivantes :
 Virtual Mahine (VM) est un logiiel qui émule l'arhiteture et les fontions d'un véritable
ordinateur. Le nombre de ses proesseurs et de la mémoire prinipale peut être modié grâe à
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la virtualisation.
 Le temps d'exéution total est la somme entre le temps de alul du CPU de la VM et le temps
de la transmission de données sur le réseau.
 La harge de requêtes Q ontient m requêtes Q = {Q1, · · · , Qm} à exéuter sur le Cloud.
 Le temps de réponse (RespTime) est le temps éoulé entre l'exéution d'une requête et l'obten-
tion des résultats. Il est alulé ave les paramètres et statistiques utilisés par l'Optimiseur du
SGBD.
 Le oût monétaire (MonCost) d'une harge de requêtes exéutée sur un Cloud représente la
loation des ressoures pour exéuter la base de données. Le oût monétaire inlue le oût de
stokage de données par les VMs et la somme des oûts de transferts de données.
 Plan d'exéution des requêtes (QP). Chaque requête peut avoir plusieurs plans d'exéution.
Cela inue sur le temps d'exéution, le temps de réponse et le oût monétaire d'une requête
qui peuvent hanger en hangeant son plan d'exéution.
Le problème multi-objetifs vise à optimiser la fontion suivante :
F (x) = {RespT ime(x),MonCost(x)} (2.16)
Où x est le veteur solution onstitué d'un ensemble de n VMs, m plans d'exéution QPs, m requêtes
exéutées sur les n VMs sur un réseau donné.
x = {{VM1, · · · , V Mn}, {QP1, · · · , QPm}, Reseaui} (2.17)
Pour résoudre e problème, les auteurs proposent d'utiliser trois diérents algorithmes : un algorithme
heuristique simple (SHA), un algorithme de type branh-and-bound de reherhe des solutions Pareto
optimale (MOBB) et un algorithme basé sur la méthode MOGA.
1. Le SHA : les mahines virtuelles sont lassées en fontion de la fréquene des opérations de
jointure. La VM lassée première est elle où s'exéute la plupart des opérations de jointure.
A ette VM est aetée la meilleure onguration (CPU, mémoire, bande passante, et). Pour
les VMs suivantes, on aete des ongurations ave un prix déroissant. Ensuite, les QPs sont
évalués sur les VMs. Cet algorithme sert d'environnement de omparaison aux deux autres
algorithmes proposés.
2. Le MOBB : 'est un algorithme d'optimisation exhaustive. Il énumère toutes les solutions
andidates sous forme d'un arbre, où les sous-ensembles de solutions infrutueuses sont éliminés
en utilisant deux ritères d'élimination : la minimisation du temps de réponse et la minimisation
du oût monétaire. MOBB ommene par une VM et alul le meilleur temps de réponse et le
oût moindre de la harge de requêtes sur ette VM. Pour haque requête et haque QP de ette
requête, il estime de temps de réponse et le oût monétaire. S'il trouve pour haque requête de
Q un plan d'exéution qui permet de respeter es deux ritères alors la VM atuelle et ajoutée
à la solution nale, sinon elle est éartée. Ce traitement est réalisé pour toutes les VMs.
3. Le MOGA : le problème multi-objetifs du Cloud est résolu par la méthode MOGA basée sur
les algorithmes génétiques. MOGA exploite dans haque itération une population d'individus
ou hromosomes, où haun orrespond à une solution potentielle du PMO. La struture du
hromosome, illustrée sur la gure 2.7, est omposée des VMs, des QPs de la harge Q et
du réseau. An de passer à la génération suivante, l'algorithme applique les opérations de
roisement et mutation sur le hromosome mais haque opération est appliquée loalement sur
la partie des VMs à part et la partie des QPs à part. A la n de l'exéution, on obtient un
ensemble de solutions Pareto Optimales,
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Figure 2.7  Struture du hromosome pour l'appliation du MOGA sur le Cloud
2.4.2 Les entrepts de données temps réel
Les entrepts de données temps réel sont utilisés dans l'informatique déisionnelle an de répondre
à des exigenes quotidienne et faire faes aux hangements rapides des données. Contrairement aux
entrepts de données traditionnels, où les modiations sont hargées à des périodes préises (n
de journée ou durant le weekend par exemple), les données des entrepts temps réel sont automati-
quement apturées et sauvegardées et sont soumises à des modiations permanentes. Ainsi, lors de
l'exéution d'une requête sur un entrept temps réel deux options sont possibles selon le ritère qu'on
souhaite optimiser le plus.
 Exéuter la requête sur des données périmées ou légèrement dépassées an d'assurer une réponse
rapide. Dans e as on favorise l'optimisation du temps de réponse de la requête appelée Qualité
de Servie QoS.
 Attendre la validation de toutes les modiations et mise à jour avant de laner la prohaine
requête. Dans e as, on favorise l'optimisation de la qualité de de données de la requête appelée
Qualité de Données QoD.
Les auteurs dans [93℄ propose une approhe d'ordonnanement multi-objetifs des requêtes dans les
entrepts de données temps réel. Ils onsidèrent une harge de requêtes Q omposées de deux types
de requêtes : les requêtes de leture seule de type SELECT qi ∈ Qq et les requêtes de modiation
de type UPDATE, INSERT ou DELETE uj ∈ Qu, ave Q = Qq ∪ Qu. Le problème onsiste à
ordonnaner les modiations uj et les requêtes qi, an d'optimiser deux objetifs qui sont la qualité
de servie (le temps de réponse) QoS et la qualité de données QoD.
An de mesurer la qualité de servie QoS, les auteurs évaluent le temps de réponse, qui est
généralement le prinipal objetif pour la plupart des approhes d'optimisation. Le temps de réponse
de la requête qi est omposé de son temps d'exéution eqi , le temps d'attente ausé par l'exéution
de requêtes préédentes, et le temps d'attente ausé par l'exéution des mises à jour qui préèdent
cuj . Ainsi, le modèle de la QoS pour une harge de requêtes donnée Q est déni omme suit :
QoS(Q) =
|Qq|∑
i=0
(|Qq| − i)× (eqi + cuj ) (2.18)
Pour évaluer la qualité de données QoD des requêtes, les auteurs utilisent les prots sur la qualité
des données apportés par les modiations dont es requêtes dépendent. Les auteurs onsidèrent
l'entrept de données réparti en partitions. On note Pqi les partitions aessibles lors de l'exéution
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de la requête qi. Étant donnée une requête qi et une modiation uj , on dit que qi dépend de uj si
uj est exéutée avant qi et que les deux aèdent aux mêmes partitions, 'est à dire Pqi ∩ Puj 6= ∅.
Le prot apporté par une uj , noté puj , est exprimé ave un nombre entier positif, où une valeur plus
élevée orrespond à une augmentation de la qualité des données. Ainsi, si une uj est exéutée avant
une qi qui dépend d'elle, alors la qualité des données de qi est améliorée par la valeur du prot puj .
Ainsi, le modèle de qualité de données d'une harge Q est donné omme suit :
QoD(Q) =
∑
qi∈Qq,uj∈Qu,Pqi∩Puj 6=∅
puj (2.19)
Une fois les deux objetifs modélisés, les auteurs reherhent à maximiser la qualité de données
tout en maximisant la qualité de servie, En d'autres termes, maximiser la qualité de données en
minimisant le temps de réponse des requêtes. Pour e faire, le problème est formalisé omme un pro-
blème du Sa à Dos pour reherher les solutions Pareto optimales, tel que haque solution représente
un ordonnanement possible des qi et uj . Le problème multi-objetifs est alors ramené à un problème
mono-objetif où il faut maximiser la qualité de données ave une ontrainte sur le temps de réponse
e qui favorisent les modiations par rapport aux requêtes SELECT. La formulation du problème
devient omme suit : {
Maximiser
∑
j∈|Qu|
Pujuj
ave
∑
j∈|Qu|
cjuj ≤ B
(2.20)
Pour résoudre e problème, les auteurs proposent d'utiliser un algorithme de programmation dyna-
mique souvent utilisé pour résoudre le problème NP-Complet du Sa à Dos. Le problème prend omme
entrée les requêtes de modiations uj , leurs prots et oûts orrespondants ainsi que la ontrainte
B sur le temps de réponse. L'algorithme permet de séletion une solution optimale représentant un
ordonnanement des modiations qui respete les ontraintes du problème.
2.4.3 La oneption physique des entrepts de données
L'optimisation multi-objetifs peut être utilisée pour formuler le problème de séletion d'une
tehnique d'optimisation. En eet, dans les travaux qui se basent sur l'optimisation mono-objetif,
seul le oût de la harge de requête est onsidéré omme objetif à optimiser. Or, pour plusieurs
tehniques d'optimisation, d'autres objetifs à optimiser rentre en jeu. Par exemple, pour les vues
matérialisées, il faut optimiser également le oût de maintenane an que la mise à jour des strutures
soit moins outeuse en temps et en ressoures. En analysant les travaux existant sur la séletion des
vues matérialisées, l'auteur dans [68℄ déduit que trois variantes du problème de séletion existent :
 Minimiser le oût de la harge de requête sous une ontrainte d'espae de stokage.
 Minimiser le oût des requêtes et le oût de maintenane des vues, en onsidérant une ombi-
naison linéaire des deux oûts an de séletionner une solution qui optimise le oût total.
 Minimiser le oût de la harge sous une ontrainte du oût de maintenane.
A et eet, l'auteur dans [68℄ propose une démarhe de séletion statique multi-objetifs des vues ma-
térialisées basée sur les MOEAs. Cette démarhe vise à résoudre le problème multi-objetifs formalisé
omme suit. Soit un entrept de données modélisé en étoile. Le problème de séletion multi-objetifs
onsiste à séletionner un ensemble de vues {v1, · · · , vm} qui minimisent deux fontions objetifs :
le oût de la harge de requêtes et le oût de maintenane des vues, sous une ontrainte d'espae de
stokage maximum réservé aux vues.
La matérialisation des vues emploi le prinipe de treillis. Les n÷uds du treillis représentent les
vues et un ar de Vi à Vj existe si Vj peut être évaluée en utilisant uniquement Vi. Vi est appelée
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PCT
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CP T
Auune
Figure 2.8  Exemple d'un treillis de vues andidates à la matérialisation
alors anêtre et Vj un desendant. Le treillis permet alors de dénir une dépendane entre les vues
mais aussi un ordre de matérialisation des vues. Si une vue anêtre est matérialisée, elle peut être
utilisée pour évaluer ses vues desendantes. Nous présentons dans la gure 2.8 un exemple d'un
treillis onstruit sur trois tables dimensions Produits P, Clients C et Temps T. Les vue andidates
à la matérialisation sont PCT, PT, PC, CT, P, C, T, Auune. Pour évaluer le oût d'exéution des
requêtes en présene d'un ensemble M de vues matérialisées, on onsidère pour haque vue v ∈M sa
fréquene d'utilisation par les requêtes fi. Le oût d'exéution d'une harge de requêtes Q en utilisant
v ave M requêtes matérialisées, noté q(v,M), est égale au nombre de lignes de la plus petite vue
dans M qui est l'anêtre de v dans le treillis. Le oût total d'exéution de la harge de requêtes Q en
présene de toutes les vues matérialisées M , noté Q(M) est donné omme suit :
Q(M) =
∑
v∈M
fvq(v,M) (2.21)
Le oût de maintenane m(v,M) d'une vue matérialisée v ∈ M est modélisé sur la base d'un oût
qui est assoié à haque arête (vi, vj) dans le treillis, e qui représente le oût de maintenane de vj
en utilisant les mises à jour à partir de vi. Le oût de maintenane m(v,M) de v est la somme des
oûts sur le hemin le moins oûteux depuis un anêtre de v. De plus, haque vue v a une fréquene
de mise à jour notée gv . Ainsi, le oût total de mise à jour d'un ensemble de vues M est :
U(M) =
∑
v∈M
gvm(v,M) (2.22)
L'optimisation prend en onsidération la ontrainte sur l'espae de stokage des vues matérialisées
tel que S(M) ≤ Smax. Pour résumer, l'approhe proposée vise à optimiser le PMO suivant :

Maximiser Q(M)
Maximiser U(M)
ave S(M) ≤ Smax
(2.23)
An de résoudre le PMO, l'auteur emploi deux méthodes MOEAs à savoir les méthodes MOGA et
NPGA onsidérées omme des méthodes non-élitiste (auune sauvegarde des individus d'aniennes
génération n'est eetuée). Les deux MOEAs exploitent une struture du hromosome qui permet de
oder une onguration de vues andidates à la matérialisation et deux fontions objetifs dénis sur
le oût d'exéution des requêtes et le oût de maintenanes des vues.
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2.4.4 Bilan
A notre onnaissane, seuls les travaux ités dans [68℄ traitent de l'optimisation multi-objetifs
dans le adre des ED. Ils proposent une séletion multi-objetifs des tehniques d'optimisation à savoir
les vues matérialisées, où deux objetifs sont onsidérés : le oût d'exéution des requête et le out
de maintenane des vues matérialisées. De plus, auun travail n'a été proposée pour l'optimisation
multi-objetifs des index et/ou de la fragmentation.
Cependant, dans le ontexte de séletion inrémentale, le oût de maintenane des strutures
d'optimisation est un objetif qu'il faut optimiser. Pour les index, lors de l'évolution de l'entrept de
données, il faut penser à hoisir une nouvelle onguration d'index qui optimise la nouvelle harge
requête mais qui optimise aussi le oût de maintenane qui représente le temps d'implémentation des
nouveaux index et le temps de suppression des index obsolètes. Pour la fragmentation horizontale, la
refragmentation d'un entrept déjà partitionné néessite plusieurs opérations de fusion et/ou élate-
ment et/ou déplaement des partitions des diérentes tables e qui engendre un temps de maintenane
onsidérable si la refragmentation néessite beauoup d'opérations. De e fait, il faut proposer une
nouvelle formulation du problème de séletion inrémentale des struture d'optimisation en un pro-
blème multi-objetifs où il faut optimiser deux objetifs : le oût d'exéution de la harge de requête
et le oût de maintenane des strutures implémentées.
2.5 Conlusion
Dans e hapitre nous sommes intéressés aux problèmes d'optimisation multi-objetifs PMO. Nous
avons présenté la formulation et les dénitions mathématiques onernant e problème. Ensuite, nous
avons exposé un état de l'art sur les démarhes de résolution du PMO. Nous avons remarqué que
dans le ontexte d'entrept de données, il existe quelques travaux qui formalisent un problème donné
sous forme d'un PMO et ela dans le ontexte du Cloud Computing et des entrepts temps réel. Ces
travaux visent à optimiser plusieurs objetifs ritiques sous des ontraintes données. Conernant la
oneption physique des entrepts de données, seul le travail présenté dans [68℄ propose de formaliser
le problème de séletion des vues matérialisées en un problème multi-objetifs où il faut optimiser
deux objetifs : le oût d'exéution des requêtes et le oût de maintenane des vues. Dans la suite de
notre thèse, nous dérivons trois propositions que nous avons eetuée : la séletion isolée inrémentale
des tehniques d'optimisation, la séletion jointe inrémentale des tehniques d'optimisation et enn
la séletion inrémentale multi-objetifs des tehniques d'optimisation. Les tehniques d'optimisation
abordées sont les index de jointures binaires et la fragmentation horizontale.
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1.1. Introdution
1.1 Introdution
Les Index de Jointures Binaires (IJB) [77℄ permettant d'optimiser à la fois les jointures en étoile
et les opérations de séletions dénies sur les tables de dimensions, e qui fait qu'ils sont bien adaptés
pour optimiser les requêtes de jointure en étoile [89℄. Vu le bénée que les index de jointures binaires
apportent aux requêtes déisionnelles, ils sont très souvent employés lors de la phase de oneption
physique d'entrepts de données. Par onséquent, plusieurs travaux s'intéressent à développer des
proessus de séletions de e type d'index. Dans l'industrie, seul le SGBD Orale implémente les
index de jointure binaires.
Le problème de séletion des IJB dans sa formalisation lassique onsiste à séletionner une on-
guration d'index optimisant une harge de requêtes, préalablement onnue, sans violer la ontrainte
d'espae de stokage. Dans le ontexte d'entrept de données, vu le nombre important de tables de
dimension et d'attributs de séletion onernés par la dénition des index, le problème de séletion
des IJB devient diile, ainsi plusieurs travaux se sont onentrés sur e problème. Ces travaux sont
réalisés en deux phases importantes : une phase de séletion de la onguration initiale qui inlut
une étape d'élagage de l'espae de reherhe pour la séletion des index multiples an de réduire la
omplexité du problème, et une phase de séletion de la onguration nale d'index.
Notre analyse nous a onduit aux onstats suivants : (1) La séletion des index multiples est un
enjeu important. D'abords, es index pré-alulent les opérations omplexes de jointures en étoiles.
De plus, l'espae de reherhe que les algorithmes doivent parourir est très omplexe. (2) Peu de
travaux emploient les requêtes pour l'élagage de et espae de reherhe. (3) Peu d'algorithmes sont
utilisés pour la séletion d'une onguration nale d'index. (4) Les travaux de séletion se situent,
pour la plupart, dans le adre de séletion statique d'index. De e fait, nous avons fait les propositions
suivantes :
 proposer un nouvel algorithme de séletion des index basé sur les algorithmes génétiques [18, 20℄.
 proposer un modèle de oût pour les index de jointures binaires ompressés.
 proposer une nouvelle approhe d'élagage de l'espae de reherhe des index an de réduire la
omplexité du problème de séletion [25, 21, 20℄.
 proposer une séletion inrémentale des index de jointure binaires qui permet de faire fae à
l'évolution de l'entrept de données et aux hangements pouvant survenir [18, 25, 21, 20℄.
Ce hapitre est organisé en 5 setions. La setion 2 dérit notre proposition d'un algorithme
de séletion statique des IJB basé sur les algorithmes génétiques et la desription d'une nouvelle
démarhe d'élagage de l'espae de reherhe. Nous exposons dans la setion 3 la démarhe de séletion
inrémentale des IJB. La setion 4 représente l'étude expérimentale qui nous à permis de omparer
les diérentes stratégies de séletion que nous avons développé ave les travaux existants. La setion
5 onlu le hapitre.
1.2 Algorithme génétique pour la séletion statique des IJB
Dans ette setion, nous présentons notre stratégie de séletion statique d'une onguration
d'IJB simples ou multiples qui repose sur les algorithmes génétiques. Les AG ont été largement uti-
lisés pour la oneption physique des bases de données, notamment dans le problème d'optimisation
des requêtes de jointure [61℄, le problème de séletion des vues matérialisées [98℄ et l'automatisation de
la oneption physique des bases de données parallèles [82℄. Ils ont été utilisés dans l'optimisation de
l'opération de jointure [61℄ et également employé par les Optimiseurs de SGBD omme PostgreSQL.
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Figure 1.1  La struture d'un AG
Les AG sont des méthodes d'optimisation de fontions [57℄. Ils s'inspirent de l'évolution génétique
des espèes. Shématiquement, ils opient de façon extrêmement simpliée ertains omportements
des populations naturelles. Ainsi, es tehniques reposent toutes sur l'évolution d'une population
de solutions qui, sous l'ation de règles préises, optimisent un omportement donné, exprimé sous
une fontion dite fontion de séletion ou d'adaptation à l'environnement. Un AG est un algorithme
itératif de reherhe d'optimum, il manipule une population de taille onstante. Cette dernière est
formée de andidats appelés individus ou hromosomes. La taille onstante de la population entraîne
un phénomène de ompétition entre les hromosomes. Chaque hromosome représente le odage d'une
solution potentielle au problème à résoudre. Il est onstitué d'un ensemble d'éléments appelés gènes,
pouvant prendre plusieurs valeurs appartenant à un alphabet non forément numérique [4℄. Le but
de l'algorithme génétique est de trouver l'individu qui optimise le mieux une fontion objetif donnée
appelée aussi fontion séletive.
A haque itération, appelée génération, est réée une nouvelle population de hromosomes. Cette
génération est onstituée des hromosomes les mieux "adaptés" à leur environnement tel qu'il est
représenté par la fontion séletive. Au fur et à mesure des générations, les hromosomes vont tendre
vers l'optimum de la fontion séletive. La réation d'une nouvelle population, à partir de la préé-
dente, se fait par appliation des opérateurs génétiques que sont : la séletion, le roisement et la
mutation. Ces opérateurs sont stohastiques. La séletion des meilleurs hromosomes est la première
opération dans un AG. Au ours de ette opération, l'AG séletionne les éléments pertinents qui
optimisent le mieux la fontion séletive. Le roisement permet de générer deux individus nouveaux
"enfants" à partir de deux individus séletionnés "parents", tandis que la mutation réalise l'inver-
sion d'un ou plusieurs gènes d'un individu [4℄. La gure 1.1 illustre les diérentes opérations qui
interviennent dans un AG.
Dans le adre de la résolution du problème de séletion des index de jointures binaires (problème
NP-Complet), l'algorithme de résolution doit exploiter un espae de solutions possibles an de mini-
miser une fontion objetif sous une ontrainte d'espae de stokage. L'espae de solutions possibles
représente toutes les ongurations d'index possibles où haque index est déni sur un ou plusieurs
attributs indexables. Dans notre as, l'algorithme de résolution est un AG. Le hromosome repré-
sente une onguration d'index possible et la fontion objetif est le oût d'exéution des requêtes qui
permet d'estimer la qualité de haque hromosome. An d'évaluer le oût d'exéution des requêtes,
nous utilisant un modèle de oût mathématique qui permet de guider l'AG pour trouver la solution
optimale (quasi-optimale).
Dans e qui suit, nous ommençons par exposer le odage d'un hromosome, le modèle de oût,
74
1.2. Algorithme génétique pour la séletion statique des IJB
la fontion objetif à optimiser et l'implémentation du AG.
1.2.1 Codage du hromosome pour les index
An d'exploiter l'algorithme génétique pour résoudre un problème d'optimisation, il faut dénir
la struture du hromosome qui représente le odage d'une solution potentielle au problème traité.
Nous avons don déni deux odages ; un odage pour les index simples et un odage pour les index
multiples.
1.2.1.1 Codage du hromosome pour les index simples
Ce odage est appelé SI pour Simple Indexes. Soit AS = {A1, · · · , An} l'ensemble des attributs
indexables. Un index simple est déni sur un seul attribut indexable. Nous proposons de oder le
hromosome sous forme d'un tableau de taille n dont les ellules sont binaires, où haque ellule
fait référene à un attribut. Une ellule vaut 1 si un index simple est déni sur l'attribut orres-
pondant. Sinon, elle vaut 0. Le hromosome permet ainsi de représenter une onguration d'index.
L'espae de reherhe d'index, que e odage permet de représenté, est onstitué des diérents hromo-
somes pouvant être générés. Pour illustrer e odage, onsidérons l'ensemble d'attributs indexables
suivant : AS = {City,Month, Y ear,Country,Day}. Le tableau 1.1 dérit un exemple d'un hro-
mosome dit simple déni sur 5 attributs. Ce hromosome illustre une onguration de trois index
simples : ConfigCi = {I_City, I_Country, I_Day}
I_CityI_MonthI_YearI_CountryI_Day
1 0 0 1 1
Table 1.1  Exemple d'un hromosome pour la séletion d'IJB simples (SI)
1.2.1.2 Codage du hromosome pour les index multiples
La séletion d'une onguration d'index multiples exploite un espae de reherhe très omplexe.
En eet, pour n attributs indexables, le nombre d'index multiples possibles NbIM = 2
n − n− 1 et la
taille de l'espae de reherhe est NbConfigIM = 2
NbIM − 1 = 22
n−n−1 − 1 ongurations.
Pour la séletion des index multiples, nous avons d'abord pensé à une solution naïve qui onsiste
à généraliser le odage utilisé dans la séletion simple, où un tableau de 2n − n − 1 ellules (gènes)
est onstruit. Les gènes du hromosome orrespondent haun à un index multiple et non plus à
un attribut indexable (omme pour le odage de SI). Nous avons rapidement réalisé que e odage
est omplexe ; puisque la taille du hromosome est très grande, l'espae de reherhe devient très
omplexe. En eet, pour 10 attributs indexables, le odage naïf de hromosome déni sur es attributs
donne lieu à la réation d'un tableau binaire de 211 − 11 − 1 = 2036 ases et la taille de l'espae de
reherhe est de 22036 − 1 soit 10613 ongurations possibles. Nous illustrons à travers le tableau 1.2
le odage naïf du hromosome pour quatre attributs indexables A1, A2, A3 et A4. Le hromosome
est de taille 24 − 4− 1 = 11 ases et l'espae de reherhe est de taille 211 − 1 = 2047.
Vu ette omplexité, la simpliation du odage naïf est reommandée. Pour e faire, nous propo-
sons d'utiliser les requêtes pour instanier le odage initial et nous dénissons deux odages : odage
basé sur les requêtes appelé MIQ et odage amélioré basé sur les requêtes MIQ∗.
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I_A1A2A3A4I_A1A2A3I_A1A2A4I_A1A3A4I_A2A3A4I_A1A2I_A1A3I_A1A4I_A2A3I_A2A4I_A3A4
0 1 0 0 1 0 1 1 0 0 1
Table 1.2  Exemple d'un hromosome basé sur le Codage Naïf
Codage basé sur les requêtes MIQ : Nous retenons omme index andidats à la séletion
uniquement eux qui ouvrent exatement les attributs d'une requête donnée. Cei réduit onsidéra-
blement la taille du hromosome dont la taille maximale est égale au nombre de requêtes ; si haque
requête ontient une ombinaison d'attributs diérente des autres requêtes. Nous appelons e odage
MIQ pour Multiple Indexes Query.
I_CY P I_CMDI_PM
0 1 1
Table 1.3  Codage d'un hromosome basé requêtes MIQ
Exemple 11 Soit un ED ave une table de faits Ventes (20 millions de tuples) et trois dimensions
Clients, Temps et Produits. Soit une harge de trois requêtes permettant de dénir les attributs ave les
ardinalités suivantes : City(C :150), Country(T :30), Year(Y :20), PName(P :400), Month(M :12),
Day(D :31).
Q1 : SELECT AVG(PriUnit)
FROM Clients C, Temps T, Produits P, Ventes V
WHERE C.City='Alger' AND T.Year='2014' AND P.PName='PC'
AND C.CID=V.CID AND T.TID=V.TID AND P.PID=V.PID
Q2 : SELECT Count(*)
FROM Clients C, Temps T, Ventes V
WHERE C.City='Oran' AND T.Year='2014' AND T.Day='20'
AND C.CID=V.CID AND T.TID=V.TID
Q3 : SELECT Max(Sold)
FROM Produits P, Temps T, Ventes V
WHERE P.PName='PC' AND T.Month='4'
AND C.CID=V.CID AND T.TID=V.TID AND P.PID=V.PID
Les attributs andidats à l'indexation sont : AS = {City,Month, PName, Y ear,Day} que nous
simplions omme suit : AS = {C,M,P, Y,D}. La taille du hromosome selon le odage naïf pour
représenter et ensemble d'attributs est 25 − 5 − 1 = 26. Si nous onsidérons les requêtes pour ins-
tanier le hromosome initial, nous aurons un tableau de trois ellules représentant les trois IJB
(tableau 1.3) : I_CY P , I_CYD et I_PM . En onséquene, au lieu de manipuler un tableau de
26 ellules, nous utilisons un tableau de taille 3 qui permet de représenter 23 − 1 = 7 ongurations
d'index.
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Figure 1.2  Génération des sous IJB pour une requête
L'inonvénient de ette démarhe de séletion guidée par les requêtes est le risque de générer des
index volumineux qui pourraient violer l'espae de stokage. Pour illustrer e problème, supposons
que les trois index néessitent les oûts de stokage suivants : 1.6Go, 1Go et 1.2Go respetivement
(sans ompression). Si la ontrainte d'espae de stokage des index est inférieure à 1Go, auun index
n'est séletionné. Par onséquene, auune requête n'est optimisée.
Codage amélioré basé sur les requêtes MIQ∗ : An d'améliorer le odage préédent, nous
proposons un autre odage appelé MIQ∗ pour Multiple Indexes Query Ameliorated. Considérons le
odage du hromosome MIQ. Le prinipe est d'ajouter à e odage et pour haque requête les sous
index multiples pouvant être dénis sur ses attributs. Pour une requête donnée, un sous index est
déni sur une ombinaison possible des attributs indexables qui la onstitue. Nous illustrons sur la
gure 1.2 un exemple d'une requête, l'index multiple total qui ouvre tous ses attributs et les sous
index multiples qui peuvent être générés. Le odage nal est onstitué des IJB issus du odageMIQ
auxquels on ajoute tous les sous index générés. L'intérêt de ette approhe est de palier au problème
des IJB volumineux tout en respetant l'élagage par requêtes.
Exemple 12 Considérons l'ED et les requêtes dénies dans l'exemple 11. Rappelons que les attributs
indexables sont AS = {C,M,P, Y,D}. Nous dénissons pour haque requête l'index total est les sous
index omme suit :
 Pour Q1, L'index total est I_CY P les Sous Index sont I_CY , I_CP et I_Y P .
 Pour Q2, L'index total est I_CYD les Sous Index sont I_CY , I_CD et I_Y D.
 Pour Q3, L'index total est I_PM , auun Sous Index multiple ne peut être déni.
Une fois tous les sous index dénis sur haque requête, le hromosome est struturé omme le
montre le tableau 1.4. Il est à noter que les doublons sont supprimés. Si la ontrainte d'espae de
stokage est 1Go, les deux requêtes Q1 et Q2 peuvent être optimisées par l'index I_CY ommun aux
deux, dont la taille est 710Mo.
I_CY P I_CY I_CP I_Y P I_CYD I_CD I_Y D I_PM
0 1 1 0 0 1 0 0
Table 1.4  Codage Amélioré d'un hromosome basé requêtes MIQ∗
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De e fait, l'optimisation de la harge de requêtes est améliorée. Si l'IJB déni sur les attributs
d'une requête est volumineux, il y a de fortes hanes pour qu'un sous index moins volumineux soit
pris par le proessus de séletion d'index. De plus, à partir du hromosome du tableau 1.4, l'espae
de reherhe représente 28−1 = 255 ongurations d'index. Cette nouvelle représentation de l'espae
de reherhe sur les 5 attributs indexables est un bon ompromis entre l'espae total d'index très
omplexe 22
5−5−1 − 1 = 211 − 1 = 2047 ongurations, et l'espae basé requête (MIQ tableau 1.3)
de taille 23 − 1 = 7 ongurations, espae qui peut s'avérer non pertinent pour l'optimisation des
requêtes.
1.2.2 Modèle de oût mathématique
An de guider l'algorithme de séletion pour trouver la solution optimale, plusieurs travaux de
reherhe ont proposé des modèles de oût pour estimer le oût d'exéution d'une requête. Ces
modèles de oûts sont lassés en deux atégories : (1) les modèles de oûts mathématiques qui se
basent sur des estimations, des statistiques et des formules mathématiques et (2) les modèles de oût
qui font appel à l'optimiseur du SGBD. Dans les travaux [26℄, l'auteur a montré que les modèles
de oût mathématiques sont les plus adaptés. En eet, es derniers se basent sur des fontions
de oût mathématiques failes à implémenter et rapide en exéution, alors que eux de la seonde
atégorie rendent l'algorithme de séletion dépendant du SGBD, et engendre un temps d'exéution
supplémentaire dû aux appels fréquents de l'optimiseur.
Par onséquent, nous utilisons un modèle de oût mathématique qui permet d'évaluer le oût
d'exéution de la harge de requêtes, en termes du nombre d'Entrées/Sorties, en présene d'une
onguration index. Nous utilisons le modèle de oût présenté dans [2℄ et déni sur les IJB simples.
Nous avons apporté deux améliorations à e modèle :
1. Amélioration 1 : adapter le modèle de oût pour les index multiples.
2. Amélioration 2 : proposer un modèle de oût pour les index ompressés. En eet, le modèle
de oût présenté dans [2℄ ne prend pas en ompte la ompression des index alors que le SGBD
Orale par exemple, stoke tous les index de jointure binaires ave ompression e qui réduit
onsidérablement l'espae de stokage requis.
Le modèle de oût est exposé omme suit. Soit un entrept de données modélisé en étoile ave une
table de faits F , d tables de dimensions D1, · · · ,Dd et n attributs dimensions AS = {A1, · · · , An}.
Nous onsidérons une harge de p requête Q = {Q1, · · · , Qp} à exéuter sur l'entrept, l'espae
de m ongurations d'index possibles ConfigI = {Configc1, · · · , Configcm}. Chaque onguration
ontient Nci index déni sur AS. An d'évaluer la qualité d'une onguration d'index Configci, deux
oûts sont utilisés : le oût de stokage des index et le oût de la harge de requêtes en présene de
Configci. Nous présentons dans e qui suit le modèle de oût pour les index simples, pour les index
multiples et le modèle de oût ave ompression.
1. Modèle de oût pour les index simples : Pour les index simples, nous employons le modèle de
oût présenté dans [2℄. L'espae de stokage pour un index simple IJBj est alulé omme suit :
Storage(IJBj) = (
|Aj |
8
+ 8)× |F | (1.1)
Où |Aj | et |F | représentent respetivement la ardinalité de l'attribut qui dénit l'index IJBj
et la taille de la table de faits F . Le oût d'exéution d'une requête Qi (1 ≤ i ≤ q) en présene
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de IJBj est :
Cost(Qi, IJBj) = logm(|Aj |)− 1 +
|Aj |
m− 1
+ d
||F ||
8PS
+ ||F ||(1 − e
− Nr
||F || ) (1.2)
où ||F ||, Nr, PS, m et d sont resp. le nombre de pages oupées par la table F , le nombre de
tuples aédés par IJBj , la taille d'une page, l'ordre du B-arbre qui dénit l'IJB et le nombre
de veteurs bitmaps utilisés pour évaluer Qi.
2. Modèle de oût pour les index multiples : Nous avons adapté les formules du modèle de oût pour
les index multiples. Soit un index multiple IJBj déni sur nj attributs indexables {A
j
1, · · · , A
j
nj}.
L'espae de stokage requis pour IJBj est alulé par la formule suivante :
Storage(IJBj) = (
∑nj
k=1 |A
j
k|
8
+ 8)× |F | (1.3)
Le oût d'exéution d'une requête Qi (1 ≤ i ≤ q) en présene de IJBj est :
Cost(Qi, IJBj) = logm(
nj∑
k=1
|Ajk|)− 1 +
∑nj
k=1 |A
j
k|
m− 1
+ d
||F ||
8PS
+ ||F ||(1 − e
− Nr
||F || ) (1.4)
3. Modèle de oût : Le oût d'exéution de la requête Qi en présene de la onguration d'index
simples ou multiples Configci est :
Cost(Qi, Configci) =
Nci∑
j=1
Cost(Qi, IJBj) (1.5)
Le oût total d'exéution des q requêtes en présene de Configci est :
Cost(Q,Configci) =
q∑
i=1
Nci∑
j=1
Cost(Qi, IJBj) (1.6)
4. Modèle de oût ave ompression : Dans la dénition du modèle de oût ave ompression, nous
avons onstaté que l'aès aux données reste le même, la formule Cost(Q,Configci) reste don
valable. En eet, la prinipale diérene en l'aès aux données ave un index ompressé et un
index non ompressé est le oût de déompression des veteurs bitmaps de l'index utilisés pour
identier les tuples de la table de faits. Nous onsidérons négligeable le oût de déompression
ar 'est une opération qui se déroule en mémoire entrale sur des veteurs binaires. Cependant,
le prinipal hangement est au niveau du alul de l'espae de stokage Storage(IJBj). Nous
ommençons par présenter le prinipe d'un index simple ompressé puis d'un index multiple
ompressé. Puis à la base de e prinipe, nous donnons la nouvelle formulation du alul de
l'espae de stokage.
Un IJB simple déni sur un attribut A est un index de veteurs bitmaps dont le nombre de
ligne orrespond au nombre de tuples de la table de faits et où haque ligne est un veteur
binaire dont la longueur orrespond à la ardinalité de A. Cette ligne ontient une seule ase à
1 et toutes les autres ases sont à 0. On peut don oder e veteur ligne en un nombre binaire
orrespondant à la position vertiale de la ase qui est à 1. Par exemple, si la ardinalité de A est
15, un veteur ligne peut être (000000000001000). Les 15 positions possibles du 1 peuvent être
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Figure 1.3  Exemple d'un index ompressé
odées ave 4 bits de 1 à 5 (de 0001 à 1111). Le veteur 000000000001000, dont la valeur 1 est
dans la 4ème position, est odé don en 0010. Ainsi, un IJB déni sur l'attribut de ardinalité
15 ontiendra 4 veteur bitmaps vertiaux au lieu de 15. De manière générale, haque ligne d'un
IJB simple déni sur A peut être odée sur log2(|A|) bits, où |A| représente la ardinalité de
A.
En généralisant ette formule sur les index multiple, nous pouvons oder haque ligne d'un
IJB multiple, déni sur nj attributs {A
j
1, · · · , A
j
nj}, sur
∑nj
k=1 Log2(|A
j
k|) bits. A la base de
ette ompression, nous pouvons exprimer la formule de alul de l'espae de stokage requis
pour l'IJB multiple omme suit :
Storage(IJBj) = (
∑nj
k=1 Log2(|A
j
k|)
8
+ 8)× |F | (1.7)
Exemple 13 Soit l'entrept présenté dans l'exemple 11. Rappelons que la taille de la table de
faits est de 20 millions de tuples. Supposant un IJB simple déni sur un attribut Ville de
ardinalité 10 illustré sur la gure 1.3 gauhe. L'index ompressé est représenté sur la gure 1.3
droite. Nous alulons l'espae de stokage oupé par haque index. L'index sans ompression
donne 176Mo alors que l'index ave ompression donne 162Mo. Pour un attribut de ardinalité
300, la ompression se fait sur Log2(300)=7 bits e qui donne un index sans ompression de
390Mo ontre un index ave ompression de taille 171Mo, e qui réduit de 55% l'espae de
stokage.
1.2.3 Fontion objetif
Le problème de séletion d'index est un problème d'optimisation mono-objetif où il faut optimiser
une fontion objetif sous une ontrainte d'espae pour le stokage des index. Cette fontion objetif
représente le oût d'exéution de la harge de requêtes. Elle est utilisée par l'algorithme génétique
pour évaluer haque hromosome (solution) en our d'exploitation. En d'autre terme, elle évalue le
oût d'exéution de la harge de requêtes en présene des index que le hromosome permet de dénir.
Ainsi, en utilisant le modèle de oût que nous venons d'exposer, le problème de séletion d'index peut
être formalisé omme suit : {
Minimiser Cost(Q,Configci)
ave Storage(Configci) ≤ S
(1.8)
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Le problème mono-objetif ave ontrainte est transformé en un problème mono-objetif sans ontrainte
omme suit : Soit F(x) une fontion objetif. On s'intéresse à minimiser F(x) sous la ontrainte C(x)
e qui représente un problème de minimisation ave ontrainte. Soit Pen(x) une fontion pénalité qui
pénalise une solution x qui viole la ontrainte C. L'utilisation de la fontion de pénalité pour la fon-
tion F(x) permet de transformer le problème en un problème d'optimisation sans ontraintes d'une
fontion F'(x) dénie à partir des fontions F(x) et Pen(x). La formulation générale d'une fontion
objetif est donnée omme suit [2℄ :
F ′(x) =
{
F (x)× Pen(x) si Pen(x)>1
F (x) sinon
En faisant l'analogie ave notre problème de séletion d'index, x représente la onguration d'index
Configci, F (x) est le oût de la harge de requêtes en présene des index Cost(Q,Configci) et C
représente la ontrainte d'espae de stokage des index S. La fontion de pénalité est alulée par la
formule suivante :
Pen(ConfigIci) =
Storage(Configci)
S
(1.9)
où Storage(Configci) =
∑Nci
j=1 Storage(IJBj).
Enn, la fontion objetif est dénie omme suit :
F ′(Configci) =
{
Cost(Q,Configci)× Pen(Configci) si Pen(Configci)>1
Cost(Q,Configci) sinon
1.2.4 Implémentation du AG
An d'exploiter l'algorithme génétique, nous avons utilisé une API JAVA nommée JGAP JGAP
5
(Java Geneti Algorithms Pakage). JGAP est un framework Java qui permet de programmer un
algorithme génétique. Il implémente les méanismes génétiques de base qui peuvent être failement
utilisés pour appliquer les prinipes d'évolution aux solutions d'un problème donnée (mutation, roi-
sement, séletion). JGAP a été onçu pour être très faile à utiliser, tout en étant très modulaire, e
qui permet failement d'ajouter ou de hanger des opérateurs génétiques et autres sous-omposants.
La gure 1.4 présente le diagramme des lasses de l'API. An d'exploiter JGAP pour résoudre notre
problème, il faut réérire les deux lasses Chromosome et FitnessFuntion. La lasse Chromosome
permet d'implémenter le odage du hromosome selon les index à séletionner (SI, MIQ ouMIQ∗).
Puisque le hromosome est un tableau binaire, la lasse IntegerGene est utilisée pour implémenter les
gènes du hromosome. La lasse FitnessFuntion est réérite pour implémenter la fontion objetif
dénie préédemment.
La gure 1.5 illustre notre arhiteture de séletion statique des IJB par algorithmes génétiques.
Indépendamment du type d'index (simple ou multiple), le déroulement du proessus de séletion,
dérit dans l'algorithme 1, est le suivant :
1. Extraire les attributs indexables à partir de la harge de requêtes.
2. Coder la onguration d'index en hromosome suivant le odage SI, MIQ ou MIQ∗.
3. Dénir la fontion objetif.
5. http ://jgap.soureforge.ne
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Figure 1.4  Diagramme de lasse de l'API JGAP
4. Séletionner la onguration d'index nale : L'algorithme génétique génère une population ini-
tiale qui représente plusieurs hromosomes. A partir de ette population, l'algorithme génétique
eetue les opérations génétiques (roisement, mutation et séletion) an de générer les nou-
velles populations. Chaque onguration d'index (hromosome) va être évaluée, par la fontion
objetif, an d'estimer le bénée apporté par elle-i pour l'optimisation de la harge de re-
quêtes. La onguration d'index qui réduit le plus le oût d'exéution de ette harge va être
séletionnée en n de proessus.
1.3 Séletion Inrémentale des IJB basée sur les AGs
La majorité des travaux qui traitent du problème de séletion d'index se basent sur une séletion
statique qui suppose une onnaissane préalable de la harge de requêtes obtenue à partir du journal
du SGBD. La séletion d'index est réalisée une seule fois lors de la phase de oneption physique d'un
ED. Par onséquent, elle ne permet pas de faire fae aux hangements pouvant survenir sur l'entrept.
Nous présentons dans e qui suit es types de hangements, puis nous exposons notre approhe de
séletion inrémentale.
1.3.1 Types d'évolutions d'un entrept de données
Un entrept de données est en évolution ontinuelle qui peut se présenter sous trois diérents
façon :
 Évolution de shéma : signie que le shéma de dénition des tables hange par l'ajout ou la
suppression d'attributs, l'ajout ou la suppression de tables. Dans le ontexte d'entreposage de
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Figure 1.5  Arhiteture de séletion statique des IJB par AG
données e sénario est peut réalisable ar le shéma de tables reste le même.
 Évolution d'instanes : matérialisé par l'insertion ontinuelle de données au niveau des tables
partiulièrement au niveau de la table des faits.
 Évolution de harge : représente les hangements pouvant survenir sur la harge de requêtes
déisionnelles par l'ajout ou la suppression de requêtes ou le hangement de la fréquene d'aès
des requêtes.
L'évolution de la harge de requêtes inue sur la dénition de l'ensemble des attributs indexables qui
sont utilisés pour implémenter les index. En eet, toutes les démarhes de séletion d'index se basent
sur l'extration de et ensemble à partir de la lause WHERE des requêtes. Don, de nouveaux
attributs peuvent être ajoutés, d'autres attributs peuvent ne plus gurer dans la desription des
requêtes ou leurs fréquenes d'utilisation peuvent augmenter ou diminuer. Par onséquent, les index
déjà implémentés deviendront obsolètes et ne répondront plus à l'optimisation de la nouvelle harge
de requêtes. Conernant l'évolution d'instanes, elle ause une augmentation de la taille des tables
partiulièrement la table de faits, e qui augmente la taille des IJB. Dans e as, la ontrainte
d'espae de stokage risque d'être violée si auun nouvel espae de stokage susant n'est alloué
pour les index. An de répondre à ette problématique, nous avons proposé une nouvelle séletion
inrémentale d'index qui vise à garantir une optimisation ontinuelle de la harge de requêtes par la
mise à jour des index implémentés sur l'entrept, e qui permet de faire fae à l'évolution de harge
et à l'évolution d'instanes.
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Algorithme de séletion d'IJB
Entrées :
Q : harge de m requêtes.
S : espae de stokage des IJBs.
AS : ensemble d'attributs d'indexation (1, n).
ED : données relatives au modèle de oût (taille des tables, page système, et.) .
Sortie : Conguration nale d'index Cf .
Notations :
ChromosomeIJB : hromosome représentant onguration d'index andidats.
FonctionIJB : fontion objetif pour l'AG.
CoderChromosome : Coder le hromosome selon la démarhe suivie (SI , MIQ, MIQ∗).
JGAP : API JAVA qui permet d'implémenter l'algorithme génétique.
Début
ChromosomeIJB ←− CoderChromosome(Q, AS, SI/MIQ/MIQ∗) ;
FonctionIJB ←− CalulFontionObjetif(AS, S, ED, Q) ;
Cf ←− JGAP(ChromosomeIJB, FonctionIJB) ;
Fin
Algorithme 1: Algorithme de séletion statique des Index de Jointure Binaires
1.3.2 Notre approhe de résolution
Soit un entrept de données modélisé en étoile. Lors de la phase de oneption physique de l'ED, un
ensemble d'IJB a été séletionné et implémenté sur l'entrept pour optimiser une harge de requêtes
Q. Supposons que la harge de requêtes évolue par l'exéution suessive et ontinuelle de nouvelles
requêtes. L'arrivée de haque nouvelle requête Qi délenhe le proessus de séletion inrémentale.
Dans un premier lieu, nous avons pensé à refaire tous le proessus de séletion d'index déni dans
la séletion statique. Une nouvelle séletion d'index par algorithmes génétiques est exéutée sur la
nouvelle harge de requêtes Q∪Qi. Cette démarhe présente deux inonvénients :
 Cette approhe ne prend pas en ompte la onguration d'index atuellement implémentée sur
l'entrept. En eet, une approhe de séletion est dite inrémentale si elle prend en ompte la
onguration d'index atuelle et tente de l'améliorer an que la nouvelle onguration optimise
la nouvelle harge de requêtes Q ∪Qi.
 L'espae de reherhe d'index déni sur la harge Q ∪Qi est très omplexe.
 La séletion d'index peut aboutir à une onguration nale d'index diérente de elle déjà im-
plémentée sur l'entrept. Par onséquent, l'implémentation de la nouvelle onguration d'index
peut être outeuse en termes de temps et de ressoures.
Par onséquent, nous proposons d'extraire la onguration d'index atuellement implémentée, d'ex-
traire les index déni sur Qi puis d'eetuer une nouvelle séletion d'index sur l'union des deux
ensembles. Cela réduit onsidérablement l'espae de reherhe des index et le temps d'implémenta-
tion. Nous proposons une démarhe de séletion inrémentale d'index dont l'arhiteture globale est
illustrée sur la gure 1.6. Les étapes de la séletion sont données dans e qui suit.
1. Extraire la onguration d'IJB atuellement implémentée sur l'entrept Config_IJB. La
liste des index et les attributs sur lesquels haque index a été onstruit peuvent être obtenus à
partir des méta-données de l'entrept. Dans le SGBD Orale, deux tables permettent d'extraire
la desription d'un index donné. La table User_Indexes ontient les index existants et la
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Figure 1.6  Arhiteture globale de séletion inrémentale des IJB
table User_Ind_Columns ontient les attributs sur lesquels est déni haque index. An
d'extraire les index implémentés, nous exéutons la requête SQL suivante :
SELECT Index_Name
FROM User_Indexes
WHERE Index_Type = 'BITMAP'
AND Join_Index='YES';
Pour haque index obtenu IJBi, nous exéutons la requête SQL suivante an d'extraire les
attributs sur lesquels il est déni.
SELECT Column_Name
FROM User_Ind_Columns
WHERE Index_Name = 'IJBi';
L'algorithme 2 résume les étapes d'extration des index atuellement implémentés sur l'entrept.
2. Générer l'ensemble Qi_IJB d'IJB multiples pouvant être dénis sur la requête Qi selon
le odage MIQ∗, à savoir l'IJB ouvrant tous les attributs de la requête et les sous index
pouvant être générés sur es attributs. Pour une requête ontenant les attributs A1, A2 et A3
par exemple, l'ensemble Qi_IJB={I_A1A2A3, I_A1A2, I_A1A3, I_A2A3}.
3. A partir des deux préédentes étapes, former une onguration initiale d'index Config_IJB∪
Qi_IJB.
4. Sur la onguration initiale préédemment obtenue, séletionner une onguration nale d'index
en se basant sur le modèle de oût mathématique.
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Algorithme d'extration de CongIJB
Sortie : CongIJB : onguration d'index atuellement implémentée sur l'ED.
Notation
getIJBName() : Exéute la requête SELECT Index_Name
FROM User_Indexes
WHERE Index_Type = 'BITMAP'
AND Join_Index='YES' ;
getIJBAttribut(IJBi) : Exéute la requête SELECT Column_Name
FROM User_Ind_Columns
WHERE Index_Name = IJBi ;
Début
EnsIJB ←− getIJBName() ;
Pour IJBi dans EnsIJB faire
AttIJBi ←− getIJBAttribut(IJBi) ;
CongIJB ∪ ←− {AttIJBi} ;
Fin Pour
Fin
Algorithme 2: Algorithme qui extrait la onguration d'index atuelle
5. Implémenter la onguration nale d'index Cf . An de réduire le temps d'implémentation
de Cf , nous implémentons uniquement les nouveaux index ne gurant pas dans l'entrept et
supprimons de l'entrept les index obsolètes non séletionnés par le proessus de séletion. Les
nouveaux index sont eux ontenus dans l'ensemble Cf \ Config_IJB et les index obsolètes
sont ontenus dans l'ensemble Config_IJB \Cf . Dans le SGBD Orale, l'implémentation des
nouveaux index est réalisée par la syntaxe SQL CREATE BITMAP INDEX et la suppression
est eetuée par la syntaxe DROP INDEX. La syntaxe SQL pour réer et supprimer un index
IJB_A1A2A3 déni sur trois attributs A1, A2 et A3 est donnée omme suit :
CREATE BITMAP INDEX IJB_A1A2A3
ON Fats(Dimension1.A1, Dimension2.A2, Dimension2.A3)
FROM Fats F, Dimension1 D1, Dimension2 D2
WHERE F.D1_ID=D1.D1_ID AND F.D2_ID=D2.D2_ID;
DROP INDEX IJB_A1A2A3;
An de réaliser la séletion inrémentale de la onguration d'index nale, nous avons d'abords
proposé une séletion dite Séletion Inrémentale Naïve NI, ensuite nous avons voulu adopté notre
séletion statique par algorithme génétique pour réaliser une séletion inrémentale que nous appelons
GA. Les deux démarhes sont détaillées dans e qui suit.
1.3.2.1 Séletion Inrémentale Naïve NI
Une séletion inrémentale Naïve (NI) démarre d'une onguration d'index initiale Config_IJB.
A l'arrivée de haque nouvelle requête Qi, nous eetuons les ations suivantes (gure 1.7) :
1. Extraire la onguration ourante d'IJB Config_IJB.
2. Générer l'ensemble Qi_IJB d'IJB multiples à partir de Qi.
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Figure 1.7  Arhiteture de séletion Inrémentale des IJB Naive NI
3. Ordonner les index de Qi_IJB du plus bénéque au moins bénéque à la harge de requêtes
Q∪ {Qi}, en se basant sur le modèle de oût.
4. Tant que l'espae de stokage d'index S n'est pas saturé, ajouter à Config_IJB un sous index
de Qi appelé Qi_IJBj .
5. Tant que l'espae S est saturé, eetuer une fusion des index de Config_IJB. La fusion est
réalisée par la reherhe dans Config_IJB des index qui forment une fusion d'un index de Qi.
Par exemple, la fusion des deux index I_CY et I_Y D donne l'IJB I_CY D.
6. Si auune fusion n'est possible, remplaer dans Config_IJB l'index le moins bénéque pour
la harge de requête, par l'index le plus bénéque de Qi_IJB.
1.3.2.2 Séletion Inrémentale par Algorithmes Génétiques GA
Nous avons voulu adapté notre séletion des IJB multiples par algorithmes génétiques, présentée
dans la setion 1.2, dans le adre d'une séletion inrémentale (GA). La séletion par algorithme
génétique adapte le hromosome an de prendre en ompte les nouveaux index générés par la requête
en ours de traitement. De e fait, une nouvelle séletion d'index est réalisée an de hoisir la meilleure
onguration d'index pour toute la harge y ompris la nouvelle requête L'arhiteture de notre
proposition est illustrée sur la gure 1.8. A l'arrivée de haque nouvelle requête Qi, le déroulement
du proessus de séletion est réalisé omme suit (algorithme 3) :
1. Extraire la onguration ourante d'IJB Config_IJB.
2. Générer l'ensemble Qi_IJB d'IJB multiples à partir de Qi.
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Figure 1.8  Arhiteture de séletion Inrémentale des IJB par Algorithmes Génétiques GA
Algorithme de séletion inrémentale des IJB par AG
Entrée :
Q : harge de m requêtes.
Qi : nouvelle requête exéutée.
ED : les données et statistiques utilisées dans le modèle de oût.
S : espae de stokage des IJB.
Sortie : Conguration nale d'index Cf .
Début
Cong_IJB ← ExtraireIJBCourant() ;
Qi_IJB ← GenererIJB(Qi) ;
CongInit ← Cong_IJB∪Qi_IJB ;
ChromIJB ←− CoderChromosomeIJB(CongInit, SI/MIQ/MIQ*) ;
FontionIJB ←− CalulFontionObjetifIJB(S, ED, Q ∪ {Qi}) ;
Cf ←− JGAPIJB(ChromosomeIJB, FontionIJB) ;
ImplémenterIJB(Cf ) ;
Fin
Algorithme 3: Séletion inrémentale d'un shéma d'indexation
3. A partir des deux préédentes étapes, former une onguration initiale d'index Config_IJB∪
Qi_IJB.
4. Eetuer le odage MIQ∗ du hromosome à partir de la onguration initiale d'index.
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Table Nombre de Tuples Taille d'un enregistrement
Faits Atvars 24786000 74
Dimensions
Prodlevel 9000 72
Custlevel 900 24
Timelevel 24 36
Chanlevel 9 24
Table 1.5  Desription des tables de l'entrept
5. Dénir la fontion objetif basée sur le modèle de oût.
6. Séletionner par algorithme génétique guidé par modèle de oût la onguration nale d'index.
1.4 Expérimentation
Nous avons réalisé une série de tests de omparaison sur un entrept réel issu du benhmark
APB1 [40℄ sous le SGBD Orale 11g et une mahine Intel Core 2 Duo et une mémoire vive de 2Go.
Ces tests visent a omparer les diérentes stratégies de séletion statique et séletion inrémentale
d'index de jointures binaires, suivant les deux types d'index (simples et multiples). Nous dérivons
dans e qui suit l'environnement de test, les diérents tests théoriques eetués à la base d'un modèle
de oût mathématique et des tests pratiques sous le SGBD Orale 11g.
1.4.1 Environnement d'expérimentation
Figure 1.9  Shéma en étoile de l'entrept de données issu du benhmark APB1
L'entrept de données issu du benhmark APB1 [40℄ est modélisé par un shéma en étoile re-
présenté sur la gure 1.9. Il est onstitué d'une table de faits Atvars et quatre tables de dimension
Chanlevel, Custlevel, Prodlevel, Timelevel. La desription des tables est représentée sur le tableau 1.5
On exéute sur et entrept une harge de 70 requêtes de jointures en étoile aratérisées par des
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jointures, agrégation, séletion, et. Ce sont des requêtes mono-blo non imbriquées qui ontiennent
18 attributs de séletion dont la desription et les ardinalités respetives sont données par le tableau
1.6
Attribut Cardinalités
Country 11
Class 605
Group 300
Family 75
Line 15
Division 4
Year 2
Day 31
Week 52
Month 12
Quarter 4
Retailer 99
City 4
Gender 2
Depart 25
Type 25
Sort 4
Division 4
Table 1.6  Attributs de séletion et ardinalités
1.4.1.1 Création de l'entrept
An de générer l'entrept de données, le benhmark APB1 dispose de trois ressoures : (1) un
hier ontenant le sript SQL de réation de la table de faits et des tables de dimensions, (2) un
her exéutable APB.exe qui permet de générer les hier de données utilisés pour peupler l'en-
trept et (3) des hiers de ontrles qui permettent de spéier les formats des hiers de données
et des tables dans lesquelles es données seront hargées. D'abords, il faut exéuter le hier sript
SQL de réation des tables et l'outil APB.exe pour générer les données. Une fois les tables réées, un
utilitaire appelé SQLLoader, fourni ave le SGBD Orale, utilise les hiers de ontrles pour remplir
les diérentes tables.
1.4.1.2 Évaluation théorique et pratique d'une approhe de séletion
Une fois l'entrept généré et peuplé, nous eetuons les diérents tests théoriques et pratiques.
Dans les tests théoriques nous utilisons un modèle de oût mathématique pour satisfaire deux besoins :
(1) pour haque stratégie de séletion, guider l'algorithme de séletion an de trouver la onguration
nale d'index (optimale ou quasi-optimale) et (2) estimer le oût d'exéution de la harge de requêtes
en présene d'une onguration nale d'index et pouvoir ainsi évaluer l'eaité d'une approhe
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de séletion. Le oût d'une requête représente le nombre d'Entrées/Sorties système néessaires pour
harger les données en mémoire entrale et exéuter la requête.
Conernant les tests pratiques, ils se déroulent sous le SGBD Orale 11g. Le but est d'implé-
menter les solutions séletionnées par les diérentes approhes de séletions puis de faire appel à
l'Optimiseur Orale pour aluler le oût d'exéution réel des requêtes sur l'entrept de données en
présente de la tehnique d'optimisation séletionnée. Nous avons développé une lasse JAVA appelée
ORACLECOST qui fait appel à l'Optimiseur Orale à travers l'opération EXPLAIN PLAN. Cette
opération alul le oût réel d'exéution d'une requête, en se basant sur des statistiques et stoke les
résultats dans une table système d'Orale appelée PLAN_TABLE. Par la suite, notre lasse JAVA
ORACLECOST aède à ette table et réupère le oût réel des requêtes. Nous donnant la syntaxe
SQL pour eetuer ette proédure. Soit une requête dont la syntaxe est la suivante :
SELECT *
FROM Table
WHERE Attribut = 'valeur'
la requête suivante permet de aluler le oût d'exéution de Q puis de stoker e oût dans la table
PLAN_TABLE dans une olonne COST ave une lé 'Q_Id' :
EXPLAIN PLAN SET STATEMENT_ID = 'Q_Id' FOR
SELECT *
FROM Table
WHERE Table.Attribut = 'valeur'
An d'obtenir le oût de Q à partir de la table système, il sut d'exéuter la requête suivante
SELECT Cost
FROM Plan_Table
WHERE STATEMENT_ID = 'Q_Id'
1.4.1.3 Fateurs d'expérimentation
Dans la majorité des tests que nous onduisons, nous évaluons deux fateurs ; le oût d'exéution
de la harge de requêtes et le nombre de requêtes optimisées. Nous visons souvent à tester à quel point
le oût et les requêtes sont optimisées par rapport à une situation sans auune optimisation. Pour e
faire, nous exprimons deux taux : le taux d'optimisation du oût et le taux de requêtes optimisées.
Nous alulons le taux d'optimisation du oût par la formule suivante :
Taux d'optimisation du oût = 1−
Coût ave optimisation
Coût sans optimisation
(1.10)
Par exemple, si le oût d'exéution de la harge de requêtes ave optimisation est égale a 3 Millions
d'E/S et que le oût d'exéution sans optimisation est égale a 8 Millions d'E/S alors le taux d'opti-
misation apporté est 62.5% alulé omme suit : Taux d'optimisation du oût = 1− 38 = 62.5%
Également, le taux de requêtes optimisées est égales à :
Taux de requêtes optimisées =
Nombre de requêtes optimisées
Nombre total des requêtes
(1.11)
Par exemple, pour une harge de 60 requêtes, si le nombre de requêtes optimisée est 50 alors le taux
de requêtes optimisées est égale à
50
60 = 83%
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Dans un premier lieu, nous présentons des tests théoriques et pratiques sur les stratégies de
séletion statique des index simples et multiples. Ensuite, nous onduisons une série de tests sur la
séletion inrémentale des index.
1.4.2 Tests sur la nature des Index
Le but de ette étude expérimentale est de omparer les diérentes stratégies de séletion statique
d'index simples est multiples, pour savoir quelle est la stratégie qui génère la onguration d'index
la plus bénéque pour la harge de requêtes. An de mener à bien nos expérimentations, nous avons
réalisés deux types de tests : des tests théoriques basés sur le modèle de oût mathématique déni
dans la setion 1.2.3, et des tests pratiques réalisés sous Orale 11g qui alulent le oût d'exéution
des requêtes en faisant appel l'Optimiser Orale. Pour ela nous avons implémenté nos trois stratégies
de séletion basées sur les algorithmes génétiques suivantes :
 démarhe de séletion d'IJB simples SI,
 démarhe de séletion d'IJB multiples MIQ,
 démarhe de séletion d'IJB multiples ave odage amélioré MIQ∗
An de omparer nos démarhes de séletion ave les travaux existants, nous avons implémenté les
démarhes suivantes :
 démarhe de séletion d'IJB multiples appelée MC basée sur un algorithme glouton ave
stratégie d'amélioration basée sur le modèle de oût. Dans les travaux de Boukhalfa et al. [9℄,
les auteurs montrent que la stratégies de puriation des attributs la plus bénéques et elle
basée sur le modèle de oût ar elle prend en ompte plusieurs paramètres importants (Tailles
des tables et des attributs, taille de la page système, et.),
 démarhe de séletion d'IJB multiples basée sur l'algorithme d'anité des attributs AF [9℄.
 démarhe de séletion d'IJB simples et multiples appelée DM qui emploi l'algorithme CLOSE
de reherhe des motifs fréquents fermés pour la onstrution d'IJB et un algorithme glouton
pour séletionner la onguration nale d'index , selon les travaux ités dans [2℄.
Dans l'étude théorique, nous utilisons le modèle de oût pour guider l'algorithme de séletion et pour
estimer la qualité d'une solution séletionnée par haune des six démarhes ités i-dessus. Il est à
noter que le oût total des 70 requêtes sans optimisation est de 42.5 millions E/S. La taille totale de
tous les index simples ave ompression pouvant être déni sur les 18 attributs est de 4Go. La taille
totale des index multiples ave odage MIQ pouvant être dénis sur les 70 requêtes est de 10Go.
Nous rappelons la formule de alul de l'espae de stokage d'un index IJB multiple dénit sur n
attributs.
Storage(IJB) = (
∑n
k=1 Log2(|Ak|)
8 + 8)× |F |
1.4.2.1 Tests théoriques
Dans la première expérimentation, nous exéutons les six stratégies de séletion et varions la
ontrainte d'espae de stokage (S) de 0.5Go à 4Go. Pour haque stratégie et haque valeur de S,
nous alulons le oût d'exéution de la harge (gure 1.10) et le taux des requêtes optimisées (gure
1.11) en présene des index générés. Cette expérimentation montre que les stratégies SI, MIQ∗ et
DM sont plus bénéques que les stratégies MC, MIQ et AF . Dans un premier lieu, la stratégie AF
ne prend pas en ompte la ontrainte d'espae de stokage pour améliorer la onguration d'index
générée par l'algorithme d'anité. Lorsque l'espae de stokage est réduit, la onguration générée par
AF est bénéque, ar les autres algorithmes séletionnent peu d'index, mais quand le quota d'espae
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Figure 1.11  Taux de requêtes optimisées Vs.
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e de sto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augmente, les autres algorithmes permettent de séletionner haun une onguration meilleure. Dans
un seond lieu, les deux approhes MC et MIQ emploient la dénition des requêtes pour onstruire
des IJB ouvrant tous les attributs de haque requête, e qui donne des IJB très volumineux qui
peuvent être éartés par le proessus de séletion. Nous remarquons que l'approhe MIQ est plus
bénéque que MC ar elle emploi un algorithme génétique pour la séletion alors que MC emploi
un algorithme glouton. Conernant les démarhes SI, DM et MIQ∗, nous omparons leurs résultats
omme suit :
1. MIQ∗ vs. SI : la stratégie MIQ∗ donne une meilleure optimisation que SI pour S < 2.5Go.
Pour S = 1.5Go par exemple, la démarhe MIQ∗ assure un oût de la harge de 19.5 millions
E/S ave 61.4% des requêtes optimisées alors que la démarhe SI donne un oût de 27.4
millions E/S et 48.5% des requêtes sont optimisées. En eet, selon le hromosome de MIQ∗,
pour haque IJB déni sur tous les attributs d'une requête, des sous index existent ave moins
d'attribut et don moins d'espae de stokage requis. De plus, deux index simples dénis sur
deux attributs A1 et A2 sont plus volumineux qu'un index multiple déni sur les même attributs.
De e fait, il y a davantage d'index pour optimiser haque requête sans violation de la ontrainte
d'espae de stokage. A partir des valeurs de S > 2.5Go, les deux stratégies sont bénéques.
Le oût total de la harge de requêtes est réduit à 10.9 millions E/S ave un taux de 93%
de requêtes optimisées. En eet, davantage d'index sont séletionnés par l'algorithme génétique
pour SI (15 attributs sur 18 sont séletionnés par l'AG an de réer 15 IJB simples) e qui
ouvre l'optimisation d'une majorité des requêtes.
2. MIQ∗ vs. DM : nous remarquons que pour toutes les valeurs de S, notre approhe MIQ∗
donne de meilleurs résultats que DM . L'approhe MIQ∗ génère des index qui optimisent la
harge de 38.1 millions E/S ave 19.2% des requêtes optimisées (S = 0.5Go) jusqu'à 10.9
millions E/S ave 93% des requêtes optimisées (S = 4Go), ontre une optimisation qui va de
38.8 millions E/S ave 18.2% des requêtes optimisées (S = 0.5Go), jusqu'à 18.1 millions E/S
ave 65% des requêtes optimisées (S = 4Go). En eet, la séletion d'une solution nale d'index
par algorithmes génétiques reste plus performante que la séletion par algorithme glouton. De
plus, l'approhe DM emploie uniquement la fréquene d'aès des requêtes pour la séletion de
la onguration initiale d'index (onguration à soumettre à l'algorithme glouton), il est don
néessaire d'utiliser d'autres ritères de séletion omme la taille des tables, des tuples, la page
système, du buer, et. [16℄
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t
3. DM vs. SI : nous remarquons que la stratégie DM apporte une meilleure optimisation à
SI pour S < 1Go partiulièrement en e qui onerne le oût d'exéution des requêtes. Pour
S = 1Go, l'approhe DM assure un oût de 32.1 millions E/S ave 39.1% des requêtes
optimisées ontre un oût de 35.6 millions E/S et 33.1% des requêtes optimisées pour SI.
En eet, l'emploi des index multiples permet de réduire le nombre de jointures en étoile à pré-
aluler pour les requêtes e qui réduit leur oût d'exéution. A partir de S > 1Go, l'approhe
SI apporte une meilleure optimisation du fait que ette séletion est guidée par modèle de oût,
qu'elle emploi un algorithme génétique et que davantage d'attributs sont séletionnés par l'AG
pour dénir la onguration nale d'index.
An de tester l'inuene du nombre d'attributs indexables andidats à la séletion d'index, nous
varions e nombre de 2 à 18 sous une ontrainte d'espae S = 2.5Go. Pour haque nombre d'attributs,
nous omparons nos trois stratégies SI,MIQ etMIQ∗ ave la stratégie DM . Nous avons hoisi DM
ar 'est la stratégie qui apporte le plus de bénée parmi les démarhes existantes. La gure 1.12
illustre les résultats en terme de oût d'exéution des requêtes. Les tests montrent que l'augmentation
du nombre d'attributs indexables inue positivement sur l'optimisation. En eet, plusieurs index sont
séletionnés et le oût est réduit à 30 millions E/S pour MIQ, 26.1 millions E/S pour DM , 17.5
millions E/S pour SI et 14.2 millions E/S pour MIQ∗.
Pour la troisième expérimentation, nous évaluons les performanes d'optimisation par IJB selon
l'augmentation de la taille de l'entrept de données. L'ED évolue ontinuellement e augmente la
omplexité de la harge de requêtes. La stratégie d'optimisation doit don être eae. Ainsi, nous
exéutons la séletion des IJB ave SI, DM , MIQ et MIQ∗, sous une ontrainte d'espae S =
2.5Go, et varions le nombre de tuples de la table de faits de 10 millions tuples à 50 millions tuples. Le
taux d'optimisation du oût de la harge de requêtes est illustré sur la gure 1.13. Cette gure montre
que le taux d'optimisation du oût diminue ave l'augmentation de la taille de l'ED, ar les requêtes
deviennent de plus en plus omplexes et les index de plus en plus volumineux. Nous onstatons que
les démarhes SI et MIQ∗ donnent une meilleure optimisation de la harge de requêtes que MIQ
et DM . En omparons SI et MIQ∗, nous remarquons que pour une taille d'entrept inférieure à 18
millions de tuples, SI est plus bénéques. En eet, les index sont moins volumineux ompte tenue de
la taille des tables. Par onséquent, d'avantage d'index sont séletionnés dans le proessus de séletion
pour SI. Mais lorsque le volume de données augmente, l'espae de stokage des index augmente de
manière linéaire réduisant la probabilité qu'un index soit séletionné dans la onguration nale
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d'index.
1.4.2.2 Tests pratiques sous Orale 11g
Nous avons eetué des tests pratiques sous le SGBD Orale 11g ave le ban d'essai APB1 [40℄,
dans le but de tester notre séletion statique des IJB simples et multiples. Les tests sont réalisés
en utilisant la harge des 70 requêtes en étoile. Nous exéutons les quatre stratégies de séletion
(SI, DM , MIQ et MIQ∗) ave une ontrainte d'espae de stokage S = 2.5Go. Chaque stratégie
génère une onguration d'IJB que nous implémentons eetivement sur l'entrept de données.
Après haque implémentation, nous alulons le Coût Réel des requêtes en utilisant le modèle de oût
réel. Le oût réel des requêtes est alulé en utilisant l'Optimiseur Orale à travers la lasse JAVA que
nous avons développé ORACLECOST. Les gures 1.14 et 1.15 montrent respetivement le oût réel
de la harge de requêtes et le taux des requêtes optimisées. Les tests sous Orale11g montrent que la
séletion basée MIQ∗ donne de meilleurs résultats que les trois autres stratégies (19.4 millions E/S
et 70.1% des requêtes sont optimisées). Nous onluons également que le modèle de oût théorique
est prohe du modèle réel et estime bien le oût de la harge de requêtes.
Nous présentons dans e qui suit un tableau réapitulatif qui résume les résultats des tests de
omparaisons entre les quatre stratégies (tableau 1.7). L'analyse est réalisée suivant l'algorithme de
séletion, le type d'élagage, le type d'index et les performanes de haque approhe pour l'optimisation
de la harge de requêtes.
1.4.3 Tests sur la séletion Inrémentale
Dans ette étude expérimentale, nous visons à tester les algorithmes de séletion inrémentale
d'IJB que nous avons développé et les omparer ave les travaux existants à savoir les travaux ités
dans [3℄. Les approhes testées sont les suivantes :
 Démarhe de séletion inrémentale naïve NI.
 Démarhe de séletion inrémentale basée sur algorithmes génétiques GA.
 Démarhe de séletion inrémentale basée sur l'algorithme CLOSE de Data Mining que nous
appelons DMI, présentée dans les travaux ités dans [3℄.
Le point de départ pour tester haque approhe inrémentale est une harge de 50 requêtes préalable-
ment optimisée par un ensemble initial d'index séletionnés et implémentés sur l'entrept. L'ensemble
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Stratégie Élagage Qualité
d'élagage
Algorithme
de séletion
Qualité de
séletion
Type
d'IJB
Apport du
type d'IJB
AF Anité + Glouton - IM ++
MC Requête - Glouton + IS/IM ++
DM DataMining + Glouton + IS/IM ++
MIQ Requête - AG ++ IM ++
SI / / AG ++ IS +
MIQ* Requête
amélioré
++ AG ++ IM ++
Table 1.7  Tableau réapitulatif des tests de séletion statique
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initial d'index a été séletionné par notre approhe de séletion statique des index multiples par o-
dage MIQ∗ pour les approhes NI et GA. Pour l'approhe DMI, l'ensemble initial est séletionné
par l'approhe DM itée dans les travaux de [2℄. L'étude inrémentale est réalisée ave ajout suessif
de 20 nouvelles requêtes en onsidérant une ontrainte d'espae de stokage S = 2.5Go. Pour haque
requête nouvellement exéutée, nous exéution les trois séletions inrémentales (NI, DMI et GA).
Pour haque séletion et pour haque nouvelle requête, nous relevons les informations suivantes : (1)
le oût d'exéution de toute la harge de requêtes en ours, à partir duquel est alulé le taux d'op-
timisation du oût et (2) le taux des requêtes ayant été optimisées. Les gures 1.16 et 1.17 montrent
respetivement le taux de rédution du oût d'exéution et le taux de requêtes optimisées, selon la
séletion inrémentale par NI, DMI et GA.
Nous remarquons que les algorithmes génétiques permettent d'apporter une meilleure optimisa-
tion de la harge de requête. En eet, GA permet en moyenne une rédution de 58% du oût total
des requêtes ave 80% des requêtes optimisées, ontre 53% de rédution de oût et 61% des requêtes
optimisées pour DMI et 49% de rédution de oût et 53% des requêtes optimisées pour NI. Contrai-
rement à la séletion NI qui dégrade les performanes, la séletion GA apporte une amélioration
ontinue du oût de la harge pour haque nouvelle requête. Cela est dû aux modiations inré-
mentales apportées au hromosome, prenant en ompte les nouveaux index réés à partir de haque
nouvelle requête exéutée, e qui permet de ouvrir l'optimisation d'un plus grand nombre de requêtes
et d'améliorer les requêtes déjà optimisées. De plus, l'emploi de l'algorithme génétique, ave prise en
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ompte de diérents paramètres systèmes dans le modèle de oût, apporte une meilleure optimisation
de la harge que DMI. En eet, DMI utilise uniquement la fréquene d'aès des requêtes pour la
reherhe des motifs fermés, e qui inue négativement sur l'enrihissement de la base de onnaissane
qui est au oeur de la séletion inrémentale.
Nous résumons les tests eetués dans un tableau réapitulatif an de omparer les stratégies de
séletion inrémentale (tableau 1.8).
Stratégie Algorithme
de séletion
Qualité de
séletion
Type
d'IJB
Re-alul
de solution
NI Naïf 0 IM Partiel
DMI Glouton + IS/IM Partiel
GA Génétique ++ IM Total
Table 1.8  Tableau réapitulatif des tests sur la séletion inrémentale
1.5 Conlusion
Dans e hapitre, nous avons abordé le problème de séletion statique et inrémentale des index
de jointure binaires. Nous avons proposé une nouvelle approhe de séletion statique d'index basée
sur les algorithmes génétiques et l'élagage par requêtes. An de réaliser la séletion d'index par
algorithmes génétiques, nous avons ommené par dénir la struture du hromosome qui permet de
oder l'espae de reherhe des index. Notre étude nous a mené à dénir une struture de hromosome
pour les index simples (SI) et deux strutures pour les index multiples ave élagage par requêtes (une
struture basée requêtes MIQ et une autre basée requête améliorée MIQ∗). Nous avons déni une
fontion objetif qui permet de guider l'algorithme génétique dans la séletion d'index, puis nous
avons détaillé l'algorithme génétique qui permet, indépendamment de la struture du hromosome,
de séletionner des index simples ou multiples en se basant sur l'API JGAP. Par la suite, nous avons
identié un nouveau problème qui représente le problème d'évolution de l'entrept de données qui
rend les index implémentés sur l'entrept non eaes. Par onséquent, nous avons déni une nouvelle
arhiteture de séletion d'index inrémentale basée sur deux méthodes : la séletion inrémentale
naïve et la séletion inrémentale ave des algorithmes génétiques.
Enn, nous avons mené une batterie de tests an de hoisir la démarhe de séletion d'index la plus
adéquate pour l'optimisation d'une harge de requêtes selon deux axes : statique et inrémentale. Ces
tests ont montré l'intérêt de l'utilisation des index multiples, de la séletion des index par algorithmes
génétiques et de l'élagage par requêtes et par requêtes améliorées. De plus, nous avons omparé notre
approhe à des travaux de séletion statique et inrémentale existants, et avons ainsi démontré que
nos propositions apportent de meilleures performanes.
Le hapitre suivant porte sur notre étude approfondie de la fragmentation horizontale des entrepts
de donnes. Comme la séletion inrémentale est un enjeu important dans le adre d'entreposage de
données nous proposons une démarhe de séletion inrémentale d'un shéma de fragmentation.
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2.1. Introdution
2.1 Introdution
Dans le hapitre 1, nous avons eetué une analyse des travaux sur la fragmentation horizontale
dans le ontexte des entrepts de données. Les algorithmes de séletion d'un shéma de fragmentation
horizontale peuvent être lassiés en quatre prinipales atégories : (1) les algorithmes basés sur la
minimalité et omplétude de prédiats [80℄, (2) les algorithmes à base d'anité des prédiats [99, 14℄,
(3) les algorithmes à base de modèle de oût [12℄ et (4) les algorithmes à base de DataMining [56℄. Une
seonde lassiation vise à répartir les algorithmes de séletion en deux atégories omme suit : (1)
les algorithmes sans ontrainte de fragmentation [80, 6, 99℄ qui eetuent une séletion d'un shéma
de fragmentation sans ontrler le nombre de fragments générés et (2) les algorithmes ave ontrainte
de fragmentation [14, 56℄ où le nombre de fragments générés est ontrlé et est onsidéré omme une
ontrainte d'optimisation déni par l'administrateur de l'entrept de données.
Nous avons onstaté que la plupart des travaux proposent des approhes de fragmentation ho-
rizontale primaire mono-table. Aussi, seuls les travaux présentés dans [14℄ proposent un odage des
solutions exploitées par l'algorithme de séletion (shémas de fragmentation) sous forme d'une stru-
ture de données (tableau). L'utilisation de strutures de données permet le développement de plusieurs
algorithmes tels que des algorithmes génétiques qui sont basés prinipalement sur le odage de so-
lutions. Nous avons onstaté également que les diérentes approhes de séletion d'un shéma de
fragmentation se base sur une séletion statique et supposent la onnaissane préalable des requêtes.
Dans la séletion statique, rien ne garantit l'eaité du shéma de FH de l'entrept après l'évolution
de la harge de requêtes (ajout de nouvelles requêtes, hangement de la fréquene d'exéution d'une
ou plusieurs requêtes). Ainsi, un seul travail de séletion dynamique ou inrémentale d'un shéma de
fragmentation a été proposé [45℄.
Lorsqu'on dénit une démarhe de séletion inrémentale, il faut prendre en ompte deux enjeux
importants. Dans un premier lieu, la séletion inrémentale inlue une refragmentation d'un entrept
déjà partitionné e qui implique l'emploi de plusieurs opérations d'ajout/suppression d'attributs,
ajout/suppression de sous-domaines d'attributs, fusion/élatement des partitions de l'entrept. Il est
don impératif de déterminer l'ensemble des opérations à eetuer lors de l'évolution de la harge.
Dans un seond lieu, les auteurs dans [45℄ ont montré que la tâhe la plus diile pour une démarhe
de séletion inrémentale est la détermination du moment où il faut refragmenter.
Dans e hapitre, nous proposons une démarhe de séletion inrémentale isolée d'un shéma de
fragmentation horizontale des entrepts de données qui vise à répondre aux problématiques itées
i-dessus et qui englobe plusieurs propositions :
 Proposer une struture de données exible pour oder un shéma de fragmentation [24℄.
 Proposer une nouvelle vision de fragmentation basée sur la struture de donnée exible qui
peut prendre en harge la fragmentation statique ou inrémentale [24, 8℄.
 Proposer un algorithme génétique qui exploite la struture de données pour la séletion statique
et inrémentale [19, 24℄.
 Proposer une Algèbre dite Algèbre de Fragmentation AF qui modélise toute les opérations
pouvant être appliquées sur la struture de données an de s'adapter à l'évolution de harge
[23℄.
 Proposer une séletion inrémentale basée sur le Proling des requêtes an de ontrler le
délenhement de la refragmentation de l'entrept de données [23℄.
Ce hapitre est organisé en sept setions. La setion 2 présente la séletion statique d'un shéma de
fragmentation par Algorithmes Génétiques. Dans la setion 3 nous détaillons la séletion inrémentale
d'un shéma de FH. La setion 4 présente l'Algèbre de Fragmentation. A la base de ette algèbre,
100
2.2. Séletion statique d'un shéma de FH par Algorithmes Génétiques
nous élaborons une séletion inrémentale basée sur le Proling des requêtes expliquée dans la setion
5. Dans la setion 6 nous eetuons des expérimentations sur les diérentes approhes développées.
Enn, la setion 7 onlue le hapitre.
2.2 Séletion statique d'un shéma de FH par Algorithmes Géné-
tiques
Le problème de séletion inrémentale d'un shéma de fragmentation est un problème d'optimisa-
tion mono-objetif qui vise à optimiser un objetif, qui est le oût d'exéution de la harge de requêtes,
ave une ontrainte W sur le nombre de fragments faits pouvant être générés. Ce problème est un
problème onnu NP-Complet. Par onséquent, plusieurs travaux de reherhes proposent d'employer
des algorithmes non exhaustifs pour le résoudre omme les algorithmes génétiques.
An de développer notre séletion inrémentale d'un shéma de fragmentation, nous proposons
un algorithme génétique pour la séletion statique d'un shéma de fragmentation qui se basent sur les
travaux ités dans [14℄. Les auteurs dans [14℄ montrent que le sénario le plus adéquat pour fragmenter
un entrept de données est la fragmentation dérivée de la table de faits suivant la fragmentation
primaire des tables dimensions. Ce sénario assure l'optimisation des opérations de séletion sur les
tables dimensions (fragmentation primaire) et les opérations de jointures entre la table de faits et
une ou plusieurs table de dimensions (fragmentation dérivée). Ainsi, fragmenter un ED revient à
trouver un shéma de fragmentation des tables de dimensions. Les auteurs proposent don plusieurs
algorithmes, dont les algorithmes génétiques, qui exploitent un odage du shéma de fragmentation
des tables dimensions pour trouver la solution optimale qui minimise une fontion objetif, à savoir le
oût d'exéution de la harge de requêtes, sous une ontrainte du nombre de fragments faits générés.
Les AGs sont des algorithmes itératifs, évolutionnaires qui s'inspirent de la théorie de l'évolu-
tion pour résoudre des problèmes d'optimisation [4℄. Ils font évoluer un ensemble de solutions à un
problème donné, dans le but de trouver la solution optimale. A haque itération du AG, appelée
aussi génération, une population de hromosomes (individus) est manipulée. Sur ette population,
des opérateurs génétiques (roisement, mutation et séletion) sont appliqués an de réer une nou-
velle population qui optimise d'avantage une fontion objetif. Au fur et à mesure des générations, les
individus vont tendre vers l'optimum de la fontion objetif. Chaque hromosome représente une so-
lution potentielle au problème d'optimisation. Dans notre as, un hromosome est un shéma de FH
primaire des tables dimension. Par onséquent, la diulté réside dans la dénition d'un odage du
shéma de FH qui permet de aratériser le hromosome de l'algorithme génétique et la formulation
de la fontion objetif à minimiser qui guide l'algorithme vers la solution nale.
2.2.1 Codage du hromosome
An de réaliser la odiation du shéma de fragmentation en un hromosome qui peut être
exploité par l'algorithme génétique, nous nous basons sur les travaux des auteurs dans [14℄. La odi-
ation se déroule en deux étapes :
1. Déoupage des domaines des attributs de fragmentation en sous-domaines : Dans un shéma de
fragmentation, haque fragment horizontal est aratérisé par une onjontion de prédiats dé-
nis sur les attributs de fragmentation (attributs de séletions issus des tables dimensions). Ainsi,
le déoupage en sous-domaines des domaines de es attributs permet de représenter un shéma
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de fragmentation des tables orrespondantes. Chaque attribut de fragmentation possède un do-
maine de valeurs qui peut être ni (valeurs disrètes) ou inni (valeurs numériques ou réelles).
On proède don au déoupage du domaine de haque attribut en plusieurs sous-domaines. Par
exemple, l'attribut Genre possède un nombre ni de valeurs et le déoupage en sous-domaines
est donné par Dom(Genre)={'M','F'}. Par ontre, l'attribut Age possède un domaine inni
(une plage de valeurs) et un déoupage peut être Dom(Age)={'[0,25[','[25,50[','[50,90['}. Un tel
déoupage peut être déni par l'administrateur de l'ED ou en utilisant la desription des re-
quêtes déisionnelles exéutées sur l'entrept. Ainsi, un shéma de FH peut être représenté sous
forme d'un tableau de veteurs, où haque veteur aratérise un attribut et où les ellules du
veteur représentent les diérents sous-domaines de l'attribut. Le sous-domaine nommé Restei
est ajouté pour haque attribut an de prendre en ompte les valeurs d'attributs existantes dans
l'entrept, s'il y a lieu, mais ne gurant pas dans le shéma de fragmentation e qui permet
d'assurer la omplétude des fragments générés (tableau 2.1).
Genre M F
PNom P1 P2 P3 Reste2
Ville Alger Oran Blida Kala Reste3
Table 2.1  Tableau regroupant les attributs de fragmentation et leurs sous-domaines
2. Codage du shéma de fragmentation : Vu le nombre important des attributs de fragmentation
dans le ontexte d'entrepts de données (plusieurs dizaines ou entaines d'attributs), le nombre
de fragments des tables partiulièrement la table de faits peut exploser. En eet, le nombre de
fragments de la table de faits est le produit du nombre de fragments des tables dimensions.
Ainsi, plusieurs sous-domaines d'un attribut donné peuvent être fusionnés en un seul ensemble
de sous-domaines an de réduire le nombre total de fragments faits. Le tableau 2.2 illustre un
exemple d'un shéma de fragmentation.
Genre M F
PNom P1, P2 P3 Reste2
Ville Alger, Oran Blida, Kala Reste3
Table 2.2  Exemple d'un shéma de fragmentation
3. Codage du hromosome : A partir du shéma de fragmentation, l'enodage du hromosome est
réalisé. Ce odage permet d'attribuer à haque sous-domaine un numéro, les sous-domaines qui
possèdent le même numéro sont fusionnés en un seul ensemble. Le tableau 2.3 illustre le odage
en hromosome du shéma de fragmentation du tableau 2.2.
Genre 1 2
PNom 1 1 2 3
Ville 1 1 2 2 3
Table 2.3  Shéma de fragmentation odé en hromosome
Exemple 14 Soit un entrept de données omposé d'une table de faits Ventes et les tables
dimensions Clients et Produits. Considérons trois attributs de fragmentation : Genre et Ville
de la dimension Clients, et PNom de la table Produits. Les sous-domaines de haque attribut
sont donnés omme suit :
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 Dom(Genre)={'M','F'}
 Dom(PNom)={'P1','P2','P3'}
 Dom(Ville)={'Alger','Oran', 'Blida', 'Kala'}
Les attributs de fragmentation et leurs sous-domaines respetifs sont représentés dans le tableau
2.4. L'enodage d'un shéma de fragmentation sous forme d'un hromosome est représenté dans
le tableau 2.4. Pour l'attribut Ville par exemple, le sous-domaine Alger possède la valeur 1, la
valeur 2 est attribuée au sous-domaine Oran et la valeur 3 permet de regrouper en un seul
ensemble de sous-domaines les valeurs Blida et Kala. Le shéma de fragmentation SF , donne
un shéma de FH ave 8 fragments de la table Clients (2 fragments sur Genre et 4 sur Ville)
et 3 fragments sur Produits, soit un total de 24 (8× 3) fragments faits.
F M
Genre 1 2
P1 P2 P3 Reste2
PNom 1 2 2 3
Alger Oran Blida Kala Reste3
Ville 1 2 3 3 4
Table 2.4  Codage du shéma de fragmentation en hromosome
2.2.2 Fontion objetif
L'algorithme génétique est employé pour résoudre le problème statique mono-objetif de séletion
d'un shéma de fragmentation. Il vise à séletionner une solution optimale (un shéma de fragmenta-
tion SF ) qui minimise une fontion objetif sous une ontrainte sur le nombre de fragments du SF .
{
Minimiser Cost(Q,SF )
ave NbFragment(SF ) = N ≤W
(2.1)
Où N est le nombre de fragments de la table de faits générés par SF . Dans un premier lieu, nous allons
présenter la formulation du modèle de oût CostQ(Q,SF ) qui permet d'évaluer le oût d'exéution de
la harge de requêtes Q sur un ED partitionné suivant SF . Il est employé par l'algorithme génétique
an d'évaluer les solutions ou hromosomes en ours d'exploitation. Nous dénissons le modèle de
oût en se basant sur les travaux ités dans [14℄. Nous onsidérons e qui suit :
 Un entrept de données modélisé en étoile ave une table de faits F et d table de dimensions
D = {D1,D2, ...,Dd}.
 N sous shémas en étoiles SF = {S1, ..., SN} issus de la fragmentation de l'entrept selon un
shéma de fragmentation horizontale SF .
 Une harge de t requêtes Q = {Q1, Q2, ..., Qt} à exéuter sur l'entrept.
Le modèle de oût alule le nombre de pages qu'il faut harger pour l'exéution de la requête Qk sur
le shéma SF . Ce oût représente la somme des oûts d'exéution de Qk sur haque sous shéma Si.
Dans un sous shéma en étoile Si, un fragment fait est spéié par un ensemble de Mi prédiats de
séletion PFj . Un fragment de la dimension Ds est également spéié par Ls prédiats de séletion
PM sj . On dénit le oût de hargement d'un fragment fait et un fragment dimension par les formules
suivantes :
 pour un fragment fait :
∏Mi
j=1 Sel(PFj)× |F |,
 pour un fragment dimension Ds :
∏Ls
j=1 Sel(PM
s
j )× |Ds|,
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où |R| et Sel(P ) représentent respetivement le nombre de pages néessaires pour stoker la table R
et le fateur de séletivité du prédiat de séletion P . Le fateur de séletivité d'un prédiat P noté
Sel(P ) est une valeur dans [0, 1[ représentant le volume de données hargé par une séletion sur P .
On suppose que les fateurs de séletivité sont dénis à travers une répartition uniforme (RU).
Le oût d'exéution d'une requête Qk sur un sous shéma Si estime le oût de hargement du
fragment fait puis la jointure entre e fragment et les fragments dimensions. On onsidère le oût de
jointure par hahage donné par l'équation suivante :
Cost(Qk, Si) =

3×

Mi∏
j=1
Sel(PFj)× |F |+
d∑
s=1
Ls∏
j=1
Sel(PM sj )× |Ds|




(2.2)
An d'estimer le oût d'exéution de Qk sur un shéma fragmenté, il faut identier les sous shémas
valides pour la requête. Un sous shéma valide est un sous shéma où le fragment fait est aédé par
la requête sur au moins un tuple. Soit NSk le nombre de sous shémas valides pour Qk. Le oût total
d'exéution de Qk sur tout l'entrept fragmenté est :
Cost(Qk, SF ) =
NSk∑
i=1
Cost(Qk, Si) (2.3)
Ainsi, le oût d'exéution de toute la harge de requêtes (t requêtes) sur l'entrept fragmenté est
donné omme suit :
Cost(Q,SF ) =
t∑
k=1
Cost(Qk, SF ) (2.4)
Une fois le modèle de oût présenté, nous pouvons annoner la fontion objetif. Le problème de
séletion d'un SF est formalisé omme un problème d'optimisation mono-objetif ave ontrainte.
Il est transformé en un problème d'optimisation d'un objetif sans ontraintes. Pour e faire, nous
exprimons une fontion de pénalité qui vise à pénaliser les SF dont le nombre de fragments dépasse
la ontrainte W . En eet, l'algorithme génétique exploite une population de hromosomes (shéma
de fragmentation) dans haque étape d'exéution. Il peut générer des solutions SF dont le nombre de
fragments dépasse W . Par onséquent, es shémas sont pénalisés par la fontion Pen(SF ) formulée
omme suit :
Pen(SF ) =
N
W
(2.5)
Finalement, l'algorithme génétique doit séletionner un shéma de FH qui minimise la fontion
objetif suivante :
F (SF ) =
{
Cost(Q,SF )× Pen(SF ), Si Pen(SF ) > 1
Cost(Q,SF ), Sinon.
(2.6)
2.2.3 Proessus de séletion
An d'exploiter l'algorithme génétique, nous avons utilisé la même API JAVA JGAP (Java Gene-
ti Algorithms Pakage) présentée dans le hapitre 1. Elle permet d'implémenter l'algorithme géné-
tique. La gure 2.1 illustre notre démarhe de séletion statique d'un shéma de FH par algorithmes
génétiques. Le déroulement du proessus de séletion est donné omme suit :
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Figure 2.1  Arhiteture de séletion statique d'un shéma de fragmentation par AG
1. Analyse de la harge de requêtes : ette étape permet d'extraire à partir des requêtes
les attributs de fragmentation et leurs sous-domaines respetifs. Rappelons qu'un attribut de
fragmentation est un attribut non lé d'une table dimension gurant dans la lause WHERE
d'une ou plusieurs requêtes.
2. Codage du shéma de fragmentation en hromosome : ette étape est dérite dans le
paragraphe 2.2.1.
3. Dénition de la fontion objetif : ette étape est dérite dans le paragraphe 2.2.2.
4. Séletion du shéma de FH optimal (quasi-optimal) par AG : L'algorithme génère une
population initiale de hromosomes, puis applique dessus les opérations génétiques (roisement,
mutation et séletion) an de générer les nouvelles populations. Chaque hromosome est évalué
par la fontion objetif an d'estimer le oût d'exéution des requêtes sur un ED fragmenté
selon le shéma de FH dérit par le hromosome. Le meilleur shéma de fragmentation est
séletionné en n de proessus.
5. Implémentation sur ED : Plusieurs SGBD proposent une syntaxe pour réer des tables
partitionnée lors la phase de oneption physique. En prenant l'exemple du SGBD Orale, la
réation d'une table partitionnée est réalisée par la requête CREATE TABLE selon un mode de
fragmentation simple ou omposite (Range, List, Hash, Range-Range, Range-Hah, Range-List,
et.). Nous donnons dans e qui suit un exemple de réation d'une table Clients partitionné
selon le mode omposite Range-List.
CREATE TABLE CLIENTS (
ClientID NUMBER(5),
Name VARCHAR2(50),
105
2.3. Séletion inrémentale d'un shéma de FH
Algorithme de séletion d'un shéma de FH
Entrées :
Q : harge de m requêtes
AS : ensemble de n attributs de fragmentation, AS = {A1, · · · , An}
SD : l'ensemble des sous-domaines des attributs de fragmentation, SD = {SD1, · · · , SDn}
ED : données relatives au modèle de oût (taille des tables, page système, et.)
W : ontrainte sur le nombre maximum de fragments faits à générer
Sortie : Shéma de FH primaire des tables dimensions SF .
Notations :
Coder_Chromosome : oder le hromosome en un shéma de fragmentation
FonctionFH : fontion objetif pour l'AG
Genetic_FonctionObjectif : élaborer la fontion objetif à partir du modèle de oût
JGAP : API JAVA qui permet d'implémenter l'algorithme génétique
Début
ChromosomeFH = Coder_Chromosome(AS,SD) ;
FonctionFH = Genetic_FonctionObjectif(Q,AS,W,ED) ;
SF = JGAP (ChromosomeFH,FonctionFH) ;
Fin
Algorithme 4: Séletion statique d'un shéma de fragmentation par AG
Ville VARCHAR2(50),
Age NUMBER(2)
PARTITION BY RANGE(Age)
SUBPARTITION BY LIST(Ville) SUBPARTITION TEMPLATE
(SUBPARTITION CVille1 VALUES ('Alger'),
SUBPARTITION CVille2 VALUES ('Annaba','Taref'),
SUBPARTITION CVille3 VALUES ('Oran'),
SUBPARTITION CVille4 VALUES (DEFAULT))
(PARTITION Clients1 VALUES LESS THAN (20) TABLESPACE TBS1,
PARTITION Clients2 VALUES LESS THAN (40) TABLE SPACE TBS2,
PARTITION Clients3 VALUES LESS THAN (MAXVALUE) TABLESPACE TBS3));
Nous présentons l'algorithme de séletion d'un shéma de FH par algorithme génétiques dans l'algo-
rithme 4.
2.3 Séletion inrémentale d'un shéma de FH
Les travaux qui traitent du problème de la séletion d'un shéma de FH se basent sur une
séletion statique et ne permet pas de faire fae aux hangements qui surviennent sur l'ED. Si un
attribut "Ville" n'est plus souvent employé pour interroger l'entrept, pourquoi maintenir un shéma
de fragmentation déni sur et attribut, partiulièrement si une ontrainte sur le nombre maximum
de fragments faits à générer a été dénie par l'administrateur. Il serait plus judiieux de fusionner
les fragments dénis sur l'attribut "Ville" et de refragmenter l'ED suivant un autre attribut plus
fréquemment employé par les requêtes déisionnelles. L'exéution d'une nouvelle requête Qk sur
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Figure 2.2  La dimension Clients fragmentée
Figure 2.3  La dimension Clients refragmentée selon le nouveau shéma de FH
l'entrept de données peut provoquer l'ajout/suppression de nouveaux attributs de fragmentation
ou d'éventuelles extensions des domaines des attributs. Cela peut onduire à réaliser des fusions
ou élatements des fragments de l'entrept. Sous le SGBD Orale, il est possible de réadapter un
ED fragmenté selon un nouveau shéma de FH en utilisant les opérations SPLIT PARTITION ou
MERGE PARTITION. L'opération MERGE PARTITION permet de ombiner deux fragments en
un seul et ainsi diminuer le nombre de fragments générés. L'opération SPLIT PARTITION quant à
elle permet d'élater un fragment en deux et augmenter ainsi le nombre de fragments générés. Nous
donnons un exemple de refragmentation d'un ED après exéution d'une nouvelle requête.
Exemple 15 Soit un ED ontenant une table de faits Ventes et une dimension Clients fragmentée
suivant le shéma illustré dans la gure 2.2.a. Les données de la table Clients ainsi que sa fragmen-
tation sont représentées dans la gure 2.2.b. Supposant l'exéution de la requête suivante :
SELECT AVG(Prix)
FROM Ventes V, Clients C
WHERE V.IdC=C.IdC AND C.Genre = 'F'
L'exéution de ette nouvelle requête provoque l'ajout de l'attribut Genre et les sous-domaines {F} et
Reste = {M}. An de prendre en ompte l'optimisation de ette requête, une nouvelle séletion d'un
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Figure 2.4  Arhiteture générale de la séletion inrémentale d'un nouveau shéma de F∇H
shéma de FH est réalisée, ette séletion donne le shéma de FH de la gure 2.3.a. L'adaptation du
nouveau shéma de FH sur l'ED néessite deux opérations SPLIT sur les deux fragments Clients1 et
Clients2 selon l'attribut Genre. Le résultat de la nouvelle fragmentation de la table Clients est donné
sur la gure 2.3.b.
Nous proposons de mettre en ÷uvre une démarhe de séletion inrémentale d'un shéma de FH
qui se délenhe lorsque la harge de requêtes évolue par l'ajout ou le hangement de la fréquene
d'exéution d'une ou plusieurs requêtes. Nous présentons dans la gure 2.4 son arhiteture générale.
Lors de l'exéution d'une nouvelle requête Qk, le proessus de séletion se délenhe. Dérit par
l'algorithme 5, il est omposé des étapes suivantes :
1. Générer le shéma de fragmentation atuel de l'entrept AtuelSF.
2. Analyser la nouvelle requête exéutée.
3. Générer un shéma initial InitSF à partir de AtuelS et des informations extraits de la requêtes
(attributs et sous-domaines).
4. Séletionner un shéma FinalSF.
5. Implémenter le FinalSF sur l'entrept de données.
Nous détaillons dans les setions suivantes les diérentes étapes du proessus de séletion.
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Algorithme de séletion inrémentale d'un SF
Entrée :
Q : harge de m requêtes
Qk : nouvelle requête exéutée
D : ensemble de d tables dimensions {D1, · · · , Dd}
AS : ensemble de n attributs non-lés des tables dimensions AS = {A1, · · · , An}
ED : les données et statistiques utilisées dans le modèle de oût
W : ontrainte sur le nombre maximum de fragments de la table de faits.
Sortie : Shéma nal de Fragmentation des tables dimensions FinalSF.
Début
AtuelSF ← GenererAtuelSF(D, AS) ;
ShemaQ ← AnalyserQ(Qk) ;
InitSF ← GenererInitSF(AtuelSF, ShemaQ) ;
FinalSF ← SeletionnerFinalSF(InitSF, Q ∪ {Qi}, ED, W ) ;
ImplémenterFinalSF(FinalSF) ;
Fin
Algorithme 5: Séletion inrémentale d'un shéma de fragmentation
2.3.1 Générer le shéma de fragmentation atuel
La première étape du proessus de séletion inrémentale vise à extraire le shéma de fragmenta-
tion horizontale atuel des tables dimensions. Pour e faire, il faut identier pour haque dimension
les attributs de fragmentation et les valeurs d'attributs qui ont partiipé à son proessus de fragmen-
tation. Il faut don eetuer l'opération duale à la fragmentation. Considérons d'abords un sénario
de fragmentation. Soit un entrept de données omposé d'une table de faits F et d tables dimensions
{D1, · · · ,Dd}. Soit une table dimension Dk et un de ses attributs Ai dont le domaine est Dom(Ai).
An de fragmenter la table Dk suivant Ai, on dénit une partition du domaine Dom(Ai) en p
sous-ensembles Ens1, ..., Ensp. La fragmentation sur Ai donne L fragments {DFrag
k
1 , · · · ,DFrag
k
L}
disjoints deux à deux. En eetuant l'opération duale à la fragmentation et en se basant sur ette
dénition, nous onstatons qu'un attribut muni d'un ensemble de sous-domaines Ens1, ..., Ensp par-
tiipe au proessus de fragmentation si les p sous-ensembles représentent une partition au sens
mathématique de l'ensemble Dom(Ai), 'est à dire :
 Ensj 6= ∅

⋃
Ensj = Dom(Ai)
 Ensj ∩Ensk = ∅ si j 6= k
Le prédiat Ai in Ensj aratérise un ou plusieurs fragment(s) de la table Dk.
Exemple 16 Soit l'attribut Ville de la table dimension Clients et son domaine :
Dom(Ville)={'Alger','Oran', 'Blida', 'Kala'}. Une partition de l'ensemble Dom(Ville) peut être don-
née omme suit :
Partition(Dom(Ville))= {{'Alger'},{'Oran'}, {'Blida', 'Kala'}}. Cette partition donne une fragmen-
tation de la table Clients en trois fragments :
 Clients1=σV ille=′Alger′(Clients)
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 Clients2=σV ille=′Oran′(Clients)
 Clients3=σV ille=′Blida′∨V ille=′Kala′(Clients)
Pour onstruire le shéma de fragmentation atuel de l'ED, nous eetuons les étapes suivantes pour
haque attribut Ai :
1. Extraire le domaine physique de Ai : l'ensemble Dom(Ai) ontient toutes les valeurs possibles
pour l'attribut Ai mais ertaines valeurs de Ai peuvent ne pas être physiquement présentes au
niveau de la table Dk. Ainsi, nous eetuons l'extration des valeurs de Ai à partir de Dk pour
former le domaine physique de Ai PhyDom(Ai) = {V1, · · · , Vf}. Cet ensemble est onstruit
par l'exéution de la requête SQL suivante :
SELECT DISTINCT(Ai) FROM Dk
2. Extraire les sous-ensembles de valeurs Ens1, ..., EnsL de Ai : Cette étape vise à obtenir une
première répartition des valeurs de Ai en sous-ensembles. Nous aédons à haque fragment de
Dk : {DFrag
k
1 , · · · ,DFrag
k
L} et pour haque fragment DFrag
k
m, nous réupérons les valeurs
de Ai en exéutant la requêtes SQL suivante :
SELECT DISTINCT(Ai) FROM DFragkm
Nous formons les sous-ensembles Ens1, ..., EnsL, où Ensm ontient les valeurs de Ai dans le
fragment DFragkm.
3. Former une partition Ens = {Ens1, ..., Ensp} de l'ensemble PhyDom(Ai) : nous eetuons une
épuration des sous-ensembles Ens1, ..., EnsL pour obtenir les sous-ensembles Ens1, ..., Ensp qui
forment une partition de PhyDom(Ai). L'épuration est eetuée par les opérations suivantes :
 Éliminer tous les sous-ensembles Ensj qui vérient :
∃Ensk ∈ Ens tel que Ensj ⊆ Ensk.
 Fusionner deux à deux tous les sous-ensembles Ensj et Ensk tel que :
Ensj ∩ Ensk 6= ∅.
Ces deux étapes sont ré-exéutées jusqu'à stabilité de l'ensemble Ens. L'algorithme 6 dérit la
fontion getPartition() qui permet d'extraire de la table Dk une partition du domaine physique
de Ai.
4. Vérier si Ai est un attribut de fragmentation : Selon la partition obtenue dans l'étape préé-
dente Ens = {Ens1, ..., Ensp}, si p = 1 ela signie que Ens = PhyDom(Ai). Ainsi, auune
fragmentation n'est dénie sur Ai. Cet attribut est éliminé du proessus de onstrution du
shéma de fragmentation atuel. Si p > 1, Ai muni des sous-ensembles Ens1, ..., Ensp est un
attribut de fragmentation.
5. Construire le shéma de fragmentation atuel AtuelSF : Un shéma de fragmentation est un
tableau de veteurs où haque veteur représente un attribut de fragmentation et haque ase
du veteur ontient un ensemble de sous-domaine. L'algorithme 7 dérit la fontion Construi-
reShemaAtt() qui permet de onstruire un veteur sur l'attribut Ai muni de ses ensembles de
sous-domaines. Pour onstruire le shéma de fragmentation, il faut déterminer le déoupage en
sous-domaines des domaines des attributs. Nous onstatons qu'il y a deux types d'attributs et
la onstrution des sous-domaines dière selon le type.
(a) Attributs à faibles ardinalités : es attributs possèdent un faible nombre de valeurs
distintes et un domaine de valeurs disret. Comme exemple on peut iter les attributs
suivants :
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Fontion getPartition( Ai, Dk : ) : EnsP
Notation
getValeurs(Ai, Dk) : Exéute la requête SELECT DISTINCT(Ai) FROM Dk.
Début
Pour DFrag1m dans {DFrag
k
1
, · · · , DFragkL} faire
Ensj ←−getValeurs(Ai, DFragm1 )
EnsL←− EnsL ∪ {Ensj}
Fin Pour
EnsP ←− ∅
Tant que (EnsP 6= EnsL) faire
EnsP ←− EnsL
Pour Ensj dans EnsL faire
Pour Enst dans EnsL faire
Si ((Ensj ⊆ Enst) OR (Ensj ∩ Enst 6= ∅)) Alors
EnsL←− (EnsL− {Ensj, Enst}) ∪ {Ensj ∪ Enst}
Fin Si
Fin Pour
Fin Pour
Fait
Retourner EnsP
Fin
Algorithme 6: Fontion getPartition
 Dom(Genre)={'M','F'}
 Dom(Ville)={'Alger','Oran', 'Paris', 'Montréal'}
 Dom(Pays)={'Algérie', 'Tunisie', 'Maro', 'Frane', 'Canada'}
Si l'attribut Ai est un attribut de faible ardinalité alors haque valeur de l'ensemble
PhyDom(Ai) = {V1, · · · , Vf} est un sous-domaine. Dans le shéma de fragmentation, les
sous-domaines ontenus dans Ensj sont regroupés dans le même ensemble et sont mis dans
la même ase du veteur orrespondant à Ai.
(b) Attributs à forte ardinalités : e sont des attributs aillant un domaine de valeurs très
large souvent représenté sous forme d'un intervalle omme Dom(Age)=[0,90[. Si l'attribut
Ai est un attribut à forte ardinalité, les sous-domaines représentent des intervalles de
valeurs. Nous onstruisons les sous-domaines en exéutant les étapes suivantes :
i. Réupérer la valeur minimale de Ai sur haque sous-ensemble Ens1, ..., Ensp.
ii. Ordonner es valeurs par ordre roissant V1, · · · , Vp.
iii. Remplaer la valeur V1 par 0 et ajouter Vp+1 qui représente la valeur maximale de Ai
xée par administrateur. Cela permet de ouvrir toutes les valeurs de Ai.
iv. Créer p intervalles [Vg, Vg+1[ où 1 6 g 6 p. L'ensemble de sous-domaines de l'attribut
à forte ardinalité Ai est SDi =
⋃
{[Vg, Vg+1[}
A l'issue de ette étape, haque sous-domaine (intervalle) représente un singleton qui va
être ontenu dans une ase du veteur de Ai.
L'algorithme 8 dérit la fontion GenererAtuelSF() qui permet d'extraire à partir d'un entrept de
données fragmenté le shéma de fragmentation horizontale des tables dimensions.
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Fontion ConstruireShemaAtt( Ai, EnsP : ) : V ecteur
Notations
V ecteur : veteur ontenant Ai et une répartition de ses sous-domaines.
FaibleCardinalité(Ai) : retourne vrai si Ai est de faible ardinalité, faut sinon.
MIN(Ens) : retournent la valeur minimale de Ens.
MAX(Ens) : retournent la valeur maximale de Ens.
Début
V ecteur[0]←− Ai
Si (FaibleCardinalité(Ai)) Alors
Pour j de 1 à CARD(EnsP ) faire
V ecteur[j]←− Ensj
Fin Pour
Sinon
MinV ←− ∅
Pour j de 1 à CARD(EnsP ) faire
MinV ←−MinV ∪ {MIN(Ensj)}
Fin Pour
j ←− 1
MinV ←− (MinV − {MIN(MinV )}) ∪ {0} ∪ {MAX(Dom(Ai))}
Tant que (MinV 6= ∅) faire
V ecteur[j]←−]MIN(MinV ),MIN(MinV − {MIN(MinV )})]
MinV ←−MinV − {MIN(MinV ),MIN(MinV − {MIN(MinV )})}
j ++
Fait
Fin Si
Retourner V ecteur[i]
Fin
Algorithme 7: Fontion ConstruireShemaAtt
Exemple 17 Soit la table dimension fragmentée Clients dont le shéma de données est donné par la
gure 2.5. Nous proédons à l'extration du shéma de fragmentation de la table Clients en exéutant
l'algorithme 8. Le déroulement de l'algorithme est donné omme suit :
1. Attribut Ville :
(a) PhyDom(Ville)={'Alger','Oran', 'Blida', 'Kala', 'Jijel', 'Annaba'}
(b) Extraire les ensembles Ens1, ..., EnsL où L = 4 :
 Ens1 ={'Alger','Oran', 'Blida'},
 Ens2 ={'Oran', 'Blida'},
 Ens3 ={'Kala', 'Jijel'},
 Ens4 ={'Annaba', 'Kala'}
() Construire la partition Ens = {Ens1, ..., Ensp} : Nous onstatons que Ens2 ⊂ Ens1 et
Ens3∩Ens4={'Kala'}. Par onséquent, Ens2 est éliminé et Ens3 et Ens4 sont fusionnés.
Au nal, Ens={{'Alger','Oran', 'Blida'}, {'Kala', 'Jijel', 'Annaba'} }. Ainsi Ville est un
attribut de fragmentation.
2. Attribut Métier :
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Fontion GenererAtuelSF( D, AS : ) : AtuelSF
Entrées :
D : ensemble de d tables dimensions {D1, · · · , Dd}
AS : ensemble de n attributs non-lé des tables dimensions AS = {A1, · · · , An}
Sortie : AtuelSF : Shéma de fragmentation atuel des tables dimensions.
Notations :
getTable(Ai) : Retourne la table à laquelle Ai appartient.
getValeurs(Ai, Dk) ; Exéute la requête SELECT DISTINCT(Ai) FROM Dk.
Début
Pour Ai dans AS = {A1, · · · , An} faire
Dk ←− getTable(Ai)
PhyDom←− getValeurs(Ai, Dk)
EnsP ←−getPartition(Ai, Dk)
Si (EnsP 6= PhyDom(Ai)) Alors
AtuelSF[i℄ ←−ConstruireShemaAtt(Ai, EnsP )
Fin Si
Fin Pour
Retourner AtuelSF
Fin
Algorithme 8: Fontion GenererAtuelSF() qui extrait le SF atuel de l'ED
Figure 2.5  répartition de données de la table Clients
(a) PhyDom(Métier)={'M1','M2', 'M3', 'M4', 'M5'}
(b) Extraire les ensembles Ens1, ..., EnsL où L = 4 :
 Ens1 ={'M1','M2', 'M3'},
 Ens2 ={'M1','M2', 'M3'},
 Ens3 ={'M3', 'M4', 'M5'},
 Ens4 ={'M4', 'M5'}
() Construire la partition Ens = {Ens1, ..., Ensp} : Nous onstatons que Ens1 = Ens2 et
Ens4 ∩ Ens3='M4'. Après élimination et fusion nous obtenons :
Ens= {Ens1={'M1','M2', 'M3'}, Ens2={'M3', 'M4', 'M5'}}. Les ensembles Ens1 et
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Ens2 sont fusionnés ar Ens4 ∩ Ens3= 'M3'. Au nal nous obtenons :
Ens={'M1','M2','M3','M4','M5'}=PhyDom(Métier). Ainsi, l'attribut Métier ne partiipe
pas au proessus de fragmentation.
3. Attribut Age :
(a) PhyDom(Métier)={20,15,24,18,23,30,45,34,32,45,57}
(b) Extraire les ensembles Ens1, ..., EnsL où L = 4 :
 Ens1 ={20,15,24,18},
 Ens2 ={30,45,34,32},
 Ens3 ={18,15,23},
 Ens4 ={45,57}
() Construire la partition Ens = {Ens1, ..., Ensp} : Nous onstatons que Ens1∩Ens3={15,18}
et Ens2 ∩ Ens4={45}. Nous obtenons après élimination :
Ens= {Ens1={20,15,24,18,23}, Ens2={30,45,34,32,57}}. Ainsi, l'attribut Age partiipe
au proessus de fragmentation.
Nous obtenons deux attributs de fragmentation : un attribut de faible ardinalité Ville et un attribut de
forte ardinalité Age. Pour Age nous proédons à la dénition des sous-domaines qui donne SDAge =
{{[0, 30[}, {[30, 90[}}. La dernière étape onsiste à onstruire le shéma de fragmentation atuel de
l'entrept de données AtuelSF en regroupant les attributs de fragmentation et les sous-domaines en un
seul tableau représenté dans le tableau 2.5. Les sous-domaines appartenant au même ensemble Ensj
sont aetés à la même ase. Par exemple, pour l'attribut Ville, les sous-domaines 'Alger','Oran',
'Blida' représente un même ensemble.
Age [0, 30[ [30, 90[
Ville Alger, Oran, Blida Kala, Jijel, Annaba
Table 2.5  Shéma de fragmentation atuel extrait AtuelSF
2.3.2 Analyser la requête nouvellement exéutée
La seonde étape du proessus de séletion inrémentale est d'eetuer une analyse syntaxique de
la requête nouvellement exéutée Qk an d'en extraire les attributs et sous-domaines. Soit l'expression
générale d'une requête de jointure en étoile donnée par la requête suivante :
SELECT *
FROM F, D1, D2, ..., Dd
WHERE F.ID1=D1.ID1 AND F.ID2=D2.ID2 ... AND F.IDd=Dd.IDd
AND (A1 op V11 OR A1 op V12 ... OR A1 op V1k1)
AND (A2 op V21 OR A2 op V22 ... OR A2 op V1k2) ...
AND (An op Vn1 OR An op Vn1 ... OR An op Vnkn)
[ORDER BY ... ℄
[GROUP BY ... ℄
[HAVING ... ℄
Le shéma de fragmentation est déni sur les attributs de fragmentation et leurs sous-domaines
gurant dans les prédiats de séletion de la lause WHERE. Un prédiat de séletion est de la forme
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Ai op Vij où 1 < i < n et 1 < j < ki et op∈ {=, <,>,<>,≤,≥}. Chaque Valeur Vij de haque
attribut peut être égale ou être ontenue dans un sous-domaine de elui-i. On extrait don tous
les attributs Ai et valeurs Vij de la requête qu'on sauvegarde dans un tableau à deux dimensions
ShémaQ. Chaque ligne représente un attribut Ai et haque ase de la ligne ontient une valeur Vij .
2.3.3 Générer un shéma de fragmentation initial
La troisième étape du proessus de séletion inrémentale vise à générer un shéma de fragmenta-
tion initial qui prend en ompte les hangements apportés par l'exéution d'une nouvelle requête Qk.
Pour e faire, nous ajoutons les attributs et valeurs extraits de la requête au shéma de fragmentation
AtuelSF. Pour haque attribut Ai et valeurs Vij extrais de la requête, nous proédons omme suit :
1. Si Ai ne gure pas dans AtuelSF alors l'ajouter et ses valeurs en utilisant la fontion Construi-
reShemaAtt() dérite dans l'algorithme 7. Nous onstruisons un ensemble EnsP =
⋃
{{Vij}}
représentant une partition des valeurs extraites Vij où haque valeur est ontenue dans un en-
semble. Pour assurer la omplétude du shéma de fragmentation à onstruire, nous ajoutons à
l'ensemble EnsP l'ensemble Restei = Dom(Ai)−
⋃
{Vij}. Restei ontient les valeurs de Ai qui
ne gurent pas dans la requête.
2. Si Ai gure dans le shéma de fragmentation alors ajouter au shéma les valeurs Vij . L'ajout
des valeurs de l'attribut est réalisé de deux manières diérentes selon le type de l'attribut.
 Ai est un attribut de faible ardinalité : Les valeurs Vij qui ne gurent pas dans AtuelSF sont
ajoutées au veteur AtuelSF[i℄ de Ai. Chaque valeur est onsidérée omme un sous-domaine
et haque sous-domaine est ajouté dans une ase diérente. Conernant les valeurs Vij qui
existent dans le shéma AtuelSF, nous proédons à l'élatement de haque ensemble qui
ontient une de es valeurs en deux ensembles sur ette valeur.
 Ai est un attribut de forte ardinalité : parmi les valeurs Vij nous gardons uniquement les
valeurs issues des prédiats Ai op Vij où op∈ {<,>,≤,≥} qui dérivent des intervalles. Pour
es valeurs, déteter à quel intervalle appartient haque valeur et répartir l'intervalle retrouvé
en deux intervalles selon ette valeur. Supposant l'attribut Age et les sous-domaines [0,30[ et
[30,90[. Si Vij=45 alors les nouveaux sous-domaines sont : [0,30[, [30,45[ et [45,90[.
L'algorithme 9 dérit la fontion GenererInitSF() qui permet de onstruire un shéma de fragmenta-
tion initial.
Exemple 18 Considérons le shéma de fragmentation atuel de l'ED dérit par le tableau 2.5. Sup-
posant l'exéution de la nouvelle requête Qk suivante :
SELECT AVG(Prix)
FROM Ventes V, Clients C, Produits P
WHERE V.IdC=C.IdC AND V.IdP=P.IdP
AND C.Ville='Alger'
AND PNom in ('P1', 'P2')
La onstrution du shéma de fragmentation initial InitSF, dérit par le tableau 2.6, est établie omme
suit :
1. Extraire de Qk les attributs Ville ave la valeur Alger et PNom ave les valeurs P1 et P2.
2. Pour l'attribut Ville, élater l'ensemble {'Alger','Oran', 'Blida'} en deux ensemble {'Alger'} et
{'Oran', 'Blida'}.
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Fontion GenererInitSF(AtuelSF, ShemaQ) : InitSF
Entrées :
ShemaQ : tableau d'attributs Ai et valeurs Vij extraits de Qk
Sortie : InitSF : shéma de fragmentation initial des tables dimensions.
Notations :
Exist(Ai, AtuelSF) : Retourne vrai si Ai gure dans le shéma AtuelSF.
addSousDoms(Ai, ValAi) : Construit sur ValAi les sous-domaines de Ai.
Début
InitSF ←− AtuelSF ;
Pour Ai dans ShemaQ faire
ValAi ←−
⋃
{Vij}
Si (Exist(Ai, AtuelSF)) Alors
InitSF[Ai℄ ←−addSousDoms(Ai, ValAi) ;
Sinon
Restei ←− Dom(Ai) \ ValAi ;
EnsP←−
⋃
{{Vij}} ∪ {Restei} ;
InitSF[max℄ ←−ConstruireShemaAtt(Ai, EnsP) ;
Fin Si
Fin Pour
Retourner InitSF
Fin
Algorithme 9: Fontion GenererInitSF qui retourne un SF initial
Age [0, 30[ [30, 90[
Ville Alger Oran, Blida Kala, Jijel, Annaba
PNom P1, P2 Restei
Table 2.6  Shéma de fragmentation initial InitSF
3. Pour PNom, ajouter une ligne dans InitSF ave les ensembles {'P1', 'P2'} et {Restei} où
Restei=Dom(PNom)-{'P1', 'P2'}.
2.3.3.1 Codage du hromosome
Une fois le shéma de fragmentation initial déni, nous proédons à son odage en un hromosome
qui va être exploité par l'algorithme de séletion d'un shéma de FH nal. Le hromosome représente
un tableau numérique de veteurs. Chaque veteur aratérise un attribut de fragmentation et haque
ase du veteur ontient un numéro attribué à un sous-domaine. Les sous-domaines présents dans le
même ensemble dans le shéma de FH obtenu préédemment se verront attribuer le même numéro.
L'algorithme 10 dérit le proessus de odage du shéma de fragmentation en hromosome.
Exemple 19 Le odage en hromosome du shéma de fragmentation initial est donné par le tableau
2.7. Le hromosome dérit un shéma de fragmentation où la table Clients est fragmentée en 6 frag-
ments (2 sur Age et 3 sur Ville) et la table Produits est fragmentée en 2 fragments sur PNom soit un
total de 12 fragments de la table de faits.
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Algorithme : Codage du shéma de fragmentation en hromosome
Entrées :
InitSF : Shéma de fragmentation initial des tables dimensions.
Sortie : ChromFH : Tableau numérique représentant le odage du shéma InitSF.
Notations :
Length(T) : longueur du tableau T.
Début
Pour i de 1 à Length(InitSF ) faire
Pour j de 1 à Length(InitSF [i]) faire
m←− 1
SD ←− InitSF [i, j]
Pour SDk dans SD faire
Chrom[i,m]←− j
m++
Fin Pour
Fin Pour
Fin Pour
Fin
Algorithme 10: Codage du shéma de fragmentation InitSF en hromosome
[0, 30[ [30, 90[
Age 1 2
Alger Oran Blida Kala Jijel Annaba
Ville 1 2 2 3 3 3
P1 P2 Reste3
PNom 1 1 2
Table 2.7  Codage en hromosome du shéma de fragmentation InitSF
2.3.4 Séletionner un shéma de fragmentation nal
Le shéma de fragmentation initial obtenu préédemment peut donner un nombre de fragments
de la table des faits qui dépasse W. De e fait, nous mettons en ÷uvre une démarhe de séletion
inrémentale d'un shéma de fragmentation nal (optimal ou quasi-optimal). Dans un premier lieu,
nous proposons de faire une séletion inrémentale dite Naïve (FHNI) qui se base sur de simples
opérations de fusions et d'élatement. Par la suite, an de réadapter notre séletion statique d'un
shéma de FH basée sur les AG, nous proposons une séletion inrémentale par algorithme génétique
(FHAG).
2.3.4.1 Séletion Naïve FHNI
Considérons le shéma de fragmentation InitSF et son odage en hromosome ChromFH obtenus
préédemment. Si la ontrainte W est violée, une opération de fusion doit être réalisée an de réduire
le nombre de fragments. Cela onsiste à fusionner deux à deux les ensembles de sous-domaines d'un
ou plusieurs attributs. Considérons une table Clients fragmentée selon deux attributs Ville et Age en
6 fragments omme suit :
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Figure 2.6  Arhiteture de la séletion inrémentale Naïve FHNI
 Clients1=σV ille=′Alger′∧Age<30(Clients)
 Clients2=σV ille=′Alger′∧Age>=30(Clients)
 Clients3=σ(V ille=′Oran′∨V ille=′Blida′)∧Age<30(Clients)
 Clients4=σ(V ille=′Oran′∨V ille=′Blida′)∧Age>30(Clients)
 Clients5=σ(V ille=′Kala′∨V ille=′Annaba′∨V ille=′Jijel′)∧Age<30(Clients)
 Clients6=σ(V ille=′Kala′∨V ille=′Annaba′∨V ille=′Jijel′)∧Age>30(Clients)
La fusion des ensembles de sous-domaines {'Alger'} et {'Oran', 'Blida'} par exemple aboutie à 4
fragments de La table Clients.
 Clients1=σ(V ille=′Alger′∨V ille=′Oran′∨V ille=′Blida′)∧Age<30(Clients)
 Clients2=σ(V ille=′Alger′∨V ille=′Oran′∨V ille=′Blida′)∧Age>30(Clients)
 Clients3=σ(V ille=′Kala′∨V ille=′Annaba′∨V ille=′Jijel′)∧Age<30(Clients)
 Clients4=σ(V ille=′Kala′∨V ille=′Annaba′∨V ille=′Jijel′)∧Age>30(Clients)
Nous illustrons sur la gure 2.6 l'arhiteture de la séletion inrémentale Naïve. Le prinipe de
la séletion FHNI est donné par les étapes suivantes :
1. Ordonner les attributs suivant leurs fréquenes d'utilisation par les requêtes, du moins utilisé
au plus utilisé.
2. Pour haque attribut, ordonner les sous-domaines selon leurs fréquenes d'utilisation par les
requêtes, du moins utilisé au plus utilisé.
3. Fusionner les ensemble de sous-domaines des attributs jusqu'à obtention d'un shéma de FH
qui ne viole pas la ontrainte W .
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Figure 2.7  Arhiteture de la séletion inrémentale par algorithmess génétiques FHAG
Exemple 20 Supposant un shéma initial InitSF odé en hromosome ChromFH omme présenté
préédemment dans le tableau 2.7. Ce shéma donne deux fragments sur Age, 3 fragments sur Ville et
2 fragments sur PNom soit un total de 12 fragments sur la table Clients. Soit une ontrainte W = 4.
Cette ontrainte délenhe la FHNI. Supposant l'ordre des attributs Age, Ville, PNom. Les fusions
suessives appliquées sur ChromFH sont données par la table 2.8. Le shéma FH résultant possède
4 fragments, deux sur Ville et deux sur PNom.
Age 1 2
Ville 1 2 2 3 3 3
PNom 1 1 2
=⇒
1 1
1 2 2 3 3 3
1 1 2
=⇒
1 1
1 1 1 3 3 3
1 1 2
Table 2.8  Séletion inrémentale naïve : fusions suessives appliquées sur ChromFH
2.3.4.2 Séletion par Algorithmes Génétiques FHAG
Nous illustrons sur la gure 2.7 l'arhiteture de la séletion inrémentale par algorithmes gé-
nétiques et dans l'algorithme 11 les étapes du proessus de séletion. Considérons le shéma de
fragmentation dérit par le hromosome ChromFH. Si la ontrainte W est violée, nous eetuons
une séletion d'un shéma de fragmentation nal par algorithme génétique guidé par modèle de oût
Cette séletion est dérite dans la setion 2.2. L'exéution de notre séletion FHAG sur le shéma de
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Algorithme de séletion inrémentale d'un SF par AG
Entrée :
Q : harge de m requêtes.
Qk : nouvelle requête exéutée.
D : ensemble de d tables dimensions {D1, · · · , Dd}.
AS : ensemble de n attributs non-lé des tables dimensions AS = {A1, · · · , An}.
ED : les données et statistiques utilisées dans le modèle de oût.
W : ontrainte sur le nombre de fragments de la table de faits.
Sortie : Shéma nal de Fragmentation des tables dimensions FinalSF.
Début
AtuelSF ← GenererAtuelSF(D, AS) ;
ShemaQ ← AnalyserQ(Qk) ;
InitSF ← GenererInitSF(AtuelSF, ShemaQ) ;
ChromFH ←− CoderChromosomeFH(InitSF) ;
FontionFH ←− CalulFontionObjetifFH(W , ED, Q ∪Qk) ;
FinalSF ←− JGAPFH(ChromFH, FontionFH) ;
ImplémenterFinalSF(FinalSF) ;
Fin
Algorithme 11: Algorithme de séletion inrémentale d'un shéma de FH par AG
fragmentation, présenté par la table 2.7, ave une ontrainte W = 10 donne un shéma nal dérit
par le tableau 2.9. Ce shéma permet de générer 4 fragments sur la table Clients (2 fragments sur Age
et 2 fragments sur Ville) et 2 fragments sur PNom de la table Produits, soit un total de 8 fragments
faits.
[0, 30[ [30, 90[
Age 1 2
Alger Oran Blida Kala Jijel Annaba
Ville 1 1 1 2 2 2
P1 P2 Reste3
PNom 1 1 2
Table 2.9  Séletion inrémentale par Algorithme Génétique : shéma de fragmentation nal
2.3.5 Implémenter le SF nal sur l'entrept
L'implémentation du nouveau shéma de fragmentation sur un ED déjà fragmenté néessite des
opérations de fusions et/ou élatements et/ou déplaements des diérents fragments des tables. Dans
le SGBD Orale, on propose une syntaxe pour la fusion, l'élatement et le déplaement des partitions
et ela pour la fragmentation primaire. Conernant la fragmentation dérivée (mode REFERENCES),
toute opération de fusion ou élatement sur la table mère (tables dimensions) est propagée en asade
de manière automatique sur la table lle (table lle).
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2.3.5.1 Syntaxe Orale
La syntaxe Orale de haque opération est données dans e qui suit, où f représente un fragment
d'une table.
Split (f, Pr) Cette opération permet l'élatement d'un fragment f suivant un prédiat Pr. Le
prédiat est de la forme Attribut op V aleur où op∈ {=, <,>,<>,≤,≥} et V aleur est une valeur
dans le domaine de Attribut. Cette opération permet d'élater le fragment f en deux fragments f1 et
f2 tel que toutes les instanes de f1 vérient le prédiat "Pr" et toutes les instanes de f2 vérient
le prédiat "NOT Pr". La syntaxe SQL générale pour élater une partition est ALTER TABLE
... SPLIT PARTITION. Selon le mode de partitionnement simple (RANGE, LIST ou HASH) ou
omposite (RANGE-LIST, RANGE-HASH, LIST-HASH, et.) nous donnons les diérentes syntaxes
Orale.
1. Mode simple RANGE et HASH : pour une table fragmentée sur un de ses attributs suivant
le mode RANGE ou HASH, la syntaxe Orale générale est donnée omme suit :
ALTER TABLE Nom_Table SPLIT PARTITION Nom_Partition AT (Valeur)
INTO
( PARTITION Nom_Partition1 [TABLESPACE Nom_TableSpae℄,
PARTITION Nom_Partition2 [TABLESPACE Nom_TableSpae℄);
2. Mode simple LIST : une table fragmentée selon un de ses attributs par LIST, peut être
refragmentée selon une ou plusieurs valeur de et attribut omme suit :
ALTER TABLE Nom_Table SPLIT PARTITION Nom_Partition
VALUES (Valeur1, Valeur2...) INTO
( PARTITION Nom_Partition1 [TABLESPACE Nom_TableSpae℄,
PARTITION Nom_Partition2 [TABLESPACE Nom_TableSpae℄);
3. Mode simple INTERVAL : un fragment d'une table fragmentée par INTERVAL sur un
attribut peut être refragmentée sur une valeur de et attribut ontenue dans e fragment.
ALTER TABLE Nom_Table
SPLIT PARTITION FOR(Valeur_Intervalle1) AT (Valeur_Intervalle2);
4. Mode omposite : la syntaxe Orale pour refragmenter une table fragmentée par mode om-
posite est similaire à la refragmentation en mode simple, il sut de remplaer le mot lé PAR-
TITION par SUBPARTITION omme suit :
ALTER TABLE Nom_Table SPLIT SUBPARTITION Nom_SUBPartition AT (Valeur)
INTO
( SUBPARTITION Nom_SUBPartition1 [TABLESPACE Nom_TableSpae℄,
SUBPARTITION Nom_SUBPartition2 [TABLESPACE Nom_TableSpae℄);
ALTER TABLE Nom_Table SPLIT SUBPARTITION Nom_SUBPartition
VALUES (Valeur[, Valeur℄...) INTO
( SUBPARTITION Nom_SUBPartition1 [TABLESPACE Nom_TableSpae℄,
SUBPARTITION Nom_SUBPartition2 [TABLESPACE Nom_TableSpae℄);
Exemple 21 Supposant trois tables dimension fragmentés Clients, Produits et Temps. Pour haque
table nous donnons un exemple de refragmentation suivant un mode Orale.
1. Table Clients et mode RANGE : Supposant la table Clients déjà fragmentée suivant le mode
RANGE sur un attribut Age omme suit :
 Clients1=σAge<30(Clients)
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 Clients2=σAge>=30(Clients)
Supposons qu'on refragmente la partition Clients2 suivant la valeur Age=45.
 Clients1=σAge<30(Clients)
 Clients21=σAge>=30∧Age<45(Clients)
 Clients22=σAge>=45(Clients)
La requête suivante permet de refragmenter Clients2 en deux Clients21 et Clients22.
ALTER TABLE Clients SPLIT PARTITION Clients2 AT (45)
INTO (PARTITION Clients21, PARTITION Clients22)
2. Table Produits et mode LIST : Supposons maintenant la table Produits fragmentée par mode
LIST sur l'attribut PNom représentant le nom du produit muni du domaine
Dom(PNom)={'IPhone4','IPhone5','Galaxy3','Galaxy4','HTC','Nexus4','Nexus5'}.
 Produit1=σPNom IN (′IPhone4′,′IPhone5′)(Produit)
 Produit2=σPNom IN (′Galaxy3′,′Galaxy4′,′HTC′,′Nexus4′,′Nexus5′)(Produit)
La refragmentation du fragment Produit2 sur la listes des valeurs 'Galaxy3' et 'Galaxy4' donne
le shéma suivant :
 Produit1=σPNom IN (′IPhone4′,′IPhone5′)(Produit)
 Produit21=σPNom IN (′Galaxy3′,′Galaxy4′)(Produit)
 Produit22=σPNom IN (′HTC′,′Nexus4′,′Nexus5′)(Produit)
La requête suivante permet de refragmenter Produit2 en deux Produit21 et Produit22.
ALTER TABLE Produits SPLIT PARTITION Produit2 VALUES ('Galaxy3','Galaxy4')
INTO (PARTITION Produit21, PARTITION Produit22)
3. Table Temps et mode INTERVAL : Supposons la table Temps partitionnée par INTERVAL
sur l'attribut Date où haque Mois déni un fragment. Rappelons la syntaxe de réation d'une
table Temps partitionnée par INTERVAL.
CREATE TABLE Temps
( IDT NUMBER,
Time_Date DATE,
...
)
PARTITION BY RANGE (Time_Date)
INTERVAL (NUMTOYMINTERVAL(1,'MONTH'))
( PARTITION Temps1 VALUES LESS THAN (TO_DATE('01-02-2014','dd-MON-yyyy')),
PARTITION Temps2 VALUES LESS THAN (TO_DATE('01-03-2014','dd-MON-yyyy')));
Refragmenter un fragment de la table Temps en deux fragments est réalisé par la requête sui-
vante :
ALTER TABLE Temps SPLIT PARTITION
FOR(TO_DATE('01-03-2014','dd-MON-yyyy'))
AT (TO_DATE('15-03-2014','dd-MON-yyyy'));
Merge (f1, f2) Cette opération permet de fusionner deux fragments f1 et f2 en un seul fragment
f2 par exemple. Les données des deux fragments sont toutes fusionnées dans le fragment f2 et le
fragment f1 est supprimé. Deux as se présente selon le mode de fragmentation ave lequel la table a
été fragmentée.
1. Mode simple RANGE et INTERVAL : an de pouvoir fusionner deux partitions dans
une table fragmentée par le mode RANGE ou INTERVAL, il faut que les deux partitions soit
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adjaentes, auquel as la fusion ne peut être eetuée. Le fragment résultant de l'opération de
fusion aura omme limite inférieure et supérieure respetivement la limite inférieure du premier
fragment et la limite supérieure du seond fragment.
2. Mode simple LIST et HASH : si une table est fragmentée suivant l'un de es modes,
n'importe quels deux fragments, adjaents ou pas, peuvent être fusionnés en un seul fragment.
En eet, la fragmentation par mode LIST n'assume auun ordre entre les valeurs de l'attribut
de fragmentation. Conernant le mode HASH, lors de la fusion la lé de hahage est realulée
sur le nouveau fragment. Le fragment résultant de la fusion ontient toutes les instanes des
deux fragments fusionnés.
La syntaxe sous Orale qui permet la fusion deux partitions est la suivante :
ALTER TABLE Clients MERGE PARTITIONS Fragment1, Fragment2
INTO PARTITION Fragment2;
Exemple 22 Considérons une table Clients fragmentée par le mode RANGE suivant l'attribut Age.
 Clients1=σAge<30(Clients)
 Clients21=σAge>=30∧Age<45(Clients)
 Clients22=σAge>=45(Clients)
Seuls les fragments adjaents peuvent être fusionnés. Les fusions possibles sont Merge (Clients1,
Clients21) et Merge (Clients21, Clients22). Les fragments Clients1 et Clients22 ne peuvent pas être
fusionnés. La syntaxe SQL pour l'opération Merge (Clients21, Clients22) est donnée par :
ALTER TABLE Clients MERGE PARTITIONS Clients21, Clients22
INTO PARTITION Clients22;
Supposant maintenant que la même table Clients a été fragmentée selon le mode LIST sur l'attribut
Ville, dont le domaine est Dom(Ville)={'Alger','Oran', 'Blida', 'Kala', 'Jijel', 'Annaba'}.
 Clients1=σV ille=′Alger′(Clients)
 Clients2=σV ille=′Oran′∨V ille=′Blida′(Clients)
 Clients3=σV ille=′Kala′∨V ille=′Annaba′∨V ille=′Jijel′(Clients)
Trois opérations de fusions sont possibles Merge (Clients1, Clients2), Merge (Clients1, Clients3) et
Merge (Clients2, Clients3). La syntaxe SQL pour Merge (Clients1, Clients2) est :
ALTER TABLE Clients MERGE PARTITIONS Clients1, Clients2
INTO PARTITION Clients2;
Add (f1, {V 1, V 2, · · · , V m}) Cette opération permet d'étendre la plage de valeurs d'un attribut
de fragmentation utilisé pour fragmenter une table dimension suivant le mode LIST ave de nouvelles
valeurs. Les valeurs {V 1, · · · , V m} sont ajoutées au fragment f1 à ondition de ne pas gurer dans
auune des partitions de la table fragmentée. Pour l'ajout de nouvelles valeurs à une partition on
utilise la syntaxe suivante :
ALTER TABLE Nom_Table MODIFY PARTITION Nom_Partition
ADD VALUES ('V1', 'V2',..., 'Vm');
Exemple 23 Considérons une table Clients fragmentée par le mode LIST sur l'attribut Ville.
 Clients1=σV ille=′Alger′(Clients)
 Clients2=σV ille=′Oran′∨V ille=′Blida′(Clients)
 Clients3=σV ille=′Kala′∨V ille=′Annaba′∨V ille=′Jijel′(Clients)
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Figure 2.8  Shéma de fragmentation de la table Clients atuel
Nous eetuons l'ajout de deux nouvelles villes 'Msila' et 'Bejaia'. La syntaxe Orale qui permet
d'eetuer et ajout est donnée par :
ALTER TABLE Clients MODIFY PARTITION Clients1
ADD VALUES ('Msila','Bejaia');
L'exéution de ette requête donne le shéma de fragmentation suivant :
 Clients1=σV ille=′Alger′∨V ille=′Msila′∨V ille=′Bejaia′(Clients)
 Clients2=σV ille=′Oran′∨V ille=′Blida′(Clients)
 Clients3=σV ille=′Kala′∨V ille=′Annaba′∨V ille=′Jijel′(Clients)
Move (f, TBS) Cette opération permet de déplaer le fragment f vers le tablespae TBS. Cette
opération est réalisée automatiquement par le SGBD si une opération de fusion vient d'être eetuée
ou si de nouvelles instanes sont insérées dans le fragment f et qu'il n'y a plus assez d'espae dans le
tablespae atuel. La lause Orale est donnée omme suit :
ALTER TABLE Clients MOVE PARTITION Clients1 TABLESPACE tbs_2;
2.3.5.2 Exemple d'appliation
Exemple 24 Nous allons présenter dans e qui suit un example d'emploi des opérations physiques
sous le SGBD Orale an d'adapter le shéma de fragmentation d'un entrept de données à un nouveau
shéma séletionné.
Supposant un entrept de données dont le shéma de fragmentation de la table Clients est donné par
la gure 2.8.(a) et le shéma de données est donné par la gure 2.8.(b). Après exéution d'une nouvelle
requête Qk, un nouveau shéma de fragmentation est séletionné (gure 2.9.(a)). La répartition des
données est illustrée sur la gure 2.9.(b). Les opérations physiques néessaires pour l'implémentation
physique du nouveau shéma de fragmentation sur le shéma atuel sont les suivantes :
 Merge(Clients1, Clients5) : Dans le nouveau shéma de fragmentation, les valeurs Alger, Oran
et Blida de l'attribut Ville sont fusionnées dans un seul ensemble e qui requière une fusion
deux à deux de toutes les partitions ontenant es trois valeurs. Dans notre as les partitions à
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Figure 2.9  Nouveau Shéma de fragmentation de la table Clients
fusionner sont Clients1 et Clients5. Cela donne quatre fragments Clients1, Clients2, Clients3
et Clients4.
 Split(Clientsi, Metier IN ('M1','M2')) : un nouvel attribut Métier a été ajouté au shéma de
fragmentation. Cet ajout néessite la refragmentation de toutes les partitions Clientsi de la
table Clients suivant le prédiat (Métier IN ('M1','M2')) an d'obtenir d'un té des fragments
dont les instanes vérient le prédiat (Métier IN ('M1','M2')) et d'un autre oté des frag-
ments dont les instanes vérient le prédiat (Métier NOT IN ('M1','M2')). Pour réaliser la
refragmentation physique des fragments Clientsi, il faut identier les fragments qui néessitent
une refragmentation à savoir Clients1 et Clients2 puis appliquer l'opération Split. En eet, les
fragments Clients3 et Clients4 ontiennent uniquement des instanes qui vérient le prédiat
Métier NOT IN ('M1','M2'). Au nal, deux opérations d'élatement sont néessaires à savoir :
Split(Clients1, Metier IN ('M1','M2')) et Split(Clients2, Metier IN ('M1','M2')) e qui donne
les partitions Clients11, Clients12, Clients21, Clients22, Clients3, et Clients4 représentées par
la gure 2.9.(b).
Les requêtes Orale à exéuter pour l'implémentation du nouveau shéma de fragmentation sont don-
nées omme suit :
1. ALTER TABLE Clients MERGE PARTITIONS Clients1, Clients5
INTO PARTITION Clients1;
2. ALTER TABLE Clients SPLIT PARTITION Clients1 VALUES ('M1','M2')
INTO (PARTITION Clients11, PARTITION Clients12)
3. ALTER TABLE Clients SPLIT PARTITION Clients2 VALUES ('M1','M2')
INTO (PARTITION Clients21, PARTITION Clients22)
125
2.4. Algèbre de Fragmentation
2.4 Algèbre de Fragmentation
Le odage du shéma de fragmentation est au ÷ur de la séletion d'un shéma de fragmentation
après évolution de la harge. Chaque nouvelle requête exéutée sur l'entrept de données ause une
extension, appelée aussi évolution, ou une rédution du shéma de fragmentation. L'évolution est
exprimée par l'ajout/suppression d'un attribut de fragmentation, l'ajout/suppression d'un ensemble
de sous-domaines ou l'élatement/fusion d'un ou plusieurs ensembles de sous-domaines. An de for-
maliser les opérations exates néessaires pour faire une évolution ou une rédution d'un shéma,
nous avons formalisé une algèbre dite Algèbre de Fragmentation AF qui regroupe toutes les opéra-
tions qui peuvent être réalisées sur un shéma de fragmentation. Nous allons dénir dans e qui suit
l'algèbre de fragmentation et ses opérateurs mais avant ela nous dénissons le odage exible du
shéma de fragmentation, l'évolution et la rédution d'un shéma de fragmentation. Nous terminons
par l'implémentation de l'algèbre sous le SGBD Orale.
2.4.1 Codage exible
Considérons un entrept de données ED ave une table de faits F et d tables de dimension
D = {D1,D2, · · · ,Dd}. Un shéma de fragmentation est déni sur les attributs non-lés des tables
dimension AS = {A1, · · · , An}. Chaque attribut Ai dispose d'un domaine Dom (Ai) partitionné en
Mi sous-domaines SD
i
j omme suit : Dom(Ai) = {SD
i
1, SD
i
2, · · · , SD
i
mi
}. Rappelons qu'en prenant
l'exemple des attributs Age et Ville de la table dimension Clients, le partitionnement de leurs domaines
respetif est donné omme suit :
 Dom(Age)= {'[0-20[','[20-45[','[45-80['}
 Dom(Ville)= {'Alger', 'Oran', 'Blida', 'Kala', 'Annaba', 'Jijel'}
Un attribut muni d'un de ses sous-domaines forment un prédiat de séletion utilisé pour spéier
le shéma de fragmentation de la table dimension à laquelle appartient et attribut. Sur ette base,
nous dénissons une Struture de données qui représente le Shéma de Fragmentation Maximal SFM
des tables de dimension représenté par le tableau 2.10. Rappelons que le nombre de fragments de la
table de faits est le produit d'un nombre de fragments des tables dimensions à savoir
∏n
1 mi.
A1 SD
1
1 SD
1
2 · · · SD
1
m1
A2 SD
2
1 SD
2
2 · · · SD
2
m2
. . . . .
. . . . .
. . . . .
An SD
n
1 SD
n
2 · · · SD
n
mn
Table 2.10  Shéma de Fragmentation Maximal des tables dimensions SFM
2.4.2 Rédution et évolution d'un SF
Dans le ontexte d'entreposage de données, le nombre d'attributs de fragmentation est très élevés
(des dizaines ou des entaines d'attributs). En outre, la quantité de données stokées dans un ED est
énorme. En onséquene, le nombre de fragments de la table faits dénis par le shéma de fragmen-
tation maximal SFM est très important aussi. Par onséquent, nous pouvons onstruire un shéma
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de fragmentation non maximale par fusion les sous-domaines d'un ou plusieurs attributs en un seul
ensemble, ou par l'exlusion de ertains attributs du proessus de fragmentation. Nous pouvons ob-
tenir un shéma de fragmentation réduit, omme illustré dans le tableau 2.11. Les ensembles Restei
sont exprimées omme suit :
 Reste1 = {SD
1
1 , · · · , SD
1
m1
} \ {SD11, SD
1
2 , SD
1
3 , SD
1
5, SD
1
4 , SD
1
6}
 Reste2 = {SD
2
1 , · · · , SD
2
m2
} \ {SD21, SD
2
2}
 Reste3 = {SD
3
1 , · · · , SD
3
m3
} \ {SD31, SD
3
3 , SD
3
5 , SD
3
7, SD
3
9 , SD
3
8}
 Reste4 = {SD
4
1 , · · · , SD
4
m4
} \ {SD41, SD
4
2}
La transition du shéma SFM au shéma SF est appelé Rédution du Shéma de Fragmenta-
tion RSF . La RSF omprend les opérations suivantes :
 supprimer les attributs A5, · · · , AN ,
 fusionner les sous-domaines des attributs A1, A2, A3 et A4.
.
A1 SD
1
1 SD
1
2 , SD
1
3, SD
1
5 SD
1
4, SD
1
6 Reste1
A2 SD
2
1 SD
2
2 Reste2
A3 SD
3
1, SD
3
3 SD
3
5 SD
3
7, SD
3
9 SD
3
8 Reste3
A4 SD
4
1 SD
4
2 Reste4
Table 2.11  Rédution du shéma SFM au shéma SF
D'autre part, le shéma de fragmentation peut évoluer par l'ajout de nouveaux attributs fragmen-
tation ou l'élatement d'un ou plusieurs ensembles de sous-domaines des attributs. Nous présentons
dans le tableau 2.12 l'évolution du shéma de fragmentation SF donnée dans le tableau 2.11. La
transition du shéma SF vers le shéma SF ′ est appelé Évolution du shéma de Fragmentation
ESF . L'ESF est une opération duale à l'opération RSF qui implique les opérations suivantes :
 ajouter l'attribut A5 et les m5 sous-domaines Dom(A5) = {SD
5
1 , · · · , SD
5
m5
},
 fusionner les sous-domaines de A5 en deux ensembles {SD
5
1 , SD
5
2} et
Reste5 = {SD
5
1 , · · · , SD
5
m5
} \ {SD51, SD
5
2},
 élater l'ensemble des sous-domaines de A3 {SD
3
7 , SD
3
9} en deux ensembles,
 fusionner les deux ensembles {SD35} et {SD
3
7} en un seul ensemble {SD
3
5 , SD
3
7},
 fusionner les deux ensembles {SD38} et {SD
3
9} en un seul ensemble {SD
3
8 , SD
3
9}.
.
A1 SD
1
1 SD
1
2 , SD
1
3, SD
1
5 SD
1
4, SD
1
6 Reste1
A2 SD
2
1 SD
2
2 Reste2
A3 SD
3
1, SD
3
3 SD
3
5 , SD
3
7 SD
3
9, SD
3
8 Reste3
A4 SD
4
1 SD
4
2 Reste4
A5 SD
5
1, SD
5
2 Reste5
Table 2.12  Évolution du shéma SF au shéma SF ′
2.4.3 Opérateurs algébrique
Nous présentons dans e qui suit la desription, la lassiation et les propriétés des opérateurs
de l'algèbre de fragmentation.
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2.4.3.1 Desription
An de réaliser une rédution RSF ou une évolution ESF d'un shéma de fragmentation SF , nous
dénissons les opérations néessaires qui onstituent l'Algèbre de Fragmentation AF . Considérons un
attribut Ai, 1 < i < n, muni de mi sous-domaines SD
i
1, · · · , SD
i
mi
.
1. Add_A(Ai, {SD
i
j1
, · · · , SDijp})(SF ) : et opérateur permet d'ajouter un attribut Ai au shéma
de fragmentation SF en inluant l'ensemble de sous-domaines {SDij1 , · · · , SD
i
jp
}. Cela implique
la réation de l'ensemble Restei = {SD
i
1, · · · , SD
i
mi
} \ {SDij1 , · · · , SD
i
jp
}.
2. Add_SD(Ai, {SD
i
j1
, · · · , SDijp})(SF ) : ajouter à l'attribut Ai un ensemble de sous-domaines
{SDij1 , · · · , SD
i
jp
} et supprimer e dernier de l'ensemble Restei.
3. Split_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF ) : élater l'ensemble de sous-domaines
{SDij1 , · · · , SD
i
jp
} de l'attribut Ai en deux ensembles {SD
i
k1
, · · · , SDiks} et {SD
i
j1
, · · · , SDijp}\
{SDik1 , · · · , SD
i
ks
}, où {k1, · · · , ks} ⊂ {j1, · · · , jp}.
4. Merge_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF ) : fusionner les deux ensembles de
sous-domaines {SDij1 , · · · , SD
i
jp
} et {SDik1 , · · · , SD
i
ks
} en un seul ensemble, où {j1, · · · , jp} ⊂
[1,mi] et {k1, · · · , ks} ⊂ [1,mi].
5. Del_A(Ai)(SF ) : supprimer l'attribut Ai du shéma de fragmentation SF .
6. Del_SD(Ai, {SD
i
j1
, · · · , SDijp})(SF ) : supprimer pour l'attribut Ai l'ensemble ontenant les
sous-domaines {SDij1 , · · · , SD
i
jp
} et l'inlure dans l'ensemble Restei.
An d'assurer la omplétude des opérateurs de l'AF , nous ajoutons le shéma de fragmentation vide
∅, qui vérie pour haque attribut Ai :
1. Add_A(Ai, {SD
i
j1
, · · · , SDijp})(∅) : produit un shéma de fragmentation sur l'attribut Ai
2. Add_SD(Ai, SD
i
j)(∅) = ∅
3. Split_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(∅) = ∅
4. Merge_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(∅) = ∅
5. Del_A(Ai)(∅) = ∅
6. Del_SD(Ai, {SD
i
j1
, · · · , SDijp})(∅) = ∅
En utilisant ette algèbre, nous pouvons exprimer les opérations d'évolution ESF du shéma SF
(tableau 2.11) vers le shéma SF ′ (tableau 2.12) à travers la omposition des opérateurs néessaires
omme suit :
SF ′ = ESF (SF ) =
Merge_Dom(A3, {SD
3
8}, {SD
3
9})◦ Merge_Dom(A3, {SD
3
5}, {SD
3
7})◦
Split_Dom(A3, {SD
3
7 , SD
3
9})◦ Add_A(A5, {SD
5
1 , SD
5
3})(SF ).
2.4.3.2 Classiation
Nous pouvons lassier les opérateurs de l'algèbre en deux atégories :
 Opérateurs d'évolution : e sont les opérateurs requis pour eetuer une évolution ESF à savoir
Add_A, Add_SD et Split_Dom.
 Opérateurs de rédution : e sont les opérateurs requis pour eetuer une rédution RSF à
savoir Del_A(), Del_SD et Merge_Dom.
Nous pouvons donner une autre lassiation des opérateurs omme suit :
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 Opérateurs horizontaux : e sont les opérateurs qui modient les attributs de fragmentation et
qui sont : Add_A et Del_A.
 Opérateurs vertiaux : e sont les opérateurs qui modient les ensembles de sous-domaines
d'attributs et qui sont : Add_SD,Split_Dom,Merge_Dom et Del_SD.
2.4.3.3 Propriétés
Nous donnons maintenant les propriétés des opérateurs préédemment introduits. Ces propriétés
vont permettre d'optimiser les opérations d'évolution ou de rédution d'un shéma de fragmentation
en préisant l'ordre optimal dans lequel doivent s'exéuter les opérateurs. Cela permet d'ordonner ou
réérire les opérations ou de simplier des opérateurs qui s'annulent mutuellement.
L'opérateur Inverse Nous introduisons l'opérateur identité Id(SF ) représentant l'élément iden-
tité de notre algèbre. Cet opérateur laisse inhangé le shéma de fragmentation sur lequel il est
appliqué (Id(SF ) = SF ). Les propriétés sont données omme suit :
1. Del_A (resp. Add_A) est l'inverse gauhe (resp. droit) de l'opérateur Add_A (resp. Del_A).
Ces deux opérateurs ne sont pas ommutatifs dans le as général.
Del_A ◦Add_A = Id.
2. Split_Dom(Ai, Set1∪Set2, Set2) etMerge_Dom(Ai, Set1, Set2) sont des opérateurs inverses.
3. Del_SD(Ai, Set1) et Add_SD(Ai, Set1) sont des opérateurs inverses.
Règles d'équivalene
1. les opérateurs impliquant des attributs diérents, ou ayant le même attribut mais onernant
diérents sous-domaines, sont ommutatifs.
2. Merge_Dom(Ai, Set1, Set2) ◦ Add_SD(Ai, Set2) ◦Add_SD(Ai, Set1) est équivalent à
Add_SD(Ai, Set1 ∪ Set2).
3. De façon plus générale, Merge_Dom(Ai, Set1, Set2, · · · , Setb) ◦Add_SD(Ai, Setb) ◦ · · ·
◦Add_SD(Ai, Set2)◦Add_SD(Ai, Set1) est équivalent à Add_SD(Ai, Set1∪Set2∪· · ·∪Setb).
4. La suppression d'un ensemble de sous-domaines de Ai est équivalente à la fusion de elui-i
ave l'ensemble Restei.
Del_SD(Ai, Set1) = Merge_Dom(Ai, Set1, Restei)
5. La suppression d'un attribut est équivalente à fusionner suessivement tous ses sous-domaines
en un seul ensemble.
Del_A(Ai) = Merge_Dom(Ai, {SD
i
1}, Restei) ◦ . . . ◦Merge_Dom(Ai, {SD
i
mi
}, Restei)
2.4.4 Implémentation sous Orale 11g
Supposant un entrept de données fragmenté suivant un shéma SF . Lors de la transformation
d'un shéma SF vers un shéma SF ′ par une ESF ou une RSF au niveau logique, il est important
de onnaitre les opérations physiques qu'il faut réaliser an d'implémenter eetivement le shéma
SF ′ sur l'ED. Lors de l'évolution de harge, trois opérations physiques peuvent être néessaires an
d'adapter les hangements survenues sur le SF atuel de l'entrept à savoir Split, Merge et Move. Ces
opérations sont détaillées dans la setion 2.3.5. Il est à noter que l'opération Add n'est pas onsidérée
ar nous supposons que l'extension des domaines des attributs est réalisée par l'administrateur de
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Figure 2.10  (a) shéma de fragmentation SFc, (b) table dimension Clients partitionnée
l'ED et non par les requêtes. Nous allons interpréter l'algèbre de fragmentation au niveau physique.
Nous reprenons dans e qui suit les opérations de l'AF et pour haque opération nous spéions
les opérations physiques néessaires à son implémentation. Pour e faire, nous avons dénies deux
nouvelles opérations Identifier_Frag(Ct) et Fusionnable(f1, f2, Ai) données omme suit :
 Identifier_Frag(Ct) : permet d'identier la ou les fragments des tables dimensions araté-
risés par les prédiats spéiés dans le ritère Ct. Soit l'opération Identifier_Frag(V ille =′
Alger′). Elle renvoie un ensemble de fragments {f1, · · · , f l} dont les instanes vérient le ritère
Ville='Alger'.
 Fusionnable(f1, f2, Ai) : est une fontion booléenne qui renvoie Vrai si les deux fragments
f1 et f2 peuvent être fusionnés uniquement sur l'attribut Ai. Elle renvoie Faux sinon. Deux
partitions sont dites fusionnables si elles sont identiées par la même onjontion de prédiats
de séletion sauf pour un seul et unique prédiat. Ce dernier est déni sur l'attribut Ai appelé
attribut de fusion.
Exemple 25 Supposant la table Clients dont le shéma de fragmentation nommé SFc et la
répartition des données sont illustrés sur la gure 2.10. Les attributs de fragmentations et leurs
domaines respetifs sont donnés omme suit :
- Dom(Genre)= {'F','M'}
- Dom(Ville)= {'Alger', 'Oran', 'Blida', 'Kala', 'Annaba', Jijel'}
- Dom(Métier)={'M1','M2', 'M3', 'M4', 'M5'}
Nous appliquons les opérations Identifier_Frag(Ct) et Fusionnable(f1, f2, Ai) sur les par-
titions de la table Clients. Nous donnons dans e qui suit quelques résultats d'appliation :
- Identifier_Frag(V ille = Blida) = {Clients1, Clients2}.
- Identifier_Frag(V ille = Alger) = {Clients1}.
- Identifier_Frag(Genre = F ) = {Clients2, Clients4}.
- Fusionnable(Clients1, Clients2, Genre) = Vrai.
- Fusionnable(Clients1, Clients2, V ille) = Faux.
- Fusionnable(Clients1, Clients3, V ille) = Vrai.
- Fusionnable(Clients1, Clients4, Genre) = Faux.
- Fusionnable(Clients1, Clients4, V ille) = Faux.
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Add_A(Ai, {SD
i
j1
, · · · , SDijp})(SF )
Début
Ens_Frag = Identifier_Frag(Ai in Dom(Ai))
Pour Chaque f dans Ens_Part faire
Split(f, Ai in (SD
i
j1
, · · · , SDijp))
Fin Pour
Fin
Algorithme 12: Implémentation de l'opérateur Add_A
Nous représentons dans e qui suit l'implémentation physique des opérations de l'algèbre :
1. Add_A(Ai, {SD
i
j1
, · · · , SDijp})(SF ) : ajouter un attribut Ai néessite de fragmenter tous les
fragments de la table dimension à laquelle appartient Ai en deux sous-partitions, où la première
sous-partition est aratérisée par le prédiat de séletion Ai in (SD
i
j1
, · · · , SDijp) et la seonde
sous partition est dénie par le prédiat Ai in Restei. L'algorithme 12 dérit l'implémentation
de l'opérateur.
Exemple 26 Supposant le shéma de fragmentation SFc de la table Clients présenté dans la
gure 2.10.(a). On exéute une évolution du shéma de fragmentation ESF sur SFc :
SFc1 = ESF (SFc) = Add_A(Job, {M1,M2})(SFc). Le nouveau shéma SFc1 est donné par
la gure 2.11.
Nous donnons dans e qui suit le déroulement de l'algorithme d'évolution :
Ens_Frag = Identifier_Frag(Job in Dom(Ai))
= {Clients1, Clients2, Clients3, Clients4}
Split(Clients1, Job in (M1,M2))
Split(Clients2, Job in (M1,M2))
Split(Clients3, Job in (M1,M2))
Split(Clients4, Job in (M1,M2))
2. Add_SD(Ai, {SD
i
j1
, · · · , SDijp}) : ajouter un ensemble de sous-domaines néessite d'identier le
ou les fragments ontenant un ou plusieurs sous-domaines parmi l'ensemble {SDij1 , · · · , SD
i
jp
}.
Ensuite, haque fragment identié est partitionné en deux sous-partitions. La première sous-
partition est aratérisée par le prédiat Ai in (SD
i
j1
, · · · , SDijp) et la seonde sous-partition
est dénie par le prédiat Ai in Restei. L'algorithme 13 dérit l'implémentation de l'opérateur.
Exemple 27 Considerons l'évolution de shéma suivante :
SFc2 = ESF (SFc1) = Add_SD(V ille, {′Kala′})(SFc1). Le résultat de l'évolution est donné
par la gure 2.12. Les opérations physiques sont données par le déroulement de l'algorithme
omme suit :
Ens_Frag = Identifier_Frag(V ille =′ Kala′) = {Clients3, Clients4}
Split(Clients3, V ille ='Kala′)
Split(Clients4, V ille ='Kala′)
3. Split_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF ) : ette opération permet de parti-
tionner l'ensemble des sous-domaines {SDij1 , · · · , SD
i
jp
} de l'attribut Ai en deux ensembles de
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Figure 2.11  (a) SFc1 : ESF sur SFc, (b) Table Clients partitionnée selon SFc1
Add_SD(Ai, {SDij1 , · · · , SD
i
jp
})
Début
Ens_Frag = Identifier_Frag(Ai in (SD
i
j1
, · · · , SDijp))
Pour Chaque f dans Ens_Frag faire
Split(f, Ai in (SD
i
j1
, · · · , SDijp))
Fin Pour
Fin
Algorithme 13: Implémentation de l'opérateur Add_SD
Split_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF )
Début
Ens_Frag = Identifier_Frag(Ai in (SD
i
k1
, · · · , SDiks )
Pour Chaque f dans Ens_Frag faire
Split(f, Ai in (SD
i
k1
, · · · , SDiks ))
Fin Pour
Fin
Algorithme 14: Implémentation de l'opérateur Split_Dom
sous-domaines {SDik1 , · · · , SD
i
ks
} et {SDij1 , · · · , SD
i
jp
} \ {SDik1 , · · · , SD
i
ks
} où {k1, · · · , ks} ⊂
{j1, · · · , jp}. L'élatement logique d'un ensemble de sous-domaines est exprimé au niveau phy-
sique par la fragmentation des partitions, identiées par le prédiats (Ai in (SD
i
k1
, · · · , SDiks)),
en deux sous partitions omme le montre l'algorithme 14.
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Figure 2.12  (a) SFc2 : ESF sur SFc1, (b) Table Clients partitionnée selon SFc2
Exemple 28 Supposant l'évolution suivante :
SFc3 = ESF (SFc2) = Split_Dom({′Alger′,′Oran′,′Blida′}, {′Blida′})(SFc2). Le shéma
de fragmentation SFc3 et la répartition des données sont présentés par la gure 2.13. Les
opérations physiques à exéuter sont les suivantes :
Ens_Frag = Identifier_Frag(V ille =′ Blida′) = {Clients11, Clients21, Clients22}
Split(Clients11, V ille =′ Blida′)
Split(Clients21, V ille =′ Blida′)
Split(Clients22, V ille =′ Blida′)
4. Merge_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF ) : Fusionner les deux ensembles
de sous domaines {SDij1 , · · · , SD
i
jp
} et {SDik1 , · · · , SD
i
ks
} en un seul ensemble, où {j1, · · · , jp}
⊂ [1,mi] et {k1, · · · , ks} ⊂ [1,mi]. Cette opération néessite de fusionner les partitions identiées
par le prédiat (Ai in {SD
i
j1
, · · · , SDijp}) ave elles identiées par (Ai in {SD
i
k1
, · · · , SDiks})
deux à deux si elles sont fusionnables. L'implémentation de et opérateur est donnée par l'al-
gorithme 15.
Exemple 29 Supposant la rédution de shéma suivante :
SFc4 = RSF (SFc3) = Merge_Dom({Alger,Oran}, {Blida})(SFc3). Le shéma de fragmen-
tation SFc4 est présenté dans la gure 2.14. Les opérations physiques orrespondantes, sont
données dans le résultat d'exéution de l'algorithme.
Ens_Frag1 = Identifier_Frag(V ille in (Alger,Oran))
= {Clients111, Clients211, Clients12},
Ens_Frag2 = Identifier_Frag(V ille = Blida)
= {Clients112, Clients212, Clients22},
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Figure 2.13  (a) SFc3 : ESF sur SFc2, (b) Table Clients partitionnée selon SFc3
Merge_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF )
Début
Ens_Frag1 = Identifier_Frag(Ai in (SD
i
j1
, · · · , SDijp )
Ens_Frag2 = Identifier_Frag(Ai in (SD
i
k1
, · · · , SDiks )
Pour Chaque f1 dans Ens_Frag1 faire
Pour Chaque f2 dans Ens_Frag2 faire
Si (Fusionnable(f1, f2, Ai)) Alors
Merge(f1,f2)
Ens_Frag1 = Ens_Frag1 - {f1}
Ens_Frag2 = Ens_Frag2 - {f2}
Fin Si
Fin Pour
Fin Pour
Fin
Algorithme 15: Implémentation de l'opérateur Merge_Dom
Fusionnable(Clients111, Clients112, V ille) = Vrai ,
Merge(Clients111, Clients112),
Ens_Frag2 = {Clients211, Clients12},
Ens_Frag2 = {Clients212, Clients22},
Fusionnable(Clients211, Clients22, V ille) = Faux,
Fusionnable(Clients12, Clients212, V ille) = Faux,
Fusionnable(Clients12, Clients22, V ille) = Faux,
Fusionnable(Clients211, Clients212, V ille) = True,
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Figure 2.14  (a) SFc4 : RSF sur SFc3, (b) Table Clients partitionnée selon SFc4
Merge(Clients211, Clients212),
Ens_Frag1 = {Clients12}, Ens_Frag2 = {Clients22},
Fusionnable(Clients12, Clients22, V ille) = Faux
5. Del_A(SF,Ai) : an de supprimer un attribut d'un shéma de fragmentation, il faut réer un
nouveau shéma de fragmentation où tous les sous domaines de l'attribut Ai sont fusionnés en
un seul et unique domaine. Pour e faire, nous exprimons ette opération en utilisant l'opération
logique Merge_Dom. Au niveau physique, la suppression de l'attribut néessite de fusionner
toutes les partitions deux à deux suivant et attribut. L'algorithme 16 implémente la suppression
d'un attribut de fragmentation.
Exemple 30 Supposant la rédution suivante :
SFc5 = ESF (SFc4) = Del_A(Job)(SFc4). Le shéma de fragmentation SFc5 est présenté
dans la gure 2.15. Les opérations physiques à exéuter sont :
Ens_SD = {{M1,M2}, Reste3}
Merge_Dom(Job, {M1,M2}, Reste3) :
Ens_Frag1 = Identifier_Frag(Job in (M1,M2)) = {Clients11, Clients21},
Ens_Frag2 = Identifier_Frag(Job in Reste3) =
{Clients12, Clients22, Clients31, Clients41, Clients32, Clients42},
Fusionnable(Clients11, Clients12, Job) = Vrai,
Merge(Clients11, Clients12),
Ens_Frag1 = {Clients21},
Ens_Frag2 = {Clients22, Clients31, Clients41, Clients32, Clients42},
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Del_A(SF,Ai)
Notation
Ens_SD : Ensemble des ensembles de sous-domaines de Ai obtenu à partir shéma SF
Card(Ens) : Cardinalité de l'ensemble Ens
Début
Ens_SD = SF [i]
Tant que (Card(Ens_SD)>1) faire
Ens1 ←− Ens_SD1
Ens2 ←− Ens_SD2
Merge_Dom(Ai, Ens1, Ens2)
Ens_SD ←− Ens_SD − {Ens1, Ens2}
Fait
Fin
Algorithme 16: Implémentation de l'opérateur Del_A
Figure 2.15  (a) SFc5 : RSF sur SFc4, (b) Table Clients partitionnée selon SFc5
Fusionnable(Clients21, Clients22, Job) = Vrai,
Merge(Clients21, Clients22),
Ens_Frag1 = { },
Ens_Frag2 = {Clients31, Clients41, Clients32, Clients42},
6. Del_SD(Ai, {SD
i
j1
, · · · , SDijp})(SF ) : La suppression de l'ensemble {SD
i
j1
, · · · , SDijp} de l'at-
tribut Ai du shéma SF néessite de l'inlure dans l'ensemble Restei. Cette opération est
équivalente à Merge_Dom(Ai, {SD
i
j1
, · · · , SDijp}, Restei).
Exemple 31 Supposant la rédution suivante :
SFc6 = ESF (SFc5) = Del_SD(Kala) = Merge_Dom(V ille, {Kala}, Reste2)(SFc5). Le
shéma de fragmentation SFc5 est présenté dans la gure 2.16. Les opérations physiques à
exéuter sont :
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Figure 2.16  (a) SFc6 : RSF vers SFc5, (b) Table Clients partitionnée selon SFc6
Ens_Frag1 = Identifier_Frag(V ille = Kala) = {Clients31, Clients41},
Ens_Frag2 = Identifier_Frag(V ille in Reste3) = {Clients32, Clients42},
Fusionnable(Clients31, Clients32, V ille) = Vrai,
Merge(Clients31, Clients32),
Ens_Frag1 = {Clients41},
Ens_Frag2 = {Clients42},
Fusionnable(Clients41, Clients42, V ille) = Vrai,
Merge(Clients41, Clients42),
Ens_Frag1 = { },
Ens_Frag2 = { },
2.5 Séletion inrémentale basée sur le Proling des requêtes
Nous avons proposé deux démarhes de séletion inrémentale d'un shéma de fragmentation :
séletion inrémentale naïve FHNI et séletion inrémentale basée sur les algorithmes génétiques
FHAG. Le prinipal inonvénient de es démarhes est qu'une nouvelle séletion d'un shéma de
fragmentation nal est délenhée à l'exéution de haque nouvelle requête. Or, dans un ontexte
d'ED, les requêtes déisionnelles présentent des similarités et ertaines requêtes ne requièrent pas
une refragmentation de l'entrept. De plus, l'implémentation d'un nouveau shéma de fragmentation
peut être très outeuse en temps et en ressoures. Il est don judiieux d'élaborer une stratégie de
ontrle de la refragmentation de l'ED qui déide s'il est impératif ou non de délenher un nouveau
proessus d'optimisation inrémental. Pour e faire, nous proédons à l'analyse de haque nouvelle
requête exéutée en utilisant notre algèbre de fragmentation AF an de déterminer les opérations
quelle engendre sur le shéma de fragmentation atuel. Cela nous permet de déterminer le prol de
la requête. Une fois le proling eetué, nous proédons à la mise en ÷uvre d'une nouvelle séletion
inrémentale basée sur le proling des requêtes
2.5.1 Proling des requêtes basé sur l'Algèbre de Fragmentation
Nous eetuons le Proling des requêtes déisionnelles en deux étapes. Dans un premier lieu, nous
déterminions toutes les opérations algébriques que la requête engendre. Ensuite, suivant la nature des
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opérations, nous déterminons le prol de la requête. Pour extraire les opérations algébriques, nous
donnons la desription générale d'une requête de jointure en étoile omme suit :
SELECT *
FROM F, D1, D2, ..., Dd
WHERE F.ID1=D1.ID1 AND F.ID2=D2.ID2 ... AND F.IDd=Dd.IDd
AND (A1 op V11 OR A1 op V12 ... OR A1 op V1k1)
AND (A2 op V21 OR A2 op V22 ... OR A2 op V1k2) ...
AND (An op Vn1 OR An op Vn1 ... OR An op Vnkn)
[ORDER BY ... ℄
[GROUP BY ... ℄
[HAVING ... ℄
Un shéma de fragmentation est déni sur les attributs de fragmentation et leurs sous-domaines
gurant dans les prédiats de séletion de la forme Ai op Vij , où 1 < i < n et 1 < j < ki. Chaque valeur
Vij peut être égale ou ontenue dans un sous-domaines SD
i
j . Par onséquent, l'expression générale
d'un prédiat de séletion est donnée par Ai op {SD
i
j1
, · · · , SDijp}. Considérons une nouvelle requête
Qi exéutée sur un ED partitionné selon un shéma SF . Nous dénissons les opérations algébriques
que nous pouvons extraire à partir du prédiat Ai op {SD
i
j1
, · · · , SDijp} selon les as suivants :
 Ai /∈ SF : l'attribut est ajouté au shéma de fragmentation par l'opération
Add_A(Ai, {SD
i
j1
, · · · , SDijp})(SF ).
 Ai ∈ SF : nous vérions si l'ensemble de sous-domaines {SD
i
j1
, · · · , SDijp} requièrent des
opérations algébriques.
 {SDij1 , · · · , SD
i
jp
} ∈ (SF (i) − {Restei}) : et ensemble apparait dans le shéma SF e qui
signie qu'il partiipe au proessus de fragmentation. auune opération algébrique n'est requise.
 ∃{SDiL1 · · · , SD
i
Lm
} ∈ (SF (i) − {Restei}) tel que {SD
i
j1
, · · · , SDijp} ⊂ {SD
i
L1
· · · , SDiLm} :
l'ensemble {SDiL1 · · · , SD
i
Lm
} est élaté en deux ensembles a travers l'opération
Split_Dom(Ai, {SD
i
L1
, · · · , SDiLm}, {SD
i
j1
, · · · , SDijp})(SF ).
 ∃SubSet1, · · · , SubSett ∈ (SF (i) − {Restei}) tel que SubSet1 ∪ SubSet2 ∪ · · · ∪ SubSett =
{SDij1 , · · · , SD
i
jp
} : les t sous-ensembles partiipent haun d'entre eux au proessus de frag-
mentation. Ils sont fusionnés omme suit :
Merge_Dom(Ai, SubSet1,Merge_Dom(Ai, SubSet2, ...Merge_Dom(Ai, SubSett−1,
SubSett)...))(SF ).
 ∃{SDik1 , · · · , SD
i
ks
} ⊂ {SDij1 , · · · , SD
i
jp
} tel que {SDik1 , · · · , SD
i
ks
} ⊂ Restei : les sous-domaines
de l'ensemble {SDik1 , · · · , SD
i
ks
} ne partiipent pas au proessus de fragmentation. Cet en-
semble est ajouté par l'opération Add_SD(Ai, {SD
i
k1
, · · · , SDiks})(SF ).
 {SDij1 , · · · , SD
i
jp
} /∈ (SF (i) − {Restei}) : en d'autres termes {SD
i
j1
, · · · , SDijp} ⊂ Restei.
L'ensemble est ajouté par l'opération Add_SD(Ai, {SD
i
j1
, · · · , SDijp})(SF ).
 Un attribut Aj n'est plus fréquemment utilisé par la harge de requêtes : pour haque attribut,
nous alulons son taux d'utilisation par les requêtes. Si un attribut est utilisé par moins de
20% de la harge, il est supprimé du shéma de fragmentation par l'opération Del_A(Aj)(SF ).
 Un ensemble de sous-domaines {SDjR1 , · · · , SD
j
Rh
} n'est plus fréquemment utilisé par la harge
de requêtes : si et ensemble est utilisé par moins de 20% de la harge de requêtes, il est supprimé
par l'opération Del_SD(Ai, {SD
j
R1
, · · · , SDjRh})(SF ).
 Tous les sous-domaines d'un attribut Aj sont fusionnés en un seul ensemble Restej : ei se
produit si une ou plusieurs opérations Merge_Dom() et/ou Del_SD() sont appliquées. Dans
e as, auune fragmentation n'est dénie sur Aj e qui requière la suppression de e dernier
par l'opération Del_A(Aj)(SF ).
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Une fois toutes les opérations algébriques dénies à partir de la requête Qk, il est possible de savoir
si ette requête ne néessite auun hangement du SF ou si elle va auser une RSF , une ESF ou les
deux. De e fait, nous élaborons quatre prols de requêtes :
1. Requêtes Évolution : e prol regroupe les requêtes qui néessitent les opérations Add_A(),
Add_SD() et/ou Split_Dom(). Lorsqu'une requête Évolution est exéutée sur l'entrept, l'opé-
ration ESF est requise. Par onséquent, le nombre de fragments de la table de faits augmente.
2. Requêtes Rédution : e prol dérit les requêtes qui néessitent les opérations Del_A(),
Del_SD() et/ou Merge_Dom(). Une requête rédution délenhe une RSF du shéma de
fragmentation atuel de l'entrept. De e fait, le nombre de fragments de la table de faits
diminue.
3. Requêtes Mixtes : une requête mixte est une requête Évolution et Rédution au même temps.
Elle néessite les opération Add_A(), Add_SD(), Split_Dom(), Del_A(), Del_SD() et/ou
Merge_Dom(). Par onséquent, le nombre de fragments de la table de faits peut soit augmenter
soit diminuer.
4. Requêtes Neutres : une requête neutre n'aete pas le SF atuel. Considérons le prédiat
de séletion Ai op {SD
i
j1
, · · · , SDijp} d'une requête Qk. Cette requête est neutre si (1) Ai
apparait dans SF et {SDij1 , · · · , SD
i
jp
} apparait omme un ensemble dans le shéma ou bien
(2) si les opérations algébriques extraits n'aetent pas SF . Ce seond point se produit si es
opérateurs sont inverses entre eux deux à deux. Nous résumons dans e qui suit les as possibles
d'opérateurs inverses.
(a) Del_A et Add_A (resp. Del_SD et Add_SD). Deux opérateurs Del_A (resp. Del_SD)
et Add_A (resp. Add_SD) sont obtenues lors de l'analyse de la requête Qk si l'attribut
Ai (resp. l'ensemble {SD
i
j1
, · · · , SDijp}) n'est plus fréquemment utilisé par la harge de
requêtes e qui requière l'opérateur Del_A (resp. Del_SD) mais un prédiat de séletion
est déni sur l'attribut Ai (resp. l'ensemble {SD
i
j1
, · · · , SDijp}) e qui néessite l'opérateur
Add_A (resp. Add_SD).
(b) Split_Dom(Ai, Set1 ∪Set2, Set2) et Merge_Dom(Ai, Set1, Set2) sont des opérateurs in-
verses mais ne peuvent être extraits de la même requête. An de prouver ette proposition,
proédons par absurde. Supposons que les deux opérateurs sont extraits à partir du pré-
diat Ai op {SD
i
j1
, · · · , SDijp} de la même requête. Selon l'analyse faite préédemment,
pour obtenir Split_Dom(Ai, Set1 ∪ Set2, Set2), il faut que :
Set2 = {SD
i
j1
, · · · , SDijp} ..... (1).
et Set2 ⊂ (Set1 ∪ Set2) .....(2)
De (1) et (2) on obtient : Set1 6= ∅ .....(2')
D'un autre oté, l'opération Merge_Dom(Ai, Set1, Set2) est obtenue si :
Set1 ∪ Set2 = {SD
i
j1
, · · · , SDijp} .....(3)
De (1) et (3) on obtient : Set1 = ∅ .....(3')
(2') et (3') donne une ontradition e qui montre par absurde qu'on ne peut extraire d'une
même requête les opérations Split_Dom(Ai, Set1∪Set2, Set2) etMerge_Dom(Ai, Set1, Set2).
Exemple 32 Considérons le shéma de fragmentation SF1 donnée par le tableau 2.13 et quatre
requêtes. Pour haque requête nous donnons sa desription, son prol et les opérations algébriques
requises pour adapter SF1 à l'exéution de haque requête (tableau 2.14).
139
2.5. Séletion inrémentale basée sur le Proling des requêtes
.
Gender M F
Ville Alger Oran Reste2
Table 2.13  Exemple d'un shéma de fragmentation SF1
Requêtes Opérations Algèbrique Prol
SELECT *
FROM Clients C, Produits P, Ventes V Add_Dom(Ville, {Blida})(SF1) Evolution
WHERE V.IdC=C.Id And V.IdP=P.Id Add_A(PName, {P1})(SF1)
And C.Ville='Blida' And P.PName='P1'
SELECT * FROM Clients C, Ventes V Merge_Dom(Ville, {Alger}, Redution
WHERE V.IdC=C.Id {Oran})(SF1)
And C.Ville='Alger' Or C.Ville='Oran'
SELECT *
FROM Clients C, Produits P, Ventes V Merge_Dom(Ville, {Alger}, Mixed
WHERE V.IdC=C.Id And V.IdP=P.Id {Oran})(SF1)
And C.Ville='Alger' Or C.Ville='Oran'
And P.PName='P1'
Add_A(SF1, PName, {P1})
SELECT *
FROM Clients C, Ventes V / Neutral
WHERE V.IdC=C.Id And C.Ville='Alger'
Table 2.14  Prols des requêtes et opérations algébriques générées
Figure 2.17  Arhiteture de la séletion inrémentale ave Proling des requêtes
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Algorithme : Séletion inrémentale ave Proling
Entrée :
Algebre : l'ensemble des opérateurs de l'AF
Q : harge de m requêtes
Qk : nouvelle requête exéutée
D : ensemble de d tables dimensions {D1, · · · , Dd}
AS : ensemble de n attributs non-lé des tables dimensions AS = {A1, · · · , An}
ED : les données et statistiques utilisées dans le modèle de oût
W : ontrainte sur le nombre de fragments de la table de faits
Sortie : Shéma nal de Fragmentation des tables dimensions FinalSF
Notations :
AnalyseQProl : retourne le prol d'un requête en se basant sur l'AF
NBfragments : alul le nombre de fragments de la table des faits généré par un SF
Début
ProlQ ← AnalyseQProl(Algèbre, Qk)
Si (ProlQ="Neutre") Alors
Break ; {Fin de l'algorithme}
Fin Si
SF ← GenererAtuelSF(D, AS)
SchemaQ ← AnalyserQ(Qk)
InitSF ← GenererInitSF(SF , SchemaQ)
Si (ProlQ="Évolution" or ProlQ="Mixte") Alors
Si (NBfragments(InitSF) > W ) Alors
FinalSF ← SeletionGA(InitSF, Q ∪ {Qi}, ED, W )
ImplémenterFinalSF(FinalSF)
Fin Si
Fin Si
End
Algorithme 17: Séletion inrémentale basée sur le Proling des requêtes
2.5.2 Séletion inrémentale basée sur le Proling des requêtes
Notre nouvelle proposition est une séletion inrémental d'un shéma de fragmentation basée sur
le Proling des requêtes. Cet proposition utilise la séletion inrémentale basée sur des algorithmes
génétiques que nous avons présenté dans la setion 2.3. L'arhiteture de notre proposition est illustrée
sur la gure 2.17). Elle est omposée de deux systèmes : le système déisionnel et le système de
séletion.
1. Le Système Déisionnel permet de ontrler le délenhement du système de séletion lors-
qu'une nouvelle requête est exéutée.
2. Le Système de Séletion permet de séletionner un shéma de fragmentation nal des tables
dimensions en prenant en ompte la nouvelle requête exéutée puis d'implémenter physiquement
e shéma sur l'entrept.
Le déroulement du proessus de séletion est présenté dans l'algorithme 17. Quand une nouvelle
requête Qk est exéutée sur l'ED, le système déisionnel est enlenhé. Le prol de la requête est
déterminé en fontion de l'AF . Si le prol de la requête est "Neutre" ou "Rédution", auune nouvelle
séletion ou implémentation sur l'ED n'est néessaire, ar le gain en oût d'exéution des requêtes
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sera marginal par rapport au temps néessaire pour séletionner et mettre en ÷uvre un nouveau
shéma de fragmentation. Toutefois, si le prol de la requête est "Évolution" ou " Mixte ", le système
de séletion est démarré et un nouveau shéma de fragmentation InitSF est alulé. Si le nombre de
fragments de la tables des fais que InitSF génère viole la ontrainte d'optimisation W , une séletion
d'un shéma fragmentation nal basée sur les algorithmes génétiques est eetuée. Enn, le shéma
de fragmentation nal obtenu est implémenté sur l'ED.
2.6 Expérimentation
An de omparer les diérentes stratégies de séletion inrémentale d'un shéma de fragmentation,
nous avons réalisé des tests de omparaison sur un entrept réel issu du benhmark APB1 [40℄ sous le
SGBD Orale 11g ave une mahine Intel Core 2 Duo et une mémoire 2Go. Cet entrept est omposé
d'une table de faits Atvars(24 786 000 tuples) et quatre tables de dimension Prodlevel (9000 tuples),
Custlevel (900 tuples), Timelevel (24 tuples) et Chanlevel (9 tuples). Pour nos tests, nous utilisons
une harge de 60 requêtes qui génèrent 18 attributs de séletion (Line, Day, Week, Country, Depart,
Type, Sort, Class, Group, Family, Division, Year, Month, Quarter, Retailer, City, Gender and All)
qui ont respetivement les ardinalités suivantes : 15, 31, 52, 11, 25, 25, 4, 605, 300, 75, 4, 2, 12,
4, 99, 4, 2, 3. Nous eetuons deux parties de tests : dans la première partie, nous omparons les
approhes de séletion inrémentale d'un shéma de fragmentation que nous avons élaboré à savoir :
séletion inrémentale naïve FHNI et séletion inrémentale basée sur les algorithmes génétiques
FHAG. Dans la seonde partie, nous évaluons l'utilisation du Proling de requêtes dans la séletion
inrémentale et omparons nos propositions ave les travaux existants.
2.6.1 Évaluation des démarhes de séletion inrémentale
An de omparer entre les démarhes FHNI et FHAG, nous eetuons des tests théoriques qui
se basent sur un modèle de oût mathématique. Ce modèle de oût évalue le oût d'exéution de la
harge de requête sur un entrept de données partitionné suivant un shéma de fragmentation donné
SF . Nos tests se déroulent sur deux phases : d'abords nous réalisons des tests à petite éhelle sur
une harge de 8 requêtes, par la suite nous menons des tests à grandes éhelle sur une harge des 60
requêtes.
2.6.1.1 Tests à petite éhelle
An de bien omprendre le fontionnement de la séletion inrémentale, nous avons réalisé une
première étude sur une harge de requête de jointure en étoile vide ave une ontrainte W = 40.
L'étude inrémentale est réalisée ave ajout suessif de 8 nouvelles requêtes (Tableau 2.15). L'ajout
de haque requête délenhe le proessus de séletion d'un SF nal. En utilisant le modèle de oût
mathématique, nous évaluons haque SF nal en notant le oût d'exéution des requêtes, d'où est
alulé le taux d'optimisation du oût (gure 2.18), et le taux des requêtes optimisées (gure 2.19)
en utilisant les deux formules itées i-dessous.
Taux d'optimisation du oût = 1− Coût ave optimisation
Coût sans optimisation
Taux d'optimisation des requêtes = Nombre de requêtes optimisées
Nombre total des requêtes
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Requête Attributs
Q1 Group
Q2 Month, Quarter
Q3 Month, Class
Q4 City, Gender
Q5 Month, Year, City, Class
Q6 Class, Gender
Q7 City, Gender, Class
Q8 City, Gender, Group
Table 2.15  Desription de la harge des 8 requêtes
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Figure 2.18  Taux d'optimisation du oût
d'exéution (as 8 requêtes)
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Figure 2.19  Taux de requêtes optimisées (as 8
requêtes)
Nous remarquons que les meilleurs résultats sont donnés par la démarhe FHAG. En eet, le oût
d'exéution est réduit de 70% pour 96% des requêtes optimisées, alors que pour FHNI, le oût
d'exéution est réduit de 53% pour 87% des requêtes optimisées. An de mieux voir l'eaité de
notre stratégie inrémentale et pour une meilleure omparaison, nous avons eetué des tests à grande
éhelle.
2.6.1.2 Tests à grande éhelle
Considérons une harge de 45 requêtes déjà exéutée sur l'entrept de données. Cette harge
est optimisée ave un shéma FH préalablement séletionné par algorithmes génétiques sous une
ontrainte W = 100. L'étude inrémentale est réalisée ave l'exéution suessive de 15 nouvelles
requêtes en onsidérant une ontrainte W = 100. Pour haque requête nouvellement exéutée, nous
réalisons deux séletions inrémentales : naïve FHNI et basée sur les algorithmes génétiques FHAG.
Pour haque séletion (FHNI, FHAG), et pour haque nouvelle requête, nous évaluons par modèle
de oût mathématique le oût d'exéution de toute la harge de requêtes en ours, à partir duquel est
alulé le taux d'optimisation du oût (gure 2.20), et le taux de requêtes optimisées (gure 2.21).
Nous onstatons que la démarhe de séletion par algorithmes génétiques FHAG apporte de
meilleurs résultats que la démarhe FHNI. En eet, FHAG apporte en moyenne une rédution de
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Figure 2.20  Taux d'optimisation du oût : FHNI vs. FHAG (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Figure 2.21  Taux de requêtes optimisées : FHNI vs. FHAG (as 60 requêtes)
60% du oût d'exéution ave 83% en moyen de requêtes optimisées ontre 53% de rédution de oût
et 77% de requêtes optimisées pour FHNI. De plus, FHNI ause une dégradation des performanes
à fur et à mesure que la harge de requêtes évolue, ar son prinipe de fragmentation inrémentale est
basé sur de simples opérations de fusions et élatements des sous-domaines des attributs. Cela montre
bien l'eaité des algorithmes génétiques à trouver une solution qui optimise ontinuellement le oût
de la harge de requêtes.
2.6.2 Évaluation sous Orale 11g pour le Proling des requêtes
Nous avons onduits des expérimentations théoriques et pratiques sous le SGBD Orale 11g an
d'évaluer l'eaité de l'intégration du proling des requêtes basé sur l'algèbre de fragmentation
dans le proessus de séletion inrémentale. Les tests se déroulent en deux phases : des tests à petites
éhelles ave 8 requêtes et des tests à grande éhelle ave la harge de 60 requêtes. Nous omparons
don les approhes suivantes :
 Séletion inrémentale d'un shéma de FH par algorithmes génétiques FHAG.
 Séletion inrémentale d'un shéma de FH par algorithmes génétiques ave Proling AGPQ.
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Elle est omposée du système déisionnel et du système de séletion. Lors de l'exéution d'une
nouvelle requête, le système déisionnel est délenhé. Si la requête requière une refragmentation
de l'entrept, un shéma de fragmentation nal est séletionné et implémenté par le système
de séletion.
 Séletion inrémentale d'un shéma de fragmentation nommée DD basée sur la oneption
dynamique d'entrepts de données distribués proposée dans [92℄ que nous avons adapté dans
un ontexte entralisé. Cette approhe permet de omparer nos propositions à l'existant.
2.6.2.1 Tests à petites éhelle
Requête Attributs Prol
Q1 Group Evolution
Q2 Month, Quarter Evolution
Q3 Month, Class Evolution
Q4 City, Gender Mixed
Q5 Month, Year, City, Class Neutral
Q6 Class, Gender Redution
Q7 City, Gender, Class Mixed
Q8 City, Gender, Group Neutral
Table 2.16  Desription de la harge de requêtes et prols
Dans ette expérimentation, nous onsidérons une harge vide à laquelle on ajoute suessivement
8 requêtes. La desription des requêtes et leurs prols sont donnés dans le tableau 2.16. Sous une
ontrainte W = 40, nous omparons nos approhes AGPQ et FHAG. Pour la démarhe AGPQ,
les trois premières requêtes Q1, Q2 et Q3 ont un prol Évolution et délenhent le proessus de
séletion vu que la ontrainte W n'est pas enore violée. Les requêtes Q4 et Q7 ont un prol Mixte et
néessitent une séletion inrémentale mais les requêtes Q5, Q6 et Q8 ont suessivement les prols
Neutre, Rédution et Neutre et ne requière pas une refragmentation de l'entrept. Pour la démarhe
FHAG, haque nouvelle requête délenhe le proessus de séletion. Pour haque nouvelle requête
et haque séletion, nous relevons le taux d'optimisation du oût de la harge illustré dans la gure
2.22.
Nous remarquons que le oût d'exéution pour les deux démarhes AGPQ et FHAG est globa-
lement le même. En eet, le proling des requêtes n'inuene pas la qualité de la solution hoisie
par le proessus de séletion. En onséquene, nous omparons les deux séletions selon le temps de
Maintenane. Le temps de maintenane représente le temps néessaire pour implémenter un SF sur
un entrept fragmenté sous Orale 11g. Après l'exéution de haque requête et pour haque séle-
tion (FHAG et AGQP ), nous implémentons sous Orale 11g le nouveau shéma de fragmentation
séletionné et nous notons le temps de maintenane. Les résultats sont donnés dans la gure 2.23.
Pour la séletion FHAG, haque requête néessite une séletion et la mise en ÷uvre d'un nouveau
shéma de fragmentation, le temps global de maintenane après l'exéution des 8 requêtes est 36
minutes. Pour la séletion AGPQ, les requêtes ave les prols Rédution et Neutre ne délenhent
pas une nouvelle séletion inrémentale, don auun hangement ne se produit sur l'ED. Le temps
global de maintenane est 14 minutes. Par onséquent, la démarhe AGPQ réduit le temps global de
maintenane par 60%, en omparaison ave la séletion FHAG.
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2.6.2.2 Tests à grande éhelle
Queries Prole
Q46, Q47, Q49, Q55, Neutre
Q56, Q57, Q60
Q48, Q50, Q52, Q51, Mixte
Q58, Q59 Évolution
Q53, Q54 Rédution
Table 2.17  Desription de la harge de requêtes et prols
Pour e test, nous onsidérons la harge de 45 requêtes préalablement exéutée sur l'entrept
de données ave W = 100 et 15 nouvelles requêtes suessivement exéutées sur l'entrept dont les
prols sont donnés par le tableau 2.17. Nous onsidérons les trois séletions FHAG, AGPQ et DD.
Pour haque séletion et haque nouvelle requête, nous notons le taux l'optimisation du oût des
requêtes exéutées (gure 2.24) et le temps de maintenane sous Orale11g (gure 2.25). Le temps
de maintenane représente le temps néessaire pour implémenter le nouveau shéma séletionné par
haque approhe et pour haque requête.
Selon les résultats donnés par la gure 2.24, les oûts de la harge de requêtes obtenus par
haune des trois séletions sont similaires. D'abord l'algorithme utilisé pour la séletion d'un shéma
de fragmentation dans les trois séletions se base sur les travaux ités dans [14℄. Deuxièmement, le
proling des requêtes n'aete pas la qualité d'un shéma de fragmentation séletionné. Cependant,
lorsque l'on analyse les résultats de la gure 2.25, nous remarquons que la séletion AGPQ donne
un temps de maintenane réduit par rapport aux approhes FHAG et DD. En eet, les temps de
maintenane globaux de FHAG et DD sont respetivement 320 minutes (5h 20mn) et 339 minutes
(5h 39mn), alors que le temps de maintenane globale de AGPQ est de 166 minutes (2h 48mn) e
qui représente une rédution de 52% du temps de maintenane. Contrairement aux séletions FHAG
et DD où une nouvelle séletion est délenhée après l'exéution de haque requête, pour AGPQ et
sur les 15 requêtes, seules 6 requêtes néessitent une nouvelle séletion inrémentale (prol Mixte et
Évolution). Par onséquent, selon le paramètre important qui est le temps de maintenane, l'emploi
du proling des requêtes donne un meilleur rendu par rapport aux approhes FHAG et DD. Notons
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que le temps de maintenane global pour une approhe de séletion représente la somme de tous
les temps de maintenane sur les 15 requêtes, en d'autre terme le temps de déroulement de l'étude
inrémentale sur ette séletion.
2.7 Conlusion
Dans e hapitre, nous avons déni une séletion inrémentale d'un shéma de fragmentation
dans le ontexte d'entrept de données en étoile. Nous avons proposé une séletion inrémentale
d'un shéma de FH par algorithmes génétiques qui, ontrairement à la séletion statique, permet de
prendre en onsidération l'évolution de la harge de requêtes. Deux stratégies de séletion ont été
proposées : (1) la séletion naïve FHNI qui permet, à travers des opérations simples, d'adapter le
shéma de fragmentation de l'entrept aux hangements survenus et (2) la séletion par algorithme
génétique FHAG eetue la séletion d'un nouveau shéma de fragmentation à la base du shéma
ourant de l'ED et des hangements survenus. Nos stratégies de séletion inrémentale ont été validées
par une étude expérimentale. Les résultats obtenus montrent que la séletion inrémentale FHAG
donne une meilleure optimisation de la harge de requêtes grâe à l'emploi des algorithmes génétiques.
Nous avons par la suite formalisé les opérations néessaires, pour adapter un shéma de fragmen-
tation à l'évolution de harge, sous forme d'une algèbre de fragmentation qui manipule une struture
de données exible odant un shéma de fragmentation. A la base de ette algèbre, nous avons déni
un Proling des requêtes qui permet de déterminer le prol de haque nouvelle requête et dire si ette
requête néessite eetivement d'altérer le shéma de fragmentation atuel de l'entrept. Nous avons
don déni une nouvelle démarhe de séletion inrémentale basée sur le Proling des requêtes et
l'algèbre de fragmentation AGPQ et avons montré à travers une étude expérimentale que ette dé-
marhe permet de réduire onsidérablement le temps de maintenane d'un entrept fragmenté (temps
requis pour séletionner et implémenter un nouveau SF ) lors de l'évolution de harge.
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3.1. Introdution
3.1 Introdution
Dans la littérature, plusieurs travaux proposent des démarhes de séletion d'index de jointures
binaires. Certains proposent des démarhes de séletion d'index simples [16℄ d'autre dénissent des
proessus de séletion d'index simples et multiples [2, 9, 3℄. Les travaux [2, 9, 16℄ proposent une séle-
tion statique des index alors que les auteurs dans [3℄ proposent de mettre à jour la onguration des
index lorsque la harge de requêtes évolue. Dans e travail, nous avons proposé un algorithme statique
de séletion des index de jointure binaires basé sur les algorithmes génétiques où nous onsidérons un
seul type d'index à la fois. A la base de et algorithme, nous avons proposé une démarhe de séletion
inrémentale des index de jointures binaires qui permet de maintenir à jour la onguration d'index
implémentée sur l'entrept.
Nous avons onstaté que les travaux de séletions qui ombinent les index simples et multiples
[2, 9, 3℄ ne font pas la distintion entre les deux types index durant le proessus de séletion. Les
espaes de reherhe des deux index sont ombinés en un seul espae très omplexe e qui représente
un handiap majeur pour les index simples. En eet, l'espae de reherhe des index multiples est
onsidérablement plus omplexe que elui des index simples e qui désavantage es derniers durant
le proessus de séletion. Il faut don proposer une nouvelle vision de séletion qui onsidère haque
type d'index omme une tehnique d'optimisation TO et permet d'étudier les diérenes et similarités
entre les index simples et multiples et l'avantage de haque type d'index, dans le but de proposer une
séletion jointe. Nous avons aussi remarqué que seuls les travaux dans [3℄ proposent une approhe de
séletion inrémentale des deux types d'index de jointures binaires. Nous avons par onséquent fait
les propositions suivantes :
1. Étudier la similarité et diérene entre les index simples et multiples.
2. Proposer une démarhe de séletion statique jointe des index simple et index multiples.
3. Proposer une démarhe de séletion inrémentale jointe des index simples et multiples.
La proposition d'une démarhe de séletion statique jointe des index simples et index multiples
a été eetuée dans le adre du projet de n d'étude de Abdelmalek Kessaissia et Tarek Zergat,
étudiants à l'éole nationale supérieure d'informatique (ESI), enadré par Rima Bouhakri et Dr.
Kamel Boukhalfa. Le travail a fait l'objet d'une soutenane à l'issu de laquelle les étudiants ont
obtenu le diplme d'ingénieur en informatique ave la mention Très bien. Ce hapitre ontient les
setions suivantes. La setion 2 explique la démarhe de séletion statique jointe des index de jointure
binaires simples et multiples. La setion 3 présente la démarhe de séletion inrémentale jointe des
deux types d'index. Dans la setion 4, nous présentons les tests expérimentaux théoriques et pratiques
eetués sous le SGBD Orale 11g. La setion 5 onlue l'artile.
3.2 Séletion statique jointe des index simples et multiples
Les index simples et multiples présentent des avantages et des inonvénients l'un par rapport à
l'autre. Ils sont don omplémentaires d'où la néessité d'étudier la séletion jointe des deux types
d'index. Nous présentons dans e qui suit les avantages d'un type par rapport à l'autre :
1. Avantage des index simples IS par rapport aux index multiples IM : vu le nombre important
des attributs d'indexations, les IM dénis sur es attributs peuvent être très volumineux et être
omplètement éartés par le proessus de séletion d'index, s'ils violent la ontrainte d'espae
de stokage. Contrairement à ela, il est possibles de dénir des IS qui oupent un espae
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moins important que les index IM e qui augmente la probabilité de les séletionner dans la
onguration nale d'index.
2. Avantage des index multiples IM par rapport aux index simples IS : Un index multiple déni sur
deux attributs d'une requête est moins volumineux que deux index simples dénis sur les deux
attributs de la même requête. Eetivement, haque index omporte une olonne supplémentaire
onstituant l'identiant RowID néessitant 8 à 16 otets dans le SGBD Orale, par exemple.
De même, un index multiple ouvrant les attributs de toute la requête, pré-alul es jointures
et l'optimise d'avantage.
Exemple 33 Soit un ED ave une table de faits Ventes (20 millions de tuples) et trois tables di-
mension Clients, Temps et Produits. Soit une harge de requêtes permettant de dénir les attributs
indexables ave les ardinalités suivantes : Ville(V :150), Pays(P :30), Année(A :20), PNom(N :400),
Mois(M :12), Jour(J :31). Ces attributs andidats à l'indexation sont simpliés omme suit : AS =
{V, P,A, Pn,M, J}. Rappelons que l'espae de stokage requis pour un index IJBj, dénit sur nj
attributs, ave 1 ≤ nj ≤ n où n est le nombre total d'attributs indexables, est alulé par la formule
suivante :
Storage(IJBj) = (
∑nj
k=1 |Ak|
8
+ 16) × |F | (3.1)
Le tableau 3.1 résume l'espae de stokage requis par quelques exemples d'index simples et multiples.
Supposant une ontrainte S = 1go représentant l'espae maximum alloué pour le stokage des index.
Index Taille (go) Type
I_JMAV Pn 1.8 Multiple
I_JMA 0.45 Multiple
I_J 0.38 Simple
I_M 0.33 Simple
I_A 0.35 Simple
Table 3.1  Exemples d'index simples et multiples et leurs tailles
Nous reprenons l'analyse faite préédemment et nous l'appliquons sur l'exemple omme suit :
1. IS vs. IM : Selon la ontrainte S = 1go, l'index I_JMAV Pn de taille 1.8go est toujours
éarté par le proessus de séletion. Par ontre des index simples dénis sur les mêmes attributs
que onstituent et index (V,P,A,Pn,M,J) peuvent être séletionnés omme IJ , IM ou IA.
2. IM vs. IS : l'index multiple I_JMA de taille 0.45go est moins volumineux que les trois index
simples I_J , I_M et I_A dont la taille globale est de 1.06go. Ces trois index ne peuvent jamais
être séletionnés au même temps ave S = 1go. Ainsi, l'index I_JMA est plus avantageux pour
optimiser une requête dénie sur es trois attributs.
Nous allons présenter dans ette setion notre approhe de séletion jointe des index simples et des
index multiples. Nous ommençons par présenter le problème de séletion jointe. Par la suite nous
proposons une démarhe de séletion qui se base sur les algorithmes génétiques.
3.2.1 Problème de séletion jointe
Nous allons présenter dans e qui suit le la formalisation du problème de séletion jointe des index
simples et des index multiples. Par la suite, nous allons étudier la omplexité du problème.
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3.2.1.1 Formalisation
Durant la phase de oneption de l'entrept de données, les index simples et multiples sont
implémentés sur l'entrept an d'optimiser les requêtes déisionnelles. Ils sont dénis sur les attributs
indexables extraits des requêtes. Le problème de séletion jointe des index simples et des index
multiples PSJIJB est formalisé omme suit :
Étant donné :
 un ED modélisé par un shéma en étoile ayant d tables de dimension D = {D1,D2, · · · ,Dd} et
une table des faits F ;
 une harge de requêtes Q = {Q1, Q2, · · · , Qm} à partir de laquelle un ensemble d'attributs
indexables AS = {A1, · · · , An} est obtenu ;
 un espae de stokage d'index S.
Le problème de séletion jointe PSJIJB onsiste à séletionner une onguration jointe d'index
simples et multiples CIf sur l'ensemble AS tel que :
 Le oût d'exéution de la harge Q en présene de CIf est optimisé.
 L'espae de stokage alloué pour les index de CIf ne dépasse pas S (Taille(CI) ≤ S).
Le PSJIJB est un problème de séletion d'index ave ontrainte et est onnu NP-Complet [42℄.
De e fait, il est impératif d'employer des algorithmes non exhaustifs an de reherher la solution
optimale (quasi-optimale).
3.2.1.2 Complexité
L'espae de reherhe pour la séletion jointe des IS et IM représente la ombinaison des deux
espaes de reherhes de haque type d'index. En onsidérons l'ensemble des attributs indexables
AS = {A1, A2, · · · , An}, nous rappelons la taille de l'espae de reherhe pour haque type d'index
omme suit :
1. Taille de l'espae de reherhe pour les IJB simples : en onsidérant une séletion d'index
simples, haque attribut de AS peut donner lieu à l'implémentation d'un IS e qui donne
n IS possibles. La taille de l'espae de reherhes des IS, représentant le nombre total de
ongurations d'index simples, est donné par la formule suivante :
NbConfigIS = 2
n − 1 (3.2)
2. Taille de l'espae de reherhe pour les IJB multiples : en onsidérant une séletion d'index
multiples, un IM est onstruit sur un sous-ensemble des n attributs indexables. Don, le nombre
total d'IM qu'on peut dénir est donné par la formule NbIM = 2
n − n − 1. Ainsi, le nombre
de toutes les ongurations d'index multiples possibles est donné par l'équation suivante :
NbConfigIM = 2
NbIM − 1 = 22
n−n−1 − 1 (3.3)
L'espae de reherhe de la séletion jointe englobe les deux espaes de reherhe simple et multiple.
Don pour un ensemble de n attributs andidats à l'indexation, le nombre d'IJB possibles est égale
à la somme des index simples (n index) et des index multiples (2n − n− 1 index) e qui donne :
NbIS&IM = 2
n − n− 1 + n = 2n − 1. (3.4)
Par onséquent, le nombre de toutes les ongurations d'index possibles pour une séletion jointe est
donné par la formule suivante :
NbConfigIS&IM = 2
NbIS&IM − 1 = 22
n−1 − 1 (3.5)
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Figure 3.1  Arhiteture générale de séletion jointe des index simples et multiples
Exemple 34 Considérons les attributs {Ville, Genre, Mois}={V, G, M}. Le nombre total d'index
simples et multiple est 23 − 1 = 7 index qui sont : V, G, M, VG, VM, GM, VGM. Le nombre de
ongurations d'index pour la séletion jointe est 27 − 1 = 127 qui sont : {V}, {G}, {V, G}, {VM},
{VG, VM}, {V, GM}, {V, G, GM}, {G, VM, GM}, {V, G, VM, GM, VGM}, et.
3.2.2 Notre démarhe de séletion jointe
Pour eetuer la séletion des index simples et multiples, nous avons proposée une séletion
jointe intégrée dont l'arhiteture est illustrée sur la gure 3.1. Elle est omposée de trois étapes.
(1) Extraire les attributs indexables non lé gurant dans la lause WHERE des requêtes analysées.
(2) Séletionner une onguration d'index simples et multiples en employant un modèle de oût.
(3) Implémenter la onguration nale d'index obtenue sur l'entrept de donnée. L'analyse de ette
proposition nous onduit aux onstats suivants :
1. la taille de l'espae de reherhe pour la séletion jointe et onsidérablement omplexe par
rapport à la taille de l'espae de reherhe pour la séletion isolée de haque type index.
Exemple 35 Considérons l'exemple 34. D'un té, le nombre d'index total est égal à 7, par
onséquent le nombre de ongurations pour la séletion jointe est 127. D'un autre té, le
nombre d'index simples est n = 3, e qui fait que le nombre de ongurations d'index simples
est 23 − 1 = 7. Également, le nombre d'index multiples est 23 − 3 − 1 = 4 e qui donne
24 − 1 = 15 ongurations d'index multiples. Nous remarquons que le nombre de onguration
d'un seul espae joint entre les index simples et multiples (127 onguration) est très grand par
rapport aux deux espaes des IS et IM (7 et 15).
2. La séletion jointe sur un espae de reherhe joint est très désavantageuse aux IS étant donné
que, pour n attributs indexables, la taille de l'espae de reherhe pour les IM est très grand
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IS : 2n − 1 IM : 22
n−n−1 − 1
Figure 3.2  Espae de reherhe pour IS vs. Espae de reherhe pour IM
Figure 3.3  Arhiteture de séletion jointe par séparation de l'espae de reherhe
par rapport à la taille de l'espae pour les IS. La ombinaison des deux espaes en un seul
espae de reherhe réduit la probabilité de séletionner un IS par rapport à un IM . La gure
3.2 illustre la diérene en taille entre les deux espaes de reherhes.
3. La dépendane entre les IS et IM est faible-faible. En eet, implémenter un type d'index
n'inue pas sur la struture des index du seond type ; qu'on implémente les index simples
puis multiples ou inversement va aboutir au même ensemble d'index nal. Ainsi, nous pouvons
appliquer la séletion jointe itérative des index simples et des index multiples dans n'importe
quel ordre.
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Selon l'analyse eetuée i-dessus, nous adoptons une séletion jointe itérative des deux tehniques
d'optimisation (index simples et index multiples). Nous séparons les deux espaes de reherhe en
séparant les deux algorithmes de séletion de IS d'un té et de IM de l'autre. Chaque algorithme
permet de séletionner un type d'index. Les deux algorithmes de séletion se basent sur le même
modèle de oût qui guide la séletion vers la onguration optimale d'index simples d'un té et mul-
tiples de l'autre. Les deux ongurations obtenues sont fusionnées en une seule onguration d'index
qui sera implémentée sur l'entrept. Cependant, omme l'illustre bien la gure 3.3, la séparation des
deux séletions de IS et de IM onduit à une onurrene pour les mêmes ressoures :
1. Les deux séletions sont onurrentes sur la même harge de requêtes.
2. Les deux séletions utilisent le même modèle de oût, elles sont don onurrentes sur le même
espae de stokage.
Nous allons aborder dans e qui suit, le problème de onurrene des deux séletions d'index sur les
deux ressoures : harge de requêtes et espae de stokage. Ensuite, nous présentons les algorithmes
de séletions basés sur les algorithmes génétiques.
3.2.3 Problème de partage des requêtes
Après séparation des deux séletions d'index, les index simples et les index multiples sont onur-
rents sur la même ressoure qui est la harge de requêtes. Partager l'ensemble de requêtes entre les
index simples les index multiples doit satisfaire le problème global de la séletion jointe ité dans le
paragraphe 3.2.1.1. Le problème de partage des requêtes PPR est formalisé omme suit :
Étant donné :
 un ED modélisé par un shéma en étoile ayant d tables de dimension D = {D1,D2, · · · ,Dd} et
une table des faits F ;
 une harge de requêtes Q = {Q1, Q2, · · · , Qm} à partir de laquelle un ensemble d'attributs
indexables AS = {A1, · · · , An} est obtenu ;
 un espae de stokage d'index S.
Le problème de partage des requêtes PPR onsiste à répartir les requêtes en deux lasses : ClasseIS
et ClasseIM tel que la onguration d'index jointe CIf , qui représente l'union entre la onguration
d'index simples séletionnée sur ClasseIS (CISf ) et la onguration d'index multiples séletionnée
sur ClasseIM (CIMf ), vérie e qui suit :
 le oût d'exéution de la harge Q en présene de CIf est réduit,
 l'espae de stokage alloué pour les index de CIf ne dépasse pas S (Taille(CI) ≤ S).
Le PPR est un problème de Classiation de l'ensemble de requêtes Q en deux lasses ClasseIS et
ClasseIM largement abordé dans le domaine de Datamining. Une lasse peut être vide omme elle peut
omporter m requêtes. Le nombre de lassiations possibles est égale à 2m. Énumérer tous les as
de lassiation possibles et pour haque as exéuter deux algorithmes de séletion, un sur haune
des lasses, est une tâhe impossible. Par onséquent, nous proposons de développer une approhe de
lassiations moins outeuse et moins omplexe basée sur la lassiation en Datamining.
3.2.3.1 Prinipe générale de lassiation par Datamining
La lassiation de données est un problème de Datamining qui vise à extraire des onnaissanes
à partir d'un ensemble de données. Elle peut être supervisée ou non supervisée. La lassiation
supervisée onsiste à aeter les individus d'un ensemble à des lasses ayant une signiation et une
interprétation préise. Dans notre problème de partage, nous nous basons sur la lassiation non
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Charge de requête
Classiation par k-means
librairie JAVAML
ClasseIS ClasseIM
Figure 3.4  Prinipe de lassiation des requêtes par k-means
supervisée qui vise à regrouper les individus en lasses homogènes telle que les individus similaires
appartiennent à la même lasse [63℄. Parmi les tehniques de lassiation non supervisée les plus
simples et les plus utilisées, on trouve l'algorithme k-means [55℄. Il partitionne un ensemble de données
en k lasses non hevauhées. Par onséquent, nous développons une approhe de partage de requêtes
moins oûteuse qui se base sur la lassiation non supervisée par k-means. Notre hoix s'est porté
sur l'algorithme k-means pour les raisons suivantes :
 L'algorithme k-means est un algorithme de lassiation simple à utiliser et répond bien à nos
besoins de lassiation. Eetivement, nous visons à eetuer une lassiation non supervisée
des requêtes en 2 lasses disjointes.
 Deux travaux existent dans la littérature qui emploient l'algorithme k-means dans une démarhe
d'optimisation des entrepts de données [56, 17℄. Les auteurs dans [56℄ emploi k-means pour
le partitionnement de l'ensemble des prédiats de séletion dénis sur les attributs de séletion
en sous-ensembles formant ainsi des fragments horizontaux. Dans nos travaux [17℄ nous avons
proposé une démarhe de séletion statique ombinée des index de jointures binaires et d'un
shéma de fragmentation. Nous avons utilisé l'algorithme k-means an de lassier les attributs
de séletion extraits de la harge de requêtes en deux lasses : sur la première lasse nous
eetuons la séletion des index de jointure binaires et sur la seonde lasse nous appliquons la
séletion d'un shéma de fragmentation. Ces deux travaux permettent de montrer la fore et la
simpliité de l'emploi de l'algorithme k-means.
 Il existe des Framework JAVA qui permettent d'implémenter l'algorithme k-means, omme
la librairie JAVA appelée JAVAML (Java Mahine Learning Library)
6
, ou enore la lasse
JavaSimpleKMeans du logiiel Weka déni dans [58℄.
La gure 3.4 illustre le prinipe général de lassiation de la harge de requêtes par k-means. An
d'être en mesure d'appliquer l'algorithme pour lassier les requêtes, nous dénissons deux ritères de
lassiation. Ensuite, nous présentons le prinipe général de l'algorithme k-means et son appliation
à notre problème de séletion.
6. http ://java-ml.soureforge.net/
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3.2.3.2 Critères de lassiation des requêtes
An de déider s'il est préférable d'indexer les attributs d'une requête donnée par IS ou IM , il
faut prendre en ompte la nature des requêtes qui dépend de deux fateurs importants, à savoir la
ardinalité de la requête et le support de haque requête.
1. Cardinalité de la requête CardReq : la ardinalité d'une requête représente la somme des
ardinalités des attributs de séletion gurants dans la lause WHERE de la requête. Les index
multiples dénit sur des requêtes à forte ardinalité sont volumineux et peuvent ne pas être
séletionnés par le proessus de séletion des index s'ils violent la ontrainte sur l'espae de
stokage. Par onséquent, les requêtes de faible ardinalité sont plus adaptées pour séletionner
les IM .
2. Support des requêtes SupReq : le support d'une requête représente le nombre d'attributs
de séletion gurants dans la lause WHERE. Sur la base de ette dénition, nous prenons en
ompte deux points importants. D'abords, un index multiple qui ouvre tous les attributs de
séletion de la requête pré-alule toutes les jointures de la requête. Ensuite, les requêtes dont
SupReq=1 ont un seul attribut et dénissent don des IS. Pour ela et an d'éviter l'aetation
des requêtes qui ontiennent un seul attribut vers la lasse IM , les requêtes de faible support
sont plus adaptées pour séletionner les IS.
Pour onlure, nous favorisons pour les IS les requêtes dont la ardinalité est grande et dont le support
est petit, ontrairement aux IM aux quels on attribue les requêtes ayant une faible ardinalité et un
support grand.
3.2.3.3 Déroulement de l'algorithme k-means
Soit à partitionner un ensemble de m données µ1, · · · , µm en k lasses C1, · · · , Ck. Ces données
sont représentées sous forme de m points dans un espae Rn. On positionne dans l'espae Rn k
entroïdes Ct1, · · · , Ctk généralement hoisis parmi les données elles même. L'algorithme ommene
ave k lasses où une lasse ontient un entroïde. A haque itération, haque donnée est aetée à la
lasse dont elle est la plus prohe en estimant la distane eulidienne entre ette donnée et le entroïde
de la lasse. La distane eulidienne entre une donnée µi dont les oordonnées sont (µ
i
1, · · · , µ
i
n) et
un entroïde Ctj ave les oordonnées (Ct
j
1, · · · , Ct
j
n) est donnée par la formule suivante :√√√√ n∑
p=1
(µip − Ct
j
p)2 (3.6)
Ensuite, k nouveaux entroïdes sont déterminés. Chaque nouveau entroïde Ctj est alulé à partir
des t données µ1, · · · , µt déjà aetées à la lasse Cj . Chaque oordonnée Ct
j
p du entroïde Ctj est
alulée par la formule suivante :
Ctjp =
∑t
i=1 µ
i
p
t
(3.7)
L'algorithme s'arrête lorsqu'on atteint un ertain nombre prédéni d'itérations ou que deux itérations
suessives onduisent au même résultat. k-means vise ainsi à réduire les distanes intra-lasses (dis-
tanes entre les données de haque lasse). Pour appliquer le k-means à notre problème de partage
des requêtes, nous onsidérons que les données à lassier sont les requêtes à partitionner en deux
ensembles : ClasseIS et ClasseIM, ainsi k=2. Il faut également représenter les requêtes dans un espae
Rn. Pour e faire, haque requête est munie des oordonnées (x,y)=(CardReq, SupReq). Enn, pour le
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bon déroulement de l'algorithme k-means nous hoisissons deux entroïdes bien dénis. Pour ClasseIS
nous hoisissons la requête ave une ardinalité maximale et un support minimal. Inversement pour
ClasseIM, nous hoisissons la requête ave une ardinalité minimale et un support maximal. Pour
l'implémentation de l'algorithme, nous utilisons la librairie JAVA open soure JAVAML. Cette librai-
rie dispose de la lasse "javaml.lustering.KMeans" qui permet d'exéuter l'algorithme k-mean et la
lasse "javaml.distane.EulideanDistane" utilisée pour déterminer la distane eulidienne omme
distane entre les données à lassier.
Exemple 36 Considérons une harge de 10 requêtes à lassier. Nous donnons dans le tableau 3.2 la
ardinalité et le support des 10 requêtes. An d'exéuter le k-means, nous hoisissons omme entroïde
pour la ClasseIS la requête Q8(550, 1) et pour ClasseIM la requête Q2(55, 5). La représentation
graphique des requêtes et le résultats de lassiation par k-means sont illustrés dans la gure 3.5.
La gure montre une répartition des requêtes en deux Classe. Les requêtes Q1, Q3, Q4, Q8, Q9 vont
onstituer la ClasseIS pour la séletion des IS. Les requêtes Q2, Q5, Q6, Q7, Q10 vont onstituer la
ClasseIM pour la séletion des IM .
SupReq CardReq
Q1 1 50
Q2 5 55
Q3 2 480
Q4 1 200
Q5 5 475
Q6 4 110
Q7 3 234
Q8 1 550
Q9 3 600
Q10 3 100
Table 3.2  Support et Cardinalité de 10 requêtes
3.2.4 Problème de partage de l'espae de stokage
La séletion des index simples et elle des index multiples utilisent le même modèle de oût et
sont don onurrentes sur le même espae de stokage. Vu que les deux séletions sont eetuées
séparément, il faut répartir l'espae de stokage entre elles. Le problème de partage de l'espae de
stokage PPES en deux espaes est formalisé omme suit : Soit :
 un ED modélisé par un shéma en étoile ayant d tables de dimension D = {D1,D2, · · · ,Dd} et
une table des faits F ;
 une harge de requêtes Q = {Q1, Q2, · · · , Qm} à partir de laquelle un ensemble d'attributs
indexables AS = {A1, · · · , An} est obtenu ;
 un espae de stokage d'index S.
Le PPES onsiste à répartir l'espae de stokage S en deux espaes S1 et S2 (S = S1+S2) où S1 est
utilisé pour la séletion des IS et S2 pour la séletion des IM , tel que la onguration d'index nale
CIf , omposée des deux ongurations CISf et CIMf issues des deux séletions préédentes, vérie
e qui suit :
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SupReq
1 2 3 4 5
CardReq
100
200
300
400
500
600
Q1 Q2
Q3
Q4
Q5
Q6
Q7
Q8
Q9
Q10
ClasseIS
ClasseIM
Figure 3.5  Classiation par k-means de la harge des 10 requêtes
Séletion des
Index Simples
Séletion des
Index Multiples
50%
de l'espae S
50%
de l'espae S
Figure 3.6  Partage naïf de l'espae de stokage
 le oût d'exéution de la harge Q en présene de CIf est réduit,
 l'espae de stokage alloué pour les index de CIf ne dépasse pas S (Taille(CI) ≤ S).
Le problème de partage de l'espae de stokage a déjà été abordé dans le ontexte d'optimisation
des entrepts de données. Les auteurs dans [15℄ proposent une démarhe de séletion jointe des index
de jointures binaires et des vues matérialisées ave partage de l'espae de stokage entre les deux
séletions. La démarhe de partage se base sur la mise en ÷uvre d'un espion pour haque tehnique
d'optimisation. L'espion des index (resp. des vues) vérie ontinuellement si un espae de stokage
est disponible au niveau des vues (resp. les index). Si oui, l'espae obtenu est ajouté à l'espae de
stokage des index (resp. des vues).
Pour résoudre notre problème de partage de l'espae de stokage entre les index simples et les
index multiples, nous proposons dans un premier lieu un Partage Naïf. Ensuite, nous proposons un
Partage de l'espae dirigé par la lassiation des requêtes qui s'adapte à la nature des requêtes
de haque lasse (ClasseIS et ClasseIM) an de dénir l'espae de stokage a allouer pour haque
séletion d'index.
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Charge de requête
Classiation par k-means
ClasseIS ClasseIM
S1%
Espae
S2%
de stokage S
Séletion des
Index Simples
Séletion des
Index Multiples
Figure 3.7  Partage de l'espae de stokage dirigé par requêtes
3.2.4.1 Partage naïf de l'espae de stokage
Le partage naïf de l'espae de stokage onsiste à partitionner S en deux sous espaes égaux
omme suit :
S1 = S2 =
S
2
(3.8)
Ce partage signie que 50% de l'espae de stokage est réservé pour la séletion des IS, et 50% pour
la séletion des IM (gure 3.6). L'inonvénient du partage naïf est qu'il est impartial ar il ne prend
pas en ompte le besoin réel en espae de stokage de haque séletion. En eet, l'espae de stokage
employé pour la séletion et l'implémentation des index dépend fortement de la taille de l'espae
de reherhe pour ette séletion et la nature des requêtes. Ainsi, nous avons déni un partage de
l'espae de stokage qui prend en ompte es fateurs.
3.2.4.2 Partage de l'espae de stokage dirigé par requêtes
La taille de l'espae de reherhe de haque séletion d'index est déterminée par le type d'index à
séletionner (simple ou multiple), le nombre d'attributs indexables issus de la harge de requêtes et
enn la ardinalité de es attributs (la ardinalité d'un attribut inue sur la taille de l'index dénit
sur et attribut). On onlut que pour notre séletion jointe, deux fateurs sont importants an
d'eetuer le partage de l'espae de stokage : le résultat du partage des requêtes et la ardinalité
des attributs indexables de haque lasse d'index. Ainsi, nous avons déni un ritère de partage qui
est la ardinalités de lasse.
La ardinalité d'une lasse représente la somme des ardinalités de ses requêtes. En d'autre
terme, la somme des ardinalités des attributs indexables issu de ette lasse. Soit une lassiation de
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la harge Q = {Q1, Q2, · · · , Qm} omme suit : ClasseIS={Qj1 · · · , Qjs} et ClasseIM={Qk1 · · · , Qkp},
où s+ p = m. La ardinalité de ClasseIS est donnée par la formule suivante :
CardinaliteClasseIS =
js∑
i=j1
CardReqi (3.9)
Où CardReqi est la ardinalité de la requête Qi. Également, la ardinalité de ClasseIM est alulée
omme suit :
CardinaliteClasseIM =
kp∑
i′=k1
CardReqi′ (3.10)
A la base de ette dénition, nous dénissons l'espae de stokage pour une lasse donnée omme la
proportion de la ardinalité de ette lasse par rapport à la ardinalité totale de la harge de requêtes
(gure 3.7). Nous alulons dans e qui suit l'espae alloué pour les IS et les IM :
L'espae alloué pour les IS=
(CardinalitClasseIS)
(CardinalitClasseIS + CardinalitClasseIM)
× S
L'espae alloué pour les IM =
(CardinalitClasseIM)
(CardinalitClasseIS + CardinalitClasseIM)
× S
Exemple 37 Considérons la harge des 10 requêtes dérites dans l'exemple 36. La ardinalité de
haque lasse est alulée omme suit :
 CardinalitéClasseIS = CardReq1+CardReq3+CardReq4+CardReq8+CardReq9 =
50+480+200+550+600=1880
 CardinalitéClasseIM = CardReq2+CardReq6+CardReq10+CardReq7+CardReq5 =
55+110+100+234+475=974
Enn l'espae de stokage alloué pour haque lasse est alulé omme suit :
 L'espae alloué pour les IS =1880/2854 × S=66% × S
 L'espae alloué pour les IM =974/2854 × S=34% × S
3.2.5 Algorithmes de séletion
An de réaliser la séletion des index simples et la séletion des index multiples, nous utilisons
notre démarhe de séletion statique des index de jointure binaires dénie dans le hapitre 1 et
basée sur les algorithmes génétiques. An d'employer les algorithmes génétiques, nous avons déni
une fontion objetif, basée sur un modèle de oût mathématique, et un odage d'une onguration
d'index en hromosome et ela pour les index simples et les index multiples. Notre démarhe de
séletion jointe des index simples et multiples est illustrée sur la gure 3.8. Le proessus de séletion,
dérit par l'algorithme 18 est réalisé en plusieurs étapes omme suit :
1. Extraire la harge de requêtes.
2. Classier par k-means la harge de requêtes en deux ensembles ClasseIS et ClasseIM.
3. Partager l'espae de stokage S en deux espaes S1 et S2 en se basant sur la lassiation
préédemment obtenue.
4. Séletionner par algorithmes génétiques une onguration nale d'index simples CISf sur la
lasses de requêtes ClasseIS sous la ontrainte d'espae de stokage S1.
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Figure 3.8  Arhiteture de séletion jointe des index simples et multiples basée sur les AG
5. Séletionner par algorithmes génétiques une onguration nale d'index multiples CIMf sur la
lasses de requêtes ClasseIM sous la ontrainte d'espae de stokage S2.
6. Implémenter sur l'entrept de données la onguration nale d'index CIf = CISf ∪CIMf .
Nous résumons dans les paragraphes suivants les deux démarhes de séletions d'index.
3.2.5.1 Séletion des index simples
Pour la séletion des index simples, nous hoisissons le odage du hromosome SI. Soit AS =
{A1, · · · , An} l'ensemble des attributs indexables. Le hromosome représente un tableau de taille
n dont les ellules sont binaires, où haque ellule fait référene à un attribut. Une ellule vaut 1
si un index simple est déni sur l'attribut orrespondant. Sinon, elle vaut 0. Supposant l'ensemble
des attributs indexables AS = {V ille,Mois,Anne, Pays, Jour}. Le tableau 3.3 dérit le odage en
hromosome d'une onguration de trois index simples
ConfigCi = {I_City, I_Country, I_Day}.
Pour guider l'algorithme génétique dans la séletion d'une onguration d'index simples Configci
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Algorithme de séletion jointe d'IS et IM
Entrées :
Q : harge de m requêtes
S : espae de stokage des IJB
ED : données relatives au modèle de oût (taille des tables, page système, et.)
Sortie : Conguration nale d'index CIf . Notations :
KMeans : algorithme k-means implémenté à travers la librairie JAVAML.
PartagerS : répartir l'espae de stokage des index entre les deux séletions.
JGAP : API JAVA qui permet d'implémenter l'algorithme génétique.
ChromIS, ChromIM : hromosome pour la onguration d'index simples resp. multiples.
CoderChromosome : Coder le hromosome selon le odage SI ou MIQ∗.
FitnessIS, FitnessIM : fontion objetif pour l'AG.
CalulFitness : établir la fontion objetif.
Début
KMeans(Q, ClasseIS, ClasseIM) ;
PartagerS(ClasseIS, ClasseIM, S, S1, S2) ;
ChromIS ←− CoderChromosome(ClasseIS, SI) ;
ChromIM ←− CoderChromosome(ClasseIM, MIQ∗) ;
FonctionIS ←− CalulFitness(S1, ED, ClasseIS) ;
FonctionIM ←− CalulFitness(S2, ED, ClasseIM) ;
CIf ←− JGAP(ChromIS, FonctionIS) ∪ JGAP(ChromIM , FonctionIM) ;
Fin
Algorithme 18: Algorithme de séletion statique jointe des Index simples et multiples
I_Ville I_Mois I_Année I_Pays I_Jour
1 0 0 1 1
Table 3.3  Codage de hromosome pour les index simples SI
ontenant Nci index, la fontion objetif a été dénie omme suit :
F ′(Configci) =
{
Cost(Q,Configci)× Pen(Configci) si Pen(Configci)>1
Cost(Q,Configci) sinon
ave :
Pen(ConfigIci) =
storage(Configci)
S1
=
(
|Aj |
8 + 16) × |F |
S1
(3.11)
où |Aj | et |F | représentent respetivement la ardinalité de l'attribut Aj et la taille de la table de
fait F , et :
Cost(Q,Configci) =
q∑
i=1
Nci∑
j=1
logm(|Aj |)− 1 +
|Aj |
m− 1
+ d
||F ||
8PS
+ ||F ||(1 − e
− Nr
||F || ) (3.12)
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où ||F ||, Nr, PS, m et d sont resp. Le nombre de pages oupées par la table F , le nombre de tuples
aédés par le jème index, la taille d'une page, l'ordre du B-arbre qui dénit l'index simples et le
nombre de veteurs bitmaps utilisés pour évaluer Qi.
3.2.5.2 Séletion des index multiples
Pour la séletion des index multiples, plusieurs odages de hromosomes ont été dénis. Nous hoi-
sissons le odage le plus bénéque à savoir le odage amélioré basé sur les requêtes MIQ∗. Dans un
premier lieu, nous eetuons un élagage de l'espae de reherhe des index multiples dirigé par les re-
quêtes. Nous retenons omme index andidats à la séletion uniquement eux qui ouvrent exatement
les attributs de haque requête. An de palier au problème de génération d'index multiples volumi-
neux qui pourraient violer l'espae de stokage, nous ajoutons pour haque requête les sous-index
multiples pouvant être dénis sur ses attributs. Par exemple, pour une requête ontenant les attri-
buts {V ille,Mois,Anne}, l'index multiple total est I_VMA et les sous-index sont I_VM , I_V A
et I_MA. Une fois les index et sous-index multiples dénis, nous onstruisons le hromosome sous
forme d'un tableau binaire où haque ase référene un index. Si une ase est à 1, l'index orrespon-
dant est séletionné, 0 sinon. Le tableau 3.4 montre un exemple d'un hromosome par odage MIQ∗
sur un ensemble AS = {V ille,Mois,Anne, Pays, Jour}={V,M,A,P, J}. Le odage du hromosome
donne une onguration de quatre index multiples ConfigCi = {I_VM, I_V A, I_AP, I_PJ}.
I_VMA I_VM I_V A I_MA I_APJ I_AP I_AJ I_PJ
0 1 1 0 0 1 0 1
Table 3.4  Codage de hromosome pour les index multiples MIQ∗
La fontion objetif qui permet de guider l'algorithme de séletion a été dénie omme suit :
F ′(Configci) =
{
Cost(Q,Configci)× Pen(Configci) si Pen(Configci)>1
Cost(Q,Configci) sinon
ave :
Pen(ConfigIci) =
storage(Configci)
S2
=
(
∑nj
k=1
|Ak|
8 + 16)× |F |
S2
(3.13)
et :
Cost(Q,Configci) =
q∑
i=1
Nci∑
j=1
logm(
nj∑
k=1
|Ak|)− 1 +
∑nj
k=1 |Ak|
m− 1
+ d
||F ||
8PS
+ ||F ||(1 − e
− Nr
||F || ) (3.14)
3.3 Séletion inrémentale jointe des index simples et multiples
La séletion inrémentale jointe des index simples et multiples vise à mettre à jour les index
atuellement implémentés sur l'entrept lorsque elui-i évolue par évolution de harge et évolution
d'instanes. L'évolution de harge peut auser l'ajout et/ou suppression des attributs d'indexation
ou enore le hangement de leurs fréquenes d'utilisation. Quant à l'évolution d'instanes, elle ause
l'augmentation de la taille des tables partiulièrement la table de faits, e qui augmente la taille des
IJB. Par onséquent, nous proposons une démarhe de séletion jointe des index simples et multiples
an de ontinuellement mettre à jour les index implémentés sur l'entrept.
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Figure 3.9  Proessus naïf de séletion inrémentale jointe des index simples et multiples
Soit un entrept de données modélisé en étoile. Lors de la phase de oneption physique de l'ED,
nous exéutons notre démarhe de séletion statique jointe des IM et IS qui permet de séletionner
et implémenter une onguration nale d'index CIf = CISf ∪ CIMf pour optimiser une harge
de requêtes Q. CISf représente une onguration nale d'index simples et CIMf une onguration
nale d'index multiples. A l'issue de l'exéution de notre démarhe, nous obtenons une lassiation
de la harge Q en deux lasses ClasseIS et ClasseIM et un partage de l'espae de stokage S en deux
espaes S1 et S2. Supposons que la harge de requêtes évolue par l'exéution suessive et ontinuelle
de nouvelles requêtes. L'arrivée de haque nouvelle requête Qi délenhe le proessus de séletion
inrémentale jointe. Nous avons développé deux approhes de séletions inrémentale jointe que nous
détaillons dans e qui suit.
3.3.1 Séletion naïve
Dans un premier lieu, nous proposons de ré-exéuter toute la démarhe de séletion statique
jointe dérite dans la setion 3.2 : la lassiation des requêtes, le partage de l'espae de stokage,
le délenhement des deux séletions pour les IS et les IM et l'implémentation de la onguration
nale d'index. Cette démarhe, appelée démarhe de séletion inrémentale jointe naïve, est illustrée
sur la gure 3.9. Après analyse de ette démarhe nous avons fait les onstatations suivantes.
 Refaire le partage de toutes requêtes est inutile, il sut juste de savoir à quelle lasse appartient
la nouvelle requête Qi.
 Il n'est pas néessaire d'eetuer les deux séletions d'index simples et multiples. En eet, la
lassiation de la requête Qi modie une seule lasse à la fois. Ainsi, la onguration d'index
dénie sur l'autre lasse n'est pas altérée. Il sut don de réaliser une nouvelle séletion d'index
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Figure 3.10  Arhiteture de séletion inrémentale jointe des index simples et multiples
sur la lasse à laquelle va appartenir Qi. La réexéution d'une seule séletion optimise le temps
de mise à jour de la onguration d'index implémentée sur l'entrept. Selon le type de séletion,
nous mettons à jour soit les index simples soit les index multiples et non les deux.
 L'aspet inrémental de notre démarhe signie qu'il faut laner une nouvelle séletion sur
une onguration d'index andidats et non pas sur la lasse de requête. Par onséquent, nous
eetuons l'extration des index dénis sur Qi et des index (soit simples soit multiples) atuel-
lement implémentés sur l'ED et qui représentent la onguration optimale d'index séletionnée
par une préédente exéution du proessus de séletion. L'union des deux ensembles onstitue
une onguration d'index andidats. Cela permet d'un té d'optimiser le temps d'exéution
du proessus de séletion puisque l'espae de reherhe est onsidérablement réduit. D'un autre
té, le temps néessaire pour mettre à jour la onguration d'index implémentée sur l'entrept
est également réduit.
 Il est impératif de garder le même partage de l'espae de stokage. Du moment qu'une seule
séletion est eetuée, une seule onguration d'index est modiée. On ne peut don pas hanger
le partage de l'espae de stokage an que la ondition S1+S2=S soit toujours vériée.
3.3.2 Notre séletion inrémentale jointe
Après l'analyse faite sur la séletion naïve, nous proposons une démarhe de séletion inrémentale
jointe dont l'arhiteture globale est illustrée sur la gure 3.10. L'idée prinipale est de hoisir la
séletion à ré-exéuter selon la nature de la nouvelle requête Qi. Les étapes du proessus de séletion
sont données dans e qui suit.
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Fontion ClassierQ( Qi : ) : TypeClasse
Notation
getCardReq(Qi) : retourne la ardinalité de la requête Qi
getSupReq(Qi) : retourne le support de la requête Qi
getCentroide : renvoit le entroïde d'une lasse
DistaneEulidienne(x, y) : alul la distane eulidienne entre x et y
Début
CoordQi ←− (getCardReq(Qi), getSupReq(Qi)) ;
CtIS ←− getCentroide(ClasseIS) ;
CtIM ←− getCentroide(ClasseIM) ;
DEIS ←− DistaneEulidienne(CoordQi, CtIS) ;
DEIM ←− DistaneEulidienne(CoordQi, CtIM ) ;
Si (DEIS ≤ DEIM ) Alors
ClasseIS ←− ClasseIS ∪ {Qi} ; TypeClasse ←− IS ;
Sinon
ClasseIM ←− ClasseIM ∪ {Qi} ; TypeClasse ←− IM ;
Fin Si
Retourner TypeClasse
Fin
Algorithme 19: Fontion ClassierQ
1. Classier Qi : ette étape vise à déterminer si la nouvelle requête Qi néessite de mettre à
jour les index simples ou les index multiples. Pour e faire, nous utilisons l'étude réalisée lors
du partage des requêtes par k-means. Nous alulons pour Qi les ritères de lassiation à
savoir la ardinalité CardReq et le support SupReq. Ensuite, nous déterminons les entroïdes
de haque lasse ClasseIS et ClasseIM. Puis, nous alulons la distane eulidienne entre Qi et
haque entroïde. La requête Qi sera lassiée pour les IS si la distane eulidienne entre elle
et le entroïde de ClasseIS est la plus petite, elle sera lassiée pour les IM sinon. L'algorithme
19 résume le proessus de lassiation de la requête Qi.
2. Extraire la onguration d'index ourante : selon le résultat de lassiation de Qi, on extrait
soit les index simples soit les index multiples. Dans le SGBD Orale, deux tables permettent
d'extraire la desription d'un index donné. La table User_Indexes ontient les index existants
et la table User_Ind_Columns ontient les attributs sur lesquels est déni haque index.
An d'extraire les IJB implémentés, nous exéutons la requête SQL suivante :
SELECT Index_Name
FROM User_Indexes
WHERE Index_Type = 'BITMAP'
AND Join_Index='YES';
Pour haque index obtenu IJBi, nous exéutons la requête SQL suivante an d'extraire les
attributs sur lesquels il est déni.
SELECT Column_Name
FROM User_Ind_Columns
WHERE Index_Name = 'IJBi';
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Nous ombinons ses deux requêtes an de dénir une requête qui permet d'extraire uniquement
les index simples omme suit :
SELECT UI.Index_Name, Count(UIC.Column_Name)
FROM User_Ind_Columns UIC, User_Indexes UI
WHERE UI.Index_Name=UIC.Index_Name AND Index_Type = 'BITMAP'
AND Join_Index='YES'
GROUP BY UI.Index_Name
HAVING Count(UIC.Column_Name)=1;
Pour obtenir uniquement les index multiples, nous exéutons la requête suivante :
SELECT UI.Index_Name, Count(UIC.Column_Name)
FROM User_Ind_Columns UIC, User_Indexes UI
WHERE UI.Index_Name=UIC.Index_Name AND Index_Type = 'BITMAP'
AND Join_Index='YES'
GROUP BY UI.Index_Name
HAVING Count(UIC.Column_Name)>1;
3. Extraire les attributs indexables à partir de Qi. Si Qi est lassiée pour les IS alors on dénit
sur haque attribut un index simple. Sinon, on dénit un index multiple ouvrant tous ses
attributs puis, suivant le odage MIQ∗, on génère les sous-index.
4. Regrouper la onguration d'index ourante et les index onstruits sur la requête pour réer la
onguration des index andidats.
5. Si la onguration des index andidats viole la ontrainte d'espae de stokage (S1 pour la
séletion des IS et S2 pour la séletion des IM), une séletion d'une onguration nale d'index
guidée par modèle de oût est exéutée. Nous employons notre séletion basée sur les algorithmes
génétique présentée dans la setion préédente.
6. Implémenter les index séletionnés : puisqu'il s'agit d'une ré-indexation de l'entrept, et dans le
but de réduire le temps d'implémentation de la onguration nale d'index, nous implémentons
uniquement les nouveaux index ne gurant pas dans l'entrept et supprimons de l'entrept
les index obsolètes non séletionnés par le proessus de séletion. Également, si la séletion
délenhée est la séletion des IS (resp. IM), alors la mise à jour va être eetuée uniquement
sur les index simples (resp. multiples), auun index multiple (resp. simple) ne sera aeté. Dans
le SGBD Orale, l'implémentation des nouveaux index est réalisée par la syntaxe SQL CREATE
BITMAP INDEX et la suppression est eetuée par la syntaxe DROP INDEX. Nous rappelons
la syntaxe SQL pour réer et supprimer un index IJB_A1A2A3 déni sur trois attributs A1,
A2 et A3 omme suit :
CREATE BITMAP INDEX IJB_A1A2A3
ON Fats(Dimension1.A1, Dimension2.A2, Dimension2.A3)
FROM Fats F, Dimension1 D1, Dimension2 D2
WHERE F.D1_ID=D1.D1_ID AND F.D2_ID=D2.D2_ID;
DROP INDEX IJB_A1A2A3;
3.3.3 Partage dynamique de l'espae de stokage
Dans notre démarhe inrémentale, le partage de l'espae de stokage reste statique. Cependant,
lors de l'exéution d'une nouvelle requête, de nouveaux index sont ajoutés e qui augmente la taille de
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Figure 3.11  Système de Réupération de l'espae de stokage
l'espae de stokage néessaire pour stoker tous les index. Par onséquent, nous proposons d'eetuer
un partage dynamique de l'espae de stokage entre les deux séletions d'index. L'idée générale est
de réer un système de réupération de l'espae de stokage entre la onguration d'index simples et
la onguration d'index multiples atuellement implémentés sur l'ED. Lorsqu'une séletion des index
se délenhe, tel que si A=IS alors B=IM et inversement, le système de réupération reherhe
de l'espae disponible au niveau de la onguration d'index B. Cet espae est ajouté à l'espae de
stokage pour la séletion des index A. Nous illustrons sur la gure 3.11 le système de réupération
de l'espae de stokage entre les IS et les IM . Les prinipaux omposants qui onstituent le système
de réupération sont : SPIS, SPIM, SEI, S1, S2 et le modèle de oût où haque omposant réalise
une tâhe donnée.
1. Le SRIS représente le système de réupération d'espae de stokage pour la séletion des index
simples.
2. Le SRIM est le système de réupération d'espae de stokage pour la séletion des index
multiples.
3. Le Système d'Élimination d'Index SEI permet de supprimer l'IM (resp. IS) le moins bénéque
pour l'optimisation du oût de la nouvelle harge de requêteQ∪{Qi}, en se basant sur un modèle
de oût. Le SEI produit l'espae de stokage réupéré SR et l'attribue à la séletion des IS (resp.
IM).
Le système de réupération d'espae est employé dans la séletion inrémentale jointe des index
simples et multiples. A l'exéution de la nouvelle requête Qi, sa lassiation est réalisée. Si Qi est
lassiée pour les IS (resp. IM), le SRIS (resp. SRIM) se délenhe. La onguration d'IM (resp.
IS) atuelle est extraite et est employée par le SEI an de réupérer de l'espae de stokage. Ce
dernier attribue l'espae réupéré ER à la séletion des IS (resp. IM). Une nouvelle séletion des IS
(resp. IM) est don exéutée ave une ontrainte d'espae de stokage S1+ER (resp. S2+ER). Les
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deux espaes de stokages S1 et S2 sont redénis omme suit :
S1←S1+ER, S2←S2-ER (resp. S1←S1-ER, S2←S2+ER)
3.4 Expérimentation
Nous avons mené des expérimentations sur un entrept de données réel issu du benhmark AP1
[40℄ an de tester nos démarhes de séletions jointes des index simples et multiples, que e soit dans
un ontexte statique ou inrémentale. Nous avons onduits les tests sur une mahine Intel Core 2
Duo ave une mémoire vive de 3Go. Nous onsidérons une harge de 60 requêtes de jointures
en étoile qui ontiennent 12 attributs de séletion (Country, Depart, Class, Group, Family, Year,
Month, Quarter, Retailer, City, Gender et All) ave les ardinalités : 11, 25, 605, 300, 75, 2, 12, 4,
99, 4, 2, 3 respetivement. Le oût d'exéution de la harge des 60 requêtes sans auune optimisation
est de 39.5 Millions d'E/S. Pour ette étude, nous avons employé le modèle de oût mathématique
pour les index sans ompression. La taille de tous les index simples pouvant être implémentés sur
l'entrept est de 7Go. Nous ommençons notre étude expérimentale par le ontexte statique puis nous
passons au ontexte inrémentale.
3.4.1 Évaluation de la séletion statique jointe
Dans la première évaluation, nous eetuons quatre tests sur la séletion statique. Le premier
test vise à évaluer l'intérêt de la séletion statique jointe des IJB simples et multiples par rapport
la séletion statique isolée. Dans le seond test, nous testons l'inuene de la ontrainte de l'espae
de stokage sur l'optimisation de la harge de requêtes. Dans le troisième test, nous omparons
diérentes stratégies de partage de l'espae de stokage entre la séletion des IS et elle des IM .
Enn, le quatrième test vise à situer notre approhe proposée par rapport aux travaux existants. Les
tests sont eetués selon deux dimensions ; une dimension théorique qui emploie un modèle de oût
mathématique pour évaluer les solutions séletionnées et une dimension pratique qui implémente les
solutions séletionnées puis utilise l'Optimiseur Orale pour aluler le oût d'exéution des requêtes.
3.4.1.1 Test1 : variation du type de séletion d'index
Nous avons testé l'optimisation de l'entrept de donnée selon trois diérents types de séletion
d'index : séletion isolée des index simples (IS isolée), séletion isolée des index multiples (IM isolée) et
séletion jointe des index simples et multiples (Jointe ISIM). Nous exéutons les trois séletions ave
une ontrainte d'espae de stokage S=5000 Mo. Chaque séletion génère une onguration d'index.
Nous estimons par modèle de oût le oût d'exéution de la harge des 60 requêtes en présene de
haque onguration d'index. Les résultats sont donnés sur la gure 3.12. Nous représentons le oût
total de la harge de requêtes sans optimisation qui est 39.5 Millions d'E/S.
Nous remarquons que la meilleure rédution du oût d'exéution est obtenue par la séletion
jointe des index simples et multiples. Le oût passe de 39.5 millions E/S à 17.2 millions E/S. En eet,
ombiner les deux séletions d'index permet d'obtenir des index simples et multiples qui ouvrent
d'avantage l'optimisation des requêtes, où haque type d'index palis aux manques de l'autre. D'un
té, les index multiples dénis sur un ensemble d'attributs optimisent l'espae de stokage par
rapport aux index simples dénis sur les mêmes attributs ar haque index ontient la olonne RowID
dont la taille est 16 otets. D'un autre té, des index multiples dénis sur un grand nombre d'attributs
sont très volumineux et sont éartés par le proessus de séletion. De plus, notre séletion jointe
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Figure 3.12  Coût d'exéution vs. variation du
type de séletion (théorique)
SansOptim ISIsolée IMIsolée JointeISIM
0
10
20
30
40
39.5
20.1
24.2
18.1
C
o
û
t
d
'
e
x
é

u
t
i
o
n
(
E
/
S
)
Figure 3.13  Coût d'exéution vs. variation du
type de séletion (Orale 11g)
permet de hoisir pour l'indexation simple et l'indexation multiple les requêtes les plus adéquates
par le proédé de lassiation basé sur k-means. En omparant les deux séletions isolées, nous
onstatons que la séletion des index simples (le oût est de 19.3 millions E/S) et plus avantageuse
que elle des index multiples (le oût est de 23.5 millions E/S). Cela est dû à la nature de la harge
de requête. Étant donné que 45% des requêtes sont mono-attributs, elles ontiennent haune un seul
attribut andidat à l'indexation. Ces requêtes sont optimisées par des index simples.
An de valider nos trois type de séletion (IS Isolée et IM Isolée et Jointe ISIM), nous réalisons des
tests pratiques sous Orale 11g. Nous exéutons les trois stratégies de séletion, guidée par modèle de
oût théorique ave une ontrainte d'espae de stokage S = 5000 Mo. Chaque stratégie génère une
onguration d'IJB que nous implémentons sur l'entrept de données. Après haque implémentation,
nous alulons le oût Réel des requêtes. Pour e faire nous utilisons notre lasse ORACLECOST qui
fait appel à l'Optimiseur Orale à travers l'opération EXPLAIN PLAN. Cette lasse JAVA aède à la
table système d'Orale PLAN_TABLE et réupère le oût des requêtes. Les oûts réels des requêtes
pour haque type de séletion sont illustrés sur la gure 3.13. Ces résultats montrent que la séletion
jointe (18.1 million d'E/S) donne de meilleurs résultats que les deux séletions isolées (20.1 et 24.2
million d'E/S pour la séletion Isolée IS et Isolée IM resp.). Nous onluons également que le modèle
de oût théorique que nous avons utilisé estime bien le oût de la harge de requêtes en présene des
index.
3.4.1.2 Test2 : Variation de l'espae de stokage S
Nous avons voulu étudier l'inuene de la ontrainte d'espae de stokage S sur l'optimisation de
la harge de requêtes. Pour e faire, nous varions S entre 1000Mo et 5000Mo et pour haque valeur,
nous eetuons deux séletions isolées pour les IS et les IM et une séletion jointe. Nous relevons le
oût d'exéution de la harge de requêtes estimé par modèle de oût. Les résultats sont illustrés sur
la gure 3.14.
Nous remarquons que pour toutes les valeurs de S, la séletion jointe donne une meilleure op-
timisation que les séletions isolées. En eet, pour S=5000Mo, la séletion jointe réduit le oût de
39.5.6 million d'E/S à 17.2 million d'E/S, pour la séletion isolée des IS, le oût est réduit à 19.3
million d'E/S et pour la séletion isolée des IM , le oût est réduit à 23.5 million d'E/S. Ces résultats
montrent bien l'eaité du partage des requêtes par k-means entre les index simples et les index
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Figure 3.14  Eet de la variation de l'espae de stokage S sur les démarhes de séletion
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Figure 3.15  Coût d'exéution vs. partage de
l'espae de stokage (théorique)
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Figure 3.16  Coût d'exéution vs. partage de
l'espae de stokage (Orale11g)
multiples qui hoisit pour haque type index les requêtes les plus adéquates. Nous remarquons égale-
ment que la séletion isolée des IM est plus eae que la séletion isolée des IS pour S<3000Mo.
Au-delà de ette valeur de S les tendanes se renversent ar d'avantage d'IS sont séletionnés e qui
ouvre l'optimisation de plus de requêtes.
3.4.1.3 Test3 : Évaluation de l'approhe de partage de S
Nous avons voulu étudier l'inuene de partage d'espae de stokage S entre la séletion des IS et
elle des IM sur l'optimisation de la harge de requêtes. Nous avons testé trois stratégies de partage
ave une ontrainte S=5000Mo. Dans la première stratégie 90%+10%, nous allouons 90% de l'espae
de stokage S pour la séletion des IS (4500Mo) et 10% pour la séletion des IM (500Mo). Dans la
seonde stratégie 10%+90%, nous allouons 10% de l'espae de stokage S pour la séletion des IS
(500Mo) et 90% pour la séletion des IM (4500Mo). La troisième stratégie adopte notre partage de
l'espae de stokage (S=S1+S2) basé sur les ardinalité des lasses de requêtes ClasseIS et ClasseIM
que nous avons présenté dans la setion 3.2.4. Pour haque stratégie, nous exéutons la séletion jointe
des index simples et multiples et notons le oût d'exéution de la harge de requêtes en présene des
index séletionnés. Les résultats sont illustrés sur la gure 3.15.
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Figure 3.17  Coût d'exéution et variation de S :
DM vs. ISIM
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Figure 3.18  Coût d'exéution réel sous Orale
11g : DM vs. ISIM
En analysant les résultats de e test, nous remarquons que notre partage S=S1+S2 apporte une
meilleure optimisation pour la harge de requête (17.2 million d'E/S) que les deux autres stratégies
de partage. En omparons es deux derniers, nous onstatons que pour la stratégie 90%+10%, le oût
d'exéution de la harge (21.8 million d'E/S) est presque égale au oût d'exéution obtenu dans la
séletion isolée des index simples pour S=4500Mo (test 2, gure 3.14). Eetivement, l'espae réservé
aux index multiples volumineux est insusant pour séletionner une onguration d'IM bénéque.
La même onlusion est faite pour la stratégie 10%+90%. Cela explique bien le bénée apporté par
la stratégie 90%+10% par rapport à la seonde stratégie (10%+90%) ar les IS séletionnés s'avèrent
plus bénéques pour l'optimisation de la harge de requête.
An de valider le partage de l'espae de stokage que nous avons proposé, nous réalisons le même
test présenté sur la gure 3.15 sous Orale 11g. Nous exéutons la séletion jointe des IS et IM
suivant les trois stratégies de partage ave une ontrainte d'espae de stokage S = 5000 Mo. Pour
haque séletion, nous implémentons la onguration d'index obtenue sur l'entrept, puis à travers
la lasse JAVA ORACLECOST développée, nous alulons le oût réel de la harge de requêtes. Les
résultats sont donnés sur la gure 3.16. Les tests sous Orale11g montrent que notre partage donne
une meilleure optimisation du oût des requêtes (18.1 million d'E/S) que les deux autres partages
(90%+10% donne 22.7 millions d'E/S et 10%+90% donne 26.1 millions d'E/S).
3.4.1.4 Test4 : Comparaison de notre approhe ave l'existant
An de situer notre approhe de séletion jointe des index simples et multiples ave l'existant,
nous avons omparé notre approhe ave l'approhe DM itée dans [2℄. Les auteurs proposent une
démarhe de séletion des IJB simples et multiples basée sur le DataMining. L'algorithme CLOSE
pour la reherhe des motifs fréquents fermés est utilisé pour élaguer l'espae de reherhe des index.
Ensuite, un algorithme glouton guidé par modèle de oût est exéuté pour séletionner la onguration
nale d'IJB.
Le test que nous avons eetué se déroule omme suit : nous varions l'espae de stokage S de
1000Mo à 5000Mo et pour haque valeur de S, nous exéutons ISIM et DM . A l'issu de haque
séletion et pour haque valeur de S, nous notons le oût d'exéution de la harge de requêtes en
présene des index séletionnés. Les résultats sont illustrés sur la gure 3.17. Les deux approhes
peuvent être omparées selon trois dimensions : le type d'index, le type d'élagage de l'espae de
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reherhe et l'algorithme de séletion. Selon le type d'index, les deux approhes séletionnent des
index simples et des index multiples e qui ouvre l'optimisation d'un maximum de requêtes. Selon
le types d'élagage de l'espae de stokage, la démarhe DM se base uniquement sur la fréquene
d'utilisation des attributs par les requêtes alors que dans le ontexte d'entrept de données il est
impératif d'employer plus de ritères omme la taille des tables, des attributs, de la base systèmes,
et. Nous utilisons une approhe d'élagage diérente qui se base sur la desription de la requêtes
(odage MIQ∗). Selon l'algorithme de séletion, l'approhe DM emploi un algorithme glouton alors
que nous employons un algorithme génétique plus performant pour reherher la solution optimale.
Cela explique bien le résultat obtenu dans e test. Eetivement, notre approhe apporte une meilleure
optimisation de la harge de requêtes par rapport à DM sur toutes les valeurs de S. Notre approhe
réduit le oût d'exéution des requêtes de 39.5 million d'E/S à 17.2 million d'E/S pour S=5000Mo,
où DM apporte une rédution jusqu'à 27.3 million d'E/S pour S=5000Mo
An de valider les deux approhes de séletions d'index, nous eetuons un test réel sous le SGBD
Orale11g. Nous exéutons les deux séletions sous une ontrainte S=5000Mo puis implémentons les
index obtenus. La gure 3.18 illustre les résultats obtenus où notre approhe apporte une meilleure
optimisation de la harge de requête que l'approhe existante DM .
3.4.2 Évaluation de la séletion inrémentale jointe
Nous avons eetué des tests sur la séletion inrémentale jointe ave une mahine Intel CORE i5
ayant une apaité mémoire de 6Go. Le test est eetué sur une harge de 60 requêtes qui génèrent
18 attributs de séletion (Line, Day, Week, Country, Depart, Type, Sort, Class, Group, Family, Divi-
sion, Year, Month, Quarter, Retailer, City, Gender and All) qui ont respetivement les ardinalités
suivantes : 15, 31, 52, 11, 25, 25, 4, 605, 300, 75, 4, 2, 12, 4, 99, 4, 2, 3. Nous supposons une harge de
45 requêtes optimisées ave un ensemble d'IJB simples et multiples séletionnés préalablement par
notre séletion statique jointe. Cette dernière donne lieu à une lassiation de la harge de requêtes
en deux lasse ClasseIS et ClasseIM et un partage de l'espae de stokage S en S1 pour le stokage des
IS et S2 pour les IM . L'étude inrémentale est réalisée ave ajout suessif de 15 nouvelles requêtes
en onsidérant une ontrainte d'espae de stokage S = 3Go. Nous implémentons les deux démarhes
que nous avons proposées ; la séletion inrémentale jointe naïve SJIN et la séletion inrémentale
jointe ave lassiation des requêtes SJIC
 Le prinipe général de notre approhe SJIC onsiste à lassier haque nouvelle requête exéu-
tée an de l'aeter soit à ClasseIS soit à ClasseIM. Selon la nature de la requête, nous exéutons
soit la séletion des index simples soit elle des index multiples. Ainsi, la onguration d'index
implémentée sur l'entrept est mise à jour selon un seul type d'index. Nous assurons un partage
dynamique de l'espae de stokage S entre les deux séletions an qu'il soit adapté à l'évolution
de la harge requêtes.
 Le prinipe de l'approhe SJIN est de ré-exéuter toute la démarhe de séletion statique jointe
dérite dans la setion 3.2 : la lassiation des requêtes, le partage de l'espae de stokage, le
délenhement des deux séletions pour les IS et les IM et l'implémentation de la onguration
nale d'index.
Nous eetuons un test théorique basé sur modèle de oût mathématique puis un test pratique sous
Orale 11g an d'évaluer les deux approhes de séletion. Ensuite, nous omparons notre approhe
SJIC ave les travaux existants. Le tableau 3.5 résume la desription des 15 nouvelles requêtes et
donne pour haune ses attributs de séletion, le type d'index pour lequel elle est lassiée et le
nombre d'index pouvant être dénis sur ses attributs pour les deux approhes SJIC et SJIN .
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Req Attributs
SJIC SJIN
IS/IM Total IJB Total IJB
Q46 Group IS 1 1
Q47 Group, Familly IS 2 3
Q48 Retailer IS 1 1
Q49 Sort, Quarter, Type, All IM 11 15
Q50 Week IS 1 1
Q51 Month, City, Retailer IM 4 7
Q52 Line, City, Year, Sort, Gender IM 26 31
Q53 Month, Quarter, Gender IM 4 7
Q54 Group, Type IS 2 3
Q55 Division, Family, Type IM 4 7
Q56 Class IS 1 1
Q57 Depart, Type, Line, City IM 11 15
Q58 Sort, Country, Type IM 4 7
Q59 Family, Retailer, Group IS 3 7
Q60 Day, Week, Month, Year IM 11 15
Table 3.5  Desription des nouvelles requêtes : séletion inrémentale jointe IS&IM
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Figure 3.19  Comparaison entre séletions inrémentale jointe : SJIN vs. SJIC
3.4.2.1 Test1 : Évaluation Théorique
L'évaluation théorique se déroule omme suit : nous faisons varier la ontrainte sur l'espae de
stokage S entre 1000Mo et 5000Mo et pour haque valeur de S, nous exéutons les deux séletions
SJIN et SJIC. Nous estimons par modèle de oût le oût de la harge de requêtes en présene de
haque onguration d'index séletionnée. Les résultats sont illustrés sur la gure 3.19.
Les résultats obtenus montrent une augmentation ontinuelle du oût d'exéution de la harge
de requêtes due à l'ajout suessif de nouvelles requêtes. Nous remarquons également que les deux
séletions SJIN et SJIC apportent la même optimisation du oût d'exéution. An d'expliquer ette
similitude, nous analysons les deux séletions selon les trois étapes qu'ils les onstituent : lassiation
des requêtes, algorithme de séletion et partage de l'espae de stokage S.
1. Classiation : L'approhe SJIN se base sur une lassiation de toute la harge de requêtes
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Figure 3.20  Temps de maintenane des index sous Orale 11g : SJIN vs. SJIC
alors que SJIC eetue uniquement la lassiation de la nouvelle requête exéutée Qi. Ce-
pendant, les deux opérations aboutissent au même résultat de lassiation puisque l'unique
hangement est issu de Qi. On déduit don qu'une seule lasse de requête évolue.
2. Séletion : A l'issu de la lassiation, nous obtenons les mêmes lasses de requêtes. La démarhe
SJIC eetue une nouvelle séletion d'une onguration nale d'index sur une onguration
d'index andidate représentant l'union entre la onguration d'index atuellement implémentée
sur l'entrept et les index extrait de Qi. La démarhe SJIN eetuent deux séletions d'index
sur les deux lasses de requêtes, e qui au nal donne un hangement signiatif uniquement
par rapport à la lasse à laquelle appartient Qi.
3. Partage de S : Pour la démarhe SJIN , le partage de S et ré-exéuté selon la nouvelle lassi-
ation de la harge de requêtes. La ardinalité de la lasse à laquelle appartient Qi augmente
e qui augmente l'espae de stokage réservé aux index orrespondants. Pour SJIC, le système
de réupération obtient de l'espae de stokage pour les index qui orrespondent à la lasse qui
à évoluée. Don pour les deux séletions, l'espae de stokage reversé pour les index dont la
lasse a évolué augmente et l'autre espae diminue.
D'après ette analyse et la similitude des résultats d'optimisation, nous avons montré l'eaité
de notre démarhe proposé SJIC ; la lassiation de la nouvelle requête exéutée, l'exéution de
l'algorithme de séletion et le partage dynamique de l'espae de stokage.
3.4.2.2 Test2 : Évaluation Pratique sous Orale 11g
Vu la similitude des résultats obtenus dans le test théorique, nous avons eetué un nouveau test
sous le SGBD Orale an d'évaluer le temps de maintenane des index atuellement implémentée sur
l'ED. Le temps de maintenane représente le temps néessaire pour implémenter les nouveaux index
et le temps de supprimer les index obsolètes. Les nouveaux index sont les index séletionnés par le
proessus de séletion mais non présents dans l'entrept. Les index obsolètes sont non séletionnés
mais atuellement implémentés sur l'entrept. Durant le déroulement du test préédent, pour haque
nouvelle requête et haque séletion, nous implémentons la onguration d'index nale et nous re-
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Figure 3.21  Coût d'exéution des requêtes : DMI vs. SJIC
levons le temps de maintenane. Les résultats sont illustrés sur la gure 3.20. Notons que le temps
d'implémentation d'un index (simple ou multiple) est en moyenne entre 2mn et 3mn. Le temps de
suppression d'un index est entre 1s et 2s.
Nous remarquons que le temps de maintenane apporté par notre approhe SJIC est onsidéra-
blement réduit par rapport à l'approhe SJIN . Le temps de maintenane global pour tout le test
est de 169mn (2h et 49mn) pour SJIN et de 92mn (1h et 32mn) pour l'approhe SJIC soit une
rédution de près de 45%. La prinipale diérene entre les deux approhes SJIN et SJIC est le
temps néessaire pour la mise à jour des index implémentés. D'une part, l'approhe SJIN met à jour
tous les index implémentés alors que SJIC met à jour soit les index simples soit les index multiples.
De plus, les deux séletions exploitent deux espaes de reherhes diérents. Eetivement, dans
SJIN les algorithmes de séletions sont lanés sur toute la harge de requêtes alors que dans SJIC
la séletion est eetuée sur un ensemble d'index andidats (les index implémentés et les index issus
de Qi). De plus, sur les requêtes Q46, Q47, Q48, Q50, Q54, Q56 et Q59, l'approhe SJIC apporte
un temps de maintenane entre 0 et 3mn ar es requêtes sont lassiées pour les index simples e
qui donne un nombre d'index possibles réduit.
3.4.2.3 Test3 : Comparaison de notre séletion ave l'existant
Dans la littérature, seuls les travaux ités dans [3℄ proposent une séletion inrémentale jointe des
index simples et des index multiples. Ces travaux emploient l'algorithme CLOSE de Datamining pour
eetuer l'élagage de l'espae de reherhe et un algorithme glouton, guidé par modèle de oût, pour
séletionner et implémenter la onguration nale d'index. Une base de onnaissane qui garde trae
de toutes les aniennes exéutions du proessus de séletions est employée an de ré-indexer l'entrept
de données. Nous omparons ette approhe que nous nommons DMI (séletion inrémentale ave
Datamining) à notre approhe SJIC. Nous onsidérons l'exéution suessive de 15 requêtes. Pour
haque nouvelle requête, nous exéutons les deux approhes DMI et SJIC ave un espae de stokage
pour les index S=5000Mo. Les résultats sont illustrés sur la gure 3.21.
Nous remarquons que notre approhe de séletion inrémentale jointe SJIC apporte une meilleure
optimisation du oût de la harge de requêtes que la démarhe DMI et ela en tout temps. SJIC
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apporte un oût d'exéution qui évolue de 13.6 millions E/S jusqu'à 17.3 millions E/S alors que DMI
apporte un oût d'exéution de 19.3 millions E/S jusqu'à 24.1 millions E/S. Ces résultats peuvent
être expliqués par plusieurs raisons. D'abords, notre démarhe emploi les algorithmes génétiques pour
la séletion alors que DMI utilise un algorithme glouton. De plus, l'emploi de l'algorithme génétique,
qui utilise les paramètres systèmes dans le modèle de oût, apporte une meilleure optimisation de
la harge que DMI. En eet, DMI utilise uniquement la fréquene d'aès des requêtes pour la
reherhe des motifs fermés, e qui inue négativement sur l'enrihissement de la base de onnaissane
qui est au oeur de la séletion inrémentale pour DMI.
3.5 Conlusion
Dans e hapitre, nous avons étudié le problème de séletion jointe des index de jointure binaires
simples et multiples qui est un problème NP-Complet. A l'issu de notre étude, nous avons proposé
une démarhe de séletion statique jointe. Nous avons montré que l'espae de reherhe de la séletion
jointe est très omplexe. De plus, l'espae de reherhe des index simples est très "petit" relativement
à elui des index multiples, e qui réduit la probabilité de séletionner un index simple par rapport aux
index multiples. Par onséquent, nous avons proposé de séparer les deux espaes de reherhe e qui
induit à la onurrene des deux séletions d'index aux mêmes ressoures : harge de requêtes et espae
de stokage S. Cette onurrene nous a onduit à dénir deux nouveaux problèmes d'optimisation
ombinatoire : le problème de lassiation des requêtes en deux lasses et le problème de partage
de l'espae de stokage en deux espaes. An de résoudre le problème de lassiation des requêtes,
nous avons adopté l'algorithme k-means vu sa simpliité d'utilisation et d'implémentation et son
eaité pour répondre à nos besoins. Pour le partage de l'espae de stokage, nous avons proposé
une démarhe guidée par le résultat de lassiation des requêtes ar la taille de haque lasse de
requêtes inue sur l'espae de reherhe e qui inue sur l'espae néessaire pour stoker les index.
An de répondre aux problèmes d'évolution de harge et d'instane dans les entrepts de données,
nous avons développé une approhe de séletion inrémentale qui permet de mettre à jour les index
implémentés sur l'entrept. Nous avons remarqué que lors de l'évolution de harge, il est requis de
mettre à jour soit les index simples soit les index multiples e qui réduit onsidérablement le temps
de maintenane (mise à jour) des index atuellement implémentés sur l'entrept. Également, nous
avons développé un système de réupération d'espae de stokage qui permet de garder un équilibre
du partage de l'espae de stokage entre les index simples et multiples.
Nous avons terminé par une étude expérimentale onstituée de tests théoriques à la base d'un
modèle de oût mathématique et de tests pratiques sous le SGBD Orale 11g. Nous avons aussi
omparé nos approhes ave les travaux existants dans la littérature. Notre séletion statique jointe
apporte une meilleure rédution du oût d'exéution de la harge de requêtes par rapport aux ap-
prohes qui ombinent les deux espaes de reherhes des index simples et multiples e qui montre
l'eaité du partage de la harge de requêtes et du partage de l'espae de stokage. Nous avons
fait le même onstat pour la séletion inrémentale jointe. De plus, nous avons montré l'eaité du
système de réupération de l'espae de stokage qui équilibre bien l'espae de stokage entre les deux
types d'index quand la harge de requête évolue.
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4.1. Introdution
4.1 Introdution
La séletion inrémentale d'un shéma d'optimisation devient primordiale an d'optimiser la
harge des requêtes déisionnelles en mettant à jour ontinuellement le shéma d'optimisation im-
plémenté sur l'entrept. Néanmoins, l'utilisation de la séletion isolée d'une seule tehnique d'opti-
misation (TO) est de moins en moins eae. En eet, la séletion jointe de plusieurs tehniques
d'optimisation permet de ouvrir l'optimisation d'un nombre plus large de requêtes en exploitant la
similarité entre es TOs tout en palliant aux manques ou ontraintes liées à haune d'entre elles. En
prenant l'exemple de la fragmentation horizontale et des index de jointures binaires, les deux teh-
niques présentent des similarités e qui rend leur séletion jointe très intéressante [27℄. Eetivement,
les deux tehniques optimisent le même type d'opérations ; séletion sur les tables dimensions ave
jointures en étoiles entre table de faites et tables dimension. Cependant, elles sont séletionnées sous
des ontraintes d'optimisation ; espae de stokage pour les index et nombre maximum de fragments
de la table de faits pour la fragmentation, don une seule tehnique ne ouvre plus l'optimisation de
toute la harge de requêtes.
A notre onnaissane, il n'existe auun travail qui traite de la séletion inrémentale
jointe en général et la séletion inrémentale jointe des IJB et de la FH en partiulier.
De e fait, nous proposons une nouvelle séletion qui possède deux prinipales aratéristiques. Elle
est jointe ar elle ombine la séletion de l'indexation et la fragmentation et elle est inrémentale
ar elle met à jour les shémas d'optimisations implémentés sur l'entrept pour prendre en ompte
l'évolution de e dernier.
Ce hapitre est réparti en inq setions. Dans la setion 2 nous abordons notre séletion jointe
statique des deux TOs qui va servir de points de départ pour notre proposition. La setion 3 dérit
notre approhe de séletion inrémentale jointe. La setion 4 ontient une étude expérimentale qui
permet d'évaluer l'approhe proposée. Enn, la setion 5 onlu le hapitre.
4.2 Séletion jointe statique des IJB et de la FH
Nous avons onstaté que peu de travaux se sont intéressés à la mise en ÷uvre d'une démarhe
de séletion jointe statique des IJB et de la FH. Les auteurs dans [89℄ proposent d'indexer un
entrept de données puis dénissent une démarhe de fragmentation hiérarhique des tables et des
index. La démarhe permet de réduire le nombre d'attributs de fragmentation en hoisissant un seul
attribut par hiérarhie de dimension, mais risque de générer un nombre onsidérable de fragments
faits. Conernant les travaux dans [12, 27℄, la démarhe de séletion jointe ommene par dénir
un shéma de fragmentation à partir de la harge de requêtes, puis dénie des index de jointures
binaires sur les requêtes non bénéiaires de la fragmentation. L'inonvénient dans ette proposition
est l'espae de reherhe très omplexe de la fragmentation qui est déni sur tous les attributs de
séletion issus de toute la harge de requêtes. De plus, la fragmentation peut utiliser ertains attributs
de séletion plus adéquats pour l'indexation et vie versa.
L'analyse de es travaux nous a permis de onstater que les deux tehniques d'optimisation sont
onurrentes sur la même ressoure à savoir les attributs de séletion issus des tables dimension.
Dans le ontexte d'entrepts de données, les attributs dimensions servent à eetuer des analyses
déisionnelles et leur nombre peut être de l'ordre de plusieurs entaines d'attributs. Par onséquent,
dénir un shéma d'optimisation sur un tel ensemble d'attributs devient une tâhe diile. Nous
ommençons par introduire le problème de séletion jointe statique, nous exposons ensuite notre
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démarhe proposée.
4.2.1 Formalisation du problème
Le problème de séletion jointe statique de la fragmentation et de l'indexation PSJSFI est formalisé
omme suit :
Étant donné :
 un ED modélisé par un shéma en étoile ayant d tables de dimension D = {D1,D2, · · · ,Dd} et
une table des faits F ;
 une harge de requêtes Q = {Q1, Q2, · · · , Qm} à partir de laquelle un ensemble d'attributs de
séletion AS = {A1, · · · , An} est obtenu ;
 un espae de stokage d'index S ;
 un nombre de fragments faits à générer W.
Le PSJSFI onsiste à séletionner un shéma de fragmentation SF et une onguration d'index CIf
sur l'ensemble AS tel que :
 Le oût d'exéution de la harge Q, sur l'ED partitionné suivant SF et indexé par CIf , est
optimisé.
 L'espae de stokage alloué pour les index de CIf ne dépasse pas S (Taille(CI) ≤ S).
 le nombre de fragments de la table de faits générés N ne dépasse pas W (N ≤ W)
Le PSJSFI est un problème omplexe omposé de deux problèmes de séletion prouvés NP-Complet ;
le problème de séletion isolée des index [42℄ et le problème de séletion isolée d'un shéma de
fragmentation [14℄. Par onséquent, l'espae de reherhe du PSJSFI ombine de manière exponentielle
les deux espaes de reherhes des deux problèmes NP-Complet, et sa omplexité augmente don de
manière exponentielle également [100℄. An de résoudre e problème, nous employons un ompromis
entre la séletion jointe itérative et intégrée qui, en se basant de la dépendane faible-forte entre
l'indexation et la fragmentation, sépare les deux séletions des TOs tout en prenant en ompte que
les deux tehniques partage le même environnement (l'ensemble des attributs de séletion).
4.2.2 Approhe de séletion
Nous exposons notre approhe de séletion jointe statique que nous avons présenté dans [22℄.
Notre approhe vise à élaguer l'espae de reherhe de la fragmentation horizontale, élaguer l'espae
de reherhe de l'indexation et étudier la onurrene entre les deux tehniques d'optimisation sur
les attributs de séletion. A la base de ette étude, l'élagage de l'espae de reherhe de haque
tehnique est eetué en partageant les attributs de séletion entre les deux TOs. La gure 4.1
illustre l'arhiteture de séletion jointe statique de la fragmentation et de l'indexation ave partage
des attributs de séletion. Le déroulement du proessus de séletion est eetué selon les étapes
suivantes :
1. Extraire les attributs de séletion à partir de l'analyse syntaxique de la harge de requêtes.
2. Partager les attributs de séletion entre les deux TOs en utilisant la lassiation par l'algo-
rithme k-means. Le partage à priori des attributs de séletion entre les deux TOs réduit l'espae
de reherhe des deux problèmes de séletion.
3. Séletionner un shéma de fragmentation sur les attributs lassiés pour la fragmentation dans
l'étape préédente. Cette séletion se base sur l'approhe de fragmentation horizontale des
entrepts de données, ave ontrle du nombre de fragments faits générés, présentée dans [12,
27℄.
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Figure 4.1  Séletion jointe statique de la FH et des IJB
4. Séletionner les index de jointure binaires sur les attributs lassiés pour l'indexation et eux
éartés par le proessus fragmentation. Le proessus d'indexation employé est dérit dans le
hapitre 1.
5. Implémenter les strutures d'optimisation nales. Les tables dimensions sont fragmentées selon
le shéma de FH primaire séletionné, suivi de la FH dérivée de la table de faits. Ensuite,
les IJB sont implémentés en utilisant le mot lé LOCAL du SGBD Orale 11g. La réation
d'un IJB de type LOCAL, permet de réer un sous-IJB sur haque fragment fait. Ce proédé
est équivalent à la réation des IJB globaux sur toute la table de faits puis de les fragmenter
suivant le shéma de fragmentation de ette même table. La syntaxe Orale de réation d'un
index loal est donnée omme suit :
CREATE BITMAP INDEX IJB1
ON F(A1, A2,..., An)
FROM F, D1, D2,..., Dp
WHERE F.D1_ID=D1.D1_ID AND F.D2_ID=D2.D2_ID...
AND F.Dp_ID=Dp.Dp_ID LOCAL;
L'étape ruiale dans l'approhe proposée est la répartition des attributs de séletion entre les deux
TOs. Ainsi, nous allons la détailler dans e qui suit.
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4.2.2.1 Partage des attributs de séletion
Le partage des attributs de séletion entre FH et IJB vise à attribuer à haque tehnique
les attributs les plus bénéques. Ce sont les attributs qui donnent les strutures d'optimisation qui
optimisent au mieux la harge de requêtes. Pour e faire, nous avons eetué une analyse des TOs an
de savoir omment répartir les attributs de séletion entre les deux. Nous présentons la formalisation
du problème de partage des attributs puis nous présentons la démarhe de partage.
(1) Formalisation du problème de partage : Le problème de partage des attributs de séletions
PPAS entres la fragmentation et l'indexation est donné omme suit :
Étant donné :
 un ED modélisé par un shéma en étoile ayant d tables de dimension D = {D1,D2, · · · ,Dd} et
une table des faits F ;
 une harge de requêtes Q = {Q1, Q2, · · · , Qm} à partir de laquelle un ensemble d'attributs de
séletion AS = {A1, · · · , An} est obtenu ;
 un espae de stokage d'index S ;
 un nombre de fragments faits à générer W.
Le PPAS onsiste à répartir les attributs de séletion entre la fragmentation et l'indexation tel que :
(1) La séletion des deux tehniques, dénies haune sur son ensemble d'attributs, optimise le oût
d'exéution des requêtes. (2) L'espae réservée aux index ne dépasse pas S. (3) Le nombre de fragments
faits ne dépasse pas W.
Le PPAS est un problème de lassiation d'un ensemble de n attributs en deux lasses distintes
largement étudié dans le domaine du Datamining. Le nombre de lassiations possibles est 2n,
tel que : une lasse peut être vide, et au maximum ontenir n attributs. Énumérer tous les as
possibles de lassiation et pour haque as exéuter deux algorithmes de séletion reste impossible
vue la omplexité identiée par l'équation préédente. Ainsi, nous avons employé l'algorithme de
lassiation k-means qui se base sur des ritères de partage énonées i-dessous.
(2) Critères de partage : Nous avons analysé les deux tehniques d'optimisation et avons onlus
e qui suit :
 Analyse de la fragmentation. Le but de la FH est de réduire le volume de données hargé
par l'optimiseur pour exéuter une requête donnée. Cependant, si on onsidère un attribut
de forte ardinalité (attributs ave un domaine de valeur très large omme l'attribut Age), la
ontrainte W sur le nombre de fragments faits maximum inue sur la répartition du domaine de
l'attribut en ensemble de sous-domaines. Par onséquent, plusieurs sous-domaines de l'attribut
se retrouveront dans le même ensemble, ontraignant ainsi le hargement d'un grand volume
de données pour la séletion sur une seule valeur. Prenant l'exemple d'un attribut Ville ave 50
valeurs distintes. Supposant une ontrainte W qui répartie le domaine de l'attribut Ville en 5
sous-ensemble ontenant 10 villes haun. La séletion sur le prédiat Ville='Alger' ontraint
le hargement de tous les tuples de l'entrept qui vérient Ville='Alger' et Ville = au 9 autres
valeurs du même sous-ensemble. Néanmoins, nous onstatons un avantage important de la FH
relativement à l'indexation ; un attribut andidat à l'indexation est soit séletionné soit non
séletionné (une séletion binaire) alors qu'un attribut peut faire partie du shéma de FH
mais ave un nombre de fragments réduit. En résumé, on dit que la FH est plus exible que
l'indexation.
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 Analyse de l'indexation. Pour des attributs de faible ardinalité omme Genre (Dom(Genre)={'F,
'M'}), le volume de données hargé par un IJB déni sur e type d'attributs, lors de l'exé-
ution d'une requête, peut être tout aussi volumineux que elui hargé lors de l'aès diret
à l'entrept. Dans e as, l'optimiseur jugera l'index inutile et utilisera diretement les tables.
Conernant les attributs de forte ardinalité (attribut Age par exemple), es derniers peuvent
dénir des index volumineux qui peuvent être éartés par le proessus de séletion à ause de la
ontrainte S sur l'espae de stokage. Néanmoins, l'indexation présente un avantage sur la FH ;
les index dénis sur les attributs de moyenne ardinalité sont plus bénéques ar ils évitent
de harger des données supplémentaires omme 'est le as pour la FH. Pour l'exemple d'un
attribut Ville ave 50 valeurs distintes. La séletion sur le prédiat Ville='Alger' ave présene
d'un IJB déni sur Ville permet de harger uniquement les tuples de l'entrept qui vérient
Ville='Alger'.
A partir de ette analyse, nous avons déterminé trois ritères de partage qui sont les suivants.
1. Cardinalité de l'attribut Card : les attributs de forte ardinalité sont adaptés à la FH
tandis que les attributs de faible ardinalité sont andidats à l'indexation.
2. Fateur de séletivité d'un attribut FS : nous avons onstaté que le volume de données
hargé, lors de l'exéution des requêtes en présene des strutures d'optimisation, est un ritère
important. En eet, les expérimentations ont montré qu'un index déni sur un attribut est
bénéque si les fateurs de séletivité de ses prédiats sont faibles. Le fateur de séletivité
d'un prédiat est une valeur entre 0 et 1 représentant la proportion de données hargées par
une opération de séletion sur e prédiat. Ainsi, nous dénissons un fateur de séletivité d'un
attribut A (FS(A)), muni de k (k>0) prédiats de séletion P1, ..., Pk, par la moyenne des
fateurs de séletivité de ses prédiats.
FS(A) =
∑n
i=1 Sel(Pi)
Card(A)
Nous favorisons don pour l'indexation les attributs dont le fateur de séletivité est réduit
3. Fréquene d'utilisation d'un attribut Fr : vu son aratère non redondant et sa exibilité
par rapport à l'indexation, on privilégie les attributs fréquemment utilisés par les requêtes pour
la FH.
Pour résumer, nous favorisons, pour la FH, les attributs dont la fréquene d'utilisation, le fateur de
séletivité et la ardinalité sont grands.
(2) Prinipe de partage par k-means Le prinipe de l'algorithme de lassiation k-means est
présenté dans la setion 3.2.3. Pour exéuter l'algorithme k-means, nous avons onsidéré un espae
R2 dans lequel sont représentés les attributs de séletion munis des oordonnées (i, Poids(Ai)). Le
poids d'un attribut Poids(Ai) est alulé par la formule suite :
Poids(Ai)=Fri+FSi+Cardi
Où Fri, FSi et Cardi représentent respetivement la fréquene, le fateur de séletivité et la ardina-
lité de l'attribut Ai tous normalisés. Chaque ritère est normalisé an d'obtenir un poids ohérent. La
normalisation vise à entrer et réduire un éhantillon de données suivant la moyenne et l'éart type
de elui-i, et éhantillon suivra alors une loi normale entrée réduire de moyenne 1 et d'éart type 0.
En eet, les ritères ont des éhelles diérentes, la ardinalité d'un attribut est une valeur numérique
qui peut être de l'ordre de plusieurs dizaines ou entaine alors que le fateur de séletivité est une
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Numro
1 2 3 4 5
Poids
0.5
1
1.5
2
Anne
Mois
V ille
Pays
Classe
ClasseFH
ClasseIJB
Figure 4.2  Classiation par k-means des attributs de séletion
valeur entre 0 et 1. Vu que nous favorisons pour la FH les attributs dont la fréquene d'utilisation,
le fateur de séletivité et la ardinalité sont grands. Cela signie que les attributs à fort poids sont
andidats à la FH.
Exemple 38 Considérons inq attributs de séletion Année, Mois, Ville, Pays et Classe. Les poids
normalisés de es attributs sont donnés par le tableau 4.1. La gure 4.2 représente le partage des inq
attributs Année, Mois, Ville, Pays et Classe. Les attributs Année, Mois et Ville onstituent ClasseFH
et les attributs Pays et Classe omposent ClasseIJB.
Attribut Année Mois Ville Pays Classe
Coordonnées (1, 1.7) (2, 1.37) (3, 1.22) (4, 0.57) (5, 0.44)
Table 4.1  Partage par k-means des attributs de séletions
4.3 Séletion inrémentale jointe des IJB et de la FH
En onsidérant un ED optimisé onjointement par FH et IJB, elui-i peut évoluer par évolution
de harge et/ou évolution d'instane. L'évolution de harge inue sur les strutures d'optimisations
implémentées sur l'entrept. L'évolution ause l'ajout et/ou la suppression d'attributs de séletion,
l'ajout et/ou la suppression de sous-domaines d'attributs e qui inue sur le shéma de FH d'un té
et sur la dénition des IJB de l'autre. Quant à l'évolution d'instanes, elle ause l'augmentation de
la taille des tables partiulièrement la table de fait, e qui augmente la taille des IJB. Cette évolution
peut rendre obsolètes les strutures d'optimisation déjà implémentées sur l'ED. Par onséquent, nous
proposons une démarhe de séletion inrémentale jointe des IJB et de la FH qui vise à mettre à
jour les strutures d'optimisation implémentées lorsque l'entrept évolue.
4.3.1 Sénarios de séletion inrémentale jointe
Lorsque la harge de requêtes évolue, les strutures d'optimisation implémentées peuvent hanger
selon trois sénarios possibles.
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Figure 4.3  Représentation des données de l'entrept avant évolution
Figure 4.4  Fragmentation sur Age et indexation sur Ville et Genre : Sénario 1
4.3.1.1 Sénario 1 : Seule l'indexation hange
A l'exéution de nouvelles requêtes, elles-i peuvent néessiter de mettre à jour uniquement la
onguration d'index implémentée sur l'entrept. Puisque la dépendane de la fragmentation envers
l'indexation est faible, le hangement des index n'inue pas sur le shéma de fragmentation atuel de
l'entrept. Seule une nouvelle séletion d'un shéma d'indexation est requise.
Exemple 39 Considérons un ED ave une table de faits Ventes et une table dimensions Clients.
Supposant le shéma de l'entrept fragmenté et indexé omme le présente la gure 4.3. La séletion
jointe de la fragmentation et de l'indexation a donné lieu à la réation d'un IJB sur l'attribut Ville,
appelé IJBVille, et à la dénition d'un shéma de fragmentation sur l'attribut Age omme suit :
 Client1=σ0<Age<40(Clients)
 Client2=σAge>40(Clients)
Supposons l'exéution de la nouvelle requête Qi suivante :
SELECT AVG(Prix)
FROM Ventes V, Clients C
WHERE V.IdC=C.IdC
AND C.Genre = 'F' AND Ville='Alger'
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Figure 4.5  Fragmentation sur Age et Genre et indexation sur Ville : Sénario 2
Supposant que la requête Qi engendre la suppression de l'index IJBVille et l'implémentation d'un
nouvel IJB sur les attributs Genre et Ville, appelé IJBVilleGenre. La desription des données est
illustrée sur la gure 4.4. En omparant les deux gures (gure 4.3 et gure 4.4), nous onstatons que
seuls les index ont hangés et sont partitionnés puisque rées en utilisant la syntaxe LOCAL d'Orale.
Le shéma de fragmentation lui n'est pas altéré.
4.3.1.2 Sénario 2 : Seule la fragmentation hange
L'exéution de nouvelles requêtes peut altérer le shéma de fragmentation au niveau des attributs
et/ou de la répartition en sous-ensembles des sous-domaines. Par onséquent, une nouvelle exéution
de l'algorithme de séletion d'un nouveau shéma de fragmentation est requise. Vu que l'indexation
dépend fortement de la fragmentation, la onguration d'index est altérée également du point de vue
répartition horizontale des données. Il est don primordial de reonstruire es index sans hanger leur
dénition.
Exemple 40 Considérons l'exemple 39 et un shéma de l'entrept fragmenté et indexé omme le
présente la gure 4.3. Supposons que l'exéution de la nouvelle requête Qi ause l'ajout au shéma de
fragmentation de l'attribut Genre ave une répartition de son domaine {{F}, {M}} e qui donne une
fragmentation primaire de la table Clients omme suit :
 Client1=σ(0<Age<40)∧(Genre=M)(Clients)
 Client2=σ(Age>40∧(Genre=F )(Clients)
 Client3=σ(Age>40∧(Genre=M)(Clients)
 Client4=σ(0<Age<40)∧(Genre=F )(Clients)=∅
La nouvelle desription des données est illustrée sur la gure 4.5. En omparant les deux gures (gure
4.3 et gure 4.5), nous onstatons que le seul hangement survenu au niveau de l'indexation est une
nouvelle répartition de l'index IJBVille suivant le nouveau shéma de fragmentation.
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Figure 4.6  Fragmentation sur Age et Ville et indexation sur Genre : Sénario 3
4.3.1.3 Sénario 3 : La fragmentation et indexation hangent
Les nouvelles requêtes exéutées peuvent engendrer le hangement du shéma de fragmentation
et des IJB implémentés sur l'entrept. Dans e as, il est impératif d'exéuter une nouvelle séletion
jointe d'un shéma de fragmentation et d'un shéma d'indexation.
Exemple 41 Considérons l'exemple 39 et un shéma de l'entrept fragmenté et indexé omme le
présente la gure 4.3. Supposons que l'exéution de la nouvelle requête Qi ause la suppression de
l'index IJBVille, la réation de l'index IJBGenre et l'ajout de l'attribut Ville au shéma de fragmen-
tation, ave une répartition de son domaine {{Alger}, {Oran, Blida}}, e qui donne une fragmentation
primaire de la table Clients omme suit :
 Client1=σ(0<Age<40)∧(V ille=Alger)(Clients)
 Client2=σ(0<Age<40)∧(V ille IN (Oran,Blida))(Clients)
 Client3=σ(Age>40∧(V ille IN (Oran,Blida))(Clients)
 Client4=σ(Age>40∧(V ille=Alger)(Clients)=∅
La nouvelle desription des données est illustrée sur la gure 4.6.
Le fateur qui détermine le sénario qui se réalisera est la lassiation des attributs de séletions
extraits de la nouvelle requête an de savoir à quelle lasse (ClasseFH ou ClasseIJB) appartiendra
haque attribut. En d'autres termes, la lassiation permet de déterminer si es attributs sont
andidats à l'indexation (sénario 1), à la fragmentation (sénario 2) ou les deux (sénario 3).
4.3.2 Démarhe de séletion inrémentale jointe
An de mettre en oeuvre une approhe de séletion inrémentale jointe des deux TOs, nous avons
ommené par une approhe dite Naïve dont le prinipe et de ré-exéuter toute la séletion jointe
statique exposée préédemment lorsque la harge de requêtes évolue. Cependant, ette vision de sé-
letion ne respete pas le prinipe inrémentale. Une approhe de séletion est dite inrémentale si
elle prend en ompte l'existant et tente de l'adapter et de l'améliorer an de faire fae aux hange-
ments survenues. De manière plus détaillée, nous exposons les prinipaux handiapes de la séletion
inrémentale jointe naïve :
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-Entrept
-Requêtes
-Contrainte S et W
........
...............
Nouvelle
Requête Qi
Extraire ClasseFH
et ClasseIJB
Extraire les
Attributs de séletion
Classier les
attributs de Qi
AttFH AttIJB
Séletion inrémentale
d'un shéma de FH
Séletion inrémentale
des IJB
Implémenter
FH
Implémenter
IJB
Reonstruire
les IJB
1 2
3
4.1 4.2
5.1 5.2
6
Légende d'exéution des sénarios de séletion
sénario 1 : 1, 2, 3, 4.2, 5.2
sénario 2 : 1, 2, 3, 4.1, 5.1, 6
sénario 3 : 1, 2, 3, 4.1, 4.2, 5.1, 5.2
Figure 4.7  Arhiteture de séletion inrémentale jointe de FH et IJB
 Refaire la lassiation des attributs peut aboutir à une lassiation d'attributs omplète-
ment diérents des deux lasses existantes. Par onséquent, après lanement des algorithmes
de séletion, la onguration des strutures d'optimisation nales (shéma de fragmentation
et onguration d'index) peut être omplètement diérente que elle déjà implémentée sur
l'entrept. Cela engendre un oût de maintenane élevé lors de son implémentation.
 Laner systématiquement deux nouvelles séletions peut s'avérer inutile si on est en présene
du sénario 1 ou 2.
 Laner les algorithmes de séletions sur une lasse d'attributs (ClasseFH ou ClasseIJB) engendre
un espae de reherhe grand.
 Ne pas prendre en ompte les strutures déjà implémentées sur l'entrept ne respeter pas le
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Algorithme : Séletion inrémentale jointe de FH et IJB
Entrée
Q : harge de requêtes.
Qi : nouvelle requête exéutée.
D : ensemble des tables dimensions.
Sortie : Entrept optimisé.
Notation
AnalyseQ : analyse syntaxique de la harge Q.
Début
AS←− AnalyseQ(Q) ;
ClasseIJB←− getClassIJB() ;
ClasseFH←− getClasseFH(D, AS) ;
ClassierAttributsQi(ClasseFH, ClasseIJB, Qi, AttFH, AttIJB) ;
Si (AttFH 6= ∅ et AttIJB 6= ∅) Alors
SeletionInrémentaleFH() ;
SeletionInrémentaleIJB() ;
Fin Si
Si (AttFH 6= ∅ et AttIJB = ∅) Alors
SeletionInrémentaleFH() ;
ReonstruireIJB() ;
Fin Si
Si (AttFH = ∅ et AttIJB 6= ∅) Alors
SeletionInrémentaleIJB() ;
Fin Si
Algorithme 20: Algorithme de séletion inrémentale jointe de FH et IJB
prinipe inrémentale. Il faut extraire les strutures implémentées (shéma de fragmentation
et/ou onguration d'index) et onstruire une onguration initiale de strutures d'optimisation
à partir de l'existant et de la nouvelle requête, puis laner l'algorithme de séletion. Cela
simplie l'espae de reherhe, le temps d'exéution de l'algorithme de séletion et le temps
d'implémentation des strutures d'optimisation nales.
A partir de ette analyse, nous exposons une nouvelle séletion inrémentale jointe des deux TOs.
L'arhiteture de l'approhe que nous proposons est illustrée sur la gure 4.7. Nous onsidérons un
entrept de données optimisé par un shéma de fragmentation et un shéma d'indexation préalable-
ment séletionnés et implémentés par notre séletion jointe statique ave partage des attributs de
séletion. Lorsqu'une nouvelle requête est exéutée, la séletion inrémentale jointe se délenhe et
exéute les opérations suivantes (algorithme 20).
1. Extraire les attributs de séletion à partir de la requête.
2. Extraire les deux lasses d'attributs ClasseFH et ClasseIJB à partir de l'entrept.
3. Classier les attributs de la requêtes an de déterminer le sénario à exéuter et pour quelle
TO ils sont andidats.
4. Selon le sénario désigné (1, 2 ou 3), exéuter la séletion adéquate.
 Exéuter la séletion inrémentale d'un shéma de fragmentation (sénario 2 et 3).
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Fontion getClasseIJB() : ClasseIJB
Sortie : ClasssIJB : Ensemble d'attributs sur lesquels sont déni les index implémentés.
Notation
ExeuteReq(req) : exéuter la requête SQL req.
Début
EnsIJB ←− ExeuteReq(SELECT Index_Name
FROM User_Indexes
WHERE Index_Type = 'BITMAP'
AND Join_Index='YES' ;) ;
Pour IJBi dans EnsIJB faire
ClasseIJB ∪ ←− ExeuteReq(SELECT Column_Name
FROM User_Ind_Columns
WHERE Index_Name = IJBi ;) ;
Fin Pour
Retourner ClasseIJB
Fin
Algorithme 21: Fontion getClasseIJB()
 Exéuter la séletion inrémentale d'un shéma d'indexation (sénario 1 et 3).
 Reonstruire les index (sénario 2).
4.3.2.1 Extraire ClasseFH et ClasseIJB
An de savoir à quelle lasse appartient les attributs issus de la nouvelle requête exéutée, il faut
extraire les attributs sur lesquelles sont dénis les index (ClasseIJB) et eux sur lesquels est déni le
shéma de fragmentation (ClasseFH). Pour ClasseIJB, nous employons les métadonnées à savoir les
tables User_Indexes et User_Ind_Columns. L'algorithme 21 expose la fontion getClasseIJB
qui permet d'extraire et de onstruire les attributs d'indexation atuels.
An d'extraire les attributs de fragmentation, nous utilisons la fontion getPartition(), présenté
dans le hapitre 2, setion 2.3.1. Nous partons du prinipe qu'un déoupage du domaine d'un attribut
en sous-ensembles de sous-domaines permet de dénir un shéma de fragmentation. Ainsi, pour
savoir si un attribut à partiipé au proessus de fragmentation d'une table, on exéute la fontion
getPartition(). Cette fontion permet dans un premier lieu d'obtenir le domaine physique d'un attribut
PhyDom(Ai) ontenant les valeurs physiquement présentes dans l'entrept. Puis, à partir de la table
dimension auquel appartient l'attribut, la fontion extrait une première répartition en sous-ensembles
du domaine physique où haque sous-ensemble ontient les valeurs de l'attribut appartenant au même
fragment. Ces sous-ensemble sont épurés an d'obtenir une partition de l'ensemble PhyDom(Ai).
Rappelons que les sous-ensembles Ens1, · · · ,Ensp onstituent une partition de PhyDom(Ai) si les
onditions suivantes sont vériées.
 Ensj 6= ∅

⋃
Ensj = PhyDom(Ai)
 Ensj ∩Ensk = ∅ si j 6= k
Si ette partition ontient au moins 2 ensembles, alors l'attribut partiipe au proessus de séle-
tion. L'attribut n'est pas un attribut de fragmentation sinon. L'algorithme 22 expose la fontion
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Fontion getClasseFH(D, AS) : ClasseFH
Entrées :
D : ensemble de d tables dimensions {D1, · · · , Dd}
AS : ensemble de n attributs non-lé des tables dimensions AS = {A1, · · · , An}
Sortie : ClasseFH : Ensemble d'attributs sur lesquels est déni le SF atuel.
Notations :
getTable(Ai) : Retourne la table dimension à laquelle appartient Ai.
ExeuteReq(req) : exéuter la requête SQL req.
PhyDom : le domaine de valeurs d'un attribut présentes dans l'entrept.
Début
Pour Ai dans AS = {A1, · · · , An} faire
Dk ←− getTable(Ai) ;
EnsP ←−getPartition(Ai, Dk) ;
PhyDom(Ai)←− ExeuteReq(SELECT DISTINCT(Ai) FROM Dk ;) ;
Si (EnsP 6= PhyDom(Ai)) Alors
ClasseFH ∪ ←− Ai
Fin Si
Fin Pour
Retourner ClasseFH
Fin
Algorithme 22: Fontion getClasseFH()
getClasseFH qui extrait la lasse des attributs de fragmentation à partir de l'entrept partitionné.
4.3.2.2 Classier les attributs de la nouvelle requête
An de savoir s'il faut mettre à jour le shéma de fragmentation, le shéma d'indexation ou les
deux, il faut onnaître la nature des attributs issus de la nouvelle requête exéutée. Notant que les
attributs extraits de la nouvelle requête Qi sont soient nouveaux (interrogés pour la première fois
par une requête) soient existants (déjà interrogés par au moins une requête et sont présents soit
dans ClasseFH soit dans ClasseIJB). Dans les deux as, on eetue la lassiation d'un attribut de
séletion Aj issu de Qi an de savoir s'il faut l'aeter à ClasseIJB ou à ClasseFH, en employant le
prinipe de lassiation des attributs par k-means.
Dans un premier lieu, le poids de l'attribut est alulé en sommant les trois ritères de partage
normalisés Frj , FSj et Cardj représentent respetivement la fréquene d'utilisation par les requêtes,
le fateur de séletivité et la ardinalité de l'attribut. Seule la ardinalité de l'attribut ne hange pas.
Cependant, La fréquene d'utilisation par les requêtes hange à ause de l'évolution de harge et le
fateur de séletivité hange également du fait de l'évolution d'instanes. Ensuite, nous alulons les
entroïdes de haque lasse ClasseFH et ClasseIJB. Puis, nous déterminons la distane eulidienne
entre Aj et haque entroïde. Aj sera lassié pour l'indexation si la distane eulidienne entre lui
et le entroïde de ClasseIJB est la plus petite, il sera lassié pour la fragmentation sinon. Il est à
noter que si l'attribut existe déjà, il est d'abords supprimé de la lasse à laquelle il appartient, puis
sa lassiation et réalisée. Nous rappelons que le alul d'un entroïde Ctk ave les oordonnées
192
4.3. Séletion inrémentale jointe des IJB et de la FH
Proédure ClassierAttributsQi(ClasseFH, ClasseIJB, Qi, AttFH, AttIJB)
Sortie :
AttFH : ensemble des attributs de Qi lassiés pour la fragmentation.
AttIJB : ensemble des attributs de Qi lassiés pour l'indexation.
Notation
getAttributs(Qi) : extrait les attributs de séletion à partir de Qi
getFr(Aj) : retourne la fréquene d'utilisation de Aj
getFS(Aj) : retourne le fateur de séletivité de Aj
getCard(Aj) : retourne la ardinalité de Aj
getCentroide : renvoit le entroïde d'une lasse
DistaneEulidienne(x, y) : alul la distane eulidienne entre x et y
Début
AttQi←− getAttributs(Qi) ;
Pour Aj dans AttQi faire
ClasseFH ←− ClasseFH \ {Aj} ;
ClasseIJB ←− ClasseIJB \ {Aj} ;
Poidsj ←− getFr(Aj) + getFS(Aj) + getCard(Aj) ;
CoordAj ←− (j, Poidsj) ;
CtFH ←− getCentroide(ClasseFH) ;
CtIJB ←− getCentroide(ClasseIJB) ;
DEFH ←− DistaneEulidienne(CoordAj , CtFH) ;
DEIJB ←− DistaneEulidienne(CoordAj , CtIJB) ;
Si (DEFH ≤ DEIJB) Alors
AttFH ←− AttFH ∪ {Aj} ;
ClasseFH ←− ClasseFH ∪ {Aj} ;
Sinon
AttIJB ←− AttIJB ∪ {Aj} ;
ClasseIJB ←− ClasseIJB ∪ {Aj} ;
Fin Si
Fin Pour
Fin
Algorithme 23: Proédure ClassierAttributsQi() : Classiation des attributs de Qi
(Ctk1, Ct
k
2) d'une lasse de t attributs A1, · · · , At, où haque attribut Aj est muni des oordonnées
(Aj1, A
j
2), est donné par la formule suivante :
Ctkp =
∑t
j=1A
j
p
t
La distane eulidienne entre Aj et un entroïde Ctk est donnée par la formule suivante :√∑2
p=1(A
j
p − Ctkp)
2
L'algorithme 23 résume le proessus de lassiation des attributs par la proédure ClassierAttri-
butsQi().
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4.3.2.3 Exéuter un sénario de séletion inrémentale
A l'issu de l'étape de lassiation des attributs de Qi, nous obtenons deux ensembles ; AttIJB et
AttFH. Selon que es ensembles soient vides ou non, nous pouvons exéuter un sénario de séletion
inrémentale jointe.
Exéuter le Sénario 1 lorsque AttIJB 6= ∅ et AttFH = ∅. Ainsi, nous exéutons notre approhe
de séletion inrémentale isolée d'un shéma d'indexation présentée dans le hapitre 1. Nous rappelons
les prinipales étapes qui omposent ette approhe.
1. Extraire la onguration d'index CongIJB atuellement implémentée sur l'entrept en utilisant
les tables des métadonnées de l'entrept User_Indexes et User_Ind_Columns.
2. Générer l'ensemble d'index QiIJB pouvant être déni sur la requête Qi. Ces d'IJB peuvent
être simples ou multiples. On peut dont utiliser le odage d'index IS (index simples), MIQ∗
(index multiples) ou les deux.
3. A partir des deux préédentes étapes, former une onguration initiale d'index CongIJB ∪
QiIJB. La onguration initiale est odée en hromosome selon le type d'index hoisi.
4. Séletionner une onguration nale d'index en utilisant un algorithme génétique guidé par un
modèle de oût mathématique. Le modèle de oût permet de développer la fontion objetif de
l'algorithme génétique.
5. Implémenter la onguration nale d'index Cf , en implémentant uniquement les nouveaux
index ne gurant pas dans l'entrept et en supprimant de l'entrept les index obsolètes.
Exéuter le Sénario 2 lorsque AttIJB = ∅ et AttFH 6= ∅. Ainsi, nous exéutons notre approhe
de séletion inrémentale isolée d'un shéma de fragmentation présentée dans le hapitre 2. Nous
rappelons les prinipales étapes qui omposent ette approhe.
1. Générer le shéma de FH atuel des tables dimensions AtuelSF. Pour e faire, il faut identier
pour haque dimension les attributs de fragmentation et les valeurs d'attributs qui ont partiipé
à son proessus de fragmentation. Ensuite, en exéutant la fontion GenererAtuelSF(), nous
onstruisons le shéma atuel de l'entrept. Rappelons qu'un shéma de fragmentation est un
tableau de veteurs où haque veteur représente un attribut de fragmentation et haque ase
de veteur ontient un ensemble de sous-domaine omme le montre le tableau 4.2.
.
Age [0, 25[ [45, 90[
Ville Alger, Oran, Blida Kala, Jijel, Annaba
Table 4.2  Exemple d'un shéma de fragmentation atuel d'un ED
2. Analyser la nouvelle requête exéutée pour extraire les attributs de séletion et leurs sous-
domaines respetifs.
3. Générer un shéma de fragmentation initial appelé InitSF représentant la solution initiale à
soumettre à l'algorithme de séletion. InitSF est onstruit en ajoutant au shéma AtuelSF les
attributs et valeurs extraits de la nouvelle requête.
4. Exéuter l'algorithme génétique pour séletionner un shéma de fragmentation nal FinalSF.
L'algorithme génétique exploite un hromosome qui représente un odage du shéma InitSF et
est guidé par une fontion objetif dénie à partir d'un modèle de oût mathématique.
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5. Implémenter le shéma FinalSF sur l'entrept de données en employant les opérations SPLIT
PARITION et MERGE PARRTITION sous le SGBD Orale.
Nous avons onstaté que lorsque le shéma de fragmentation des tables de l'entrept évolue, il faut
également mettre à jour le shéma de fragmentation des index, en d'autre terme, reonstruire les
index. Pour e faire, deux syntaxes Orale existent. La première syntaxe vise à realuler les index
et la seonde syntaxe vise à supprimer puis à reréer les index. Les syntaxes sont présentées omme
suit :
 Realuler l'index. Cette opération est eetuée par la syntaxe REBUILD. L'opération RE-
BUILD est utilisée pour réorganiser ou modier les aratéristiques de stokage d'un index
existant. Le prinipe est de réer un nouvel index à partir de son anienne version puis de sup-
primer ette dernière. Cela signie lairement que ette opération néessite deux fois l'espae
de stokage réservé à l'index en our de realule (l'anienne et la nouvelle version). La requête
SQL sous Orale pour la reonstrution d'un index est donnée omme suit :
ALTER INDEX nom_index REBUILD;
L'utilisation de ette syntaxe présente deux problèmes. D'abords, le realule des index néessite
deux fois plus d'espae de stokage. De plus, il n'est pas possible de reonstruire un index
partitionné. Orale exige la reonstrution de l'index partition par partition e qui est très
fastidieux. La syntaxe est la suivante :
ALTER INDEX nom_index REBUILD PARTITION part_x;
 Supprimer et reréer l'index. Vu les inonvénients que présente la syntaxe REBUILD, nous
proposons une seonde solution pour mettre à jour l'index qui onsiste à exéuter l'opération
DROP INDEX pour supprimer l'index suivie de l'opération CREATE INDEX de manière loale
pour obtenir une nouvelle version de l'index. Cependant, la requête CREATE INDEX néessite
de onnaitre les attributs et tables dimensions qui partiipent à la onstrution de haque index.
Par onséquent, avant de supprimer un index, nous réupérons la requête SQL de sa réation à
partir des métadonnées de l'entrept. Cei en exéutant la fontion GET_DDL() du pakage
DBMS_METADATA omme suit :
SELECT DBMS_METADATA.GET_DDL('INDEX','nom_index')
FROM DUAL;
Le résultat d'exéution de ette requête est le sript de réation de l'index nom_index. Après
suppression de l'index, il sut d'exéuter e sript pour le reréer. L'algorithme 24 présene le
proessus de reonstrution des index de jointure binaires
Exéuter le Sénario 3 lorsque AttIJB 6= ∅ et AttFH 6= ∅. Il faut mettre à jour le shéma de
fragmentation en exéutant notre approhe de séletion inrémentale isolée d'un shéma de fragmen-
tation présentée dans le hapitre 2 qui se onlue par l'implémentation du shéma de fragmentation
séletionné, puis nous exéutons la séletion inrémentale isolée d'un shéma d'indexation présentée
dans le hapitre 1 et nous implémentons de manière loale la onguration d'index séletionnée.
4.4 Expérimentation
Pour évaluer notre approhe de séletion inrémentale jointe des deux TOs ; la fragmentation
et l'indexation, nous eetuons des tests expérimentaux ave une mahine Intel CORE i5 ayant une
apaité mémoire de 6Go sur un entrept réel issu du benhmark APB1 [40℄ sous le SGBD Orale 11g.
L'entrept est omposé d'une table de faits Atvars(24 786 000 tuples) et quatre tables de dimension
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Proédure ReonstruireIJB()
Notation
ExeuteReq(req) : exéuter la requête SQL req.
Début
EnsIJB ←− ExeuteReq(SELECT Index_Name
FROM User_Indexes
WHERE Index_Type = 'BITMAP'
AND Join_Index='YES' ;) ;
Pour IJBi dans EnsIJB faire
ReqIJB ←− ExeuteReq( selet DBMS_METADATA.GET_DDL('INDEX','IJBi ')
from DUAL ;) ;
ExeuteReq(DROP INDEX IJBi ;) ;
ExeuteReq(ReqIJB ;) ;
Fin Pour
Fin
Algorithme 24: Fontion ReonstruireIJB()
Prodlevel (9000 tuples), Custlevel (900 tuples), Timelevel (24 tuples) et Chanlevel (9 tuples). Pour
nos tests, nous utilisons une harge de 60 requêtes qui génèrent 18 attributs de séletion (Line, Day,
Week, Country, Depart, Type, Sort, Class, Group, Family, Division, Year, Month, Quarter, Retailer,
City, Gender and All) qui ont respetivement les ardinalités suivantes : 15, 31, 52, 11, 25, 25, 4, 605,
300, 75, 4, 2, 12, 4, 99, 4, 2, 3. Le oût de la harge sans optimisation est de 39.5 millions E/S.
Vu que dans la littérature, auun travail ne traite de la séletion inrémentale jointe de la frag-
mentation et de l'indexation, nous proposons de omparer notre approhe ave les deux approhes
de séletion isolés présentées dans les hapitres préédents. En résumé, nous omparons les trois
approhes suivantes :
 Séletion inrémentale jointe de FH et IJB que nous appelons SIJFI. Nous avons hoisi
d'implémenter les IJB multiples ave le odage MIQ∗.
 Séletion inrémentale isolée de FH que nous appelons SIFH.
 Séletion inrémentale isolée des IJB que nous appelons SIJB.
An de réaliser notre étude expérimentale, nous exéutons les trois étapes suivantes :
1. Etape 1 : exéuter SIJFI. Nous onsidérons un entrept de données déjà fragmenté et indexé
suite à l'exéution de la séletion jointe statique de FH et IJB sur une harge de 50 requêtes.
L'étude inrémentale est réalisée ave ajout suessif de 10 nouvelles requêtes en onsidérant
une ontrainte W = 100 sur le nombre maximum des fragments faits et un espae de stokage
des index S = 2.5Go. L'exéution de haque nouvelle requête délenhe une SIJFI qui permet
de mettre à jour le shéma de fragmentation et/ou le shéma d'indexation. Le temps d'exéution
de la séletion jointe statique ave implémentation des strutures est de 66mn.
A l'issu de la séletion jointe statique sur la harge des 50 requêtes, nous obtenons le résultat
de lassiation des attributs de séletion suivant :
- ClasseFH = {Gender, Month, Year, All, Quarter, Type, Line, City}.
- ClasseIJB = {Family, Division, Class, Retailer, Group}.
Nous onstatons que 5 attributs ne sont pas utilisés par la harge de requêtes et qui sont Day,
Week, Country, Depart, Sort. Ces attributs gurent dans les 10 nouvelles requêtes qui vont être
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exéutées. Le tableau 4.3 résume pour haque nouvelle requête exéutée ses attributs de séletion
et la tehnique d'optimisation mise à jour, en d'autres termes le sénario d'optimisation qui s'est
exéuté. A la n du déroulement du test, la nouvelle répartition des deux lasses d'attributs est
la suivante :
- ClasseFH = {Gender, Month, Year, All, Quarter, Group, Type, Line, Division}.
- ClasseIJB = {Family, Class, Retailer, Day, Week, Country, Sort, Depart, City}.
Req Attributs TO mise à jour Commentaire
Q50 All, Quarter, Type FH -
Q51 Group FH Group passe à ClasseFH
Q52 Day*, Week* IJB *Nouvel attribut à ClasseIJB
Q53 Gender, Month, Class FH et IJB -
Q54 Day, Type, Gender, Division FH et IJB City passe à ClasseIJB
Q55 Division IJB -
Q56 Family, Division, Group, City FH et IJB Division passe à ClasseFH
Q57 Country*, Depart* IJB *Nouvel attribut à ClasseIJB
Q58 Sort*, Depart IJB *Nouvel attribut à ClasseIJB
Q59 Month FH -
Q60 Day, Week, Month, Year FH et IJB -
Table 4.3  Desription des nouvelles requêtes, attributs et les TOs mises à jour : SIJFI
Nous onstatons que haque nouvel attribut est lassié pour l'indexation ar selon les ritères
de lassiation, on favorise pour la fragmentation les attributs les plus fréquemment utilisés
par la harge de requête vu son aratère non redondant et sa tolérane fae à l'indexation. En
eet, la séletion des index est binaire ; un attribut est soit séletionné dans la onguration
nale d'index soit éarté, alors que pour la séletion d'un shéma de fragmentation, un attribut
peut être séletionné ave un nombre réduit de fragments. Nous remarquons également que
ertains attributs migrent d'une lasse à une autre. En eet, pour haque nouvelle requête,
une lassiation de ses attributs est eetuée et si es attributs existent déjà dans une lasse
d'attributs ils peuvent être lassiés pour une autre. D'une part, les attributs Group et Division
migrent vers ClasseFH ar leur poids augmente vu l'augmentation de leurs fréquene d'utilisa-
tion par les requêtes (ritère Fr du poids). D'autre part, l'attribut City est aeté à ClasseIJB
après l'exéution de la requête Q54 ar sa fréquene d'utilisation par les requêtes diminue.
2. Etape 2 : exéuter SIFH. Nous onsidérons un entrept de données déjà fragmenté par l'exé-
ution de la séletion statique isolée de FH sur une harge de 50 requêtes. Pour l'étude in-
rémentale, on exéute suessivement les 10 nouvelles requêtes en onsidérant une ontrainte
W = 100.
3. Etape 3 : exéuter SIJB. Nous onsidérons un entrept de données déjà indexé par l'exéution
de la séletion statique isolée des IJB sur une harge de 50 requêtes. Pour l'étude inrémentale,
on exéute suessivement les 10 nouvelles requêtes en onsidérant une ontrainte S = 2.5Go.
Pour haune des trois étapes d'expérimentation, et pour haque nouvelle requête exéutée, nous
relevons trois informations : (1) le oût d'exéution de la harge de requête évoluée en présene du
nouveau shéma d'optimisation implémenté. (2) Le taux de requêtes optimisées par les nouvelles
strutures séletionnées. (3) Le temps de maintenane représentant le temps d'implémentation du
nouveau shéma d'optimisation séletionné. Notons que la harge de requêtes évoluée représente la
harge des 50 requêtes plus les nouvelles requêtes exéutées jusque-là.
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Figure 4.8  Taux d'optimisation du oût :
SIJFI, SIFH, SIJB
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Figure 4.9  Taux de requêtes optimisées :
SIJFI, SIFH, SIJB
4.4.1 Test 1 : Évaluation théorique
Le but de e test est d'évaluer le oût d'exéution de la harge de requêtes et le taux de requêtes
optimisées pour haune des approhes de séletion (SIJFI, SIFH et SIJB), an de omparer les
shémas d'optimisations séletionnés pour haque approhe et après exéution de haque nouvelle
requête. Le oût d'exéution des requêtes est évalué par modèle de oût mathématique. Les résultats
de e test sont résumés dans la gure 4.8.
La gure 4.8 montre que l'approhe SIJFI réduit le oût d'exéution des requêtes de 68% en
moyenne ave en moyenne 94% des requêtes optimisées alors que SIFH donne un taux d'optimisation
du oût de 60% ave 84% des requêtes optimisées en moyenne et SIJB un taux de 54% ave 81%
des requêtes optimisées en moyenne. L'analyse des résultats montre que la séletion jointe de la
fragmentation et de l'indexation SIJFI donne une meilleure optimisation que les approhes de
séletion isolée ar elle permet de ouvrir l'optimisation d'avantage de requêtes (94%) et hoisit à
travers la lassiation, les attributs les plus bénéques pour haque tehnique d'optimisation.
4.4.2 Test 2 : Évaluation pratique sous Orale 11g
Dans le seond test, nous omparons les trois approhes de séletion inrémentale selon le temps
de maintenane de l'entrept de données sous le SGBD Orale 11g. En d'autres termes, le temps
d'implémentation des strutures d'optimisations séletionnées par haque séletion et pour haque
nouvelle requête. Nous donnons quelques statistiques sur l'étude eetuée. Le temps de maintenane
d'un shéma de fragmentation est le temps d'exéution des opérations SPLIT, MERGE et MOVE
où haune dure en moyenne 1mn à 3mn. Rappelons que l'exéution d'une opération sur la table de
dimension engendre sa propagation sur la table de faits. Le temps de maintenane d'une onguration
d'index représente le temps d'implémentation des nouveaux index et le temps de suppression des index
obsolètes. Pour une ontrainte S = 2.5Go, le nombre d'index séletionné est en moyenne 13 index.
L'implémentation d'un index dure en moyenne 1mn à 2mn et le temps de suppression en moyenne
1s. Le temps de reonstrution de 13 index est en moyenne de 18mn.
Les résultats de l'étude expérimentale sont illustrés sur la gure 4.10. L'analyse des résultats est
répartie en trois atégories selon le résultat de lassiations des attributs des nouvelles requêtes par
l'approhe SIJFI.
1. Attributs lassiés pour l'indexation (Q52, Q55, Q57 et Q58). Pour es requêtes, l'approhe
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Figure 4.10  Temps de maintenane de l'entrept sous Orale 11g : SIJFI, SIFH et SIJB
SIJFI délenhe une nouvelle séletion des index e qui est similaire à l'approhe de séletion
isolée SIJB. L'approhe SIJFI donne les temps de maintenane respetifs 2mn, 0mn, 1.5mn
et 1.4mn, SIJB donne les temps de maintenane resp. 1.5mn, 0mn, 1.8mn et 1.5mn et SIFH
donne resp. 39mn, 35mn, 37mn et 41mn. Nous onstatons que les approhes SIJFI et SIJB
apportent un temps de maintenane énormément réduit par rapport à l'approhe SIFH. Ef-
fetivement, la mise à jour d'une onguration d'index (suppression, réation d'index) est une
opération moins omplexe que la mise à jour d'un shéma de fragmentation des tables qui peut
néessiter plusieurs opérations de fusions et/ou élatements et/ou déplaements de fragments.
De plus, l'approhe SIFH eetue une reonstrution systématique de toute la onguration
d'index à haune de ses exéution.
2. Attributs lassiés pour la fragmentation (Q50, Q51 et Q59). L'approhe SIJFI lassie les
attributs de séletion pour la fragmentation. Ainsi, seule une nouvelle séletion d'un shéma de
fragmentation est requise, e qui est similaire à l'approhe isolée SIFH. Les deux approhes
eetuent une séletion d'un nouveau shéma de fragmentation suivi d'une reonstrution des
index. Cependant, le temps de maintenane du shéma de fragmentation engendré par SIJFI
(36mn en moyenne) est réduit par rapport au temps de maintenane engendré par l'approhe
isolée SIFH (42mn en moyenne). Cela est due à l'élagage de l'espae de reherhe de la frag-
mentation pour SIJFI. L'élagage permet de réduit la omplexité du proessus de séletion
pour SIJFI et génère un nouveau shéma de fragmentation qui néessite moins d'opérations
de mise à jour que pour l'approhe isolée SIFH. Quant à l'indexation isolée SIJB, elle génère
un temps de maintenane moyen de 1.5mn e qui appuie notre onlusion sur la omplexité de
mettre à jour un shéma de fragmentation par rapport à un shéma d'indexation.
3. Attributs lassiés pour l'indexation et la fragmentation (Q53 Q54 Q56 Q60). Pour es re-
quêtes, l'approhe jointe SIJFI eetue les deux séletions et met don à jour le shéma de
fragmentation et la onguration d'index, e qui donne un temps de maintenane moyen de
29mn, alors que les approhes isolées donnent 42mn et 8.5mn pour l'approhe SIFH et SIJB
respetivement.
Nous remarquons que pour l'approhe SIJB, les requêtes Q51, Q55 et Q59 donne un temps de
maintenane 0. La raison est que es requêtes sont mono-attributs et ne peuvent dénirent un index
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multiple, don auun hangement n'est eetué sur l'entrept.
4.5 Conlusion
Nous avons proposé et développé dans e hapitre une approhe de séletion inrémentale jointe
qui séletionne onjointement des strutures d'optimisation dénies sur deux tehniques d'optimisa-
tion ; la fragmentation horizontale et les index de jointure binaires. Nous avons ommené par pré-
senter nos travaux antérieurs sur la séletion jointe statique de la fragmentation et de l'indexation.
Nous avons utilisé la dépendane faible-forte entre l'indexation et la fragmentation an de séparer
leurs proessus de séletion tout en prenant en ompte leur onurrene sur la même ressoure ; les
attributs de séletion issus des requêtes de jointures en étoile. La séletion jointe statique se base sur
le partage des attributs de séletion, entre les deux tehniques, an de hoisir pour haque tehnique
les attributs les plus adéquat suseptibles de générer les strutures d'optimisation les plus bénéques
pour la harge de requêtes. Sur ette logique, nous avons développé une approhe de séletion in-
rémentale jointe qui prend en ompte l'évolution de la harge de requêtes. Les attributs de haque
nouvelle requête sont lassiés pour les aeter soit à l'indexation soit à la fragmentation soit aux
deux. Cette lassiation délenhe un sénario d'optimisation qui met en sène les séletions isolées
inrémentale de FH et IJB que nous avons proposé dans les hapitres préédents.
Nous avons appuyé notre proposition par une étude expérimentale qui permet de omparer les
deux types de séletion inrémentale ; isolée et jointe. Nous avons onstaté que la séletion inré-
mentale jointe est plus bénéque que la séletion inrémentale isolée, ar elle permet de ouvrir
l'optimisation d'avantage de requêtes et hoisit pour haque tehnique d'optimisation les attributs
les plus intéressants qui permettent de séletionner des strutures d'optimisation plus bénéques.
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5.1 Introdution
Dans les démarhes d'optimisation des requêtes de jointures en étoile que nous avons proposé
jusque-là, plus préisément dans le ontexte inrémentale, la mise à jour des strutures d'optimisa-
tion déjà implémentées sur l'entrept de données requière un oût de maintenane onsidérable. Le
oût de maintenane représente le temps et les ressoures requis pour mettre à jour les strutures
d'optimisation implémentées sur l'entrept de données an que elles-i s'adaptent à l'évolution de
l'entrept. Pour la fragmentation horizontale par exemple, lorsque l'entrept de donnée évolue, il faut
adapter le shéma de fragmentation des tables aux hangements survenus, e qui néessite plusieurs
opérations de fusion et/ou élatement et/ou déplaement des fragments des diérentes tables. Par
onséquent, il est impératif de séletionner les strutures d'optimisation qui optimisent la harge de
requêtes tout en optimisant le oût de maintenane. En d'autre terme, il faut mettre en ÷uvre une
démarhe de séletion qui optimise deux objetifs : le oût de la harge de requêtes et le oût de
maintenane.
Pour optimiser plusieurs objetifs, il faut formaliser le problème en un problème d'optimisation
multi-objetif. L'optimisation multi-objetif est employée dans plusieurs domaines depuis plusieurs
déennies, 'est ainsi qu'il existe une multitude de travaux qui proposent des approhes et méthodes
de résolutions et d'automatisation pour e problème. Cependant, dans le ontexte d'entrept
de données, seuls les travaux dans [68℄ proposent une formulation multi-objetif d'un
problème de séletion statiques des vues matérialisées, auun travail n'est proposé dans
le ontexte inrémentale. Ainsi, dans e hapitre nous faisons les propositions suivantes :
 Formaliser le problème de séletion inrémentale d'un shéma de fragmentation en un problème
multi-objetif qui vise à optimiser le oût de la harge de requêtes et le oût de maintenane
d'un shéma de fragmentation. En eet, nos tests expérimentaux menés jusque-là ont montré
que par rapport aux index de jointures binaires, la fragmentation horizontale engendre un oût
de maintenane onsidérable qu'il faut réduire.
 Proposer un modèle de oût mathématique pour évaluer le oût de maintenane d'un shéma
de fragmentation implémenté sur un entrept déjà fragmenté. La formalisation du modèle de
oût emploie l'algèbre de fragmentation que nous avons déni dans le hapitre 2.
 Proposer une résolution du problème de séletion inrémentale multi-objetif.
 Dénir une arhiteture globale de séletion inrémentale d'un shéma de fragmentation qui
prend en ompte l'optimisation du oût de maintenane et qui intègre le Proling des requêtes
an de réduire d'avantage le temps de maintenane de l'entrept de données [8, 7℄.
Ce hapitre est organisé omme suit. Dans la setion 2 nous formalisons le problème de séletion
multi-objetif de la fragmentation horizontale. La setion 3 expose le modèle de oût de mainte-
nane. La setion 4 présente notre démarhe de résolution du problème. La setion 5 expose l'étude
expérimentale que nous avons eetué. Enn, la setion 6 onlue le hapitre.
5.2 Formalisation du problème multi-objetif
An de réaliser la séletion inrémentale d'un nouveau shéma de fragmentation, nous avons pro-
posé dans le hapitre 2 deux approhes à savoir la séletion inrémentale naïve FHNI et la séletion
inrémentale par algorithmes génétiques FHAG. Le prinipal problème ave es approhes est que le
nouveau shéma de FH est séletionné sans prendre en ompte son oût d'implémentation sur l'en-
trept. Par onséquent, un nouveau shéma de FH séletionné peut onsidérablement améliorer les
202
5.2. Formalisation du problème multi-objetif
performanes d'exéution des requêtes mais peut être très oûteux du point de vu maintenane. Par
onséquent, nous proposons une approhe de refragmentation inrémentale des entrepts de données
qui optimise deux objetifs : le oût d'exéution de la harge de requêtes et le oût de maintenane
du shéma de fragmentation. Le problème de séletion inrémentale multi-objetif d'un shéma de
fragmentation PMOFH est formalisé omme suit :
Étant donné :
 un ED fragmenté suivant un shéma SF et modélisé par un shéma en étoile ayant d tables de
dimension D = {D1,D2, · · · ,Dd} et une table des faits F ,
 une harge de requêtes Q = {Q1, Q2, ..., Qt},
 une nouvelle requête Qi qui s'exéute sur l'ED,
 un seuil W représentant le nombre maximum de fragments de la table de faits dans le shéma
nal SF ′.
Le PMOFH onsiste à générer un shéma SF ′ de fragmentation primaire des tables dimensions tel
que :
 une fois la table de faits fragmentée par une FH dérivée suivant le shéma SF ′, le nombre de
fragments faits ne dépasse pas W ,
 le oût total d'exéution des requêtes Q ∪ {Qi} sur l'ED fragmenté ave SF
′
est réduit,
 le oût de maintenane de l'entrept est réduit (passage de SF à SF ′).
Formalisé ainsi, le PMOFH est un problème d'optimisation multi-objetif où il faut minimiser
deux objetifs : le oût d'exéution des requêtes et le oût de maintenane de l'ED sous une ontrainte
W sur le nombre de fragments faits générés. Le problème de séletion mono-objetif d'un shéma de
fragmentation est prouvé NP-Complet [14℄. Ainsi, l'ajout d'un nouvel objetif à optimiser ne réduit
pas la omplexité du problème. Don le PMOFH est également NP-Complet.
Nous avons présenté dans le hapitre 2 le modèle de oût pour évaluer le oût d'exéution d'une
harge de requêtes sur un entrept partitionné que nous rappelons dans e qui suit. Considérons
l'entrept fragmenté en N sous shémas en étoiles SF = S1, ..., SN . Le oût d'exéution d'une harge
de requêtes représente la somme des oûts d'exéution de haque Qk ∈ Q sur haque sous shéma
Si ∈ SF . On dénit le oût de hargement d'un fragment fait et un fragment dimension par les
formules suivantes :
 pour un fragment fait :
∏Mi
j=1 Sel(PFj)× |F |,
 pour un fragment dimension Ds :
∏Ls
j=1 Sel(PM
s
j )× |Ds|,
où |R| et Sel(P ) représentent respetivement le nombre de pages néessaires pour stoker la table R
et le fateur de séletivité du prédiat de séletion P . Le oût d'exéution CostE(Q,SF ) de la harge
de requêtes Q sur l'entrept fragmenté suivant le shéma SF est :
CostE(Q,SF ) =
t∑
k=1
NSk∑
j=1

3×

Mi∏
j=1
Sel(PFj)× |F |+
d∑
s=1
Ls∏
j=1
Sel(PM sj )× |Ds|




(5.1)
Ave NSk ≤ N le nombre de sous shémas valides pour haque Qk ∈ Q. Nous annonçons dans e qui
suit, le modèle de oût de maintenane d'un shéma de fragmentation.
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5.3 Modèle de oût de maintenane basé sur l'Algèbre de Fragmen-
tation
Nous dénissons le oût de maintenane pour un nouveau shéma de fragmentation SF ′ omme
le oût d'implémentation de SF ′ sur un entrept partitionné suivant un shéma atuel SF . Pour
aluler le oût de maintenane, nous eetuons les trois étapes suivantes :
1. Utiliser l'Algèbre de Fragmentation AF , dénie dans le hapitre 2, pour déterminer les opéra-
tions algébriques néessaires pour passer du shéma SF vers SF ′.
2. Déterminer les opérations physiques orrespondantes à haune des opérations algébriques trou-
vées préédemment.
3. Évaluer le oût de haque opération physique an de déterminer le oût total de maintenane.
Nous allons détailler dans e qui suit haque étape du proessus de alul du oût de maintenane.
5.3.1 Déterminer les opérations algébriques
Nous avons formalisé les opérations néessaires pour passer d'un shéma atuel SF vers un nou-
veau shéma SF ′ en algèbre dont les opérations algébriques sont résumées omme suit :
 Add_A(Ai, {SD
i
j1
, · · · , SDijp})(SF ).
 Add_SD(Ai, {SD
i
j1
, · · · , SDijp})(SF ).
 Split_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF ).
 Merge_Dom(Ai, {SD
i
j1
, · · · , SDijp}, {SD
i
k1
, · · · , SDiks})(SF ).
 Del_A(Ai)(SF ).
 Del_SD(Ai, {SD
i
j1
, · · · , SDijp})(SF ).
Nous présentons dans e qui suit un exemple où nous montrons omment déterminer les opérations
algébriques néessaires pour passer d'un shéma de fragmentation à un autre.
Exemple 42 Soit un entrept de données omposé d'une table de faits Ventes et une dimension
Clients. Considérons trois attributs de fragmentation : Genre, Ville et Métier. L'entrept de données
est fragmenté suivant un shéma de fragmentation SF donné par le tableau 5.1 gauhe e qui donne
une fragmentation de la table Clients en quatre fragments omme suit :
 Clients1=σ(Genre=M)∧(V ille in (Alger,Oran,Blida))(Clients)
 Clients2=σ(Genre=F )∧(V ille in (Alger,Oran,Blida))(Clients)
 Clients3=σ(Genre=M)∧(V ille=Kala)(Clients)
 Clients4=σ(Genre=F )∧(V ille=Kala)(Clients)
Les opérations algébriques néessaires pour passer du shéma SF (tableau 5.1 gauhe) vers un nouveau
shéma SF ′ (tableau 5.1 droit) sont données par la formule suivante :
SF ′ = Merge_Dom(V ille, {Blida}, {Kala}) ◦ Split_Dom(V ille, {Blida})◦
Add_A(Metier, {M1,M2})(SF ).
5.3.2 Déterminer les opérations physiques
Nous avons exposé, dans la hapitre 2 de la partie II, les trois opérations physiques utilisées an
d'implémenter un nouveau SF sur un ED partitionné sous le SGBD Orale, à savoir Split, Merge et
Move. Nous les résumons omme suit :
 Split (P, Ct) : Supposant une table Clients sur laquelle on eetue l'opération Split(Clients,
Ville='Alger'). La syntaxe Orale est donnée omme suit :
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SF
Genre M F
Ville Alger,Oran,Blida Kala
=⇒
SF'
Genre M F
Ville Alger,Oran Blida,Kala
Métier M1,M2 M3,M4,M5
Table 5.1  Shéma de fragmentation SF atuel et nouveau shéma SF ′
ALTER TABLE Clients
SPLIT PARTITION Ville VALUES ('Alger')
INTO ( PARTITION Clients1, PARTITION Clients2 );
 Merge (P1, P2) : La syntaxe sous Orale qui permet la fusion de deux partitions est la suivante :
ALTER TABLE Clients
MERGE PARTITIONS Clients1, Clients2 INTO PARTITION Clients2;
 Move (P1, TBS) : déplaer le fragment P1 vers le tablespae TBS, s'il n'y a plus d'espae dans
le tablespae en our. La lause Orale est donnée omme suit :
ALTER TABLE Clients
MOVE PARTITION Clients1 TABLESPACE tbs_2;
A la base de es opérations, nous avons interprété l'algèbre de fragmentation au niveau physique.
Nous avons repris les opérations de l'AF et pour haque opération nous avons spéié les opérations
physiques néessaires à son implémentation. L'implémentation de toute l'AF est détaillée dans la
setion 2.4.4.
Exemple 43 Considérons l'exemple 42. Le passage de SF vers SF ′ néessite trois opérations algé-
briques dont nous donnons l'implémentation physique omme suit :
 Add_A(Metier, {M1,M2}) : l'exéution de l'algorithme d'implémentation donne :
Ens_Part = Identify_Part(Métier in (M1, M2)) = {Clients1, Clients2},
Split (Clients1, Métier in (M1, M2)) = {Clients11, Clients12},
Split (Clients2, Métier in (M1, M2)) = {Clients21, Clients22}.
 Split_Dom(V ille, {Blida}) les opérations physiques sont les suivantes :
Ens_Part = Identify_Part(Ville = Blida) = {Clients11, Clients21, Clients22},
Split (Clients11, (Ville = Blida)) = {Clients111, Clients112},
Split (Clients21, (Ville = Blida)) = {Clients211, Clients212},
Split (Clients22, (Ville = Blida)) = {Clients22}.
 Merge_Dom(V ille, {Blida}, {Kala}) : l'exéution de l'algorithme d'implémentation donne :
Ens_Part1 = Identify_Part(Ville = Kala) = {Clients111, Clients211, Clients12},
Ens_Part2 = Identify_Part(Ville = Blida) = {Clients112, Clients212, Clients22},
Mergeable(Clients111, Clients112, Ville) = True ,
Merge (Clients111, Clients112),
Ens_Part2 = {Clients211, Clients12}, Ens_Part2 = {Clients212, Clients22},
Mergeable(Clients211, Clients22, Ville) = False,
Mergeable(Clients12, Clients212, Ville) = False,
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Mergeable(Clients12, Clients22, Ville) = False,
Mergeable(Clients211, Clients212, Ville) = True,
Merge (Clients211, Clients212),
Ens_Part1 = {Clients12}, Ens_Part2 = {Clients22},
Mergeable(Clients12, Clients22, Ville) = False.
5.3.3 Modèle de oût de maintenane
An de spéier le oût d'implémentation d'un nouveau SF , il faut évaluer le oût des opérations
Split, Merge et Move. Les oûts des opérations, représentant le nombre d'entrées/sorties système,
sont donnés respetivement omme suit :
1. Coût d'une opération Split : l'exéution d'une opération Split sur un fragment dimension, en-
gendre l'élatement d'un fragment FD de la table dimension D en deux fragments FD1 et FD2.
Ensuite, tous les fragments faits FFi orrespondant au fragment FD doivent à leurs tour être
élatés en deux fragments FF1i et FF2i. Un fragment fait FFi orrespond à un fragment di-
mension FD si tous les tuples de FFi peuvent être joints ave les tuples de FD. Ainsi le oût
d'une opération Split, noté CSplit, est donné par
CSplit = |FD|+ |FD1|+ |FD2|+
NbFF∑
i=1
(|FFi|+ |FF1i|+ |FF2i|) (5.2)
Où |R| représente la taille de la table R en termes de pages systèmes et NbFF le nombre de
fragments fais orrespondant au fragment dimension FD
2. Coût d'une opération Merge : l'opération Merge signie la fusion de deux fragments dimension
FD1 et FD2 en un seul fragment FD. Chaque deux fragments faits FF1i et FF2i, orrespondant
resp. à FD1 et FD2, sont joints aussi en un seul fragment fait FFi. L'opération de fusion
peut être onsidérée omme une opération d'union des deux fragments. De e fait, le oût de
l'opération Merge, noté CMerge, est donné omme suit :
CMerge = |FD1|+ |FD2|+ |FD1 ∪ FD2|+
NbFF∑
i=1
(|FF1i|+ |FF2i|+ |FF1i ∪ FF2i|) (5.3)
3. Coût d'une opération Move : Après fusion de deux fragments, le fragment résultant F peut être
déplaé vers un autre tablespae si l'espae sur le tablespae en our est insusant. Le fragment
est réérit sur le disque dur à l'emplaement prévu. Ainsi, le oût d'une opération Move, notée
CMove, est donné par la formule suivante :
CMove = |FD|+
NbFF∑
i=1
|FFi| (5.4)
Ainsi, le oût de maintenane CostM(SF) représente la somme des oûts de toutes les opérations
de fusion, élatement et déplaement néessaires pour implémenter le nouveau SF . Il est donné
par la formule suivante :
CostM(SF ) =
NbMerge∑
i=1
CMergei +
NbMove∑
i=1
CMovei +
NbSplit∑
i=1
CSpliti (5.5)
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Où, NbMerge, NbSplit et NbMove représentent respetivement le nombre de fusions, élatements et
déplaements néessaires pour implémenter le nouveau SF sur l'ED. Considérons le pire des as où
haque fusion néessite un déplaement, le oût de maintenane est alors donné omme suit :
CostM(SF ) =
NbMerge∑
i=1
(CMergei +CMovei) +
NbSplit∑
i=1
CSpliti (5.6)
Exemple 44 Considérons l'exemple 43. Pour simplier les notations dans l'exemple, nous notons
Clientsi par CLi. A haque fragment de la table Clients CLi orrespond un fragment de la table des
faits Ventes noté Vi. Les opérations physiques pour passer de SF vers SF ′ sont données omme suit :
Split1 (CL1, Métier in (M1, M2)) = {CL11, CL12}
Split2 (CL2, Métier in (M1, M2)) = {CL21, CL22}
Split3 (CL11, (Ville = Blida) = {CL111, CL112}
Split4 (CL21, (Ville = Blida) = {CL211, CL212}
Split5 (CL22, (Ville = Blida) = {CL22}
Merge1 (CL111, CL112) = {CL11}
Merge2 (CL211, CL212) = {CL21}
En onsidérant le pire des as, deux opérations Move sont néessaires :
Move1 (CL11)
Move2 (CL21)
Nous alulons le oût de maintenane pour le nouveau shéma SF ′ omme suit :
CostM(SF ′) =
∑2
i=1 (CMergei +CMovei) +
∑5
i=1 CSpliti
= CMerge1+CMove1+CMerge2+CMove2+CSplit1+CSplit2+CSplit3+CSplit4+CSplit5.
La table de faits Vente est fragmentée par une fragmentation dérivée suivant uniquement la table
Clients. A haque fragment CLi orrespond alors un seul fragment faits Vi. Don les oûts de haque
opération est donnée omme suit :
CMerge1 = |CL111|+|CL112|+|CL111∪CL112|+|V111|+|V112|+|V111∪V112|
CMove1 = |CL11|+|V11|
CMerge2 = |CL211|+|CL212|+|CL211∪CL212|+|V211|+|V212|+|V211∪V212|
CMove2 = |CL21|+|V21|
CSplit1 = |CL1|+|CL11|+|CL12|+|V1|+|V11|+|V12|
CSplit2 = |CL2|+|CL21|+CL22|+|V2|+|V21|+V22|
CSplit3 = |CL11|+|CL111|+CL112|+|V11|+|V111|+V112|
CSplit4 = |CL21|+|CL211|+CL212|+|V21|+|V211|+V212|
CSplit5 = |CL22|+|V22|
5.4 Notre démarhe de résolution du PMOFH
An de résoudre le PMOFH, nous proposons de l'amener à un problème mono-objetif en utili-
sant la méthode de ompromis. Notre hoix s'est porté sur ette méthode pour deux raisons :
1. La fontion objetif qu'il faut optimiser en priorité est le oût total d'exéution des requêtes
sur l'entrept fragmenté.
2. Dans la formulation du problème, nous avons une ontrainte W sur le nombre de fragments
faits générés.
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Par onséquent, nous introduisons une ontrainte sur le oût de maintenane pour un nouveau shéma
de fragmentation noté R. La ontrainte R représente le oût maximum d'opérations d'élatement,
de fusion et de déplaement permises pour l'implémentation du nouveau shéma de fragmentation
séletionné. Ainsi, la nouvelle formulation du problème de séletion d'un shéma de fragmentation
PMOFH ′ est donnée omme suit :
Étant donné :
 un ED fragmenté suivant un shéma SF , modélisé par un shéma en étoile ayant d tables de
dimension D = {D1,D2, · · · ,Dd} et une table des faits F ,
 une harge de requêtes Q = {Q1, Q2, ..., Qt},
 une nouvelle requête Qi qui s'exéute sur l'ED,
 un seuil W représentant le nombre maximum de fragments de la table faits dans le shéma nal
SF ′,
 une ontrainte R sur le oût de maintenane de SF ′.
Le PMOFH ′ onsiste à générer un shéma SF ′ de fragmentation primaire des tables dimensions,
déni sur l'ensemble AS, tel que :
 une fois la table de faits fragmentée par une FH dérivée suivant le shéma SF ′, le nombre de
fragments faits ne dépasse pas W ,
 le oût total d'exéution des requêtes Q ∪ {Qi} sur l'ED fragmenté ave SF
′
est optimisé,
 le oût de maintenane de l'entrept ne dépasse pas R.
Formalisé ainsi, le PSIFH ′ est un problème mono-objetif qui onsiste à minimiser le oût d'exéution
des requêtes sous les deux ontraintes W et R.

Minimiser CostQ(Q,SF ′)
ave CostM(SF ′) ≤ R
et NbFragment(SF ′) ≤W
(5.7)
5.4.1 Séletion inrémentale ave optimisation du oût de maintenane CM
An de résoudre le PMOFH ′, nous proposons une approhe de séletion inrémentale d'un SF
ave optimisation du oût de maintenane basée sur les algorithmes génétiques que nous appelons
CM. L'arhiteture globale de notre approhe est présentée sur la gure 5.1.
Le déroulement du proessus de séletion, illustré sur la gure 5.1, est similaire au proessus de
séletion inrémentale détaillé dans la setion 2.2. Rappelons que les étapes du proessus de séletion
sont les suivantes :
1. Générer le shéma de fragmentation atuel de l'ED SF .
2. Analyser la nouvelle requête exéutée Qi.
3. Générer un nouveau shéma de fragmentation SF1 en ajoutant les attributs et sous-domaines
issus de la requêtes Qi au shéma atuel SF .
4. Séletionner par AG un shéma SF ′ nal qui optimise le oût de la harge de requête et le oût
de maintenane.
5. Implémenter le SF ′ sur l'entrept de données.
Au niveau de la séletion d'un SF ′ nal, nous employons un algorithme génétique guidé par une
fontion objetif qui permet d'évaluer les diérentes solutions exploitées par l'AG. Nous présentons
dans e qui suit le odage du hromosome et la formulation de la fontion objetif pour l'AG.
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Figure 5.1  Arhiteture de la séletion inrémentale ave oût de maintenane CM
5.4.1.1 Codage du hromosome pour la démarhe CM
L'enodage d'un shéma de fragmentation sous forme d'un hromosome est représenté dans le
tableau 5.2. Ce odage permet d'attribuer à haque sous-domaine un numéro, les sous-domaines qui
possèdent le même numéro sont fusionnés en un seul ensemble.
M F
Genre 1 2
Alger Oran Blida Kala Reste2
Ville 1 2 3 3 4
P1 P2 P3 Reste3
PNom 1 2 2 3
Table 5.2  Codage du shéma de fragmentation en hromosome : démarhe CM
5.4.1.2 Fontion objetif pour la démarhe CM
Le problème d'optimisation mono-objetif vise à optimiser un objetif, qui est le oût de la harge
de requêtes, ave deux ontraintes. Étant donnée un shéma SF et une harge de requêtes Q, le
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problème est formalisé omme suit :

Minimiser CostQ(Q,SF )
ave CostM(SF ) ≤ R
et NbFragment(SF ) = N ≤W
(5.8)
Nous proposons d'amener e problème à un problème d'optimisation d'un objetif sans ontraintes.
Pour e faire, nous exprimons deux fontions de pénalités. La première fontion vise à pénaliser les
SF dont le nombre de fragments dépasse la ontrainte W :
Pen1(SF ) =
N
W
(5.9)
La seonde fontion de pénalité pénalise les shémas de fragmentation SF dont le oût de maintenane
dépasse R :
Pen2(SF ) =
CostM(SF )
R
(5.10)
Nous appliquons la première pénalité an d'obtenir une première formulation de la fontion objetif
omme suit :
F (SF ) =
{
CostQ(Q,SF )× Pen1(SF ), Si Pen1(SF ) > 1
CostQ(Q,SF ), Sinon.
(5.11)
Nous appliquons ensuite la seonde pénalité an d'obtenir la formulation nale de la fontion objetif
omme suit :
FC(SF ) =
{
F (SF )× Pen2(SF ), Si Pen2(SF ) > 1
F (SF ), Sinon.
(5.12)
5.4.2 Intégration du Proling des requêtes dans l'approhe CM
Nous proposons une nouvelle approhe de séletion inrémentale qui ombine deux approhes que
nous avons développé et qui sont la séletion inrémentale ave optimisation du oût de maintenane
CM et la séletion inrémentale ave Proling des requêtes ProlQ développée dans le hapitre 2,
setion 2.5. L'arhiteture globale de ette nouvelle approhe est illustrée sur la gure 5.2. Elle est
omposée de deux systèmes ; le Système de Séletion qui permet de séletionner un shéma de
fragmentation nal en optimisant le oût de maintenane, puis d'implémenter physiquement e shéma
sur l'entrept et le Système Déisionnel qui permet de ontrler le délenhement du système de
séletion lorsqu'une nouvelle requête est exéutée. Le déroulement du proessus de séletion est donné
omme suit :
 Le système déisionnel analyse la requête nouvellement exéutée an de déterminer son prol.
Si le prol de la requête est "Neutre" ou "Rédution", auune nouvelle séletion n'est néessaire.
Si le prol de la requête est "Évolution" ou " Mixte", le système de séletion est démarré et
eetue les opérations suivantes :
⋆ Générer le shéma de fragmentation atuel de l'ED.
⋆ Analyser la nouvelle requête exéutée Qi.
⋆ Générer un nouveau shéma de fragmentation SF1.
⋆ Séletionner par AG un shéma SF ′ nal qui optimise le oût de la harge de requête et le
oût de maintenane.
⋆ Implémenter le SF ′ sur l'entrept de données.
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Figure 5.2  Arhiteture de la séletion inrémentale CM+ProlQ
5.5 Étude expérimentale
An d'évaluer nos propositions, nous avons réalisé des tests de omparaison sur un entrept réel
issu du benhmark APB1 [40℄ sous le SGBD Orale 11g ave une mahine Intel Core 2 Duo et une
mémoire 2Go. Cet entrept est omposé d'une table de faits Atvars(24 786 000 tuples) et quatre
tables de dimension Prodlevel (9000 tuples), Custlevel (900 tuples), Timelevel (24 tuples) et Chanlevel
(9 tuples). Pour nos tests, nous utilisons une harge de 60 requêtes qui génèrent 18 attributs de
fragmentation (Line, Day, Week, Country, Depart, Type, Sort, Class, Group, Family, Division, Year,
Month, Quarter, Retailer, City, Gender and All) qui ont respetivement les ardinalités suivantes :
15, 31, 52, 11, 25, 25, 4, 605, 300, 75, 4, 2, 12, 4, 99, 4, 2, 3.
A notre onnaissane, auun travail ne traitre de la séletion inrémentale multi-objetif. Ainsi,
nous avons eetué des omparaisons entres les diérentes approhes que nous avons développé.
Nous eetuons deux parties de tests : (1) des tests théoriques pour évaluer nos approhes de séletion
inrémentale, et (2) des tests pratiques sous le SGBD Orale qui vise à évaluer le oût de maintenane
engendré par nos approhes de séletion inrémentale. Il est à noter que le oût d'exéution de la
harge des 60 requêtes sans auune optimisation est de 42.5 Millions d'E/S.
5.5.1 Évaluation Théorique
Nous avons eetué trois tests théoriques en onsidérant une ontrainte W = 100. Ces tests visent
à omparer entre deux approhes que nous avons proposées.
1. Séletion inrémentale multi-objetif d'un shéma de fragmentation, notée CM
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Figure 5.3  Eet de la variation de la ontrainte R sur les démarhes FHAG et CM
2. Séletion inrémentale d'un shéma de fragmentation par algorithmes génétiques FHAG, pré-
sentée dans le hapitre 2.
5.5.1.1 Test 1 : Variation de la ontrainte R
Le premier test théorique vise à étudier l'inuene de la ontrainte de maintenane R sur les
approhes FHAG et CM . Pour e faire, nous onsidérons un shéma de fragmentation initial qui
servira de base de omparaison et de alul du oût de maintenane. Puis, nous faisons varier la
ontrainte R sur le oût de maintenane. Pour simplier, nous dénissons la ontrainte R omme
le nombre d'opérations de fusions, élatements et déplaements néessaires pour implémenter un
nouveau shéma de fragmentation. La ontrainte R est don variée de 0 à 70 opérations et à haque
palier de 10 opérations, nous exéutons les deux approhes CM et FHAG sur la harge des 60
requêtes. Pour haque valeur de R et haque approhe, nous relevons le oût d'exéution de la harge
de requêtes en présene de la struture d'optimisation séletionnée. Les résultats sont donnés sur la
gure 5.3.
Nous onstatons que la variation de la ontrainte R n'inue pas sur la démarhe FHAG ar
elle-i onsidère uniquement le oût d'exéution de la harge de requêtes omme objetif à optimiser.
Cependant, la ontrainte R inue sur la qualité des solutions séletionnées par CM . D'abords, auune
optimisation n'est apportée par CM pour R=0 ar auun shéma de fragmentation n'est séletionné.
Pour des valeurs de R entre 0 et 40 opérations, la démarhe FHAG donne une meilleure optimisation
du oût d'exéution par rapport à CM . Pour es valeurs de R de bonnes solutions qui optimisent
bien le oût des requêtes sont pénalisées dans la démarhe CM , ar elles engendrent un oût de
maintenane élevé par rapport au seuil R. A partir d'un seuil R=40, les deux approhes donnent les
mêmes résultats d'optimisation ar dans CM de moins en moins de solutions sont pénalisées ave
l'augmentation de R.
5.5.1.2 Test 2 : Coût d'exéution
Dans le seond test, nous eetuons une évaluation inrémentale ave une ontrainte W=100
et R=30. Nous onsidérons une harge de 45 requêtes déjà exéutées sur l'entrept de données.
Cette harge est optimisée ave un shéma FH préalablement séletionné et implémenté. Ensuite,
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Figure 5.4  Taux de rédution du oût d'exéution : FHAG vs. CM
15 nouvelles requêtes sont exéutées suessivement sur l'entrept. Lors de l'exéution de haque
nouvelle requête Qi, nous eetuons la séletion d'un nouveau shéma de fragmentation suivant les
deux démarhes FHAG et CM . Pour haque requête et haque démarhe, nous relevons le taux
d'optimisation du oût d'exéution de la harge de requêtes en présente du shéma de fragmentation
séletionné (gure 5.4).
En analysant les résultats qu'illustre la gure 5.4, nous onstatons que la démarhe FHAG
apporte une meilleure optimisation du oût que la démarhe CM . En eet, FHAG apporte en
moyenne une rédution de 59% du oût d'exéution des requêtes et CM donne une amélioration
de 50% en moyenne. En eet, dans la démarhe de CM , les solutions oûteuses en terme de oût
de maintenane sont pénalisées ave une ontrainte R = 30. Ainsi, dans CM de bonnes solutions,
qui permettent d'améliorer les performanes des requêtes, peuvent être éartées par le proessus de
séletion.
5.5.1.3 Test 3 : Coût de maintenane
Dans le troisième test, nous évaluons les deux démarhes de séletion selon le oût de maintenane
des shémas de fragmentation que haune des deux démarhes séletionne. Nous avons relevé, durant
la réalisation du test 2, le oût de maintenane de haque shéma de fragmentation nal séletionné par
les deux démarhes FHAG et CM (ontrainte R=30). Le résultat est illustré sur la gure 5.5. Cette
gure montre lairement que les solutions nales séletionnées par la démarhe FHAG néessitent
plus d'opérations que les solutions apportées par la démarhe CM , une diérene allant jusqu'à 30%
d'opérations supplémentaires pour FHAG. De e fait, en prenant en ompte les deux paramètres
importants à savoir : l'optimisation de la harge de requêtes et le oût de maintenane du shéma
séletionné, l'approhe CM permet d'apporter les meilleurs résultats d'optimisation multi-objetif.
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Figure 5.5  Coût de maintenane : FHAG vs. CM
5.5.2 Évaluation pratique sous Orale 11g
An de valider les approhes que nous avons implémenté, nous eetuons un test pratique sous
le SGBD Orale qui vise à omparer le temps d'implémentation des shémas de fragmentation séle-
tionnés par quatre démarhes de séletion inrémentale.
 FHAG : Séletion inrémentale basée sur les AG.
 CM : Séletion inrémentale basée sur les AG ave optimisation du oût de maintenane.
 ProfilQ : Séletion inrémentale basée sur les AG ave Proling des requêtes.
 CM+ProfilQ : Séletion inrémentale basée sur les AG ave Proling des requêtes et optimi-
sation du oût de maintenane.
Nous onsidérons l'environnement de séletion inrémentale préédent ave W=100 et R=30. Nous
exéutons les quatre approhes de séletion et pour haque approhes, nous relevons le temps total
d'implémentation eetive de tous les shémas de fragmentation séletionnés après exéution des 15
requêtes sur l'entrept de données. Nous pouvons onsidérer e temps omme le temps de déroulement
du test pour haque séletion. Les résultats sont donnés par la gure 5.6.
Nous onstatons que la démarhe FHAG donne le temps d'implémentation le plus lent par rap-
port aux autres approhes (5h21 heures) vu qu'elle ne onsidère auune optimisation du oût de
maintenane d'un shéma de fragmentation. De plus, ette approhe se délenhe après l'exéution
de haque nouvelle requête. En omparant les deux approhes CM et ProfilQ, nous remarquons que
l'approhe ProfliQ engendre un temps globale d'implémentation réduit (2h48 heures) par rapport
à CM (3h54 heures). Contrairement à la séletion CM qui altère le shéma de fragmentation de
l'entrept après l'exéution de haque nouvelle requête parmi les 15 requêtes, pour ProfliQ seules 6
requêtes néessitent une nouvelle séletion inrémentale ar elles ont un prol Mixte et Évolution. Les
9 autres requêtes ont un prol Neutre et Rédution qui ne néessite auune nouvelle séletion. Enn,
nous remarquons que la démarhe CM+ProfilQ apporte les meilleurs résultats à savoir un temps
d'implémentation de 2h06. Non seulement, ette séletion se délenhe uniquement pour 6 requêtes
sur 15 mais en plus, elle optimise le oût de maintenane de haque nouveau shéma de fragmentation
séletionné e qui réduit onsidérablement le temps d'implémentation total.
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Figure 5.6  Temps d'implémentation des SF : FHAG, CM , ProfilQ, CM + ProfilQ
5.6 Conlusion
Dans e hapitre nous avons proposé une nouvelle formulation du problème de séletion inrémen-
tale d'un shéma de fragmentation en un problème multi-objetif qui vise à optimiser deux objetifs à
savoir le oût d'exéution des requêtes et le oût de maintenane du nouveau shéma de fragmentation
séletionné. En eet, lorsque la harge de requêtes évolue, il faut adapter le shéma de fragmentation
atuel de l'entrept e qui néessite d'eetuer plusieurs opérations de fusions, élatements et dé-
plaements des diérents fragments. Séletionner un nouveau shéma de fragmentation qui optimise
uniquement les performanes de la harge évolutive n'est pas susant ; il faut également penser à
optimiser le oût de maintenane de l'entrept de données pour l'adapter à l'évolution de harge.
An de résoudre le PMO sur la séletion inrémentale d'un shéma de fragmentation, nous avons
utilisé la méthode du ompromis qui vise à transformer le PMO en un problème mono-objetif.
Cela nous a onduit à proposer une nouvelle approhe de séletion inrémentale d'un shéma de
fragmentation ave optimisation du oût de maintenane. Nous avons proposé un modèle de oût
de maintenane et pour e faire, nous nous sommes basés sur l'algèbre de fragmentation an de
déterminer toutes les opérations de passage d'un shéma de fragmentation vers un nouveau shéma.
Puis haque opération est évaluée an de déterminer le oût de maintenane total. Ensuite, nous
avons ombiné ette proposition ave nos travaux préédents où nous avons intégré le prinipe de
Proling des requêtes an de mieux réduire le oût de maintenane de l'entrept de données.
Nous avons onduit une étude expérimentale sous le SGBD Orale 11g an de tester toutes les
approhes proposées. D'abords, nous avons montré une fois de plus l'eaité de notre algèbre de
fragmentation qui est utilisée dans détermination du modèle de oût de maintenane et le Proling des
requêtes. De plus, nous avons onlu que ombiner le prinipe d'optimisation du oût de maintenane
et le prinipe de Proling des requêtes permet à la fois de répondre aux exigenes des déideurs quant
à la performane des requêtes exéutées mais aussi permet au onepteur de l'entrept de données
d'optimiser le oût de maintenane de l'entrept lorsque elui-i évolue.
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6.1. Introdution
6.1 Introdution
L'administrateur des entrepts de données a la tâhe diile de hoisir un sénario d'optimisa-
tion des requêtes déisionnelles lors de la oneption physique de l'entrept de données. Il doit hoisir
entre plusieurs tehniques d'optimisation omme les index, vues, fragmentation, gestion du buer,
ordonnanement des requêtes, et. et entre plusieurs algorithmes de séletion an de gérer une taille
gigantesque de données (plusieurs Go ou To). Les auteurs dans [26℄ ont montré que parmi les respon-
sabilités de l'administrateur, omme le odage, le reouvrement, la surveillane du système, la mise à
niveau du système, et, la tâhe de oneption physique onsomme 17% du temps d'administration.
Par onséquent, plusieurs outils existent pour assister l'administrateur dans l'étape de oneption
physique omme Orale Tuning Advisor [43℄ pour l'administration et le tuning des entrepts de don-
nées, DB2 Design Advisor [95, 100, 60℄, Mirosoft Database Tuning Advisor[1℄ et l'outil ParAdmin
proposé par [11℄ dans le domaine de la reherhe.
La tâhe d'administration des ED est d'avantage plus omplexe dans le ontexte inrémentale
ar il faut maintenir le shéma d'optimisation implémenté sur l'entrept de manière ontinuelle an
de répondre aux nouvelles exigenes des déideurs. Par onséquent, l'attention de l'administrateur
est ontinuellement solliité pour ette tâhe. La question qui se pose est : quand faut-il mettre à
jours les strutures d'optimisation implémentées ? Dans le adre de la séletion inrémentale de la
fragmentation horizontale par exemple, les auteurs dans [45℄ montent qu'il est diile de dénir le
moment où il faut refragmenter un entrept de données. En plus de ette diulté, et lors de notre
étude de la séletion inrémentale, nous onstatons que pour mettre à jour un shéma d'optimisation
de l'entrept, il faut tenir ompte de plusieurs fateurs omme la disponibilité des ressoures, la
néessité d'une mise à jour, le oût de maintenane vs. le gain de performanes, et.
Ainsi, nous proposons un outil pour la oneption physique des ED dans le adre inrémentale,
appelé AdminIn. AdminIn implémente les approhes que nous avons proposées. L'administrateur
eetue le paramétrage de l'outil an de hoisir la démarhe de séletion souhaitée ; IJB ou FH,
séletion isolée ou jointe, séletion mono ou multi-objetif, optimisation du oût de maintenane par
Proling de requêtes, par modèle de oût de maintenane ou les deux. AdminIn analyse ontinuelle-
ment le journal du SGBD an de déteter des hangements au niveau des requêtes. Lors de l'évolution
de harge, AdminIn eetue la mise à jour du shéma d'optimisation selon le paramétrage eetué.
L'outil est développé sous l'environnement Windows 7 ave le langage JAVA sous l'EDI Elipse et
utilise l'API JGAP pour implémenter l'algorithme génétique.
Ce hapitre est organisé omme suit. Dans la setion 2 nous présentons la oneption et réalisation
de notre outil AdminIn. La setion 3 onlue le hapitre.
6.2 Coneption et réalisation de AdminIn
Nous présentons dans ette setion la desription de notre outil d'assistane à l'administration des
ED dans le adre inrémentale AdminIn. Cet outil permet de maintenir ontinuellement le shéma
de fragmentation et/ou indexation d'un entrept et de le mettre à jour lorsqu'une nouvelle requête
est exéutée. Dans un premier lieu, nous présentons l'analyse fontionnelle de l'outil qui omporte
la desription des tehniques d'optimisation, les modes de séletion et les algorithmes de séletion.
Dans un seond lieu, nous exposons la oneption de AdminIn et ses fontionnalités. Finalement,
nous présentons un exemple d'utilisation de l'outil onneté à Orale 11g ave le benhmark APB-1.
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6.2.1 Analyse fontionnelle
Notre outil doit répondre à plusieurs exigenes et permettre à l'administrateur d'eetuer le bon
paramétrage an de réaliser le maintien des strutures d'optimisation implémentées sur un entrept
de données. L'administrateur doit paramétrer l'outil selon les aspets présentés dans e qui suit.
6.2.1.1 Les tehniques d'optimisations
L'outil permet d'implémenter deux tehniques d'optimisation. La fragmentation horizontale et
les index de jointures binaires. Le sénario de fragmentation horizontale dans les entrepts données
onsiste à eetuer une FH primaire des tables dimensions suivie par une FH dérivée de la table de
faits [14℄. Ce sénario de fragmentation engendre un nombre de fragments important de la table de fait
qui est égale au produits des nombres de fragments respetifs des tables de dimension. L'outil permet
de xer le nombre de fragments faits à générer au maximum et d'eetuer la séletion inrémentale
d'un shéma de FH omme montré dans le hapitre 2. Conernant les index de jointures binaires,
l'outil permet d'implémenter les index simples mono-attributs et les index multiples multi-attributs. Il
permet de xer l'espae de stokage alloué aux index. La séletion inrémentale des index est réalisée
omme présenté dans le hapitre 1.
6.2.1.2 Le mode de séletion
AdminIn permet de hoisir entre une séletion isolée ou une séletion jointe. Pour la séletion
isolée, l'outil permet d'optimiser l'entrept ave une FH ou ave les index de jointures binaire et
de xer pour haque tehnique les ontraintes d'optimisation. Conernant la séletion jointe, il est
possible de séletionner deux tehniques d'optimisation ; fragmentation et index simples, fragmenta-
tion et index multiple, index simples et index multiples. La séletion jointe de la fragmentation et
de l'indexation est présentée dans le hapitre 4. Quant à la séletion jointe des index simples et des
index multiples, elle est présentée dans le hapitre 3.
6.2.1.3 Les algorithmes de séletion
Pour la séletion des strutures d'optimisation nales, nous avons employé un algorithme génétique
implémenté à travers le framework JGAP développé en JAVA.
6.2.1.4 Les objetifs à optimiser
Dans le ontexte d'optimisation inrémentale, un oût de maintenane de l'entrept est engendré
représentant le oût d'exploitation des ressoures pour maintenir et mettre à jour le shéma d'op-
timisation atuellement implémenté selon l'évolution de l'entrept. AdminIn donne la possibilité
d'inlure le oût de maintenane dans le proessus de d'optimisation an de réaliser une optimisa-
tion multi-objetif des requêtes déisionnelles. L'administrateur peut xer le oût de maintenane
maximum qu'un nouveau shéma d'optimisation peut engendrer.
6.2.1.5 Le ontrle de la séletion inrémentale
La prinipale diulté dans le adre de séletion inrémentale est de déider quand es e qu'il
faut mettre à jour le shéma d'optimisation de l'entrept. Par onséquent, notre outil apture de
manière ontinuelle les hangements eetués sur la harge de requêtes an d'exéuter une stratégie
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d'optimisation. Dans le SGBD Orale, les requêtes exéutées sur l'entrept sont stokées dans le
journal des transations, plus exatement dans une table appelée v$sql. La requête SQL suivante
permet de réupérer et d'ordonner les requêtes de la plus réente à la plus anienne requête exéutée.
SELECT *
FROM v$sql
WHERE sql_text LIKE '%Atvars%'
AND parsing_shema_name='DW'
ORDER BY first_load_time DESC;
Où Atvars est le nom de la table de faits et DW le nom du shéma de l'entrept de données.
Lorsqu'un hangement au niveau du journal des transations est déteté, l'outil exéute une séletion
inrémentale selon le paramétrage eetué (tehnique, mode de séletion, ontraintes d'optimisation,
objetifs). Cependant, ertains hangements au niveau des requêtes peuvent ne pas néessiter une
mise à jour du shéma d'optimisation. Ainsi, AdminIn permet d'inlure le Proling des requêtes dans
le proessus de séletion. Il permet de visualiser la nouvelle requête exéutée, son prol, les opérations
algébriques qu'elle engendre et déide s'il est impératif ou non de laner un nouveau proessus de
séletion inrémentale.
6.2.2 Coneption et réalisation
Nous présentons sur la gure 6.1 l'arhiteture globale de notre outil AdminIn. L'outil permet à
l'administrateur de visualiser les diérentes tables et attributs de l'entrept et les requêtes exéutées. Il
permet d'extraire le shéma d'optimisation atuel ; shéma de fragmentation des tables et/ou shéma
d'indexation. L'administrateur peut aussi paramétrer l'outil pour spéier la ou les tehniques à
séletionner, le type de séletion isolée ou jointe, les ontraintes d'optimisation à savoir S (espae de
stokage des index), W ( nombre de fragments faits maximum) et R (oût maximum de maintenane),
le type d'optimisation mono ou multi-objetif et l'utilisation du Proling des requêtes.
L'outil est omposé de quatre ongles, Visualiser, Système Déisionnel, Système de Séletion et
Optimisation inrémentale. Ils sont détaillés dans e qui suit.
6.2.2.1 Visualisation
Comme le montre la gure 6.2, AdminIn permet de se onneter à un shéma d'entrept de
données, en l'ourrene le shéma "dw". Il permet d'extraire les tables, leurs tailles et attributs
respetifs et permet d'identier la table de faits, dans et exemple "Atvars". La harge de requêtes
atuellement optimisée peut être extraite et ahée. L'outil permet également d'extraire le shéma
d'optimisation de l'entrept (gure 6.3) ; shéma de fragmentation et shéma d'indexation s'il y a lieu.
L'outil montre pour un shéma d'indexation le type d'index implémenté (simple ou multiple ou les
deux), les attributs indexables, les index, la taille de haun en Mo et la taille de l'espae de stokage
oupé par tous les index. Pour la fragmentation, on peut visualiser le shéma de fragmentation ; les
attributs et pour haque attribut la répartition de son domaine en ensembles de sous-domaines, ainsi
que le nombre de fragments de la table de faits. A travers le menu et le bouton Classiation, il est
possible de voir le résultat de lassiation des attributs pour la séletion jointe de FH et IJB et la
lassiation des requêtes pour la séletion jointe des index simples et multiples.
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Figure 6.1  Arhiteture globale de l'outil AdminIn
Figure 6.2  Connexion à l'entrept de données
et visualisation des tables
Figure 6.3  Shéma d'optimisation atuel de
l'entrept
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Figure 6.4  Paramétrage du Système de Séle-
tion
Figure 6.5  Ativation du Système Déision-
nel, Algèbre et Prol de requête
6.2.2.2 Système de Séletion
Dans l'onglet Seletion System, l'administrateur peut paramétrer l'outil an de hoisir une stra-
tégie d'optimisation omme le montre la gure 6.4. Il hoisit le mode de séletion isolée ou jointe, la
tehnique d'optimisation à employer à savoir la fragmentation, les index simples et/ou les index mul-
tiples et le type d'optimisation mono ou multi-objetif. Selon le hoix fait jusque-là, l'administrateur
peut xer les ontraintes d'optimisation qui représentent le nombre maximum de fragments faits pour
la fragmentation, l'espae de stokage des index et le oût de maintenane maximum dans le adre de
la séletion multi-objetif. Enn, l'outil implémente un algorithme génétique pour haque proessus
de séletion dont il est possible de xer les paramètres à savoir taille de la population, nombre de
génération, taux de roisement et taux de mutation.
6.2.2.3 Système Déisionnel
L'onglet Deision System permet d'ativer le système déisionnel qui ontrle le lanement du
système de séletion (gure 6.5). AdminIn expose l'algèbre de fragmentation à travers la desription
de ses opérateurs. La dernière requête exéutée est ahée ainsi que son prol et les opérateurs
algébriques qu'elle a engendré sur le shéma de fragmentation atuel de l'entrept de données.
6.2.2.4 Optimisation inrémentale
L'onglet Inremental Optimization présente les résultats d'optimisation inrémentale. AdminIn
est exéuté ontinuellement en arrière-plan et analyse de façon périodique le journal de transation
du SGBD. Lorsque une nouvelle requête est exéutée, par exemple à travers l'utilitaire SQLPlus*
d'Orale (gure 6.6), l'outil apture e hangement et selon la onguration du système de séletion,
eetue la mise à jour du shéma d'optimisation. Selon gure 6.4, le paramétrage du système de
séletion donne lieu à une séletion inrémentale jointe de la fragmentation et des index multiples où
l'optimisation est multi-objetif. L'exéution de la séletion inrémentale donne lieu à un nouveau
shéma d'optimisation illustré sur la gure 6.7. La nouvelle requête exéutée est donnée omme suit :
SELECT Time_level,ount(*)
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Figure 6.6  Exéution d'une nouvelle requête sous Orale 11g (SQLPlus*)
Figure 6.7  Résultat de l'optimisation inrémentale après exéution de la nouvelle requête
FROM ACTVARS A,PRODLEVEL P,CUSTLEVEL C
WHERE A.PRODUCT_LEVEL=P.CODE_LEVEL
AND A.CUSTOMER_LEVEL=C.STORE_LEVEL
AND P.Family_Level='BEMFVK0N8125'
AND P.Group_Level='KDUEJDHR7634'
AND C.City_Level IN ('Blida', 'Kala')
GROUP BY Time_level;
Le prol de la requête est Mixte ar elle engendre les opérations algébriques
Add_A(Family_Level,BEMFVK0N8125) vu que l'attributs Family_Level ne gure pas sur le shéma
atuel de l'entrept et Merge_Dom(City_Level,Blida, Kala) ar les deux valeurs sont présentes dans
deux ensembles diérents sur le même shéma (voir gure 6.3). La séletion jointe eetue la lassi-
ation des attributs de la requête omme suit : Family_Level et City_Level pour la fragmentation
et Group_Level pour l'indexation. Seule une nouvelle séletion inrémentale d'un shéma de frag-
mentation est requise ar auun index multiple ne peut être déni sur un seul attribut (voir gure
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6.3 Conlusion
Le ontexte de séletion inrémentale des entrepts de données a donné lieu à deux nouvelles
problématiques à savoir le délenhement du proessus de séletion et l'analyse de la néessité d'une
nouvelle séletion ainsi que l'optimisation du oût de maintenane de l'entrept. Par onséquent,
nous avons développé un outil d'assistane à l'administration des entrepts de données dans le adre
inrémentale. L'administrateur paramètre une fois l'outil an de hoisir un sénario d'optimisation.
L'outil s'exéute en arrière-plan de manière ontinuelle et permet de apturer les hangements sur-
venus sur l'entrept de données. Quand une nouvelle requête s'exéute, le système déisionnel déide
s'il faut ou non altérer le shéma d'optimisation atuel. Si oui, un nouveau shéma d'optimisation est
séletionné et est implémenté sur l'entrept. AdminIn fontionne de manière indépendante et réduit
don le temps alloué par l'administrateur à la tâhe de oneption physique de l'entrept de données.
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Conlusion
Nous présentons dans e hapitre un bilan de e travail et propositions que nous avons élaboré
ainsi qu'un ensemble de perspetives. Conernant les prinipales propositions de ette thèse, elles
déoulent de trois importantes onstatations.
La première onstatation est que la plupart des travaux de séletion des tehniques d'optimisation
traitent d'une séletion statique. L'hypothèse forte onsidérée est que les requêtes déisionnelles qu'il
faut optimiser sont préalablement onnues. Les strutures d'optimisation sont séletionnées durant la
phase de oneption physique de l'entrept de données et ne hangent plus. Cependant, l'entrept de
données est soumis à une ontinuelle évolution de harge (exéution de nouvelles requêtes, hangement
de leurs fréquenes d'exéution) et évolution de données (insertion ontinuelles de nouveaux tuples
dans la tables de faits) e qui néessite une mise à jour ontinuelle des strutures implémentées,
devenues obsolètes, pour les adapter à l'évolution de l'entrept.
La seonde onstatation que nous avons faite et que la plupart des approhes de séletion sont
proposées dans un adre isolé où une seule tehnique d'optimisation est onsidérée. Devant la om-
plexité des requêtes qui augmente jour après jour, la séletion d'une seule tehnique d'optimisation
n'est plus susante. Il faut ombiner plusieurs tehniques d'optimisation an de ouvrir l'optimisation
d'un maximum de requêtes et de respeter au mieux les ontraintes d'optimisation, dans une séletion
dite séletion jointe. Cette dernière vise à exploiter les similarités entre les tehniques d'optimisation
pour séletionner un shéma d'optimisation plus eae.
La troisième onstatation est que tous les travaux qui traitent de l'indexation et/ou de la frag-
mentation horizontale formalisent le problème d'optimisation en un problème mono objetif ou seules
les performanes des requêtes sont optimisées. Cependant, dans un ontexte d'entrept évolutif, la
mise à jour des strutures d'optimisation engendre un oût de maintenane de l'entrept de données
qu'il faut prendre en ompte dans le proessus d'optimisation.
Pour répondre à es trois problématiques, nous avons développé les propositions suivantes :
Séletion inrémentale isolée des index de jointure binaires
Dans l'état de l'art sur les index de jointure binaires, nous avons présenté une analyse et las-
siation des prinipaux travaux de reherhes qui traitent de la séletion de e type d'index. Nous
avons onlu que es travaux sont réalisés en deux phases importantes : une phase de séletion de la
onguration initiale, qui inlut une étape d'élagage de l'espae de reherhe an de réduire la om-
plexité du problème, et une phase de séletion de la onguration nale d'index. Nous avons onlus
que peu de travaux emploient les requêtes pour l'élagage de l'espae de reherhe, peu d'algorithme
sont utilisés pour la séletion de la onguration nale et es travaux se situent, pour la plupart,
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dans le adre de séletion statique d'index. De e fait, nous avons proposé une nouvelle approhe de
séletion inrémentale d'index de jointure binaire basée sur les algorithmes génétiques et l'élagage par
requêtes. An de réaliser la séletion d'index par algorithmes génétiques, nous avons ommené par
dénir la struture du hromosome qui permet de oder l'espae de reherhe des index. Nous avons
déni une struture de hromosome pour les index simples (index de jointure binaires dénis sur un
seul attribut) et deux strutures pour les index multiples (index de jointure binaires dénis sur deux
ou plusieurs attributs) ave élagage par requêtes. Nous avons déni le modèle de oût mathématique
qui permet de formuler la fontion objetif puis avons proposé un modèle de oût pour les index
ompressés. La fontion objetif permet de guider l'algorithme génétique dans la séletion des index.
Ensuite, nous avons détaillé l'algorithme génétique qui permet, indépendamment de la struture du
hromosome, de séletionner des index simples ou multiples. Nous avons terminé par la réalisation
de tests réels omparatifs ave les approhes proposées dans la littérature, sous le SGBD Orale11g
Séletion inrémentale isolée d'un shéma de fragmentation horizontale
Nous avons proposé une séletion inrémentale d'un shéma de fragmentation horizontale par
algorithmes génétiques qui permet de prendre en onsidération l'évolution de l'entrept. Nous avons
ommené par proposer une struture de données basée sur un odage exible de n'importe quel
shéma de fragmentation. Ensuite, nous avons proposé une algèbre de fragmentation qui permet
de modéliser toutes les opérations possibles pouvant être eetuées sur la struture de données. En
d'autre terme, l'algèbre permet de déterminer les opérations néessaires pour mettre à jour un shéma
de fragmentation. Grâe à notre algèbre, nous avons déni le Proling des requêtes. Selon le prol
d'une nouvelle requête exéutée, on détermine si une refragmentation de l'entrept est néessaire.
Après ela, nous avons proposé une arhiteture de la séletion inrémentale d'un shéma de frag-
mentation omposée de deux systèmes, un système de séletion et un système déisionnel qui emploi
l'algèbre de fragmentation pour ontrler le délenhement du système de séletion. Enn, nous avons
mené une étude expérimentale dans le adre du SGBD Orale 11g pour montrer l'eaité de nos
propositions.
Séletion inrémentale jointe des index simples et des index multiples
Nous avons étudié le problème de séletion jointe des index de jointure binaires simples et des
index de jointure binaires multiples. Nous avons vu que les deux types d'index ombinés permettent
de ouvrir l'optimisation d'un plus large nombre de requêtes et haque type d'index présente un
avantage par rapport à l'autre. Nous avons montré que l'espae de reherhe de la séletion jointe est
très omplexe. De plus, la probabilité de séletionner un index simple par rapport aux index multiples
est réduite. Par onséquent, nous avons proposé de séparer les deux espaes de reherhe e qui induit
à la onurrene des deux séletions d'index aux mêmes ressoures : harge de requêtes et espae
de stokage. Cette onurrene nous a onduit à dénir deux nouveaux problèmes d'optimisation
ombinatoire : le problème de lassiation des requêtes en deux lasses et le problème de partage de
l'espae de stokage en deux espaes. An de résoudre le problème de lassiation des requêtes, nous
avons adopté l'algorithme de lassiation k-means. Pour le partage de l'espae de stokage, nous
avons proposé une démarhe guidée par le résultat de lassiation des requêtes. Ensuite, nous avons
développé une approhe de séletion inrémentale jointe et y avons intégré un système de réupération
d'espae de stokage qui permet de garder un équilibre d'espae entre les index simples et multiples.
Nous avons terminé par une étude expérimentale onstituée de tests théoriques et tests pratiques
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sous le SGBD Orale 11g.
Séletion inrémentale jointe de l'indexation et de la fragmentation
A la base de nos préédents travaux sur la séletion statique jointe des index de jointure binaires
et de la fragmentation horizontale, nous avons proposé une approhe de séletion inrémentale jointe
de es deux tehniques. Nous avons présenté le prinipe de la séletion statique jointe ; extration des
attributs de séletion à partir des requêtes, lassiation par k-means des attributs en deux lasses,
une lasse pour les index et une autre pour la fragmentation, lanement de l'algorithme de séletion de
haque tehnique sur sa lasse, implémentation du shéma d'optimisation nal. Ensuite, nous avons
exposé notre démarhe de séletion inrémentale jointe. Lorsqu'une nouvelle requête est exéutée,
ses attributs sont extraits et lassiés. Suivant le résultat de lassiation, nous avons élaboré trois
sénarios d'optimisation. Si les attributs sont tous lassiés pour l'indexation, alors une nouvelle
séletion inrémentale des index est eetuée. S'ils sont lassiés pour la fragmentation, on eetue
une nouvelle séletion inrémentale d'un shéma de fragmentation ave reonstrution des index. Si
les attributs sont lassiés pour les deux tehniques alors on exéute les deux séletions inrémentale.
Cette approhe permet de mettre à jour le shéma d'optimisation selon le besoin apporté par la
requête. Nous avons mené des tests sous Orale et avons onlus que la séletion jointe apporte une
meilleure optimisation que la séletion isolée.
Séletion inrémentale multi-objetif
Nous avons proposé une approhe de séletion inrémentale multi-objetif d'un shéma de frag-
mentation où nous onsidérons deux objetifs à optimiser ; le oût d'exéution des requêtes et le
oût de maintenane de l'entrept de données. Nous avons ommené par présenter un état de l'art
sur l'optimisation multi-objetif en général et l'optimisation multi-objetif dans le ontexte d'entre-
pt de données en partiulier. Ensuite, nous avons exposé notre approhe développée. Pour e faire,
nous avons formulé le problème de séletion en un problème multi-objetif PMO et avons proposé
une démarhe de résolution du PMO. Nous avons proposé un modèle de oût de maintenane en
employant l'algèbre de fragmentation. Par la suite, nous avons ombiné ette proposition ave nos
travaux préédents omme le prinipe de Proling des requêtes. Nous avons onduit une étude ex-
périmentale sous le SGBD Orale 11g an de tester toutes les approhes proposées. D'abords, nous
avons montré l'eaité de notre algèbre de fragmentation. De plus, nous avons onlu que ombi-
ner le prinipe d'optimisation multi-objetif et le prinipe de Proling des requêtes permet à la fois
de répondre aux exigenes des déideurs quant à la performane des requêtes exéutées mais aussi
permet à l'administrateur de faire fae à l'évolution de l'entrept de données.
Outil pour la oneption physique dynamique
Nous avons proposé un outil pour la oneption physique des ED dans le adre inrémentale,
appelé AdminIn. Le prinipal apport de notre outil est qu'il réduit onsidérablement l'interven-
tion de l'administrateur dans la oneption physique dynamique des entrepts de données. En eet,
AdminIn s'exéute en arrière-plan de manière ontinuelle et indépendante et permet de apturer
les hangements survenus sur l'entrept de données. Quand une nouvelle requête s'exéute, le sys-
tème déisionnel déide s'il faut ou non altérer le shéma d'optimisation atuel. Si oui, un nouveau
shéma d'optimisation est séletionné et est implémenté sur l'entrept. Notre outil permet de déider
quand faut-il mettre à jour le shéma d'optimisation de l'entrept, permet d'optimiser son oût de
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maintenane et allège le temps alloué par l'administrateur pour administrer et tuner l'entrept de
données.
Perspetives
Les travaux présentés dans e manusrit laissent envisager de nombreuses perspetives. Nous
présentons elles qui nous paraissent être les plus intéressantes.
Nos travaux de séletion inrémentales e sont entrées sur deux tehniques d'optimisation ; les
index de jointures binaires et la fragmentation horizontale. Il serait intéressant d'étudier la séletion
inrémentale d'autres tehniques d'optimisation omme les vues matérialisées. Les vues matérialisées
permettent d'aélérer les traitements et matérialiser des requêtes ou sous-résultats des requêtes. Ces
vues sont ontinuellement mises à jours lorsque les données des tables hangent. Il faut également
prévoir la mise à jours de es vues lorsque la harge de requêtes évolue.
Nous avons étudié la séletion inrémentale dans le ontexte d'entrept de données entralisé
modélisés en étoile. Il serait judiieux d'adapter les approhes proposées dans le adre d'entrept de
données parallèles ou distribués partiulièrement dans le adre de la fragmentation horizontale. Il
faut développer une approhe de réalloation des fragments sur les diérents n÷ux lorsque le shéma
de fragmentation de l'entrept évolue.
Nous avons proposé une modélisation multi-objetif du problème de séletion d'un shéma de
fragmentation. On peut généraliser ette formalisation pour n'importe quelle struture d'optimisation
omme par exemple le problème de séletion des vues matérialisées où il faut optimiser deux objetifs ;
le oût de la harge de requêtes et le oût de maintenane des vues dans un adre inrémentale.
Nous avons proposé une struture de donnée et une algèbre pour la fragmentation horizontale. Il
faut étudier la possibilité de proposer une struture d'optimisation et une algèbre pour la séletion
d'autres tehniques d'optimisation.
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Annexe A : Requêtes
Requête 1
SELECT Division,Count(*)
FROM Atvars A, Prodlevel P
WHERE A.Produt=P.Code AND P.Group='S7jweujryiwn'
GROUP BY Division ;
Requête 2
SELECT Count(*)
FROM Atvars A, Prodlevel P,Timelevel T, Custlevel C
WHERE A.Produt=P.Code AND A.Customer=C.Store
AND A.Time=T.Tid AND P.Group='S7jweujryiwn'
AND P.Family='Cknh6ppi21' ;
Requête 3
SELECT Count(*)
FROM Atvars A,Prodlevel P, Custlevel C
WHERE A.Produt=P.Code AND A.Customer=C.Store
AND P.Class='Df2i75i10ks8' AND C.Depart='B'
AND C.City='Alger' ;
Requête 4
SELECT Time,Avg(Unitssold)
FROM Atvars A,Timelevel T
WHERE A.Time=T.Tid AND T.Week='3'
AND (T.Quarter='Q1' Or T.Quarter='Q2')
GROUP BY Time ;
Requête 5
SELECT Division,Count(*)
FROM Atvars A,Prodlevel P
WHERE A.Produt=P.Code AND P.Group='S7jweujryiwn'
AND P.Type='B'
GROUP BY Division ;
Requête 6
SELECT Max(Unitssold)
FROM Atvars A,Timelevel T
WHERE A.Time=T.Tid AND T.Month=12 AND T.Day='7' ;
Requête 7
SELECT Base, Count(*)
FROM Atvars A,Chanlevel H,Timelevel T,Prodlevel P
WHERE A.Channel=Ch.Base AND A.Produt=P.Code
AND A.Time=T.Tid AND H.Sort='E' AND T.Quarter='Q2'
AND P.Type='B' AND H.All='Efghijklmnop'
GROUP BY Base ;
Requête 8
SELECT Avg(Unitssold)
FROM Atvars A,Timelevel T
WHERE A.Time=T.Tid AND T.Week='6' ;
Requête 9
SELECT Produt,Count(*)
FROM Atvars A,Timelevel T
WHERE A.Time=T.Tid AND T.Day=7 AND T.Month='3'
AND T.Week='1' AND T.Year='1996'
GROUP BY Produt ;
Requête 10
SELECT Max(Dollarost)
FROM Atvars A, Prodlevel P
WHEREA.Produt=P.Code AND P.Family='Pi9do0ygkyul'
AND P.Division='Zqthjt5jzmmu' AND P.Type='F' ;
Requête 11
SELECT Division,Count(*)
FROM Atvars A,Prodlevel P
WHERE A.Produt=P.Code AND P.Type='B'
AND P.Group='S7jweujryiwn'
GROUP BY Division
Requête 12
SELECT Group,Count(*)
FROM Atvars A, Prodlevel P
WHERE A.Produt=P.Code AND P.Class='P70j55l4hybv'
GROUP BY Group ;
Requête 13
SELECT Avg(Unitssold)
FROM Atvars A,Prodlevel P, Timelevel T
WHERE A.Produt=P.Code AND A.Time=T.Tid
AND P.Class='Df2i75i10ks8' AND P.Group='Xn2p90mnmf1o'
AND P.Type='B' AND T.Week='6' AND T.Day='11'
Requête 14
SELECT Retailer,Avg(Unitssold)
FROM Atvars A,Prodlevel P,Custlevel C,Chanlevel Ch
WHERE A.Produt=P.Code AND A.Customer=C.Store AND
A.Channel=Ch.Base AND P.Type='R' ANDC.Country='Algerie'
AND Ch.Sort='E'
GROUP BY Retailer ;
Requête 15
SELECT Family,Count(*)
FROM Atvars A, Prodlevel P
WHERE A.Produt=P.Code AND P.Type='R'
GROUP BY Family ;
Requête 16
SELECT Store, Count(*)
FROM Atvars A,Timelevel T, Custlevel C
WHERE A.Time=T.Tid AND A.Customer=C.Store
AND T.Year='1995' AND C.Retailer='Y2kxn3o7ryr'
AND C.Country='Maro'
GROUP BY Store ;
Requête 17
SELECT Count(*)
FROM Atvars A,Prodlevel P
WHERE A.Produt=P.Code AND P.Type='R'
AND P.Family='Lyr3m3t4lolm'
Requête 18
SELECT Avg(UNITSSOLD)
FROM Atvars A,Custlevel C,Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel
AND T.Month='1' ANDT.Quarter='Q3' ANDC.Gender='M' ;
Requête 19
SELECT sum(Dollarost)
FROM Atvars A, Chanlevel H,Timelevel T
WHERE A.Channel=H.Base AND A.City=T.Channel
AND T.Month='1' AND H.All='ABCDEFGHIJKL' ;
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Requête 20
SELECT Customer, Produt, Sum(Dollarost)
FROM Atvars A, Custlevel C,Prodlevel P
WHERE A.Customer=C.Store AND A.Produt=P.Code AND
P.Family='Ytu811t81e1g' AND C.Retailer='H93hunb0rb8'
AND P.Group='Xn2p90mnmf1o'
GROUP BY Customer, Produt ;
Requête 21
SELECT avg(Dollarost)
FROM Atvars A,Custlevel C
WHERE A.Customer=C.Store AND C.City='Paris' ;
Requête 22
SELECT Time,Avg(Unitssold)
FROM Atvars A,Timelevel T
WHERE A.Time=T.Tid AND T.Week='3'
AND (T.Quarter='Q1' Or T.Quarter='Q2')
GROUP BY Time ;
Requête 23
SELECT Year, Division, Max(Unitssold)
FROM Atvars A, Custlevel C,Timelevel T ,Prodlevel P, Chan-
level Ch
WHERE A.Customer=C.Store AND A.Produt=P.Code AND
A.Time=T.Tid AND A.Channel=Ch.Base AND Ch.Sort='B'
AND C.Depart='A' AND C.Gender='F' AND T.Year='1995'
AND C.City='Poitiers' AND P.Line='Qqpe0mi3wdhn'
GROUP BY Year, Division ;
Requête 24
SELECT Month,Count(*)
FROM Atvars A,Timelevel T
WHERE A.Time=T.Tid AND T.Quarter='Q3'
GROUP BY Month ;
Requête 25
SELECT Tid, Avg(Unitssold)
FROM Atvars A,Timelevel T
WHERE A.Time=T.Tid AND T.Year='1996'
GROUP BY Tid ;
Requête 26
SELECT Division,Avg(Unitssold)
FROM Atvars A,Timelevel T, Prodlevel P
WHERE .Time=T.Tid AND A.Produt=P.Code
AND T.Month='7'
GROUP BY Division ;
Requête 27
SELECT Month, Avg(Unitssold)
FROM Atvars A,Timelevel T, Custlevel C
WHERE A.Time=T.Tid AND A.Customer=C.Store
AND (C.Country='Algerie' OR C.City='Tunis')
GROUP BY Month ;
Requête 28
SELECT City,Count(*)
FROM Atvars A,Custlevel C
WHERE A.Customer=C.Store AND C.Depart='A' AND
GROUP BY City
Requête 29
SELECT Max(Unitssold)
FROM Atvars A,Chanlevel Ch
WHERE A.Channel=Ch.Base AND Ch.All='Efghijklmnop'
Requête 30
SELECT Count(*)
FROM Atvars A,Chanlevel Ch,Timelevel T
WHERE A.Channel=Ch.Base AND A.Time=T.Tid
AND (T.Quarter='Q1' Or T.Quarter='Q2')
AND T.Year='1995' AND Ch.All='Bdefghijklm'
Requête 31
SELECT Count(*)
FROM ACTVARS A, Chanlevel H
WHERE A.Channel=H.Base ANDH.All='ABCDEFGHIJKL' ;
Requête 32
SELECT Year,Month, Max(Unitssold)
FROM Atvars A,Prodlevel P ,Timelevel T
WHERE A.Produt=P.Code AND A.Time=T.Tid
AND (T.Month='1' Or T.Month='2') AND
P.Division='Zqthjt5jzmmu' AND T.Week='7'
GROUP BY Year,Month ;
Requête 33
SELECT Count(*)
FROM Atvars A,Custlevel C
WHERE A.Customer=C.Store AND C.City='Alger'
AND C.Retailer='Y2kxn3o7ryr' ;
Requête 34
SELECT Class, Month, Min(Unitssold)
FROM Atvars A,Custlevel C, Prodlevel P, Timelevel T
WHERE A.Produt=P.Code AND A.Customer=C.Store AND
A.Time=T.Tid AND C.City='Dijon' ANDC.Depart='A' AND
P.Type='A' AND P.Line='Qqpe0mi3wdhn'
GROUP BY Class, Month ;
Requête 35
SELECT Year,Sum(Dollarost)
FROM Atvars A,Custlevel C ,Timelevel T
WHERE A.Customer=C.Store AND A.Time=T.Tid
AND T.Day='7' AND T.Week='7'
GROUP BY Year ;
Requête 36
SELECT Base, Count(*)
FROM Atvars A,Chanlevel Ch
WHERE A.Channel=Ch.Base AND Ch.Sort='E'
GROUP BY Base ;
Requête 37
SELECT Channel,Time, Sum(Dollarost)
FROM Atvars A,Chanlevel Ch
WHERE A.Channel=Ch.Base ANDCh.All='Bdefghijklm' AND
Ch.Sort='B'
GROUP BY Channel, Time ;
Requête 38
SELECT Produt, Sum(Dollarost)
FROM Atvars A,Timelevel T, Prodlevel P
WHERE A.Time=T.Tid AND A.Produt=P.Code
AND (T.Month='1' Or T.Month='2') AND P.Type='R'
AND T.Week='5'
GROUP BY Produt ;
Requête 39
SELECT sum(Dollarost)
FROM Atvars A,Custlevel C,Prodlevel P,Timelevel T
WHERE A.Customer=C.Store AND A.Produt=P.Code AND
P.LINE='MJ1F1U1EG009' AND C.Gender='F' ;
Requête 40
SELECT City,Count(*)
FROM Atvars A,Chanlevel H
WHERE A.Channel=H.Base AND H.All='ABCDEFGHIJKL'
GROUP BY City ;
Requête 41
SELECT Year, Max(Unitssold)
FROM Atvars A,Prodlevel P, Custlevel C, Timelevel T
WHERE A.Time=T.Tid AND A.Customer=C.Store
AND A.Produt=P.Code AND P.Division='Zqthjt5jzmmu' AND
C.Country='Frane' AND C.Depart='B' AND T.Day='7'
GROUP BY Year
Requête 42
SELECT sum(DOLLARSALES)
FROM Atvars A, Prodlevel P,Timelevel T
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WHERE A.Produt=P.Code AND A.City=T.Channel
AND T.QUARTER='Q2' AND T.Year='1996'
AND P.DIVISION='P65YQPVI7E1B' ;
Requête 43
SELECT sum(UNITSSOLD)
FROM Atvars A, Custlevel C,Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel
AND T.QUARTER='Q1' AND C.Gender='F' ;
Requête 44
SELECT Max(UNITSSOLD)
FROM Atvars A, Custlevel C,Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel AND
T.QUARTER='Q1' AND C.Gender='F' ;
Requête 45
SELECT Count(*)
FROM Atvars A, Custlevel C,Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel AND
T.Month='12' AND C.City='Dijon' ;
Requête 46
SELECT max(Dollarost), min(UNITSSOLD)
FROM Atvars A, Custlevel C, Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel AND
T.Month='12' AND C.City='Alger' ;
Requête 47
SELECT sum(Dollarost), Avg(UNITSSOLD)
FROM Atvars A, Custlevel C,Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel AND
T.Month='12' AND C.City='Oran' ;
Requête 48
SELECT Avg(UNITSSOLD)
FROM Atvars A,Chanlevel H,Prodlevel P,Timelevel T
WHERE A.Produt=P.Code AND A.Channel=H.Base
AND A.City=T.Channel AND T.Month='1'
AND H.All='ABCDEFGHIJKL' ;
Requête 49
SELECT Min(UNITSSOLD)
FROM Atvars A,Custlevel C,Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel AND
T.Month='1' AND C.Gender='OIZGIUUM6VZ8' ;
Requête 50
SELECT Time, Max(Unitssold)
FROM Atvars A,Custlevel C,Timelevel T
WHERE A.Customer=C.Store AND A.Time=T.Tid
ANDC.City='Oran' AND (T.Month='1' Or T.Month='2') AND
C.Retailer='Zstv6mybs7u'
GROUP BY Time ;
Requête 51
SELECT Count(*)
FROMAtvars A,Chanlevel H,CustlevelC,Prodlevel P,TimlevelT
WHERE A.Customer=C.Store AND A.Produt=P.Code AND
A.Channel=H.Base ANDA.City=T.Channel ANDT.Year='1995'
AND T.Month='5' AND C.Gender='M' ;
Requête 52
SELECT Line,Sum(Dollarost)
FROM Atvars A,Prodlevel P, Chanlevel H
WHERE A.Produt=P.Code AND A.Channel=H.Base AND
P.Class='Osvspq7bsii' AND H.All='Efghijklmnop'
AND P.Type='B' AND P.Group='Xn2p90mnmf1o'
GROUP BY Line ;
Requête 53
SELECT Month, Avg(UNITSSOLD)
FROM Atvars A,Prodlevel P,Timelevel T
WHERE A.Produt=P.Code AND A.City=T.Channel
AND T.Year='1995' AND P.GROUP='DDYH5IKY9PYQ'
GROUP BY Month ;
Requête 54
SELECT Month
FROM Atvars A,Custlevel C,Timelevel T,Prodlevel P
WHERE A.Customer=C.Store AND C.City='Dijon'
AND C.Retailer='OIZGIUUM6VZ8' AND C.Gender='M' ;
Requête 55
SELECT Produt
FROM Atvars A,Timelevel T
WHERE A.City=T.Channel AND T.Year='1995'
GROUP BY Produt ;
Requête 56
SELECT Count(*)
FROM Atvars A,Custlevel C
WHERE A.Customer=C.Store AND C.Gender='F' ;
Requête 57
SELECT Month,Sum(Dollarost)
FROM Atvars A,Custlevel C ,Timelevel T
WHERE A.Customer=C.Store AND A.City=T.Channel AND
C.City='Dijon'
GROUP BY Month ;
Requête 58
SELECT City,avg(Dollarost)
FROM Atvars A,Custlevel C
WHERE A.Customer=C.Store AND C.City='Paris'
GROUP BY City ;
Requête 59
SELECT Produt, Sum(Dollarost)
FROM Atvars A,Timelevel T, Prodlevel P, Chanlevel H
WHERE A.Time=T.Tid AND A.Produt=P.Code AND
A.Channel=H.Base ANDT.Year='1996' ANDH.Sort='A' AND
H.All='Efghijklmnop' AND P.Class='Kybelz9a2h1'
AND P.Family='Wryojud9s31o'
GROUP BY Produt ;
Requête 60
SELECT Month
FROM Atvars A,Custlevel C,Timelevel T,Prodlevel P
WHERE A.Customer=C.Store AND C.Gender='F'
AND C.Retailer='OIZGIUUM6VZ8' AND C.City='Paris' ;
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Annexe B : Liste des publiations
Cet annexe présente la liste des publiations réalisées dans le adre de ette thèse. La liste des
publiations est présentée en deux parties. Chaque partie orrespondant aux travaux qui s'artiulent
autour d'une tehnique d'optimisation étudiée et omporte la liste des artiles aeptés (leur résumé
et leur prinipale ontribution).
Liste des artiles relatifs à la première tehnique d'optimisation
Rima Bouhakri, Ladjel Bellatrehe : On Simplifying Integrated Physial Database
Design. 15th East-European Conferene on Advanes in Databases and Information
Systems (ADBIS'11) : 43-56, 2011. [17℄
Résumé :This paper deals with the problem of integrated physial database design involving two
optimization tehniques : horizontal data partitioning (HDP) and bitmap join indexes (BJI). These
tehniques ompete for the same resoure representing seletion attributes. This ompetition inurs
attribute interhangeability phenomena, where same attribute(s) may be used to selet either HDP or
BJI shemes. Existing studies dealing with integrated physial database design problem not onsider
this ompetition. We propose to study its ontribution on simplifying the omplexity of our problem.
Instead of takling it in an integrated way, we propose to start by assigning to eah tehnique its
own attributes and then it launhes its own seletion algorithm. This assignment is done using the
K-Means method. Our design is ompared with the state of the art work using APB1 benhmark. The
results show that an interhangeability attribute-aware database designer an improve signiantly
query performane within the less spae budget.
Contribution de l'artile : proposer une séletion jointe de la fragmentation horizontale et des
index de jointures binaires, et proposer un algorithme génétique pour la séletion les index mono-
attributs.
Rima Bouhakri, Ladjel Bellatrehe : Séletion statique et inrémentale des in-
dex de jointure binaires multiples. 7ème Journée Franophone sur les Entrepts de
Données et l'Analyse en ligne (EDA'11), Revue des Nouvelles Tehnologies : 171-
186, 2011 [18℄.
Résumé : Les index de jointure binaires ont montré leur intérêt dans la rédution des oûts d'exé-
ution des requêtes déisionnelles dénies sur un shéma relationnel en étoile. Leur séletion reste
ependant diile vu le vaste et omplexe espae de reherhe à explorer. Peu d'algorithmes de séle-
tion des index de jointure existent, ontrairement à la séletion des index dénis sur une seule table
qui a onnu un intérêt partiulier auprès de la ommunauté des bases de données traditionnelles.
La prinipale partiularité de es algorithmes est qu'ils sont statiques et supposent la onnaissane
préalable des requêtes. Dans et artile, nous présentons une démarhe de séletion des index de
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jointures binaires dénis sur plusieurs attributs appartenant à des tables de dimension en utilisant
des algorithmes génétiques. Ces derniers sont utilisés dans le adre statique et inrémental qui prévoit
l'adaptation des index séletionnés à l'arrivée de nouvelles requêtes. Nous onluons nos travaux par
une étude expérimentale démontrant l'intérêt de la séletion des index de jointure binaires multiple,
de l'élagage de l'espae de reherhe et de l'eaité des algorithmes génétiques dans les as statique
ou inrémentale.
Contribution de l'artile : proposer une séletion inrémentale des index de jointures binaires
basée sur les algorithmes génétiques.
Rima Bouhakri, Kamel Boukhalfa, Ladjel Bellatrehe : Algorithmes de séletion
des index de jointure binaires mono et multi-attributs. Ingénierie des Systèmes d'In-
formation (ISI'11) 16(6) : 91-116 (2011) [25℄.
Résumé : La oneption physique des entrepts de données relationnels est basée essentiellement sur
l'utilisation des index an d'optimiser les requêtes de jointure en étoile onnues pour leur omplexité.
Les index de jointure binaires sont adaptés pour réduire le oût d'exéution de es requêtes. Ils sont
dénis sur la table des faits en utilisant un ou plusieurs attributs de table(s) de dimension. Séletion-
ner une onguration d'index réduisant le oût d'exéution d'un ensemble de requêtes en présene
d'une ontrainte de stokage est une tâhe diile. Dans et artile, une lassiation des prinipaux
travaux eetués dans e domaine est proposée. Nous formalisons le problème de séletion des index
de jointure binaires. Nous présentons par la suite un ensemble d'algorithmes de séletion des index de
jointure binaires mono et mult-iattributs. Cette multitude d'algorithmes permet aux administrateurs
de hoisir l'algorithme qui leur onvient. Une omparaison des algorithmes proposés est présentée en
utilisant un modèle de oût théorique et une validation réelle sur le SGBD Orale10G.
Contribution de l'artile : proposer une multitude d'algorithmes de séletion des index de jointure
binaires et les omparer ave les travaux existants.
Rima Bouhakri, Ladjel Bellatrehe, Khaled-Walid Hidoui : Stati and Inremen-
tal Seletion of Multi-table Indexes for Very Large Join Queries. 16th East-European
Conferene on Advanes in Databases and Information Systems (ADBIS'12) : 43-56,
2012. [21℄
Résumé : Multi-table indexes boost the performane of extremely large databases by reduing the
ost of joins involving several tables. The bitmap join indexes (BJI) are one of the most popular
examples of this ategory of indexes. They are well adapted for point and range queries. Note that
the seletion of multi-table indexes is more diult than the mono-table indexes, onsidered as the
pioneer of database optimisation problems. The few studies dealing with the BJI seletion problem in
the ontext of relational data warehouses have three main limitations : (i) they onsider BJI dened
on only two tables (a fat table and a dimension table) by the use of one or several attributes of
that dimension table, (ii) they use simple greedy algorithms to pik the right indexes and (iii) their
algorithms are stati. In this paper, we propose geneti algorithms for seleting BJI using a large
number of attributes belonging to n (≥ 2) dimension tables in the stati and inremental ways. In-
tensive experiments are onduted to show the eieny of our proposal.
Contribution de l'artile : proposer une séletion inrémentale des index de jointures binaire mono
et multi-attributs basée sur les algorithmes génétiques et l'élagage de l'espae de reherhe dirigé par
les requêtes ave une validation des algorithmes sous le SGBD Orale 11g.
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Rima Bouhakri, Ladjel Bellatrehe, Zoé Faget, Sébastien Bress : Séletion sta-
tique et inrémentale des Index de Jointure Binaire : onepts, algorithmes, étude
de performane. Journal of Deision Systems (JDS'12) Vol. 21(1) : 51-70 (2012) [20℄.
Résumé : An de réduire le temps d'exéution des requêtes déisionnelles, l'administrateur a la
possibilité de séletionner des index de jointure binaires (IJB). Cette séletion demeure une tâhe
diile vue la omplexité de l'espae de reherhe à parourir. De e fait, un grand intérêt est porté
à la mise en oeuvre d'algorithmes de séletion. Cependant, es algorithmes sont statiques. Dans et
artile, nous entrons nos travaux sur la séletion des index de jointures binaires dénis sur plusieurs
attributs appartenant à des tables de dimension en utilisant des algorithmes génétiques. Nous présen-
tons deux types d'algorithmes : des algorithmes de séletion statiques et des algorithmes de séletion
inrémentales qui prévoient l'adaptation des index séletionnés à l'arrivée de nouvelles requêtes. Nous
onluons nos travaux par une étude expérimentale démontrant l'apport de notre séletion des index
de jointure binaires en omparaison ave les travaux de séletion statiques et inrémentales existants.
Contribution de l'artile : et artile est une extension en papier journal de la préédente propo-
sition, suite à la séletion des meilleurs artiles proposés et leur réévaluation, ave lassiation des
travaux de reherhes et positionnement de notre proposition dans la littérature.
Liste des artiles relatifs à la seonde tehnique d'optimisation
Rima Bouhakri, Ladjel Bellatrehe : Séletion Inrémentale d'un Shéma de Frag-
mentation Horizontale d'un Entrept de Données Relationnel. 8ème Journée Fran-
ophone sur les Entrepts de Données et l'Analyse en ligne (EDA'12), Revue des
Nouvelles Tehnologies : 2-16, 2012 [19℄.
Résumé : La fragmentation horizontale permet de réduire la omplexité des requêtes déisionnelles
exéutées sur un entrept de données relationnel. Elle se base sur le prinipe de réorganisation des
données qui ne néessite pas un espae de stokage supplémentaire. Cependant, séletionner un shéma
de fragmentation horizontale d'un entrept n'est guère une tâhe faile, vu l'espae de reherhe très
omplexe à exploiter. Les algorithmes existants séletionnent un shéma de fragmentation lors de la
phase de oneption physique d'un entrept, an d'optimiser une harge de requêtes préalablement
onnue. Ces algorithmes ne prendre pas en onsidération les hangements au niveau des requêtes.
Dans et artile, nous proposons d'eetuer une séletion d'un shéma de fragmentation dite inré-
mentale basée sur les algorithmes génétiques. Notre approhe permet l'optimisation de l'exéution de
la harge de requêtes déisionnelles et l'adaptation du shéma de fragmentation aux hangements de
la harge. Nous réalisons une étude expérimentale qui montre l'intérêt de la séletion inrémentale
d'un shéma de fragmentation.
Contribution de l'artile : proposer une séletion inrémentale de la fragmentation horizontale
dans le ontexte des entrepts de données basée sur les algorithme génétiques.
Ladjel Bellatrehe, Rima Bouhakri, Alfredo Cuzzorea, Sofian Maabout : Ho-
rizontal partitioning of very-large data warehouses under dynamially-hanging
query workloads via inremental algorithms. 28th Annual ACM Symposium on Ap-
plied Computing (SAC'13) : 208-210, 2013 [7℄.
Résumé :With the explosion of the size of data warehousing appliations, the horizontal data parti-
tioning is well adapted to redue the ost of omplex OLAP queries and the warehouse manageability.
It is onsidered as a non redundant optimization tehnique. Seleting a fragmentation shema for a
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given data warehouse is NP-hard problem. Several studies exist and propose heuristis to selet near
optimal solutions. Most of these heuristis are stati, sine they assume the existene of a priori known
set of queries. Note that in real life appliations, queries may hange dynamially and fragmentation
heuristis need to integrate these hanges. In this paper, we propose an inremental seletion of frag-
mentation shemes using on geneti algorithms. Intensive experiments are onduted to validate our
proposal.
Contribution de l'artile : proposer deux démarhes de séletion inrémentale d'un shéma de
fragmentation ave évaluations et omparaisons.
Ladjel Bellatrehe, Rima Bouhakri, Alfredo Cuzzorea, Sofian Maabout : Inre-
mental Algorithms for Seleting Horizontal Shemas of Data Warehouses : The
Dynami Case. Conferene on Data Management in Grid and P2P Systems (GLO-
BE'13) : 13-25, 2013 [8℄.
Résumé :Looking at the problem of eetively and eiently partitioning data warehouses, most
of state-of-the-art approahes, whih are very often heuristi-based, are stati, sine they assume
the existene of an a-priori known set of queries. Contrary to this, in real-life appliations, queries
may hange dynamially and fragmentation heuristis need to integrate these hanges. Following this
main onsideration, in this paper we propose and experimentally assess an inremental approah for
seleting data warehouse fragmentation shemes using geneti algorithms.
Contribution de l'artile : proposer une séletion inrémentale de la fragmentaiton horizontale
ave optimisation du oût de maintenane ausé par la refragmentation des entrepts de données.
Cet artile est une extension en papier long de la préédente proposition.
Rima Bouhakri, Ladjel Bellatrehe : A Coding Template for Handling Stati and
Inremental Horizontal Partitioning in Data Warehouses. Journal of Deision Sys-
tems (JDS'13) Vol. 22, 2013 [24℄.
Résumé : Today, data feeding warehouses omes from devies with high speed and may aet the
seleted optimization tehniques suh as horizontal data partitioning (HDP). HDP helps reduing the
ost of omplex OLAP queries and failitates the warehouse manageability. Seleting a partitioning
shema for a given data warehouse is a NP-hard problem. Several studies exist and propose heu-
ristis to selet near optimal solutions. Most of these heuristis are stati, beause they assume the
existene of an a priori known set of queries. However, in real life appliations queries may hange
dynamially and the partitioning heuristis need to integrate these hanges. An easy and naive way
to deal with this problem is to make the heuristis inremental by making eorts on implementation
and oding levels. In this paper, we propose a new vision for handling the inremental seletion of a
HDP in a relational data warehouse. Our main eorts are onentrated on having a template oding
that supports eiently the hanges of queries. First, we present a rih state of art regarding the
onepts of HDP (types, modes, algorithms). Seond, we present a exible oding to manage the
stati partitioning, where a geneti algorithm is proposed. Third, we extend our geneti algorithm to
deal with the inremental aspets of queries. Finally, we ondut intensive experiments to validate
our proposal.
Contribution de l'artile : présenter une lassiation des travaux de fragmentation horizontale
des entrepts de données et positionner nos travaux par rapport aux travaux existants, puis proposer
une nouvelle vision de séletion statique et inrémentale qui exploite un odage exible d'un shéma
de fragmentation. Cet artile omporte une extensions des deux propositions préédentes.
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Rima Bouhakri, Ladjel Bellatrehe, Zoé Faget : Algebra-based Approah for In-
remental Data Warehouse Partitioning, 25th International Conferene on Data-
base and Expert Systems Appliations (DEXA'14), Germany, 2014 [23℄.
Résumé :Horizontal Data Partitioning is an optimization tehnique well suited to optimize star-join
queries in Relational Data Warehouses. Most works fous on a stati seletion of a fragmentation
shema. However, due to the evolution of data warehouses and the ad ho nature of queries, the
development of inremental algorithms for fragmentation shema seletion has beome a neessity.
In this work, we present a Partitioning Algebra ontaining all operators needed to update a shema
when a new query arrives. To identify queries whih should trigger a shema update, we introdue
the notion of query proling.
Contribution de l'artile : proposer une algèbre de fragmentation qui exploite le odage exible
d'un shéma de fragmentation puis l'emploie pour dénir un Proling des requêtes déisionnelles qui
permet de ontrler la refragmentation des entrepts de données.
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Glossaire
ED : Entrept de Données
FH : Fragmentation Horizontale
FHP : Fragmentation Horizontale Primaire.
FHD : Fragmentation Horizontale Dérivée.
SD : Sous Domaine d'un attributs.
AS : Attributs de Séletion issus des tables dimensions et gurants dans les requêtes .
SF : Shéma de Fragmentation.
IJB : Index de Jointure Binaire.
IS : Index de jointure binaire Simple.
IM : Index de jointure binaire multiple.
Q : Charge de requêtes.
RowID : Identiateur de ligne dans un SGBD relationnel.
W : Le nombre de fragments maximum de la table de faits que l'administrateur doit xer.
S : Espae de stokage des index.
PMO : Problème d'optimisation Multi-Objetif.
AG : Algorithme Génétique.
AF : Algèbre de Fragmentation.
PQ : Proling des reQuêtes.
DM : DataMining (fouille de données).
SGBD : Système de Gestion de Bases de Données
SQL : Strutured Query Language.
OLAP : OnLine Analytial Proessing.
OLTP : OnLine Transational Proessing.
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Résumé
Les entrepts de données permettent le stokage et la onsolidation, en une seule loalité, d'une
quantité gigantesque d'information pour être interrogée par des requêtes déisionnelles omplexes
dites requêtes de jointures en étoiles. An d'optimiser ses requêtes, plusieurs travaux emploient des
tehniques d'optimisations omme les index de jointure binaires et la fragmentation horizontale du-
rant la phase de oneption physique d'un entrept de données. Cependant, es travaux proposent
des algorithmes statiques qui séletionnent es tehniques de manière isolée et s'intéressent à l'op-
timisation d'un seul objetif à savoir les performanes des requêtes. Notre prinipale ontribution
dans ette thèse est de proposer une nouvelle vision de séletion des tehniques d'optimisation. Notre
première ontribution est une séletion inrémentale qui permet de mettre à jour de manière onti-
nuelle le shéma d'optimisation implémenté sur l'ED, e qui assure l'optimisation ontinuelle des
requêtes déisionnelles. Notre seonde ontribution est une séletion inrémentale jointe qui ombine
deux tehniques d'optimisation pour ouvrir l'optimisation d'un maximum de requêtes et respeter
au mieux les ontraintes d'optimisation liées à haune de es tehniques. A l'issu de es propositions,
nous avons onstaté que la séletion inrémentale engendre un oût de maintenane de l'ED. Ainsi,
notre troisième proposition est une formulation et résolution du problème multi-objetif de séletion
des tehniques d'optimisation où il faut optimiser deux objetifs : la performane des requêtes et le
oût de maintenane de l'ED.
Mots-lés: Entrept de données, fragmentation horizontale, index de jointure binaire, séletion in-
rémentale, séletion jointe, séletion multi-objetif
Abstrat
Data Warehouses store into a single loation a huge amount of data. They are interrogated by omplex
deisional queries alled star join queries. To optimize suh queries, several works propose algorithms
for seleting optimization tehniques suh as Binary Join Indexes and Horizontal Partitioning during
the DW physial design. However, these works propose stati algorithms, selet optimization teh-
niques in and isolated way and fous on optimizing a single objetive whih is the query performane.
Our main ontribution in this thesis is to propose a new vision of optimization tehniques sele-
tion. Our rst ontribution is an inremental seletion that updates ontinuously the optimization
sheme implemented on the DW, to ensure the ontinual optimization of queries. To deal with queries
omplexity inrease, our seond ontribution is a join inremental seletion of two optimization teh-
niques whih overs the optimization of a maximum number of queries and respets the optimisation
onstraints. Finally, we note that the inremental seletion generates a maintenane ost to update
the optimization shemes. Thus, our third proposition is to formulate and resolve a multi-objetive
seletion problem of optimization tehniques where we have two objetives to optimize : queries
performane and maintenane ost of the DW.
Keywords: Data Warehouse, horizontal partitioning, binary join indexes, ombined seletion, inre-
mental seletion, multi-objetive seletion
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