The Ramsey number R(G) of a graph G is the least integer p such that for all bicolorings of the edges of the complete graph K p , one of the monochromatic subgraphs contains a copy of G. We show that for any positive constant c and bipartite graph G = (U, V ; E) of order n where the maximum degree of vertices in U is at most c log 2 n, R(G) n 1+(c+ √ c 2 +4c)/2 . Moreover, we show that the Ramsey number of the cube Q n of dimension n satisfies R(Q n ) 2 (3+ √ 5)n/2−(1+ √ 5)/2 . In both cases, the small terms are removed from the powers in the upper bounds of a earlier result of the author.
Let G and H be two graphs, The Ramsey number R(G, H ) is the least number p such that if the edges of the complete graph K p are colored red and blue (say), either the red subgraph contains a copy of G or the blue subgraph contains a copy of H. Let R(G) = R(G, G). In 1973, Burr and Erdös [3] offered a total of $25 for deciding whether there is a constant c such that R(Q n ) c2 n where Q n is a cube of dimension n, i.e. the Ramsey numbers grow linearly in the order of Q n . In 1983, Beck [2] was able to obtain the first nontrivial upper bound of 2 cn 2 . This was recently improved to be 2 cn log n by Graham et al. [4, 5] . In fact, a recent theorem of Kostochka and Rödl [6] implies a polynomial bound of 2 cn where c < 7. The constant c was further improved to be any number greater than (3 + √ 5)/2 in [7] . In this paper, we show that c may actually be taken to be (3 + √ 5)/2. All logarithms are base 2 in this paper. The following lemma is a refinement of Lemma 2.1 of [1] . Lemma 1. Let a, b, l, r and n be positive integers. Let G = (V , E) be a graph of order n = |V | with average degree d = 2|E|/n. If Proof. Let T be a subset of l random vertices of V, chosen uniformly with repetitions. Let
then G contains a subset A of at least a vertices such that all r-tuples of A have at least b common
Let X denote the cardinality of B. By linearity of expectation,
where the inequality follows from Jensen's inequality with the convexity of f (x) = x l . Let Y denote the random variable counting the number of r-tuples in B with less than b common neighbors. For a given r-tuple R ⊂ V , the probability that R is a subset of B is precisely (|N(R)|/n) l . As there are at most n r subsets
Applying linearity of expectation again and the condition of the lemma, we obtain that
Hence there exists a choice for T so that for the corresponding set B, we have X − Y a. Fix such a set and for every r-tuple in B with less than b common neighbors, delete one vertex from B. Denote the obtained set by A. Then |A| a and all r-tuples of A have at least b common neighbors. This completes the proof.
The density of a graph G of order n is defined to be |E(G)|/ n 2 . The density of a bipartite graph G = (U, V ; E) is defined to be |E|/(|U ||V |). From now on, we will omit ceilings and floors throughout, as these will not affect the proofs. Also we will assume that n is sufficiently large for our estimates to hold. Proof. Let k = 1 + (c + √ c 2 + 4c)/2. Since for every bicoloring of the edges of a complete graph K n k , there is a monochromatic subgraph H of size n k 2 /2, it suffices to prove that H contains a copy of G. Note that the average degree of H is d = n k 2 n k = (n k − 1)/2. Now set in Lemma 1, a = b := n, l := (k − 1) log n, r := c log n and n := n k , and note that
The second inequality follows from ck = (k − 1) 2 and (1 − x) c > 1 − cx for c > 0 and x ∈ (0, 1). The last inequality follows from k > 1. It follows that H contains a subset A of at least n vertices such that all c log n-tuples of A have at least n common neighbors. Next we find an embedding G in H as an injective function f : U ∪ V → V (H ). Start with an arbitrary injection f : V → A. Now embed the vertices of U one by one. Suppose that the current vertex to be embedded is v i ∈ U, 1 i n. By the assumption of G, |N(v i )| c log n. Then the set of images f (N(v i ))={f (v j ) | v j ∈ N(v i )} is a subset of A of cardinality at most c log n, and therefore has at least n common neighbors in H. As the total number of vertices embedded so far is less than n, there is a vertex v ∈ V (H ) adjacent to all vertices in f (N(v i )) and unused in the embedding yet. Set f (v i ) = v. It is easy to see that once the embedding ends, the function f produces a copy G in H.
Since the cube Q n of dimension n is a bipartite n-regular graph of order 2 n , Theorem 1 easily implies that R(Q n ) 2 (3+ √ 5)n/2 . This upper bound can further be slightly improved by applying a lemma in [8] similar to Lemma 1, merely for bipartite graphs.
Lemma 2 (Shi [8] ). Let a, b, d, l and n be positive integers. Let G=(U, V ; E) be a bipartite graph with |U |=|V |=n and density . If
then U contains a subset A of order at least a so that all d-tuples of A have at least b common neighbors.
It is easy to see that Theorem 2 is implied by the following Turán type result. It follows that U contains a subset W of order at least 2 n−1 so that all n-tuples of W have at least 2 n−1 common neighbors. Now we construct an embedding from Q n to G as an injective function as in the proof of Theorem 1. Noting that the cube Q n is bipartite, we write Q n = (A, B; E) . Now let f be an arbitrary injection from A to W. We extend this map to B = {v 1 , v 2 , . . . , v 2 n−1 } as follows: for all i, since the degree of v i is n and there are at least 2 n−1 vertices in V adjacent to all vertices in f (N Q n (v i )), we choose for f (v i ) any of them not used before. Once the embedding ends, the function f produces a copy Q n in G. This completes the proof.
