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Zusammenfassung
Audiovisuelle Medien, insbesondere Filme und Fernsehsendungen
entwickelten sich innerhalb der letzten einhundert Jahre zu bedeuten-
den Massenmedien. Große Bestände audiovisueller Medien werden
heute in Datenbanken und Mediatheken verwaltet und professionel-
len Nutzern ebenso wie den privaten Konsumenten zur Verfügung
gestellt. Eine besondere Herausforderung liegt in der Indexierung,
Durchsuchung und Beschreibung der multimedialen Datenbestän-
de.
Die Segmentierung audiovisueller Medien, als Teilgebiet der Vi-
deoanalyse, bildet die Grundlage für verschiedene Anwendungen
im Bereich Multimedia-Information-Retrieval, Content-Browsing und
Video-Summarization. Insbesondere die Segmentierung in seman-
tische Handlungsanschnitte bei narrativen Medien gestaltet sich
schwierig. Sie setzt ein besonderes Verständnis der filmischen Stil-
elemente vorraus, die im Rahmen des Schaffensprozesses genuzt
wurden, um die Handlung und Narration zu unterstützten.
Die Arbeit untersucht die bekannten filmischen Stilelemente und
wie sie sich im Rahmen algorithmischer Verfahren für die Analyse
nutzen lassen. Es kann gezeigt werden, dass unter Verwendung
eines mehrstufigen Analyse-Prozesses semantische Zusammenhänge
in narrativen audiovisuellen Medien gefunden werden können, die zu
einer geeigneten Sequenz-Segmentierung führen.

Abstract
Audiovisual media, especially movies and TV shows, developed wi-
thin the last hundred years into major mass media. Today, large stocks
of audiovisual media are managed in databases and media libraries.
The content is provided to professional users as well as private
consumers. A particular challenge lies in the indexing, searching and
description of multimedia assets.
The segmentation of audiovisual media as a branch of video analysis
forms the basis for various applications in multimedia information
retrieval, content browsing and video summarization. In particular,
the segmentation into semantic meaningful scenes or sequences is dif-
ficult. It requires a special understanding of cinematic style elements
that were used to support the narration during the creative process of
film production.
This work examines the cinematic style elements and how they can
be used in the context of algorithmic methods for analysis. For this
purpose, an analysis framework was developed as well as a method
for sequence-segmentation of films and videos. It can be shown that
semantic relationships can be found in narrative audiovisual media,
which lead to an appropriate sequence segmentation, by using a
multi-stage analysis process, based on visual MPEG-7 descriptors.
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1 Einleitung
Der Film entwickelte sich innerhalb der letzten einhundert Jahre zu
einem der führenden Massenmedien unserer Zeit. Dieser Trend wurde
durch die Einführung des Fernsehens und die fortschreitende Digita-
lisierung weiter verstärkt. Zu den Filmen der frühen Jahre, die noch
sehr vom Theater beeinflusst waren, gesellten sich zahlreiche neue
Formen wie Informations- und Nachrichtenformate, Fortsetzungs-
geschichten und in neuerer Zeit Videoclips. Der Film als Medium
musste lange auf seine Anerkennung als Kunstform warten. Es ist aber
unbestreitbar, dass jeder Film oder in diesem Sinne jedes audiovisuelle
Werk das Resultat eines kreativen Schaffensprozesses ist, sofern man
zufällige Aufzeichnungen und Überwachungsaufnahmen hierbei aus
nimmt.
In seiner Ausdrucksform in bewegten Bildern und Tönen wird das
Medium Film primär genutzt, um Informationen weiterzugeben und
Geschichten zu erzählen. Die verwendeten Ausdrucksformen dienen
dabei nicht alleine ästhetischen Zwecken, sondern unterstützen die
Narration der Handlung. Es sind diese audiovisuellen, narrativen
Medien, die im Mittelpunkt dieser Arbeit stehen.
Während in früheren Zeiten audiovisuelle Medien noch als wertvolle
Einzelstücke auf Zelluloid festgehalten wurden, stehen sie heute
primär in digitaler Form jederzeit und überall zur Verfügung. Dies
birgt auch Herausforderungen in sich. Große Bestände audiovisueller
Medien werden heute in Datenbanken und Mediatheken verwaltet
und den professionellen Nutzern ebenso wie den privaten Konsu-
menten zur Verfügung gestellt. Die Menge der Daten erschwert das
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Suchen und Auffinden konkreter Filme, Videos oder Ausschnitte. Mit
dieser Thematik beschäftigt sich das Forschungsfeld des Multimedia-
Information-Retrievals (MMIR).
Video-Retrieval als Teilgebiet des Multimedia-Information-Retrieval
befasst sich mit der Indexierung und Durchsuchung von Videos.
Während im klassischen Information-Retrieval die Nutzung von Me-
tadaten wie Beschreibungen und Texte im Vordergrund steht, nutzen
Ansätze des Video-Retrievals primär das Video selbst. Sie arbeiten in-
haltsbasiert. Ziel dabei ist es, einem Nutzer die Möglichkeit zu geben,
in umfangreichen Multimedia-Archiven nach für ihn relevanten Inhal-
ten suchen zu können. Typische professionelle Anwendungsfälle hier-
bei sind die Recherche in Archiven durch Historiker oder die Suche
nach wiederverwendbarem Archiv-Material durch Journalisten und
Redakteure. MMIR-Systeme haben aber noch nicht den erforderlichen
Entwicklungsstand erreicht, um den Anwendungsfällen der Nutzer
zu genügen bzw. konnten sie sich bisher auch im professionellen
Bereich noch nicht durchsetzen.
So untersuchte Etzold (2015, S. 4 ff.) mithilfe von Experteninterviews
den Beschaffungsprozess von Archivmaterial bei der Produktion von
TV-Reportagen. Der von den Befragten dargestellte Ablauf umfasst
zunächst eine schriftliche Anfrage an das Archiv. Der Redakteur
oder Video-Editor erhält daraufhin eine Sammlung von Mediendatei-
en. Diese müssen in einem mehrstündigen Prozess manuell gesich-
tet werden, bis eine geeignete Stelle gefunden wurde. Bleibt diese
Sichtung erfolglos, muss die gesamte Prozedur wiederholt werden.
Etzold beschreibt unter anderem, dass die befragten Experten den
zeitaufwändigen Prozess und das hohe Risiko, relevante Inhalte zu
übersehen, als große Probleme ansehen.
Die Sichtung audiovisuellen Materials benötigt einen hohen Zeitauf-
wand. Ein Video muss dabei in seiner vollen Länge betrachtet werden.
Zwar ist es möglich, durch beschleunigtes Abspielen (fast-forward,
skimming) die Dauer der Rezeption zu verkürzen, der Aufwand ist
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dennoch erheblich. Ansätze zur Video-Summarization beschäftigen sich
mit Lösungen, wie der Inhalt eines audiovisuellen Mediums zusam-
mengefasst und vergleichbar dem Inhaltsverzeichnis eines Buches
dargestellt werden kann. Dies erlaubt es dem Nutzer, sich in kürzester
Zeit einen Überblick über die Struktur und die einzelnen Abschnitte
eines Videos zu informieren.
Die Herausforderungen für MMIR-Systeme und Video-Summarization
liegen vorrangig in zwei Bereichen: Erstens muss das audiovisuelle
Medium zunächst in Abschnitte bzw. Segmente zerlegt werden, die in
einem inneren semantischen Zusammenhang stehen. Zweitens muss
eine geeignete Indexierung gefunden werden, die entweder für die
an ein MMIR-System gestellten Suchanfragen geeignet sind oder
die es erlauben, die Struktur des Mediums in einer für den Nutzer
verständlichen Form darzustellen.
Ersteres, die inhaltsbasierte Segmentierung narrativer audiovisueller
Medien, ist das Thema dieser Forschungsarbeit. Filme und Videos
bestehen in ihrer analogen und digitalen Form aus einer Vielzahl
von Strukturelementen, die für eine Segmentierung genutzt werden
können. Die Erkennung und Klassifizierung dieser Strukturelemente
ist ein wichtiges Teilgebiet der Videoanalyse. Hierauf weisen bereits
M. M. Yeung und Yeo hin:
„Methods and techniques to automatically analyze video
documents based on contents and build structures that
facilitate both hierarchical organization and semantic un-
derstanding of video are important for applications such as
browsing, navigation and search in video databases. Often
the goal of such analyses is to provide fast and meaningful
nonlinear access to relevant materials in the video clips.“
(M. M. Yeung & Yeo, 1996, S. 94)
Die kleinste Einheit hierbei ist das Einzelbild oder Frame. Doch dieses
ist für die beschriebenen Anwendungszwecke zu kleinteilig. Eine wei-
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tere Einheit ist die ununterbrochene Reihe kontinuierlich aufeinander-
folgender Einzelbilder, der Shot. Er umfasst bereits einige Sekunden
des Mediums. Für die Segmentierung eines Videos in Shots existieren
bereits Lösungen mit hoher Präzision. Aber auch diese Struktureinheit
entspricht noch nicht den Anforderungen. Nutzer erwarten eine Seg-
mentierung in Handlungsabschnitte. Dies sind Sequenzen von Shots,
die in einen kontinuierlichen, inhaltlichen Zusammenhang darstellen,
wie zum Beipiel eine vollständige Szene, ein Interview oder ein
Nachrichtenbeitrag.
Eine Segmentierung in solche Sequenzen stellt nach wie vor eine
große Herausforderung für algorithmische Verfahren dar. Es klafft
eine große Lücke zwischen den Daten, die durch Analyse von Videos
extrahiert werden können und den semantischen Zusammenhängen,
die Menschen mit diesen Strukturelementen assoziieren (vgl. auch
Smeulders, Worring, Santini, Gupta und Jain (2000)). Um sie über-
brücken zu können, ist nicht nur das eingehende Verständnis der au-
diovisuellen Daten selbst erforderlich, sondern auch ein Verständnis
über die Werkzeuge, die innerhalb des kreativen Schaffensprozesses
genutzt werden, um die Handlung so in das Medium einzubetten,
dass Menschen die Zusammenhänge verstehen. Dabei sind diese
Werkzeuge oder Stilmittel besonders häufig nur indirekt zu erkennen.
Sie werden nicht selten von Menschen unbewusst wahrgenommen.
Diese Forschungsarbeit nähert sich der Thematik daher aus beiden
Richtungen. Die Analyse der technischen Ansätze befasst sich mit
der Aufgabe, Videos in Sequenzen zu segmentieren seitens der In-
formatik. Die Analyse der stilistischen Mittel des Films dient dem
besseren Verständnis der semantischen Zusammenhänge zwischen
den Strukturelementen aus filmwissenschaftlicher Seite. Die Synthese
beider Aspekte resultiert in der Entwicklung eines eigenen Verfahrens
zur Analyse von Videos und zur Segmentierung dieser in Sequenzen.
Dies geschieht im Bewusstsein, dass eine Lösung der generellen Pro-
bleme der beschriebenen Semantischen Lücke nicht in einer einzelnen
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Forschungsarbeit gefunden werden kann. Daher liegt ein besonderes
Augenmerk auf der Erarbeitung von Grundlagen und erweiterbaren
Lösungen, die auch in anschließenden Forschungsarbeiten als An-
knüpfungspunkte genutzt werden können.
1.1 Gliederung
Diese Arbeit gliedert sich in die folgenden Kapitel:
Im Kapitel 2 werden zunächst die bekannten und verwendeten Struk-
turelemente audiovisueller Medien beschrieben und anschließend ein
Überblick über den Stand der Technik gegeben. Die verschiedenen
Ansätze werden gemäß der ihnen zugrunde liegenden Ansätze und
auf Basis der von ihnen genutzten semantischen Beziehungen klassi-
fiziert. Hiermit wird der Rahmen für die Entwicklung einer eigenen
Methode für die Sequenz-Segmentierung abgegrenzt.
Das Kapitel 3 beschäftigt sich mit dem Blickwinkel der Filmwis-
senschaften auf die Analyse von Filmen. Hierbei stehen nicht nur
die Prinzipien der filmischen Narration im Fokus, sondern auch die
Methoden, mit denen Filme seitens der Filmwissenschaften analysiert
werden.
Ausgehend von der Strategie der Filmwissenschaft bei der Analyse
von Filmen, die Elemente und Bauformen zu untersuchen, wird
in Kapitel 4 eine Systematik der visuellen und auditiven Stilmittel
aufgebaut und diese erläutert.
Dies setzt sich in Kapitel 5 für die Stilmittel fort, die sequenzüber-
greifend dazu genutzt werden, narrative Handlungen filmisch zu
konstruieren. Beide Kapitel folgen damit dem Ziel der Informatik,
einen Katalog filmischer Stilmittel zur Verfügung zu stellen. Dieser
Katalog kann auch über diese Forschungsarbeit hinaus genutzt wer-
den, um neue Verfahren für die Analyse semantischer Konzepte in
audiovisuellen Medien zu entwickeln.
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Für die Analyse audiovisueller Medien und als Rahmen für die
Sequenz-Segmentierung wurde ein Analyse-Framework entwickelt.
Die Anforderungen an dieses System, der Systementwurf, die Im-
plementierung der Komponenten und eine Evaluation dieses Frame-
works sind Gegenstand des Kapitels 6.
Kapitel 7 beschreibt die Entwicklung eines Verfahrens zur seman-
tischen Analyse audiovisueller Medien und die Implementation ei-
ner Komponente zur Sequenz-Segmentierung als Erweiterung des
Analyse-Frameworks. Dabei werden die im Kapitel 2 untersuchten
Methoden und Verfahren aufgegriffen und für diesen Zweck weiter-
entwickelt. Insbesondere werden die verwendeten visuellen Deskrip-
toren und der Ansatz auf Basis einer hierarchisch agglomerativen
Clusteranalyse erläutert sowie eine Methode zur Bestimmung geeig-
neter Gewichtungskoeffizienten unter Nutzung Logistischer Regressi-
on vorgestellt.
Das Kapitel 8 schließt die Evaluation ab, deren erster Teil im Kapitel
6 beschrieben wurde. Dazu werden zunächst die für eine Sequenz-
Segmentierung geeigneten Evaluationsmaße eingeführt und disku-
tiert sowie das Testset und die Durchführung beschrieben. In der
anschließenden Auswertung wird das entwickelte Verfahren anhand
zweier Test-Kollektionen untersucht und die Resultate mit dem Stand
der Technik verglichen.
Den Abschluss bildet das Kapitel 9 mit einer Zusammenfassung, dem
Ausblick und einer Liste von Publikationen, die mit dieser Arbeit in
Verbindung stehen.
6
2 Strukturelemente und Stand der Technik
Als Ausgangspunkt für die weitere wissenschaftliche Arbeit werden
in diesem Kapitel die verschiedenen Strukturelemente beschrieben,
die in einem audiovisuellen Medium gefunden werden können. Die
zum Teil stark variierenden Bezeichnungen und damit verbundenen
Konzepte bedürfen einer klaren Erläuterung, um als Grundlage für
die folgenden Kapitel dienen zu können.
Bei dem Versuch, Begrifflichkeiten der Informatik mit jenen anderer
Wissenschaftsdisziplinen in Einklang zu bringen, ergeben sich na-
turgemäß Differenzen. Dies liegt sowohl darin begründet, dass jede
Wissenschaft einen Begriff aus einem anderen Blickwinkel heraus
betrachtet oder verwendet, als auch in den unterschiedlichen Tradi-
tionen, aus deren Verlauf sich bestimmte Begriffe entwickelt haben. In
dem hier relevanten Kontext ist besonders der Begriff des Films näher
zu betrachten.
Hierbei werden die Strukturelemente nicht nur aus dem Verständnis
der Informatik heraus betrachtet, sondern auch in einen Kontext zu
ihrer Bedeutung in den Filmwissenschaften gesetzt. Basierend hierauf
wird unter anderem erläutert, warum im Rahmen dieser Arbeit von
Sequenzen und nicht von Szenen gesprochen wird. Zudem wird
das Konzept der Syntagmen eingeführt, das bisher in technischen
Arbeiten kaum Beachtung fand.
An die Beschreibung der Strukturelemente schließt sich ein Überblick
über den Stand der Technik an. Dabei wird zunächst ein kurzer
Einblick in die Shot-Boundary-Detection gegeben, die als Vorstufe
vieler Verfahren genutzt wird.
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Der Überblick zum Stand der Technik beginnt mit den grundlegen-
den Verfahren der Sequenz-Segmentierung und widmet sich dann
den verschiedenen Varianten und Optimierungen, basierend auf den
jeweiligen Grundprinzipien, die sich diese zunutze machen.
Den Abschluss des Kapitels bilden die Schlussfolgerungen, in denen
eine Klassifikation der variierenden Ansätze vorgenommen und dis-
kutiert wird.
2.1 Film und Medium
Aus dem Blickwinkel der Informatik ist das Artefakt, die Entität,
das Medium, das es hier zu analysieren gilt, ein Video. Gemeint ist
dabei ein audiovisuelles Dokument. Es besitzt Bewegtbilddaten und
Tondaten. Seine genaue Form als physisches oder logisches Medium
ist nur insofern festgelegt, dass es sich in einer von Computern
lesbaren und verarbeitbaren Datenstruktur speichern lässt. Ein Video
in diesem Sinne kann eine beliebige abspielbare Videodatei sein.
Damit ist noch keine Aussage über den Inhalt des Videos getroffen,
ebenso wenig wie über seine Ursprungsform als Medium. Ob das
Video originär als digitales Video entstand oder ob es von einem
anderen physischen Medium in sein digitales Format übertragen
wurde (zum Beispiel durch Abfilmen einer Kinofilmrolle und Digita-
lisierung), ist in diesem Kontext nicht von Bedeutung. Die inflationäre
Verwendung des Begriffs Medium und Medien trägt in diesem Sinne
nicht zur Klarheit bei, da es unterschiedlich definiert ist.
In Meyers Enzyklopädisches Lexikon, Band 15, Mannheim, 1975
(zitiert nach Steinmetz (2000, S. 7)) wird ein Medium definiert als:
„Medium [lat.: das in der Mitte Befindliche], allgemein
Mittel, vermittelndes Element, insbesondere (in der Mehr-
zahl) Mittel zur Weitergabe oder Verbreitung von Informa-
tionen durch Sprache, Gestik, Mimik, Schrift und Bild (...).“
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Steinmetz erläutert hierzu, ein Medium sei:
„i. a. ein Mittel zur Verbreitung und Darstellung von In-
formationen. Beispiele von Medien sind Text, Grafik, Bild,
Sprache, Geräusche und Musik. Genauso kann man nach
diesem Verständnis auch Wasser und die Atmosphäre
als Medium auffassen. (...) Demnach kann man zwischen
Perzeptions-, Repräsentations-, Präsentations-, Speicher,
Übertragungs- und Informationsaustauschmedium unter-
scheiden.“ (Steinmetz, 2000, S. 7)
Das oben beschriebene Video ordnet er hierbei als ein aus Videoszenen
bestehendes Bewegtbild der Kategorie der Perzeptionsmedien zu.
Während ein Video, welches sich auf einer Videokassette befindet,
hingegen unter die Kategorie der Repräsentationsmedien fiele. Der
Fernseher oder der Kino-Projektor dagegen wären wiederum Präsen-
tationsmedien. (Steinmetz, 2000, S. 8)
Keine dieser Definitionen ist geeignet, den Film als so genanntes
Kunstmedium zu fassen. Es sind rein technische Interpretationen,
die auf die genaue Beschreibung des Mediums im Kontext einer
Signalübertragung in der Kommunikation abzielen. Aus dem Blick-
winkel der Filmtheorie hingegen ist die Form des Trägermediums
oder Datenformats von untergeordneter Bedeutung. Vorrangig für die
Filmtheorie ist der Inhalt, die Entstehung und die Bedeutung des
Films als Werk, als Kulturmedium. Wobei Medium hier wiederum
nicht im Sinne eines physischen Trägermediums zu verstehen ist. In
der geisteswissenschaftlichen Tradition erstreckt sich der Begriff des
Mediums auch auf seine Entstehung und die damit verbundenen
Rahmenbedingungen.
Hickethier (2007, S. 7 f.) versuchte sich in an einer Einordnung und
Definition. Hierbei beruft er sich auf Harry Pross, der zwischen drei
Arten von Medien unterscheidet:
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• Primäre Medien — Elementarformen, die an den menschlichen
Körper gebunden sind. (Sprache, Mimik, Gestik, Proxemik etc.)
• Sekundäre Medien — Benötigen nur auf der Seite des Produ-
zenten den Einsatz von Geräten (Schreib- und Druckerzeugnis-
se, Flaggensignale, Schilder etc.)
• Tertiäre Medien — Benötigen sowohl auf Seiten des Produzen-
ten, also auch der des Rezipienten technische Geräte (Radio,
Fernsehen, Telefon etc.)
Des Weiteren verweist Hickethier auf Schmidt (1994, S.613), der diese
Einteilung vorschlug:
• Konventionalisierte Kommunikationsmittel wie Schrift
• Medienangebote als Resultate der Verwendung von Kommuni-
kationsmitteln wie Texte
• Techniken, die zur Erstellung von Medienangeboten verwendet
werden.
• Institutionen/Organisationen, die zur Erstellung von Medien-
angeboten erforderlich sind.
Der Medienbegriff aus der Perspektive der Informatik lässt sich somit
also als ein tertiäres Medium im Sinne von Harry Pross und als
Medienangebot klassifizieren. Für die Definition des Medienbegriffs
in der Filmwissenschaft sei wiederum auf Hickethier verwiesen, der
darauf einwendet, dass das Medium mehr sei als ein technischer
Signalkanal, sondern auch die Ausgestaltung eines kommunikativen
Apparates. Ferner sei eine Präzisierung zu treffen: Das Medium der
Filmtheorie sei nicht der Film, sondern das Kino. In diesem Medium
könne Kunst vermittelt werden, auch wenn nicht alles was vermittelt
werde automatisch Kunst sei. (Hickethier, 2007, S.7 f.)
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Für die Verwendung des Wortes Medium im Kontext dieser Dissertati-
on und folgenden Texte erscheint es daher sinnvoll, eine eigene Wort-
definition einzuführen. Sie ist dabei nicht als eigenständiger Versuch
einer allgemeinen Definition zu verstehen, sondern als Klarstellung
und Abgrenzung der verwendeten Begriffe:
Der Begriff Medium wird im Folgenden verwendet, als Beschreibung
eines materiellen Medienobjekts oder einer immateriellen Medienen-
tität, als Resultat der Verwendung konventionalisierter Kommunika-
tionsmittel. Das Medium entsteht dabei durch die (zumeist) bewusst
ausgeführten Handlungen eines oder mehrerer Individuen. Sowohl
für die Kreation, die Rezeption (Darstellungsmedium), die Übertragung
zwischen ihnen (Übertragungsmedium) oder die persistente Speiche-
rung (Speichermedium) können Technologien und technische Geräte
zum Einsatz kommen.
Diese Definition erlaubt es im Gegensatz zu den zuvor genann-
ten Ansätzen, sowohl den technischen Aspekt des Mediums als
technisch-physikalischen Mittler zur Kommunikation zu greifen, den
semantisch-inhaltlichen Aspekt eines Mediums (der Film, der Roman,
die Zeitung) losgelöst von seinem physischen Übertragungskanal zu
adressieren, aber auch den organisatorischen und genrespezifischen
Aspekt seiner Entstehung und Wahrnehmung (Massenmedium Fernse-
hen, die Presse) zu differenzieren.
Dennoch wird in den folgenden Kapiteln häufig der Begriff Film
anstelle von Medium verwendet. Dies geschieht aber nur insoweit, wie
eben dieser Begriff von den dargestellten Literaturquellen verwendet
wird und um Inkonsistenzen zu den Aussagen der jeweiligen Autoren
zu vermeiden.
2.2 Strukturelemente des audiovisuellen Mediums
In Verbindung mit audiovisuellen Medien und deren Analyse finden
verschiedene Begriffe wie Frame, Einzelbild, Einstellung, Shot, Se-
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quenz, Szene oder Segment ihre Anwendung. Dies sind Begriffe, die
zumeist verschieden definiert sind und je nach Quelle oder Beschrei-
bungsgegenstand mit anderen Bedeutungen genutzt werden. Beson-
ders in Veröffentlichungen und der Fachliteratur aus dem Gebiet der
Informatik werden diese Begriffe wenig differenziert verwendet.
Bei einer näheren Betrachtung der Filmwissenschaft und der Filmana-
lyse ist es aber unabdingbar, die hinter den Worten stehenden Konzep-
te zu verdeutlichen, da zum Beispiel Szene und Sequenz keineswegs
äquivalent sind. Insbesondere Christian Metz führte bereits vor mehr
als 40 Jahren das Konzept der Großen Syntagmen des Films ein, die eine
weitaus differenziertere Beschreibung erlauben und insofern auch für
das Gebiet der algorithmischen Video-Segmentierung relevant ist. Im
Folgenden werden aus Gründen der Einheitlichkeit die englischen
Bezeichnungen für die unterschiedlichen Konzepte (soweit möglich)
bevorzugt, mit Ausnahme der Erläuterungen zu den Syntagmen,
bei denen auch in der Originalquelle die deutschen Bezeichnungen
vorgezogen wurden.
Die Grundelemente bilden die Bausteine einer audiovisuellen Nar-
ration. Diese Grundbausteine sind Bestandteile einer hierarchischen
Struktur. Sie beginnt unterhalb der Wahrnehmungsschwelle des Rezi-
pienten mit den Frames, geht über Bewegungs- und Darstellungsmus-
ter innerhalb einer Aufnahme (Sub-Shots), den geschlossenen konti-
nuierlichen Kameraaufnahmen (Shots) bis hin den zu Sequenzen und
Szenen, die geschlossene Handlungselemente aus mehreren Shots
zusammenfassen. Mit jeder Stufe der Hierarchie wird das einem
Strukturelement zugrundeliegende Konzept und der damit verbunde-
ne semantische Zusammenhang seiner Grundbausteine komplexer.
Sowohl in der Filmwissenschaft als auch in der Informatik finden
sich vielfältige Begriffe für die Beschreibung von Segmenten. Häu-
fig werden Scene (Szene), Sequence (Sequenz), Segment und in der
Informatik auch Logical Shot Unit (Hanjalic, Lagendijk & Biemond,
1999) analog verwendet. Eine Differenzierung soll hier auf Basis der
12
2.2 Strukturelemente des audiovisuellen Mediums
Literatur aus der Filmwissenschaft und insbesondere ausgehend von
den Metz’schen Syntagmen erfolgen.
2.2.1 Frames
Der grundlegende Baustein eines jeden Videos ist das Einzelbild, das
Frame. Es ist hierbei nicht erforderlich, auf die technischen Details
einzugehen, da sie im Allgemeinen bekannt sind: Eine Kamera nimmt
in einem festen zeitlichen Intervall (Framerate) einzelne Bilder der
realen Welt (Frames) durch eine Anordnung optischer Linsen (Objektiv)
auf.
Der aufgenomme Bildausschnitt und sein Blickwinkel wird über die
Bauart oder Einstellung des Objektives (Brennweite) sowie die Größe
des Einzelbildes oder Sensorchips (Bildformat) bestimmt. Dies wird
auch als Kadrierung bezeichnet. Die Belichtung des Filmmaterials bzw.
des digitalen Sensorbildes wird über die Menge des durch die Blende
eingelassenen Lichtes und die Dauer des Lichteinfalls pro Einzelbild
(Verschlusszeit/Shutter) gesteuert.
Bei der Wiedergabe der Bildfolge mit gleicher Framerate auf einem
Darstellungsgerät scheinen die Einzelbilder für den menschlichen
Betrachter durch eine Wahrnehmungstäuschung (Phi-Phänomen, Wert-
heimer (1912)) zu einer kontinuierlichen Darstellung zu verschmel-
zen. All dies ist bekannt und soll hier nur der Vollständigkeit halber
erwähnt werden.
Ebenso nicht weiter von Belang sind technische Methoden zur Spei-
cherung und Kompression der Einzelbildfolgen wie I-Frame, P-Frame,
B-Frame, Macroblöcke usw., mit denen das Einzelbild noch weiter
unterteilt werden könnte. Für den Betrachter des Films ist der einzelne
Frame aber praktisch unsichtbar und nicht bewusst existent. Es bildet
zwar bei der Analyse von Videodateien eine elementare Größe, ist in
der Filmwissenschaft hingegen noch unterhalb der kleinsten Einheit
angesiedelt.
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Der Begriff Keyframe (dt. Schlüsselbild) bezeichnet ein Einzelbild, das
ausgewählt wurde, um ein größeres Segment (Shot, Gruppe oder
Sequenz) zu repräsentieren.
2.2.2 Sub-Shot
Eine Zwischengröße, der Sub-Shot, die insoweit nur in der Informatik
definiert ist, führt Petersohn (2009, S. 95) mit der folgenden Definition
ein:
„A sub-shot is an unbroken sequence of frames within a
shot only having a small variation in visual content.“
Er geht dabei von der Idee aus, dass auch innerhalb einer nicht-
unterbrochenen Kameraaufnahme Strukturen existieren wie Kamera-
bewegungen oder der Wechsel von im Fokus stehenden Objekten.
Dies steht in Verbindung sowohl mit den Einsatzmöglichkeiten be-
weglicher Kamerasysteme, wie sie im Kapitel 4.2.31 beschrieben wer-
den, als auch mit den Stilmitteln der Inneren Montage. Hierdurch ist
es möglich, Bildfolgen zu erstellen, in denen eine Bildfolge oder ein
eigenständiges Element in einen Shot integriert werden. So beschreibt
Ritter (2014, S. 123) zum Beispiel ein solches Element als lokaler Schnitt.
Bei einer solchen Konstellation handelt es sich nicht um einen Shot im
eigentlichen Sinne, sondern um ein eigenes, Bedeutung enthaltendes
Element innerhalb eines Shots.
2.2.3 Shots
Der Shot gilt in der Filmwissenschaft als die kleinste Struktureinheit,
obwohl auch Bedeutungselemente gegebenenfalls innerhalb eines
Shots liegen können und damit kürzer sind als der Shot, in den
sie eingebettet sind. Im Allgemeinen bezeichnet ein Shot eine zeit-
lich kontinuierliche Folge von Einzelbildern, die von einer Kamera
1Kapitel 4.2.3: Camera-Movements, S. 180
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zwischen Start und Stopp der Aufzeichnung gemacht wurden. Die
wortmäßige Bedeutung bedient sich genau dieses Konzepts. Chris-
tian Metz beschreibt bei seinen Ausführungen zur Grammatik des
Kinos (Metz, 1972, S. 161 f.) die Einstellung als „kleinste Einheit“.
2.2.4 Szenen, Sequenzen und Akte in der Filmwissenschaft
Die strukturierte Einteilung der Handlung in Filmen geht auf den
Theaterbegriff der Szene zurück ((Hickethier, 2007, S. 115)). Noch
größere Einheiten bilden im Theater die Akte. Der Akt-Begriff bezieht
sich aber vor allem auf die praktische Umsetzung eines Theaterstücks
und erstreckt sich zwischen dem Öffnen und Schließen des Vorhangs
und dient damit nicht zuletzt dazu, einen Bühnenumbau vornehmen
zu können. Nichtsdestotrotz verwendet Faulstich (2013, S. 65 ff.) in
seiner Handlungsanalyse auch den Begriff des Akts, hier aber vor
allem zur Einteilung der Dramaturgie.
Szenen werden bei Hickethier (2007, S. 115 f.) eingeteilt nach dem
Handlungsort (wenn die Figuren gleich bleiben) oder nach dem
Wechsel der Figuren bzw. Figurenkonstellationen sowie dem Wechsel
des Zeitpunktes der Handlung. Faulstich (2013, S. 78) definiert die
folgenden Kriterien für eine Szene oder Sequenzwechsel:
• Einheit/Wechsel des Ortes,
• Einheit/Wechsel der Zeit (z. B. Tag versus Nacht),
• Einheit/Wechsel der beteiligten Figur(en) bzw. Figurenkonstella-
tionen,
• Einheit/Wechsel eines (inhaltlichen) Handlungsstrangs,
• Einheit/Wechsel im Stil/Ton (z. B. statisch versus dramatisch,
farbspezifisch, Handlung versus Dialog).
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Er fügt hinzu, dass die Festlegung von Sequenzen nicht immer eindeu-
tig ist und es einen Interpretationsspielraum gibt. Hickethier trennt
sehr deutlich zwischen Szene und Sequenz, indem er die Szene nur
im Kontext des Theater gelten lässt.
„Im Film wird in der Regel von einer ‚Sequenz‘ gespro-
chen. Die Einteilung in Sequenzen geht im Prinzip von der
Wahrnehmungslogik aus, dass zwischen den Auftritten
der Figuren an verschiedenen Orten auch eine Bewegung
der Figuren zwischen den beiden Lokalitäten stattgefun-
den haben und deshalb also Zeit vergangen sein muss“
(Hickethier, 2007, S. 115)
Auch bei Monaco (2009, S. 171) wird darauf hingewiesen, dass die
Begrifflichkeiten schwierig sind:
„Der Begriff ‚Szene‘ ist ohne Zweifel nützlich, aber nicht
präzise. Sequenzen sind sicherlich länger als Szenen, aber
die ‚Plansequenz‘, in der eine einzelne Einstellung iden-
tisch ist mit einer Sequenz, ist ein wichtiges Konzept,
und ihre Untereinheiten ihrerseits sind nicht davon abge-
trennt.“
2.2.5 Syntagmen nach Metz
Ein sehr umfassendes und zudem sprachlich sehr differenziertes
System für die Beschreibung von Bildanordnungen gibt Metz (1972,
S. 165 ff.). Als Semiotiker diskutiert er die Möglichkeiten, eine Gram-
matik des Films zu definieren. Er skizziert die großen Syntagmen
im Film (hierbei bezieht sich groß auf die Ebene, in der die Anord-
nung erfolgt) als die „Haupttypen von Bildanordnungen, die in Filmen
vorkommen“ (Metz, 1972, S. 167). Metz ordnet die Syntagmen in
einem System sukzessiver Dichotomien an. Er unterscheidet dabei acht
Haupttypen, von denen aber nur sieben Syntagmen sind. Für eine
klare Unterscheidbarkeit werden die Begriffe Szene, Sequenz und
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Segment im Folgenden nur im Metz’schen Sinne verwendet. Hierbei
bildet die zu untersuchende Reihe von Shots ein autonomes Segment.
Ein autonomes Segment bildet die Unterteilung ersten Grades. Sie ist
nicht weiter in sich verschachtelt und enthält folglich nur einen oder
mehrere Shots. Diese Bestandteile sind demnach nicht-autonom, als
auch nicht voneinander unabhängig. Ein einzelner Shot ist dabei ein
minimales Segment.
1.) Autonomer Shot oder Syntagma?
Die erste Unterscheidung trennt alle autonomen Segmente, die nur
aus einem einzigen Shot bestehen, von allen anderen, die aus meh-
reren Shots bestehen. Dieses autonome Segment, bestehend aus nur
einem Shot, wird als autonome Einstellung bezeichnet. Diese autonome
Einstellung stellt in sich einen eigenen Handlungsabschnitt dar. Sie
ist im eigentlichen Sinne kein Syntagma. Sie lässt sich selbst noch
unterteilen in die Sequenz-Einstellung (mehr bekannt als Plan-Sequenz),
in der ähnlich wie im Theater die Handlung in einem Durchlauf ohne
Unterbrechung der Aufnahme durchgespielt wird sowie Einfügungen
(Inserts). Metz gibt hierbei vier Arten von Einfügungen an (Metz,
1972, S. 172):
• Nicht-diegetische Einfügung („ein Bild mit rein komparativem
Wert, das also einen Gegenstand außerhalb der Handlung darstellt“)
• Subjektive Einfügung („ein Bild, das etwas darstellt, was vom Han-
delnden nicht als anwesend empfunden wird, sondern als abwesend, z.
B. Erinnerungen, Träume, Befürchtungen, Vorahnungen etc.“)
• Diegetisch versetzte Einfügung („ein Bild, das zwar völlig ‚real‘
ist, aber aus seiner normativen filmischen Umgebung herausgenom-
men und als eine Art Enklave in das Syntagma einer fremden Auf-
nahme eingebettet wurde; z. B. wird mitten in einer Sequenz, die die
Verfolger darstellt, ein einzelnes Bild der Verfolger eingefügt“)
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Abbildung 2.1: Dichotomie der Syntagmen nach Metz.
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• Explikative Einfügung („ein gleichsam mit der Lupe vergrößertes
Detail, das seiner natürlichen räumlichen Umgebung enthoben und
in einen abstrakten, rein intellektuellen Raum gestellt wird, z. B.
Visitenkarten oder Dokumente in Großaufnahme“)
2.) Chronologisch oder Achronologisch?
Ist ein autonomes Segment keine autonome Einstellung, so ist sie ein
Syntagma, das sich aus mehreren Unterelementen zusammensetzt.
Syntagmen werden im zweiten Schritt in zwei Typen unterschieden:
• Chronologisches Syntagma — Das zeitliche Verhältnis zwi-
schen den Bildern und Tatsachen ist relevant.
• Achronologisches Syntagma — Bei achronologischen Syntag-
men „bleibt das zeitliche Verhältnis der durch die Bilder dargestellten
Tatsache unbestimmt“ (Metz, 1972, S. 173 ff.). Die chronologischen
Syntagmen stellen die Handlung und Ereignisse in ihrem tat-
sächlichen Verlauf als Folge von sequenziellen Shots dar. Dabei
dürfen aber auch gleichzeitig ablaufende Ereignisse enthalten
sein oder der Verlauf der Zeit mittels Methoden wie slow motion
oder Zeitraffer verändert dargestellt werden.
3.) Parallele Motive oder zusammengehörige Motive?
Handelt es sich um ein achronologisches Syntagma, kann wiederum
unterschieden werden zwischen zwei Arten:
• (Achronologisches) paralleles Syntagma - („die Montage bringt
zwei oder mehrere Motive zusammen und verflechtet sie miteinander,
d.h. sie läßt sie im Wechsel wiederkehren, ohne dass die Annäherung
ein präzises (zeitliches oder räumliches) Verhältnis zwischen den
genannten Motiven konstruiert (. . . ) (Szenen aus dem Leben der
Reichen und Szenen aus dem Leben der Armen, Bilder der Ruhe und
Bilder der Unruhe, Bilder von Stadt und Land, Meer und Kornfeld
etc.“). (Metz, 1972, S.173)
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• (Achronologisches) Syntagma der zusammenfassenden Klam-
merung - („eine Serie kurzer Szenen, die solche Ereignisse darstellen,
die als typische Beispiele für bestimmte Realitäten angesehen wer-
den und ganz bewusst nicht in ein zeitliches Verhältnis zueinander
gebracht werden, um gerade dadurch ihre Zusammengehörigkeit in-
nerhalb einer ’Kategorie von Tatsachen‘ zu betonen. (. . . ) Beispiel:
(. . . ) die erotischen Evokationen am Anfang von ’Eine verheiratete
Frau‘ (Lean-Luc Goddaed, 1964), die durch Variationen und teil-
weise Wiederholungen eine globale Bedeutung wie ‚moderne Liebe‘
skizzieren, oder auch die sukzessiven Evokationen von Zerstörung,
Bombardierung und Trauer zu Beginn des Films ‚’Quelque part en
Europe‘ (Geza Radvanyi, 1947)“). Metz beschreibt, dass in diesem
Syntagma aufeinanderfolgende „Evokationen“ häufig durch vi-
suelle Effekte wie schnelle Überblendungen, Vorhangblenden,
Panoramaschwenks, aber weniger durch Abblenden verbunden
sind. Er weist darauf hin, dass das Vorhandensein von nicht-
alternierenden Bildern im Gegensatz zum parallelen Syntag-
ma bereits eine Unterscheidungsmöglichkeit zum selbigen er-
laubt.“ (Metz, 1972, S.173 ff.)
4.) Deskriptiv oder narrativ?
Unter den chronologischen Syntagmen muss unterschieden werden
zwischen zwei Arten:
• (Chronologisch) deskriptives Syntagma — Alle Bilder und
Shots sind ausschließlich als in Simultanität zu verstehen.
• (Chronologisch) narratives Syntagma — Mindestens eine zeit-
liche Konsekution ist für die Bedeutung relevant.
Nur beim deskriptiven Syntagma sind alle nacheinander dargestellten
Motive simultan. „Beispiel: die Beschreibung einer Landschaft (zuerst ein
Baum, dann ein Ausschnitt des Baumes, dann ein kleiner Bach, der vorbei-
fließt, nun ein Hügel in der Ferne etc.). Das deskriptive Syntagma versteht
das Gezeigte als koexistent ohne zeitliche Bedeutung, nur durch die Einheit
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des Raumes. Es ist aber damit nicht auf unbelebte Objekte beschränkt.“
(Metz, 1972, S. 175 f.) Eine allgemein typische Anwendung findet
sich auch in der Berichterstattung bei Nachrichtensendungen oder
Magazinen, in denen dem Zuschauer Sachverhalte erläutert werden
und die gezeigten Bilder primär der Motivation des Sprechertextes
dienen, aber keine Dokumentation von zeitlich aufeinanderfolgenden
Ereignissen darstellen. Alle nicht-deskriptiven Syntagmen sind nar-
rative Syntagmen. Dies bedeutet, dass der zeitliche Zusammenhang
zwischen den Unterelementen (den Shots und ihren Ereignissen und
Gegenständen) auch eine Konsekution bilden. Unterscheidungsmerk-
mal ist hierbei nicht das Fehlen von Simultanität, sondern das Vorhan-
densein von mindestens einer Konsekution. (Metz, 1972, S. 176 f.)
5.) Eine Narration oder mehrere?
Wiederum unterscheiden sich die narrativen Syntagmen in zwei
Untergruppen:
• Alternierendes (chronologisch narratives) Syntagma — Enthält
„mehrere distinktive zeitliche Abfolgen“ und vermischt diese. In der
Filmtheorie wird dies auch oft unter den Namen alternierende
Montage, parallele Montage oder cross-cutting bezeichnet. „Ein
typisches Beispiel: erst Bilder, die die Verfolger zeigen, anschließend
Bilder, die die Verfolgten zeigen etc. Definition: Durch Wechsel in
der Montage werden zwei oder mehr Ereignis-Serien so dargestellt,
daß innerhalb jeder Serie die zeitlichen Beziehungen der Konsekution
eingehalten werden, aber zwischen den ‚en bloc‘ aufgenommenen
Serien Simultanität herrscht (was man in die Formel fassen könnte:
‚Alternieren der Bilder = Simultanität der Fakten‘)“ (Metz, 1972, S.
177). Ein populäres Beispiel wäre hier die US-Serie „24 - Twenty
Four “(USA 2001–2010), in der jede 60-minütige Episode genau
60 Minuten der Handlungszeit entspricht und das alternierende
Syntagma quasi zum Bauprinzip der ganzen Serie erhoben
wurde.
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• Lineares (chronologisch narrative) Syntagma — Eine einzige
Zeitfolge verbindet alle Elemente bzw. die ihnen innewohnende
Handlung.
6.) Streng kontinuierlich oder nicht?
Auch die linearen Syntagmen lassen sich in zwei weitere Typen un-
terscheiden. Bekannt ist an dieser Stelle bereits, dass die dargestellte
Handlung in einer einzigen Abfolge steht.
• Diskontinuierliches (chronologisch linear narratives) Syntag-
ma - Die zeitliche Folge ist nicht streng kontinuierlich oder
überspringt Zeitintervalle.
• Kontinuierliches (chronologisch linear narratives) Syntagma
— Ist die Zeitfolge kontinuierlich, kommen keine Ellipsen oder
diegetische Hiate vor. Es werden also keine Zeitperioden über-
sprungen oder ausgelassen. Eine Unterbrechung der Kamera-
aufnahme findet also nur zum Wechsel der Perspektive statt,
nicht aber um unwichtige Handlungen zu überspringen. Ent-
scheidend ist, dass die Fortsetzungen „genau an dem chronolo-
gischen Punkt wieder aufgenommen (. . . ) werden, der in der Zwi-
schenzeit erreicht wurde“ (Metz, 1972, S. 177). In diesem Fall kann
davon gesprochen werden, dass das kontinuierliche Syntagma
einer Szene des Theaters ähnelt, da es einen zeitlich und räumlich
durchgehenden Ablauf darstellt, der als nicht unterbrochen
empfunden wird. „Dieses Syntagma ist die ‚Szene im eigentlichen
Sinn (oder kurz: Szene). (. . . ) Beispiel: Gesprächsszenen. (Die Bespie-
lung der Tonspur mit aufeinanderfolgenden sprachlichen Äußerungen
verlangt in vielen Fällen — wenn auch nicht notwendig — eine
ebenso einheitliche und lückenlose visuelle Konstruktion.)“ (Metz,
1972, S. 178). Ein gutes Beispiel für die Verwendung des kontinu-
ierlichen Syntagmas findet sich in klassischen Live-Sendungen
des Fernsehens, in denen ein Überspringen der Zeit gar nicht
möglich ist und der Wechsel zwischen Kameras nichts mit dem
überspringen von Zeitintervallen zu tun hat.
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7.) Organisiert oder nicht?
Für jene Syntagmen, die keine Szene sind und dementsprechend
zu den diskontinuierlichen Syntagmen gehören, wählt Metz die Be-
zeichnung „Sequenz im eigentlichen Sinne“. Diese Bezeichnung soll
eine Abgrenzung darstellen, zu den sonst üblichen Definitionen des
Begriffes, bei denen eine Sequenz häufig jede beliebige Folge von meh-
reren Einstellungen oder Shots benennt. Bei den diskontinuierlichen
Syntagmen oder Sequenzen unterscheidet Metz wiederum:
• Gewöhnliche Sequenz — Die zeitliche Diskontinuität ist unge-
ordnet bzw. unregelmäßig. „man gibt sich einfach damit zufrieden,
alle für die Geschichte als uninteressant erachteten Momente zu über-
springen; (. . . ) ein im Film sehr häufig vorkommender Typ;“ (Metz,
1972, S. 179)
• Sequenz durch Episoden — Die Diskontinuität findet in orga-
nisierter Form statt und ist „Prinzip der Konstruktion und der Aus-
sage der Sequenz (. . . ). Definition: Es wird eine gewisse Anzahl sehr
kurzer Szenen aneinandergereiht, die meistens voneinander mit Hilfe
optischer Effekte getrennt werden (Überblenden etc.) und die chronolo-
gisch aufeinanderfolgen; keine dieser Evokationen wird in voller Breite
abgehandelt: sie zählen für den Film nur im Ganzen, nicht einzeln, sie
sind auch nur als Ganzes mit der gewöhnlichen Sequenz austauschbar,
stellen also in ihrer Ganzheit ein autonomes Segment dar. (. . . ) In
ihrer extremen Form (. . . ) dient diese Konstruktion dazu, ‚langsame
und in einer Richtung verlaufende Evolutionen‘ verkürzt darzustellen;
Beispiel: in ‚Citizen Kane‘ (Orson Wells, 1941) ist es die Sequenz, die
die zunehmende Verschlechterung der seelischen Beziehung zwischen
dem Helden und seiner ersten Frau darstellt durch eine chronologi-
sche Serie von kurzen Andeutungen der Mahlzeiten, die das Paar
gemeinsam einnimmt und die in einer immer frostigeren Atmosphäre
verlaufen. Diese Andeutungen werden durch sehr rasch verlaufende
Panoramaschwenke (. . . ) aneinandergereiht.“ (Metz, 1972, S. 179 f.)
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Weiter erläutert Metz: „im Gegensatz zur Szene fallen in der Sequenz
die Zeit auf der Leinwand und die Zeit des Handlungsfortgangs (. . . ) nicht
zusammen“ (Metz, 1972, S. 181)
Eine Anmerkung ist noch zu ergänzen, die (Metz, 1972, S. 183 f.) zu
der Realisierung der Syntagmen ausführt. Für alle Syntagmen außer
der autonomen Einstellung gilt hierbei, dass sie jeweils auf zwei Arten
umgesetzt werden können:
• Montage im eigentlichen Sinne — Hiermit ist das klassische
Schneiden und Editieren des Films gemeint.
• Syntagmatische Anordnung — Diese subtilere Form bezieht
sich auf das, was häufig Mise-en-Scène genannte Prinzip, eine
Handlung nicht durch viele einzelne Shots darzustellen, son-
dern durch wenige lange Shots und die Anordnung der Inhalte
durch die geschickte Aufteilung des Bildes, Positionierung der
Charaktere, Einsatz von Licht und Raum, Tiefenunschärfe und
andere Methoden zu erreichen.
Christian Metz sieht an dieser Stelle selbst ein mögliches Problem sei-
ner großen Syntagmatik. Die Prinzipien, nach denen er die Syntagmen
unterteilt, die keine autonomen Einstellungen sind, können prinzipiell
auch in einer autonomen Einstellung existieren. Sie wenden dann die-
se Prinzipien wie in einer Plan-Sequenz an, aber eben nicht durch die
Verwendung mehrerer Shots, sondern in Form der Inszenierung, der
Mise-en-Scène. Damit werden sie von der Definition der Syntagmen
aber nicht erfasst.
2.2.6 Scene und Story-Unit in der Informatik
In Veröffentlichungen aus dem Bereich der Informatik werden Shot,
Scene und Segment sehr unterschiedlich definiert. Dabei ist auffällig,
dass die Definitionen meist nicht der eigentlichen Filmwissenschaft
entlehnt sind, sondern sich auf messbare Strukturen im visuellen
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Datenstrom beziehen. Gegenstand der meisten Veröffentlichungen
sind Algorithmen zur Erkennung von Szenen. Dabei wird aber im
Allgemeinen nicht die strenge Definition der Filmwissenschaft ange-
wendet. Für die Verfahren findet sich daher eine Vielzahl unterschied-
licher Bezeichnungen wie: „logical story unit segmentation“ (Vendrig
& Worring, 2001), „video scene detection“ (Del Fabro & Böszörmenyi,
2010, 2013; Kumar, Rai, Pulla & Jawahar, 2011), „scene change detection“
(Goela, Wilson, Niu, Divakaran & Otsuka, 2007; Ngo, Pong, Zhang &
Chin, 2000), „video structuring“ (Kwon, Song & Kim, 2000), „semantic
video clustering“ (D. Q. Zhang, Lin & Chang, 2004) oder „shot cluster-
ing“ (Tavanapong & Zhou, 2004).
Oft wird auf die selbstdefinierte Bezeichnung „story unit“ ausge-
wichen. Ein Terminus, der schon früh in diesem Forschungsgebiet
eingeführt wurde und später von vielen Veröffentlichungen (zum Teil
mit eigenen Definitionen) übernommen wurde.
„Throughout this paper, we shall treat a shot, defined as
a continuous sequence of actions, as a fundamental unit
in a video sequence. Physically a shot is a collection of
image frames. A scene is ’usually composed of a small
number of interrelated shots that are unified by location
or dramatic incident‘. However, the word scene is used
with different meanings under different contexts. Instead,
we propose the term story unit for such purpose: literally
a story unit is a meaningful subdivision of the story, and
composes of a sequential collection of interrelated shots
that are unified by a common locale or dramatic event. The
precise definition of a story unit will be presented later in
the context of graph structures.“ (M. M. Yeung & Yeo, 1996,
S. 376)
Ähnlich auch die Definition der „logical story unit (LSU)“ bei Hanjalic
et al. (1999, S. 582) als „an LSU is a series of temporally contiguous shots,
which is characterized by overlapping links that connect shots with similar
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visual content elements.“ Diese ursprüngliche Definition trägt den Ein-
schränkungen und Möglichkeiten des von den Autoren vorgestellten
Verfahrens Rechnung und soll daher bewusst eine Abgrenzung zum
klassischen Szenen- oder Sequenzbegriff darstellen. Das Paper stellt
eine der grundlegenden Veröffentlichungen zum Thema der „video
segmentation“ dar und wurde vielfach zitiert: Adams (2003); Arifin und
Cheung (2006); Benini, Migliorati und Leonardi (2007, 2008b); Lisa
(2004); Vendrig und Worring (2002); Weng, Chu und Wu (2009) u. a.
2.2.7 Transition
Als Transition oder Übergang werden die Trennstellen zwischen
den einzelnen Shots oder Szenen/Sequenzen bezeichnet. Hierbei ist
deutlich, dass die häufigste Transition das Fehlen jeder Transition ist.
Die einfachste Transition ist der Hard-Cut oder auch der unbewusste
Schnitt. Die Zahl der möglichen Alternativen zum Cut sind groß und
wachsen mit jedem neuen digitalen Effekt weiter. Sie werden aber in
der Regel nur sehr sparsam eingesetzt, da sie im Kontext des Films
meistens eine besondere Bedeutung besitzen. Nicht zuletzt dienen
sie als Trennzeichen zwischen Szenen/Sequenzen. Die verschiedenen
Übergangsarten werden im Kapitel 5.22 genauer untersucht. Hier sei
dagegen nur auf James Monaco verwiesen:
„Das einfachste Gliederungsmittel ist der harte Schnitt.
Ein Bild endet, ein anderes beginnt. Die Blende lenkt
die Aufmerksamkeit auf das Ende oder den Anfang wie
zum Beispiel die Irisblende (ein besonders beliebtes Mittel
der frühen Filmemacher, das heute kaum noch verwendet
wird. Die Trickblende, bei der ein Bild ein anderes durch
schwindelerregende Vielfalt von Möglichkeiten ersetzt
(Wischblende, Klappblende, Schiebeblende, Kippblende,
Zerreißblende, Spiralblende), war in den dreißiger und
2Kapitel 5.2: Transitionen, S. 219
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vierziger Jahren besonders beliebt. (...) All diese verschie-
denen Gliederungen entsprechen dem Punkt. Satz-Ende.
Ein Auf- und Abblenden kann eine Beziehung bedeuten,
aber ist kein direktes Bindeglied. Wenn es im Film ein
Komma zwischen diesen verschiedenen Punkten gibt, ist
es die Überblendung. Interessanterweise dient sie vielen
Zwecken: Sie wird im Allgemeinen benutzt, um Rück-
blenden einzuführen; sie wird auch bei der erzählerischen
Montage mit dem Jump Cut angewendet, während sie
gleichzeitig das Verfließen eines großen Zeitraumes dar-
stellen kann, vor allem, wenn sie wiederholt auftritt. Sie ist
im Film das Interpunktionszeichen, das Bilder vermischt,
während es sie gleichzeitig verbindet.“ (Monaco, 2009, S.
240 ff.)
2.2.8 Zusammenfassung
Wie sich zeigt, ist eine saubere Strukturierung und Segmentierung
eines Films nicht trivial. Insbesondere Definitionsversuche in der
Informatik bleiben häufig unpräzise und konzentrieren sich nur auf
die Interpretation der genutzten Daten. Auch in den Filmwissenschaf-
ten sind die Definitionen der Begriffe wie Szene und Sequenz nicht
einheitlich.
Als deutlich besser ausgearbeitete Systematik wurden die Syntagmen
nach Metz vorgestellt. Sie sind ein wertvolles Mittel, weil sie nicht
nur eine Beschreibung verschiedener bekannter autonomer Segmen-
te liefern, sondern diesen Syntagmen Bedeutungsebenen zuordnen.
Damit wird ein Ansatz denkbar, der bedeutungsrelevante Schlussfol-
gerungen aus dem Verhältnis ableitet, in dem verschiedene autonome
Segmente (oder Syntagmen) zueinander stehen.
Durch die von Metz beschriebenen Syntagmen lässt sich belegen,
dass die Zerlegung eines Videos in seine Segmente mehr umfasst
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als die bloße Gruppierung von visuell ähnlichen Shots. Syntagmen
definieren sich über die ihnen innewohnende Bedeutung, die Art
ihrer Darbietung und über die Beziehung, in der die Subelemente
zueinanderstehen.
Es ließe sich so argumentieren, dass die Video-Segmentierung, wie sie
zumeist in der Informatik thematisiert wird, gar keine Szenenerken-
nung im eigentlichen Sinne ist, sondern bislang nur versucht, über-
haupt autonome Einstellung ausfindig zu machen. Dass die Resultate
insofern häufig von denen intellektueller Annotation abweichen und
im Vergleich dazu zur Übersegmentierung neigen, erscheint daher
erklärbar.
„Ob nun seine acht Kategorien brauchbar oder nicht er-
scheinen, die von ihm definierten Faktoren der Unterschei-
dung sind höchst bedeutungsvoll.“ (Monaco, 2009, S. 240)
Beispielsweise bietet das kontinuierliche Syntagma Anknüpfungspunk-
te auch für mögliche Implementierungen. Da algorithmische Verfah-
ren zur Segmentierung von Videos in Shots ebenso wie die Erkennung
von sprachlichen Äußerungen existieren, wäre es durch eine Kombi-
nation beider Informationen möglich, den kontinuierlichen Charakter
einer Folge von Shots zu bestimmen.
Eine hinreichend verlässlich funktionierende Zuordnung eines Seg-
ments zur Klasse der kontinuierlichen Syntagmen würde ebenfalls in
der Schlussfolgerung resultieren, dass dieses Segment ebenfalls chro-
nologisch, linear und narrativ ist. Im Gegensatz dazu könnte, wenn
eine funktionierende Differenzierungsmöglichkeit zum deskriptiven
Syntagma existiert, eine Klassifikation von Segmenten, die deskriptiv
und damit simultan und nicht-kontinuierlich sind, erreicht werden.
Die Begriffe Story-Unit als auch Scene sind problematisch, wenn man
versucht, eine einheitliche Bezeichnung für ein derartiges Struktur-
Segment zu finden, das auch von den Definitionen der Filmwissen-
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schaft getragen wird. Als kleinsten gemeinsamen Nenner scheint der
Begriff Sequenz geeignet zu sein. Er erhebt nicht den Anspruch, eine
vollständige Handlungseinheit oder eine Szene gemäß den klassi-
schen Definitionen zu beschreiben.
Gleichzeitig widerspricht der Begriff nicht den Definitionen von
Hickethier und Monaco und kann nach der Beschreibung von Metz
zumindest noch als Sequenz im uneigentlichen Sinne gelten. Daher wird
für die weiteren Betrachtungen auch auf dem Gebiet der Informatik
einheitlich der Begriff Sequenz verwendet. Algorithmische Verfah-
ren zur Erkennung von Sequenzen werden demnach hier Sequenz-
Segmentierungen genannt.
2.3 Shot-Boundary-Detection
Wie bei den Strukturelementen gezeigt wurde, existieren verschiedene
Ebenen, aus denen sich ein audiovisuelles Medium zusammensetzt.
Damit verbunden gibt es in der Informatik verschiedene Methoden,
um ein Video in seine verschiedenen Strukturelemente zu zerlegen.
Sie werden im Allgemeinen unter dem Begriff Segmentierung zusam-
mengefasst. Nicht alle Segmentierungsverfahren beziehen sich auf die
Erkennung der gleichen Strukturelemente.
Bereits im Kapitel 2.23 wurde auf die Mehrdeutigkeit verschiedener
Begriffe in zahlreichen Publikationen hingewiesen. Insbesondere Be-
griffe wie Video-Segmentation, Scene-Detection oder einfach Segmentier-
ung werden häufig mit unterschiedlichen Bedeutungen verwendet,
je nachdem ob gerade die Erkennung von Sendungen, Shots oder
Sequenzen (bzw. Szenen) im Vordergrund stehen. Bereits M. Yeung,
Yeo und Liu (1998, S. 94) weisen in einer Fußnote zum Begriff Scene-
Change-Detection auf mögliche Missverständnisse hin:
3Kapitel 2.2: Strukturelemente des audiovisuellen Mediums, S. 11
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„This is a misnomer. These techniques detect the boundary
when a camera shot transits to another. In film production,
a scene is composed of many different shots unified by a
common locale or event. Throughout the paper, we call
such operations ‚shot boundary detection‘ to distinguish
them from the actual segmentation of scenes. The word
scene will be used as in film production.“
Die in diesem Zitat getroffene Abgrenzung wird auch hier übernom-
men. Die Erkennung von Shots, also durchgängigen Kameraaufnah-
men, ist eine Segmentierung, aber sie ist keine Szenenerkennung.
Der auch in der Literatur gängige Begriff hierfür ist Shot-Boundary-
Detection (SBD).
Der Fokus dieser Arbeit liegt auf Methoden zur Erkennung von
Sequenzen. Dennoch ist ein Überblick über Methoden zur Erkennung
von Shots oder sogar innerhalb von Shots liegenden Strukturen (Sub-
Shots) erforderlich. Sie sind in vielen Fällen eine Vorverarbeitungs-
stufe für die eigentlich angestrebte Segmentierung von Sequenzen.
Verfahren zur Shot-Boundary-Detection stellen aber ein eigenes For-
schungsgebiet dar und werden hier nur kurz betrachtet.
2.3.1 Visuelle Segmentierung
Die meisten Methoden zur Erkennung von Sequenzen bedienen sich
einer klassischen visuellen Shot-Boundary-Detection (SBD) für die
Generierung der benötigten Grundsegmente. SBD-Methoden stellen
einen eigenen Forschungsbereich dar. Betrachtet man den Aufbau ei-
nes digitalen Videos, ist dieses Vorgehen naheliegend. Die Grundbau-
steine des Video-Datenstroms sind Frames, also Einzelbilder. Diese
Struktur ist jedoch zu kleinteilig für eine Sequenz-Segmentierung.
Bekannte SBD-Verfahren basieren auf der sequenziellen Auswertung
von Farb-, Kanten- oder Bewegungs-Histogrammen der Einzelbilder.
Insbesondere Kantenstrukturen und deren Änderungen über den
30
2.3 Shot-Boundary-Detection
Zeitverlauf hinweg werden häufig für die Erkennung von Shot-
Grenzen analysiert. Dabei kommen unter anderem endliche Zu-
standsautomaten zum Einsatz. Die Verfahren sind teilweise auch
in der Lage, nicht nur die Grenzen zwischen einzelnen Shots zu
erkennen, sondern auch Transitionen zu klassifizieren wie Straight-
Cut, Fade, Dissolve oder Wipe (vgl. Kapitel 5.24). Es handelt sich hierbei
in der Regel um eine nicht-semantische Segmentierung, die alleine
auf Basis von Low-Level-Merkmalen erfolgen kann. Verfahren dieser
Art sind sehr häufig eine Vorstufe oder Bestandteil einer Sequenz-
Segmentierung. (Ritter, 2014, S.120 ff., S.138 f.)
In einem Survey über die Entwicklung der Shot-Boundary-Detection
im TRECVID-Wettbewerb der Jahre 2001–2007 stellten Smeaton, Over
und Doherty (2010, S. 417) dar, dass die besten zehn getesteten Lö-
sungen für harte Schnitte (Straight-Cuts) auf F1-Werte von 0,871–0,942
kommen. Bei graduellen Schnitten (Transitionen) liegen die Werte
noch etwas darunter bei 0,686–0,790. Damit kann belegt werden, dass
es bereits gute Lösungen auf diesem Gebiet gibt.
2.3.2 Nicht-visuelle Segmentierung
Einige Ansätze basieren nicht auf visuellen Daten. Insbesondere bei
Methoden, die von auditiven Modalitäten ausgehen, ist eine andere
Art von Grundelementen als dem visuellen Shot erforderlich. Bei
Del Fabro und Böszörmenyi (2013, S. 449 ff.) werden diese Grundele-
mente meist als Audio-Segments bezeichnet (in anderen Quellen auch
Audio-Elements oder Audio-Shots). Sidiropoulos et al. (2010) bezeich-
neten Methoden dieser Art als Acoustic-Change-Detection (ACD).
Die Segmentierung eines Videos unter Nutzung der auditiven Daten
kann unter anderem dadurch erfolgen, dass Abschnitte mit Sprache,
Musik und Hintergrund-Geräuschen klassifiziert werden. Andere An-
sätze nutzen Low-Level-Features wie Tonalität, Bandbreite, akustische
4Kapitel 5.2: Transitionen, S. 219
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Energiemaße und Cepstrals oder die Erkennung semantischer Kon-
zepte wie Sprache, Lachen und Jubeln. Dabei kommen meist Hidden
Markov Modelle oder Gaussian Mixture Models zum Einsatz. Audio-
Merkmale alleine erreichen gegenwärtig aber meist noch nicht so gute
Erkennungsraten wie visuelle Verfahren. (Niu, Goela, Divakaran &
Abdel-Mottaleb, 2008), (Lu, Cai & Hanjalic, 2006, S.17), (Del Fabro
& Böszörmenyi, 2013, S. 431,S. 435), (Nitanda, Haseyama & Kitajima,
2005)
Eine textuelle Segmentierung ist in der Regel nur möglich, wenn
entsprechende Metadaten zur Verfügung stehen wie das Drehbuch,
Untertitel oder andere Annotationen. Andernfalls eignen sich textuel-
le Daten nur in Kombination mit anderen Datenströmen als multimo-
dalem Ansatz. Dann wird die Segmentierung zunächst anhand von
Audio- oder Video-Daten durchgeführt. (Del Fabro & Böszörmenyi,
2013, S. 436, S. 438)
2.3.3 Erkennung von Sub-Shots
Noch eine Ebene feiner als die klassische Shot-Boundary-Detection
sind Methoden zur Erkennung von Sub-Shots angesiedelt. Da sie sich
aber im Grunde ähnlicher Ansätze bedienen und grundsätzlich als
Untereinheit von Shots auftreten, werden sie hier neben den SBD-
Methoden betrachtet.
Zur Erkennung von Sub-Shots stellt Petersohn (2009) ein Verfah-
ren vor, bei dem Farb-Histogramme als Merkmalsvektoren für je-
des Frame berechnet werden. Durch Clustering mit einem K-Means-
Algorithmus werden so Cluster kohärenter Sub-Shots erzeugt. Sie
basieren damit auf der Prämisse, dass innerhalb eines Sub-Shots eine
gewisse Kohärenz bezüglich der zu beobachtenden Koeffizienten der
Merkmalsvektoren herrschen müsste. Auch bei (Gatica-Perez, Loui &
Sun, 2003, S. 542 f.) findet sich ein Vorschlag zur Berechnung von Sub-
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Shots. Sie untersuchten hierfür Ähnlichkeitsfunktionen basierend auf
mehreren Farb- und Kanten-Histogrammen.
Abbildung 2.2: K-Means Clustering mit zwei Sub-Shot Clustern (oben) und drei Clus-
tern (unten). (Petersohn, 2009, S. 95)
Das Konzept der spatio temporal slices (STS) von Ngo, Pong, Zhang
und Chin (2000) nutzt ebenfalls Bewegungsdaten. Die Abbildung 2.4
zeigt ein solches STS-Muster. In bestimmten Keyframe-Intervallen
werden horizontale und vertikale Schnitte durch das Bild extrahiert
und nach der Glättung mit einem Gauss-Filter hintereinander mon-
tiert. Aus dem so erzeugten horizontalen und vertikalen STS-Muster
lassen sich nicht nur Shot-Grenzen deutlich ablesen, es können auch
Kamerabewegungen wie Tilting, Panning oder Zooming (vgl. Kapitel
4.2.35) abgelesen werden. Auch zwischen Bewegungen des Bildes
und Bewegungen innerhalb des Bildes lässt es sich so unterscheiden.
5Kapitel 4.2.3: Camera-Movements, S. 180
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Abbildung 2.3: Bewegungsklassifikation und Auswahl von Keyframes unter Nutzung
von spatio temporal slices. (Ngo et al., 2002a, S. 135)
Hierzu schlagen die Autoren die Nutzung eines Structure-Tensor und
Tensor-Histogram vor. (Ngo et al., 2002a, S. 129 ff.)
Nur bei wenigen Sequenz-Segmentierungen für sehr eng definier-
te Anwendungsgebiete wird auf eine klassische Shot-Boundary-
Detection verzichtet. So schlagen Del Fabro und Böszörmenyi (2010)
ein Verfahren zur Analyse von Bewegungsmustern vor, das sie mit
Sport-Videos (insbesondere Ski-Sprung) testen. Dabei werden die
Pixel-Bewegungen zwischen aufeinander folgenden Keyframes un-
tersucht und so ein Bewegungs-Histogramm erstellt, das Stärke und
Richtung zusammenfasst.
Die damit gefundenen Segmente entsprechen keinen Shots, erfüllen
aber in der nachgelagerten Ähnlichkeitsanalyse den gleichen Zweck.
Auch bei Xie und Tong (2011) wird auf eine SBD verzichtet. Das
beschriebene Framework hat zum Ziel, unter Nutzung von Hidden
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Markov Modellen und semantischen Regeln, Torschüsse und andere
Ereignisse während eines Fußballspiels zu erkennen.
Abbildung 2.4: Muster eines spatio temporal slices. (Ngo et al., 2002a, S. 130)
Abbildung 2.5: Visualisierung der Bewegungs-Sequenz in einem Ski-Sprung-Video. Die
Sprünge von drei Athleten sind markiert als (A), (B) und (C). Das untere
Bild stellt eine Vergrößerung des Sprungs von Athlet (B) dar. (Del Fabro
& Böszörmenyi, 2010, S. 114)
2.4 Grundlagen der Sequenz-Segmentierung
Methoden zur Sequenz-Erkennung versuchen, semantische Bezie-
hungen zwischen den Grundelementen zu erkennen und diese als
Grundlage zur Bildung von semantischen Strukturen zu verwenden.
Diese Segmentierungsverfahren haben nicht zum Ziel, lediglich ein-
fache kontinuierliche Strukturen im Datenstrom zu identifizieren (z.
B. Shots). Vielmehr sollen Strukturen identifiziert werden, die aus
35
2 Strukturelemente und Stand der Technik
mehreren Shots bestehen und in einem inhaltlichen bzw. seman-
tischen Zusammenhang stehen. In Unterscheidung zu einer Shot-
Segmentierung sollen hierbei die gefundenen Segmente auf seman-
tischer Ebene kohärent sein und eine geschlossene Handlung oder ein
semantisches Konzept repräsentieren.
Für die Sequenz-Segmentierung von Videos ist zunächst zu unter-
suchen, mit welchen Verfahren sich semantische Beziehungen zwi-
schen Grundelementen finden lassen und wie diese genutzt werden
können. Die vier in diesem Abschnitt vorgestellten Ansätze bildeten
den Grundstock für viele später entwickelte Verfahren. Allen gemein
ist, dass sie primär auf das Auffinden visueller Ähnlichkeit bzw.
Kohärenz abzielen.
2.4.1 Grundbegriffe
Verfahren zur Sequenz-Erkennung dienen dazu, semantisch verbun-
dene, kontinuierliche, sequenzielle und adjazente Abschnitte (Sequen-
zen) in einem audiovisuellen Medium (Video) zu identifizieren. Im
optimalen Fall repräsentieren diese Sequenzen Abschnitte innerhalb
eines Videos, die am selben Ort spielen und/oder zur selben Zeit der
Handlung und/oder eine durchgehende Handlung enthalten und/
oder an denen dieselbe Konstellation der Charaktere vorherrscht. Da-
mit soll eine gefundene Sequenz jenen Strukturelementen möglichst
nahekommen, die in der Filmwissenschaft als Sequenz bzw. Szene
bezeichnet werden oder sogar den detaillierteren Elementen der von
Metz geprägten Syntagmen entsprechen.
Die Erkennung der semantischen Beziehungen und inhaltlichen Struk-
turen stehen in diesem Kapitel im Mittelpunkt. Del Fabro und Bös-
zörmenyi (2013) beschrieben in einem umfangreichen State-of-Art-
Survey die bisherigen Entwicklungen und ordneten die Ansätze,
Methoden und Evaluierungsstrategien. Vendrig und Worring (2001,
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2002) evaluierten die vier grundlegenden Methoden der Sequenz-
Segmentierung auf Basis visueller Informationen und entwickelten
hierfür das Evaluationsmaß Coverage/Overflow (vgl. Kapitel 8.16).
Eine wichtige Einsatzmöglichkeit für Sequenz-Segmentierungen liegt
darin, dass solche Sequenzen die inhaltliche und hierarchische Struk-
tur eines Videos offenbaren. Sie sind daher dazu geeignet, den In-
halt von Videos verkürzt darzustellen und somit auch das Durch-
suchen und Indexieren von audiovisuellen Medien zu beschleu-
nigen. Diese Anwendungsgebiete lassen sich unter den Begriffen
Video-Summarization und Video-Retrieval zusammenfassen. Lew, Sebe,
Djeraba und Jain (2006, Kap. 2) benennt beide Gebiete als funda-
mentale Notwendigkeiten („fundamental necessities“) für Multimedia-
Information-Retrieval-Systeme.
2.4.1.1 Similarity-Cluster
Bei den meisten Verfahren werden Ähnlichkeiten zwischen Grundele-
menten oder Kohärenzen im zeitlichen Verlauf eines Videos berechnet.
Die Berechnung erfolgt in der Regel durch Berechnung bestimmter
Low-Level-Merkmale (engl. features). Je nach Methode kommen dabei
Distanzmaße oder Ähnlichkeitsfunktionen zum Einsatz. Überschreitet
die angewendete Funktion einen experimentell ermittelten Grenz-
wert, wird damit eine bestimmte Aussage getroffen, wie zum Beispiel
die Zugehörigkeit zu einer Ähnlichkeitsgruppe (engl. similarity cluster
oder similarity group).
Hierfür gibt es keine Entsprechung in der Filmwissenschaft, da es
sich um eine Zwischenstufe der Segmentierung handelt. In einer
Ähnlichkeitsgruppe werden Shots (bzw. ihrer repräsentativen Sur-
rogate wie Keyframes) zur weiteren Verarbeitung zusammengefasst.
Die Zugehörigkeit zu einer Gruppe ist dabei unabhängig von der
6Kapitel 8.1: Evaluierungsmaße, S. 430
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ursprünglichen sequenziellen Reihenfolge der Shots im Originalvideo
und entspricht damit einer ungeordneten Menge.
Das Distanzmaß (engl. distance measure) und das Ähnlichkeitsmaß un-
terscheiden sich darin, dass bei ersterem die Ähnlichkeit durch eine
metrisch definierte Variable ausgedrückt wird, während eine Ähnlich-
keitsfunktion auf nominalen oder ordinalen Variablen basiert. Wäh-
rend das Video und jedes Grundelement (oder Shot) seinen Platz in
der sequenziellen Abfolge hat, geht diese Dimension bei der Bildung
von Ähnlichkeitsgruppen verloren.
Häufig verwendete Distanzmaße sind die Manhattan-Distanz (L1-
Distanz) oder der Euklidische Abstand (L2-Distanz). Bekannte Ähn-
lichkeitsmaße berechnen sich auf Basis des Vorhandenseins oder
Nichtvorhandenseins von Merkmalen. Hierzu zählen unter anderem
die Ähnlichkeitsmaße von Dice, Jaccard oder Tanimoto. Grundsätzlich
kann jedes Ähnlichkeitsmaß in ein Distanzmaß überführt werden. In
der Regel erfüllt dieses dann aber nicht die mathematischen Anforde-
rungen an eine Metrik. (Härdle & Simar, 2003, S. 272 ff.)
2.4.1.2 Anomalien und Einschränkungen
Die Erkennung von Sequenzen in Videos kann darauf basieren, dass
gleichförmige Abschnitte in einem Video identifiziert werden. Ebenso
ist eine Untersuchung der kleineren Grundelemente (wie Shots) be-
züglich Ähnlichkeiten möglich. Die Elemente können dann mit Labeln
versehen und so einer Sequenz zugeordnen werden. Aus dieser Per-
spektive kann die Segmentierung auch als Labeling-Problem betrach-
tet werden. Abweichungen einer berechneten Segmentierungslösung
von einer idealen Segmentierung (Ground-Truth) können sich auf
verschiedene Arten zeigen:
Unschärfe des Ground-Truth Bei der Evaluierung einer Segmen-
tierungslösung wird das gefundene Ergebnis mit einer optimalen
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Segmentierung verglichen. Hierfür existieren verschiedene Evaluie-
rungsmetriken. Schwierig hingegen ist die Findung einer optimalen
Lösung, die als Ground-Truth genutzt werden kann. Wie schon die
filmwissenschaftlichen Definitionen (vgl. Kapitel 2.27) zeigten, sind
Sequenzen unterschiedlich definiert und erlauben einen breiten Inter-
pretationsspielraum.
Bei der intellektuellen Analyse eines Filmes durch Experten kann die
Einteilung in Szenen und Sequenzen strittig sein. Daher ist die Evalua-
tion eines Verfahrens sowie die Einschätzung von Abweichungen in
hohem Maße davon abhängig, wie die Ground-Truth-Daten erhoben
wurden. Aufgrund dieser fehlenden Determiniertheit ist bei jeder
festgestellten Abweichung vom Optimum sowie bei den Ergebnissen
einer Evaluation immer zu berücksichtigen, dass auch eine Ground-
Truth Segmentierung fehlerbehaftet sein kann.
Untersegmentierung Vergleicht man eine Ground-Truth Segmen-
tierung mit dem berechneten Ergebnis eines Segmentierungsverfah-
rens, so wird von Untersegmentierung (engl. undersegmentation) gespro-
chen, wenn die gefundenen Sequenzen zu großteilig ausfallen. Dann
enthält die Lösung insgesamt zu wenige eigenständige Sequenzen,
weil Abschnitte des Videos aggregiert wurden, die zu getrennten
Sequenzen gehören.
Übersegmentierung Der Begriff Übersegmentierung (engl. overseg-
mentation) beschreibt den Fall, dass ein Video aus zu vielen Sequenzen
besteht. Die einzelnen Sequenzen sind daher zu kurz und repräsentie-
ren nicht den gewünschten Grad der Segmentierung.
2.4.1.3 Klassifikationen von Methoden
Nach Del Fabro und Böszörmenyi (2013, S. 428) ergibt sich eine
grundlegende Einteilung verschiedener Ansätze bei der Sequenz-
7Kapitel 2.2: Strukturelemente des audiovisuellen Mediums, S. 11
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Segmentierungen aus der Modalität der für die Berechnung genutzten
Low-Level-Features. Dabei bestehen diese aus den drei Basis-Klassen:
Visuelle Ansätze, auditive Ansätze und textuelle Ansätze. Aus der Über-
lappung der Basisklassen (vgl. Abbildung 2.6) ergeben sich die kom-
binierten Klassen: audio-visuelle Ansätze, visuell-textuelle Ansätze, audio-
textuelle Ansätze und die Mischform aus allen drei Basisklassen, die
hybriden Ansätze.
Abbildung 2.6: Kategorien von Segmentierungsansätzen auf Basis der verwendeten
Low-Level-Features bei (Del Fabro & Böszörmenyi, 2013, S. 428)
Als zweites Klassifikationsschema schlagen Del Fabro und Böszörme-
nyi (2013, S. 428) die Einteilung nach verwendeter Methode vor. Es
handelt sich um eine Klassifikation, die die verschiedenen Ansätze auf
Basis der primären Ablaufstrategie oder des Algorithmus unterteilt.
Die Autoren gliedern die von ihnen untersuchten Ansätze in die
Klassen: regelbasierte Methoden, graphenbasierte Methoden und stochas-
tische Methoden. Die Einteilung ist dabei prinzipiell offen. Neuartige
Methoden können auch zur Einführung neuer Klassen führen.
Die Mehrheit der bekannten Methoden hat gewisse Gemeinsamkei-
ten. So wird in der Regel vor der eigentlichen Segmentierung eine
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Shot-Boundary-Detection durchgeführt. Aus den dabei erkannten
Shots werden dann für die folgenden Berechnungen nicht mehr alle
Einzelbilder des Videos genutzt, sondern nur noch repräsentative
Keyframes für jeden Shot. Es wird davon ausgegangen, dass innerhalb
eines Shots der Inhalt keinen signifikanten Änderungen unterliegt
und daher an dieser Stelle der Berechnungsaufwand zugunsten einer
geringeren Laufzeitkomplexität verringert werden kann. (Del Fabro &
Böszörmenyi, 2013, S. 428 f.)
Bei näherer Betrachtung kann man neben den beiden Klassifikati-
onsschemata von Del Fabro und Böszörmenyi (2013) auch zu einer
alternativen Einteilung tendieren. Grundsätzlich basieren die bekann-
ten Methoden jeweils auf dem Versuch, eine semantische Beziehung
zwischen den einzelnen Grundbausteinen zu erkennen, diese zu
berechnen und zu kodifizieren. Dann werden diese Beziehungen mit
einem geeigneten Algorithmus zurück auf das ursprüngliche Video
abgebildet, mit dem Ziel eine neue Strukturierung zu erhalten, die
einer Szene möglichst nahekommt.
Folglich könnte man die in diesem Forschungsgebiet vorhandenen
Ansätze auch danach unterteilen, welche semantische Beziehung
sie versuchen zu erkennen, wie diese aus den vorhandenen Daten
berechnet werden und mit welchem Algorithmus die Rückabbildung
umgesetzt wird. Aus welchem technischen Teilgebiet die einzelnen
Methoden stammen, ob es sich um Mustererkennung, Lernverfahren,
Distanzfunktionen oder Graphentheorie handelt, ist daher eher von
untergeordneter Bedeutung. Vielmehr stellt jeder Lösungsansatz eine
individuelle Kombination der verschiedenen Bausteine dar. Der pri-
märe Frage ist, welche semantische Beziehung ausgewählt und wie
sie angewendet wird (vgl. Tabelle 2.1).
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Tabelle 2.1: Aspekte der Klassifizierung von Sequenz-Segmentierungen
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2.4.2 Time-Constrained-Clustering und Shot-Transition-Graph
M. M. Yeung und Liu (1995) stellten einen Algorithmus zur Grup-
pierung von Shots aufgrund ihrer visuellen Ähnlichkeit vor, mit dem
Ziel, Video-Summarization und -Retrieval in Archiven zu erleichtern.
Hierfür extrahieren sie Keyframes aus dem Video, die auf eine Größe
von 40x30 Pixeln verkleinert werden. Sie berechnen die Unähnlich-
keit (engl. dissimilarity) zweier Shots, bzw. der sie repräsentierenden
Keyframes mit zwei visuellen Merkmalen: Der Differenz zwischen
den normalisierten Farb-Histogrammen und der Differenz der nor-
malisierten Luminanz-Projektionen zweier Keyframes (Berechnungs-
grundlagen: (M. M. Yeung & Liu, 1995, S. 341)).
M. Yeung, Yeo und Liu (1996, 1998); M. M. Yeung und Yeo (1996) er-
weitern diesen Ansatz zum sogenannten Time-Constrained-Clustering.
Die zuvor definierte Dissimilarity wird als Distanzmaß in einer hier-
archisch agglomerativen Clusteranalyse verwendet, bei der jeder Shot
zu Beginn einem Cluster entspricht. Im Laufe mehrerer Iterationen
verschmelzen die Cluster mit der jeweils geringsten Distanz, bis ein
vordefinierter Grenzwert erreicht ist (M. Yeung et al., 1998, Section
3). Die so berechneten Ähnlichkeitsgruppen repräsentieren damit
Shots des gleichen visuellen Stils, die folglich als potentiell demsel-
ben semantischen Kontext entstammen (z. B. gleicher Ort, gleiche
Kameraeinstellung). Für die Rückabbildung auf das Video und damit
die Markierung der Sequenz-Grenzen führen die Autoren den Scene-
Transition-Graph (STG) ein (siehe Abbildung 2.7).
Das Konzept des Time-Constrained-Clustering entwickeln die Au-
toren, um zu verhindern, dass zeitlich weit auseinanderliegende
Shots irrtümlich zusammengruppiert werden. Da in unterschiedli-
chen Szenen Shots vorkommen können, die sich visuell sehr ähnlich
sind, aber nicht zum selben semantischen Kontext gehören, wird
zu Beginn der Analyse ein fixes Zeitintervall festgelegt. Liegt der
Abstand zweier Shots innerhalb des Intervalls, gilt als Abstand ihre
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berechnete Distanz, andernfalls ist die Distanz unendlich. Als Folge
können nur Shots, die zeitlich nah aufeinanderfolgen, verschmolzen
werden. Die Details des Verfahrens werden im Kapitel 7.78 näher
betrachtet. (M. Yeung et al., 1998, Section 4)
Dieses Vorgehen lässt sich gut am Beispiel einer Nachrichtensendung
veranschaulichen. Die Sendung besteht aus mehreren Beiträgen, die
jeweils von einer kurzen Sequenz eingeleitet werden, bei der ein
Nachrichtensprecher den folgenden Beitrag ankündigt. Über den Ver-
lauf der Sendung ist dieser Nachrichtensprecher und der Hintergrund
des Studios immer wieder zu sehen. Würde das Clustering nicht Time-
Constrained durchgeführt werden, würden alle Shots, in denen der
Nachrichtensprecher zu sehen ist, in eine Gruppe aggregiert werden.
Folglich würde die gesamte Sendung durch die wiederkehrenden
Aufnahmen des Sprechers zu einer großen Sequenz zusammengefasst
werden. Damit wäre die Sequenz-Segmentierung deutlich überseg-
mentiert und ginge am Ziel vorbei.
Veneau, Ronfard und Bouthemy (2000) nahmen diesen Ansatz auf
und ersetzten die Ähnlichkeitsberechnung durch das von ihnen
entwickelte Cophenetic-Criterion, das statt eines festen Zeitintervalls
die Berücksichtigung der Zeitabhängigkeit direkt in die Distanzbe-
rechnung einfließen lässt. Des Weiteren schlugen sie vor, bei der
hierarchischen Clusteranalyse die Ward’s-Method statt des Complete-
Linkage zu nutzen.
Auf Time-Constrained-Clustering basiert im Grunde die Methode von
Sahouria und Zakhor (1999). Die Autoren verzichten aber auf die
Shot-Boundary-Detection. Sie erzeugen für jedes Frame ein 256 bin-
Farbhistogramm und führen eine Hauptkomponentenanalyse (engl.
principal component analysis, PCA) durch, um dadurch eine vier-
dimensionale Darstellung zu erhalten. Auf diese wendeten sie direkt
einen Scene-Transition-Graph an. Problematisch bei diesem Ansatz
8Kapitel 7.7: Scene-Transition-Graph, S. 421
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Abbildung 2.7: Workflow des Time-Constrained Clustering und Anwendung des
Scene-Transition-Graph. (M. Yeung et al., 1996, S. 300)
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erwies sich unter anderem die starke Abhängigkeit der Ergebnisgüte
von dem jeweiligen Testvideo.
Zur Distanzberechnung zwischen zwei Shots nutzen Rasheed und
Shah (2003a, 2005) eine Linearkombination aus zwei Merkmalen:
Visual-Similarity und Motion-Similarity. Beide werden letztendlich aus
HSV-Histogrammen berechnet. Zur Gruppierung ähnlicher Shots
schlagen die Autoren einen graphenbasierten Ansatz vor, den Shot-
Similarity-Graph. Dieser gewichtete, ungerichete Graph nutzt die Shots
als Knoten und die jeweilige Ähnlichkeit zwischen den Shots als
Kanten mit dem berechneten Distanzwert als Gewicht.
Zur Berücksichtigung der Zeitabhängigkeit enthält das Kantenge-
wicht einen vom Abstand zweier Shots abhängigen Faktor, der durch
eine Exponentialfunktion modelliert wurde. Hierdurch wirkt sich ein
größer werdender zeitlicher Abstand zwischen zwei Shots dämpfend
auf das Kantengewicht aus. Im nächsten Schritt führen die Autoren
eine rekursive Bi-Segmentierung unter Berechnung von Normalized-
Cuts (ncuts) durch, um einen zwei-färbbaren Graphen zu erhalten.
NCuts wurden zuvor schon von Shi und Malik (2000) eingeführt und
für die Segmentierung von Regionen innerhalb von Bildern verwen-
det. Die NCuts dienen dabei der Auswahl, welche Kante als nächstes
zu entfernen ist sowie gleichzeitig eine starke Trennung zwischen
den Gruppen herzustellen und somit einen starken Zusammenhang
innerhalb der Gruppen zu sichern. (Rasheed & Shah, 2005, S. 1099
ff.)
2.4.3 Continous-Video-Coherence
Kender und Yeo (1998) adaptieren den Ansatz von M. M. Yeung
und Liu (1995), kritisieren aber die Verwendung eines starren Zei-
tintervalls, die Berechnungskomplexität und die Schwierigkeit, die
richtigen Vorgabewerte für die Zeitintervallgröße und die Abbruch-
grenzwerte zu bestimmen. Alternativ schlagen sie vor, eine gleitende
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Continous-Video-Coherence zu berechnen. Ein visueller Kurzzeitpuffer
mit begrenzter Kapazität dient dabei der Berechnung. Die Shots eines
Videos werden Schritt für Schritt durchmustert. Beim Erreichen eines
neuen Shots werden dessen Merkmale in den Puffer eingefügt und
dadurch am Ende des Puffers die Daten eines früheren Shots entfernt.
Zusätzlich wird ein Shot-Recall berechnet, der länger zurückliegende
Shots verblassen lässt und somit den Einfluss auf die Kohärenzberech-
nung abmildert. Für jeden neuen Shot wird so seine Kohärenz zu den
vorherigen Shots gleitend berechnet. Sequenz-Grenzen sind hierbei an
lokalen Minima zu erkennen.
Abbildung 2.8: Darstellung der Kohärenzwerte für eine halbstündige Sitcom-
Episode (Kender & Yeo, 1998, S. 371). Deutlich zu erkennen am starken
Ausschlag ist mindestens ein klarer Sequenz-Wechsel.
Bei Truong, Venkatesh und Dorai (2003) kommen visuelle Merkmale
aus dem HLS-Farbraum zum Einsatz und bestehen aus zwölf Werten
für Hue, fünf Werten für die Lightness und vier Werten für Satura-
tion. Nur bei statischen Shots kommt dabei ein einzelnes Keyframe
zum Einsatz. Bei stärkeren Variationen im Verlauf eines Shots wird
hingegen eine über den Shot normalisierte gemittelte Repräsenta-
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tion berechnet. Hieraus entstehen drei Histogramm-Verläufe über
die Laufzeit des Videos. Durch eine Kantenerkennung innerhalb der
Histogramme können dann deutliche Änderungen des Farbeindrucks
erkannt werden, die die Autoren als Sequenz-Grenzen interpretie-
ren.
In einer zweiten vorgestellten Methode werden Shots nicht alleine
anhand einer durch den Grenzwert bestimmten Ähnlichkeit einer
Sequenz zugeordnet, sondern es wird davon ausgegangen, dass in-
nerhalb einer Sequenz eine geringe farbliche Varianz herrscht. Daher
werden in der Neighborhood-Coherence genannten Methode jeweils
für einen Shot die Ähnlichkeiten zu allen anderen vorherigen und
nachfolgenden Shots innerhalb eines Intervalls gebildet. Überschreitet
die Kohärenz dabei einen Grenzwert, wird dieser als Sequenz-Grenze
markiert.
Auch Rasheed und Shah (2003b) berechnen die Kohärenz zwischen
Shots. Sie verwenden hierfür ein auf sechzehn Werte quantisiertes
HSV-Farbhistogramm. Allerdings wird nur die Kohärenz zu vorhe-
rigen Shots berechnet, die innerhalb eines Intervalls liegen. Jeder Shot
kann mehrere Keyframes enthalten. Die Shot-Coherence berechnet sich
aus der maximalen gefundenen Distanz zwischen allen paarweisen
Distanzen der jeweiligen Keyframes beider Shots.
Die Backward-Shot-Coherence (BSC) wiederum ergibt sich aus dem
Maximum aller einzelnen Coherence-Werte, die für das Intervall
berechnet wurden. Ähnlich wie bei Truong, Venkatesh und Dorai
(2003) wird eine starke Veränderung der BSC als Indikator für den
Beginn einer neuen Sequenz gewertet.
Die Autoren räumen dabei ein, dass Inserts, neue Kameraeinstellun-
gen und andere eingefügte Inhalte hierbei zu Fehlern und zu einer
Übersegmentierung führen. Sie begegnen diesem Problem, indem
sie zusätzlich die Ähnlichkeit zwischen den Keyframes benachbarter
Sequenzen berechnen und bei großer Ähnlichkeit diese Sequenzen
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zusammenfassen. Da auch sehr schnelle Sequenzen, in denen sich
Kameraeinstellungen nur selten wiederholen (z. B. Action-Szenen),
zu einer Übersegmentierung führen, berechnen die Autoren in einem
zweiten Schritt die Scene-Dynamic aus der Shot-Länge und Stärke der
in dem Shot gefundenen Bewegung. Überschreiten zwei benachbarte
Sequenzen einen bestimmten Wert, werden diese wiederum zu einer
Sequenz verschmolzen. (Rasheed & Shah, 2003b)
2.4.4 Overlapping-Links
Ein ebenfalls häufig referenzierter und verwendeter Ansatz stammt
von Hanjalic, Lagendijk und Biemond (1999). Die Autoren entwickeln
nicht nur ein alternatives Verfahren zum Scene-Transition-Graph,
genannt Overlapping-Links, sondern auch eine eigene Berechnungs-
methode für die visuelle Ähnlichkeit. Hierfür werden Keyframes
aus den Shots in Form von 8x8 Blöcken mittels Diskreter-Cosinus-
Transformation (DCT) berechnet. Exsistiert mehr als ein Keyframe je
Shot werden diese in einem großen Bild zusammengefasst, genannt
Shot-Image. Für die Ähnlichkeitsberechnung werden zwischen den
Shot-Images zweier Shots die jeweils ähnlichsten Blockpaare gebildet.
Die Ähnlichkeit oder Distanz zweier Shots ergibt sich dann aus der
Summe der minimalen Distanzen, berechnet aus dem Euklidischen
Abstand der Wertepaare im LUV-Farbraum.
Zur ähnlichkeitsbasierten Analyse von Sequenz-Grenzen schlagen
Hanjalic et al. (1999) ein Verfahren namens Overlapping-Links vor.
Der Algorithmus durchsucht alle Shots des Videos sequenziell. Die
Ähnlichkeit wird paarweise zwischen zwei Shots k und k + j be-
rechnet, deren zeitliche Distanz (hier Shotnummern) nicht größer
als das Intervall c auseinanderliegen dürfen. Es sind drei Fälle zu
unterscheiden:
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1. Die berechnete Distanz unterschreitet den zuvor gesetzten Grenz-
wert (A(k,k+j)<=M für 1<j<c look-forward-distance) => Beide
Shots gehören zur selben (aktuellen) Sequenz.
2. trifft Nr. 1 nicht zu, aber es existiert innerhalb eines gesetzten
Intervalls r ein Shot, der einen ähnlichen Partner innerhalb des
Intervalls nach dem aktuellen Shot hat
(minl=1...r mink=i+1...c A(k−1,k+1)<M)
mit r look-back-distance => Der Aktuelle Shot wird von zwei
anderen eingerahmt, die zu einer Sequenz gehören. Er gehört
also auch zu der Sequenz.
3. Wenn weder 1.) noch 2.) zutrifft, aber er ist mit einem vorherigen
Shot bereits als zusammengehörig klassifiziert => Dieser Shot ist
der letzte in dieser Sequenz.
Die Sequenz-Grenzen können so direkt bestimmt werden. Alle Shots,
die zwischen zwei Shots mit einer Ähnlichkeitsbeziehung liegen, wer-
den zu einer Sequenz zusammengefasst. Allerdings gibt es eine mögli-
che Anomalie: Es kann vorkommen, dass mehrere Shots nacheinander
gefunden werden, die zwischen zwei Sequenzen liegen, ohne zu einer
von ihnen eine Ähnlichkeitsbeziehung zu haben. Hierbei kann es sich
um nicht erkannte Mitglieder einer der beiden Sequenzen handeln.
Die Autoren unterscheiden deshalb zwischen „potential boundaries“
und „propable boundaries“ und empfehlen die Werte c = 8 shots und
r = 3 shots.
Kwon, Song und Kim (2000) entwickeln die Methode in zwei Be-
reichen weiter. Zum einen nutzen sie für die Ähnlichkeitsanalyse
ein Distanzmaß, bestehend aus einem Farbhistogramm und Bewe-
gungsvektoren. Zum anderen optimieren Sie damit die Laufzeit des
Overlapping-Links-Algorithmus.
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Abbildung 2.9: Vergleich der Shots k und n durch Blockmatching von H ×W Blöcken
für jedes Keyframe der beiden Shots. Shot k hat zwei Keyframes und
Shot n hat drei Keyframes. (Hanjalic et al., 1999, S. 584)
Abbildung 2.10: Anwendung des Overlapping-Links-Verfahren zur Bestimmung von
Sequenzen (hier LSU genannt). (Hanjalic et al., 1999, S. 583)
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2.4.5 Time-Adaptive-Grouping
Einen anderen Farbraum verwenden Rui, Huang und Mehrotra (1999,
S. 361), indem sie die Distanz aus dem zwei-dimensionalen Histo-
gramm des HSV-Farbraums nutzen. Hier werden nur die H- und S-
Komponenten verwendet, da laut den Autoren die V-Komponente zu
empfindlich auf die herrschenden Lichtverhältnisse reagiere. Gleich-
zeitig erweitern die Autoren die bisherigen Ansätze, indem sie so-
wohl für das erste als auch für das letzte Frame eines Shots ein
Farbhistogramm berechnen sowie eine Shot-Activity als Summe der
Histogramm-Differenzen aller Frames innerhalb des Shots.
Zusätzlich wird das von M. Yeung et al. (1998) eingeführte Konzept
der zeitabhängigen Ähnlichkeit modifiziert und als absinkende Funk-
tion der Frameabstände (temporal attraction) modelliert, basierend auf
den vier Einzelabständen zwischen den jeweils ersten und letzten
Frames beider Shots. Die Gruppierung von visuell ähnlichen Shots,
die von den Autoren als Time-Adaptive-Grouping bezeichnet wird,
verwendet somit eine mehrteilige Berechnung, die sowohl Temporal-
Attraction, Shot-Activity als auch die Merkmale zweier Keyframes je
Shot sowie die durchschnittliche Shotlänge über das gesamte Video
beinhaltet.
Die Bildung von Gruppen und Sequenzen erfolgt nicht nacheinander,
sondern parallel. Hierfür werden Shots direkt auf Basis der berechne-
ten Distanz zu bisher gefundenen Gruppen oder Sequenzen in diese
eingefügt. Zu Beginn wird jeweils eine leere Liste für die Gruppen
und Sequenzen angelegt und nacheinander die Shots des Videos
eingefügt:
1. Existiert eine Gruppe, zu der die Distanz des Shots einen Grenz-
wert (group threshold) unterschreitet, wird er in diese Gruppe mit
der geringsten Distanz eingefügt, sonst wird eine neue Gruppe
erzeugt.
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2. Sollte sich in einer anderen Gruppe ein Shot finden, der zeitlich
nach dem frühesten Shot dieser Gruppe liegt und gleichzeitig
zeitlich vor dem letzten Shot dieser Gruppe, dann werden beide
Gruppen derselben Sequenz hinzugefügt.
3. Existiert eine Sequenz, zu der die Distanz des Shots einen
Grenzwert (scene threshold) unterschreitet, wird er in die Sequenz
mit der geringsten Distanz eingefügt, sonst wird eine neue
Sequenz erzeugt.
4. Sollte sich in einer anderen Sequenz ein Shot finden, der zeitlich
nach dem frühesten Shot in dieser Sequenz liegt und gleichzeitig
zeitlich vor dem letzten Shot dieser Sequenz, dann werden beide
Sequenzen verschmolzen.
Dieser Ansatz wird auch bei Petersohn (2009) genutzt, dort aller-
dings auf Basis von Sub-Shots (vgl. Kapitel 2.3.39) und mit einer
weiteren Komponente: Petersohn ergänzt als zusätzlichen Faktor die
„shot transition type attraction“, die die Art der zwischen zwei Shots
existierenden Transition in die Berechnung einfließen lässt. Arifin
und Cheung (2006) entwickelten eine FPGA-Implementierung in der
Sprache Handel-C.
2.5 Erweiterte Verfahren semantischer Analyse
Die Mehrzahl bekannter Segmentierungsverfahren gehen direkt oder
indirekt auf die im vorherigen Abschnitt beschriebenen Methoden
zurück. Eine klare Differenzierung ist hierbei schwierig, da häufig
verschiedene Ideen neu miteinander kombiniert werden. Die folgende
Darstellung des State-of-Art versucht daher, anders als bei Del Fabro
und Böszörmenyi (2013), die vorgestellten Ansätze nach Art der se-
mantischen Relationen zu gliedern. Damit wird hier gezielt ein Bogen
zur Filmwissenschaft geschlagen, insbesondere zu den „Dimensionen
9Kapitel 2.3.3: Erkennung von Sub-Shots, S. 32
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Abbildung 2.11: Video-Repräsentation und Merkmalsextraktion beim Ansatz Time-
Adaptive-Grouping. (Rui et al., 1999, S. 360)
Abbildung 2.12: Vermischen zweier Szenen beim Time-Adaptive-Grouping. (Rui et al.,
1999, S. 364)
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verbindender Montage“ von Bordwell und Thompson (2012, S. 221 ff.)
(vgl. auch Kapitel 5.510). Die im vorherigen Abschnitt beschriebenen
Verfahren fallen im Grunde ebenfalls in die Kategorie der Analyse von
graphischen Beziehungen.
2.5.1 Analyse grafischer Beziehungen
Bereits die frühen Verfahren zu Sequenz-Segmentierung (ab etwa
1995) versuchten sich die visuelle Ähnlichkeit von Shots für die
Sequenz-Segmentierung zunutze zu machen. Die Mehrzahl der be-
kannten Verfahren basieren ganz oder teilweise auf diesem Ansatz.
Die Grundidee geht auf das Prinzip der graphischen Beziehung (vgl.
Kapitel 5.5.111) zurück.
Zwei Eigenschaften bzw. Prinzipien in professionell produzierten
Videos werden dabei ausgenutzt. Erstens findet eine Filmszene nor-
malerweise nur an einem Ort der Handlung statt. Jeder Shot, der
an diesem Ort aufgenommen wurde, müsste sich folglich in seinem
visuellen Eindruck von Farbe, Textur und Helligkeit ähneln. Zwei-
tens werden meist wenige Kameraeinstellungen verwendet, die im
Videoschnitt verschachtelt zusammengefügt werden. Es wird hier also
versucht, eine semantische Beziehung zwischen einzelnen Shots dar-
aus abzuleiten, ob sie visuell ähnlich sind oder sich stark voneinander
unterscheiden.
L.-H. Chen, Lai und Mark Liao (2008) schlagen ein Verfahren vor,
bei dem zunächst der Hintergrund und der Vordergrund eines Bil-
des voneinander getrennt wurden. Die Trennung von Vorder- und
Hintergrund erfolgt über die Berechnung von Bewegungsvektoren.
Mittels einer robusten Regressionsfunktion (least median squares) wird
zwischen bewegten und unbewegten Bildinhalten unterschieden und
10Kapitel 5.5: Dimensionen Verbindender Montage, S. 248
11Kapitel 5.5.1: Graphische Beziehung, S. 249
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danach ein neues Bild berechnet, das nur die Bildinhalte mit geringen
Bewegungen enthält.
Abbildung 2.13: Ein Shot aus dem Film Terminator 2: Judgement Day (USA/F 1991). (L.-
H. Chen et al., 2008, S. 1058)
Abbildung 2.14: Berechnetes Hintergrundbild. (L.-H. Chen et al., 2008, S. 1058)
Die Ähnlichkeit von Shots wird anhand von visuellen Merkmalen des
Hintergrundbildes berechnet. Für die Berechnung wird wie bei Rui,
Huang und Mehrotra (1999) der HSV-Farbraum verwendet, dieser
wird hier aber auf 20 Werte für die H-Komponente und jeweils zehn
Werte für die S- und V-Komponenten minimiert. Das Distanzmaß
nutzt vier visuelle Merkmale: Differenz der Dichte, Kompaktheit,
Streuung der Farbverteilung, der sogenannten Ratio-of-Active-Block
sowie die Distanz zwischen zwei Kanten-Histogrammen auf Basis des
Canny-Edge-Detectors. Die Erzeugung von Sequenzen erfolgt durch
das sequenzielle Durchlaufen aller Shots, bei dem jeweils Shots, deren
Ähnlichkeit einen gesetzten Grenzwert nicht überschreiten, mit dem
vorherigen Element verschmolzen werden (expanding scene).
Dieser Ansatz verzichtet dabei auf die Berücksichtigung von Zeitab-
hängigkeiten und dürfte vermutlich anfällig auf visuell unähnliche
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Shots sein, die als Inserts oder autonome Einstellungen (vgl. Kapitel
2.2.512) eingefügt wurden. In der durchgeführten Evaluation wurden
„Home-Videos“ aus einen MPEG–7-Testset verwendet, bei denen
diese Montagetechnik nicht vorkommt.
Anhand des MPEG–7-Testsets evaluieren Ngo, Pong und Zhang
(2002a); Ngo, Pong, Zhang und Chin (2000) auf der von ihnen vorge-
schlagenen Methode der Spatio-Temporal-Slices (STS). Auch hier wird
eine Methode zur Separation von Vorder- und Hintergründen mit
Hilfe eines Motion-Histogramms vorgestellt. Die Ähnlichkeit zweier
Shots wird mithilfe von HSV-Farbhistogrammen berechnet. Die Zu-
gehörigkeit zu einer Sequenz erfolgt über eine als Time-Constrained-
Grouping bezeichnete Strategie, bei der das Video Shot für Shot abge-
arbeitet wird und dabei ein festes Intervall an nachfolgenden Shots
berücksichtigt wird. Ein Shot kann dann einer Sequenz zugeordnet
werden, wenn drei Bedingungen erfüllt sind:
1. Zum ersten Shot einer Sequenz muss mindestens ein nachfol-
gender Shot innerhalb des Intervalls existieren, der ähnlich ist.
2. Zum letzten Shot einer Sequenz muss mindestens ein vorherge-
hender Shot innerhalb des Intervalls existieren, der ähnlich ist.
3. Jeder zwischen den Sequenz-Grenzen liegende Shot muss ent-
weder einen vorhergehenden oder nachfolgenden ähnlichen
Shot besitzen oder mindestens zwei nachfolgende Shots sind
sich ähnlich.
Die Ähnlichkeit ist vom Unterschreiten eines vordefinierten Schwell-
wertes abhängig. Die Autoren empfehlen für das Intervall einen Wert
von etwa 30 Sekunden. (Ngo et al., 2002a, S. 136 ff.)
Neben der Nutzung von Farb-Histogrammen schlagen Publikationen
wie V. Chasanis, Kalogeratos und Likas (2009); Odobez, Gatica-Perez
12Kapitel 2.2.5: Syntagmen nach Metz, S. 16
57
2 Strukturelemente und Stand der Technik
Abbildung 2.15: Workflow des Ansatzes von Rasheed und Shah (2003b, S. 2).
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und Guillemot (2003); Z. Zhang, Li, Lu und Xue (2008) spektrale
Clustering-Verfahren vor. So nutzen Z. Zhang et al. (2008) eine
Similarity-Matrix, die für jedes Keyframe mit den Werten eines 192-
dimensionalen Features aus dem quantisierten HSV-Farbraum ge-
füllt wird. Die Berechnung ist eine Adaption der J-Segmentierung
(JSEG). Die Berechnung des J-Werts dient hierbei der Erkennung von
Sequenz-Grenzen, die sich durch einen deutlichen Peak zeigen. Um
diese Peaks finden zu können, wird ein spektrales Verfahren einge-
setzt, das auf der Berechnung von Eigenvektoren und einem K-Mean-
Clustering beruht. Damit übernehmen die Autoren ebenso wie Ras-
heed und Shah eine Idee aus dem Gebiet der Zerlegung von Bildern
in Regionen. (Del Fabro & Böszörmenyi, 2013, S. 432); (Z. Zhang et al.,
2008, S.1094) Ein ähnlicher Ansatz findet sich auch bei D. Q. Zhang et
al. (2004).
Einen ungewöhnlichen Weg nutzen V. Chasanis, Kalogeratos und
Likas (2009); V. T. Chasanis, Likas und Galatsanos (2009), indem
sie SIFT- und CCH-Features berechnen und daraus ein Vokabular
als Visual-Bag-of-Word generieren. Es klassifiziert das Vorhandensein
oder Nichtvorhandensein von Merkmalen, ohne dass es sich dabei
um ein metrisches Distanzmaß handelt. Dieses Visual-Bag-of-Words
wandeln die Autoren in ein geglättetes Histogramm (Temporally-
Smoothed-Visual-Words-Histogram) um. Sie bestimmen die Sequenz-
Grenzen durch Berechnung der lokalen Maxima dieses Histogramms.
Bei der von ihnen durchgeführten Evaluation erreichen die Autoren
(je nach Größe des Vokabulars) bessere Resultate als bei dem verwen-
deten Baseline-Algorithmus von Rasheed und Shah (2003b).
Bei de Souza und Goularte (2013) untersuchen die Autoren die
Frage, ob bei der Sequenz-Segmentierung ein Shot besser durch
ein Keyframe oder durch ein gemitteltes Histogramm repräsentiert
werden sollte. Die Autoren berechnen mehrere Farb- und Graustufen-
Histogramme unterschiedlicher Bin-Größen und führen eine voll-
ständige Sequenz-Analyse durch. Sie kommen zu dem Schluss, dass
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Abbildung 2.16: Workflow der Bag-of-Words-Methode von (V. Chasanis et al., 2009, S.
2).
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Graustufen-Histogramme nur schlecht geeignet sind und Farben ein
wichtigeres Merkmal sind. Eine Quantisierung mit großen Dimen-
sionen hingegen führt nicht selten zu einer Verschlechterung der
Ergebnisse. Insgesamt fassen die Autoren zusammen, dass die ver-
schiedenen Histogramme sowie die Nutzung eines Keyframes zwar
je nach den Rahmenbedingungen Vor- und Nachteile habe, aber im
gesamten Mittel kein Vorteil für den einen oder anderen Ansatz belegt
werden konnte. (de Souza & Goularte, 2013, S. 963 ff.)
Einem speziellen Anwendungsfall widmen sich Gatica-Perez, Loui
und Sun (2003), indem sie sich auf „Home-Videos“ konzentrieren,
die weitestgehend keine Merkmale professioneller Produktionen oder
eine geplante Handlung enthalten. Als Features werden Histogramme
des RGB- und HSV-Farbraums, Color-Ratios, und Kantenrichtungs-
Features bzw. Kantendichte-Features verwendet. Die Autoren führen
eine hierarchische Clusteranalyse auf den ausgewählten Features aus,
nutzen diese aber als Ausgangspunkt für eine sequenzielle binäre
Bayes-Klassifikation.
Auch Lin und Zhang (2000) nutzen wie viele andere Autoren den
HSV-Farbraum, ebenso für den HLS-Farbraum gibt es weitere Anwen-
der wie H. Chen und Li (2010).
Einen stochastischen Ansatz entwickeln Zhai und Shah (2006) un-
ter Einsatz einer Markov-Chain-Monte-Carlo-Technik (MCMC) zur Er-
kennung von Sequenz-Grenzen. Zunächst werden dazu Sequenz-
Grenzen initialisiert, wobei die Autoren für die initiale Sequenz-
Verteilung ihre Parameter von einer Poisson-Verteilung ableiten. An-
schließend wird die Lösung immer wieder durch Verschiebung der
Grenzen (diffusion), Verschmelzung von Sequenzen (merge) oder Auf-
spaltung von Sequenzen (split) im Sinne eines Change-Point-Problems
optimiert. Für die Berechnungen werden Histogramme des RGB-
Farbraums mit einer Quantisierung in 8 Bins aus einem Keyframe
je Shot (bzw. mehreren bei langen Shots) extrahiert. Als Distanzmaß
wird die Bhattacharya-Distance genutzt.
61
2 Strukturelemente und Stand der Technik
Auch Song, Ogawa und Haseyama (2010) verwenden ein MCMC-
Verfahren, dieses jedoch als Optimierung für das Verfahren von
M. Yeung et al. (1998), um eine mögliche Übersegmentierung zu
verringern. Zunächst werden Kandidaten für Sequenz-Grenzen mit-
tels hierarchischer Clusteranalyse, Time-Constrained-Clustering und
Scene-Transition-Graph generiert. Aus diesen Kandidaten können
dann mittels der MCMC-Analyse die endgültigen Sequenz-Grenzen
bestimmt bzw. verifiziert werden.
Eine Methode zur Sequenz-Segmentierung mit Hilfe einer Support-
Vector-Machine (SVM) nutzt Cao (2007). Diese wird zur binären
Klassifikation von verschiedenen semantischen Konzepten auf Basis
von zwei visuellen Merkmalen für jeden Shot trainiert. Die Auto-
ren gehen dabei von einem in Shots partitionierten Video aus, aus
dem sie ein oder zwei Keyframes je Shot extrahieren. Als visuelle
Merkmale werden ein RGB-Farbhistogramm und ein MPEG–7 Edge-
Histogramm berechnet.
Nach der binären Klassifikation der Shots für das Vorliegen eines be-
stimmten semantischen Konzepts werden dann andere Shots vor oder
nach dem aktuellen Shot gesucht, bei dem sich dasselbe Konzept fin-
den lässt. Diese werden dann vergleichbar zum Overlapping-Links-
Algorithmus zu Sequenzen zusammengefasst. Allerdings machten die
Autoren keine Angaben, worum es sich bei den semantischen Konzep-
ten genau handelt oder wie viele Konzepte trainiert wurden. Nur an
einer Stelle wird mountain, also ein Berg als Beispiel für ein gelerntes
Konzept genannt. Über die Wirksamkeit und die Allgemeingültigkeit
der vorgestellten Methode lässt sich daher kaum ein Urteil bilden.
Eine Methode namens Energy-Minimization-based-Segmentation (EMS)
stellten Gu, Mei, Hua, Wu und Li (2007) vor. Zunächst führen sie
eine Shot-Boundary-Detection durch und extrahieren ein Keyframe
für jeden Shot. Aus dem Keyframe werden als visuelle Merkmale
die ersten bis dritten Color-Moments des Lab-Farbraums sowie eine
Zeitkoordinate als temporales Merkmal extrahiert.
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Ziel des EMS-Verfahrens ist es dann, diejenige Zuordnung zwischen
den Feature-Vektoren der Shots und möglichen Sequenzen zu finden
(„finding the unobserved scene label“), die die Kosten der Werte Content-
Energy und Context-Energy minimiert. Jeder Shot wird dabei in Form
einer Gauß-Verteilung modelliert. Content-Energy fungiert als ein
Maß für die Abweichung des Feature-Vektors eines Shots zu einer ge-
gebenen Sequenz-Zuordnung. Context-Energy lässt die Zuordnungen
der benachbarten Shots in die Berechnung einfließen.
Anschließend wendeten die Autoren den Energy-Minimization-Algo-
rithmus an, um zu einem möglichst optimalen Ergebnis (minimale
Content- und Context-Energy) der Zuordnung zu kommen. Dann
bestimmten sie probabilistisch, welche Sequenz-Grenzen das optima-
le Resultat bildeten (Boundary-Voting). Dabei scheint das Verfahren
vorauszusetzen, dass zu Beginn die Anzahl vorhandener Sequenzen
bekannt ist oder schon vorher berechnet werden kann.
Abbildung 2.17: Ablauf des EMS-Verfahrens. (Gu et al., 2007, S. 521)
Drei multimodale Methoden zur Sequenz-Segmentierung mit Hilfe
von Hidden-Markov-Modellen (HMM) stellten Huang, Liu und Wang
(2005) vor. Die ersten zwei Ansätze nutzen Ähnlichkeitsanalysen auf
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den Beobachtungen von Segmenten mit fester Länge und werden als
Two-Pass-Approaches bezeichnet. Sie erfordern keine Shot-Boundary-
Detection, da die Shot-Grenzen hier im Laufe der Analyse ebenfalls
berechnet werden. Im zweiten Durchlauf werden die Shot-Grenzen
daraufhin untersucht, ob sie eine Sequenz-Grenze repräsentieren.
Beide Ansätze unterscheiden sich primär darin, wie Übersegmentie-
rung kompensiert wird, die durch die unterschiedlichen Eigenschaf-
ten der trainierten Modelle entstehen kann. Der dritte Ansatz One-Pass
nutzt ein Netzwerk von aneinandergereihten HMMs. Für die Analyse
extrahieren die Autoren vierzehn Merkmale aus dem Audio-Strom.
Aus dem Video-Strom kommen als Merkmale die dominante Farbe als
64-Bin Quantisierung und das Farbhistogramm des RGB-Farbraums
zum Einsatz.
Zusätzlich extrahieren die Autoren die ersten vier dominanten Bewe-
gungsvektoren, deren Appearance-Frequencies sowie Mittelwerte und
Standardabweichungen. Insgesamt werden fünf Modelle trainiert:
commercial, basketball, football, news und weather. Inwieweit sich die
vorgestellten Ansätze als Sequenz-Segmentierung für Filme eignet,
bleibt damit offen, da es sich hier tendenziell eher um eine Programm-
Segmentierung handelt.
2.5.2 Analyse rhythmischer Beziehungen
Die Analyse des Tempos eines Videos bei der Bestimmung von
Sequenz-Grenzen zu nutzen, schlagen Adams, Dorai und Venkatesh
(2002) vor. Ihr Ausgangspunkt ist dabei eine Recherche gängiger
Quellen der Filmwissenschaft. Sie leiten daraus die Grundlage ihrer
Berechnungen ab:
„A helpful definition in this context might be ‚rate of per-
formance or delivery’ Tempo carries with it the important
notions of time and speed and its definition reflects the
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complexity of the domain to which it is applied.“ (Adams
et al., 2002, S. 474)
Ein interessanter Aspekt hierbei ist, dass die Autoren nicht nur die
Geschwindigkeit der Schnitte, also die Formalspannung (vgl. Kapitel
3.3.213) berücksichtigen, sondern auch wie schnell Bewegungen im
Bild sind. Mit Hilfe einer Shot-Boundary-Detection ist ersteres relativ
leicht zu berechnen. Für das Tempo der Bewegungen berechnen die
Autoren eine durchschnittliche Bewegungsmagnitude für jeden Shot
als Summe der Kamerabewegungen (vgl. Kapitel 4.2.3.214). Der so be-
rechnete Pace-Wert ergibt sich als eine gewichtete Linearkombination
aus den Abweichungen von Shot-Duration (vgl. Kapitel 4.2.215) sowie
der Bewegungsmagnitude, dividiert durch die jeweiligen Standardab-
weichungen.
Einen Deriche’s Recursive-Filtering-Algorithm nutzen die Autoren dann,
um Kanten in der Verlaufskurve des Pace-Wertes zu erkennen und
daraus Sequenz-Grenzen abzuleiten. Dabei stießen die Autoren auf
das Problem, dass die zu erwartende Shot-Duration stark variieren
kann je nach Film und je nach Genre, aber auch je nach persönlichem
Stil des Filmemachers. Sie versuchten, das Problem dadurch zu lösen,
dass sie den Anteil der Formalspannung normierten. Sie unterteilten
die Shot-Durations in zwei Klassen: Die Shots, deren Länge über
dem Durchschnitt liegen und die Shots, die darunterliegen. Dazu
entwickelten sie eine Gewichtungsfunktion auf Basis einer Weibull-
Verteilung, die der originalen Pace-Verlaufskurve eine stärkere Aus-
prägung in den lokalen Minima und Maxima verlieh. Eine vereinfach-
te Variante wird auch bei Truong et al. (2003, S. 11) genutzt.
Bezugnehmend auf Adams et al. (2002) verfeinern H.-W. Chen, Kuo,
Chu und Wu (2004) die vorgeschlagene Methode, indem sie die Bewe-
gungen mit Hilfe des MPEG–7 Motion-Activity-Descriptors (MAD)
13Kapitel 3.3.2: Filmprotokolle, S. 126
14Kapitel 4.2.3.2: Panning, S. 185
15Kapitel 4.2.2: Shot-Duration, S. 175
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Abbildung 2.18: Pace (nach Glättung mit einem Gauss-Filter) am Beispiel des Films
Titanic (USA 1997). Die Nulllinie markiert den durchschnittlichen Pace-
Wert des Films. (Adams et al., 2002, S. 475)
berechnen. Zusätzlich analysieren sie ein Audio-Feature auf Basis
der bei der Audio-Energy zu findenden Peaks und nutzen dies als
zusätzliche Komponente bei der Tempo-/Pace-Berechnung, genannt
Audio-Importance-Score.
Auch bei Cheng und Lu (2008) findet sich ein Ansatz zur Nutzung
des MPEG–7 Motion-Activity-Descriptors (MAD), um die Überseg-
mentierung klassischer Sequenz-Segmentierungen zu reduzieren. Der
Ansatz ist insofern simpler, da nicht versucht wird, die Sequenz-
Grenzen direkt zu erkennen. Er dient als zusätzliche Distanzfunktion,
die bei Verfahren wie dem von M. M. Yeung und Yeo (1996) eingesetzt
werden kann. In dem Fall werden nach der eigentlichen Sequenz-
Segmentierung die gefundenen Sequenzen in einem weiteren Schritt
verschmolzen, wenn sie benachbart sind und ihre Pace-Werte be-
stimmte Bedingungen und Grenzwerte erfüllen.
2.5.3 Analyse auditiver Beziehungen
Eine auf Audiodaten basierende Sequenz-Segmentierung nutzten Ni-
tanda, Haseyama und Kitajima (2005). Sie führen dabei zunächst
eine Audio-Segmentierung (Acoustic-Change-Detection) durch, die
auf der Extraktion von Koeffizienten der modifizierten diskreten
Konsinustransformation (MDCT) aus dem MPEG Audio Layer III (MP3)
basiert. Die extrahierten Daten werden für ein Fuzzy C-Mean Clustering
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aufbereitet und erlauben so die Erkennung von Audio-Schnitten.
Anschließend erfolgt für jeden Audio-Shot eine Klassifizierung in
Stille, Sprache, Musik oder Sprache mit Musik im Hintergrund. Bei der
eigentlichen Sequenz-Segmentierung gehen die Autoren davon aus,
dass an einer Sequenz-Grenze sowohl ein visueller Schnitt als auch ein
auditiver Schnitt zu finden sein müsste und bestimmen eine Sequenz-
Grenze dort, wo so eine Übereinstimmung gefunden wird.
Eine Methode zur Speaker-Diarization, also zur Erkennung der Stim-
men unterschiedlicher Sprecher und die Zuordnung von Audio-
Abschnitten zu den jeweiligen Sprechern, wird bei Ercolessi, Bredin,
Sénac und Joly (2011) zur Sequenz-Segmentierung genutzt. Die einzel-
nen mit Sprechern verbundenen Audio-Abschnitte dienen vergleich-
bar mit Video-Shots als Ausgangspunkt für einen Scene-Transition-
Graph.
Einen Ansatz zur Nutzung des Audio-Signal-Subspace stellten Ky-
perountas, Kotropoulos und Pitas (2007) vor und implementierten
eine Sequenz-Segmentierung auf Basis von Eigen-Audioframes. Dabei
nutzen sie Audiodaten in Verbindung mit einer Hauptkomponenten-
analyse, um damit Hintergrundgeräusche und deren Veränderungen
zu untersuchen, darunter auch Fade-In und Fade-Out im Audiokanal.
Das Verfahren arbeitet dabei kontinuierlich und erfordert somit keine
vorherige Segmentierung. Zur Reduktion der falsch-positiv-Rate und
zur Verifikation der Sequenz-Grenzen verbanden die Autoren die
gefundenen Audio-Grenzen mit den Resultaten einer visuellen Shot-
Boundary-Detection.
Die von Huang, Liu und Wang (1998) vorgestellte Methode versucht
die visuellen Merkmale wie Farbe und Bewegung mit auditiven
Merkmalen zu kombinieren. In einem kontinuierlichen Verfahren
suchen die Autoren nach Brüchen in der Kohärenz der verschiedenen
Wahrnehmungskanäle. Dafür kommt eine dissimilarity index function
zum Einsatz, für die sie zwölf Audio-Merkmale extrahieren, jeweils
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aus Abschnitten von einer Sekunde Länge. Hierzu gehören, zitiert
nach (Huang et al., 1998, S. 526 f.):
1. Non-silence ratio.
2. Volume standard deviation.
3. Volume dynamic range.
4. Energy of the frequency component around 4Hz of the volume
contour.
5. Pitch period deviation.
6. Smooth pitch ratio (the ratio of frames which have similar pitch
period as the previous frames to the whole clip).
7. Non-pitch ratio (the ratio of frames for which no pitch is detected
to the whole clip).
8. Frequency centroid.
9. Frequency bandwidth.
10. Energy ratio in subband 0-630Hz.
11. Energy ratio in subband 630-1720Hz.
12. Energy ratio in subband 1720-4400Hz.
Eine Erweiterung des Scene-Transition-Graph (STG) von M. Yeung
et al. (1998) entwickelten Sidiropoulos, Mezaris, Kompatsiaris, Mei-
nedo und Trancoso (2009), indem sie das originale Konzept um eine
auditive Komponente erweitern. Dieser multimodale Ansatz ergänzt
den visuellen STG um einen Speaker-Assisted-Scene-Transition-Graph
(SASTG). Die Daten einer zuvor ausgeführten Speaker-Diarization wer-
den genutzt, um Knoten des originalen STG zu verschmelzen, wenn
sich eine durchgehende Äußerung von einem der Sprecher über die
Zeitgrenzen eines Knotens hinaus erstreckt. Die Überlappung von
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visuell-basierten und audio-basierten Sequenz-Grenzen wird also ge-
nutzt, um einer Übersegmentierung des Graphen entgegenzuwirken.
Insofern ähnelt dieser Ansatz dem von Ercolessi et al. (2011).
Abbildung 2.19: Workflow zur Sequenz-Erkennung (hier SScene Boundaries) bei (Sidiro-
poulos et al., 2011, S. 1169)
Ebenso ist es möglich, einen Audio-Scene-Transition-Graph (ASTG) und
einen Video-Scene-Transition-Graph (VSTG) getrennt zu erzeugen und
diese dann anschließend durch Berechnung eines Konfidenzwertes zu
einem gemeinsamen Graphen zu verschmelzen. Diese Strategie wird
bei Sidiropoulos et al. (2010) auch als Multi-Evidence-Scene-Transition-
Graph (MESTG) bezeichnet. Das Vorgehen eignet sich insbesondere,
wenn statt einer Speaker-Diarization eine vollständige audiobasierte
Shot-Boundary-Detection möglich ist. Die Evaluierung zeigt eine
deutliche Verbesserung gegenüber der originalen Methode als auch
gegenüber der Methode von Nitanda et al. (2005).
Auch Wang, Duan, Lu, Jin und Xu (2006) verwenden für ihre
Sequenz-Segmentierung sowohl visuelle als auch auditive Daten.
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Aus dem Audiodatenstrom wird ein 43-dimensionaler Feature-Vektor
extrahiert, der aus Mel-Frequency-Cepstral-Coefficients, Short-Term-
Energy, Pitch, Spectrum-Flux, Zero-Crossing-Rate und Harmonic-
Degree besteht. Die Autoren untersuchen zwei mögliche Ansätze:
Beim ersten Ansatz erfolgt die Erkennung von Veränderungen in der
Audiospur, die als Accustic-Change-Detection genutzt wird, basie-
rend auf einer Analyse der Kullback-Leibler-Distanz.
Beim modellbasierten Ansatz wird ein Hidden-Markov-Model ge-
nutzt, um zwischen den Klassen Audio-Signal-Change und Non-
Audio-Signal-Change zu unterscheiden. Diese Strategie unterschei-
det sich von denen anderer Autoren, die die Audio-Segmente nach
Kategorien wie Sprache, Musik und Stille klassifizieren. In beiden
Fällen werden die Ergebnisse mit den von einer visuellen Shot-
Boundary-Detection gefundenen Shot-Grenzen kombiniert (audiovisu-
al alignment), um die endgültigen Sequenz-Grenzen zu bestimmen.
Gemäß der Evaluierung der Autoren erreicht das HMM-Verfahren
bessere Resultate als Kullback-Leibler-Distanz; jeweils ist das Ergebnis
mit Audiovisual-Alignment besser als ohne.
2.5.4 Analyse sprachlicher Beziehungen
Statt nach semantischen Daten in einem Video zu suchen, schla-
gen Arifin und Cheung (2007) vor, eine Emotional-Content-Analysis
durchzuführen und bezeichnen ihren Ansatz als eine affektbasierte
Video-Sequenz-Segmentierung. Dies soll insbesondere dazu dienen,
klassische Analysemethoden zu ergänzen. Die Autoren nutzen das
mehrdimensionale Modell „Pleasure-Arousal-Dominance“, wobei Plea-
sure den Grad der Freudigkeit oder Angenehmheit beschreibt, Arousal
den Grad der Erregtheit und Dominance den Grad der Eindringlichkeit
bzw. Stärke der Emotion.
Es werden sechs Emotionen für die Analyse definiert: „sadness“,
„violence“, „neutral“, „fear“, „happiness“ und „amusement“. Die Au-
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toren definieren einen eigenen visuellen Merkmalsvektor basierend
auf Farb- und Bewegungsinformationen und nutzen auch auditive
Merkmale. Sie definieren Gleichungen, die diese Merkmale auf die
drei Dimensionen abbilden und wenden sie in einem mehrstufigen,
hierarchischen, dynamischen Bayesschen Netzwerk an. Des Weiteren
beschreiben sie eine Methode, die gewonnenen Daten direkt für eine
Sequenz-Segmentierung zu nutzen. Dafür schlagen sie eine modifi-
zierte Variante des Time-Adaptive-Grouping bzw. -Clustering von Rui
et al. (1999) vor.
Abbildung 2.20: (a) Pleasure-Arousal-Dominance-Berechnung mit drei n-Level hierar-
chischen dynamischen Bayesschen Netzwerkn. (b) Darstellung der
Funktion des distance decoder. (Arifin & Cheung, 2007, S. 71)
Textuelle Daten werden von Poulisse und Moens (2011) genutzt, um
die Sequenz-Segmentierung von Aufzeichnungen der Olympischen
Spiele 2008 zu unterstützen. Hierzu extrahieren sie die textuellen Da-
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ten des Tele-Textes und suchen primär mithilfe des Stanford-Named-
Entity-Recognizers16 die Namen der Athleten, um die Grenzen von
Sequenzen festzulegen. Dabei nutzen sie ein Zeitfenster von 25 Sätzen,
um weit voneinander entfernt liegende Nennungen eines Namens zu
trennen. Zusätzlich berechnen die Autoren SIFT-Features aus dem
visuellen Datenstrom und führen eine Ähnlichkeitsanalyse mithilfe
eines Spatial-Pyramid-Kernels durch. Anschließend wurden die so er-
haltenen unimodalen Ketten in zwei Cluster-Verfahren in Sequenzen
umgewandelt.
Die erste Variante („overlapping chains“) untersucht dabei die Überlap-
pung der Grenzen von mehreren Ketten aus den zwei Modalitäten
und generiert somit die verschmolzenen multimodalen Sequenzen.
Die zweite Variante („density clustering“) nutzt zur Berechnung die
Dichte gefundener Ketten zu jedem Frame, um anhand der Dichte-
verteilung die Sequenz-Grenzen zu bestimmen. Sie kommen zu dem
Schluss, dass die zweite Variante größere Probleme bei der richtigen
Erkennung von Sequenz-Grenzen hat, sich aber besser eignet, um die
semantischen Strukturen eines Videos zu untersuchen. Ein ebenfalls
textueller Ansatz stammt von S. Zhang, Li und Zhang (2011). Sie
entwickelten ein System zur Analyse von chinesischen Nachrichten-
sendungen.
Cour, Jordan, Miltsakaki und Taskar (2008) nutzten textuelle Daten so-
wohl aus Untertiteln als auch aus Drehbüchern und kombinierten sie
mit zuvor extrahierten visuellen Daten, um damit das Resultat ihrer
Sequenz-Segmentierung zu optimieren. Sie nutzen dabei semantische
Informationen aus Drehbüchern, wie die Namen von Charakteren,
Dialogen und Szenen und gleichzeitig die Zeitstempel der Untertitel,
um so die semantischen Informationen mit den visuellen Daten
synchronisieren zu können.
16http://nlp.stanford.edu/software/CRF-NER.shtml Abgerufen 08.11.2015
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Laut den Autoren ist dieser Ansatz insbesondere bei TV-Serien aus
den USA einsetzbar, da dort Untertitel und Drehbücher leicht ver-
fügbar seien. Die Sequenz-Grenzen berechneten sie durch Analyse
der Drehbuchtexte. Der Inhalt des Drehbuchs wurde dabei in Szenen
gemäß der Textbeschreibung unterteilt, die Inhalte der Szene über
die Zeitstempel der Untertitel auf das Video abgebildet und so die
Zeitmarken direkt anhand des Drehbuchs bestimmt.
2.5.5 Analyse von Montage-Stilen
Bei Tavanapong und Zhou (2004) wird eine Methode vorgestellt,
die von den Autoren ShotWeave genannt wurde. Sie soll bestimmte
bekannte filmische Stilmittel nutzen, um eine Sequenz-Segmentierung
zu ermöglichen. Tavanapong und Zhou beschreiben zunächst ver-
schiedene Montage-Stile, ausgehend von den Ausführungen in einer
neueren Ausgabe von Bordwell und Thompson (2012), die auch
Grundlage vieler Erläuterungen in Kapitel 417 und Kapitel 518 waren.
Sie beschreiben detailliert die Stilmittel das 180-Grad System (vgl.
Kapitel 5.4.219), Shot-/Reverse-shot (vgl. Kapitel 5.4.520) und „esta-
blishingment/breakdown/re-establishingment“ (vgl. Kapitel 5.5.3.121) und
entwickeln hieraus ihre eigene Definition von Szenen, genannt Strict-
Scene-Definition. (Tavanapong & Zhou, 2004, S. 519 ff.).
Tavanapong und Zhou gehen davon aus, dass sich in einem Film
je drei Arten von Ereignissen und Szenen finden lassen: Travelling-
Event (mind. ein Charakter bewegt sich durch verschiedene wechseln-
de Orte), Interacting-Event (Handlung zwischen mind. zwei Charak-
teren oder mit Objekten), Non-Interacting-Event (eine Folge von Shots
17Kapitel 4: Visuelle und Auditive Stilmittel, S. 139
18Kapitel 5: Stilmittel der Montage, S. 213
19Kapitel 5.4.2: Axis-of-Action (Handlungsachse), S. 241
20Kapitel 5.4.5: Shot and Reverse-Shot (Schuss und Gegenschuss), S. 246
21Kapitel 5.5.3.1: Establishing-Shot, S. 260
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Abbildung 2.21: Sequenz-Segmentierung durch Auswertung von textuellen Informatio-
nen. (Cour et al., 2008, S. 3)
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am selben Ort, bei denen keine Interaktion stattfindet); Travelling-
Scene (enthält genau ein Travelling-Event), Serial-Event-Scene (ent-
hält ein Interacting-Event und kann mit Non-Interacting-Events als
Establishing- oder Re-Establishing-Elementen gemischt sein), Parallel-
Event-Scene (enthält mind. zwei Serial-Event-Scenes im Sinne eines
alternierenden Syntagmas, vgl. Kapitel 2.2.522).
Dieser Ansatz stellt eine interessante Adaption filmwisschenschaftli-
cher Stilmittel dar. Dabei stellt sich aber die Frage, ob dieses Schema
überhaupt universell anwendbar ist und wie solche semantischen
Beschreibungen auf Basis von Low-Level-Features berechnet werden
sollen. Der Vorschlag der Autoren ist insofern überraschend, da als
Features nur das erste und letzte Frame eines Shots als Keyframes
genutzt werden und aus diesen jeweils nur der durchschnittliche
Y-Koeffizient der diskreten Cosinustransformation aus dem MPEG-
Strom extrahiert wird.
Es werden also nur die Helligkeitswerte verwendet. Diese werden
wiederum nicht aus dem gesamten Keyframe extrahiert, sondern
nur aus vier Regionen. Dies folgt ebenso wie der Ansatz von L.-
H. Chen et al. (2008) der Idee, dass die Hintergrundinformationen
relevanter sind als die sich bewegenden Inhalte im Bildvordergrund.
Dies erreichen Tavanapong und Zhou aber nicht dadurch, dass sie
Vorder- und Hintergrund voneinander trennen, sondern indem sie
nur die Randbereiche des Bildes untersuchen (vgl. Abbildung 2.22).
Dabei vergleichen die Autoren die Shots innerhalb eines Vorwärts-
und Rückwärts-Intervalls um den aktuellen Shot und folgen der
Strategie:
1. Weichen die Features des oberen Bildrandes um max. 10 Prozent
voneinander ab, haben beide Shots denselben Hintergrund und
gehören zusammen.
22Kapitel 2.2.5: Syntagmen nach Metz, S. 16
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2. Trifft 1. zu und die kleinste der Differenzen zwischen den
jeweiligen Feature-Differenzen der linken oberen Ecken bzw. der
rechten oberen Ecken ist max. 10 Prozent, dann sind die Shots
gleich.
3. Trifft 2. nicht zu und die kleinste Differenz zwischen den
Feature-Differenzen der linken unteren Ecke bzw. der rechten
oberen Ecke übersteigt 10 Prozent, dann handelt es sich um
einen Travelling-Event.
Wie genau anhand dieser drei Kriterien die einzelnen Event-Klassen
zugeteilt werden, ist nicht ganz eindeutig beschrieben. Im darauffol-
genden Clustering und der Evaluation wird der Aspekt von Szenen
und Events nicht weiterverfolgt, sondern nur die Zusammengehö-
rigkeit von Shots zur Berechnung von Sequenzen genutzt. Daher
erscheint es schwierig, die Zweifel daran zu zerstreuen, dass diese
Methode nur auf Basis des Vergleichs von Helligkeitswerten verschie-
dener Bildsektoren in der Lage ist, semantische Konzepte der Montage
zu erkennen.
Die evaluierte Sequenz-Segmentierung greift hingegen die Methoden
von Hanjalic et al. (1999); Rui et al. (1999) auf und vergleicht die eigene
Lösung mit den ursprünglichen Methoden. Dabei fällt auf, dass der
vorgeschlagene Algorithmus zu einer enormen Übersegmentierung
zu neigen scheint ebenso wie der als Baseline verwendete Ansatz
von Rui et al.. Dies steht aber im Widerspruch zur Evaluierung von
Vendrig und Worring (2001), die allerdings mit anderen Testdaten und
einer anderen Metrik durchgeführt wurde.
Bei Sundaram und Chang (2000); Sundaram, Sundaram, Chang und
Chang (2002) findet sich ein audiovisueller Ansatz, bei dem die
Autoren zunächst verschiedene Arten von möglichen Sequenzen de-
finierten. Sie argumentieren eher ausgehend von der akustischen Per-
spektive, definieren aber letztendlich Sequenz-Typen, die vergleichbar
sind zu denen von Tavanapong und Zhou (2004). Dazu unterschieden
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Abbildung 2.22: Für ShotWave verwendete Bildbereiche (a) und extrahierte Features
(b). (Tavanapong & Zhou, 2004, S. 521)
sie zwischen Szenen reiner Montage, die vergleichbar zum Syntagma
der zusammenfassenden Klammerung sind (vgl. Kapitel 2.2.523) und
Sequenzen, wie sie sich im Continuity-Editing (vgl. Kapitel 5.424)
finden lassen. Diese werden wiederum unterschieden zwischen Dia-
logen, fortschreitender Handlung und einer Mischform aus beidem.
Bei der Analyse nutzen Sundaram und Chang eine eigene Vari-
ante des Ansatzes von Kender und Yeo (1998), indem sie Audio-
und Video-Daten getrennt mit einer Art Pufferspeicher durchmus-
terten und Abweichungen von den ermittelten Kohärenz-Werten
(Nearest-Neighbor-Algorithmus) im Rahmen einer begrenzen Erinne-
rungsfähigkeit des Puffers als Sequenz-Grenzen klassifizierten. Für
die Audio-Analyse werden Cepstral-Flux, Cepstral-Vektors, Multi-
Channel Cochlear-Decomposition, Zero-Crossing-Rate, Spectral-Flux
und weitere Features genutzt. Die Video-Analyse basiert primär auf
einem Distanzmaß für Farb-Histogramme.
23Kapitel 2.2.5: Syntagmen nach Metz, S. 16
24Kapitel 5.4: Montage-Stile und Continuity Editing, S. 239
77
2 Strukturelemente und Stand der Technik
Abweichungen zwischen den unimodalen Sequenz-Grenzen für den
auditiven und den visuellen Kanal lösen sie durch ein Alignment
auf. Hierbei ist es ihnen möglich, zu erkennen, ob die Grenzen der
einzelnen Kanäle innerhalb eines Intervalls gleichzeitig stattfinden
oder sich überlappen. Dies kann als Hinweis auf eine verbindende
Montage gewertet werden (vgl. auch mit Kapitel 5.5.3.225 und Kapitel
5.4.526). Dadurch kann die Übersegmentierung reduziert werden und
dies wurde auch genutzt, um die Interaktionen zwischen den beiden
Modalitäten auszuwerten und die Klassifikation der Sequenz-Typen
umzusetzen.
Abbildung 2.23: Sundaram et al. (2002, S. 484) definieren vier Arten von Überschnei-
dungen zwischen den Grenzen von Audio- und Video-Segmenten, die
sie in ihre Analyse einfließen lassen.
Bei Ellouze, Boujemaa und Alimi (2010) wird ein multimodaler Ansatz
namens scene pathfinder vorgeschlagen, der ebenfalls auf verschiedene
Montagetechniken zurückgeht. Auf Grundlage von Literaturrecher-
chen identifizieren die Autoren vier Regeln, die für die Erkennung
25Kapitel 5.5.3.2: Split-Editing, S. 261
26Kapitel 5.4.5: Shot and Reverse-Shot (Schuss und Gegenschuss), S. 246
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von Szenen und Shots für sie nützlich erscheinen und die sie für ihren
Ansatz nutzen:
• „Rule 1: The 180° Rule. This rule dictates that the camera should
stay in one of the areas on either side of the axis of action.“
• „Rule 2: Action Matching Rule. It indicates that motion direction
should be the same on in two consecutive shots that record the
continuous motion of actor.“
• „Rule 3: Film Rhythm Rule. It indicates the perceived rate and
regularity of sounds, series of shots, and motion within the shots.
Rhythmic factors include beat, accent, and tempo. In same scene,
the shots have the similar rhythm.“
• „Rule 4: Establishing Shot. It shows the spatial relations among
the important figures, objects, and setting in a scene. Usually,
the first and the last few shots in a dialog scene are establishing
shots.“
Aus diesen Regeln schlussfolgern sie: Wenn Filmemacher versuchen,
eine ruhige Stimmung zu erzeugen, setzten sie gleichförmige Hinter-
gründe, wiederholende Kameraeinstellungen und ruhige Übergänge
ein sowie Verbindungen zwischen Sprache und Stille. Im Gegensatz
dazu wird versucht, Aufregung zu erzeugen, indem Sound-Effekte
genutzt und harte visuelle Übergänge zur Erzeugung von Rhythmus
und Tempo eingesetzt werden. Daher basiert ihre Methode auf der
Erkennung von Sequenzen mit action und ohne. Hierzu nutzen sie
die extrahierten Merkmale nicht zur Klassifikation von auditiven und
visuellen Merkmalen, wie es zum Beispiel bei Nitanda, Haseyama
und Kitajima (2005) der Fall ist, sondern wandeln sie in Merkmale für
Tempo und Inhalt um. Hierzu nutzen sie die in der Abbildung 2.24
gezeigte Taxonomie.
Für die Analyse extrahieren die Autoren für jeden Shot HSV-Farbhisto-
gramme und Fourier-Histogramme als Merkmale für Farben, Hel-
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ligkeit, Textur und Skalierung, was insgesamt zu einem Merkmal
mit 184 Komponenten führt. Diese Merkmale nutzen die Autoren
für das Training eines Kohonennetzes, einer selbstorganisierenden
Karte aus dem Gebiet der künstlichen neuronalen Netze. Laut den
Autoren hat dieses unüberwachte Lernverfahren den Vorteil, dass
damit nicht nur die eins-zu-eins Ähnlichkeit zweier Shots verglichen
wird, sondern auch die Werte der benachbarten Shots mit in die
Berechnung einfließen.
Um Action-Shots zu identifizieren, werden zusätzliche Merkmale ex-
trahiert. Dies sind ein Motion-Activity-Descriptor, die Audio-Energy
und die Shot-Frequenz. Zur Klassifikation von Action- und Non-
Action-Shots verwenden die Autoren eine Fuzzy-C-Means-Mustererken-
nung (FCM). Die Resultate beider Analysen werden erst zum Schluss
miteinander kombiniert (siehe Abbildung 2.25).
Ellouze, Boujemaa und Alimi (2010) konnten bei ihrer Methode
verschiedene Anomalien beobachten. Insbesondere wenn mehrere
aufeinanderfolgende Sequenzen an einem ähnlichen Ort spielen (zum
Beispiel in einem Wald oder im Dunkeln), können die Grenzen nicht
immer zuverlässig erkannt werden. Besonders die Helligkeit scheint
hierbei eine große Rolle zu spielen und kann leicht zu Untersegmen-
tierung führen. Auch Sequenzen mit verschiedenen Kameraeinstel-
lungen scheinen für diese Methode ein größeres Problem darzustellen
als zum Beispiel bei Methoden mit dem Scene-Transition-Graph.
In ihrer Evaluation verglichen die Autoren ihren Ansatz mit denen
von L.-H. Chen et al. (2008); Tavanapong und Zhou (2004) und er-
zielten erheblich bessere Resultate. Hierbei wurde die Evaluation auf
Basis von Precision und Recall durchgeführt. Wie korrekte und falsche
Ergebnisse dabei definiert werden, geben die Autoren allerdings nicht
an.
Während die meisten visuellen Ansätze zur Sequenz-Segmentierung
primär die visuelle Ähnlichkeit zwischen Shots analysieren, unter-
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Abbildung 2.24: Taxonomie des scene pathfinder Ansatzes. (Ellouze et al., 2010, S. 330)
Abbildung 2.25: Workflow des scene pathfinder Ansatzes bei (Ellouze et al., 2010, S. 331).
suchte Petersohn (2009) ob sich auch graduelle Transitionen zwischen
Shots (z. B. Wipe, Dissolve, Fade vgl. Kapitel 5.227) in die Berechnung
einbeziehen lassen. Hierzu geht er vom Time-Adaptive-Grouping (Rui,
Huang & Mehrotra, 1999) aus und formulierte eine zusätzliche Be-
rechnungskomponente, genannt „Shot-Transition-Type“. Er vermutet
dabei, dass bestimmte Transitionen eine stärkere trennende Wirkung
zwischen Shots besitzen müssten als die häufiger vorkommenden
Straight-Cuts, da weiche Überblendungen häufig als Trennzeichen
27Kapitel 5.2: Transitionen, S. 219
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zwischen Szenen eingesetzt werden. Für die Erkennung von Fades
und Dissolves werden hier verschiedene Merkmale genutzt, die die
Unterschiede zwischen Pixeln zweier Keyframes charakterisieren so-
wie Farb-Histogramme.
Peterson testete für die Analyse eine Lösung mit binärer Klassifika-
tion in einer Support-Vector-Maschine (SVM), Kaskaden-Klassifizierer
und ein Bayes-Klassifizierer. Der SVM-Ansatz lieferte die besten
Resultate. Für die Erkennung einer Wischerblende suchte der Autor
nach sich im Bild bewegenden geraden Grenzen oder Linien. Auch
bei Truong, Venkatesh und Dorai (2003) wurden Methoden zur Erken-
nung von Transitionen wie Fades berücksichtigt.
Ein multimodaler Ansatz wurde auch von Lienhart, Pfeiffer und
Effelsberg (1999) vorgestellt. Sie führen zunächst eine Shot-Boundary-
Detection und Erkennung von Transitionen durch und extrahieren
verschiedene Merkmale aus jedem Shot, wobei nur einfache Low-
Level-Features zum Einsatz kommen. Hierzu gehören Audio-, Farb-
und Richtungs-Features sowie eine Gesichtserkennung.
Abbildung 2.26: Erkennung von Dialogen durch die Shot-Überlappung von wiederer-
kannten Gesichtern bei (Lienhart et al., 1999, S. 68).
Bei der Audio-Analyse trennen sie zunächst Vordergrund- und Hinter-
grund-Töne, ausgehend davon, dass Hintergrund-Töne eine redu-
zierte Lautstärke aufweisen. Die Analyse erfolgt mit einer Loudness-
Berechnung auf Grundlage eines psycho-akustischen Modells, um so
den Lautstärkeeindruck in Abhängigkeit des Frequenzbandes messen
zu können. Die Bestimmung, ob ein untersuchter Ton im Hintergrund
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liegt, hängt dabei von seiner Dauer und dem Unterschreiten eines
experimentell bestimmten Grenzwertes ab.
Für die Erkennung von Audio-Schnitten schlugen die Autoren die
Berechnung eines kontinuierlichen Ähnlichkeitsmaßes mithilfe eines
Hamming-Fensters über einem Audio-Feature vor, für den sie die
Koeffizienten einer Fourier-Transformation nutzten. Bei einer hinrei-
chend großen Abweichung des Feature-Vektors von den zukünftig zu
erwartenden Werten, wird vom Wechsel zu einem neuen Audio-Shot
ausgegangen.
Die Frontal-Face-Detection dient einer Segmentierung nach Personen.
In regelmäßigen Abständen werden hierfür die Frames nach Ge-
sichtern durchsucht. Gefundene Gesichter werden nach Ähnlichkeit
gruppiert und wiedererkannt, um so Shots auf Basis von Gesichtern
und Personen erzeugen zu können. Zusätzlich untersuchen Pfeiffer
et al. die Verschachtelung dieser „face-based classes“, um daraus auf
das Vorhandensein von Shot-/Reverseshots schließen zu können. Dies
deutet dann auf eine Dialog-Situation hin.
Das Richtungs-Merkmal (local orientation) macht sich ein Graustufen-
Histogramm zunutze, um mittels eines Interia-Tensors zu bestimmen,
ob eine vorherrschende Kantenrichtung in der Bildstruktur erkannt
werden kann. Die Aufgabe dieses Merkmals ist die Klassifikation und
Wiedererkennung von Orten unabhängig von kleineren Kamerabewe-
gungen oder Veränderungen der Farben.
Für die eigentliche Sequenz-Segmentierung kombinierten Lienhart,
Pfeiffer und Effelsberg (1999) die verschiedenen berechneten Segmen-
tierungen für Dialoge, Orte und Audio-Sequenzen. Jeweils überlap-
pende Sequenzen verbinden sich dabei zu einer größeren Sequenz,
sofern sich dadurch keine Fade-Transitions im Inneren einer Sequenz
befinden würden. Fades gelten in diesem Ansatz grundsätzlich als
Trennzeichen von Sequenzen.
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Abbildung 2.27: Erkennung von Sequenzen durch Analyse der Überlappungen zwi-
schen den Segmentierungen von Dialogen, Orten (settings) und Audio-
Sequenzen bei (Lienhart et al., 1999, S. 72).
Einen multimodalen Ansatz mit dem Ziel, einen großen Korpus
von TV-Nachrichtensendungen zu analysieren, stellten Chaisorn,
Chua, Koh und Zhao (2003); Chaisorn, Chua und Lee (2002) vor.
Sie nutzen hierfür den TRECVID 2003 Testsatz. Bei ihrem Ansatz
extrahieren sie ein 256-Bin Farb-Histogramm als visuelles Feature,
Motion-Activity, Shot-Dauer, Audio-Merkmale und ein wiederum auf
ein Farb-Histogrammen basierendes Merkmal zur Erkennung von
scene changes als temporale Features. Außerdem wenden sie eine
Gesichtserkennung an, ein Merkmal zur Bestimmung der Framing-
Distance, eine Detektion von Schlüsselworten aus dem Videotext
und eine Spracherkennung zur Erkennung von Schlüssel-Phrasen im
Audiokanal. Die genaue Berechnung der Merkmale beschreiben die
Autoren hingegen nur in Ansätzen.
Die einzelnen Shots werden auf Basis eines Decision-Trees in eine der
folgenden zwölf Kategorien eingeteilt: „Intro/Highlight, Anchor, 2An-
chor, People, Speech/Interview, Live-reporting, Sports, Text-scene, Special,
Finance, Weather, and Commercial“ (Chaisorn et al., 2002, S. 74) sowie
LEDS (An- und Abmoderationen), TOP (Top-Story-Logo), SPORT,
PLAY (Play-of-the-Day-Logo) und HEALTH (Logo für Gesundheitsthe-
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men). Für die Segmentierung der Sequenzen wenden die Autoren
ein Hidden-Markov-Modell mit vier Hidden-States an, mit dem sie
versuchen, die klassische Struktur einer Nachrichtensendung zu mo-
dellieren und so die einzelnen Beiträge voneinander zu separieren.
Die vorgestellte Lösung nutzt damit einen High-Level-Ansatz, der
verschiedene Vorverarbeitungsschritte benötigt und sehr auf den
Spezialfall bestimmter amerikanischer Nachrichtensendungen zuge-
schnitten ist.
2.5.6 Analyse von Figurenkonstellationen
Weng, Chu und Wu (2009) versuchen bei ihrem System RoleNet,
anhand erkennbarer Personen im Bild die individuellen Rollen der
einzelnen Charaktere zueinander in Beziehung zu setzen, um damit
eine Sequenz-Segmentierung der Handlungseinheiten zu ermögli-
chen. Im engeren Sinne handelt es sich dabei nicht um ein Verfahren,
das ausgehend von einzelnen Shots versucht Sequenzen zu erken-
nen, sondern bereits eine fertige Sequenz-Segmentierung voraussetzt.
Diese Sequenzen werden anhand der Figurenkonstellationen wieder-
um zu gröberen Sequenzen zusammengefasst, die von den Autoren
als Story-Segments verstanden werden. Da viele bereits diskutierte
Ansätze zu einer deutlichen Übersegmentierung neigen, erscheint
dieser Ansatz daher eine sinnvolle Erweiterung zu sein. Zunächst
wird beim RoleNet davon ausgegangen, dass die in den Sequenzen
vorhandenen Charaktere erkannt und wiedererkannt werden können
(eine algorithmische Lösung hierfür wird nicht gegeben).
In einem ersten Schritt wird eine Occurence-Matrix erstellt. In dieser
wird für die Charaktere jeweils verzeichnet, in welchen Sequenzen
diese auftreten. Durch Umwandlung zur Co-Occurance-Matrix lässt
sich dann ablesen, welche Charaktere wie oft mit welchen anderen
Charakteren zusammen auftreten. Diese Daten werden in einen ge-
wichteten ungerichteten Graphen überführt, der das RoleNet reprä-
sentiert. Die Kantengewichte stellen dabei die Häufigkeit des jeweils
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Abbildung 2.28: Darstellung der zwei von RoleNet identifizierten sozialen Gruppen
und ihrer Interaktionen im Film You’ve Got Mail (USA 1998). (Weng et
al., 2009, S. 260)
Abbildung 2.29: Tabellarische Darstellung der von RoleNet identifizierten sozialen
Gruppen und Untergruppen (macro und micro) im Film You’ve Got Mail
(USA 1998). (Weng et al., 2009, S. 260)
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gemeinsamen Auftretens dar. In weiteren Schritten beschreiben die
Autoren Strategien, wie aus diesem RoleNet abgeleitet werden kann,
welche Charaktere die Hauptfiguren darstellen, wie viele Hauptfi-
guren es gibt (Leading-Role-Determination), welche groben sozialen
Gruppen (Macro-Community) in dem Video zu finden sind und welche
soziale Untergruppen (Micro-Community) es gibt. Schließlich schlagen
die Autoren eine Methode namens Storyshed vor, mit der sich an-
hand der Veränderungen in der Figurenkonstellation (Context-Based-
Similarity) der Übergang zwischen verschiedenen Teilen der Hand-
lung berechnen lassen und damit die sogenannten Story-Boundaries
bestimmt werden können.
Auch bei Vinciarelli und Favre (2007) wird ein Verfahren zur Sequenz-
Segmentierung anhand von Personen und sozialen Beziehungen vor-
geschlagen. Entgegen anderer Ansätze nutzen die Autoren keine
Transkription gesprochener oder eingeblendeter Sprache, sondern
lediglich eine Sprechererkennung (Speaker-Change-Detection).
Anhand der extrahierten Audio-Merkmale wird eine Clusteranalyse
durchgeführt und so unterschiedliche Sprecher identifiziert bzw. zu
welchen Zeitpunkten diese sich äußerten. Im nächsten Schritt führen
die Autoren eine Social-Network-Analysis (SNA) durch, bei der sie
einen zweifärbbaren Graphen erzeugten. In diesem Graphen werden
Sprecher und Ereignisse („actors and events“) als Knoten repräsentiert
und die Beteiligung von Sprechern an Ereignissen durch verbindende
Kanten dargestellt. Hieraus formten die Autoren Vektoren, die sie an-
schließend durch ein HMM in eine Sequenz-Segmentierung überführ-
ten. Das Verfahren ist als Lösung für die Sequenz-Segmentierung von
Nachrichtenbeiträgen vorgesehen und machte sich diese Prämisse
beim Einsatz des HMM speziell zunutze. Für ihre Evaluation schlugen
die Autoren ein neues Evaluationsmaß namens Purity vor.
Inspiriert von der Methode, die Weng et al. vorschlugen, entwickelten
Ercolessi, Sénac, Mouysset und Bredin (2012) ihren Ansatz „Character-
Driven Episodes (CDE)“, bei dem versucht wird, ineinander verschach-
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Abbildung 2.30: Bestimmung von Haupt- und Nebenrollen durch Analyse wie häufig
eine Rolle im Mittelpunkt steht: (a) Auftreten der Rolle nach Nummern
sortiert; (b) sortiert nach Häufgkeit; (c) dargestellt nach Differenz
des eigenen Auftretens und des Auftretens der nächsthäufigsten Rol-
le. (Weng et al., 2009, S. 261)
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telte Handlungsfäden zu erkennen. Insbesondere bei Fernsehserien
wie Sitcoms und Soap-Operas werden häufig mehrere getrennt ablau-
fende Geschichten erzählt, die im stetigen Wechsel gezeigt werden.
Dies entspricht dem alternierenden chronologisch narrativen Syntagma,
wie es bei Metz beschrieben wird (vgl. Kapitel 2.2.528). Ercolessi
et al. versuchen dabei, ähnlich der RoleNet-Methode, die einzelnen
Charaktere zu identifizieren und ihre Interaktion in Sequenzen zur
Analyse zu nutzen.
Für ihrer Berechnung verwenden die Autoren die Speaker-Diarization
von Barras, Zhu, Meignier und Gauvain (2006), 1000 Bin große HSV-
Farbhistogramme als visuelles Merkmal sowie die Automatic-Speech-
Recognition von Gauvain, Lamel und Adda (2002) in Verbindung mit
dem Programm TreeTagger von Schmid (1994). Für die Analyse der
Interaktionen zwischen den Charakteren nutzen Ercolessi et al. den
Louvain-Ansatz zur Community-Detection von Blondel, Guillaume,
Lambiotte und Lefebvre (2008). Auf Basis dieses Algorithmus und
eines ermittelten Grenzwertes entscheiden die Autoren, ob eine so
bestimmte Episode (oder Sequenz) als CDE zu klassifizieren ist oder
nicht. Im Falle einer CDE fuhren die Autoren fort, indem sie eine
agglomerative Clusteranalyse auf Grundlage der Speaker-Diarization
durchführten. Andernfalls nutzen sie ein spektrales Clusterverfahren
für die Erkennung der endgültigen Sequenzen unter Einbeziehung
aller Merkmalsvektoren.
2.6 Schlussfolgerungen
In den vorhergehenden Abschnitten wurde eine Vielzahl unterschied-
licher Methoden diskutiert. Sie unterscheiden sich stark in ihren
Ansätzen und den für die Berechnung verwendeten Verfahren. Leider
sind die gezeigten Ansätze nur schwer miteinander vergleichbar.
Schlussfolgerungen sind daher nur getrennt für die verschiedenen
28Kapitel 2.2.5: Syntagmen nach Metz, S. 16
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Abbildung 2.31: Vergleich von Ground-Truth und automatischer Analyse der Hand-
lungen in einer Episode der Serie Malcolm in the Middle (USA 2000-
2006). (Ercolessi et al., 2012, S. 4)
Aspekte der Ansätze möglich. Für eine bessere Übersicht wird im
Folgenden das im Abschnitt Klassifikationen von Methoden entwi-
ckelte Schema verwendet. Dabei wird versucht, die Erkenntnisse zu
den relevanten Aspekten zusammenzufassen und so weit möglich ein
generalisiertes Verfahrensmodell entwickelt, welches zum Ziel hat,
möglichst offen für die Integration verschiedenster Ansätze zu sein.
2.6.1 Segmentierung der Grundelemente
Die semantische Analyse setzt in den meisten Fällen bestimmte
Grundelemente voraus, die analysiert und dann anhand gewisser
Ähnlichkeiten aggregiert werden. Hierbei wird das Eingangs-Video
in eine endliche Anzahl sequenzieller, aber kontinuierlicher Segmente
unterteilt. Die individuelle Definition eines solchen Grundbausteins
und die für seine Erzeugung verwendete Methode bilden die Unter-
scheidungsmerkmale verschiedener Ansätze. Dieser Grundbaustein
ist in den meisten Fällen ein visuelles Strukturelement wie der Shot.
Bei Del Fabro und Böszörmenyi (2013, S. 447 ff.) nimmt die Mehrzahl
der untersuchen Verfahren an, dass Shots vorhanden sind oder setzten
dies sogar voraus. Unter den 44 rein visuellen Verfahren finden sich
nur zwei, die nicht auf Shots basieren. Beide Ansätze konzentrieren
sich auf Sport-Videos, bei denen entweder durchgehende Kameraauf-
nahmen auf fixierten Positionen zu finden sind oder die darauf opti-
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miert sind, bestimmte Ereignisse in der Aufnahme zu erkennen. Die
restlichen untersuchten Ansätze nutzen eine typische Shot-Boundary-
Detection als Ausgangspunkt. Beispiele hierfür sind: (H. Chen & Li,
2010; Hanjalic et al., 1999; Kwon et al., 2000; Rui et al., 1999; Vendrig &
Worring, 2001; M. Yeung et al., 1998) u.a. Eine Besonderheit ist hierbei
die Lösung von Ngo, Pong und Zhang (2002b), bei der sogar feinere
Strukturen, die Sub-Shots, Anwendung finden.
Segmentierungsverfahren auf Basis von auditiven oder textuellen
Daten finden sich nur in einer geringen Zahl der Ansätze. Dies
liegt zum einen daran, dass diese Modalitäten nicht in jedem Fall
zur Verfügung stehen. Wie zum Beispiel bei dem von Cour et al.
(2008) vorgestellten Verfahren, das Drehbücher für die Analyse nutzt.
Auditive Segmentierungen erreichen häufig nicht die Genauigkeit
visueller Verfahren und sind oft nur in der Lage, zwischen wenigen
Audio-Klassen wie Sprache, Musik und Stille zu unterscheiden. Hier
kommen insbesondere Lernverfahren wie Support-Vektor-Maschinen
zum Einsatz. Insgesamt ist zu vermuten, dass auditive und textuelle
Methoden hilfreich bei der Optimierung von visuellen Verfahren sind,
aber für sich alleine nur suboptimale Ergebnisse liefern können.
Als Repräsentanten für berechnete Grundelemente haben sich Keyf-
rames weitestgehend durchgesetzt. Das repräsentierte Grundelement
wird als inhaltlich kohärent betrachtet. Daher wird davon ausgegan-
gen, dass die Abweichungen aller anderen Frames zum Beispiel inner-
halb eines Shots zu vernachlässigen sind. Das Keyframe dient damit
der Datenreduktion und zur vereinfachenden Visualisierung. (Del Fa-
bro & Böszörmenyi, 2013, S. 428)
Die Auswahl von Keyframes kann trivial erfolgen, zum Beispiel durch
Selektion des ersten, mittleren oder letzten Frames. Sie kann durch
Berechnung eines besonders geeigneten Kandidaten geschehen, wie
zum Beispiel die Auswahl des Frames mit der geringsten Bewegungs-
differenz zu den Nachbarn bei Ritter (2014, S.147). Ngo, Pong, Zhang
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und Chin (2000, S. 134 f.) stellten eine Methode zur Generierung zu-
sammengesetzter Keyframes aus den Hintergrundbereichen mehrerer
Frames vor, die sich besonders bei Shots mit Kamerabewegungen
eignen.
Bei auditiven Segmentierungsverfahren erfolgt die Repräsentation
hingegen vereinfacht durch ein Label, dass die Audio-Klasse be-
zeichnet oder indem gewisse Merkmale für die Berechnung eines
Durchschnittswertes genutzt werden. Auch in diesem Punkt zeigt
sich ein gewisser Nachteil gegenüber den recht flexibel einsetzbaren
visuellen Keyframes.
2.6.2 Sequenz-Segmentierung
Für die eigentliche Analyse von Sequenzen in Videos, also die eigent-
liche Segmentierung, lassen sich in der Literatur vielfältige Ansätze
finden. Drei Hauptstrategien fallen dabei besonders auf.
Bei globalen Aggregationsverfahren werden die Grundbausteine (in der
Regel Shots) aufgrund ausgewählter Repräsentanten (meist Keyfra-
mes) und hieraus extrahierter Merkmale (Features) verglichen. Sind
diese aufgrund einer bestimmten Ähnlichkeitsfunktion oder eines Di-
stanzmaßes hinreichend ähnlich (bestimmt durch einen experimentell
ermittelten Grenzwert), wird davon ausgegangen, dass sie zusam-
mengehören. Sie zeigen zum Beispiel die gleiche Kameraperspektive.
Mit einem zweiten Algorithmus werden diese Ähnlichkeitsgruppen
daraufhin untersucht, ob sie mit anderen Gruppen überlappend
montiert wurden. An den Stellen, wo verschiedene sich überlappen-
de Gruppen aufeinandertreffen, ohne miteinander zu interagieren,
wobei also keine Überlappung beobachtet werden kann, wird eine
Grenze zwischen zwei Sequenzen angenommen. Am anschaulichsten
verdeutlicht dieser Ansatz die Scene-Transition-Graph Methode von
M. Yeung et al.
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Die Strategie ist sehr flexibel einsetzbar, weil die Analyse von se-
mantischen Beziehungen getrennt von der Bestimmung der Sequenz-
Grenzen erfolgen kann. Sie ist damit offen für verschiedene Berech-
nungsmethoden, verschiedene Definitionen von semantischen Bezie-
hungen und kann mit unterschiedlichen Ansätzen zur Kompensation
auftretender Anomalien kombiniert werden. Dies gilt insbesondere
bei Verwendung der von M. Yeung et al. (1996) vorgeschlagenen
hierarchischen Clusteranalyse. Die Nachteile hierbei sind zum einen
der hohe Berechnungsaufwand, da alle vorhandenen Grundbausteine
miteinander vergleichen werden und zum anderen, dass es hier-
durch sehr leicht zur Anomalie der Untersegmentierung kommen
kann. Hierfür muss eine Kompensation implementiert werden, für
die verschiedene Ansätze auf Basis des Abstandes zwischen den
zu vergleichenden Grundbausteinen entwickelt wurden. Diese gehen
von einem festen Maximalabstand bei M. Yeung et al. bis hin zu
metrischen Korrekturfaktoren wie bei Rasheed und Shah (2003b).
Sequenzielle Aggregationsverfahren, wie zum Beispiel Overlapping-
Links von Hanjalic et al. (1999), versuchen die Nachteile der globalen
Aggregationsverfahren auf zwei Arten auszugleichen. Ähnlichkeits-
vergleich und Sequenzanalyse werden zusammen durchgeführt, wäh-
rend der Algorithmus sequenziell die Grundelemente durchmustert.
Dadurch wird der Berechnungsaufwand eines mehrstufigen Verfah-
rens optimiert, zum Beispiel indem jeder Shot nur einmal aufgrund
seiner Ähnlichkeit mit einem anderen Element gruppiert wird und
dabei die Vergleichs- und Überlappungsuntersuchungen deutlich re-
duziert werden können. Außerdem betrachten diese Verfahren nur
Nachbarn eines Grundelements innerhalb eines gewissen Intervalls
davor und danach. Hierdurch wird ebenfalls einer Untersegmen-
tierung vorgebeugt. Insgesamt erlaubt dies zwar eine effizientere
Verarbeitung, schränkt dabei aber auch die Flexibilität für Anpassun-
gen und Erweiterungen ein. Die enge Verschränkung zwischen der
semantischen Analyse und der Sequenz-Segmentierung erlaubt nur
eine Zeitkompensation mit festen Intervallgrenzen. Obwohl das Time-
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Adaptive-Grouping von Rui et al. (1999) diese Zeitkompensation
bereits bei der Ähnlichkeitsberechnung berücksichtigt, führt die Art
der Einsortierung von Grundelementen in Gruppen und Sequenzen
in einem Schritt dazu, dass dieses Verfahren ebenfalls zu den sequen-
ziellen Aggregationsverfahren zu zählen ist.
Als dritte Strategie sind die kontinuierlichen Kohärenzverfahren zu
nennen. Ihr Ansatz geht von einer anderen Prämisse als die Ag-
gregationsverfahren aus. Sie extrahieren bestimmte Merkmale und
betrachten die Veränderungen in den Werten dieser Merkmale über
den Zeitverlauf hinweg. Dabei versuchen sie, Extrema zu finden oder
starke, andauernde Änderungen der untersuchten Charakteristika,
die auf das Vorhandensein von Sequenz-Grenzen hindeuten. Ken-
der und Yeo (1998) modellierten auf diese Weise eine Art visuellen
Wahrnehmungspuffer, um somit Änderungen im visuellen Eindruck
zur direkten Erkennung von Sequenz-Grenzen zu nutzen. Rasheed
und Shah (2003b) bemerkten hierbei Anomalien bei sehr schnellen
Bewegungen, bei Einfügungen und bei weiteren Spezialfällen. Der
Ansatz kann daher sowohl Untersegmentierung als auch Überseg-
mentierung aufweisen, was stark vom analysierten Video abhängt.
Die Stärke von kontinuierlichen Kohärenzverfahren dürfte daher auch
primär darin liegen, dass hiermit semantische Beziehungen analysiert
werden können, die sich nicht gut für Aggregationsverfahren eignen,
wie zum Beispiel der tempobasierte Ansatz von Adams et al. (2002),
die Emotional-Content-Analysis von Arifin und Cheung (2007) oder
viele auditive Verfahren, die Veränderungen im Klang analysieren. Bei
diesen Verfahren ist es kaum möglich, die Charakteristika eines Ab-
schnitts im Video durch einen Repräsentanten vergleichbar mit einem
Keyframe darzustellen, da sie ihre Aussagekraft aus der Analyse von
starken Veränderungen schöpfen.
Speziell bei den Aggregationsverfahren kommt eine große Bedeu-
tung den Untersegmentierungen zu. Da zumeist die Grundlage ein
Ähnlichkeitsvergleich über alle Grundbausteine hinweg ist, ist es
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sehr wahrscheinlich, dass zwei Grundelemente aggregiert werden, die
zeitlich weit auseinanderliegen und daher gar nicht mehr innerhalb
einer Sequenz liegen können. Durch die anschließenden Sequenzana-
lysen würden dann alle Elemente zwischen diesen beiden Shots zu
einer einzelnen Sequenz zusammengefasst werden. Dadurch können
Elemente zu einer Sequenz gruppiert werden, die inhaltlich nicht
mehr miteinander in Verbindung stehen.
„The resulting clusters of video shots, however, may suffer
from the lack of ‚context‘ because the temporal information
is lost. (...) such grouping may lead to shots from different
scenes clustered together, which may not only complicate
the understanding, but also make the segmentation of
distinct scenes very difficult, if not impossible.“ (M. Yeung,
Yeo & Liu, 1998, S. 96)
Es könnte zum Beispiel die Aufgabe eines Algorithmus sein, ein Video
auf Basis seiner Handlungsorte zu segmentieren. Wenn sich in einem
Video aber ein Handlungsort mehrfach in verschiedenen Szenen der
Handlung befindet, so müssen diese Instanzen dennoch als getrennt
betrachtet werden, da zwischen ihnen andere Handlungsabschnitte
liegen. Andernfalls würden die dazwischenliegenden Abschnitte ver-
loren gehen. Für dieses Problem wurden im Forschungsgebiet ver-
schiedene Lösungsansätze entwickelt. Häufig sind sie auch namens-
gebend für den beschriebenen Gesamtansatz, wie Time-Constrained-
Clustering (M. M. Yeung & Yeo, 1996) oder Time-Adaptive-Grouping (Rui
et al., 1999).
Im Rahmen der Literaturrecherche konnte gezeigt werden, dass es ei-
ne Vielzahl an Ideen und Ansätzen gibt, wie semantische Beziehungen
gefunden und analysiert werden können. Da rein visuelle Verfahren
zwar gute Ergebnisse liefern, aber noch keineswegs perfekt sind, kann
darauf geschlossen werden, dass eine Kombination verschiedener
Methoden geeignet sein könnte, noch bessere Ergebnisse zu liefern.
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Daher erscheint es naheliegend, für zukünftige Entwicklungen die
grundsätzliche Flexibilität von globalen Aggregationsverfahren zu
bevorzugen und Wege zu untersuchen, diese mit den Resultaten
kontinuierlicher Kohärenzverfahren zu kombinieren. Somit können
Methoden entwickelt werden, die sowohl Ähnlichkeiten zwischen
Grundelementen berücksichtigen als auch Kohärenzveränderungen
als Indizien für Sequenz-Grenzen zu betrachten. Die sequenziellen
Aggregationsverfahren scheinen dabei eher geeignet zu sein, ein
schon gut funktionierendes Verfahren dahingehend zu optimieren,
schneller und effizienter zu arbeiten.
2.6.3 Semantische Analyse
Die semantische Analyse bildet den eigentlichen Kern eines Seg-
mentierungsverfahrens. Hierbei finden sich die größten Variationen
zwischen den gezeigten Ansätzen. Der überwiegende Teil der Me-
thoden nutzt primär Informationen über visuelle Ähnlichkeiten und
Kohärenz, um damit auf die Zusammengehörigkeit von Segmenten
zu schließen. Im Grunde geht dies auf die ursprüngliche Definition
von Szenen als Einheit von Ort, Zeit und Handlung zurück. Auch
Ansätze, die dieses Ziel auf Basis von akustischen Informationen wie
Geräusche oder Sprecheräußerungen verfolgen, wurden vorgestellt.
Es werden implizit Beobachtungen aus der Filmwissenschaft über
den typischen Aufbau von Filmen genutzt. Dazu gehören die häufige
Wiederholung von gleichen Kameraeinstellungen und Schuss- und
Gegenschuss-Technik (vgl. Kapitel 5.4.529). Die Entwickler des Time-
Constrained-Clustering und des Scene-Transition-Graph beschreiben dies
so:
„The ’montage’ presentation in video gives rise to a dis-
tinct form of ’temporal interactions’ in a given scene. A
scene is composed of related shots in a particular setting.
29Kapitel 5.4.5: Shot and Reverse-Shot (Schuss und Gegenschuss), S. 246
96
2.6 Schlussfolgerungen
In a particular setting, there is often coexistence of multiple
elements (e.g., multiple casts). Thus, in a scene we see the
shots of these elements juxtaposed and linked together.
We say two shots ’interact’ if they are juxtaposed side
by side, that is, temporally adjacent to each other. (...) In
most scenes, there are recurring shots of the same element.
Such recurrence can be recognized by similarities of visual
contents. The clustering process then groups these similar
shots into corresponding clusters based on the visual
indices.“ (M. Yeung, Yeo & Liu, 1998, S. 101)
Da in Videos, Filmen und Fernsehen zwar im professionellen Bereich
gewisse Produktionsregeln existieren, es aber dennoch eine relativ
große künstlerische Freiheit und zeitweilige Moden gibt, sind diese
einfachen Regeln nicht immer hinreichend, um eine gute Segmen-
tierung zu erreichen. Die verschiedenen bekannten Ansätze erreichen
häufig nur in ihrer speziellen Domäne gute Ergebnisse (zum Beispiel
in bestimmten Genres) oder sind anfällig für Anomalien bei bestimm-
ten filmischen Stilmitteln, wie z. B. Establishing-Shots (vgl. Kapitel
5.5.3.130), die manchmal in keinem Ähnlichkeitszusammenhang mit
den umliegenden Shots stehen. Bei der Klassifizierung von Segmen-
tierungslösungen ist es folglich wichtig, die Stärken und Schwächen
der jeweiligen Ansätze in Bezug auf solche Anomalien zu kennen.
Einige vorgestellte Ansätze gehen über die einfache visuelle oder au-
ditive Ähnlichkeit hinaus und versuchen, Modelle zu entwickeln, die
direkt filmische Stilmittel erkennen und klassifizieren. So geben zum
Beispiel Tavanapong und Zhou (2004) eine detaillierte Einführung zu
verschiedenen Montage-Stilmitteln, können aber nicht belegen, dass
diese Stilmittel direkt in der beschriebenen Form auch tatsächlich
erkannt werden. Hingegen zeigt Petersohn (2009) eine Methode zur
Erkennung bestimmter Stilmittel, wie Transitionen. Auch mehrere
30Kapitel 5.5.3.1: Establishing-Shot, S. 260
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Verfahren zur Nutzung der Schnittfrequenz und Shotlängen bzw. dem
vom Zuschauer empfundenen Tempo wurden vorgeschlagen.
Eine Sonderstellung nehmen die dargestellten Verfahren zur Erken-
nung von Rollen oder Figuren von Weng et al. (2009) sowie Vinciarelli
und Favre (2007) ein. Sie versuchen nicht, Ähnlichkeiten oder Varia-
tionen zu erkennen, sondern gezielt konkrete Ereignisse im Video,
die mit handelnden Personen in Zusammenhang stehen. Dies gilt in
abgeschwächter Form auch für den auf textuellen Daten basierenden
Ansätzen von Poulisse und Moens (2011) und Cour et al. (2008) sowie
für den Versuch, Emotionen zu erkennen bei Arifin und Cheung
(2007), der eine ganz andere semantische Ebene für die Analyse nutzt
als einfache Vergleiche von Low-Level-Merkmalen.
Je nach Art der Analyse werden aus jedem Repräsentanten bestimmte
Merkmale berechnet, die auf Basis eines Ähnlichkeits- oder Distanz-
maßes genutzt werden können, um die Grundelemente entsprechend
ihrer Ähnlichkeit zu Gruppen (bzw. Clustern) zusammenzufassen.
Aus den visuellen Shots der vorherigen Phase werden einzelne Bilder
extrahiert, die als Repräsentanten des Shots dienen.
Die Ähnlichkeitsanalyse erfolgt dann zum Beispiel auf Basis der
metrischen Differenz zwischen den Merkmalen. In den vorgestellten
Ansätzen wurde eine Vielzahl möglicher Features bereits getestet.
Besonders häufig wurden Farb-Histogramme aus den verschiedenen
Farbräumen RGB, LUV, HLS und HSV verwendet. Auch Bewegungs-
daten aus Motion-Vektoren kamen zum Einsatz. Neuer entwickelte
Merkmale wie SIFT und MPEG–7-Deskriptoren fanden sich in der
Literatur bisher eher seltener, wie z. B. bei V. Chasanis et al. (2009)
mit SIFT-Features für ihren Ansatz mit einem Visual-Bag-of-Words.
Auditive Verfahren sind bei der Merkmalsextraktion weit aufwendi-
ger. Es muss eine Vielzahl an Merkmalen extrahiert werden. Dabei
unterscheiden sich diese Merkmale nur gering von jenen, die auch
für Spracherkennungsprogramme (engl. automatic speech recognition,
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ASR) genutzt werden. Dies geht von einfachen Energie- und Pegel-
Werten bis hin zu komplexen MFCCs. Je nach Verfahren werden
diese Merkmale zu neuen Mid-Level-Features gebündelt, wie bei den
Audio-Klassen Sprache, Musik usw. oder direkt für die Erkennung
von Veränderungen genutzt.
Bei textuellen Daten ist die Verarbeitung noch insofern beschränkt,
dass es kaum anwendbare Verfahren gibt, die Worte und Sätze
verstehen können. Somit können die Daten nur nach bestimmten
vorher bekannten Schlüsselwörtern durchsucht werden, was die An-
wendungsmöglichkeiten für eine Segmentierung stark einschränkt.
Auch die Verarbeitung der extrahierten Merkmale ist stark vom
jeweiligen Verfahren abhängig. Bei klassischen Farb- und Motion-
Merkmalen eignen sich metrische Distanzmaße, die anhand eines
experimentell bestimmten Grenzwerts darüber entscheiden können,
ob zwei Grundelemente zur selben Gruppe gehören. Für Verfahren,
die den einzelnen Segmenten Labels zuordnen (z. B. Audio-Klassen
oder Emotionen) muss hingegen ein skalares oder ordinales Ähnlich-
keitsmaß gefunden werden. Dies wirft insbesondere dann Probleme
auf, wenn verschiedene Verfahren kombiniert werden sollen, die nicht
einheitlich metrische, skalare oder ordinale Daten liefern. Die meisten
Ansätze vermeiden daher die Kombination solcher unterschiedlichen
Teilanalysen.
Insgesamt lässt sich beobachten, dass Methoden, die mehrere Moda-
litäten miteinander kombinieren (zum Beispiel Bild und Ton), bessere
Ergebnisse liefern können als unimodale Verfahren. Hierbei stellt sich
jeweils die Frage, an welcher Stelle des Prozesses die Daten oder
Ergebnisse der einzelnen Modalitäten wieder miteinander kombiniert
werden. Hierbei scheint eine möglichst späte Fusion (engl. late fusion)
besser geeignet zu sein, da in jedem Verarbeitungsschritt naturgemäß
Informationen abstrahiert werden und dadurch verloren gehen.
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2.6.4 Fazit zum Stand der Technik
In diesem Kapitel wurden die Thematik der Sequenz-Segmentierung
von Videos aus Sicht des State-of-the-Art in der Informatik dargestellt.
Dabei wurde eine Auswahl relevanter Veröffentlichungen vorgestellt,
die aufgrund des Umfangs des Forschungsgebietes natürlich nicht
alle Publikationen umfassen kann. Nach einer Klärung relevanter
Begriffe wurden zunächst wichtige Segmentierungsverfahren erläu-
tert, die für viele Sequenz-Segmentierungen als Vorverarbeitungsstufe
wichtig sind. Für die Darstellung der Verfahren wurden zwei Me-
thoden zu deren Klassifizierung aus der Literatur beleuchtet sowie
ein eigenes Schema entwickelt. Vier der grundlegenden Methoden
wurden für einen besseren Überblick zunächst näher beschrieben und
dann erweiterte Ansätze getrennt nach den ihnen zugrundeliegenden
semantischen Beziehungen vorgestellt. Da die Ansätze sich in ver-
schiedenen Punkten unterscheiden, erfolgte eine Zusammenfassung,
in der versucht wurde, das allgemeine Verfahren bei der Sequenz-
Segmentierung generalisiert dazustellen und einzuordnen.
Aus den erläuterten Verfahren und Überlegungen lässt sich schlussfol-
gern, dass eine Lösung zur Sequenz-Segmentierung vermutlich erst
dann optimal funktionieren kann, wenn verschiedene Modalitäten
ebenso in die Berechnung einfließen wie auch verschiedene Modelle
semantischer Beziehungen zwischen den Grundelementen und Merk-
malen. Sequenz-Segmentierung von Videos ist damit kein triviales
Problem.
Die meisten Verfahren nutzen einfache semantische Beziehungen für
ihre Analysen. Unabhängig davon, ob dies mit visuellen, auditiven
oder textuellen Merkmalen erfolgt, werden in der Regel Low-Level-
Merkmale aus den Datenströmen extrahiert und mit metrischen Di-
stanzmaßen verglichen. Einige der gezeigten stochastischen Metho-
den betreiben hierfür einen größeren Aufwand, indem sie zum Bei-
spiel Muster erkennen und so einen Klassifikator anlernen. Letztlich
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scheint aber auch dies primär eine Form des Ähnlichkeitsvergleichs
zu adaptieren oder als Vorverarbeitung zu dienen.
Komplexere Ansätze, bei denen zunächst höherrangige semantische
Metadaten (Mid-Level) generiert werden, die dann für die Sequenz-
Segmentierung genutzt werden, finden sich eher selten. Hierzu zäh-
len die Erkennung von Transitionen, Figuren, Kamerabewegungen
oder Audio-Klassen. Diese Ansätze generieren damit teilweise bereits
Metadaten, die filmischen Stilmitteln gleichkommen und in einem
weiteren Schritt zur Erkennung weiterer Merkmale dienen können,
wie Montage-Stilmitteln.
Die Literaturrecherche führt letztlich zu der Vermutung, dass bei vie-
len Methoden eher leicht zu erkennende (vor allem visuelle) Muster
analysiert werden, statt der in vielen Quellen genannten Stilmittel der
Filmproduktion. Die Erläuterungen zur Filmwissenschaft dienen oft
eher der Motivation und Definition von Begriffen, als zur Ableitung
von Modellen wie Sequenzen in Videos erkannt werden können.
Da Sequenzen ein komplexes filmisches Strukturelement sind, ist
aber nicht zu erwarten, dass eine hinreichend gute algorithmische
Lösung gefunden werden kann, ohne die komplexen semantische
Beziehungen zwischen Strukturelementen zu analysieren.
Es scheint daher sinnvoll zu sein, ein tieferes Verständnis der se-
mantischen Zusammenhänge in audiovisuellen Medien anzustreben.
Dies könnte dabei helfen, diese Zusammenhänge in Form von bedeu-
tungsvollen Stilmitteln beschreibbar und letztendlich modellierbar
zu machen. Ein optimales Sequenz-Segmentierungsverfahren benö-
tigt demnach nicht nur Methoden zur Extraktion von Low-Level-
Features, sondern auch die Fähigkeit, hieraus weitere Metadaten zu
generieren, die letztlich selbst als Mid-Level-Features für die Sequenz-
Segmentierung dienen können. Ein so gestaltetes Segmentierungs-
verfahren wäre nicht nur in der Lage, Sequenzen (die einer Szene
sehr nahekommen) zu identifizieren, sondern auch als Basis für ein
Multimedia-Retrieval-System zu dienen.
101

3 Aspekte der Filmanalyse
Wie das vorherige Kapitel am Stand der Technik zeigen konnte,
existieren vielfältige Ansätze für die Sequenz-Segmentierung. Dabei
fällt auf, dass semantische Beziehungen zwischen Shots und Szenen
in der Informatik wenig beachtet werden. Die vorherrschenden An-
sätze konzentrieren sich auf die Interpretation simpler technischer
Feature.
Bei der Analyse des State-of-the-Art zeigte sich, dass sich viele Auto-
ren nur sehr begrenzt mit den Methoden und Strategien auseinander-
gesetzt haben, die von Filmemachern genutzt werden, um narrative
Handlungen in audiovisuelle Medien einzubetten. Es ist daher nahe-
liegend, eine nähere Betrachtung der Filmwissenschaft als Ausgangs-
punkt zu wählen und zu versuchen, anhand der normalerweise von
Menschen durchgeführten Filmanalyse nach Anknüpfungspunkten
zu suchen.
In diesem Kapitel wird daher das Thema der Analyse losgelöst von
der Informatik aus der Perspektive der Filmwissenschaften betrach-
tet. Dabei werden zunächst die Prinzipien der filmischen Narration
untersucht. Anschließend erfolgt eine Darstellung der verschiedenen
Methoden der Filmanalyse. Dies dient einerseits dazu, ein Verständnis
für die Arbeitsweise menschlicher Filmanalytiker zu schaffen und
andererseits Anwendungsfälle aufzuzeigen, in denen diese von au-
tomatischen Segementierungsverfahren profitieren könnten.
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3.1 Filmische Narration
Was bedeutet Narration (lat: Erzählung, Ausführung[en], Bericht, Be-
schreibung, Darbietung, Darlegung, Darstellung, Mitteilung, Schil-
derung) bezogen auf die Filmanalyse? Narration wird von Knut
Hickethier so definiert:
„Erzählen ist in seinen Dimensionen der Weltdarstellung
und -vermittlung ein (gegenüber dem beschreibenden
Zeigen) übergreifender Vorgang, der das zu Zeigende in
temporale Zusammenhänge stellt und damit auch immer
Veränderungen darstellt (Schmid 2005, S. 12), der darüber
hinaus auch Strukturen aufzeigt, die hinter dem Präsen-
tierten bestehen und diese bestimmen (also auch reflexiv
ist), und zwischen dem einzelnen Wahrnehmbaren kausale
Beziehungen herstellt und damit Geschichten entstehen
lässt. Das Narrative ist also in der Struktur der Erzählung
erkennbar.“ (Hickethier, 2007, S. 105)
Er verweist dabei auf den kommunikativen Akt, der sich daraus
begründet, dass für den Erfolg des Erzählens die aktive Mitarbeit
des Rezipienten erforderlich ist, da nicht der Film die Bedeutung
vermittle, sondern der Zuschauer diese erkenne. Des Weiteren er-
läutert Hickethier (2007, S. 106), dass die Erzählung nicht nur auf
Schrift und Sprache beschränkt sei, sondern auch durch Gestik, Be-
wegungen, Bilder und deren Kombination mit Schrift oder Sprache
Ausdrucksformen der Narration seien. Er schließt daraus, dass auch
nichtfiktionale Formen, wie sie insbesondere im Fernsehen genutzt
werden (z. B. Nachrichtensendungen und Dokumentationen), unter
dem Begriff der Narrationen gefasst werden können.
Bordwell und Thompson (2012, Kapitel 3, S. 72 ff.) erweitern diesen
Ansatz zu einem formalen System der Narration, indem Sie ausfüh-
ren:
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„We can consider a narrative to be a chain of events linked
by cause and effect and occurring in time and space. A
narrative is what we usually mean by the term story, (...)
Typically, a narrative begins with one situation; a series of
changes occurs according to a pattern of cause and effect;
finally, a new situation arises that brings about the end of
the narration.“ (Bordwell & Thompson, 2012, S. 73)
Die genannten Aspekte einer Narration (Story, Ereigniskette, Ursache,
Wirkung, Zeit und Raum) sind für ein Verständnis der Erzählung von
großer Bedeutung. Sie sind ebenfalls für die automatische Analyse
relevant, da auf Basis eines formalen Systems klassifizierter Parameter
eines audiovisuellen Dokuments ihren jeweiligen Bedeutungsebenen
zugeordnet werden können.
3.1.1 Plot und Story
In „Principles of Narration“ erläutert Bordwell (1985, S. 48 ff.) drei
wichtige Elemente jeder Narration. Dabei beruft er sich bei der Benen-
nung auf die Russischen Formalisten und führt die Begriffe Fabula,
Syuzhet und Style ein. Hickethier (2007, S. 108 f.) beruft sich auch hier
auf Bordwell, weicht aber in seiner Erklärung und Übersetzung der
Begriffe von der Quelle ab.
3.1.1.1 Story (Fabula)
Die Fabula, die Bordwell im englischen mit Story (dt.: Geschehen/
Geschichte) übersetzt, bildet den eigentlichen Kern jeder Erzählung.
Die Fabula verkörpert jene Handlung, die durch Ereignisse dargestellt
wird und die durch eine Kette von Ursache und Wirkung in Raum und
Zeit verbunden sind. Die Fabula bildet dabei ein Muster, das sich aus
Vermutung und Schlussfolgerungen („assumptions and inferences“)
auf Basis der Erzählung bildet. Es handelt sich dabei nicht um ein
filmisches Element, sondern geht über das Gezeigte hinaus. Nicht
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alleine das, was sich dem Zuschauer in Form vom Handlung und
Bildern präsentiert, zählt zur Fabula, sondern auch alle Informationen,
die der Rezipient aus dem Gezeigten schlussfolgern kann. Insofern
umfasst die Fabula das Geschehen und die Welt, in der sich das
Geschehen abspielt. Wird ein Film in einem kurzen Text oder einer
Synopsis zusammengefasst, so bezieht sich dieser Text in der Regel auf
die Fabula, also die Story. Die Story ist aber niemals materiell in einem
Film dargestellt. Sie ist das, was sich auf Basis des Dargestellten ergibt.
(Bordwell, 1985, S. 49 f.); (Bordwell & Thompson, 2012, S. 75 ff.)
3.1.1.2 Plot (Syuzhet)
Das Syuzhet (engl. Plot) ist die Summe der Informationen, Handlun-
gen und Ereignisse, die dem Rezipienten tatsächlich gezeigt werden.
Der Plot nimmt eine Auswahl aus der Story vor und zeigt nur eine
Untermenge der gesamten Handlung und der Welt, in der sich diese
abspielt. Die Vermutungen und Schlussfolgerungen des Zuschauers
sind dagegen nicht Teil des Plots. Ebenso wenig wie Geschehnisse,
die zwischen einzelnen Plot-Elementen liegen. Vergleichbar mit einem
Drehbuch umfasst der Plot nur jene Handlungen, die auch explizit
dargestellt sind und Fakten, die gezeigt werden. Hingegen umfasst
das Syuzhet auch Material, dass nicht Teil der dargestellten Handlung
ist (also nicht-diegetische Teile, vgl. Kapitel 3.1.21) wie zum Beispiel
die Filmmusik oder Einblendungen über Ort und Zeit der Handlung
oder Namen der Mitwirkenden. So ist also die Namensliste am
Ende eines Films (die Credits) Teil des Plots, nicht aber der Story.
Der Umstand, dass eine handelnde Figur zwischen zwei gezeigten
Ereignissen vermutlich gegessen oder geschlafen hat, ist hingehen Teil
der Story, nicht aber des Plots. (Bordwell, 1985, S. 49 f.); (Bordwell &
Thompson, 2012, S. 75 ff.)
1Kapitel 3.1.2: Interaktionen von Plot und Story, S. 109
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3.1.1.3 Style
Der Style beschreibt eine Anordnung von systematisch eingesetzten
filmischen Stilmitteln („films systematic use of cinematic devices“, Bord-
well (1985, S. 50)). Der Style ist damit direkter Bestandteil des benutzten
Mediums. Dabei steht er in ständiger Wechselwirkung mit dem Syuzhet,
also der Story. Bordwell weist in seiner Theorie darauf hin, dass es viele
alternative Bedeutungen des Wortes Style* in der Filmwissenschaft gibt,
wie den neorealist style, diese sind hier aber nicht gemeint.
Vielmehr bezieht sich der Plot auf den dramaturgischen Teil der
Darstellung, während der Style den technischen Aspekt des Mediums
aufgreift, also die Auswahl der Stilmittel, die ausgewählt werden, um
den Plot filmisch aufzubereiten. Diese Unterscheidung ist wichtig,
da hiermit eine strukturelle Unterscheidung getroffen werden kann,
zwischen dem was gezeigt wird und dem wie es gezeigt wird.
Um es anschaulicher zu formulieren: Der Drehbuchautor beschreibt
die einzelnen Handlungselemente, also den Plot. Der Regisseur hin-
gegen entscheidet darüber, wie die einzelnen Szenen und Sequenzen
genau zu filmen und zu montieren sind. Ein und derselbe Plot
kann durch Änderung des Styles eine völlig andere audiovisuelle
Darstellung erfahren. Da der Style in enger Verbindung mit dem
Medium steht, ändert sich folglich auch der Satz der zur Verfügung
stehenden Stilmittel mit der Änderung des Mediums. Einem Stumm-
film stehen Stilmittel der Sprache und Musik nicht offen. Ein 3D-
Film hingegen erweitert die Palette der Stilmittel um weitere visuelle
Effekte. (Bordwell, 1985, S.50)
3.1.2 Interaktionen von Plot und Story
Ein Großer Teil der Kunst filmischen Erzählens ist das Zusammen-
spiel aus Plot und Story. Der Zuschauer interpretiert die Teile und
Aspekte des Plots und erschließt sich daraus die eigentliche Story. Er
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schlussfolgert dabei auf Basis des Gesehenen die vermutlichen Ziele
und Motivationen von Charakteren sowie von Zusammenhängen und
Rahmenbedingungen der Story. Das Paar aus Story und Plot über-
schreitet dabei die Grenzen von Medien. Auf Basis derselben Story
kann ein literarischer oder auch ein filmischer Plot generiert werden.
Selbst ein Gemälde oder ein Musikstück können Plot derselben Story
sein. Jedes hat dabei sein eigenes Style-Muster, basierend auf diesem
Medium. Der Plot ist dabei immer Ergebnis eines Selektionsprozesses.
Welcher Teil der Gesamtstory gezeigt wird, ist ebenso wichtig wie die
zeitliche Anordnung der Plot-Elemente. (Bordwell, 1985, S.50 f.)
Es ist gerade im Film nicht untypisch, die zeitliche Reihenfolge des
Plots durch Rückblenden oder Parallelität anders anzuordnen, als
es das kontinuierliche Fortschreiten der Story eigentlich gebieten
würde. Gerade weil sich der Zuschauer auf Basis des Plots und seinen
Schlussfolgerungen daraus die Welt der Story selbst erschließt, kann
der Plot absichtlich so verfasst sein, dass der Zuschauer in die Irre
geführt wird, um damit Spannung zu erzeugen oder Offensichtliches
zu verhüllen oder die Aufmerksamkeit zu lenken. Man denke hierbei
an einen typischen Krimi, in dem ein Mord am Anfang der Story
steht, aber das Geheimnis um die Identität des Mörders geschickt
verschleiert wird, um sie erst am Ende zu enthüllen. Obwohl alle
wichtigen Hinweise bereits vor der Auflösung dem Zuschauer be-
kannt sind, werden sie geschickt in den Plot eingewoben, um sie
dem Zuschauer möglichst lange zu entziehen. Wie dies, abgesehen
von der Auswahl und Anordnung der Plot-Elemente audiovisuell
dargestellt wird, ist wiederum eine Frage der Stilmittel. Jeder Plot
kann auf unterschiedlichste Weise filmisch inszeniert werden. Dabei
erstreckt sich der Plot auf alle Aspekte der Narration: Die Kausalität
aus Ursache und Wirkung, Zeit und Ort. (Bordwell & Thompson,
2012, S. 76 ff.)
Zentraler Ausdruck einer Narration ist die Handlung, die sich als
eine Kette von Ursachen und Wirkungen („chain of cause and effect“)
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begreifen lässt. Zumeist sind es Charaktere, die als Agenten von
Ursache und Wirkung dienen und Ereignisse auslösen oder auf diese
reagieren. Damit spielen sie eine Rolle im formalen System des
Films. Sie können Personen sein oder auch andere Entitäten, die
als Charaktere agieren. Sie verfügen über Charakterzüge und man
unterstellt ihnen Motivationen, Stärken und Schwächen. Aber nicht
immer sind es Charaktere, die an Ursache und Wirkung gebunden
sind. Auch äußere Ereignisse können Ursache sein, wie zum Beispiel
in Katastrophenfilmen.
Im Sinne der Neoformalistischen Filmtheorie sucht der Zuschauer ganz
aktiv nach Ursache und Wirkung, bzw. nach den kausalen Verbin-
dungen zwischen ihnen. Häufig ist die Kausalität im Plot dargestellt.
Sie kann sich aber auch aus der Schlussfolgerung des Zuschauers
ergeben. So basiert die klassische Detektivgeschichte darauf, dass
der Zuschauer über weite Strecken des Films nur fragmentarische
Informationen besitzt. Er kennt den Mord als Wirkung. Die Ursache
für den Mord hingegen, erfährt er erst in der Auflösung am Ende
des Plots, obwohl sie in der Story am Anfang steht. Gelegentlich
werden unwesentliche Teile einer Kausalität weggelassen. So erfährt
der Zuschauer nur die Wirkung, nicht aber die Ursache eines Ereig-
nisses. Oder aber der Ausgang einer Handlung wird am Ende eines
Plots offengelassen. Die Handlung des Films stellt die Ursache einer
Entwicklung dar, befasst sich aber nicht mir der weiteren Wirkung
auf die Charaktere nach dem Ende des Plots. (Bordwell & Thompson,
2012, S. 77 ff.)
Verbunden mit dem Verhältnis zwischen Plot und Story ist auch das
Konzept der Diegese (griechisch: Erzählung, Erörterung, Ausführung),
wie es in den Filmwissenschaften verwendet wird. Dieser Begriff aus
der Narrationstheorie wird bezogen auf den Film aber etwas anders
verwendet. Dabei macht sich David Bordwell die Ansicht zueigen,
die Narration im Film nicht den klassischen Narrationstheorien der
Mimesis oder der Diegesis zuzuordnen. Die auf Aristoteles und Plato
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zurückzuführenden Theorien unterscheiden die Erzählung in die
einfache und pure Erzählung der Diegesis, in der der Erzähler selbst
spricht und nicht vorgibt, jemand anderes zu sein als er selbst; und
die Erzählung der Mimesis, in der der Erzähler durch eine Figur
spricht und so durch Nachahmung erzählt. Klassische Domänen für
die Tradition der Diegesis sind Literatur und Dichtung. Mimetisch
hingegen ist vor allem das Theater. Bordwell dagegen verfolgt den
Ansatz, dass Film und Fernsehen sich beider Narrationsmethoden
bedienen. (Bordwell, 1985, S. 16); (Hickethier, 2007, S. 105 ff.)
Souriau führte 1948 den Begriff der Diegese in den filmischen Kontext
ein. Die genaue Definition, ebenso wie die wissenschaftliche Diskus-
sion, die auch heute noch nicht abgeschlossen scheint, sollen hier
nicht thematisiert werden. Die Begriffe diegetisch und nicht-diegetisch
finden aber im Folgenden noch häufiger Anwendung. Daher soll hier
bewusst auf eine einfache Definition zurückgegriffen werden, die in
der Praxis häufig genutzt wird. Für eine weitergehende Auseinander-
setzung mit diesem Thema sei dagegen auf die Literatur verwiesen
wie: Bordwell und Thompson (2012); Fuxjager (2007); Kessler (2007);
Metz (1972).
„In der filmanalytischen Praxis haben sich die Begrif-
fe ’diegetisch’ und ’nicht-diegetisch’ mittlerweile aber
breit durchgesetzt, um die verschiedenen Elemente des
Plots/Diskurses in zwei Gruppen einzuteilen. Demnach
gelten die bewegten Bilder von Figurenhandlungen und
Schauplätzen und die akustische Wiedergabe von in der
erzählten Welt ausgeführten Dialogen, verursachten Ge-
räuschen und Tönen als ’diegetisch’, aber schriftliche In-
serts, die etwa Auskunft über Handlungsort und/oder -
zeit geben, oder die Voice-over eines ’allwissenden’ Er-
zählers, der wesentliche Ereignisse der Vorgeschichte mit-
teilt, gelten, ebenso wie die Credits, als ’nicht-diegetisch’.“
(Fuxjager, 2007, S. 24 f.)
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Bei Gräf, Grossmann, Klimczak, Krah und Wagner (2014) findet
sich eine abweichende Begrifflichkeit. Dort werden die Eigenschaften
diegetisch als intradiegetisch und nicht-diegetisch als extradiegetisch
bezeichnet. Zusätzlich wird eine dritte Kategorie eingeführt: ambidie-
getisch. Hiermit ist gemeint, dass eine eindeutige Zuordnung nicht
möglich ist oder sich die Eigenschaft im Verlauf verändert. Ein Bei-
spiel hierzu wäre, dass der Zuschauer eine Musik hört, die er für
einen Teil der Filmmusik hält. Die Musik wäre damit extradiegetisch.
Einen Moment später sieht der Zuschauer aber ein Radio, dass von
einer der Figuren des Films abgeschaltet wird. Die Musik verstummt,
sie war also intradiegetisch und Teil der Story. Dies ist ein Kniff der
Filmemacher, um den Zuschauer zu täuschen. Eine extradiegetische
Musik wandelt sich in eine intradiegetische Musik. Der Schwierigkeit,
dies korrekt zu beschreiben, kann durch die Verwendung des Begriffs
ambidiegetisch begegnet werden.
3.1.3 Zwischenfazit zur filmischen Narration
Die von Bordwell beschriebene Einteilung von Story, Plot und Style ist
eine wichtige Systematik. Sie hilft bei der Unterscheidung verschie-
dener in audiovisuellen Medien auftauchender Elemente. Nicht alle
Elemente sind Teil der Handlungswelt oder der Story. Es ergibt sich
eine besondere Sichtweise auf die Narration in filmischen Medien.
Bei dem Versuch, audiovisuelle Medien zu segmentieren und die
ihnen innewohnenden Bedeutungen zu erkennen, ist es erforderlich,
unterscheiden zu können, welche Elemente und Motive Teil der Story
oder des Plots sind, schon um Daten und Metadaten voneinander
trennen zu können. Aber auch die Tatsache, dass eine lineare Ge-
schichte im Film häufig ihrer Linearität enthoben und aus drama-
turgischen Gründen neu angeordnet wird, zeigt, welche besonderen
Herausforderungen bei der Analyse von Videos bestehen. Dies belegt,
wie wichtig eine funktionierende Segmentierung ist, wenn der Zweck
der Analyse das bessere inhaltliche Verständnis eines Videos sein
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soll, selbst zum Zweck eines optimierten Retrievals für Mulimedia-
Suchmaschinen.
3.2 Filmanalyse
Der Begriff Filmanalyse umschreibt ein weitreichendes Wissenschafts-
gebiet sowie verschiedene methodische Ansätze. Im Kontext der
Filmanalyse werden audiovisuelle Medien auf verschiedenen Ebenen
untersucht. Dabei stehen nicht nur Aspekte des zu untersuchenden
Mediums selbst im Vordergrund, sondern ebenso Fragen nach den
historischen und kulturellen Rahmenbedingungen, in denen das Do-
kument entstanden ist sowie die Umstände, Erfahrungen und Erwar-
tungen, unter denen das Dokument rezipiert wird. Zunächst ist eine
Differenzierung des Begriffes erforderlich, da nicht alle Teilgebiete der
Filmanalyse auf algorithmische Verfahren anwendbar sind.
3.2.1 Einordnung
Eine Auseinandersetzung mit dem Film in der Form einer Analyse
als Kunst- und Kulturmedium, seinen ästhetischen Strukturen, seiner
Aussagekraft und seiner Interpretation gibt es an deutschen Hoch-
schulen seit etwa Mitte der 1960er Jahre. Sie wurzelt dabei in den Fach-
gebieten der Soziologie, Publizistik und Literaturwissenschaften (bei
Korte (1999, S.7) auch die Theaterwissenschaften). Später entstanden
daraus eigene Medienwissenschaften mit spezielleren Methoden und
einer erweiterten Betrachtung, die auch Produktion und Entstehung
von Filmen berücksichtigten. (Hickethier, 2007, S. 2)
Abseits der Hochschulforschung ist die theoretische Untersuchung
und Beschreibung von Filmen bereits älter. Sie lässt sich dabei in die
Aspekte Filmtheorie und Filmkritik gliedern. Während die Filmkritik
als praktische Ausprägung mehr einer journalistischen Rezension
gleicht, bemüht sich die Filmtheorie um ein abstraktes „Verständnis
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des Phänomens Film“ (Monaco, 2009, S. 463). Auch zu finden bei Korte
(1999, S.8) als Abgrenzung von „Filmanalyse“ zu „Filmkritik“.
James Monaco beschreibt die Filmtheorie als von einer Reihe wich-
tiger Dichotomien beherrscht. Die Erste ist die bereits erwähnte von
Kritik und Theorie. Hiermit eng verbunden ist die zweite Dichotomie,
mit der Unterteilung in die Aspekte „von ’normativer‘ und ’deskriptiver‘
Theorie und Kritik“ (Monaco, 2009, S. 463 ff.). Während die normative
Theorie versucht mittels eines Wertesystems deduktiv den Film zu
messen und zu beurteilen, untersucht die deskriptive Theorie das ge-
samte Gebiet der Filmaktivitäten und daraus induktiv ihre Schlüsse zu
ziehen. Als dritte Dichotomie bezeichnet Monaco das Spannungsfeld
zwischen Theorie und Praxis. Insbesondere unter der Betrachtung des
Films als künstlerisches Medium ist es keineswegs erforderlich die
Theorie zu kennen, um die Kunst zu praktizieren.
Dies trifft insbesondere auf die frühen Filmemacher zu. Mit der
weiteren Entwicklung des Films änderte sich dies jedoch. Filme
heutiger Tage sowie ihre Filmemacher können auf ein ausgefeiltes
und etabliertes Fundament theoretischer Grundlagen zurückgreifen.
Umso interessanter ist es, dass der klassische Hollywood-Stil, der
wie kein anderer unser heutiges Verständnis in Form und Ästhetik
geprägt hat, selbst scheinbar auf keiner eigenen Theorie begründet ist.
Vielmehr entwickelte sich ab den 1930er Jahren ein „gut entwickeltes
ästhetisches System“ (Monaco, 2009, S. 463), welches in erster Linie das
handwerkliche Niveau der Filmschaffenden zu sichern suchte.
Dies mag in engem Zusammenhang damit stehen, dass der Film es
seit seinen Anfängen schwer hatte, als eigenständige Kunstform aner-
kannt zu werden oder sich selbst als solche zu sehen. So schrieb etwa
Christian Metz, zitiert nach Monaco (2009, S. 172): „Als einfache Kunst
ist der Film ständig in Gefahr, seinem Einfach-Sein zum Opfer zu fallen.“
Die Erlangung des Respekts einer anerkannten Kunstform war laut
Monaco eine der großen Triebkräfte hinter den frühen Filmtheorien,
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die sich erhofften durch die Schaffung einer (zumeist normativen)
Theorie, dem Film die Anerkennung als Kunstform zu ermöglichen.
3.2.2 Gegenstand der Filmanalyse
Faulstich (2013, S. 13) definiert zwei Arten der Filmanalyse. Er unter-
scheidet zwischen „umfassender Medienanalyse“ und „Produktanalyse,
als Analyse nur eines einzelnen Films.“ Da er an dieser Stelle seine
Betrachtungen auf den Film als „Spielfilm im Kino“ beschränkt, gliedert
er die Produktanalyse wiederum in die Untertypen Medien-, Regie-,
Studio-, Produktions-, Markt-, Distributions-, Kino-, Zuschauer- und
Rezeptionsanalyse.
Hickethier (2007, S. 28) unterscheidet (in Bezugnahme auf Faulstich)
sechs Richtungen der Filmanalyse. Diese sechs Richtungen unter-
scheiden sich jeweils in ihrem Betrachtungswinkel und ihren Vorge-
hensweisen:
• Strukturalistischer Zugriff
• Biographisch
• Literarisch
• Filmhistorisch
• Soziologisch
• Psychologisch
• Genrespezifisch
Auf die Problematik des weiten Feldes der Filmanalyse verwies schon
1964 Franz Everschor in Filmanalysen 2 (zitiert nach Korte (1999, S.
8)):
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„Filmanalyse ist ein vieldeutiger, Mißverständnissen und
gegensätzlichen Auffassungen ausgesetzter Begriff. Einig
ist man sich eigentlich nur darüber, daß sich die Filmana-
lyse durch größeren Umfang und ausführlichere Detailbe-
trachtung von der Filmkritik unterscheidet.“
Korte (1999, S. 14 f.) unterstreicht dies:
„Unter dem Etikett Film- und Fernsehwissenschaft oder
Medienwissenschaft verbirgt sich bei genauerem Hinse-
hen ein häufig recht unvermitteltes Nebeneinander unter-
schiedlicher Disziplinen mit ihren je eigenen Fragestellun-
gen und Methoden.“
Eine vollständige Filmanalyse nach Faulstich (2013, S. 28) umfasst
die Untersuchung WAS, WER, WIE und die Interpretation WOZU
dies dient (vgl. auch Kapitel 3.3.1.32) sowie die Bewertung in As-
pekte von Normen und Werten. Das von Faulstich so vorgeschlagene
Grundmodell der Filmanalyse als Produktanalyse gliedert sich in vier
Phasen. Die Handlungsanalyse steht für die Frage nach dem WAS. Die
Figurenanalyse dient zur Klärung des WER. Die Bauformenanalyse (ver-
gleichbar mit dem strukturalistischen Zugriff) steht für die Frage nach
dem WIE und die anschließende Interpretation und Einordnung führt
zur Analyse des WOZU. Dabei ist darauf hinzuweisen, dass die vier
Zugangsweisen keineswegs isolierte Aspekte eines Films darstellen,
sondern miteinander in Beziehung und Verflechtung stehen.
3.2.3 Dimensionen
Korte (1999, S. 21 f.) teilt die Produktanalyse eine Films in vier
Dimensionen und beschreibt diese als eine Systematik in Form eines
Idealmodells (siehe Abbildung 3.1):
2Kapitel 3.3.1.3: Werner Faulstich, S. 122
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3.2.3.1 Bedingungsrealität
Die Dimension der Bedingungsrealität untersucht die Entstehung
des audiovisuellen Dokuments wie die Faktoren, die die Produktion
inhaltlich und formal beeinflussten. Sie untersucht den Kontext der
soziologischen und historischen Situation, zeitgenössische Stilmittel,
Technologien und den Bezug zu anderen Werken der Mitwirken-
den.
3.2.3.2 Wirkungsrealität
Bei der Wirkungsrealität steht die Analyse des Publikums, seine
Interessen, Vorlieben und die Rahmenbedingungen der Rezeption im
Vordergrund. Sowohl die heutige Rezeption als auch die historische
bzw. zeitgenössische Rezeption ist dabei von Interesse.
Abbildung 3.1: Die Dimensionen der Filmanalyse. (Korte, 1999, S.21)
3.2.3.3 Bezugsrealität
Mit der Bezugsrealität wird auf die Dimension der im audiovisuellen
Dokument oder Film behandelten Thematik eingegangen. Dabei steht
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das Verhältnis der filmischen Realität zur Bedeutung in der Realität
und ihren historischen Ereignissen im Vordergrund. Zum Beispiel:
Welche realen Ereignisse haben den Film geprägt oder welche Ideen
für die Realwelt versucht der Film dem Zuschauer durch die Hand-
lung zu vermitteln?
3.2.3.4 Filmrealität
Die Filmrealität ist letztlich die Summe aller aus dem audiovisuellen
Dokument selbst ableitbaren Informationen. Von den inhaltlichen
Daten, über die technischen Daten, Metadaten, Orte, Personen, Aussa-
gen, die Dramaturgie, bis hin zum Einsatz stilistischer Mittel und der
Lenkung der Aufmerksamkeit des Zuschauers.
3.2.4 Zwischenfazit zur Filmanalyse
An diesem Punkt stellt sich die Frage, inwieweit die Filmanalyse
in ihrer geistes- und sozialwissenschaftlichen Tradition Gegenstand
einer Untersuchung aus dem Blickwinkel der Informatik sein kann?
Insofern ist entscheidend, auf welchen Zweig der Filmanalyse hierbei
Bezug genommen wird. Es ist leicht ersichtlich, dass die anspruchs-
volle kognitive Leistung, die für die Interpretation eines Werkes,
für die Berücksichtigung seines Entstehens und Umfeldes sowie die
Bewertung von Bedeutungen, Zielen und damit verbundenen Werten
und Normen außerhalb des Vermögens heutiger computergestützter
Verfahren liegt.
Die automatische Analyse eines audiovisuellen Mediums erschöpft
sich in jenen Daten und Informationen, die aus dem Dokument selbst
sowie seiner Begleitdokumentation und den Metadaten zu erlangen
sind. Damit ist die automatische Analyse auf die Untersuchung der
„Dimension der Filmrealität“ ( nach Korte) beschränkt. Dies spricht den
anderen Dimensionen weder ihre Wichtigkeit ab, noch schließt es für
alle Zeiten aus, dass die automatische Analyse einen Beitrag zu den
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anderen drei Dimensionen liefern könne. Doch ist zumindest hier und
jetzt eine Fokussierung auf jene Aspekte erforderlich, die sich aus dem
Medium und seinen Daten selbst ergeben.
Anhand der gezeigten Kategorisierungen der Filmanalyse lassen sich
dennoch vielfältige Anknüpfungspunkte finden, in denen automati-
sche Analyseverfahren anwendbar scheinen. Insbesondere im Bereich
der Produktanalyse nach Faulstich, bzw. des strukturalistischen Zugriffs
bei Hickethier, also der Analyse der Bauformen, wie Faulstich es präzi-
siert. Die bei der intellektuellen Filmanalyse angewendeten Methoden
in diesem Bereich sind dahingehend näher zu untersuchen. Wenn die
Untersuchung der strukturellen Komponenten eines Mediums bei der
intellektuellen Filmanalyse von Bedeutung sind und sich derartige
Komponenten mittels Algorithmen berechnen ließen, würde dies den
Weg eröffnen, die Filmanalyse zu unterstützen oder Teilaspekte der
Filmanalyse zu automatisieren.
Die weitere Untersuchung der Filmanalyse wird sich im Folgenden
primär mit der Filmrealität befassen. Einflüsse der Bedingungsrealität,
Wirkungsrealität und Bezugsrealität treten dahinter zurück. Insofern
muss also für eine vollständige filmwissenschaftliche Analyse in
jedem Fall auf klassische Methoden zurückgegriffen werden.
3.3 Methoden der Filmanalyse
Wie bereits festgestellt wurde, kann eine vollständige Filmanalyse
auf absehbare Zeit nicht mittels rein computergestützter Verfahren
erfolgen. Obwohl es daher sinnvoll ist, die Betrachtung auf jene Teile
der Filmanalyse zu beschränken, die überhaupt im Bereich implemen-
tierbarer Verfahren liegen, ist dennoch ein grundlegender Überblick
über den Ablauf und die Vorgehensweise klassischer Filmanalyse
erforderlich.
„Film- und Fernsehanalyse ist Teil der wissenschaftlichen
Praxis. Sie wird an Schulen und Hochschulen praktisch
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betrieben und dient damit der Einführung in die wis-
senschaftliche Beschäftigung mit Film und Fernsehen.“
(Hickethier, 2007, S. 26)
Obwohl sich hierbei kein Goldstandard herausgebildet hat, ergeben
sich aus der Literatur typische Herangehensweisen und Strategien.
Stellvertretend soll hier auf die empfohlenen Herangehensweisen
von drei Autoren zu diesem Thema eingegangen werden, die in der
deutschsprachigen Literatur besonders verbreitet sind: Helmut Korte,
Knut Hickethier und Werner Faulstich.
3.3.1 Ansätze der Filmanalyse
Wichtig für die Betrachtung der bei der Filmanalyse angewandten
Methoden ist der Zweck, zu dem eine Filmanalyse angefertigt wird.
Faulstich erläutert hierzu, dass ein Unterschied besteht zwischen
„dem emotionalen Erleben eines Films, gelegentlich verbunden mit einem
spontanen Nachdenken über den Film, und zweitens einer systematischen,
methodisch reflektierten analytischen Beschäftigung mit dem Film. (. . . )
Filme müssen nicht, können aber in bestimmten Fällen analysiert werden.
(. . . ) Filme können nicht nur, sondern sie sollten auch analysiert werden, um
Interpretationen zu überprüfen und zu objektivieren.“ (Faulstich, 2013, S.
20 f.) Der Autor sieht hierbei den Film als Kommunikationsprozess, in
dem Produzent und Rezipient dadurch in Verbindung treten, indem
„das jeweilige Werk ästhetische Erfahrungen vermittelt bzw. konstituiert“.
In ihrem Vorgehen widmet sich die wissenschaftliche Produktanalyse
einer systematischen „Analyse der Gestaltungs- und Vermittlungsformen,
innerhalb derer bzw. mit denen Bedeutung konstituiert und ausgedrückt
wird. (. . . ) Ziel ist es, etwas über den Film in Erfahrung zu bringen,
das vorher nicht bekannt war. (. . . ) Grundsätzlich ist davon auszugehen,
dass in einem Spielfilm jedes Moment, jeder Baustein, jedes Bild, jedes
Wort — schlicht alles funktional ist für die Bedeutung, den ‚Sinn’ dieses
Films.“ (Faulstich, 2013, S. 22 f.)
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3.3.1.1 Helmut Korte
Wie bei Korte (1999, S. 53 ff.) dargestellt, ist es empfehlenswert, eine
Bestandsaufnahme des Films, einer etwaigen „leitenden Fragestellung“
voranzustellen, um mögliche Über- oder Fehlinterpretationen zu ver-
meiden. Hierbei sollten zunächst sofort nach dem Betrachten des
Films die ersten Notizen zu Eindrücken, Beobachtungen und Auffäl-
ligkeiten aufgezeichnet werden. Im Anschluss findet eine strukturelle
Analyse in Form von Sequenz- und Einstellungsprotokollen statt so-
wie erste Untersuchungen zu Produktionsdaten und Hintergründen.
Dies führt laut Korte in der Regel zu ersten Hypothesen bzw. zu deren
Präzisierung.
„Auf dieser Grundlage folgt als inhaltliche und formale
Beschreibung eine Darstellung des Handlungsvollzuges
(Inhalt) und der filmischen Darbietung (Form), verbunden
mit Querverweisen und der punktuellen Einbeziehung des
Transkripts.“ (Korte, 1999, S. 54)
Die schriftliche Formulierung der Filmanalyse folgt gemäß Korte
(1999, S. 55) dann folgender groben Gliederung:
1. Inhaltsbeschreibung
2. Problematisierung und Fragestellung (subjektive Einschätzung,
Auffälligkeiten, Bezüge zu anderen Filmen, inhaltliche und for-
male Besonderheiten, Ableitung der Fragestellung, Begründung
des Vorgehens)
3. Formal-inhaltliche Bestandsaufnahme (Sequenzbeschreibun-
gen, Handlungsablauf und -darbietung)
4. Analyse und Interpretation (sequenzübergreifende Untersu-
chung, Feinanalyse ausgewählter Sequenzen und Subsequen-
zen, Untersuchung von Bedeutungsebenen unter Einbeziehung
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des historisch-gesellschaftlichen Kontextes, Ermittlung der in-
tendierten Wirkung)
5. Historische Verankerung und Rezeption (Untersuchung der
Produktions- und Rezeptionsbedingungen, Funktionsbestim-
mung des Films, Rezeptionsgeschichte, Ermittlung potentieller
Lesarten)
6. Verallgemeinerung und Zusammenfassung (Zusammenfassung
der wichtigsten Ergebnisse und Bewertung)
3.3.1.2 Knut Hickethier
Hickethier (2007, S. 32) folgt einer ähnlichen Gliederung wie Korte mit
seinen fünf Schritten der Filmanalyse:
1. Protokollierung der ersten subjektiven Seh-Erfahrung als erstes
Verständnis.
2. Bewusstwerden des Kontextes und Artikulierung einer spe-
zifischen Lesart und Wahrnehmungsart auf Basis der Seh-
Erfahrung
3. Analyse des Films im Hinblick auf seine Struktur und ästheti-
sche Gestaltung. Ermittlung der Ausdrucksformen und Herstel-
lung von Bezügen zu filmischen und fernseheigenen Traditionen
und Entschlüsselung vorhandener Bedeutungspotentiale.
4. Erschließung des Kontextes des Films (Entstehung, Produktion,
Distribution, Rezeption) anhand externer Quellen.
5. Zusammenfassung der Seh-Erfahrung, Arbeitshypothese und
analysierter Struktur und Verknüpfung mit filminterner und
filmexterner Befunde. „Das Ergebnis stellt - neben der Explikation
vorhandener Sinnpotentiale und der Formulierung unterschiedlicher
Deutungen des Films - im Ideal eine Erweiterung des subjektiven
Horizonts des Analysierenden dar.“ (Hickethier, 2007, S. 32)
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Weiter erläutert Hickethier, dass die Abfolge dieser Arbeitsschritte
von Klaus Kanzog weiter differenziert worden seien. Dabei werde
insbesondere auf die Unterscheidung von Analyse und Interpretation
geachtet:
1. Befund (filmische Sachverhalte ohne zusätzliches Wissen aus
der Filmbetrachtung)
2. Erläuterung (zusätzliche Informationen zum weiteren Verständ-
nis)
3. Kommentar (Verknüpfung der Sachverhalte mit beobachteten
Sachverhalten auf Ebene des Films)
4. Interpretation (Kombination der Sachverhalte mit den Inten-
tionen des Regisseurs und dessen Werkkontext sowie anderen
Kontexten. Zusammenfassung und Bewertung.)
3.3.1.3 Werner Faulstich
Das hier vorgestellte Modell von Faulstich unterscheidet sich von
Korte und Hickethier. Wie bereits in der Einführung zur Filmanalyse
beschrieben, stellt er die Herangehensweise einer Betrachtung aus
vier Zugangsweisen zur Produktanalyse vor. Er entfernt sich damit
von den zuvor genannten Konzepten, in denen das Umfeld und der
Kontext der Entstehung, Rezeption oder anderer externer Quellen
außer Acht gelassen werden. Faulstich konzentriert sich dagegen rein
auf das Produkt selbst. (Faulstich, 2013, S. 28 ff.)
• Analyse der Handlung - WAS geschieht in dem Film in welcher
Reihenfolge?
• Analyse der Figuren - WER sind die Figuren und Charaktere,
die eine Rolle spielen?
• Analyse der Bauformen - Welches sind die benutzen Bauformen
und WIE werden sie zur Erzählung eingesetzt?
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Abbildung 3.2: Vier Blickwinkel der Filmanalyse bei Faulstich. (Faulstich, 2013, S. 29)
• Analyse der Normen und Werte - WOZU dient das alles?
Welche Normen und Werte, welche Ideologie, welche Aussage
transportiert der Film?
Wichtig ist es Faulstich hierbei anzumerken, dass die vier Zugangs-
weisen nicht vier disjunkte Teile des Films darstellen, sondern vier
verschiedene Blickwinkel auf dasselbe Objekt.
Handlungsanalyse (WAS) Zunächst empfiehlt Faulstich ebenso wie
Korte und Hickethier, die bei der ersten Betrachtung des Films
gemachten Beobachtungen, Gedanken, Emotionen und Eindrücke
zu notieren. Anschließend wird die Handlung anhand von Film-
und Sequenzprotokollen strukturell untersucht und gegliedert (sie-
he Kapitel 3.33). Dies führt zu einem detaillierten Verständnis des
gesamten Handlungsaufbaus, dem Ablauf der Erzählzeit und den
Handlungsorten bis hin zu einer Gliederung aus Handlungsphasen
sowie den Zusammenhängen aus Ursache und Wirkung, die sich in
3Kapitel 3.3: Methoden der Filmanalyse, S. 118
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der Handlung materialisieren. (Faulstich, 2013, S. 65 ff.) „Handlungs-
strukturierung heißt Bedeutungsgenerierung, insofern die Ereignisstruktur
der Erzählstruktur unterworfen ist.“ (Faulstich, 2013, S. 87)
Figurenanalyse (WER) Die Figurenanalyse setzt sich mit den Hand-
lungsträgern des Films auseinander. Nach Faulstich ist dabei zu
beachten, dass aufgrund der Natur des Films im Allgemeinen weniger
Charaktere als in der Literatur auftreten und ihre inneren Zustände,
Gedanken und Gefühle schwerer darzustellen sind. Daher sei der
Film eher auf die Handlung ausgelegt und folglich die Bedeutung
der Handlungsträger besonders groß. In der Figurenanalyse folgt
daher in der Regel eine Einteilung nach Haupt- und Nebenfiguren,
Protagonisten und Antagonisten, klassischen Figurenpaarungen und -
konstellationen. Woraus sich häufig klassische Rollen und Stereotypen
ergeben.
Dabei lohnt sich für eine genauere Untersuchung einer Figur die Cha-
rakterisierung nach drei Arten: Selbstcharakterisierung (Beschreibung
der Figur wie sie sich selbst darstellt oder vorgibt zu sein), Fremd-
charakterisierung (Beurteilung oder Beschreibung einer Figur durch
eine andere) und Erzählcharakterisierung (Charakterisierung durch
den Film bzw. den Regisseur durch Einsatz verschiedener Bauformen
und Inszenierungsmöglichkeiten). Hinzu kommt eine Untersuchung
des Setting, womit hier die Situierung der Figur in der Gesellschaft
gemeint ist. Dazu gehören gesellschaftlicher Stand, Geschlecht, Alter,
Beruf, Herkunft und ähnliche Parameter. (Faulstich, 2013, Kap. 4, S.
99)
Bauformenanalyse (WIE) Mit der Analyse der Bauformen bezieht
sich Faulstich auf die Untersuchung der verschiedensten Gestaltungs-
und Stilelemente, denen sich die Filmproduktion in allen Phasen be-
dienen kann. Sie erstrecken sich über die verschiedenen Modalitäten
des audiovisuellen Mediums. Häufig ist es von Vorteil, das schon
bestehende Einstellungs- oder Sequenzprotokoll um die besonders
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relevanten Bauformen und das jeweilige Stilmittel zu ergänzen. Auch
bei Korte und Hickethier findet sich diese Analyse der Bauformen in
Form von formal-inhaltlicher bzw. struktureller Analyse.
Bei der Analyse der Bauformen geht Faulstich von der Einstellung,
dem Shot, als kleinste Einheit und Ausgangspunkt aus. Auf dieser
Basis werden die Einstellungsgrößen (auch Kamera-Distanz), die
gewählten Perspektiven, der Einsatz von Kamera-Bewegungen, Shot-
längen, die Bewegung von Objekten, das Achsverhältnis, die Montage
und Innere Montage (Mise-en-Scène), der Einsatz von Dialogen, Ge-
räuschen und Musik und anderen untersucht. (Faulstich, 2013, Kap.
5, S. 117 ff.)
Aufgrund des Umfangs, aber auch der Relevanz beschäftigt sich das
Kapitel 44 detailliert mit den Bauformen bzw. Stilelementen.
Analyse der Werte und Normen (WOZU) Auf die Analyse der Nor-
men und Werte soll hier nur am Rande eingegangen werden, da es
sich hierbei um die Interpretation des Films handelt, die bereits weit
außerhalb der Möglichkeiten aktueller algorithmischer Verfahren liegt
und auch nicht Gegenstand dieser Arbeit sein soll. Die Interpretation
bündelt die in der Handlungs-, Figuren- und Bauformenanalyse
gewonnenen Einsichten zu einem Versuch der Bilanzierung und
Bewertung.
Dabei geht Faulstich zunächst auf die Auswertung von Symbolen in
sichtbarer Form ein (symbolische Bedeutungen), die Erkennung von
Ideologien und schließlich auf die verschiedenen Filminterpretations-
formen und -ansätze: Film- oder literarhistorische Filminterpretation,
biographische, soziologische, genrespezifische und transkulturelle Fil-
minterpretation. (Faulstich, 2013, Kap. 6, S. 163 ff.)
4Kapitel 4: Visuelle und Auditive Stilmittel, S. 139
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3.3.2 Filmprotokolle
Zu den gängigsten Werkzeugen der Filmanalyse gehört das Film-
protokoll. Es stellt eine Verschriftlichung des im Film zu sehenden
und dessen Aufbau dar. Laut Hickethier (2007, S. 33) verwies schon
Gerd Albrecht 1964 darauf, „das flüchtige Filmerlebnis im Kino festzu-
halten“. Faulstich (2013, S. 66 ff.) lehnt in diesem Zusammenhang
die Verwendung von „printliterarischen Vorlagen“ wie dem Roman
bei einer Literaturverfilmung, aber auch dem Drehbuch, Skripten
oder Storyboards ab, da das filmische Endergebnis durch Drehorte,
kurzfristige Konzeptänderungen, Improvisation, Regieentscheidun-
gen oder Änderungen der Produktion und des Schnitts nur selten
mit der Vorlage in Übereinstimmung zu bringen sind. Nach Faulstich
ist die optimale Herangehensweise die Transition des Films in ein
„Shooting Transcript“ oder Filmprotokoll. Es existieren eine Vielzahl
von Filmprotokollen, ein allgemeiner Standard hat sich hingegen nicht
herausgebildet (Faulstich, 2013, S. 72).
Die manuelle Erstellung eines Filmprotokolls ist sehr zeitintensiv.
Hickethier gibt an, dass der Umfang leicht 100 bis 150 Seiten erreichen
kann, aber das Filmprotokoll dennoch von vielen Wissenschaftlern (er
nennt: Korte, Giesenfeld, Sanke, Faulstich, Kanzog, Borstnar, Pabst,
Wulff) als wichtig bis unerlässlich erachtet wird. (Hickethier, 2007,
S.34)
Auch Faulstich (2013, S. 73f.) verweist darauf, dass ein vollständiges
Filmprotokoll etwa vier Wochen Arbeit erfordert und daher nur
an bestimmten Schlüsselsequenzen eine vollständige Protokollierung
sinnvoll ist.
Bei Korte finden sich zwei Arten der Transkription: das Einstellungs-
protokoll und das gröbere Sequenzprotokoll. Bei beiden „(. . . ) wird
der Film in eine lineare Form gebracht, der visuelle und auditive Ablauf
inhaltlich, in seiner Zeitstruktur, den Kameraaktivitäten und sonstigen
Besonderheiten notiert - als Basis für alle folgenden Untersuchungen.“ Er
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weist aber auch darauf hin, dass nicht immer ein vollständiges Film-
protokoll erforderlich ist, sondern „(. . . ) sinnvoller (und ökonomischer)
nur die Sequenzen ausführlich zu protokollieren, die genauer untersucht
werden sollen“. (Korte, 1999, S. 32 ff.)
3.3.2.1 Einstellungsprotokoll
Das Einstellungsprotokoll ist bei Korte tabellarisch (vgl. Abbildung
3.3) und bezieht sich auf jede Einstellung (Shot). Die einzelnen Rubri-
ken können je nach Untersuchung umgestellt oder erweitert werden.
Es umfasst folgende Rubriken (Korte, 1999, S. 32 ff.):
1. Fortlaufende Nummer des Shots
2. Länge in Sekunden
3. Kameraaktivitäten: Einstellungsgrößen, Kamerabewegungen,
Kameraperspektiven etc.
4. Beschreibung des Bildinhalts, der Handlung etc.
5. Tontrakt: Dialoge, Kommentare, Geräusche, Musik etc.
Faulstich (2013, S. 72 f.) hingegen empfiehlt sechs Spalten:
1. Nummer der Einstellung
2. Handlung
3. Dialoge (das zeitliche Verhältnis zwischen Handlung und Dia-
log muss ersichtlich sein)
4. Geräusche und Musik (inkl. Stimmung der Musik)
5. Kameraführung (Einstellungsgrößen, Bewegungen, Wandel, sons-
tige Besonderheiten)
6. Zeitdauer
127
3 Aspekte der Filmanalyse
Bei Hickethier (2007, S. 35 f.) finden sich ergänzend auch: Merkmale
des Handlungsortes, der Figuren, der Ausstattung und Bewegungen,
des Geschehensablaufs, On- und Off-Texte sowie Art der Überblen-
dungen.
Abbildung 3.3: Einstellungsprotokoll bei (Korte, 1999, S. 33).
3.3.2.2 Sequenzprotokoll
Im Gegensatz zum Einstellungsprotokoll betrachten Faulstich und
Korte das Sequenzprotokoll nicht als optionales Instrument, sondern
als „Minimalvoraussetzung für eine wissenschaftliche Analyse“ (Korte,
1999, S. 38). Hierzu wird der Handlungsablauf in Sequenzen und Sub-
sequenzen unterteilt. Dies erlaubt eine inhaltlich-formale Beschrei-
bung des Films. Häufig liegt die Anzahl der Sequenzen bei 30 bis
80. Ist die Zahl niedriger, ist oft eine Unterteilung in Subsequenzen
sinnvoll. (Faulstich, 2013, S. 78)
Während die Erstellung eines einfachen Sequenzprotokolls simpel ist,
ist aber häufig gerade die Gliederung in Subsequenzen nützlich, wenn
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Abbildung 3.4: Sequenzprotokoll (Korte, 1999, S. 38)
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auch schwieriger. Insbesondere bei komplexen nebenläufigen oder
verschachtelten Handlungen wird erst so ein Überblick erreicht, mit
dem sich die einzelnen Handlungen verstehen und darstellen lassen.
Dies belegt Faulstich mit einem Beispiel eines ungegliederten und
eines gegliederten Sequenzprotokolls anhand des Films Das Schweigen
der Lämmer (orig. The Silence of the Lambs, USA 1991). (Faulstich, 2013,
S. 80 f.)
Bei der Analyse liegt der Vorteil eines Sequenzprotokolls darin, dass
sich die Handlungen sowie ihre Proportionen und Abfolgen verglei-
chen und überblicken lassen. Dies gilt insbesondere dann, wenn Filme
nach einem bestimmten Muster aufgebaut sind, wie es sich häufig
finden lässt. Meist lehnt sich das Muster an das klassische 3-Akte- oder
5-Akte-Schema des griechischen Theaters an. (vgl. hierzu (Faulstich,
2013, Kap. 3))
Insbesondere bei Korte finden sich verschiedenste Arten quantitativer
Darstellungsformen zur Protokollierung von Filmen. So auch die
Sequenzgrafik, die das Sequenzprotokoll um eine Visualisierung der
Dauer einer jeweiligen Sequenz oder Subsequenz erweitert. Die ver-
laufende Zeit wird auf der x-Achse aufgetragen. Striche symbolisieren
jeweils die Grenzen zwischen den Sequenzen oder Subsequenzen.
Diese Darstellung in einer Zeitstruktur kann um Kommentare und
inhaltliche Anmerkungen erweitert werden. (Korte, 1999, Kap. 3.2)
3.3.2.3 Formalspannung
‚
Der Schnittfrequenz kommt bei der Filmanalyse eine nicht unwichtige
Bedeutung zu. Sie dient als Angabe der Formalspannung (nicht zu
verwechseln mit der emotionalen Spannung) und berechnet sich aus
dem Verhältnis aus Anzahl der einzelnen Einstellungen (also Shots)
und der Dauer.
130
3.3 Methoden der Filmanalyse
Abbildung 3.5: Sequenzgrafik bei (Korte, 1999, S. 40 f.)
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Die Formalspannung Ys einer Sequenz ergibt sich aus:
Ys =
Sekunden
Anzahl der Shots
(3.1)
Bei Verzicht auf die Einteilung von Sequenzen ergibt sich die Formal-
spannung Y aus:
Y =
Anzahl der Shots
Minuten
(3.2)
Die Formalspannung ist dabei ein Maß für die optische Schnelligkeit
des Films oder der Sequenz. Lange Shots führen zu einer geringen For-
malspannung, häufige Schnitte hingegen zu einer hohen Formalspan-
nung, wie in Action-Sequenzen. Faulstich zeigt hierbei am Beispiel
einer grafischen Visualisierung der Formalspannung des Films Kampf
der Welten (orig. The War of the Worlds, USA 1953), dass sich die 5-
Akt-Struktur des Films anhand der Spannungskurve nachvollziehen
lässt. Es ist deutlich zu sehen, wie jeder Akt zunächst mit langen Shots
beginnt und sich dann zum Ende des Aktes zu immer kürzeren Shots
steigert. (Faulstich, 2013, S. 130 f.)
Als Optimierung der Formalspannungs-Analyse findet sich bei Faul-
stich ein Ansatz auf Basis der Formalspannung in Verbindung mit
einer zuvor getroffenen Sequenzeinteilung. Hierbei wird neben der
Formalspannung für jede Sequenz jeweils mathematisch die lineare
Regression berechnet. Im von Faulstich gezeigten Beispiel lassen
sich auf Basis der Regressionsgrade tatsächlich die Muster eines 5-
Akte-Schemas wiedererkennen und auf die strukturelle Einteilung
von Exposition, steigende Handlung, Krise, fallende Handlung und
Lösung abbilden. Inwieweit dieses Prinzip auch für andere Filme oder
universell einsetzbar ist, lässt Faulstich hingegen offen. (Faulstich,
2013, S. 132 f.)
Helmut Korte weist darauf hin, dass die Formalspannung und ins-
besondere deren graphische Darstellung zu Fehlinterpretationen der
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Abbildung 3.6: Formalspannung bei Kampf der Welten (orig. The War of the Worlds, USA
1953). (Faulstich, 2013, S. 131)
tatsächlich vom Rezipienten empfundenen (emotionalen) Spannung
führen können. Während in klassischen Stummfilmen eine starke Kor-
relation zwischen der Formalspannung und der subjektiv empfunde-
nen Spannung gefunden werden könne, weisen modernere Filme und
die dort verwendeten Montagetechniken nicht selten auch an span-
nenden Stellen eine niedrige Formalspannung auf. Dies „beruht neben
situativen und individuellen Gegebenheiten in der Regel gerade auf dem Zu-
sammenwirken inhaltlicher — aus Handlung, der inhaltlichen Betroffenheit
resultierender — und formaler Faktoren (Ton-, Beleuchtungseinsatz, Aktivi-
täten der Kamera, Schnittfrequenz etc.).“ Im Gegenteil können Abschnitte
mit besonders niedriger Formalspannung durch besonderen Einsatz
der Kamera, Bewegungen oder der Inszenierung als Plansequenz
begründet sein. Diese Höhepunkte bleiben in einer Darstellung der
Formalspannung verborgen. Dennoch liefert eine Untersuchung der
Formalspannung wertvolle Einsichten in die Struktur der Montage
und vorhandenen Tempoänderungen. (Korte, 1999, S.42 f.)
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Abbildung 3.7: Formalspannung mit linearer Regression am Beispiel des Films Das
Rettungsboot (orig. Lifeboat, USA 1944). (Faulstich, 2013, S. 133)
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3.3.2.4 Einstellungsgrafik
Um den genannten Nachteilen einer reinen Untersuchung der For-
malspannung entgegenzuwirken, empfiehlt Korte die Erweiterung
der Darstellung zu einer Funktionalisierten Einstellungsgrafik. Hierbei
wird die verlaufende Zeit auf der x-Achse aufgetragen und Shot-
Grenzen durch senkrechte Balken dargestellt. Diese Visualisierung
wird um Annotationen verschiedener Wirkungsfaktoren, wie Beleuch-
tungseinsatz, Kamerabewegungen, wiederkehrende Motive, Figuren
und vorhandene Formen von Ton und Musik ergänzt.
Die in Abbildung 3.8 dargestellte Sequenz erlaubt Rückschlüsse auf
die in dieser Sequenz des Films Ein Blonder Traum (D 1932) ver-
wendeten Kamerabewegungen (Pfeile unten), die vorherrschenden
Töne (Dialog, Gesang, Musik), gesprochener Text und die Länge der
jeweiligen Einstellungen. Andere Varianten einer Einstellungsgrafik
können besondere Überblendungen markieren oder halten zusätzlich
die gewählten Einstellungsgrößen fest. (Korte, 1999)
Ebenfalls eine Variante stellt die Handlungsortegrafik oder die Hand-
lungsgrafik dar, die im Prinzip dem gleichen Baumuster folgen, aber
deren Einteilungen nicht durch Shot-Grenzen, sondern durch Orte
oder Teile der Handlung bestimmt werden.
3.3.2.5 Distanzgrafik
Auch bei Faulstich wird auf die Bedeutung der Untersuchung der
Einstellungsgrößen bzw. der Distanz zwischen Kamera und Objekt
verwiesen. Spannung ergibt sich auch daraus, ob eine Handlung als
Totale aus einer überblicksartigen Sicht gezeigt wird oder ob die
handelnde Figur mit all ihrer Gestik und Mimik aus großer Nähe
gezeigt wird. Als Beispiel gilt hier James Bond 007 - Im Geheimdienst
Ihrer Majestät (orig. On Her Majesty’s Secret Service, UK 1969), der
bei Faulstich exemplarisch in seinen Einstellungsgrößen visualisiert
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Abbildung 3.8: Funktionalisierte Einstellungsgrafik einer Sequenz. (Korte, 1999, S.43)
wurde (vgl. Abbildung 3.9) und damit belegt, dass dieser James Bond
Film zu mehr als der Hälfte aus Einstellungen besteht, die Figuren
(vor allem den Protagonisten) aus der Nähe zeigen. (Faulstich, 2013,
S. 132 f.)
3.4 Fazit
In diesem Kapitel wurde eine grundlegende Einführung in einige As-
pekte der Filmwissenschaft, insbesondere der Filmanalyse, gegeben.
In so umfangreichem Gebiet kann die Darstellung in diesem Rahmen
nur episodenhaft bleiben. Insbesondere auf die ideologischen Ansätze
der verschiedenen Filmtheorien wurde hier nicht eingegangen. Es
soll aber erwähnt sein, dass neben Konzepten und Begrifflichkeiten
der Filmsemiologie (vor allem Christian Metz) auch die der Neo-
formalistischen Filmtheorie (David Bordwell und Kristin Thompson)
eingeflossen sind.
Die Konzepte von Plot, Story und Narration sowie die Beschreibung
gängiger Ansätze und Methoden der Filmanalyse bilden dabei ein
Fundament für die folgenden Untersuchungen. Insbesondere die
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Abbildung 3.9: Darstellung der Kamera-Distanzen am Beispiel des Films James Bond 007
— Im Geheimdienst Ihrer Majestät (orig. On Her Majesty’s Secret Service, UK
1969). (Faulstich, 2013, S. 134)
Methoden der Filmprotokollierung sind ein gutes Beispiel dafür, wie
sich Informatik und Filmanalyse ergänzen können.
Die Untersuchung der gezeigten Ansätze zur Filmanalyse offenbart
eine grundlegende gemeinsame Strategie. Nach einer ersten Aufzeich-
nung subjektiver Eindrücke findet eine strukturelle Auseinanderset-
zung mit den erkennbaren Stilmitteln und Besonderheiten statt. Die
daraus gewonnenen Einsichten werden zusammen mit den je nach
Schwerpunkt der Analyse getroffenen Hypothesen kombiniert und
in eine zusammenfassende Interpretation überführt. Während Korte
und Hickethier dabei sehr schnell Produktanalyse und umfassende
Medienanalyse verbinden, beschränkt sich Faulstich auf die reine
Produktanalyse. Die kommt insofern der bereits im Kapitel 3.2.45
getroffenen Einschränkung zugute, wonach in diesem Kontext nur
das Medium und seine Daten selbst Gegenstand der Analyse sein
können.
5Kapitel 3.2.4: Zwischenfazit zur Filmanalyse, S. 117
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Wichtig ist auch die Erkenntnis, dass in der klassischen Filmanalyse
statistische Auswertungen und Visualisierungen von Shot-Längen,
Szenen und Sequenzen und dem Auftreten besonderer Elemente
zu den grundlegenden Arbeiten einer Filmanalyse gehören. Gerade
diese Formen der Protokollierung sind besonders geeignet, auch mit
computergestützten Verfahren durchgeführt zu werden.
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Bisher wurden typische Verfahren der Filmanalyse beleuchtet sowie
die Strukturierungselemente von Videos und Filmen. Werner Faul-
stich empfiehlt für den nächsten Schritt eine Analyse der Bauformen.
Diese Bauformen oder Stilmittel sind die Grundelemente, die dem Fil-
memacher zur Verfügung stehen, um daraus eine narrative Erzählung
in einem audiovisuellen Medium aufzubauen.
Zunächst handelt es sich dabei um Stilmittel, die jeweils mit einem
bestimmten Wahrnehmungskanal verbunden sind. Ein Bild sagt mehr
als tausend Worte, ist eine bekannte Redewendung. Die kinemato-
graphischen Stilmittel sind dabei der Werkzeugkasten, mit dessen
Hilfe Bedeutungen und Zusammenhänge in ein Videobild integriert
werden können.
Ebenso verfügen Töne und Musik über eine eigene Bedeutungsebene.
Bestimmten Stilmittel können gezielt und bewusst genutzt werden,
um einen Beitrag zur Bedeutungsgenerierung und Narration zu leis-
ten. Sprache hingegen kann sowohl in visueller als auch in auditiver
Form in einen Film eingefügt sein. Hierbei deutet sich aber bereits an,
dass die Sprache eine eigene spezielle Bedeutungsebene besitzt.
Der Empfehlung Faulstichs folgend wird in diesem Kapitel eine
eingehende Untersuchung der verschiedenen Stilmittel erfolgen. Da
es sich hierbei nicht zuletzt um künstlerische und kreative Werkzeuge
handelt, ist eine klare Differenzierung und Definition nicht immer
leicht. Die Untersuchung stützt sich vorrangig auf die einschlägige
Fachliteratur. Die verschiedenen Bezeichnungen werden dabei so weit
möglich vereinheitlicht. Bei vielen Begriffen wird die amerikanische
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Benennung bevorzugt. Dies liegt daran, dass viele deutsche Begriffe
weniger prägnant definiert sind und dass es verschiedene Konzepte
gibt, die im deutschen Sprachgebrauch keine eigene Bezeichnung
kennen.
Es muss davon ausgegangen werden, dass eine absolut vollständige
und in allen Facetten adäquate Darstellung im gegebenen Rahmen
kaum möglich ist. In diesen Fällen sei auf die angegebene Literaturd
verwiesen. In der hier gewählten Darstellung wird versucht, eine
möglichst klar strukturierte Systematik zu entwickeln, die geeignet
ist, als Katalog für eine Klassifizierung der verschiedenen Stilmittel
zu dienen.
4.1 Eigenschaften des Einzelbildes
Der primäre Grundbaustein jedes audiovisuellen Mediums ist das
Bild. Medien mit bewegten Bildern sind letztlich aus der Photographie
hervorgegangen. Viele der Grundeigenschaften und Parameter eines
photographischen Bildes sind damit auch im Bewegtbild zu finden.
Wie bei Bordwell und Thompson (2012, S. 167) beschrieben, lässt sich
photography als Schreiben mit Licht („writing in light“) beschreiben,
während als Erweiterung dessen die Kinematographie (engl. cinemato-
graphy) im übertragenen Sinne das Schreiben mit Bewegung bedeutet
(„writing in movement“).
Dabei gibt es eine Fülle an Parametern, die das Bild beeinflussen und
definieren. Sie stellen sowohl Eigenschaften des Bildes selbst als auch
Einstellungen der für die Aufnahme verwendeten Kamera dar. Die
Qualität des Bildes, ebenso wie die Wirkung auf den Betrachter wer-
den hiervon maßgeblich bestimmt. Daher sind diese Eigenschaften
und Einstellungen im Grunde immer das Ergebnis eines bewussten
Handlungsprozesses.
Insbesondere beim Film werden viele Parameter bereits vor der
eigentlichen Aufnahme festgelegt. Sie werden ganz gezielt eingesetzt,
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um die Entwicklung einer Handlung zu unterstützen und konnotative
Konzepte zu transportieren. Angewendet wird die Kinematographie
vorrangig vom Kinematographen, Director of Photography oder Ka-
meramann. Viele Aspekte werden aber auch durch den Regisseur
(engl. director) bestimmt oder später während der Post-Production
verändert.
4.1.1 Farbe
Der Aspekt der Farbigkeit eines audiovisuellen Mediums ist nicht erst
seit Einführung des Farbfilms Anfang des 20. Jahrhunderts oder seit
dem Start des Farbfernsehens (BRD 1967, DDR 1969) von Bedeutung.
Anders als landläufig oft vereinfacht dargestellt, kann ein Bild nicht
nur farbig oder schwarzweiß sein. Sowohl technische Bedingungen
in der Entwicklung des modernen Farbfilms als auch künstlerische
Erwägungen spiegeln sich in den verschiedenen Farbtönungen, die in
audiovisuellem Material zu finden sind.
Während ersteres Hinweise auf die technischen Rahmenbedingungen
der Herstellungsepoche eines Films zu geben vermag, so transpor-
tiert letztes nicht selten einen Teil der Bedeutungsebene, wie sich
an einem bekannten Beispiel verdeutlichen lässt: In Schindler’s List
(USA 1993) bedient sich Regisseur Steven Spielberg bewusst einer
fast farblosen Bildgestaltung im Stile der Filmtechnik während des
Zweiten Weltkrieges. Er rückt nur an ganz wenigen Stellen davon
ab: wie in einer Sequenz, in der der Hauptcharakter die Räumung
des Krakauer Ghettos beobachtet. Hier fällt der Blick des Zuschauers
auf ein kleines Mädchen, dessen Mantel als einziges Objekt seine
rote Farbe behält. Dies verdeutlicht den Fokus des Hauptcharakters
auf dieses kleine Mädchen (subjektive Kamera und Point-of-View) und
lenkt gleichzeitig auch die Aufmerksamkeit des Zuschauers auf das
individuelle Schicksal dieses Mädchens.
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Abbildung 4.1: Ausschnitt aus Schindler’s List (USA 1993)
4.1.1.1 Schwarzweiß
Die Frage nach Farb-Film oder Schwarz-Weiß-Film ist schon ein
Widerspruch in sich. Wie Monaco (2009, S.123 ff.) ausführt, ist der
Begriff eigentlich irreführend. Es handelt sich nicht um ein Zwei-
Farben-System, vielmehr um ein Bild, dem alle Farbwerte entzogen
wurden. Dabei kann bei Filmmaterial auch eine bräunliche Tönung
statt echtem Schwarz vorkommen (z. B. Sepia-Film) oder andere
Farbtönungen. Die Farbigkeit der realen Welt fällt in Schwarz-Weiß-
Filmen so in die Werte von Kontrast und Tonwert zusammen.
4.1.1.2 Farbstichigkeit
Zu Zeiten des Schwarz-Weiß-Films nutzten Filmemacher die Mög-
lichkeiten der chemischen Filmentwicklung, um ihren Werken Farbe
zu verleihen. Dabei war das Ergebnis kein Film mit eigentlicher
Farbigkeit, also verschiedene unterschiedliche Farben, sondern ein
farbstichiges Bild. So wurde beim Tinting der bereits entwickelte
Film noch einmal in ein Farbbad gegeben, wodurch dunkle Bereiche
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schwarz blieben und graue, hellere Bereiche den jeweiligen Farbton
annahmen. Beim Toning hingegen wird der Farbstoff bereits dem Ent-
wicklungsbad zugesetzt und so die dunklen Bereiche gefärbt. (Bord-
well & Thompson, 2012, S. 169 f.)
Beide Begriffe werden auch heute noch benutzt, allerdings erfolgen
Farbveränderungen dieser Art heute rein digital. Sie werden aber
immer noch gerne eingesetzt, auch bei Farbfilmen. Eine beliebte Tech-
nik ist es, Nachtaufnahmen nicht bei Dunkelheit zu filmen, sondern
bei Tageslicht. Die Verringerung des Kontrastes, die Verdunklung der
Bildhelligkeit und ein deutlicher dunkelblauer Farbstich suggerieren
dann dem Zuschauer, es handele sich um eine Aufnahme bei Nacht
(engl. day-for-night). (Bordwell & Thompson, 2012, S. 171)
In anderen Filmen hat Farbstichigkeit eine spezielle semantische
Bedeutung. In The Matrix (USA 1999) wird der Unterschied zwischen
der realen Welt und der virtuellen Welt der Matrix dadurch hervor-
gehoben, dass die reale Welt einen bläulich kalten Eindruck erweckt,
während die virtuelle Welt eine deutlich grünliche Farbgestalt auf-
weist.
4.1.1.3 Nachkolorierung
Der Begriff Nachkolorierung (engl. coloritzation) beschreibt Verfahren
zum nachträglichen Einfärben von ursprünglich farblosem Filmma-
terial. Früher wurde dies oft manuell durchgeführt, indem in einem
aufwändigen Prozess Bild für Bild, Farbe für Farbe von Hand koloriert
wurde. (Bordwell & Thompson, 2012, S.168)
Hingegen erzielen heutige Methoden Ergebnisse, die es schwer ma-
chen, zwischen gealterten originalen Farbfilmen und nachkolorierten
Schwarzweißfilmen zu unterscheiden. Die massenhafte Nachkolorie-
rung alter Filme ist allerdings unter künstlerischen und historischen
Gründen umstritten. (Monaco, 2009, S. 120 ff.)
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4.1.1.4 Farbkorrektur (Colorgrading)
Die Farbkorrektur (Colorgrading) ist eine Technik der Post-Production
oder des Digital-Intermediate (digitale Zwischenbearbeitung, bevor das
audiovisuelle Werk wieder auf Film ausbelichtet wird) und damit
nicht Teil der Arbeit des Kameramanns oder Kinematographen. Heut-
zutage wird das Colorgrading ausschließlich digital realisiert. Früher
wurde teilweise während der Aufnahme mit Farbfiltern gearbeitet,
teilweise in den chemischen Entwicklungsprozess des Materials ein-
gegriffen oder manuell koloriert. Sie verfolgt zwei Ziele, wobei die
deutsche Bezeichnung Farbkorrektur zu kurz greift und nur den
ersten Teil der Arbeit benennt.
Während des primären Colorgrading werden Fehler und Seitenef-
fekte korrigiert, die während der Aufnahme entstanden sind. Dazu
gehört das Anpassen von Helligkeit, Kontrast und die Beseitigung
von unbeabsichtigten Farbstichigkeiten. Insofern entspricht dies ei-
ner eingangsseitigen Qualitätsverbesserung. Anschließend werden
die einzelnen Shots einer Sequenz einander so angepasst, dass ein
einheitlicher Farb- und Belichtungseindruck gewährleistet ist.
In der zweiten Phase werden dieselben Korrekturtechniken angewen-
det, um das visuelle Material künstlerisch zu beeinflussen. Dabei gibt
es eine Fülle von Möglichkeiten, die insbesondere durch die digitale
Technik ständig erweitert werden. Dies geht von der farblichen Her-
ausarbeitung sinntragender Details wie bei der eingangs erwähnten
Szene aus Schindler’s List, über die Weichzeichnung oder Einfärbung
von Shots zur Unterstreichung von Grundstimmungen bishin zur
Generierung eines bestimmten Looks, der den Stil und das Genre des
Werks unterstreicht.
Im Handbuch des Colorgrading-Programms Color (Apple Inc., 2009,
S. 13 ff.) werden die Schritte des Prozesses noch detaillierter beschrie-
ben:
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1. „Correcting Errors in Color Balance and Exposure.“
2. „Making Sure That Key Elements in Your Program Look the Way
They Should.“
3. „Balancing All the Shots in a Scene to Match.“
4. „Creating Contrast.“
5. „Achieving a ‚Look’.“
6. „Adhering to Guidelines for Broadcast Legality.“
7. „Adjusting Specific Elements Separately.“
8. „Making Digital Lighting Adjustments.“
9. „Creating Special Effects.“
4.1.2 Kontrast
Der Kontrast beschreibt den Helligkeitsunterschied zwischen dem
hellsten und dunkelsten Bereich eines Bildes. Liegen die Helligkeits-
werte (Luminanz) beider Bereiche weit auseinander, spricht man von
einem Bild mit hohem Kontrast. Bei einer geringen Differenz ist
von geringem Kontrast die Rede. Das Bild wirkt dann flau und
gräulich. Die Differenz wird dabei auch als Dynamik oder Kontrastum-
fang bezeichnet. Der maximale Kontrastumfang, den ein Filmmaterial
erfassen kann, wird als Belichtungsspielraum (Latitude) bezeichnet.
Einfluss auf den Kontrast haben drei Faktoren: die Beleuchtungssitua-
tion, das Aufnahmeverfahren bzw. -Gerät und die Nachbearbeitung
des Materials. Die Beleuchtungssituation bei der Aufnahme umfasst
verschiedene Faktoren wie Tageszeiten und Wetter bei Außenauf-
nahmen, Scheinwerfer und künstliche Beleuchtung usw. Dies sind
Fragestellungen, die eher der Inszenierung und dem Aufgabenbereich
von Regisseur und Beleuchter zuzuordnen sind und hier nicht näher
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untersucht werden sollen. Zur weitergehenden Betrachtung sei ver-
wiesen auf: (Bordwell & Thompson, 2012, Chapter 4: Lighting S. 131
ff.) und (Hickethier, 2007, 4.4.4 Lichtgestaltung S. 75)
Die Aufnahmetechnik hat großen Einfluss auf das Kontrastverhältnis
einer Aufnahme. Beim klassischem Film ist die Qualität des Filmmate-
rials von großer Bedeutung. Auch bei der chemische Entwicklung des
Filmmaterials wird die Kontrastentwicklung dadurch beeinflusst, wie
lange der Film im Entwicklungsbad belassen wird und bei welcher
Temperatur. Ebenfalls wird der Kontrast von der Geschwindigkeit
beeinflusst, mit der die Filmrolle von Bild zu Bild wechselt, da schnell
laufender Film mit steigender Geschwindigkeit einen geringeren Kon-
trastumfang besitzt. Deswegen werden bei Hochgeschwindigkeits-
aufnahmen extrem starke Scheinwerfer benötigt. Im Bezug auf die
Kameraoptik hat die Einstellung von Belichtungszeit und Blendenöff-
nung großen Einfluss sowie die Bauart der Kamera bzw. ihres Sensors
selbst. (Bordwell & Thompson, 2012, S. 168)
4.1.3 Belichtung
Die Belichtung (engl. exposure) definiert die Intensität, mit der ein
Film oder Kamera-Sensor dem Licht des Objektivs ausgesetzt wurde.
Die Stärke der Belichtung ist dabei abhängig von der Blendenöff-
nung (engl. iris bzw. f-stop), Verschlusszeit (engl. shutter speed), der
Empfindlichkeit des Filmes oder Sensors (in der Regel in ISO-Werten
angegeben) und von der Intensität des ins Objektiv einfallenden
Lichtes.
Während beim menschlichen Auge die Anpassung der Lichtempfind-
lichkeit unbewusst und automatisch erfolgt, ist die Belichtung einer
Kamera ein kompliziertes Zusammenspiel der genannten Parameter.
Auch moderne Kameras verfügen noch bei weitem nicht über den
Kontrastumfang eines menschlichen Auges, weswegen dem Kamera-
mann die Aufgabe zufällt, aus dem realen Kontrast- und Lichtumfang,
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jenen schmalen Bereich auszuwählen, den er abbilden möchte. Auf die
Belichtung kann heute durch digitale Nachbearbeitung stärker Ein-
fluss genommen werden, als dies zu Zeiten analogen Films möglich
war.
Normalerweise ist ein Kinematograph ebenso wie der Photograph be-
strebt, das Bild durch optimales Justieren von Blende und Verschluss-
zeit sowie richtiger Ausleuchtung des Motivs (in Zusammenarbeit
mit dem Beleuchter) eine möglichst gute Belichtung des Films zu
erreichen. Das bedeutet, dass dunkle Bereiche des Handlungsraumes
auch im Bild dunkel dargestellt sind. Idealerweise wird der dunkelste
Punkt oder Bereich auch tatsächlich mit dem dunkelst möglichen
Luminanz-Wert des Aufnahmesystems aufgezeichnet. Gleichzeitig
ist der hellste Bereich der Szenerie auch mit dem hellst möglichen
Lunimanz-Wert repräsentiert. Hierdurch wird der größte Kontrastum-
fang (Dynamik) erzeugt. Andernfalls kommt es zum Clipping durch
Über- oder Unterbelichtung. Dies ist ein irreparabler Verlust von den
Bilddetails, die zu hell oder zu dunkel sind, um vom Kamerasystem
abgebildet werden zu können.
Die Belichtung wird auch benutzt um ganz bewusst auf die Bildge-
staltung einzuwirken. Überbelichtung (engl. overexposure) erzeugt viele
helle, aber kaum dunkle Bildbereiche. Dies wird zum Beispiel für die
Erzeugung eines blendenden sterilen Effektes für Traumsequenzen
genutzt. Unterbelichtung (engl. underexposure) bewirkt einen düsteren
Eindruck, der viele Details im Schatten versteckt und Konturen be-
sonders zu Tage treten lässt, wie klassisch im Film-Noir-Genre und
Horror-Genre üblich. (Bordwell & Thompson, 2012, S. 170)
4.1.4 Fokus und Schärfe
Das depth of field oder die Schärfentiefe/Tiefenschärfe beschreibt einen
Effekt der Kameratechnik, den sich Filmemacher gezielt zunutze
machen. Das Objektiv der Kamera bricht das Licht. Dabei entsteht
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nur eine Ebene vor der Linse, die tatsächlich auf dem Film oder dem
Sensor-Chip scharf abgebildet wird. Ein Punkt, der auf der Schärfe-
Ebene liegt, wird auf der Bildebene (Filmmaterial oder Sensor-Chip)
in gleicher Größe abgebildet. Ein gleich großer Punkt davor oder
dahinter erzeugt dagegen einen größeren Zerstreuungskreis auf der
Bildebene. Heutige Kameraobjektive arbeiten mit variablen Blenden-
öffnungen. Es ist daher möglich, denselben Shot bei nahezu gleicher
Einstellungsgröße mit sehr kleinem Schärfebereich zu filmen, indem
der Kameramann eine große Blendenöffnung wählt und aus kurzer
Distanz filmt. Im Gegensatz dazu wird einen sehr weitreichenden
Schärfebereich erzeugt, indem eine kleine Blendenöffnung gewählt
und aus größerer Distanz gefilmt wird. (Monaco, 2009, S.88)
Eine flache Schärfentiefe (engl. shallow depth of field) macht es möglich,
ein Subjekt innerhalb eines Shots visuell zu isolieren, ohne dass es da-
bei räumlich von anderen Elementen der Einstellung entfernt platziert
werden muss. Nur das Subjekt wird scharf fokussiert, alle anderen
Teile des Bildes verschwimmen dagegen. Dies hindert den Zuschauer
daran, seine Aufmerksamkeit auf etwas anderes zu richten. Hingegen
erzeugt eine weite Schärfentiefe (engl. deep depth of field) einen visuellen
Raum, der auch auf größere Distanz scharf und wahrnehmbar bleibt.
Nutzbar zum Beispiel, um an einer langen gedeckten Tafel auch noch
die weiter hinten platzierten Personen scharf abbilden zu können.
Aufgrund der begrenzten Schärfentiefe von Kamera-Objektiven ist es
nicht immer möglich oder gewünscht, alle Elemente einer Bildeinstel-
lung gleich scharf abzubilden. Je nachdem wie tief die Objekte und
Subjekte eines Handlungsraumes gestaffelt aufgestellt sind (engl. deep
space), muss der Schärfepunkt (engl. focus) bewusst gesetzt werden.
Diese Handlung wird umgangssprachlich als Schärfe ziehen (engl. pull
focus, pulling) bezeichnet. Die einfachste Möglichkeit mit der begrenz-
ten Schärfentiefe umzugehen ist es, die Hauptfigur zu fokussieren und
alle anderen Elemente des Bildes unscharf zu belassen. Dies bietet
zudem die Möglichkeit, dem Zuschauer anhand des Schärfebereichs
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Abbildung 4.2: Darstellung der Schärfeebene und des Schärfebereichs in Abhängigkeit
von Entfernung zur Bildebene und der Blendenöffnung. (Monaco, 2009,
S. 88)
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zu verdeutlichen, wo das zentrale Moment des Shots liegt. Dies dient
auch künstlerischen Zwecken oder wird genutzt, um dem scharf
dargestellten Objekt eine besondere Bedeutung zu geben. Hierbei
wird auch oft von der Lenkung des Zuschauers gesprochen.
4.1.5 Framing-Angles
Die Kameraperspektive bezieht sich auf den Standort der Kamera und
ihren Blickwinkel auf die Szenerie. Dies ist nicht zu verwechseln mit
den Einstellungsgrößen (Bildausschnitt) oder der Brennweite des Ka-
meraobjektivs. Mithilfe der Kameraperspektive wird der Zuschauer
innerhalb des Handlungsraumes positioniert. Er nimmt dabei in der
Regel keinen fixen Standpunkt ein, sondern betrachtet aus wechseln-
den Blickwinkeln das Geschehen. Die Auswahl der Kameraperspekti-
ve wird aufgrund dramaturgischer und räumlicher Erwägungen vom
Regisseur und Kameramann gewählt, ist aber in Filmen oft schon im
Drehbuch oder Storyboard vorgeschrieben. (Hickethier, 2007, S. 58)
4.1.5.1 Horizontaler Kamera-Winkel
Der horizontale Kamera-Winkel wird definiert durch den Winkel,
mit dem die Kamera auf das geradeaus schauende Gesicht des
darzustellenden Subjekts oder die Vorderseite eines Objekts blickt.
Die Position liegt dabei auf einer Kreisbahn um das Subjekt, ohne
dabei seine Höhe (vertikaler Winkel) oder seinen Abstand (Framing-
Distance) zu verändern. Wie in Abbildung 4.3 dargestellt, wird der
Winkel in Grad von 0° bis 360° angegeben, wobei 0° einem direkten
frontalen Blick des Subjekts in die Kamera markiert. Bleibt das Subjekt
unbewegt und die Kamera umrundet es gegen den Uhrzeiger-Sinn,
steigt die Gradzahl im Positiven an. Eine Kamerabewegung um
horizontal 0° bis –180° bedeutet also, dass die Kamera das Subjekt,
ausgehend von seinem Gesicht, linksherum umrundet bis es dessen
Rückseite abbildet. Gelegentlich wird auch das Zifferblatt einer Uhr
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zur Beschreibung genutzt. In diesem Fall entspricht 6 Uhr dann 0°,
also der Frontalansicht. 3 Uhr und 9 Uhr entsprechen +90° und –90°.
In fiktionalen Filmen wird eine direkte frontale Darstellung des Sub-
jekts zumeist vermieden, da abhängig von der Beleuchtungssituation
das Gesicht flach und arm an Konturen wirkt. Nur bei direkten
Ansprachen an den Zuschauer oder bei Szenen in einem Auto kommt
dieser Winkel häufiger vor. Im Fernsehen hingegen wird der direkte
Blick in die Kamera für Moderationen und Nachrichtensendungen
oder auch Interviews bevorzugt. Das auch in der Photografie bevor-
zugte 3/4 Profil - also ca. +45° oder ca. –45° - sind die häufigsten
Winkel in fiktionalen Produktionen. Für Over-the-Shoulder Two-Shots
eignen sich dementsprechend der 3/4 Winkel also +135° und –135°.
Ein noch höherer Winkel eignet sich bei einem Point-of-View (POV),
damit die Kamera noch besser über die Schulter des Subjekts blicken
kann und die Sichtlinien von Kamera und Subjekt sich dort treffen
können, wohin der Blick des Subjekts trifft. (Thompson & Bowen,
2009, S.34)
Engen Bezug zum horizontalen Winkel haben die aus der Montage
stammenden Rule-of–30-Degree und Rule-of–180-Degree, die beide
an anderer Stelle genauer erklärt werden (vgl. Kapitel 5.4.31 und
Kapitel 5.4.22). Sie müssen allerdings auch schon während der Pro-
duktion beachtet werden. Die Rule-of–30-Degree empfiehlt, dass ein
und dieselbe Person in aufeinander folgenden Einstellungen in einem
Winkel dargestellt wird, der sich vom vorherigen Winkel nicht mehr
als 30° unterscheiden soll. Die Rule-of–180-Degree legt fest, dass bei
der Darstellung einer Szene kein Achsensprung vorkommen darf.
In der Bild-Analyse kann oft nur über das Vorhandensein von
Gesichtern in einem Bild entschieden werden, wenn es in einem
niedrigen horizontalen Winkel aufgenommen wurde. Viele verbreitete
1Kapitel 5.4.3: 30-Degree-Rule, S. 244
2Kapitel 5.4.2: Axis-of-Action (Handlungsachse), S. 241
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Facedetection-Algorithmen basieren auf dem Algorithmus von Jones
und Viola (2001). Eine Verbesserung der Winkelunabhänigkeit und
die Klassifizierung des horizontalen Winkels bei einer erfolgreichen
Detektion könnten wichtige Schritte sein, um horizontale Kamera-
Winkel zu erkennen. Zumindest bei Vorhandensein eines einzelnen
menschlichen Subjekts. Bei Empty-Frames und Close-Ups von Objekten
ist die Erkennung weitaus schwieriger.
Abbildung 4.3: Der horizontale Kamerawinkel in einer 360-Grad Einteilung. (Thomp-
son & Bowen, 2009, S.34)
4.1.5.2 Vertikaler Kamera-Winkel
Während sich die horizontalen Kameraperspektiven vor allem als
räumlicher Aspekt aus den Gegebenheiten des Drehortes ergeben,
lassen sich die vertikalen Kameraperspektiven (siehe Abbildung 4.4)
in mehrere Klassen einteilen.
Eye-Level Der Standardfall der horizontalen Kameraperspektive ist
die Normalsicht oder Eye-Level (eye level angle, straight on angle, Nor-
malsicht, Augenhöhe). Sie zeigt die gefilmte Szenerie auf Augenhöhe
der handelnden Figuren. Auch finden sich keine perspektivischen
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Abbildung 4.4: Vertikaler Kamerawinkel. (Thompson & Bowen, 2009, S. 33)
Verkürzungen zu den senkrechten Linien des Umfeldes. (Hickethier,
2007, S. 59)
High-Angle (Aufsicht) Der High-Angle (high angle, Obersicht, Aufsicht,
Vogelperspektive) zeigt die Szene von einer erhöhten Position aus.
Die Bezeichnung kann dabei in feineren Abstufungen erfolgen (siehe
Abbildungen 4.5 und 4.6).
Abbildung 4.5: Ein High-Angle-Shot im Film Vertigo (1959).
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Abbildung 4.6: Ein Very-High-Angle-Shot im Film Stachka (UdSSR 1925).
„Der Zuschauer wird damit erhöht, das Geschehen wirkt
dadurch oft ’überschaubar’. Solche Perspektiven können
je nach Kontext der Geschichte auch bedrohliche Blicke
nach unten (Klippen, Berge, Hochhäuser) darstellen. Alle
Stufungen von Normalsicht bis zur Aufsicht (’high angle’)
sind möglich, oft werden Perspektiven gewählt, die sich
nur wenig über der Normalsicht befinden, auf diese Weise
die gezeigten Figuren im Verhältnis zur Umgebung zu
gewichten (sie z. B. als den anderen unterlegen erscheinen
zu lassen).“ (Hickethier, 2007, S. 59)
Die Vogelperspektive (engl. bird’s view) wird von einem sehr hohen
Standpunkt aus gefilmt und eröffnet einen sehr schrägen Blickwinkel
auf das Objekt oder die Szenerie, die nahezu vollständig abgedeckt
wird. Außerhalb filmischer Inszenierung ist diese Perspektive typisch
für Überwachungskameras.
Bei einem Top-Shot blickt die Kamera direkt von oben in einem nahezu
90°-Winkel herab, sodass nur noch Kopf und Schultern zu erkennen
sind (siehe Abbildung 4.7). Letztes ist ein besonderes und seltenes
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filmisches Stilmittel. Gelegentlich werden nur sehr geringe Abwei-
chungen zur Normalsicht verwendet, um Personen gegenüber ihrem
Umfeld zu gewichten, manchmal auch nur, um die unterschiedlichen
Körpergrößen der Schauspieler zu verschleiern. Stärkere Abweichun-
gen werden dagegen nur aus begründeten erzählerischen Motiven
gewählt, z. B. um eine bedrohliche Situation zu unterstützen.
Abbildung 4.7: Ein Top-Shot im Film 8 1/2 (I 1963).
Beliebt sind auch Kamerafahrten aus dieser Perspektive (engl. cra-
ne shots) oder die Nutzung eines High-Angle-Shot für einleitende
Aufnahmen (engl establishing shot) oder als Extreme-Long-Shot. Die
extremste Aufsicht ist der Top-Shot.
Low-Angle (Untersicht) In der Untersicht, dem Low-Angle (down
shot, Untersicht, Froschperspektive), die das Gezeigte von unten filmt,
wirkt das Objekt dem Zuschauer gegenüber vergrößert oder erhöht
(siehe Abbildung 4.8). Einstellungen dieser Art, werden filmisch zum
Aufbau besonderer Spannungen genutzt. Sie verstärken die Größe
und erzeugen (ggf. in Verbindung mit musikalischer Untermalung)
Ehrfurcht oder andere Emotionen. Die Einstellung wird auch als Trick
genutzt, um unpassende Hintergründe zu kaschieren, die aufgrund
der Übergröße des dargestellten Charakters weniger deutlich sind.
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Abbildung 4.8: Ein Low-Angle-Shot im Film Vertigo (USA 1959).
Abbildung 4.9: Ein Very-Low-Angle-Shot im Film Mat (UdSSR 1926).
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Extreme-Low-Angle Der Extreme-Low-Angle (auch Froschperspektive
oder engl. worm’s eye) wird von einem sehr niedrigen Standpunkt aus
gefilmt (siehe Abbildung 4.9). Dies führt zu einer Verstärkung der
Größe eines dargestellten Objektes und vergrößert und erhöht die-
ses noch zusätzlich. Eine besondere dramatische Bedeutung kommt
dieser Einstellung im Allgemeinen nicht zu. Ebenso wie beim High-
Angle wird der Low-Angle meist aus narrativen und dramaturgischen
Gründen gewählt, die oft die Charaktere als besonders mächtig und
bedeutend erscheinen lassen sollen.
4.1.5.3 Dutch-Angle (Schräge Kamera)
Vor allem aus dramaturgischen Gründen wird die Kamera-Achse
gegenüber dem Horizont des Handlungsraumes gekippt. Die dabei
entstehende Schrägsicht (engl.: dutch angle, dutch tilt, oblique angle, can-
ted angle, german angle; dt.: Schräge, Schrägsicht, gekippte Kamera) erzeugt
eine verstörende Intensität. Dieser Kamerawinkel lässt sich zusätzlich
mit einem Low-Angle oder High-Angle kombinieren. Es handelt
sich um ein Stilmittel des expressionistischen Kinos, wie es sich im
Deutschland der 1920er Jahre entwickelte. Der Begriff german angle
wandelte sich mit der Zeit zum dutch angle wegen der Ähnlichkeit
der Worte Deutsch und dutch. Als Vertreter des Film-Noir ist der Film
Der dritte Mann (orig. The Third Man, 1949) ein beliebtes Beispiel für
den Einsatz des Dutch-Angle. Besonders häufig wird dieser spezielle
Kamerawinkel bei Schuss-/Gegenschuss-Montage (engl. shot-/reverse-
shot) verwendet. Im modernen Kino deutet er nicht selten an, dass
die Szene eine surreale Bedeutungsebene besitzt und wird gerne bei
Träumen oder Visionen eingesetzt. (Mercado, 2011, S. 101 ff.)
4.1.6 Framing-Height
Nicht nur der Kamerawinkel ist von Bedeutung, sondern auch die all-
gemeine Höhe der Kamera, bezogen auf das gefilmte Objekt. Üblicher-
weise ist die Augenhöhe der abgebildeten Person die Referenz. Damit
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Abbildung 4.10: Ein Dutch-Angle im Film The Third Man (UK 1949).
wird dem Zuschauer das Gefühl gegeben mit der Handlung und dem
Ort auf gleicher Höhe zu stehen. Dabei steht die Höhe der Kamera
auch immer in Relation zum verwendeten Kamerawinkel. (Bordwell
& Thompson, 2012, S. 194)
Eine etwas niedrigere Kamerahöhe wird bei nahen Gruppenaufnah-
men vorgezogen und bei der Darstellung von Close-Ups. Bei Long-
Shots und Extreme-Long-Shots eignen sich dagegen höhere Kamera-
Positionen. Aber auch von diesen Faustregeln gibt es Ausnahmen.
Eine etwas niedrigere Kamerahöhe gibt der Kamera einen besseren
Blick in die Augen des Darstellers. (Proferes, 2008, Chapter 5)
4.1.7 Framing-Distance
Die sogenannte Framing-Distance oder Einstellungsgröße definiert in
besonderem Maße das Distanzverhältnis zwischen dem Zuschauer
und der Handlung oder der in ihr handelnden Figuren. Im engeren
Sinne beschreibt die Einstellungsgröße die Nähe und Distanz der
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Kamera als Auge des Zuschauers. In der Filmgeschichte hat sich
hierzu kein numerisches Maß entwickelt, sondern eine allgemeine
Kategorisierung mit zum Teil unscharfen Abgrenzungen. Als Maßstab
dient dabei die menschliche Figur der Bildebene, da sie der primäre
Bedeutungsträger ist. (Hickethier, 2007, S. 64)
Die Einstellungsgrößen sind dabei nicht nur als grundlegende Attri-
bute von Shots und Szenen von Bedeutung, sondern stellen durch ihre
Auswahl und Abfolge ein eigenes semantisches Stilmittel filmischer
Erzählkunst dar.
„Entscheidender als die Einhaltung der Klassifikationsbe-
griffe in der Analyse, (...) ist die damit verbundene Formu-
lierung von Nähe und Distanz. Sie wird nicht so sehr in
der einzelnen Einstellung wirksam, sondern vor allem im
Wechsel der Einstellungen innerhalb der Einstellungsfol-
ge. Durch den Wechsel der Einstellungsgrößen werden wir
in unterschiedliche Nähe zum Objekt gesetzt, werden ihm
nahegebracht und von ihm entfernt.“ (Hickethier, 2007, S.
57)
Der ständige Wechsel von Annäherung und Entfernung wird hier
von Hickethier als fortgesetzte Wahrnehmungserregung beschrieben, die
im Zusammenspiel ihrer Beschleunigung und Verlangsamung zu
einer eigenen Form der Aufmerksamkeitserzeugung wird. Da mit
zunehmender Nähe der Einstellungsgröße im Gegensatz zur realen
Welt oder dem Theater der Blick des Zuschauers verengt wird, ist es
nicht der Zuschauer der selektiv seine Aufmerksamkeit auf Objekte
der filmischen Welt richtet. Es ist der Film, die Kamera, die für ihn aus
der Vielfalt des zu Sehenden auswählt, damit seine Aufmerksamkeit
lenkt und somit bestimmte Handlungen, Gedanken oder Gefühle
vermittelt. (Hickethier, 2007, S. 57 f.)
Die Einstellungsgrößen und ihr ständiger Wechsel bilden einen
Grundpfeiler des Filmverstehens. Sie sind häufig an bestimmte se-
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mantische Konzepte gebunden oder bilden Grundelemente bei der
Konstruktion dieser Konzepte. Auch für automatische Analyse-Verfahr-
en stellen sie eine nicht zu ignorierende Größe dar. Eine Reihe von Ein-
stellungsgrößen haben sich in der Film- und Fernsehanalyse durchge-
setzt. Einige Einstellungsgrößen werden unterschiedlich definiert, je
nach Quelle und je nach Kulturraum. Insbesondere zwischen Europa
und USA haben sich zum Teil überschneidende Begriffe entwickelt.
Ziel der folgenden Erläuterungen ist daher primär der Versuch einer
einheitlichen Definition als Grundlage der weiteren Arbeit.
4.1.7.1 Empty-Frame
Da die Framing-Distance im Allgemeinen an der Größe des abgebilde-
ten Subjekts bemessen wird, ergibt sich eine besondere Schwierigkeit
beim sogenannten Empty-Frame. Hierbei ist im Bild gar kein Subjekt
oder Objekt enthalten. Es zeigt nur den leeren Handlungsraum. Wäh-
rend es bei sehr weiten Landschaftsaufnahmen und Establishing-Shots
nicht erforderlich ist, dass ein bestimmtes Subjekt im Mittelpunkt der
Aufnahme steht, wird bei näheren Aufnahmen das Vorkommen von
Empty-Frames vermieden.
Lediglich in rein deskriptiven Aufnahmen, wie sie vor allem in
Nachrichtensendungen und Berichterstattungen vorkommen, sind
Empty-Frames als Füllmaterial kaum zu vermeiden. In narrativen
Handlungen werden sie dagegen entweder aus der Handlung entfernt
und somit unwichtige Abschnitte übersprungen oder ganz bewusst
eingesetzt.
Ein Beispiel: Eine Figur verlässt sichtbar den Handlungsraum wäh-
rend die Kamera den Handlungsraum noch für eine kurze Zeit als
leere Szene abbildet (man spricht auch von Leaving-Frame). Der Shot
kann folglich mit einem Empty-Frame beginnen oder enden. Dies
dient gleichsam als visueller Übergang bei der Veränderung der Figu-
renkonstellation, da eine kontinuierliche Fortsetzung der Handlung
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(etwa durch einen Match-On-Action) nicht möglich ist. (Ward, 2003, S.
230 f., S. 236)
4.1.7.2 Long-Shot (Totale)
Der Long-Shot (LS, Totale, wide shot) ist eine der essentiellsten Kamera-
einstellungen. Bei Hickethier (2007, S. 55) dient ein Long-Shot der Be-
stimmung des Handlungsraumes, in dem der Mensch untergeordnet
ist (siehe Abbildung 4.11). Er präsentiert den Rahmen einer Szenerie
vor Beginn der Aktion. Der Long-Shot zeigt dabei alle Elemente der
Szene, die der Zuschauer kennen und lokalisieren muss, um der
Handlung folgen zu können. Damit ist diese Einstellungsgröße die
gerade zu typische Wahl für einen Establishing-Shot. Ein Mensch wird
hier seiner Umgebung zu- oder untergeordnet. Der Handlungsraum
wird bestimmt und dem Zuschauer werden Informationen über die
Beschaffenheit und die zu erwartenden Handlungen gegeben. (Mer-
cado, 2011, S. 59 ff.)
4.1.7.3 Medium-Shot (Halbnahe)
Die Halbnahe oder Medium-Shot (MS, waist shot, mid shot, full shot) zeigt
einen Menschen von der Hüfte an aufwärts. Damit ermöglicht diese
Einstellungsgröße, sowohl gestisch als auch mimisch zu wirken (siehe
Abbildung 4.12). Als Einstellungsgröße ist die Halbnahe im Film eher
selten, hingegen bei Nachrichtensendungen und Moderationen sehr
beliebt, da sie genügend Raum eröffnet, sowohl die Mimik des News-
Anchor zu zeigen als auch ein Bild des aktuellen Themas dahinter
gut sichtbar einzufügen. Auch bei der Darstellung sitzender Personen
wird der Medium-Shot eingesetzt. Eine Spezialform des Medium-Shot
wird in Europa als American-Shot bezeichnet. Sie wird weiter unten
erläutert. (Mercado, 2011, S. 47 ff.)
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Abbildung 4.11: Long-Shot in Citizen Kane (USA 1941)
Abbildung 4.12: Medium-Shot in Vertigo (USA 1959).
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4.1.7.4 Close-Up
Im Close-Up (CU) oder der Groß-Einstellung (Großaufnahme, Groß, head
close up, shoulder close up, big shot, tight shot) wird ein Objekt oder
das Gesicht einer Person fast bildschirmfüllend dargestellt (siehe
Abbildung 4.13). Mimische Ausdrücke des Schauspielers und die
Worte eines Dialoges oder die Beziehung zwischen zwei Personen
stehen hierbei im Vordergrund. Hiermit soll auch eine Identifikation
des Zuschauers mit dem Charakter erzeugt werden.
Die Großaufnahme selbst kann aber auch einen so nahen Bezug zu ei-
ner Figur herstellen, dass sie diesen aus dem Kontext des Raumes bzw.
der Zeit abstrahiert. In Interview- oder Beitragsformaten hingegen
werden CUs gerne als Cut-In eingesetzt, um Lücken zwischen Shots
zu füllen und somit genügend Zeit für einen Voice-Over-Kommentar
zu schaffen, oder bei Interviews, um lange Antworten geschickt
kürzen zu können, ohne dass dem Zuschauer dies durch einen Sprung
im Bild offenbart wird. Der Close-Up eignet sich somit besonders
zur Darstellung von Mimik, Gefühlen und zur Identifikation von
Charakteren. (Mercado, 2011, S. 35 ff.)
4.1.7.5 Extreme-Long-Shot (Weit)
Der Extreme-Long-Shot (ELS) (auch Weite, Supertotale) zeigt eine Um-
gebung oder Landschaft in einer starken Weitwinkel-Aufnahme oder
aus großem Abstand (siehe Abbildung 4.14). Häufig wird die Ein-
stellung von einer erhöhten Position aus gedreht. Menschen wirken
darin verschwindend klein. Der Extreme-Long-Shot dient häufig der
Einstimmung auf einen neuen Ort oder dem Wechsel von Zeit oder
Handlung. (Hickethier, 2007, S. 55)
Damit steht diese Einstellung besonders häufig am Anfang einer
neuen Szene und dient entweder allein oder in Kombination mit
einem weiteren (etwas näheren) Long-Shot als Eröffnung einer Szene,
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Abbildung 4.13: Close-Up in Mat (UdSSR 1926).
also als Establishing-Shots. Auch als Schlusseinstellung einer Szene
eignet sich der Extreme-Long-Shot, findet sich dort hingegen seltener.
Der Extreme-Long-Shot wird somit besonders oft für Landschaftsauf-
nahmen, die Einführung von Handlungsorten und die Erzeugung von
Stimmungs-Atmosphären genutzt.
Abbildung 4.14: Extreme-Long-Shot in Laurence of Arabia (USA 1962).
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4.1.7.6 Medium-Long-Shot (Halbtotale)
Der Medium-Long-Shot (MLS) oder Halbtotale (semi long shot, full length)
zeigt den Menschen als Teil seiner Umgebung von Kopf bis Fuß.
Besonders eignet sich diese Einstellung für Gruppen. So wie der Long-
Shot den Raum einer Szene definiert, so beschränkt sich der MLS auf
einen Charakter oder eine Gruppe als handelndes Element, gibt aber
genügend Raum, um durch Gesten oder Bewegungen zu interagieren
(siehe Abbildung 4.15). Dabei wird der MLS besonders dann gewählt,
wenn Bewegung oder Gestik nicht zu einem Reframing (also Schwenken
oder Zoomen) führen soll. (Mercado, 2011, S. 53 ff.)
Abbildung 4.15: Medium-Long-Shot in Singin‘ in the rain (USA 1952).
4.1.7.7 Medium-Close-Up (Nah)
Das Medium-Close-Up (MCU) alternativ auch Nahe oder head and
shoulder close up ist eine Zwischengröße zwischen dem Medium-Shot
und dem Close-Up. Es zeigt eine Figur hauptsächlich vom Oberkörper
bis zum Kopf (siehe Abbildung 4.16). Es entspricht damit im Gro-
ben dem Portrait der Fotographie und erlaubt die Darstellung der
Mimik, eingebettet in den umgebenden Ort und die Handlung. Das
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Medium-Close-Up wird damit gerne für Gespräche und Diskussionen
eingesetzt und eignet sich auch als Framing-Distance für mehrere
Charaktere.
Abbildung 4.16: Medium-Close-Up in Hello Dolly (USA 1969).
4.1.7.8 Extreme-Close-Up (Detail)
Der Extreme-Close-Up (ECU) oder die Detaileinstellung (auch: Detail,
ganz Groß, tight head shot) stellen eine noch stärke Vergrößerung des
Close-Up dar. Das Gesicht oder der Gegenstand werden nicht mehr
vom Bild eingefasst, sondern überschreiten die Bildränder (siehe
Abbildung 4.17). Die Darstellung ist unnatürlich groß. Es sind Objekt-
strukturen, Kleinteile oder Körperteile zu erkennen. Bei Gesichtern
sind Augen und/oder Mund voranging zu sehen. Gegenstände ent-
hüllen Details, die dem Zuschauer nähergebracht werden sollen und
die ihm zuvor verborgen waren.
Nicht selten werden Extreme-Close-Ups im Höhepunkt einer Szene
eingesetzt, dort wo die Handlung oder der Dialog am intensivsten
ist und der Zuschauer davon in seinen Bann gezogen werden soll.
Im Allgemeinen finden Close-Ups ihren Platz vor allem in fiktionalen
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Werken. In Berichts- und Nachrichtenformaten des Fernsehens sind
sie dagegen unüblich, da sie die Distanz stark verringern.
Extreme-Close-Ups erlauben es, die Aufmerksamkeit der Zuschauer
auf ein kleines Detail zu lenken. Dabei isoliert diese Einstellungsgröße
das Detail von seiner Umwelt und dem Rest der Szene. Es ist unüblich,
eine so nahe Einstellung ohne Grund zu wählen. Oft wird dabei ein
Objekt oder Teil eines Charakters gezeigt, der scheinbar unwichtig ist,
sich aber im späteren Verlauf als bedeutend erweist. (Mercado, 2011,
S. 29 ff.)
(a) Vertigo (USA 1959) (b) Stachka (UdSSR 1925)
Abbildung 4.17: Extreme-Close-Up im Film Vertigo (USA 1959) (a) und im Film Stachka
(UdSSR 1925) (b).
Mit dem ECU in Verbindung steht auch die so genannte Hitchcock’s
Rule, die von Alfred Hitchcock aber auch Francois Truffaut häufig
verwendet wurde. Sie besagt, dass die Größe eines Objekts in einem
Bild auch direkt verbunden sein sollte mit dessen Bedeutung zum
jeweiligen Zeitpunkt der Geschichte. Dieses Prinzip geht auf den
Umstand zurück, dass, wenn in einem Bild nur eines oder wenige
visuelle Elemente vorhanden sind, sich daraus Spannung erzeugen
lässt. (Mercado, 2011, S. 29 ff.)
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Im Bezug auf Metz’ Syntagmatik stellt dieser Einsatz einer Großauf-
nahme gegebenenfalls eine autonome Einstellung vom Typ explikative
Einfügung oder subjektive Einfügung dar (vgl. Kapitel 2.2.53).
4.1.7.9 Italien-Shot
Eine besondere Form des Extreme-Close-Up ist der Italian-Shot. Es
handelt sich hierbei um eine Detailaufnahme der Augenpartie des
Protagonisten und seines Blickes (siehe Abbildung 4.19). Bekannt ist
diese Einstellungsgröße vor allem aus den namensgebenden Italo-
Western und bekanntestes Beispiel ist hierbei: Spiel mir das Lied vom
Tod (orig. C’era una volta il West (I, USA, ES 1968).
4.1.7.10 Knee-Shot (Amerikanisch)
Der im deutschen oft als Amerikanische Einstellung bezeichnete Knee-
Shot (KS) fällt etwas aus dem Rahmen des üblichen Kanons und
wird sehr unterschiedlich eingeordnet. Alternative Bezeichnungen:
Amerikanisch, medium shot, medium full shot, three quarter shot, mid shot,
american shot, cowboy shot, american foreground. Es handelt sich dabei
im Grunde um eine Variante des Medium-Shots. In Europa wird der
Medium-Shot als ein Bild von der Hüfte bis zum Kopf verstanden.
In den USA kann dagegen ein Medium-Shot auch vom Knie (oder
Colt) bis zum Kopf gehen. Dies wird in Europa wiederum unter dem
eigenen Begriff Amerikanische geführt und entwickelte sich aus dem
amerikanischen Western-Kino. Diese Einstellung eignet sich daher
besonders für die Darstellung eines Cowboys (siehe Abbildung 4.18),
wie er in der Umgebung einer staubigen Straße wartet, jederzeit bereit,
seine Waffe zu ziehen. (Hickethier, 2007, S. 55)
3Kapitel 2.2.5: Syntagmen nach Metz, S. 16
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(a) Il buono, il brutto, il cattivo (I, ES 1966)
(b) Vertigo (USA 1959)
Abbildung 4.18: Knee-Shot in Il buono, il brutto, il cattivo (I, ES 1966) (a) und eine
Mischung aus Medium-Close-Up und Amerikanischem Medium-Shot
in Vertigo (USA 1959) (b)
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Abbildung 4.19: Italian-Shot in Il buono, il brutto, il cattivo (I, ES 1966).
Die hier dargestellten Einstellungsgrößen bzw. Framing-Distances
erlauben eine erste Charakterisierung des Gesamteindrucks. Sie un-
terscheiden sich darin mit wenigen Ausnahmen kaum zwischen der
Photographie und der Kinematographie. Dabei ist aber zu bedenken,
dass bei einem Foto das einzelne Bild grundsätzlich für sich alleine
steht, während es beim Film nur den ersten Grundstein legt und über
die Bildfolge wirkt.
Das Kinematographische Bild kann also nicht aus sich heraus bereits
auf seine Bedeutung und Aussage untersucht werden. Insbesondere
die angesprochenen Eigenschaften des Framings (Angles, Height und
Distance) besitzen zwar in beiden Domänen ihre Bedeutung, werden
aber vor allem in der Kinematographie genutzt, um damit narrative
Handlungen oder Erläuterungen in Szene zu setzen. Erst durch ihre
Abwandlung, Veränderung und Wechsel im Verlauf einer Bildsequenz
entstehen bedeutungstragende Elemente.
Bei der Analyse der genannten Stilmittel ist es daher schwierig, nur
das einzelne Frame zur Untersuchung heranzuziehen. Es stellt nur
einen Augenblick der gezeigten Bildsequenz dar. Die Eigenschaften
der visuellen Modalität nur auf Basis von Einzelbildern zu analy-
sieren, kann folglich bei einem Bewegtbildmedium ins Leere laufen.
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Abbildung 4.20: Darstellung der unterschiedlichen Einstellungsgrößen (engl. framing
distances) bei (Katz, 2004, S. 170)
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Während das Einzelbild also Dimensionen wie Raum und Abbildung
bei der Aufnahme beschreiben kann, ist es nicht in der Lage, Bewe-
gungen und Veränderungen erkennbar zu machen.
4.2 Stilmittel des Bewegtbildes
Wie bei den Eigenschaften des Frames erläutert wurde, ist das Frame
(dt. Einzelbild) die kleinste Einheit eines Videos. Es wirkt aber zu
kurz, um als kleinste Bedeutungseinheit zu fungieren. Der Zuschauer
nimmt das Frame gar nicht bewusst als eigenständiges Element wahr.
Erst eine sequenzielle Gruppe von Bildern erlaubt es, gemeinsam eine
semantische Bedeutung zu konstituieren.
Solche Bildgruppen werden im Deutschen als Einstellung bezeichnet.
Dieser Begriff ist leider mehrdeutig definiert, da er die kinemato-
graphische Bauform der aufgezeichneten Frames beschreiben könnte,
also die Einstellungen, die an der Kamera gemacht wurden im Bezug
auf Bildausschnitt, Position, Brennweite usw. Er kann die Bildsequenz
beschreiben, die von der Kamera bei der Aufnahme aufgezeichnet
wurde (engl. Take) oder aber die Bildsequenz, die nach dem Vi-
deoschnitt auch tatsächlich im endgültigen Video enthalten ist (engl.
Shot). Hierbei ist es möglich, dass ein Take in einem oder mehreren
Shots enthalten ist. Oder besser gesagt: Ein Take lässt sich durch
den Videoschnitt auf mehrere Shots aufteilen. Daher ist es sinnvoll,
hier die prägnanteren englischen Bezeichnungen Shot und Take zu
verwenden.
In einer Folge von Einzelbildern entsteht eine neue bedeutungstra-
gende Dimension, unabhängig davon ob die Bildsequenz ein Shot
oder ein Take ist. Erst durch die Sequenz werden Bewegungen und
Handlungen vermittelbar. Die Grundlegende technische Eigenschaft
ist dabei die Framerate. Sie entscheidet, wie viele einzelne Bilder in
einem Zeitintervall aufgezeichnet wurden.
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Auch die Gesamtlänge der in einem Shot verwendeten Bildsequenz ist
bereits ein Parameter, der gestalterisch genutzt wird. Im Zusammen-
spiel der beiden Größen eröffnen sich dann verschiedene Möglich-
keiten, die Geschwindigkeit und den Zeitablauf des Videos und der
in ihm enthaltenen Bewegungen zu manipulieren. Unabhängig aber
von den Bewegungen der aufgezeichneten Szenerie und der Figuren
eröffnen sich unzählige Möglichkeiten die Kamera selbst zu bewegen
und damit den Blick des Zuschauers gezielt zu lenken.
4.2.1 Framerate
Der primäre Unterschied zwischen dem photographischen Bild und
dem kinematographischen Bild ist die Bewegung. Sowohl die unmit-
telbare Bewegung des Bildes als auch die Bewegung der Handlung,
die dadurch erst erlebbar wird. Die Kinematographie „stellt Bewegung
durch Bewegung dar“ (Sachs-Hombach, 2003, S. 229). Möglich wird dies
durch einen optischen Trick.
Die Trägheit der menschlichen Wahrnehmung vermag einzelne Bilder,
wenn diese dem Auge mit hinreichend hoher Frequenz präsentiert
werden, nicht mehr von kontinuierlichen Bewegungen zu unter-
scheiden. Dieser „Defekt“ der menschlichen Wahrnehmung, wie es
von Ingmar Bergman ausgedrückt wurde, wird als Nachbildwirkung
bezeichnet. Er beruht darauf, dass das Gehirn ein Bild etwas länger
speichert, als es zu sehen ist und eine Folge von aufblitzenden Bildern
im Gehirn zu einer Illusion von Bewegung verschmolzen werden. Der
schon im zehnten Jahrhundert bekannte Effekt wurde in den 1820er
Jahren von Peter Mark Roget, Joseph Plateau und Michael Faraday in
einer Theorie formuliert (Roget, 1825). Die Wahrnehmungstäuschung,
die von Wertheimer (1912) in seiner Veröffentlichung „Experimentelle
Studien über das Sehen von Bewegung“ als Phi-Phänomen bezeichnet
wurde, bildete einen der Grundpfeiler, auf denen das Kino basiert.
173
4 Visuelle und Auditive Stilmittel
Die dabei erforderliche Schwelle der Bildfrequenz (engl. framerate)
ergab sich mit mindestens 12 - 15 Einzelbildern pro Sekunde (engl.
frames per second, fps). Schnell setzte sich für die Kinoprojektion
eine Framerate von 24 fps durch, die bis heute verwendet wird.
Allerdings entsteht hierbei ein Flimmern, das mit einem technischen
Trick umgangen wird: Eine Flügelblende unterbricht noch einmal
das Projektionslicht jedes Einzelbildes, so dass die 24 Einzelbilder
tatsächlich jeweils doppelt aufblitzen. Die Framerate wird dagegen
trotzdem nicht mit 48 fps angegeben, da die zeitliche Auflösung der
Bewegung weiterhin bei nur 24 fps liegt. (Monaco, 2009, S. 92 f.)
Mit der Einführung des Fernsehens setzte man dagegen gleich auf hö-
here Bildfrequenzen von 25 Vollbildern, aufgeteilt in zwei Halbbilder
(engl. interlaced) zu insgesamt 50 fps bei der Europäischen PAL-Norm
und 30 fps bzw. 60 fps bei der Nordamerikanischen NTSC-Norm. Dies
geschah aber auch unter Berücksichtigung anderer Erwägungen wie
der Trägheit der Kathodenstrahlröhre des Fernsehers, der Wechselfre-
quenz des Stromnetzes und des Nachleuchtens der Phosphorschicht
der Bildfläche. (Monaco, 2009, S. 532 ff.)
Mit Umstellung auf digitale Techniken in der Aufzeichnung, Verarbei-
tung, Übertragung und Darstellung wurden die alten Bildfrequenzen
zunächst beibehalten. Es ist aber zu erwarten und auch von Herstel-
lern angekündigt, zukünftig auf höhere Bildfrequenzen umzusteigen
und diese sogar individuell einstellbar zu machen. Wodurch schnelle
Bewegungen in einer besseren zeitlichen Auflösung dargestellt wer-
den können.
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4.2.2 Shot-Duration
Die Länge eines einzelnen Shots, die Shot-Duration oder auch Take-
Duration,4 wird von zwei Faktoren bestimmt: Wie lange dauert die
Aufnahme (engl. take) und wie viel von diesem Take findet sich
auch tatsächlich in der endgültigen Montage, dem Final-Cut, wieder.
Die Bilddauer ist also nicht alleine eine Frage der Kinematographie,
sondern auch eine der Montage. Im Endprodukt lässt sich nicht mehr
feststellen, ob große Teile der ursprünglichen Aufnahme durch Trim-
men beim Videoschnitt entfernt wurde. Genauso ist es möglich, dass
lange Aufnahmen aufgeteilt und abwechselnd mit anderen Shots neu
arrangiert wurden. Speziell Montage-Techniken wie Split-Cut, Cut-In
und Shot-/Reverse-Shot sind typische Methoden hierfür. Die Bilddauer
wird in Sekunden oder seltener in Frames angegeben. Sie variiert je
nach Stil, Genre, Zweck des Shots und persönlichen Vorlieben des
Filmemachers. Plötzliche, sprungartige Veränderungen der Bilddauer
können aber auf besondere semantische Bedeutungen hinweisen.
Die Cinemetrics-Datenbank (Cinemetrics, 2015) listet für mehr als
18.000 Filme5 die Shotlängen auf (siehe Tabelle 4.1). Die gezeigte
Auswahl ist keineswegs repräsentativ, zeigt aber dennoch gewisse
Trends. Durch die Einführung des Tonfilms verlängerte sich die
durchschnittliche Shotlänge. Besser ist dies an der Median Shot
Length (MSL) abzulesen, da bei der Berechnung des Median im
Gegensatz zum arithmetischen Mittel selten vorkommende Ausreißer
weniger ins Gewicht fallen. Ebenfalls abzulesen ist, dass als kürzest
mögliche Shotlänge (MIN) schon in den frühen Tagen des Films Zeiten
von 0,2 Sekunden oder sogar weniger üblich waren. Hingegen ist in
heutiger Zeit eine sehr lange Shotlänge immer unüblicher geworden.
Wobei dies auch abhängig ist von den entsprechenden Film-Genres
4In der Tat ist die Bezeichnung Take hier geschickter, da die Bezeichnung Long-Shot
eigentlich eine Distanz-Klasse beschreibt und kein Zeitintervall. Ein Long-Take lässt
sich somit deutlich von einem Long-Shot differenzieren.
5Stand Juni 2017
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und den jeweiligen Regisseuren. So lässt sich ein eher intellektueller
Film wie Stanley Kubicks 2001: A Space Odyssey nur schwer mit
action-orientierten Filmen wie Michael Bays Transformers (USA 2007)
vergleichen.
Über die verschiedenen Jahrzehnte veränderte sich die übliche durch-
schnittliche Bilddauer. Die Average-Shot-Length (ASL) Anfang des 20.
Jahrhunderts lag bei etwa 5 Sekunden. Nach der Einführung des
Ton-Films steigerte sie sich auf ungefähr 10 Sekunden. (Bordwell &
Thompson, 2012, S. 213)
Im Kapitel 3.66 wurde bereits der aus der Filmanalyse bekannte
Begriff der Formalspannung beschrieben und definiert. Letztlich han-
delt es sich dabei um eine statistische Auswertung der Shot-Duration
bezogen auf den gesamten Film oder eine einzelne Sequenz. Es
ist dabei ein naheliegender Ansatz, die Formalspannung graphisch
aufzutragen und gegebenenfalls durch eine Regression zu glätten.
4.2.2.1 Long-Take/Plan-Sequence
Auch wenn eine exakte Quantifizierung schwer ist, so lässt sich
als Faustregel festhalten, dass eine Shot-Length von 20 Sekunden
oder mehr (mit zunehmender Wahrscheinlichkeit) als ein Long-Take
zu betrachten ist. Long-Takes können mehrere Minuten dauern. In
früheren Zeiten waren sie auf etwa 11 Minuten beschränkt, da dies oft
die Maximallänge einer Filmrolle war. Inzwischen stellt die Technik
kein Hindernis mehr hierfür dar. Deutlich länger fällt dagegen ein
Long-Take in Andy Warhols My Hustler (USA 1965) aus; hier dauert
ein Shot etwa 30 Minuten. (Bordwell & Thompson, 2012, S. 213 f.)
Auf die Spitze trieb es allerdings Aleksandr Sokurov in Russkiy kovcheg
(dt. Russian Ark - Eine Zeitreise durch die Eremitage, RU, D 2002).
Er verpackte den gesamten Film, 2000 Darsteller, in 33 Räumen,
6Kapitel 3.6: Formalspannung im Film Kampf der Welten, S. 133
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Tabelle 4.1: Auszug aus der Cinemetrics-Datenbank. (Cinemetrics, 2015)
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3 Orchester und die Geschichte von 300 Jahren in einem einzigen
durchgehenden Shot von 90 Minuten Dauer. Kameramann Tilman
Büttner musste hierfür nicht nur die Steadycam tragen, sondern auch
einen Rucksack mit einem 8 Festplatten RAID-System sowie Akkus
für das RAID und die Kamera mit einem Gesamtgewicht von 35
Kilogramm. (Ross, 2001)
Long-Takes dieser Komplexität und Dauer werden in der Regel als
Plan-Séquence oder Sequence-Shot bezeichnet, da sie sich nicht einfach
nur durch ihre Länge definieren, sondern eine ganze Handlung in
Form einer Sequenz oder Szene zusammenfassen. Bordwell und
Thompson (2012, S. 214) weisen darauf hin, dass ganze Filme aus
langen Shots bestehen können. Einem Schnitt nach solch einer langen
Einstellung kann eine große Kraft zukommen und die Zuschauer
durchaus verwirren, insbesondere wenn der Schnitt dabei den konti-
nuierlichen Zeitfluss verändert, wie beim einem Elliptical-Cutting.
Long-Takes werden in den meisten Fällen mit Kamerabewegungen
kombiniert. Die Aufmerksamkeit des Zuschauers, die hier nicht durch
Schnitte und die Veränderungen der Framing-Distance gelenkt wer-
den kann, wird durch Schwenks, Zooming, Kamerafahrten, Tracking-
Shots oder ständig wechselnden Bildinhalten geleitet. Steven Spiel-
berg äußerte sich hierzu (Bordwell & Thompson, 2012, S. 216):
„I’d love to see directors start trusting the audience to be
the film editor with their eyes, the way you are sometimes
with a stage play, where the audience selects who they
would choose to look at while a scene is being played ...
There’s so much cutting and so many close-ups being shot
today I think directly as an influence form television.“
Damit weist er auf zwei erwähnenswerte Punkte hin: Erstens finden
sich Long-Takes nur sehr selten in TV-Produktionen, insbesondere
echte Plan-Sequence sind aufgrund ihres Aufwandes und der Kosten
kaum anzutreffen, außer es handelt sich um die Aufzeichnung einer
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nicht fiktionalen Handlung, also einer realen Begebenheit. Wobei die
Aufzeichnung eines Fußballspiels sicher nicht die eigentliche Idee ei-
nes Long-Takes erfüllt. Zum Zweiten verweist Spielberg darauf, dass
ein Long-Take die Verantwortung für die Erzählung der Handlung
stark von der Montage auf die Inszenierung, die Mise-en-Scène, ver-
lagert. Der Zuschauer ist dabei angehalten, sich selbst das Ziel seiner
Aufmerksamkeit zu wählen, so wie er es auch in einem Theater tun
würde. Damit ist dies auch ein eher künstlerisches Ausdrucksmittel.
4.2.2.2 Short-Take/Flash-Cut
So wie Long-Take lässt sich die genaue zeitliche Definition eines Short-
Take nur ungefähr und in Relation zur Average-Shot-Length eines
audiovisuellen Dokuments bestimmen. Shots von 1,5 oder weniger
Sekunden lassen sich als sehr schnelle Shots oder Schnitte bezeichnen.
Die Untergrenze lässt sich auf etwa 0,2 Sekunden (je nach Framerate
etwa fünf Einzelbilder bei Kinofilmen und 10 Frames bei PAL-TV)
bestimmen. Sehr kurze Shots finden sich vor allem in Dialogsitua-
tionen, bei denen schnell zwischen den einzelnen Gesprächspartnern
hin- und hergewechselt wird. Sie finden sich aber auch bei Sequenzen
die Action, also schnelle Handlungen zeigen und so für ein hektisches,
chaotisches Gefühl beim Zuschauer sorgen sollen. Shots, die kürzer
sind, werden allenfalls noch als Aufflackern wahrgenommen und
fallen in die Kategorie der Subliminal-Shots.
4.2.2.3 Subliminal Take
Der subliminale Schnitt (engl. subliminal take, subliminal shot), also der
unterbewusste, unterschwellige Shot ist so kurz, dass er kaum wahr-
genommen wird. Bereits seit den 1980er Jahren wurde untersucht,
ob und inwieweit sich unterschwellige Botschaften (vor allem für
Produktwerbung) durch subliminale Einblendungen beim Zuschauer
platzieren lassen. Dies soll hier nicht näher beleuchtet werden. Tatsa-
che ist, dass Subliminal-Shots verschiedentlich angewendet werden.
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Dabei muss dies keineswegs so unterschwellig geschehen, dass der
Zuschauer es nicht bewusst wahrnimmt. In The Exorzist (USA 1973)
wurden in den Hintergrund an verschiedenen Stellen Grimassen und
andere Schreckbilder als subliminale Einblendungen platziert. Der
Effekt war stark genug, um bereits mit dem Trailer des Films so viele
Kinogänger zu erschrecken, dass dieser aus vielen US-Kinos verbannt
wurde. Auch wenn es sich hierbei eher um Superimpositions handelt
als um eigentliche Shots, verdeutlichen sie das Prinzip.
Für die hier genutzte Definition ist es nicht erheblich, wo die tat-
sächliche Wahrnehmungsschwelle des Menschen liegt, vielmehr ist
entscheidend wie lang ein Shot mindestens sein muss, damit er sich
noch als sinnvoller Teil der Handlung und Erzählung einfügen kann.
Das Einfügen von Einzelbildern als Spezialeffekte soll hierbei außer
Acht gelassen sein. Damit sei hier ein Shot von 0,2 Sekunden länger
oder kürzer als Subliminal-Shot verstanden.
4.2.3 Camera-Movements
Entgegen der Bewegung von Personen und Gegenständen im Bild
eines Films sind die Bewegungen der Kamera selbst stilistische Mittel
des Regisseurs oder bzw. des Kameramanns. Diese Bewegungen
können darauf abzielen, lediglich das Subjekt oder Objekt im Bild
zu halten. Sie bieten aber auch Möglichkeiten, das Gefilmte in einen
besonderen Kontext gegenüber seiner Umgebung zu stellen. Sie die-
nen nicht zuletzt der Lenkung des Zuschauers. Bei der Analyse von
Bewegungen in Videos muss daher unterschieden werden zwischen
der Bewegung der Kamera und den Bewegungen von Objekten.
Bewegt sich das ganze Bild gleichförmig oder sind es nur bestimmte
Sektoren der Bildfläche? Ist die Bewegung konstant oder volatil?
Konzentriert sie sich auf eine Achse oder Dimension? Es gibt grund-
sätzlich zwei Arten von Kamerabewegungen. Eine Kamera kann sich
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um eine oder mehrere ihrer Schwenkachsen drehen oder sich von
einem Punkt im Raum zu einem anderen bewegen.
Dies sind die grundlegenden Bewegungsformen der Kamera, aus de-
ren Kombination sich verschiedene mögliche Anwendungstechniken
ergeben. Diese kombinierten Bewegungsformen tragen ihrerseits ge-
gebenenfalls eine semantische Bedeutung im Kontext der Filmsprache
und stehen im Zusammenhang mit Epoche, Genre und Produktions-
bedingungen eines audiovisuellen Werkes.
4.2.3.1 Speed-of-Motion
Zu den vier Geschwindigkeiten des audiovisuellen Bewegtbildes gehö-
ren neben der Bewegung innerhalb der Handlung (also der Charak-
tere und Objekte), der Bewegung der Kamera (engl. mobile framing)
und der Geschwindigkeit der Montage (Schnittfrequenz/Formalspan-
nung) auch die Geschwindigkeit, in der die Handlung abgebildet
wird. Die Speed-of-Motion (gemeint ist die Geschwindigkeit der Bewe-
gung des Filmmaterials) ergibt sich aus dem Verhältnis der Framerate
von Kamera und Wiedergabegerät.
Die Abbildungsgeschwindigkeit wird als Framerate bezeichnet und
berechnet sich aus der Anzahl der einzelnen (Voll-)Bilder pro Sekun-
de. Es ist durchaus möglich, bei der Aufnahme andere Frameraten zu
verwenden als die heute für Kino oder Fernsehen typischen fps. Kino-
kameras lassen sich häufig zwischen 8 fps und 64 fps einstellen. Spezi-
alkameras verfügen über ein noch weit größere Bandbreite. (Bordwell
& Thompson, 2012, S. 171 ff.)
Das „normale“ Verhältnis zwischen Framerate der Aufnahme und
Framerate der Darstellung liegt bei 1:1 und erzeugt damit einen
Eindruck natürlichen Zeitflusses und Bewegungen. Aus demselben
Grund wirken sehr alte Filmaufnahmen merkwürdig beschleunigt,
wenn sie auf heutige Systeme kopiert und dargestellt werden. Zu
jener Zeit wurde mit beliebigen Bildwiederholraten (meist 16–22 fps)
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gefilmt. Bei der Übertragung müssen die Aufnahmen beschleunigt
werden, um an die heutigen Bildwiederholraten angepasst zu werden.
Dies könnte nur durch eine aufwändige Zwischenbild-Interpolation
verhindert werden oder durch den Einsatz von speziellen Projektoren,
die auf die entsprechende Frameraten einstellbar sind. (Bordwell &
Thompson, 2012, S. 172 f.)
Auch bei der Umwandlung von Material zwischen den verschiedenen
Standards kommt es zu leichten Veränderungen in der Geschwin-
digkeit. Diese sind ebenfalls nicht vom Filmemacher beabsichtigt,
sondern ergeben sich aus technischen Zwängen. Wenn ein Kinofilm
mit 24 fps als PAL-Fernsehsendung (50 fps) ausgestrahlt werden soll,
werden die Einzelbilder verdoppelt, erreichen aber auch dann nur
48 fps statt 50 fps. Eine Sekunde des Films wird also 0.02 Sekunden
kürzer auf dem Fernseher dargestellt, was sich auf 72 Sekunden pro 1
Stunde Film aufsummiert.
Fast Motion Liegt das Verhältnis zwischen den Bildwiederholraten
so, dass die der Aufnahme niedriger ist als die der Wiedergabe,
erzeugt dies eine Beschleunigung der dargestellten Handlung. Man
spricht von Fast-Motion oder Zeitraffer. Dieser Effekt kommt auch bei
den genannten alten Filmaufnahmen vor, wurde aber schon früher
auch absichtlich als Spezial-Effekt eingesetzt, häufig in Komödi-
en. (Monaco, 2009, S. 95)
Eine Zeitrafferaufnahme, deren Bildfrequenz so niedrig ist, dass
sie bei weniger als einem Frame pro Sekunde liegt, wird auch als
Timelapse bezeichnet. Sie stellt mehr eine Intervall-Aufnahme als
einen kontinuierlichen Film dar und daher werden hierfür auch eher
Fotokameras verwendet. Beliebte Naturmotive wie Sonnenuntergän-
ge, Sternenhimmel oder die Entstehung von Hochhäusern oder das
Verfaulen von Obst über mehrere Wochen hinweg sind Beispiele für
Timelapse Aufnahmen. (Bordwell & Thompson, 2012, S. 173)
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Slow motion Der Effekt der Zeitlupe (engl. slow motion) entsteht bei
einem Framerate-Verhältnis von zwischen Aufnahme und Darstel-
lung. Es bewirkt eine optische Verlangsamung der Handlung. Dies
wird gerne bei der Aufnahme von Action-Sequenzen und Sport-
Wiederholungen verwendet. (Monaco, 2009, S. 95) Im Film dienen
Slow-Motion-Effekte häufig zur Darstellung von Träumen, Kampf-
Szenen oder der Glückseligkeit zweier Verliebter. (Bordwell & Thomp-
son, 2012, S. 172)
Starke Zeitlupenaufnahmen, sogenannte Super-Slow-Motion oder Hoch-
geschwindigkeitsaufnahmen (engl. high speed cinematography), stellen eine
übersteigerte Form der Zeitlupe dar. Spezielle Kameras können dabei
Bildfrequenzen von bis zu 200.000 fps bei Filmkameras und 500.000
fps bei digitalen Kameras erreichen. Sie dient auch in der Wissenschaft
bei Detailstudien in der Biologie (z. B. Flugverhalten von Tieren)
oder Ingenieurwissenschaften (z. B. Auto-Crashtests). (Zhai & Shah,
2001)
Digital-Slow-Motion Die Digital-Slow-Motion (auch Time-Stretching
oder Stretch-Printing) verlangsamt den natürlichen Verlauf der Nor-
malzeit. Dies erfolgt im Gegensatz zur Slow-Motion nicht durch eine
höhere Bildfrequenz der Kamera, sondern durch eine geringere Bild-
frequenz der Darstellung (also 1 :> 1). Diese Verlangsamung enthält
nicht mehr Bilddaten als in der normalen Aufnahme enthalten, anders
als beim echten Slow-Motion. Für einen kontinuierlichen Bildfluss
ist eine digitale Zwischenbild-Berechnung erforderlich. Der Effekt
entstand daher mit der Einführung digitaler Technik und ist auf rein
analogem Wege nicht möglich.
Standbild (Freeze-Frame) Das Standbild oder eingefrorenes Bild (engl.
freeze frame) entsteht, wenn ein bestimmtes Bild so lange wiederholt
wird, dass der Eindruck entsteht, es sei ein Foto. Technisch wurde
dies früher durch einen Projektor realisiert, der dasselbe Bild immer
und immer wieder auf einen neuen Filmstreifen kopierte. Heute
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genügt hierfür ein einfacher Bildspeicher oder ein digitales Schnitt-
programm.
Speed-Ramping Das Speed-Ramping beschreibt eine Methode, um
das relative Verhältnis zwischen Kamera-Bildfrequenz und Darstell-
ungs-Bildfrequenz kontinuierlich und graduell variieren zu können.
Dadurch wird es möglich eine Handlung, ausgehend von ihrer Nor-
malgeschwindigkeit, zu verlangsamen, ganz anzuhalten und wieder
zu beschleunigen. Dabei erfolgt der Wechsel nicht plötzlich, sondern
geglättet. Auch diese Technik ist daher ein Spezialeffekt der Post-
Production.
Die entstehenden Fast-Motion und Slow-Motion Effekte sind künstlich
erzeugt, zeigen also beim Slow-Motion keine Details, die nur mit Spe-
zialkameras sichtbar wären. Das Ramping ist nur auf digitalem Wege
möglich, da aufwändige Zwischenbild-Berechnungen nötig sind, um
eine stufenlose Veränderbarkeit der Speed-of-Motion zu ermöglichen.
Dies kann auch genutzt werden, um die Handlung rückwärts ab-
laufen zu lassen. Dieser Spezialeffekt wird auch als Reverse-Motion
bezeichnet.
4.2.3.2 Bewegungsformen
Zoom Der Zoom ist eine Technik modernerer Kamerasysteme. Bei
modernen Objektiven kann die Brennweite stufenlos auch während
der Aufnahme verändert werden (Zoom-Objektiv). Frühere Systeme
waren hierzu nicht in der Lage und konnten nur durch Austausch des
Objektivs in ihrer Brennweite verändert werden (Festbrennweite). Die
Veränderung der Brennweite beim Zoom-In verengt den Blickwinkel
des Bildes und vergrößert dabei die dargestellten Details (hohe Brenn-
weite). Dies erzeugt dabei eine Konzentration auf ein Detail.
Der Zoom-Out entspricht der gegenläufigen Erweiterung des Blick-
winkels (niedrige Brennweite). Damit ist es möglich, die Framing-
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Distance (Einstellungsgröße) während der Aufnahme zu verändern.
Je nach Umfang der Brennweite eines Objektives kann so die Einstel-
lungsgröße um zwei bis vier Kategorien verändert werden. Insbeson-
dere am Beginn und Ende von Handlungseinheiten werden Zoom-
Shots eingesetzt. (Mercado, 2011, S. 125 ff.)
Dabei ist zu beachten, dass ein Zoom anders wirkt als eine ver-
gleichbare Kamerafahrt, da sich die Geometrie des Bildes während
des Zooms verändern kann. Starke-Weitwinkel-Aufnahmen bewir-
ken eine Verzerrung paralleler Linien. Eine Aufnahme mit großer
Brennweite dagegen schränkt auch den Blickwinkel stark ein und
führt zu einer Wahrnehmung, die nicht mehr mit dem Blickwinkel
des menschlichen Auges übereinstimmt. Der Zoom wird häufig als
kostensparender Ersatz für eine Kamerafahrt eingesetzt, da sein Effekt
dem einer wesentlich teurer zu produzierenden Kamerafahrt sehr
nahe kommt. (Hickethier, 2007, S. 60)
Eingesetzt als Establishing-Shotsoder als Schluss-Einstellung werden
Zoom-Shots oft zusammen mit Kränen (Crane-Shot) oder von erhöhten
Positionen und in Kombination mit Extreme-Long-Shots eingesetzt.
Tilting Das Tilting (dt. Neigen) beschreibt das Herauf- bzw. Herab-
schwenken der Kamera. In der Regel wird dies auf einem stabilen
Stativ ausgeführt, was eine ruckelfreie sanfte Bewegung ermöglicht.
Hierdurch wird ein Teil der Welt außerhalb des Sichtfeldes als Hand-
lungsraum erschlossen. Dies zwingt den Zuschauer ebenfalls dazu,
seinen Fokus zu verschieben, lenkt somit die Aufmerksamkeit auf
etwas anderes und geht in der Regel einher mit der Veränderung der
Perspektive und der Einstellungsgröße vor und nach dem Schwenk.
(Mercado, 2011, S. 137 ff.)
Panning Beim Schwenken oder Panning wird die Kamera bei unver-
änderter Position entlang des Horizonts gedreht. Es entspricht damit
einem Kopf herumdrehen des Kameramanns. Ein direkter Pan kann
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Abbildung 4.21: Vergleich der drei Grundbewegungen einer Kamera. (Monaco, 2009, S.
98)
zwei Orte oder Personen miteinander verbinden und gleichzeitig ihre
räumliche Distanz zueinander darstellen. (Mercado, 2011, S. 131 ff.)
Die Kamera verschiebt durch den Schwenk das Sichtfeld und erwei-
tert so den für den Zuschauer wahrnehmbaren Raum in Bereiche
des zuvor nicht sichtbaren, aber dennoch zur Handlung gehörenden.
Dabei kann die Kamera eine Figur in deren Bewegung folgen, sie
begleiten oder vorauseilen. (Hickethier, 2007, S. 60)
Der Pan kann aber auch genutzt werden, um in einem Establishing-
Shot den Blick über einen Ort schweifen zu lassen, der alleine nicht
in einem Blickwinkel dargestellt werden könnte. Auch in einem Point-
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Of-View-Shot ist der Pan geeignet, um eben diesen in die Umgebung
schweifenden Blick einer Figur darstellen zu können.
Roll Eine Drehung um die Sichtachse der Kamera wird als Rollen
(engl. roll) bezeichnet. Abgesehen vom Einsatz des Roll-Winkels beim
Dutch-Angle wird eine Rollbewegung während der Aufnahme nur
sehr selten eingesetzt, häufig im Zusammenhang von komplexen
Following- oder Tracking-Shots, bei denen nur durch Nutzung der Rol-
lachse das Objekt im Bild gehalten werden kann. Mit herkömmlichen
Stativen, Dollys oder mit Schulterkameras sind Rollbewegungen eher
schwierig zu realisieren, daher werden Rollbewegungen meistens in
Crane-Shots angewendet.
Whip-Pan und Whip-Tilt Eine besondere Form ist der Reißschwenk
oder Whip-Pan, der selten auch als Whip-Tilt ausgeführt sein kann.
Hierbei wird der Schwenk so schnell ausgeführt, dass das Bild
dazwischen verschwimmt. So angewendet wird der Whip-Pan als
eine Art kameragemachte Transition verwendet, die gegenüber den
klassischen Transitionen etwas Plötzliches, Abruptes vermittelt und
sehr dynamisch wirkt. (Monaco, 2009, S. 187)
Racking Focus Die sogenannte Schärfeverlagerung (engl. racking fo-
cus) ist eine Methode, die Schärfeebene während der Aufnahme zu
variieren. Dadurch kann ein Shot damit beginnen, dass ein Objekt
im Vordergrund scharf dargestellt ist und dahinter liegende Bereiche
verschwimmen; eine Person tritt hinzu und die Schärfe wird nach
hinten verlagert, so dass nun die Person scharf dargestellt wird und
das Objekt im Vordergrund unscharf verschwimmt. Diese Technik
wird auch gerne für Dialog-Szenen verwendet, bei der die Schär-
feebene dann zwischen den Protagonisten hin- und herwechselt. Sie
ist ein Stilmittel der Inneren Montage (Mise-en-Scène). (Bordwell &
Thompson, 2012, S. 178)
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Bewegt sich die Schärfeebene dagegen mit einem Objekt mit, welches
sich durch den Handlungsraum bewegt, wird auch von Schärfemitfüh-
rung gesprochen. (Monaco, 2009, S.87)
4.2.3.3 Kombinierte Bewegungsformen
Unchained-Camera (Entfesselte Kamera) Bereits in den 1920er Jah-
ren entwickelte sich das Konzept der Entfesselten Kamera (engl. unchai-
ned camera). Es wurde versucht, die Kamera von ihrem festen Platz zu
befreien, sie vom starren Stativ zu lösen und näher und dramatischer
an das Geschehen heranzubringen. (Juhnke, 2011)
Dabei bewegt sich die Kamera im Raum, um einem Objekt oder
Charakter in seinen Bewegungen zu folgen. Es wird eine engere
Verbindung zwischen Kamera und Objekt erzeugt als bei anderen
Kamera-Bewegungen. Früher wurden in der Regel von Kamerawagen
(Dolly) aus gefilmt, heutzutage kommen dabei häufig auch Kräne zum
Einsatz.
Anfang der 1970er Jahre wurde die Steadycam7 entwickelt. Sie verbin-
det die Kamera über einen austarierten und ausbalancierten Mecha-
nismus mit einer Weste, die der Kameramann trägt. Das Gewicht der
Kamera wird so auf die Hüfte des Menschen übertragen und belastet
nur noch minimal die Arme, die sich dadurch der sensiblen Steuerung
der Kamerabewegungen widmen können. Die präzise Mechanik der
Steadycam ermöglicht es, selbst im Gehen den Eindruck einer ruhigen
Kamerafahrt zu erzielen, wie sie sonst nur mit einer Dollyfahrt
möglich wäre, gleichzeitig aber eine viel größere Bewegungsfreiheit
zu erzielen. (Monaco, 2009, S.98 f.)
Insbesondere heute ist die Entfesselte Kamera fester Bestandteil von
Film und Fernsehen. Viele Kinofilme bestehen zum größten Teil aus
7Die Schreibweise Steadicam ist ein eingetragenes Warenzeichen. Sehr leichte Steady-
cams, die nur in der Hand gehalten werden und nicht über eine Weste montiert sind,
werden auch Schwebestativ (Glidecam) genannt
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Shots, die nicht von einem fixen Standpunkt aufgenommen wurden
und auch in Live-Sendungen des Fernsehens werden neben mehreren
Kameras auf beweglichen Stativen zusätzlich Steadycams eingesetzt.
Mit dem Maße, in dem die Entfesselte Kamera genutzt wird, lässt sich
teilweise auch ablesen, aus welcher Epoche eine Produktion stammt.
Die Zukunft gehört sicherlich den mobileren Kamera-Drohnen.
Following-Shots (Verfolgende Kamera) Als Following-Shot oder auch
Tracking-Shot werden all jene Shots bezeichnet, in denen Kamera-
Bewegungen ausgeführt werden, um ein Objekt im Bild zu behalten.
Hierzu gehören also Tilt, Pan, Unchained-Camera und Crane-Shots,
sofern sie einem Objekt in seiner Bewegung folgen und nicht die
Bewegung aus anderen Gründen ausüben. Diese Kategorie fasst da-
mit beliebige Kombinationen von Kamerabewegungen in einem Shot
zusammen, ohne dabei eine präzise Unterscheidung in die genaue
Art der Bewegung und ihrem Anteil am gesamten Shot zu verlangen.
(Mercado, 2011, S. 155 ff.)
Reframing (Nachführen) Eng verwandt mit dem Following-Shot ist
das Reframing (dt. Nachführen), dessen Ziel es ebenfalls ist, ein Objekt
innerhalb des sichtbaren Bildes zu halten. Dies wird beim Reframing
allerdings auf subtile Weise getan, sodass keine größeren Schwenks
und Bewegungen erforderlich sind. Daher entsteht beim Reframing
auch in der Regel kein größerer Unterschied in der Einstellungsgröße
im Gegensatz zum Following-Shot. Das Bild weist so zwar eine
gewisse Unruhe, speziell in den Randbereichen auf. Diese wird aber
beim Zuschauer kaum wahrgenommen, da er sich auf das Zentrum
konzentriert und dieses Zentrum durch das ständige Nachführen
weitestgehend ruhig gehalten wird. Gerade bei Interviews, die mit ei-
ner Schulterkamera und auf geringe Kamera-Distanz geführt werden,
gehört das Nachführen zur ständigen Arbeit eines Kameramannes.
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Travelling-Shot (Kamerafahrt) Der Travelling-Shot oder die Kame-
rafahrt ist die logische Erweiterung eines Kamera-Schwenks. Mit
der gleichförmige Bewegung der Kamera durch den Raum erfährt
der Zuschauer den Handlungsraum, als ob er sich selbst durch ihn
bewegen würde. Die Kamerafahrt kann noch einmal untergliedert
werden, je nach Fortbewegungsmittel wie Dolly8 (Schienensystem),
Auto, Kran oder Hubschrauber. Diese Technik wird dabei gerne
sowohl für einleitende Establishing-Shots in Verbindung mit Long-
Shot und Extreme-Long-Shot Einstellungen verwendet als auch für
die Darstellung sich parallel bewegender Figuren, wie zwei sich
unterhaltende Spaziergänger. Durch die Fahrt verändern sich sowohl
der Raum als auch der Sichtbereich. (Hickethier, 2007); (Katz, 2004, S.
409 ff.)
Direct Cinema (Subjektive Kamera) Frühe Kameras waren schwer
und nur mit einem stabilen Stativ war es möglich, während der Auf-
nahme die Kamera zu bewegen. Erst Ende der 1960er Jahre wurden
kinotaugliche 35mm-Kameras verfügbar, die leicht genug waren, um
direkt in der Hand oder auf der Schulter genutzt zu werden. Erst
hierdurch wurden ohne Stativ fließende Kamerabewegungen und
Reframing möglich. Es entwickelten sich die Stile des Cinéma vérité bzw.
des Direct Cinema9 als Techniken des Dokumentarfilms, die bis heute
genutzt wird. Insbesondere bei Fernsehdokumentationen, Werbeclips
und sogar bei fiktionalen Werken ist dieses Stilmittel anzutreffen.
Charakteristisch sind die unruhigen und hektischen Bewegungen,
nervöse Schnitte und verwackelte Aufnahmen. Dabei unterscheiden
sich das Direct Cinema in erster Linie darin, wie stark sich das Film-
Team selbst in das Geschehen einbringt. Aus dem ursprünglichen
dokumentarischen Ansatz, der sich je nach Ausprägung darauf kon-
8Ein Dolly ist ein Kamerawagen, der meist auf Schienen gefahren wird, um störungs-
freie Kamerafahrten zu ermöglichen.
9Es ist in der Filmwissenschaft durchaus umstritten, ob „cinéma vérité“ und „direct
cinema“ gleichzusetzen oder nur als verwandt zu betrachten sind.
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zentrierte, objektiv „wie eine Fliege an der Wand“ zu beobachten
oder eine „dahinterliegende Wahrheit“ zu ergründen, wurde mit den
Jahren immer mehr der visuelle Stil und der Look vom dokumentari-
schen Anspruch abstrahiert. (Monaco, 2009, S. 97 f.)
So wird die visuelle Technik an vielen Stellen in erster Linie ver-
wendet, um Authentizität und Realismus zu suggerieren, unabhängig
davon, ob es sich um ein fiktionales Werk handelt oder eine Fernseh-
dokumentation, die aus Kostengründen auf einen verwackelten Ka-
merastil setzt. Dabei wird absichtlich exzessiver Gebrauch von Zoom-
Shots, Reißschwenks, verwackeltem Reframing und der Missachtung
von Konventionen gemacht. Damit soll der visuelle Eindruck erweckt
werden, das Material wäre von einem amateurhaften Kameramann
erstellt worden. Hierdurch wird versucht, Nähe zu den Handlungen
und Charakteren zu schaffen und eine fiktive Authentizität zu erzeu-
gen, die es dem Zuschauer erleichtern soll, sich mit den Charakteren
zu identifizieren. Anwendung dieses Stils finden sich unter anderem
in: The Blair Witch Project (USA 1999), Cloverfield (USA 2008) und der
Serie Battlestar Galactica (USA/UK 2004–2009).
Dolly-Zoom Der Zoom ist eine zentrale Technik bei dem Special-
Effect Dolly-Zoom oder Travelling-Zoom alias Vertigo-Effect, benannt
nach dem Film, in dem er erstmalig eingesetzt wurde: Alfred Hit-
chcocks Vertigo (USA 1958). Hierbei fährt die Kamera auf einem
Dolly direkt auf ein Objekt oder eine Person zu bzw. davon weg (im
horizontalen Kamera-Winkel von genau 0°). Gleichzeitig zoomt die
Kamera in gegenläufiger Richtung (Dolly-In, Zoom-Out oder Dolly-
Out, Zoom-In), sodass das Objekt in seiner Größe unverändert bleibt.
Die dadurch ausgelöste optische Täuschung erzeugt einen sogartigen
Effekt auf den Zuschauer, wie er bei Vertigo genutzt wurde, um das
Gefühl von Höhenangst auszudrücken. Oder in Steven Spielbergs
Jaws (USA 1975), in dem der Dolly-Zoom die Schockreaktion des
Hauptcharakters beim Beobachten eines Hai Angriffs transportiert.
Im Grunde handelt es sich also um eine sehr präzise ausgeführte
191
4 Visuelle und Auditive Stilmittel
Kombination aus zwei gegenläufig ausgeführten Stilmitteln: Traveling-
Shot und Zoom. (Mercado, 2011, S. 149 ff.)
4.2.4 Fazit
Während im vorangegangenen Kapitel noch die Verwandtschaft zwi-
schen der Photographie und der Kinematographie betont wurde,
treten nun die Unterschiede zwischen ihnen hervor. Die Kinema-
tographie fügt der Photographie eine neue Dimension hinzu: die
Zeit. Während rein technisch gesehen die Bildsequenz nur eine Folge
von Einzelbildern bleibt, verschmilzt der menschliche Verstand diese
Sequenz zu einem kontinuierlichen Film. Erst dadurch treten die
Veränderungen von Bild zu Bild hervor. Nicht nur die Bewegungen
der abgebildeten Welt und von Personen werden dadurch sichtbar. Es
erschließt sich eine breite Palette neuer Stilmittel, die die eigentliche
Faszination des Mediums ausmachen.
Hierdurch wird der Zuschauer, vertreten durch die Kamera, in die
Lage versetzt, sich selbst durch die filmische Welt zu bewegen. Er
kann den Blick schweifen lassen, den Blickwinkel ändern, sich selbst
bewegen und seinen Fokus von einem Punkt zu einem anderen
verschieben. In gewisser Weise ist diese Freiheit beschränkt. Es ist
nicht der Zuschauer, der diese Veränderungen bewirkt. Sie sind ein
Ausdruck der Schaffenskraft des Filmemachers. Er ist es, der die
Kamerabewegungen plant und ausführen lässt. Er nutzt sie dabei
ganz direkt, um die Aufmerksamkeit des Zuschauers zu lenken,
den filmischen Raum zu erkunden, Geheimnisse der Handlung zu
bewahren oder zu enthüllen.
Die Stilmittel des Bewegtbildes sind also für den Zuschauer keine
zusätzlichen Freiheitsgrade bei der Betrachtung der dargestellten
Handlung oder Szenerie. Vielmehr sind es Instrumente des Filmema-
chers. Wenn ihr Einsatz bewusst und zielgerichtet ausgeführt wird,
erzeugen sie damit eine neue bedeutungstragende Ebene.
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Diese kinematographische Ebene existiert parallel zur schauspieleri-
schen Ebene, die durch Mimik, Gestik und Bewegung ihren ganz ei-
genen Beitrag liefert. Während die Schauspielerei an dieser Stelle aber
weitestgehend über das gleiche Repertoire verfügt wie auf der Bühne,
erlaubt es die Kinematographie, sich durch eigene Bewegungen und
Stilmittel der Handlung anzunähern. In einem Theater hingegen ist
der Zuschauer an seinen Platz gebunden.
Versucht man, das Bewegtbild technisch zu analysieren, um den
Einsatz von Stilmitteln zu erkennen und zu klassifizieren, stellt sich
dies als eine größere Herausforderung dar als beim Einzelbild. Hierbei
zerfällt die Bildsequenz wiederum in Einzelbilder, die nur über den
Vergleich kontinuierlich verlaufender Änderungsraten analysiert wer-
den können. Die dabei anfallende Datenmenge und die Vielzahl mög-
licher Störeinflüsse ist erheblich. Zusätzlich sind nicht zwangsläufig
alle Bewegungen und Veränderungen Teil eines kinematographischen
Stilmittels. Neben den Camera-Movements existieren auch die Bewe-
gungen der gefilmten Szenerie und der Personen im Bild. Sie von den
kinematographischen Stilmitteln zu unterscheiden ist nicht trivial.
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4.3 Stilmittel des Tones
Neben dem Bild ist der Ton die zweite Hauptmodalität in audiovisu-
ellen Medien, innerhalb dessen sich Aussagen und Bedeutungen ma-
nifestieren. Der visuellen Modalität kommt in der Regel eine größere
Rolle zu, da angenommen wird, dass die menschliche Wahrnehmung
zu 80 Prozent aus dem Sehen und nur zu 20 Prozent aus dem Hören
gebildet wird. Auch aus diesem Grund beschäftigt sich die Filmana-
lyse weit weniger detailliert mit dem Ton als mit dem Bild. Dies
liegt auch daran, dass visuelle Elemente und Eigenschaften leichter
zu fassen und zu beschreiben sind. Aber gerade auch die technischen
Parameter, mit denen Klänge beschrieben werden, entsprechen oft
nicht der Wahrnehmungswelt, die ein Zuschauer erfährt. (Hickethier,
2007, S. 89)
Dennoch bildet das Sound-Design ein komplexes System filmischer
Stilmittel, die sowohl mit der Semantik und Aussagekraft des Me-
diums verbunden ist als auch mit der Strukturierung und Akzen-
tuierung der dargestellten Handlung. Hierauf haben die verschiede-
nen Wahrnehmungseigenschaften des Tons ebenso Einfluss wie die
grundlegenden Bauformen, aus denen sich der oft komplexe Sound-
Mix zusammensetzt.
Der akustische Wahrnehmungsraum (engl. sonic space), der sich in
jedem audiovisuellen Medium eröffnet, besteht aus einer Mischung
verschiedenster Klänge und Tonquellen. Bei Hickethier (2007, S. 90 f.)
werden drei Ebenen audiovisuellen Tons unterschieden: Geräusche,
Musik und Sprache. Die Sprache wird im Kapitel 4.410 betrachtet.
4.3.1 Grundeigenschaften des wahrgenommen Tons
Ton in Film und Fernsehen kann aus einer Fülle unterschiedlicher
Geräusche bestehen. Neben den technischen Parametern jedes Au-
10Kapitel 4.4: Sprache in audiovisuellen Medien, S. 201
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diosignals spielen die Eigenschaften eine große Rolle, die bestimmen,
wie Töne wahrgenommen werden. Jeder Filmton besteht aus einer
Mischung von Sprache, Musik und Geräuschen. Die individuellen
Wahrnehmungseigenschaften entscheiden aber, welche Bedeutung
den einzelnen Tonquellen zugeordnet werden kann.
Starken und plötzlichen Veränderungen in der Lautheit kommen
besondere Bedeutungen zu. Es deutet auf einen Ortswechsel oder
eine starke Veränderung der Handlung hin. Plötzliche, sehr laute
Töne können dramatische Höhepunkte markieren. Leise, beständige
Hintergrundgeräusche sind fast immer bei Außenaufnahmen zu fin-
den (Atmo.), während Innenaufnahmen in der Regel kaum Hinter-
grundgeräusche beinhalten. Anhand der über die Zeit aufgetragenen
Lautheit eines Video-Mediums ist es möglich, eine audio-basierte
Segmentierung zu erstellen. (Bordwell & Thompson, 2012, S. 270)
4.3.1.1 Loudness (Lautheit)
Die als Loudness bezeichnete Lautheit (nicht zu verwechseln mit Laut-
stärke) beschreibt die empfundene Intensität von Tönen. Damit basiert
sie auf einem psychoakustischen Verständnis der menschlichen Wahr-
nehmung. Der Begriff geht auf Stanley Smith Stevens zurück und wird
heute durch Normen näher definiert. Von den intensiven Geräuschen
einer Stadt bis zur Unterhaltung zweier Menschen. Fast alle Töne
eines Video-Dokuments werden bei der Produktion oder Nachbear-
beitung manipuliert, um sich passend zu den Bildern einzufügen.
Häufig wird die Lautheit angepasst, um die Distanz von der Kamera
bis zum Erzeuger des Tons besser darzustellen. Oder es werden
Umgebungsgeräusche gedämpft, um einen Dialog besser verstehen
zu können. Gerade in modernen Film- und Fernsehproduktionen,
mehr noch in der Werbung, wird der Ton sehr laut und eindringlich
abgemischt.
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4.3.1.2 Pitch (Tonlage)
Die Tonlage (engl. Pitch) basiert auf der Frequenz eines Tons und
wird oft auch als die Tonhöhe bezeichnet. Töne mit einer schmalen,
reinen Tonlage können in der Regel von Musikinstrumenten, Sound-
Effekt-Geräten oder ausgebildeten Sängern erzeugt werden. Die meis-
ten Töne in einem Video-Medium sind komplexer und umfassen
verschiedenste Frequenzen. Eine Analyse von Tonlagen ist geeignet,
Musik, Sprache und allgemeine Geräusche zu unterscheiden. Auch
ist eine Veränderung der durchschnittlichen Tonlage eines Abschnitts
zum nächsten ein deutlicher Hinweis auf einen akustischen Schnitt.
Genauso kann die Tonlage aber auch für die Verstärkung dramatischer
Szenen bewusst genutzt werden, wie sich anhand der bekannten
Mordszene in der Dusche in Hitchcock’s Film Psycho (USA 1960)
belegen lässt. (Bordwell & Thompson, 2012, S. 270 f.)
4.3.1.3 Tembre (Klangfarbe)
Die Klangfarbe (engl. Timbre) umfasst die harmonischen Anteile eines
Tons. So kann eine Stimme nasal klingen oder auch sanft. Die Worte
deuten bereits an, dass die Klangfarbe etwas mit dem persönlichen
Empfinden eines Tons zu tun hat und nur schwer in Zahlen abzubil-
den ist. Die Klangfarbe wird daher meist mit Adjektiven beschrieben.
Die Klangfarbe wird in Film und Fernsehen häufig manipuliert. Dies
beginnt bereits bei der Aufnahme von Stimmen, bei denen mittels
eines Equalizers die Lautstärke bestimmter Frequenzbänder verstärkt
oder abgeschwächt werden, um einer Stimme zum Beispiel einen kräf-
tigeren, männlicheren Ton zu geben oder sie eindringlicher klingen zu
lassen. (Bordwell & Thompson, 2012, S. 272 f.)
4.3.1.4 Sonic-Texture
Lautheit, Tonlage und Klangfarbe stehen zueinander in Beziehung.
Gemeinsam erzeugen sie das, was Bordwell und Thompson als
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„sonic texture of a film“ (Bordwell & Thompson, 2012, S. 274) be-
zeichnen. Die Sonic-Texture erlaubt es, die Stimme einer bestimmten
Person wiederzuerkennen, ein Instrument zu identifizieren oder ein
ganzes Musikstück. Gemeinsam prägen die drei Aspekte des Tons
den Gesamteindruck. Moderne digitale Audiotechniken erweiterten
den Ausdrucksumfang. Gleichsam kann eine Analyse genau dieser
Parameter Hinweise darauf geben, mit welcher Technik ein Ton
aufgezeichnet und wiedergegeben wurde, also auch auf die technische
Epoche seiner Entstehung.
4.3.2 Bauformen von Geräuschen
Unter Geräuschen (engl. sounds/noise) werden alle Arten von Tönen
und Klängen zusammengefasst, die weder Sprache noch Musik sind.
Geräusche können daher sehr vielfältig sein. Sie lassen sich aber in
verschiedene Kategorien gliedern. Bei der Erstellung der Sound-Mixes
während der Post-Production werden Töne aus den verschiedensten
Quellen zusammengefügt, verändert, in ihrer Lautstärke angepasst
und dann gemeinsam abgemischt. Dies findet praktisch immer statt,
wenn ein Video nicht ausschließlich den während der Aufnahme mit
einem Mikrofon aufgezeichneten Tonkanal enthält. Bei einer profes-
sionellen Filmproduktion wird hierbei eine Digital-Audio-Workstation
(DAW) verwendet, die heutzutage in der Regel aus einer Software
besteht. Dabei werden die verschiedenen Tonquellen auf einer Reihe
von Spuren (Tracks) angeordnet. Es hat sich dabei ein übliches Schema
durchgesetzt, bei dem die verschiedenen Spuren nach Sprache, Atmo,
Musik und Effekten gruppiert werden.
Wird dieser Weg der Ton-Nachbearbeitung nicht genutzt, sondern
der Ton während der Filmarbeiten direkt aufgezeichnet und nicht
erst später zusammengesetzt (Post-Synchronization), spricht man von
Direct-Sound. Im Gegensatz zu früheren Zeiten ist es heute sehr leicht
möglich, diesen Ton bereits mit dem Kamerasystem aufzuzeichnen.
In professionellen Produktionen wird dies aber in der Regel nicht
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gemacht. Dies hat nicht zuletzt den Vorteil, dass somit Atmo, Sprache
und andere Effekte aufeinander abgestimmt werden können und die
Unzulänglichkeiten des Mikrofons weniger deutlich zu hören sind.
Genau dies ist in vielen Fällen auch die einzige Möglichkeit, bei einem
fertigen Film noch zu erkennen, ob der Ton direkt aufgenommen
wurde oder nicht. (Yale University, New Haven, CT , 2002)
4.3.2.1 Atmo (Hintergrundgeräusche)
Die natürlichen oder künstlichen Hintergrundgeräusche einer Szene
werden als Atmo (kurz für Atmosphäre) bezeichnet. Die Atmo umfasst
alle Klänge, die einer Aufnahme ihre Glaubwürdigkeit verleihen.
Dies kann von einem leichten Rauschen über Geräusche im Stra-
ßenverkehr bis hin zu leisen Gesprächen unbeteiligter Personen am
Nebentisch reichen. Es wird hierbei der Eindruck erweckt, dass der
Ton exakt während der Aufzeichnung der Bilder stattgefunden hat.
Dieser Eindruck ist in vielen Fällen aber eine Täuschung. Während
der Filmaufnahmen wird selten das Risiko einer schlechten Tonauf-
nahme während der Dreharbeiten eingegangen, stattdessen werden
geeignete Hintergrundgeräusche isoliert aufgezeichnet und später
hinzugefügt. Die Mikrofone, die während der Aufnahme die Stimmen
der Schauspieler aufzeichnen, sind dann so ausgewählt und konfi-
guriert, dass sie nach Möglichkeit so wenig Hintergrundgeräusche
aufzeichnen wie möglich.
4.3.2.2 Silence (Stille)
Gerade weil in Filmen und noch viel mehr in Fernsehsendungen
Stille (engl. silence) eher selten zu finden ist, hat sie eine starke
Bedeutung. Sie kann dramatisch wirken und Spannung erzeugen oder
den Zuschauer dazu motivieren, sich noch intensiver mit dem Bild zu
beschäftigen. Dabei weist Hickethier (2007, S. 90) daraufhin, dass der
Film nie wirklich ohne Ton war. Auch zu Stummfilm-Zeiten nicht. Ein
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Begriff, der sich erst in den 1920er Jahren prägte, da es bis zur Ein-
führung des Ton-Films üblich war, den Film im Kino zum Beispiel mit
einem Klavier zu begleiten. Erst durch den Ton-Film wurde überhaupt
der Begriff Stummfilm nötig, um die Unterscheidung zu ermöglichen,
ob der Ton Teil des Kinoerlebnisses oder des Filmerlebnisses ist. Stille
lässt sich insofern nicht einfach definieren. Auch die leise zu hörenden
Hintergundgeräusche einer Szene sind im technischen Sinne keine
absolute Stille. Ihnen kann aber dieselbe Bedeutung zukommen.
Zu Beginn der Tonfilm-Zeit wurde noch nicht immer der gesamte
Film, sondern teilweise nur Stellen mit Sprache oder Musik vertont.
„Beim heutigen Betrachten fallen solche ’Tonlücken’ deut-
lich auf, sie werden als technische Fehler oder als ästhe-
tische Unzulänglichkeiten bemerkt.“ (Hickethier, 2007, S.
92)
4.3.2.3 Sound-Effects (Effektgeräusche)
Töne, die aus dem gleichmäßigen Hintergrund der Atmo heraus-
stechen, haben oft eine spezielle Bedeutung. Sie werden meistens
extra hierfür erzeugt und deshalb als Sound-Effects (Effektgeräusche)
bezeichnet. Diese Geräusche sind
„(...) in der Regel handlungsfunktional und häufig auch
ideologierelevant. Sie gehören - paradigmatisch etwa das
Knarren der Tür in einem Kriminal- oder Horrorfilm -
gewissermaßen zur Realität der bildhaften Vorstellung
von Wirklichkeit und vervollständigen insofern oft nur die
visuell übermittelten Informationen.“ (Faulstich, 2013, S.
141)
Die Unterscheidung zwischen Sound-Effects und Atmo ist nicht im-
mer leicht. Gute Sound-Effects passen sich glaubhaft (hohe Fidelity)
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in den Hintergrund ein. Dennoch ist mit ihnen eine besondere Bedeu-
tung assoziiert. Abrupte laute Geräusche werden benutzt, um einen
Shockeffekt beim Zuschauer zu bewirken. Sie können sich aber nicht
nur durch ihre Lautheit auszeichnen, sondern auch dadurch, dass sie
in einem Spannungsverhältnis zum gezeigten Bild stehen oder zur
Erwartung des Zuschauers. (Hickethier, 2007, S. 91 ff.)
4.3.2.4 Formales Verhältnis des Tons
Wie bei Gräf, Grossmann, Klimczak, Krah und Wagner (2014, S. 259
ff.) betont wird, lässt sich auch Musik in verschiedenen formalen
Verhältnissen in einen Film einbinden. Dies gilt für Töne und Ge-
räusche im Allgemeinen. Musik, Stimmen und Töne können aus der
Handlungswelt stammen, also aus der Story. Sie können aber auch wie
zum Beispiel die Stimme eines Erzählers oder der Soundtrack rein auf
den Plot beschränkt sein (siehe Tabelle 4.2).
Tabelle 4.2: Beispiele für verschiedene Arten der diegetischen Ebene bei Tönen, Stim-
men und Musik im Film.
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4.4 Sprache in audiovisuellen Medien
Sprache kann in audiovisuellen Medien auf verschiedene Arten reprä-
sentiert sein und in verschieden Modalitäten vorkommen. Wegen ih-
rer herausragenden Bedeutung stellt sie eine eigene Mitteilungsebene
dar. Von allen Kommunikationsformen, die der Mensch beherrscht,
ist Sprache die ihm gewohnteste und vielseitigste. Wortschatz und
Grammatik sind relativ differenziert entwickelt und ausdrucksstark.
Sprache kann daher auch Dinge vermitteln, die durch ein Bild nicht al-
leine ausgedrückt werden können. Aus diesem Grund ist es sinnvoll,
die Sprache als eigene Gruppe zu betrachten. Sprache kann sowohl
als Schrift als auch in gesprochener Form in einem Medium vertreten
sein. (Hickethier, 2007, S. 97)
Die verschiedenen Arten von Sprache im Video lassen sich nach ihrer
formalen Verbindung zum Bild klassifizieren. Wobei eine Unterschei-
dung zu treffen ist, ob das Video oder der Film prinzipiell ein Tonfilm
ist oder nicht, da erst seit Einführung des Tons intradiegetische
Sprache als Stimme in einem Film vorkommen kann. Vorher war
direkte Rede nur in Form von Zwischentiteln (Intertitel) möglich. Die
allgemeine Klassifizierung kann nach folgendem Muster erfolgen:
1. Ist die Sprache visuell (Text) oder auditiv (Stimme)?
2. Handelt es sich um intradiegetische Sprache oder um extradie-
getische Sprache?
4.4.1 Audio-visuelle Rhetorik
Nicht selten wird bei der auditiven Sprache im Film und in Videos
auch der Vergleich mit rhetorischen Mitteln gezogen. So werden bei
Hickethier besonders die folgenden Formen herausgehoben. Dabei
finden sich die Konzepte von Zeigewörtern, also die sprachliche Bezug-
nahme und die Bezugnahme als Zeigebild also visuell, zum Beispiel
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durch Blicke und Gesten. Für beide lassen sich die folgenden Wort-
Bild-Verbindungen benennen (vgl. Hickethier (2007, S. 103)):
• Auf etwas verweisen, das im Bild zu sehen ist („demonstratio ad
picturam“).
• Auf etwas verweisen, das beim Publikum angesiedelt ist oder es
direkt ansprechen („demonstratio coram publico“).
• Auf etwas beziehen, was hörbar, aber nicht sichtbar ist („de-
monstratio ad aures“).
• Auf etwas beziehen, das nur in der Vorstellung existiert („de-
monstratio am Phantasma“).
• Auf Formen beziehen, die im Gezeigten bereits aufgetaucht sind
(„anaphorische Deixis“).
Außerdem lässt sich das Konzept der Wort-Bild-Tropen anwenden.
Hierunter werden „uneigentliche, bildliche Ausdrücke verstanden, die das
Gemeinte nicht direkt ansprechen, sondern indirekt. Ob etwas indirekt oder
direkt gemeint ist, entscheidet der Kontext der einzelnen Einstellungen. Die
zunächst sprachlich entwickelten Kategorien lassen sich auch auf visuelle
Phänomene übertragen.“ (Hickethier, 2007, S. 103 ff.)
Eine ausführliche Betrachtung hierzu findet sich bei Gräf et al. (2014, S.
43 ff.) und erläutert die Prinzipien der Konstituierung von Bedeutun-
gen im Film auf Basis semiologischer Betrachtungsweisen sowie bei
Monaco (2009, S. 162 ff.) im Kapitel Filmsprache: Zeichen und Syntax.
4.4.2 Bauformen visuellen Sprechens
Die Nutzung visueller Sprache stammt vor allem aus der Zeit vor
dem Ton-Film. Eine Zeit, in der das gesprochene Wort verschriftlicht
werden musste, um es dem Zuschauer zugänglich machen zu können.
Auch wenn diese Form der Sprache im Film heute nur noch wenig
verbreitet ist, führte sie gewisse Grundtypen von Schrift-Einfügungen
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ein. Mit der technischen Entwicklung erweiterte sich das Spektrum
verschiedener Arten von Textdarstellung im Bild. Grundsätzlich ist
die Unterscheidung zu treffen, ob der Text als Insert (dt. Einfügung)
zwischen den Bildern, also bildschirmfüllend eingefügt wird, oder
ob er als Text-Overlay (dt. Einblendung) über das laufende Bild gelegt
wird.
4.4.2.1 Intertitle (Zwischentitel)
Die gerade im Stummfilm gebräuchlichste Form war die Texttafel
als Zwischentitel (engl. insert, intertitle, title card). Problematisch dabei
ist vor allem, dass durch das Einfügen einer Texttafel „der Fluss
des visuellen Geschehens“ unterbrochen wird. Dadurch wechselt der
Zuschauer von der bildlichen zur textuellen Mitteilungsebene. Damit
kommt dem Zwischentitel ein Ersatzcharakter als Stellvertreter für
die gesprochene Sprache zu oder dient als „Kommentar zum visuellen
Geschehen“. (Hickethier, 2007, S. 98 f.)
Hickethier (2007, S. 98) unterscheidet die folgenden Arten von In-
serts:
• Dialoge der dargestellten Figuren
• Abbildungen von Texten, die das Geschehen lokalisieren.
• Szenentitel
• Zwischentexte, die die erzählte Zeit raffen
• Interpretationen von dem, was wir zu sehen bekommen
• Paraphrasierungen von dem, was im Bild zu sehen ist.
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4.4.2.2 Overlay-Insert (Einblendung)
Mit dem Einzug neuerer Filmtechniken und besserer Montage-Verfahr-
en wurde es auch möglich, Texte direkt auf das gefilmte Kamerabild
zu blenden. Dies geschieht zumeist mit dem keying effect (dt. Stanz-
Effekt) oder heute meist direkt durch Komposition des Bildes im
Computer oder einem Videomischpult. Der Vorteil eines Overlay-
Inserts liegt darin, dass die dargestellte Handlung nicht unterbrochen
werden muss. Es eignet sich daher besonders für die Darstellung
von Zusatzinformationen, die nur komparativen Wert besitzen. Da
ein Overlay-Insert meist nicht für die gesamte Dauer der Handlung
angezeigt wird, ist es üblich, den Text ein- und auszublenden. Dies
ist in gewisser Weise einer Superimposition (dt. Aufeinanderblendung)
nicht unähnlich. Die Superimposition hat jedoch eine intradiegetische
Funktion, während die Einblendung eines Textes als Overlay-Insert in
der Regel extradiegetische Informationen enthält wie Titel, Zeit, Ort
oder Namen. Es ist insofern ein Mittel, das vor Allem im Fernsehen
gebräuchlich ist und in Filmen sehr sparsam eingesetzt wird, wenn
man von der Einblendung der Mitwirkenden am Anfang eines Films
absieht.
4.4.2.3 Lower-Third (Bauchbinde)
Sowohl der englische Name Lower-Third als auch die deutsche Be-
zeichnung Bauchbinde sind eher ungewöhnliche Bezeichner. Beide be-
ziehen sich auf die Position, an der diese Variante des Overlay-Inserts
in einem Bild üblicherweise zu finden ist. Ein Lower-Third wird fast
ausschließlich im Fernsehen verwendet. Er dient der Anzeige von
Zusatzinformationen zur Sendung wie Thema oder Personen. Hierbei
gilt die inoffizielle Konvention, dass einzeilige Bauchbinden (engl. one
tier lower third) die Handlung oder die präsentierende Person bezeich-
nen. Zweizeilige Bauchbinden (engl. two tier lower third) identifizieren
Personen im Bild (Name in der ersten Zeile, weitere Beschreibung
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in der zweiten Zeile) oder zur näheren Beschreibung von Orten.
Dreizeilige Bauchbinden (engl. three tier lower third) beinhalten zusätz-
liche Informationen. Es handelt sich daher nahezu ausschließlich um
extradiegetische Sprache.
Ein Lower-Third wird, wie der Name es verrät, im unteren Drittel
des Bildes platziert. Innerhalb der Title-Safe-Zone, aber so dass die
Action-Safe-Zone nach Möglichkeit nicht verdeckt wird. Der deutsche
Begriff Bauchbinde leitet sich dementsprechend davon ab, dass in
den meisten Fällen die Einblendung genau auf Bauchhöhe der Person
erscheint, die durch die Einblendung beschrieben wird. Lower-Thirds
sind heutzutage oft nicht nur reine Texteinblendungen, sondern auf-
wendig gestaltete grafische Elemente. Sie werden mit Animationen
und Logos verstehen, die zum Corporate-Design des Senders oder
der Sendung passen. Dies trägt nicht immer zu besseren Lesbarkeit
bei und erschwert vor allem automatische Texterkennung.
4.4.2.4 Captions (Untertitel)
Captions (auch engl. subtitle, dt. Untertitel) ist um Grunde eine Variante
des Overlay-Inserts, der ausschließlich der Übersetzung oder Visuali-
sierung von gesprochener Sprache dient. Nach gängiger Konvention
findet sich der Subtitel zentriert am unteren Bildrand. Er enthält
entweder nur die weitestgehend wörtliche Übersetzung der von einer
Figur in einer fremden Sprache gesprochenen Worte oder es handelt
sich um eine Transkription für Gehörlose und kann daher zusätzliche
Informationen beinhalten wie den Namen der Person, die spricht,
emotionale Ausdrücke oder die Angabe wichtiger Geräusche, die zu
hören sind.
Captions für Gehörlose finden sich in der Regel nicht in der Kino-
fassung eines Films, sondern nur als optional zuschaltbare Anzeige
auf Trägermedien wie DVD oder BD. Captions sind daher meistens
intradiegetisch.
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Texte können auch aus der intradiegetischen Handlungswelt selbst
stammen. Die Nahaufnahme eines wichtigen Dokuments in einem
Spionagefilm oder die Darstellung eines brisanten Briefes in einer
investigativen TV-Sendung. Im Gegensatz zu in der Montage hin-
zugefügten Texten wie bei Inserts, liegt die Textebene hierbei nur
selten orthogonal zur Blickachse der Kamera. Dies erleichtert die
Erkennung von Texten, die direkt aus der Handlungswelt stammen.
Für extradiegetische Texte lassen sich ebenso Beispiele finden wie die
Liste der mitwirkenden Personen am Ende eines Spielfilms, die so
genannten Credits.
Eine besondere Form der visuellen Sprache findet sich fast nur im
Bereich des Fernsehens. Dort sind Schrifttafeln ein häufig genutzter
Informationsträger. So werden bei Hickethier (2007, S. 100) zahlreiche
Anwendungsfälle aufgezeichnet:
„In grafischen Ankündigungen und Schaubildern, Titeln
und Abspännen, Inserts in Features, Shows, Nachrich-
tensendungen sind sie ein vollständiger, auch von der
gesprochenen Sprache abgelöster Bedeutungsträger. Bei
Programmverschiebungen und brandaktuellen Ereignis-
sen können Laufbänder auch unabhängig von jedem in-
haltlichen Bezug alle Sendungen überlagern und damit
fiktionale Konstruktionen durchbrechen und Filmwirkun-
gen aufheben.“
4.4.3 Akustisches Sprechen
Die für den Zuschauer natürliche und naheliegende Form der Sprache
im Film und in Videos ist die akustische Sprache. Von allen Ver-
ständigungsformen des Menschen ist die Sprache die vielleicht dif-
ferenzierteste. Sie verfügt ebenso über einen lexikalischen Wortschatz,
grammatikalische Regeln für die Verbindung von Worten als auch die
Möglichkeit, als ein symbolisches Zeichensystem zu fungieren. Dies
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erlaubt es ihr, in ganz besonderer Weise Verbindungen zu den anderen
Modalitäten eines audiovisuellen Mediums herzustellen und diese zu
ergänzen und zu erweitern. Im Kontext dieser Untersuchung ist dabei
von besonderem Interesse, wie sich die vielfältigen Formen auditiver
Sprache in ihrem Bezug zum gezeigten Bild klassifizieren lassen.
4.4.3.1 Kommentar und Dialog
Als die beiden Grundarten der auditiven, verbalen Sprache nennt
Hickethier (2007, S. 99) den Dialog und den Kommentar. Während der
Dialog in der Regel Teil der intradiegetischen Interaktion der Figuren
ist und ein extradiegetischer Dialog eher selten zu finden ist, kann
der Kommentar die verschiedensten Formen annehmen, ähnlich den
vielen Funktionen von Intertiteln beim visuellen Sprechen. Inwiefern
zum Beispiel Innere Monologe, also die Gedanken einer Figur, dabei
als Dialog oder Kommentar zu werten sind, lässt sich pauschal nicht
beurteilen.
4.4.3.2 Räumlich-Zeitlicher Bezug
Eine Besonderheit auditiver Sprache im Video, ist ihre Fähigkeit, eine
weitaus differenziertere Verbindung zum gezeigten Bild herzustellen,
als dies mit Text möglich ist. Laut Reinhold Rauh (hier wiedergegeben
gemäß Hickethier (2007, S. 102)) spielt dabei die räumliche Klassifizie-
rung eine wichtige Rolle sowie die Art der sprachlichen Aussage:
1. Eine Stimme kann als On-Screen-Voice direkt dem Bild zugeord-
net sein, da der Zuschauer die Quelle der Stimme sieht.
2. Eine Stimme kann als Off-Screen-Voice ohne sichtbare Quelle
existieren und damit dem visuellen Raum enthoben sein.
3. Seltener kommt es vor, dass eine Stimme Non-Simultaneous ist,
also zwar räumlich zugeordnet werden kann, dagegen aber
207
4 Visuelle und Auditive Stilmittel
zeitlich deplatziert ist oder die Stimme nicht mit den Lippen-
bewegungen übereinstimmt und nachhinkt oder vorauseilt.
4. Eine Stimme kann aber auch als Voice-Over fungieren und damit
weder in räumlichen noch in zeitlichem Zusammenhang mit
dem gezeigten Bild stehen, wie es in der Regel bei den Kom-
mentaren eines Erzählers vorkommt.
4.4.3.3 Grundformen
Des Weiteren lassen sich gemäß Hickethier (2007, S. 102), Bezug
nehmend auf Rauh, vier Grundformen der Beeinflussung von Wort
und Bild benennen:
• Potenzierung - Visuelle und verbale Aussage ergänzen und
steigern sich gegenseitig.
• Modifikation - Worte und Bilder stehen in einem gewissen
Widerspruch und schränken einander ein oder relativieren ge-
machte Aussagen.
• Parallelität - Sowohl visuelle als auch auditive Aussagen enthal-
ten den gleichen Informationsgehalt. Keine der beiden Modali-
täten liefert zusätzliche Erkenntnisse.
• Divergenz - Die vom Wort und Bild gelieferten Informationen
stimmen nicht überein. Sie werden dennoch als zusammenge-
hörig empfunden und enthalten dementsprechend meist einen
metaphorischen Sinn oder eine übertragene Bedeutung.
4.4.3.4 Voice-Dubbing (Stimmen Nachvertonung)
Als Besonderheit muss auch das Dubbing erwähnt werden, die Nach-
vertonung. Sie findet sich natürlich besonders oft bei ausländischen
Filmen, bei denen Synchronsprecher ihre Stimmen im Tonstudio den
fremdsprachigen Originalschauspielern leihen, um dem Zuschauer
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das Lesen von Untertiteln zu ersparen. Diese Technik wird auch
außerhalb von Übersetzungen eingesetzt. Immer dann, wenn saube-
re Tonaufnahmen als Direct-Sound nicht möglich sind, fehlschlagen
oder aufgrund von zu lauten Umgebungsgeräuschen eine schlechte
Qualität aufweisen, wird auf das Dubbing von Stimmen zurückge-
griffen. In dem Fall vertonen sich die Schauspieler selbst. Für den
Zuschauer ist das nur dann auffällig, wenn der im Studio erzeugte
Klang eine geringe Fidelity aufweist oder nicht Lippensynchron ist.
Versucht man, Stimmen mittels einer automatischen Analyse als On-
Screen/Off-Screen zu klassifizieren, stellen nachvertonte Videos einen
zusätzlichen Spezialfall dar, der nur schwer zu differenzieren ist.
4.5 Fazit
Im Rahmen dieses Kapitels wurden die verschiedenen filmischen Stil-
mittel der einzelnen Modalitäten des audiovisuellen Mediums Film
untersucht. Die Herausforderung bestand darin, die Vielzahl an Stil-
mitteln, Eigenschaften und Aspekten zu ordnen und aufzubereiten.
Bereits die verschiedenen Definitionen und Bezeichnungen zeigen,
dass es sich um komplexes und vielschichtiges System handelt, dass
sich über mehr als einhundert Jahre entwickelte und immer noch
weiterentwickelt.
Zunächst wurden die Eigenschaften des einzelnen unbewegten Bildes
betrachtet, wie sie zum großen Teil auch Gegenstand der Photogra-
phie sind. Aber erst durch die Leistung der Kinematographie, aus
Einzelbildern die Illusion eines kontinuierlichen Filmes zu erzeugen,
erlaubt die Schaffung einer narrativen filmischen Realität. Bereits an
diesem Punkt verleiht die Kinematographie dem Film eine breite
Palette von Stilmitteln. Das bewegte Bild ist damit die erste Modalität
eines audiovisuellen Mediums.
Die zweite Modalität bildet der Ton. Er ist weitaus schwieriger in
seinen Aspekten zu beschreiben. Besonders die Diskrepanz zwischen
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den technischen Parametern der Tonaufzeichnung bzw. Wiedergabe,
den Wahrnehmungseigenschaften und dem tatsächlichen Empfinden
des Rezipienten erschweren die Formulierung konkreter Stilmittel.
Dies mag ein Ausdruck der konnotativen Eigenschaften des Tons
sein.
Obwohl dem Ton im Film eine wichtige Bedeutung zu kommt, findet
sich relativ wenig Literatur die geeignet wäre Stilmittel anhand ihrer
konkreten Funktionen zu beschreiben. Dies ist nicht zuletzt darin
begründet, dass sich die Eigenschaften und Funktionen des Tons
schwer beschreiben und klassifizieren lassen. Es gibt die allgemeinen
technischen Parameter, die aber kaum geeignet sind um das Höremp-
finden zu beschreiben.
Die hier genannten Eigenschaften beziehen sich dagegen vornehmlich
auf die Empfindung von Geräuschen und Tönen. Während sich
definieren lässt, dass zum Beispiel Musik genutzt werden kann, um
Spannung zu erzeugen, lässt sich kein konkretes Muster beschreiben,
woran eine Musik zu erkennen ist, die sich hierfür eignet. Töne und
Musik sind in ihrer Wirkung höchst subjektiv. Gerade das ist aber auch
ihre besondere Fähigkeit. Sie können Stimmungen und Emotionen
evozieren.
Als Fazit lässt sich daher hier nur zusammenfassen, dass sich Töne
und Musik für den Einsatz in bestimmten Funktionen und Bauformen
eignen. Dass diese aber nur in groben Kategorien benannt werden
können. Alleine die Vielfalt möglicher Töne, Geräusche, Signal und
ihrer Variationen machen es kaum möglich daraus archetypische Stil-
mittel abzuleiten. Eine konkretere Beschreibung ist so nur anhand von
Beispielen aus Filmen und Videos möglich, die dann aber nur lokale
Gültigkeit besitzen. Dennoch lassen sich diese groben Kategorien
nutzen, um vorhandene Geräusche in einem Film zumindest in einen
Zusammenhang zu setzten.
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Die Sprache wurde als dritte Modalität neben der visuellen und
der auditiven Modalität definiert. Dies mag durchaus Anstoß zu
Diskussionen geben, da Sprache in einem audiovisuellen Medium
grundsätzlich in Form von Bild oder Ton enthalten sein muss. Die
Entscheidung, Sprache als eigene Modalität zu führen erscheint den-
noch sinnvoll. Ihre Bedeutungsebene ist im Film weniger an ihre Dar-
stellungsform gebunden als an ihre Ausdrucksstärke. Es ist für eine
narrative Handlung kaum von Bedeutung, ob die Worte akustisch
zu hören sind oder als Untertitel eingeblendet werden. In der Praxis
gibt dagegen die Wahl des Stilmittels, mit dem die Sprache in den
Film integriert wird, wertvolle Hinweise über ihren Kontext und ihre
Verbindung zu den anderen Modalitäten.
Die Sprache ist gleichzeitig der denotativ ausdruckstärkste Kanal.
Dies ist natürlich damit verbunden, dass die Sprache an sich ein
sehr ausdrucksstarkes Medium ist. Interessanterweise zeigen sich
auch die mit der Sprache im Film verbundenen Stilmittel als sehr
prägnant. Ein erkennbarer Text im Bild kann vergleichsweise einfach
über seine Position, Dauer oder Darstellungsform einem Bedeutungs-
kontext zugeordnet werden. Übersetzungen erscheinen in der Regel
unten zentriert und wechseln periodisch ihren Inhalt. Lower-Third
im besagten unteren Drittel, stehen aber am Rand und werden nur
für eine gewisse Dauer eingeblendet. Zwischentitel dagegen stehen
alleine und zwischen den sonstigen Shots.
Selbst auditive Sprache lässt sich in gewisse Funktionstypen einteilen
und unterscheiden. Gelingt es, sie in einen funktionalen Zusammen-
hang mit dem Bild zu bringen und zu klassifizieren, lässt sich hieraus
bereits eine Bedeutungsebene konstruieren, noch bevor die eigentliche
inhaltliche Bedeutung der Sprache entschlüsselt wäre. Speziell diese
inhaltliche Bedeutung stellt für automatische Analyseverfahren auch
heute noch ein großes Problem dar. Computer verstehen nicht den
Inhalt des Gesagten oder Geschriebenen. Gerade daher wäre die
Erkennung, in welchem Kontext Wort und Bild zueinander stehen ein
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entscheidender Schritt bei der Entschlüsselung weiterer semantischer
Konzepte.
Lassen sich nun Bedeutungsinhalte, semantische Konzepte oder zu-
mindest Szenengrenzen bzw. Syntagmen anhand der erläuterten Stil-
mittel erkennen und klassifizieren? Verschiedene Ansätze haben sich
mit dieser Frage schon beschäftigt. Die meisten Stilelemente tragen
eine gewisse Bedeutung. Einzelne Aspekte sind durchaus geeignet,
aus ihnen Inhalte und Konzepte zu extrahieren. Leider bleiben diese
Konzepte dabei meist isoliert. Sie besitzen nur lokale Gültigkeit und
es ist nicht ohne Weiteres zu erkennen, ob sie in Beziehung zu anderen
Elementen oder anderen Shots stehen.
Bereits im Kapitel 3.311 wurde dargelegt, dass am Anfang einer Ana-
lyse die Dokumentation von vorhandenen Stilmitteln und Abläufen
steht. Die hier diskutierten Stilmittel bilden also die Grundbausteine.
Die Besonderheit audiovisueller Medien liegt aber darin, dass sie aus
mehr als einer Modalität zusammengesetzt sind. Erst die Beziehungen
und Interaktionen zwischen den einzelnen Modalitäten kann Hinwei-
se auf den Gesamtzusammenhang liefern, selbst wenn das Ziel nur die
Erkennung einzelner Konzepte oder Strukturen ist. Die Beziehungen
der einzelnen Elemente bilden eine übergeordnete semantische Ebene.
Sie ist das Arbeitsgebiet der Montage.
11Kapitel 3.3: Methoden der Filmanalyse, S. 118
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Als sich das Medium Film vor mehr als einhundert Jahren entwickelte,
war es nur möglich, Filmrollen von kaum mehr als einer Minute
Laufzeit herzustellen. Frühe Filmaufnahmen sind daher auch selten
länger und zeigen meistens dokumentarisch die Aufzeichnung dama-
liger Ereignisse. Das Medium entwickelte sich aber schnell und wurde
auch für narrative fiktionale Geschichten interessant. Es entwickelte
sich etwas, das häufig als visuelle Sprache des Films bezeichnet
wird. Der Videoschnitt bzw. die Montage wandelte sich vom reinen
Kürzen überflüssigen Materials (engl. trimming) zu einer Form des
Editierens und Gestaltens der Handlungsabfolge. Eine breite Palette
an Werkzeugen wurde entwickelt, die es dem Editor ermöglichen,
verschiedenste Einzelbildfolgen (Shots) nebeneinander zu positionie-
ren und sie zu nutzen, um die Narration voranzutreiben. Die Regeln
und Werkzeuge unterliegen dabei einem stetigen Wandel und der
Weiterentwicklung. Verschiedene Grundsätze bleiben dabei jedoch
auch heute noch weitestgehend erhalten. (Bowen & Thompson, 2013,
S. 2)
Spätestens in den 1920er Jahren wurde die Montage immer bedeu-
tender. Es entwickelte sich ein filmästhetischer Dialog und auch
eine Theorie. Bedeutende Filmemacher wie Eisenstein, Pudovkin
und Vertov begannen, eigene Stile zu entwickeln. Der besonders in
Deutschland verbreitete Begriff Schnitt ist irreführend. Er geht vor
allem auf die Frühzeit des Films zurück, als das Filmmaterial noch
wirklich mit einer Schere oder einem Messer zerschnitten wurde,
um dann wieder in anderer Kombination zusammengeklebt zu wer-
den. Die Aufgabe des Videoschnitts ist aber nicht einfach nur das
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Beschneiden des Materials. Die Montage im engeren Sinne umfasst,
wie beschrieben bei Hickethier (2007, S. 139 f.) zwei Aspekte: Erstens
die verschiedenen Aufnahmen (engl. takes), die aus verschiedenen
Positionen und Perspektiven eine Handlung aufgezeichnet haben (frz.
Découpage). Zweitens die Selektion, Trimmung und das Arrangement
der Aufnahmen (engl. editing) als Shots. Dies geschieht zumeist in
einer Form, die den Eindruck eines gleichmäßigen Handlungsflusses
erwecken soll (engl. continuity). Eine der großen Fähigkeiten der
Montage ist es, durch die geeignete Positionierung von Shots und von
Übergängen zwischen ihnen, bedeutungstragende Beziehungen zu
definieren. Bewegungen, visuelle Ähnlichkeiten, Identitäten und Ide-
en sind dabei die Bedeutungselemente, die durch das “In-Beziehung-
Setzten“ (Hickethier, 2007, S. 141) die eigentliche erzählerische Kraft
des Mediums Film bilden.
5.1 Workflow der Post-Production
Der Prozess der Montage oder des Editing, in der Filmindustrie
meistens als Post-Production bezeichnet, umfasst mehrere Schritte.
Der hier vorgestellte Workflow ist exemplarisch für das allgemeine
Vorgehen und kann in konkreten Filmprojekten auch abweichen und
bedeutend komplexer sein. Je nach Größe der Filmproduktion können
alle Schritte von einer einzelnen Person durchgeführt werden oder
es können hunderte Personen beteiligt sein. Daher wird hier auch
vornehmlich der Begriff Filmemacher als Synonym verwendet, ohne
dabei näher auf die verschiedenen Berufsbezeichnungen einzelner
Beteiligter einzugehen.
Die einzelnen Hauptphasen gliedern sich nach Bowen und Thompson
(2013, S. 7 ff.) in die folgenden Schritte:
1. „Acquire“
2. „Organize“
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3. „Review and select“
4. „Assemble“
5. „Rough-Cut
6. „Fine-Cut“
7. „Picture lock“
8. „Master and deliver"
Filmaufnahmen können auf den verschiedensten Trägermedien auf-
gezeichnet werden. Ursprünglich wurden Filme auf Filmrollen (engl.
reels) aufgenommen, die erst entwickelt und belichtet werden muss-
ten. Dies ist auch heute noch zu finden. Zusätzlich kommen Magnet-
kassetten (engl. tapes) in verschiedensten Bauformen zum Einsatz,
insbesondere beim Fernsehen. Mittlerweile werden primär digitale
Aufzeichnungsverfahren genutzt. Hierbei sind Speicherkarten oder
Festplatten in Verwendung.
Bei fast allen Verfahren, auch den digitalen, ist eine Vorverarbeitung
nötig, um sie für den Videoschnitt aufzubereiten. Da heutzutage fast
immer Computer bei der Post-Production eingesetzt werden, umfasst
dies häufig die Digitalisierung, Encodierung oder Transcodierung
in ein geeignetes digitales Videoformat. Der Ton wird dabei nicht
immer zusammen mit dem Bild aufgezeichnet. Oft sind separate
Aufnahmegeräte im Einsatz, bei denen der Ton später mit den Bildern
synchronisiert werden muss. In der Anfangszeit des Tonfilms war dies
immer der Fall. (Bowen & Thompson, 2013, S. 7)
Das gesamte Filmmaterial muss organisiert und gesichtet werden.
Es besteht aus zum Teil dutzenden Rollen, Kassetten oder mehreren
Gigabyte oder Terabyte Daten. Laut einer Faustregel werden im
Durchschnitt für jede Filmminute sechs bis zehn Minuten Rohmaterial
aufgezeichnet. Diese Datenmengen sind nur beherrschbar, wenn sie
gruppiert, verschlagwortet und unbrauchbare Teile entfernt wurden.
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Eine zeitraubende und zum Teil frustrierende Arbeit, die meistens von
assistant editors übernommen wird. (Bowen & Thompson, 2013, S. 7
f.)
Bei klassischen Filmen werden Szenen oft mehrfach wiederholt. Das
gesamte Material muss daher gesichtet werden (engl. review). Aus
den zur Verfügung stehenden Varianten werden jene ausgewählt, die
den Vorstellungen des Regisseurs und des Produzenten am besten
entsprechen (engl. selection). Diese Auswahl trifft daher der Editor
in der Regel auch gemeinsam mit dem Regisseur bzw. Produzen-
ten. Dabei werden aber auch Aufnahmen ausgewählt, die später
als Begleitmaterial oder für Zwischenschnitte aufgenommen wurden.
Zum Teil werden solche Aufnahmen auch gezielt bei der Produktion
beauftragt und als B-Roll Material bezeichnet. (Bowen & Thompson,
2013, S. 8)
Alle wichtigen Teile und Takes, die ausgewählt wurden werden
zunächst in ihre logische Reihenfolge oder Sequence gebracht. Bei
einem narrativen Film existiert hierzu ein Drehbuch (engl. script)
oder sogar ein gezeichnetes Storyboard. Bei einer Dokumentation
oder einem Nachrichtenbeitrag existiert in der Regel ebenfalls ein
schriftlicher Ablaufplan oder Manuskript, an dem eine Orientierung
möglich ist. Nach diesem Schritt sollte der zusammengesetzte Film
erste erkennbare Formen annehmen. (Bowen & Thompson, 2013, S.
8)
Noch ist das montiere Video oder der Film zu lang und wenig
ausgearbeitet. Während des Rough-Cut werden die verwendeten Takes
vorläufig auf ihre endgültige Länge getrimmt. Vorläufige Grafiken
und Texte werden eingefügt und der noch nicht ausbalancierte Ton
wird mit den Video-Sequenzen verbunden. Der narrative Fluss ist
bereits erkennbar, auch das grobe Tempo ist festgelegt. Insgesamt ist
die Montage aber noch eher roh. Auf Basis dieser Version können
aber bereits verschiedene Entscheidungen getroffen werden. Es wer-
den verschiedene Lösungen und Varianten durchprobiert und den
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Verantwortlichen vorgestellt. Zu diesem Zeitpunkt sind aber noch alle
Entscheidungen umkehrbar. (Bowen & Thompson, 2013, S. 8)
Nachdem alle Details ausgearbeitet wurden, die Shots nochmals ei-
nem framegenauen Trimming unterzogen wurden und alle wichtigen
künstlerischen Entscheidungen getroffen wurden, spricht man von
Fine-Cut. Zu diesem Zeitpunkt sind sich alle Verantwortlichen dar-
über einig, dass keine großen Änderungen mehr erforderlich sind und
der montierte Film auch einem erweiterten Personenkreis vorgestellt
werden kann. Zwischen dem Rough-Cut und dem Fine-Cut können
mehrere Zyklen der Bearbeitung liegen. (Bowen & Thompson, 2013,
S. 8)
Picture-Lock bezeichnet den Zeitpunkt und Zustand, an dem die
Entscheidung fällt, dass alle Arbeiten an der Montage abgeschlossen
sind und es keine weiteren Änderungen geben wird. Die Montage
der Shots und Transitionen, das Timing und die Entwicklung der
Narration sind final. Ab diesem Zeitpunkt kann damit begonnen
werden, die Teile des Films fertigzustellen, die von der fertigen
Montage abhängen. Dies sind in der Regel das Audio-Mixing, die
Filmmusik und die Fertigstellung von Animationen, Grafiken und
Computer-Effekten. (Bowen & Thompson, 2013, S. 8 f.)
Nach Abschluss aller Arbeiten ist der letzte Schritt die Erstellung des
Masters. Hierbei wird das Gesamtwerk in einer hohen Qualität geren-
dert bzw. ausbelichtet. Dies ist die Urkopie des Films, anhand derer
nun die verschiedenen Kopien für die Veröffentlichung hergestellt
werden können. Je nach Zweck und Epoche können die Trägermedien
Kinofilmrollen, Kassetten oder andere digitale Speichermedien sein.
Insbesondere bei analogen Filmen kommt diesem Schritt eine große
Bedeutung zu, da jeder Kopiervorgang mit einem Qualitätsverlust
behaftet ist. (Bowen & Thompson, 2013, S. 9)
Der hier vorgestellte Workflow der Post-Production versteht sich nur
als ein prototypisches Beispiel (siehe Abbildung 5.1). Die Produktion
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Abbildung 5.1: Phasen der Post-Production und Montage. (Bowen & Thompson, 2013,
S.9)
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eines Films, insbesondere wenn es sich dabei um ein kommerzielles
großes Projekt handelt, ist ein komplexes Unterfangen. Die Post-
Production ist dabei ein mehrstufiger und meist auch iterativer Pro-
zess.
5.2 Transitionen
Die Montage wird seit den 1920er Jahren konsequent im Film ein-
gesetzt. Dennoch muss ein Film nicht zwangsläufig erst durch seine
Montage entstehen. Viele große Filme der Geschichte kommen mit
relativ wenigen Schnitten aus bzw. bestehen aus langen Einstellungen,
den sogenannten Long-Takes oder Plan-Séquences. Zu nennen sind
hier unter anderem Ingeborg Holm (S 1913), Touch of Evil (D 1958)
oder Russkiy kovcheg (D 2002). Das Kinematographische Stilmittel des
Long-Takes wurde bereits im Kapitel 4.2.2.11 beschrieben. (Bordwell
& Thompson, 2012, S. 218)
Bei der Montage einzelner Sequenzen sind zunächst die einfachen und
grundlegenden Überblendungen und Transitionen (engl. transitions)
zu nennen mit denen zwei Shots miteinander verbunden werden
können. So vielfältig dabei auch die Palette moderner Videoschnitt-
Programme ist, einfache Transitionen stellen nicht den eigentlichen
Kern der Montage dar und haben nur eine geringe, simple semanti-
sche Aussagekraft.
Unabhängig davon, welche Transition, also welcher verbindende
Übergang, zwischen zwei Aufnahmen gewählt wird, gibt es im
Grunde nur zwei Typen von Transitionen zwischen zwei Shots: Die
harte, nahtlose Transition und weiche, graduelle Transitionen. Während
der harte Schnitt als der Normalfall gilt, stellen weiche Schnitte eine
Ausnahme dar, stechen heraus und sind eine Abwechslung. Damit
sind sie auch bedeutungstragender und semantisch motiviert. (Gräf
et al., 2014, S. 147 f.)
1Kapitel 4.2.2.1: Long-Take/Plan-Sequence, S. 176
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Hierbei muss aber differenziert werden. Unerfahrene Anwender nut-
zen oftmals alle ihnen vom Videoschnittprogramm zur Verfügung
gestellten Möglichkeiten für Effekte und Transitionen. Die dabei
entstehenden audiovisuellen Dokumente lassen oft schon aufgrund
dessen ihre Herkunft deutlich erkennen. Hingegen setzen professio-
nelle Editoren solche Effekt-Transitionen äußerst sparsam ein und
wenn, dann stets ganz bewusst. Die überwiegende Mehrheit aller
Übergänge in Film- und Fernsehproduktionen sind einfache, harte
Schnitte. Wird hiervon abgewichen, stellt der verwendete Übergang
fast immer eine Trennlinie zwischen zwei Orten, Handlungen oder
Zeiten dar. Um welche Art des Transition-Effektes es sich dabei
handelt, ist von untergeordneter Bedeutung. In der von Semiotik ge-
prägten Filmwissenschaft, werden diese weichen Schnitte direkt mit
Satzzeichen wie dem Punkt oder dem Komma als Gliederungssymbol
verglichen. (Monaco, 2009, S. 242)
Im Folgenden wird eine Übersicht über die verbreitetsten Transitionen
gegeben. Sie ist keineswegs als abschließende Auflistung zu verste-
hen. Insbesondere exotische Effekte werden hierbei ausgelassen, da
diese in der Regel nur von ästhetischem Interesse sind, aber keine
eigene Bedeutung besitzen, sondern nur Variationen der klassischen
Transitionen darstellen. Die drei einfachsten Transitionen Straight-
Cut, Dissolve und Fade lassen sich grundsätzlich auch auf den
Schnitt der Tonspur anwenden und sind damit nicht nur als visuelle
Transitionen zu finden.
5.2.1 Straight-Cut
Die einfachste und häufigste Transition zwischen zwei Shots ist der
direkte übergangslose Schnitt, der Straight-Cut (auch nahtloser Schnitt,
unsichtbarer Schnitt, harter Schnitt oder engl. hard cut bzw. cut genannt).
Tatsächlich wird der abrupte Wechsel zwischen unterschiedlichen
Shots als die natürlichste Transition angesehen. (Hickethier, 2007, S.
143)
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Gräf, Grossmann, Klimczak, Krah und Wagner (2014, S. 148) erläutern
hierzu, dass die übergangslose Aneinanderreihung die Häufigste sei.
Sie sei damit die Standard-Konjunktion und so dominant, dass sie
im Bildfluss nicht mehr wahrgenommen werde. Daher sei sie im
Normalfall semantisch neutral und nicht bedeutungstragend.
Die Annahme liegt nahe, dass ein so abrupter Wechsel zwischen
unterschiedlichen Shots auf den Zuschauer verwirrend wirken. Das
Gegenteil jedoch ist der Fall. Dies liegt nicht zuletzt daran, dass das
menschliche Auge sich selbst unaufhörlich abrupt bewegt und ständig
zwischen verschiedenen Objekten und Personen hin- und herspringt.
Diese Bewegungen werden vom Menschen allerdings nicht bewusst
wahrgenommen. Der Cut ist also die Basisform der Aneinanderrei-
hung, oder Konjunktion, von Shots. Abweichungen hiervon erfolgen
begründet und in der Regel in Form von graduellen Übergängen
(weiche Schnitte).
5.2.2 Dissolve (Überblendung)
Das einfachste Beispiel für einen weichen Schnitt ist der Dissolve
(auch engl. crossfade“ oder Überblendung*). Hierbei werden die beiden
aufeinanderfolgenden Shots leicht überlappend abgespielt und mit-
tels eines digitalen Effekts, oder früher mittels doppelter Belichtung,
langsam ineinander überblendet (siehe Abbildung 5.2). Wie lange der
Dissolve dauert ist im Prinzip dem Editor überlassen. (Bordwell &
Thompson, 2012, S. 219)
Nicht verwechselt werden sollte der Dissolve mit der Superimposi-
tion. Der Dissolve hebt sich damit, durch seinen sanften Übergang,
stark von den sonst üblichen harten Schnitten ab. Er verbraucht
relativ viel Zeit und erweckt beim Zuschauer den Eindruck, dass
die Handlung im sich ausblendenden Shot fortsetzt während sich
der Zuschauer entfernt. Genau aus diesem Grund ist der Dissolve
im klassischen Kino besonders beliebt, um den Übergang zu einem
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Abbildung 5.2: Beispiel einer Dissolve-Transition. (Bowen & Thompson, 2013, S. 83)
späteren Zeitpunkt in der Story darzustellen. Er symbolisiert also
oft das Überspringen eines längeren Zeitintervalls, ggf. zusätzlich
auch den Übergang zu einem anderen Ort. In der Deutungsweise
der Filmsemiotik entspricht ein Dissolve, durch seine Überlagerung
zweier Shots, einem Komma. James Monaco bemerkt hierzu, dass ein
Dissolve vielen Zwecken dienen kann. Er werde oft zur Einleitung
von Rückblenden genutzt, ebenso bei der erzählerischen Montage des
Jump-Cuts, während er genauso auch Vergehen größerer Zeitinterval-
le darstellen könne. Sie „ (. . . ) ist im Film das Interpunktionszeichen, das
Bilder vermischt, während es sie gleichzeitig verbindet.“ (Monaco, 2009, S.
242)
Nach Bowen und Thompson (2013, S. 80 f.) wird ein Dissolve korrek-
terweise angewendet um:
222
5.2 Transitionen
• Einen Wechsel der Zeit anzuzeigen.
• Einen Wechsel der Örtlichkeit anzuzeigen.
• Anzuzeigen, dass der Zeitverlauf beschleunigt oder verlang-
samt wird. (Auch bei Flashbacks)
• Bei einer emotionalen Wirkung bezüglich eines Subjekts der
Handlung.
• Bei einer starken visuellen Verbindung zwischen dem Shot, der
endet und dem, der beginnt.
5.2.3 Fade (Blende)
Ein Spezialfall des Dissolve sind Fade-In und Fade-Out (dt. Aufblenden
und Abblenden, auch Fade-Up/Fade-Down). Im Grunde wird, ebenso
wie beim Dissolve, langsam zwischen zwei Shots überblendet. Einer
der Shots ist dabei aber ein konstantes schwarzes Bild. Beim Fade-
In wird beginnend mit einem schwarzen Bild der handlungstragende
Shot aufgeblendet; beim Fade-Out wird genau gegenteilig der Shot
in ein schwarzes Bild überblendet (siehe Abbildung 5.3). Wie beim
Dissolve ist die Effektdauer frei dem Editor überlassen. (Bordwell &
Thompson, 2012, S. 219)
Während die Überblendung mit Schwarz (Fade-to-Black) die typische
Form eines Fade ist, lässt sich derselbe Effekt natürlich auch mit Weiß
(Fade-to-White) oder eher selten anderen Farben (Fade-to-Color) er-
reichen. Die Verwendung von Farben, statt Schwarz und Weiß stammt
vor allem aus den 1960er und 1970er Jahren und Filmemachern wie
Ingmar Bergman und Jean-Luc Godard. (Monaco, 2009, S. 242)
Die klassische Anwendung für Fade-In und Fade-Out sind Beginn
und Ende einer Szene oder Handlungssequenz. Insofern sind sie
Vergleichbar mit Öffnen und Schließen des Vorhangs in einem Theater
zur Überleitung von Aufzügen und Akten. James Monaco beschreibt
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Abbildung 5.3: Beispiel einer Kombination aus Fade-Out und Fade-In. (Bowen &
Thompson, 2013, S. 87)
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die Funktion des Fades damit, dass er Beziehung zwischen zwei Shots
herstellen könne, wenn es sich auch um kein direktes Bindeglied
handle. In seiner von semiotischer Filmtheorie geprägten Darstellung
entspricht ein Fade am ehesten einem Punkt als Satz-Ende oder Satz-
Anfang. (Monaco, 2009, S. 242)
Bowen und Thompson (2013, S. 86 f.) beschreibt die korrekte Anwen-
dung für Fades in den folgenden Fällen:
• Beginn oder Ende eines Programms.
• Beginn oder Ende eines Kapitels, Szene, Sequenz oder Akts.
• Wechsel der Zeit.
• Wechsel der Örtlichkeit.
Eine größere Zahl von Trickblenden wurde von Filmemachern frü-
herer Zeiten benutzt. Insbesondere in den 1930er und 1940er Jah-
ren. (Monaco, 2009, S. 240 f.)
Heutzutage werden in der Regel innerhalb eines Werkes selten
mehr als zwei oder drei unterschiedliche Effekte eingesetzt. Zum
Beispiel wird eine sanfte Überblendung auf Schwarz im klassischen
Hollywood Kino häufig für die Trennung zweier Szenen verwen-
det, während ein weiterer, stärkerer Effekt genutzt wird, um dem
Zuschauer den Beginn einer Traumsequenz anzudeuten. Auch in
modernen Fernseh-Produktionen werden solche Effekte gelegentlich
noch bewusst eingesetzt. Die heutige digitale Technik erlaubt immer
mehr und aufwendigere Effekte. Sie lassen sich aber meist von ihren
Grundformen ableiten.
5.2.4 Iris-Transition (Iris-Blende)
Die Iris-Blende (auch engl. iris in/-out, iris wipe, circle-in/-out) ist eine
Variante der Kastenblende mit einer runden Maske, die an eine Kame-
rablende erinnert. Mit ihrem sich vergrößernden oder verkleinernden
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Kreis wurde sie als erzählerisches Mittel ähnlich einer Auf- oder
Abblende, vor allem in den 1910er und 1920er Jahren eingesetzt
(oder später als filmisches Zitat auf diese Zeit) um eine Szenengrenze
anzudeuten. Mit Beginn der Tonfilm-Zeit wurde sie vermehrt zur
Andeutung von Elliptical-Editing verwendet. Sie wurde aber auch
genutzt um bestimme Elemente des Bildes hervorzuheben oder aus
ihrer Umgebung herauszulösen (siehe Abbildung 5.4). (Bordwell &
Thompson, 2012, S. 502)
Abbildung 5.4: Iris-Blende im Film Tirez sur le pianiste (F 1960).
5.2.5 Wipe-Transition (Wischer-Blende)
Bei einer Wischer-Blende (engl. Wipe) ersetzt das Bild des nachfol-
genden Shots das seines Vorgängers mit Hilfe einer Randlinie die
sich über den Bildschirm bewegt. Dies geschieht zumeist von links
nach rechts, entsprechend der im Westen üblichen Leserichtung. Beide
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Bilder sind kurze Zeit gleichzeitig zu Teilen zu sehen (siehe Abbildung
5.5), aber ohne dass sie sich überblenden. (Bordwell & Thompson,
2012, S. 219)
Die Wischer-Blende wird häufig genutzt, um den Wechsel zu ei-
nem anderen Handlungsort zu markieren. Sie ist damit gleichzeitig
eine mögliche Markierung für eine Szenengrenze. Bei Bowen und
Thompson (2013, S. 84 f.) werden die Anwendungszwecke wie folgt
beschrieben:
• Wechsel in der Zeit.
• Wechsel der Örtlichkeit.
• Es existiert keine starke visuelle Verbindung zwischen dem Shot
der endet und dem der beginnt.
• Wenn das Filmprojekt stärkere, graphische Elemente erfordert,
zum Beispiel um die Zuschauer mit den Effekten zu unterhalten.
Abbildung 5.5: Beispiel einer diagonalen Wipe-Blende. (Bowen & Thompson, 2013, S.
86)
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5.3 Mise-en-Scène (Innere Montage)
Im vorangegangen Kapitel wurden die verschiedenen Methoden der
Transitionen zwischen einzelnen Shots oder Aufnahmen diskutiert.
Eine Montage kann aber auch innerhalb einer durchgängigen Ka-
meraaufnahme ohne den Einsatz von Transitionen oder Shots um-
gesetzt werden. Hierfür steht der Begriff der Inneren Montage oder
Internen Montage. Gemeint sind eine Reihe von Stilmitteln, die es
erlauben, inhaltliche Ausdrücke und Beziehungen von Elementen zu
verdeutlichen, ohne sie als isolierte Elemente aneinanderzureihen. Zu
den verwendeten Methoden gehören Stilmittel der Mise-en-Scène, der
Kinematographie sowie der Computer-Tricktechnik. Ihr gemeinsamer
Einsatzzweck für die Innere Montage erfordert es, sie an dieser Stelle
gesondert zu betrachten.
Der Begriff Mise-en-Scène (dt. in Szene setzen) stammt ursprünglich
aus dem Theater und beschreibt die verschiedenen Aspekte der Insze-
nierung. Dieselben Aspekte werden verschiedentlich auch beim Film
mit diesem Wort bezeichnet. Es hat sich aber auch eine eigenständige
Definition des Begriffs für den Film etabliert. In diesem Kontext soll
der Begriff hier nur als auf die Innere Montage bezogen verstanden
sein. Eine umfassendere Darstellung der Inszenierung findet sich bei
Bordwell und Thompson (2012, S. 112 ff.). Die hier dargestellten
Formen der Mise-en-Scène beziehen sich primär auf ihren Einsatz
als Mittel der (Inneren) Montage. Die folgenden Aspekte werden
nicht betrachtet, lediglich in einigen Auszügen finden Teilaspekte
Erwähnung:
• Ausstattung und Requisiten
• Bühnenbild und Szenenaufbauten
• Kostüme und Make-up
• Choreographie, schauspielerische Regie
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• Gestik, Mimik und Staging
• Licht und Beleuchtung
• Räumliche Bildkomposition, Bildraum und Figurenkonstellatio-
nen
• Tricktechniken, Projektionen, Mehrfachbelichtungen
5.3.1 Montage durch Positionierung
Eine der naheliegenden Ansätze eine innere Montage, also die Zu-
sammenfügung oder Trennung von Elementen eines Shots, durchzu-
führen, ist eine räumliche Positionierung anzuordnen. Im Grunde ist
dies eine Methode der Inszenierung, also der Mise-en-Scène, wie sie
auch am Theater oder der Oper genutzt wird. Der Abstand in dem
Personen zueinander stehen (oder aus dem Blickwinkel der Kamera
erscheinen) gibt dem Zuschauer Hinweise darüber, wer mit wem im
welcher Beziehung steht.
Abbildung 5.6: Die Komposition eines Bildes kann auf drei Ebenen erfolgen: Geogra-
phische Ebene, Bildebene und Tiefenebene. (Monaco, 2009, S. 202)
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Ein Liebespaar, das ganz eng beieinander ist oder ein streitendes
Ehepaar, dessen scheinbar großen räumlicher Abstand zwischen ein-
ander die große persönliche Distanz sichtbar werden lässt, sind solche
Stilmittel. Insbesondere bei Long-Takes, wie in Russkiy kovcheg (RU, D
2002), erlaubt die geschickte Positionierung einzelner Personen und
Gruppen, die durch die Bewegung der Kamera in das Blickfeld des
Zuschauers geraten und wieder daraus verschwinden, sowohl zeitli-
che als auch räumliche Trennungen und Montagen durchzuführen.
(a) (b) (c)
Abbildung 5.7: Beispiel einer Montage durch Positionierung aus dem Film Three Kings
(USA/AU 1999). (Bordwell & Thompson, 2012, S. 152)
Eine Sequenz aus Three Kings (USA/AU 1999) verdeutlicht wie die Po-
sitionierung eines Charakters genutzt werden kann (siehe Abbildung
5.7): Chief Elgin teilt einer Gruppe Soldaten (nicht im Bild) mit, dass
ihr Vorgesetzter auf dem Weg ist. Dabei ist die Figur des Chief Elgin
leicht deplatziert. Normalerweise würde er als einzige Figur im Bild
weiter rechts stehen und einen größeren Raum zwischen sich und den
Soldaten lassen, die entsprechend seiner Blickrichtung links hinter der
Kamera zu vermuten sind. Stattdessen steht er links von der Bildmitte
und gibt damit den Blick auf den Zelteingang frei. Dies erzeugt beim
Zuschauer gleichzeitig die Erwartung, dass etwas gleich durch diesen
Eingang kommen könnte. Ohne dass es dem Zuschauer bewusst ist,
bereitet der Regisseur den Zuschauer unterbewusst darauf vor, dass
etwas passieren wird. Der Vorgesetzte betritt das Zelt, umrundet den
Chief und positioniert sich in dem freien Raum rechts im Bild. Dabei
kommt er der Kamera so nahe, dass aus dem anfänglichen Medium-
Close-Up ein sehr eindringlicher Close-Up wird. Die Aufmerksamkeit
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des Zuschauers wird sowohl auf den Vorgesetzten gelenkt, als auch
dessen Autorität eindringlich verstärkt. (Bordwell & Thompson, 2012,
S. 152)
Man hätte diese Sequenz natürlich auch mit mehreren Shots und
verschiedenen Einstellungsgrößen darstellen können. Durch die hier
angewendete Methode konnte der Regisseur aber ohne einen einzigen
Schnitt und mittels Innerer Montage mehrere Handlungsabschnitte
verbinden und mehrere Einstellungsgrößen einsetzen, ohne dabei
die Kamera neu positionieren zu müssen. Es stehen verschiedene
Ebenen für die Positionierung und Komposition zur Verfügung (siehe
Abbildung 5.6).
5.3.2 Racking-Focus (Schärfeverlagerung)
Am zuvor genannten Beispiel lässt sich ein weiteres Stilmittel der
Inneren Montage verdeutlichen. Zu Beginn der Sequenz befindet sich
der Chief im Schärfebereich der Kamera, am Ende der Sequenz ist er
dagegen unscharf und stattdessen der Vorgesetzte im Schärfebereich.
Die Schärfeverlagerung (engl. racking focus/pulling focus) ist ebenfalls
ein Stilmittel der Inneren Montage. Da Kameraobjektive nur einen
sehr flachen Bereich besitzen, in dem sie die optimale Schärfe abbilden
können, ist es möglich durch eine geschickte Positionierung von
Elementen in der Tiefe des Bildes (Tiefenstaffelung) eine räumliche
Trennung herbeizuführen. Obwohl der Chief und der Vorgesetzte
auf der Bildebene dicht beieinanderstehen, sorgt die Tiefenunschärfe
dafür, dass der unterschiedliche Abstand Beider von der Kamera
verdeutlicht wird. Der Chief wirkt weit von dem Vorgesetzten im
Vordergrund entfernt. Die gebrüllten Worte scheinen ihn genauso zu
treffen wie die Soldaten außerhalb des Sichtfeldes. Mehr noch: Sein
erschrockener Gesichtsausdruck direkt in die Kamera vermittelt dem
Zuschauer, welchen Schrecken wohl erst die Angebrüllten empfinden
müssen.
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Es sind viele Anwendungen für die Schärfeverlagerung denkbar.
Sie können dazu dienen die Aufmerksamkeit des Zuschauers auf
einen anderen Bereich oder Charakter innerhalb der Handlung zu
lenken. Sie trennen damit Handlungselemente, so wie es sonst nur ein
Wechsel zum nächsten Shot könnte.
5.3.3 Superimposition (Aufeinanderblendung)
Bei der Superimposition (dt. Aufeinanderblendung) kommt derselbe
Effekt wie beim Dissolve zum Einsatz. Das hineingeblendete Bild,
oder der Shot, führt aber nicht die Handlung fort. Stattdessen wird
die Überblendung nicht bis zum Ende ausgeführt, beide Shots bleiben
sichtbar. Nach wenigen Augenblicken wird dann das Bild wieder
auf den ursprünglichen Shot zurückgeblendet. Ursprünglich wurde
Superimpositions durch Doppelbelichtung erzeugt, heute ist dies ein
simpler, digitaler Effekt.
Die Superimposition erlaubt es zwei Charakteren, oder Objekten,
gleichzeitig im Bild zu erscheinen ohne sich dabei am selben Ort zu
befinden. Dies kann genutzt werden, um subjektive Ideen und Bilder
auszurücken, wie eine Phantasie, eine Erinnerung oder eine Begierde.
Außerdem kann sie genutzt werden, um ein erzählerisches Element
aus einem anderen Teil der Handlungwelt in die aktuelle Szene zu
integrieren. In diesem Sinne kann der Shot der eine Superimposition
beinhaltet, auch als Subject-Shot verstanden werden.
In Buster Keatons Film Neighbors (USA 1920) blickt der Brautvater
auf den Hochzeitsring seiner Tochter und denkt dabei (dargestellt
durch eine Superimposition) an das Schaufenster einer Bekannten
Ladenkette, die Kleinigkeiten und Souvenirs für wenig Geld verkauft
(siehe Abbildung 5.8). Dieser Shot gewährt also einen Eindruck in
das was der Vater über seinen zukünftigen Schwiegersohn denkt. In
Quentin Tarantinos Kill Bill. Vol. 1 (USA 2003) sieht man die Augen
der Hauptdarstellerin in einer Superimposition, überblendet mit ihrer
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Abbildung 5.8: Superimposition im Film Neighbors (USA 1920).
Erinnerung, oder Vorstellung, an den Kampf mit dem ersten Opfer
ihrer Rache (Siehe Abbildung 5.9). (Bordwell & Thompson, 2012, S.
176)
5.3.4 Elektronische/Computergenerierte Bilder
Mit dem Einzug elektronischer Verfahren bei der Produktion, Spei-
cherung und Verarbeitung in den 1960er/1970er Jahren entwickelten
sich auch neue Möglichkeiten für die Interne Montage. Es gab bis
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Abbildung 5.9: Superimposition im Film Kill Bill Vol.1 (USA 2003). (Bordwell & Thomp-
son, 2012, S. 176)
dahin zwar auch schon Tricktechniken, wie Hintergrundprojektionen
und Spiegel-Tricks, aber erst mit den neuen Techniken konnten die-
se Effekte perfektioniert werden. Sie ermöglichten es verschiedene
Bildsequenzen in einen Shot zu montieren, Personen vor einfarbigen
Hintergründen herauszustanzen (engl. keying) und vor neue Hinter-
gründe zu setzten und auf einfache Weise Graphiken und Texte in
ein Bild einzufügen. Aber auch die elektronische und später compu-
terbasierte Manipulation der Bildfarben (engl. color grading) gehören
dazu. (Hickethier, 2007, S. 155 ff.)
5.3.5 Keying
Im Fernsehen, ebenso wie im Kino, ist heute die Keying-Technik (dt.
elektronisches Stanzverfahren) nicht mehr wegzudenken. Im Deutschen
wird dabei immer noch oft vom „Blue-Screen-Effekt“ gesprochen.
Beim Keying wird der Schauspieler oder das zu keyende Objekt
vor eine gleichmäßig ausgeleuchtete Leinwand, chromatisch glei-
cher Farbe gestellt. Es ist prinzipiell jede chromatisch reine Farbe
anwendbar. Jedoch funktioniert der Effekt nur dann optimal, wenn
sich derselbe Farbton möglichst nicht an dem Schauspieler oder dem
Objekt wiederfindet. Daher haben sich die Farben Chroma-Grün
(siehe Abbildung 5.10 (a)) und Chroma-Blau als die gebräuchlichsten
Farben ergeben. Beide Farbtöne kommen in der menschlichen Haut-
234
5.3 Mise-en-Scène (Innere Montage)
und Haarfarbe nicht vor. Auch die Kleidung lässt sich in der Regel so
abstimmen, dass sie den Effekt nicht behindert. Durch einen Compu-
ter wird dann der entsprechende Farbton aus dem Bild entfernt und
durch einen Transparenz-Kanal ersetzt. Das Videobild kann somit vor
jeden beliebigen anderen Hintergrund gestellt werden. Das Keying ist
heute allgemein bekannt und wird in fast jeder Nachrichtensendung,
aber auch in Kinofilmen eingesetzt. (Hickethier, 2007, S. 155 f.)
Derselbe Effekt lässt sich auch für die Innere Montage anwenden.
Auch dies wird, zum Beispiel, in Nachrichtensendungen konsequent
angewendet: Der Nachrichtensprecher steht oder sitzt in seinem,
meist künstlich generierten Studio. Neben ihm erscheinen die Schlag-
zeilen und ein Foto zum aktuellen Thema. Beim Übergang zum nächs-
ten Thema ändert sich auch das Bild. Dies ist eine Innere Montage.
Allerdings ist eine solche Keying-Montage mit Mitteln der Computer-
Analyse nur schwer als solche zu erkennen, wie an den beiden
Abbildungen 5.10 (b) und (c) verdeutlicht werden kann. Während
in der einen Nachrichtensendung komplett auf Keying gesetzt wird
und alle Moderatoren vor einer grünen Wand gefilmt werden, benutzt
die andere Nachrichtensendung gar keine Keying-Technik, sondern
Bildschirme auf denen Fotos zu sehen sind und die ohne besonderen
Aufwand gefilmt werden können. Beides ist nur schwer voneinander
zu unterscheiden.
5.3.6 Komposition
Die Möglichkeiten elektronischer/computerbasierter Bildmanipulati-
on erlauben es auch Bilder unterschiedlicher Quellen nebeneinander
zu montieren. Die Abbildung 5.11 zeigt eine Aufnahme aus The Lord
of the Rings: The Fellowship of the Ring (NZ/USA 2001). Bei dieser
Aufnahme wurden Elemente aus den verschiedensten Quellen in ein
Bild montiert: Ein reales Filmset mit einem Schauspieler links, ein
nicht maßstabsgetreues Modell der Stadt in der Mitte, ein gemalter
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(a) Green-Screen (b) Monitore statt Keying-Technik.
(c) Vollständig digitaler Hintergrund
Abbildung 5.10: Abbildung (a) zeigt eine TV-Sendung die zum Teil einen Green-Screen
einsetzt. Bei der Tagesschau (b) werden großflächige Monitore verwen-
den (kein Keying) und bei den Nachrichtensendungen des ZDF besteht
das gesamte Studio aus einem Green-Room und alle Hintergründe sind
mittels Keying digital eingefügt.
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Hintergrund, computeranimierte Wasserfälle und herabfallende Blät-
ter rechts.
Ebenfalls in Nachrichtensendungen beliebt, ist die Montage eines
Interviews. Dabei wird, wie hier im Beispiel (siehe Abb. 5.12), die
Moderatorin wie bei einem normalen Nachrichtenbeitrag gezeigt.
Neben ihr wird das Bild eines Interviewpartners eingeblendet. Es
ergibt sich der Eindruck, als wären beide Personen im selben Raum
oder könnten sich wie durch ein Fenster sehen. Tatsächlich befindet
sich der Interviewpartner an einem anderen Ort und wird dabei
frontal in einem Medium-Shot oder Medium-Close-Up gefilmt. In
Wahrheit befindet sich an dieser Stelle nur eine grüne Wand. Sie schaut
dagegen leicht an der Wand vorbei auf einen Monitor außerhalb des
Bildes der ihr den Interviewpartner zeigt.
Abbildung 5.11: Bild-Montage aus The Lord of the Rings: The Fellowship of the Ring
(NZ/USA 2001). (Bordwell & Thompson, 2012, S. 178)
An diesem Beispiel lässt sich auch verdeutlichen, dass dieselbe Tech-
nik geeignet ist, um ein zu montierendes Bild verändert in ein anderes
Bild einzupassen. Das Bild des Interviewpartners ist nicht nur leicht
im Raum gekippt, um vorzutäuschen beide Personen würden sich
anschauen, es ist auch künstlich verkleinert, damit beide in etwa
gleich groß aussehen. In dem oben erwähnten Beispiel aus The Lord
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of the Rings: The Fellowship of the Ring (NZ/USA 2001) ist ebenfalls zu
vermuten, dass der Schauspieler künstlich verkleinert wurde, um den
Blick über die Stadt und das Tal noch imposanter wirken zu lassen.
Abbildung 5.12: Elektronische Bildkomposition für eine Interview-Situation. Bildquel-
le: ZDF
5.3.7 Non-diegetic Insert (Extradiegetische Einfügung)
Ein weiterer Aspekt Innerer Montage ist die Möglichkeit, ebenso wie
intradiegetische Einfügungen und Montagen, auch extradiegetische
Einfügungen vorzunehmen. Dies sind in der Regel alle Arten von
Schrift-Einblendungen und Logos. Somit sind auch TV-Produktionen
die häufigsten Nutzer dieses Stilmittels. Es erlaubt dem Zuschauer
zusätzliche Informationen zu einem bestimmten Zeitpunkt zur Ver-
fügung zu stellen. Damit können Texteinblendungen ein eigenes, be-
deutungstragendes Element sein, das nicht erst mit dem Wechsel zum
nächsten Shot dem Zuschauer präsentiert wird, sondern innerhalb
der gegenwärtigen Sequenz. Ebenso, wie ein Fade-Out und Fade-
In das Verstreichen einer gewissen Zeitperiode bedeuten kann, kann
auch die Einblendung „Einige Zeit später. . . “ dieselbe Überleitung
darstellen. Da hierbei keine Shotgrenze überschritten werden muss,
handelt es sich folglich um eine Innere Montage.
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5.4 Montage-Stile und Continuity Editing
Der Begriff des Film-Stils ist kein neues Konzept und wurde bereits
zur Beschreibung des expressionistischen Films verwendet. Er be-
schreibt die Art und Weise wie filmische Erzählung und Darstellung
umgesetzt sind, in Abhängigkeit vom jeweiligen Filmemacher und
seiner Epoche. Der Stil beschreibt einen abgrenzbaren Satz von Mus-
tern, die ein wiedererkennbares Erscheinungsbild ergeben. Er ist aber
nicht abhängig vom Genre oder der Gattung. Damit lässt sich der Stil
nur unscharf fassen, da ihm eine strikte Definition fehlt. (Hickethier,
2007, S. 153)
„So lässt sich z. B. Der ’Film Noir’ als Stil bezeichnen,
weil er als ’Genre eigentlich keins ist’, aber innerhalb
des Genres ’Kriminalfilm’ eine eigenständige Gruppe von
Filmen beschreibbar macht.“ (Werner, 1985, S. 7) zitiert
nach (Hickethier, 2007, S. 153)
David Bordwell und Kristen Thompson beschreiben den Film-Style als
ein formales System. Es fasst Aspekte der Mise-en-Scène, der Kine-
matographie, der Montage und des Sounds zusammen. Er bezieht
sich immer auf den Film als Ganzes. Ziel sei die Suche nach den
gestalterischen Eigenheiten, die den Film mit anderen vergleichbar
und gruppierbar machen. (Hickethier, 2007, S. 153)
Diese Vergleichbarkeit und damit auch Gruppier- und Wiedererkenn-
barkeit zu erreichen, stellt eines der Hauptziele der Autoren dar.
Ebenso wie bei der Neoformalistischen Filmtheorie nach Bordwell
und Thompson wurden hier bis zu diesem Punkt die einzelnen
Elemente von Kinematographie bis zur Montage beschrieben. Erst an
dieser Stelle kann mit der Beschreibung von individueller Film-Stile
begonnen weden. Mit der Beschreibung und Analyse verschiedener
Film-Stile kulminiert auch die Suche nach wiedererkennbaren und so-
mit auch elektronisch und algorithmisch klassifizierbaren Mustern.
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Bisher wurden vielfältige Stilmittel und Montageformen diskutiert,
die von Filmemachern genutzt werden, um die Aufmerksamkeit
der Zuschauer zu lenken und die Narration voranzutreiben. Das
Zusammenspiel dieser Methoden ergibt eine eigene, sprachähnliche
Ausdrucksform. In der großen Vielfalt der Möglichkeiten mit sich
teils widersprechenden Bedeutungen sticht eine Montageform heraus.
Sie bildet eine Art Standardmontage, die in Film und Fernsehen
dominiert: das Continuity-Editing. Es gibt Alternativen zu diesem
Montage-Stil, aber diese werden häufig gerade als Kontrapunkt ein-
gesetzt. Die Nutzung des Continuity-Editing ist in Alltagsmedien wie
Fernsehsendungen und Spielfilmen die beherrschende Form. Von ihr
wird in avantgardistischen Filmen und im Autorenkino dagegen eher
abgewichen.
Ziel des Continuity-Editings, das sich schon relativ früh bis zum Ende
der 1910er Jahre entwickelte, ist es, eine Geschichte in möglichst klarer
und gleichförmiger Weise zu erzählen. Es entstand ein allgemeines
Muster in Bezug auf Kinematographie, Mise-en-Scène und Montage,
das bald Filmemacher auf der ganzen Welt beeinflusste. Das Ziel
des Continuity-Editing ist die Vermittlung narrativer Informationen
durch eine Montage, die es dem Rezipienten erlaubt jederzeit den
Überblick über die Geschehnisse zu wahren. Die Handlung wird
als Fluss von Moment zu Moment modelliert. Es eignet sich daher
besonders gut als exemplarisches Beispiel. Die folgenden Elemente
sind typische Stilmittle die im Continuity-Editing eingesetzt werden.
(Bordwell & Thompson, 2012, S. 232); (Katz, 2004, S.22); (Hickethier,
2007, S. 144 f.); (Bowen & Thompson, 2013, S. 66 f.)
5.4.1 Screen Direction
Der filmische Raum ist, ebenso wie der reale Raum, dreidimensional.
Durch die Aufnahme mit einer Kamera wird hingegen nur eine
zweidimensionale Projektion dieses Raumes aufgezeichnet. Durch
die Projektion auf eine zweidimensionale Fläche entsteht für den
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Zuschauer eine andere räumliche Wahrnehmung. Im dem Versuch
eine Handlung kontinuierlich und verwirrungsfrei in diesem Medi-
um darzustellen sind einige Aspekte, in Bezug auf die räumliche
Projektion der Szenerie, sowie der Bewegungen der Figuren und
Objekte, zu beachten. Dies wird unter dem Begriff Screen-Direction
zusammengefasst.
Zur Erhaltung der Kontinuität ist besonders darauf zu achten, dass
auch beim projizierten Bild über mehrere Shots hinweg, die Positionen
und Bewegungsrichtungen der Szenerie und der Figuren erhalten
bleiben. Eine Person die das Bild nach links verlässt muss folglich,
wenn sie das Bild in derselben Szene wieder betritt, aus derselben
Richtung. Andernfalls muss der Zuschauer davon ausgehen, dass die
Person sich außerhalb den Bildes umgedreht hat oder auf magische
Weise an einem anderen Ort aufgetaucht ist. Auch unter diesem
Aspekt spielt daher die Axis-of-Action für die Screen-Direction eine
große Rolle. Die Screen-Direction muss aber auch im Hinblick auf
die Blickrichtungen der Personen beachtet werden. Unvermeidbare
Brüche der Screen-Direction, die möglicherweise durch Fehler bei der
Aufnahme entstanden sind, können häufig nur noch durch das Ein-
fügen anderer Bilder als Zwischen-Shots (engl. inserts) kompensiert
werden. (Bowen & Thompson, 2013, S. 42 f., 68 ff.)
5.4.2 Axis-of-Action (Handlungsachse)
Gerade bei der Anwendung des Continuity-Stils, kommt dem räum-
lichen Aufbau der Szenerie und der Kamerapositionen besondere
Bedeutung zu. Dieser Raum wird um die sogenannte Axis-of-Action
(auch Handlunsgachse, engl. center line, imaginary line oder 180° line)
gebildet. Dabei definiert jegliche Handlung in diesem Raum eine
Achse, egal ob es sich dabei um den Blick einer einzelnen Person
handelt, den Dialog von zwei Personen oder ein Fahrzeug, das
die Straße hinunterfährt. Links und rechts dieser Achse, oder der
Axis-of-Action, ergeben sich, aus der Vogelperspektive betrachtet,
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zwei 180° Halbkreise. Um die räumliche Kontinuität (das sogenannte
180°-System) zu erhalten, darf die Kamera auch bei wechselnden
Positionen, oder mehreren Kameras, immer nur innerhalb eines der
beiden Halbkreise platziert werden. Die gedachte Linie der Achse
(zum Beispiel zwischen zwei Personen die sich unterhalten) darf
dabei niemals überschritten werden (siehe Abbildungen 5.13, 5.14
und 5.15). Andernfalls wird von einem Achssprung (engl. crossing the
axis of action) gesprochen, der die räumliche Kontinuität zerstören
würde. (Bordwell & Thompson, 2012, S. 233 f.)
Abbildung 5.13: Zwischen den beiden abgebildeten Personen besteht eine Handlungs-
achse auf der Linie des direkten Blickkontakts. Um für den Zuschauer
die räumliche Kontinuität zu waren, dürfen die Kameras die Hand-
lungsachse nicht überschreiten. Sie können nur entweder auf der
einen Seite (Positionen A, B und C) oder der anderen Seite (Positionen
D, E und F) aufgestellt werden. Eine Vermischung würde zu einem
Achssprung führen.(Katz, 2004, S. 182)
Der Zweck dieser Regel besteht nach Bordwell und Thompson (2012,
S. 234 f.) darin:
1. Erhaltung der relativen Positionen der Figuren, oder Objekte,
über den Wechsel des Shots bzw. der Kameraperspektive hin-
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weg. Andernfalls ist eine Person mal links im Bild zu sehen,
dann am rechten Rand und dann wieder links
2. Erhaltung der Blickrichtungen über den Wechsel des Shots bzw.
der Kameraperspektive hinweg. Bei Missachtung der Regel
würden zwei Personen die sich unterhalten von einem Shot zum
nächsten Shot die Blickrichtung wechseln, obwohl sie sich gar
nicht bewegt haben.
3. Erhaltung der Bewegungsrichtungen (Screen-Direction) über den
Wechsel des Shots bzw. der Kameraperspektive hinweg. Zwei
Fahrzeuge rasen aufeinander zu. Eines kommt von links, das
andere Fahrzeug von rechts. Bei einem Achssprung würden
plötzlich beide Fahrzeuge scheinbar in dieselbe Richtung fahren.
Abbildung 5.14: Die in Abbildung 5.13 gezeigten Kamerapositionen führen zu den hier
dargestellten Aufnahmen. Sie geben dem Zuschauer klare Hinweise
über die räumlichen Positionen der Personen.(Katz, 2004, S. 182)
Insgesamt soll hierdurch erreicht werden, dass dem Zuschauer zu
jedem Zeitpunkt bewusst ist, wo sich die einzelnen Charaktere im
Bezug zueinander und zum filmischen Raum befinden. Die jeweilige
Achse hat aber nur solange ihre Gültigkeit, bis sich die Konstellation
von Personen bzw. Objekten in der Szene ändert. Bei einem Dialog
zwischen zwei Personen verläuft die Achse genau zwischen den
Beiden. Tritt eine neue Person auf, verschiebt dies die Achse gegebe-
nenfalls (siehe Abbildung 5.16). Sie könnte nun zum Beispiel zwischen
der neuen Person und den beiden Gesprächspartnern verlaufen.
Dadurch definiert sich ein neuer 180° Halbkreis. Nach Katz (2004, S.
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Abbildung 5.15: Die Kamerapositionen können sich der Handlungsachse annähern,
solange sie diese nicht überschreiten. So sind Aufnahmen über die
Schulter einer Person möglich. (Katz, 2004, S. 185)
188) kann eine neue Handlungsachse auch dadurch etabliert werden,
dass eine der handelnden Figuren die Achse selbst überschreitet.
Selbst die Kamera ist in der Lage eine neue Handlungsachse zu
definieren, wenn dies durch eine ununterbrochene Kamerafahrt oder
einen Schwenk geschieht. Häufig wird eine Szene auch zusätzlich
mit einem Establishing-Shot begonnen, um die Räumlichkeiten von
Anfang an zu beschreiben. (Bordwell & Thompson, 2012, S. 234
f.); (Katz, 2004, S. 181 f.); (Bowen & Thompson, 2013, S. 44 f.)
5.4.3 30-Degree-Rule
Die Axis-of-Action spielt eine wichtuge Rolle bei der Auswahl der
möglicher Kamera-Positionen. Die 30°-Rule verlangt, das zwischen
zwei Kamera-Einstellungen auf dasselbe Objekt mindestens 30° in
der Horizontalen liegen sollten, ohne aber den 180°-Halbkreises dabei
zu verlassen. Dahinter steht das Prinzip, dass zwei Shots mit unter-
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Abbildung 5.16: Die Darstellung zeigt einen Dialog zweier Personen, die an einem
Tisch sitzen. Eine dritte Person tritt hinzu. Dadurch entsteht eine neue
Handlungsachse, die um 90 Grad gegenüber der alten Achse gedreht
ist. (Katz, 2004, S. 187)
schiedlichen Einstellungsgrößen (Framing-Distance), zum Beispiel ein
Medium-Long-Shot und ein Medium-Shot, ohne einen ausreichenden
Winkelabstand sich zu ähnlich sehen. Im Empfinden des Zuschauers
würde dies wie ein Sprung wirken, ein Jump-Cut. Der Jump-Cut
als Stilmittel bedeutet aber im Allgemeinen einen räumlichen oder
zeitlichen Sprung. Um den erwünschten Effekt des Continuity-Editing
zu erzielen, ist es daher erforderlich Verwirrungen dieser Art zu
vermeiden. (Bowen & Thompson, 2013, S. 46 f.)
5.4.4 Axial-Editing
Im Kontrast zur 30°-Regel können zwei aufeinander folgende Shots
auch ohne einen bedeutenden Winkelabstand montiert werden, wenn
sie sich in ihrer Distanz, also der Einstellungsgröße, erheblich unter-
scheiden. Dies ist zum Beispiel der Fall, wenn nach einer Aufnahme
in mittlerer Entfernung eine Großaufnahme aus derselben Perspek-
tive erfolgt. Dies wird als Cut-In (auch engl. punshing in) oder im
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Abbildung 5.17: Beispiel der 30°-Regel. Ein zu geringer Winkelabstand zwischen
zwei Shots erweckt den Eindruck eines spartialen oder temporalen
Sprungs. (Bowen & Thompson, 2013, S. 47)
entgegengesetzten Fall als Cut-Out (engl. punshing out) bezeichnet.
Vom Zuschauer wird dies nicht als verwirrend und die Kontinui-
tät unterbrechend empfunden, da es sich hierbei um eine visuelle
Fokussierung und Aufmerksamkeitslenkung handelt. Dieses Prinzip
wird teilweise auch als Axial-Editing bezeichnet. (Bowen & Thompson,
2013, S. 173, 177, 190)
5.4.5 Shot and Reverse-Shot (Schuss und Gegenschuss)
In jeder narrativen Handlung spielen Dialoge eine besondere Be-
deutung. Im Sinne einer „Illusion des ununterbrochenen Geschehensflus-
ses“ (Hickethier, 2007, S. 144) werden, insbesondere beim Continuity-
Editing, Dialoge zwischen Figuren als Shot-/Reverse-Shot aufgenom-
men. Dabei sind die Personen jeweils einzeln und abwechselnd meist
in Medium-Close-Up und Close-Up zu sehen. Sie sind meistens in
einer leicht schrägen, fast frontalen Perspektive zu sehen, die dem
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Zuschauer das Gefühl vermittelt in unmittelbarer Nähe zu stehen,
gleich einem „unsichtbaren Beobachter“. Die Blicke der Personen gehen
jeweils schräg aus dem Bild heraus.
„Die Darstellungskonventionen des Spielfilms erforderten
bis in die 1950er Jahre hinein die ’Abgeschlossenheit des
fiktionalen Raumes’ gegenüber der Realität des Zuschau-
ers.“ (Hickethier, 2007, S. 63 f.)
Daher ist der direkte Blick in die Kamera eher eine Erfindung des
moderneren Kinos. Häufig wird der Shot-/Reverse-Shot so in Szene
gesetzt, dass die Konturen wie Hinterkopf oder Schultern des Ge-
sprächspartners am Rande zu erkennen sind (engl. over the shoulder
shot). Primär ist der jeweils Sprechende zu sehen. Hiervon wird
aber auch abgewichen, wie beim sogenannten Reaction-Shot und dem
Dialog-Overlap (Dialog-Overlap).
Das Grundprinzip kann auf verschiedene Arten variiert werden. Die
miteinander sprechenden Personen müssen sich nicht zwangsläufig
gegenüber stehen. Katz (2004, S. 239 ff.) widmet den verschiedenen
Möglichkeiten eine Dialogszene zu inszenieren ein ganzes Kapitel.
Insbesondere die sogenannten Buchstabenmuster (A-Form, I-Form und
L-Form) werden darin ausführlich behandelt. Wichtig ist es dabei aber
die Regeln der Axis-of-Action jederzeit einzuhalten, wie Hickethier
(2007, S. 146) anmerkt.
5.4.6 Fazit Montage-Stile
In den bisher betrachteten Montage-Stilmitteln wie den Transitionen
und der Inneren Montage sind einzelne Effekte oder Methoden
sichtbar. Mit den Montage-Stilen erschließt sich dagegen eine neue,
höhere Ausdrucksebene. Sie verwenden die bisherigen Stilelemente,
um daraus eine Anwendungsstrategie zu entwickeln.
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Der hier näher untersuchte Continuity-Style kann als der klassische
Stil Hollywoods gesehen werden. Er wird aber in gleichem Maße auch
in europäischen Film- und Fernsehproduktionen als der Standardfall
verwendet. Insbesondere in Europa, wo sich nie im gleichen Maße
eine Filmindustrie entwickelte wie in den USA, sind formalisierte Stile
eher die Ausnahme. Beim europäischen Film ist dagegen eher von
Autoren- oder Genrekino die Rede. Die Beschreibung dieser Stile ist
dabei aber mehr mit bestimmten Personen verbunden, als dass sie ein
Regelwerk oder Muster bilden.
Auch im Hollywood-Kino finden sich alternative Ansätze, wie sie
Hickethier (2007, S. 151 f.) für das ‚postklassische‘ oder ‚postmo-
derne‘ Kino ab den 1990er Jahren beschreibt. Sie verzichten aber
nicht auf das ‚klassische Erzählkino‘, sondern modifizieren es und
heben die alten Grundsätze wie Handlungslinearität oder klassische
Spannungsbögen auf. Dennoch ist der Continuity-Style das Rückgrat
des narrativen Films. Er bildet ein System aus bekannten Verbindun-
gen und Beziehungen zwischen den einzelnen Stilelementen, die es
erlauben, systematisch bedeutungstragende Elemente zu erkennen
und zu verstehen.
Die Herausforderung an eine automatische Erkennung und Nutzung
sind allerdings groß. Erst wenn die verwendeten Stilelemente für sich
erkannt und verstanden werden können, können sie im Zusammen-
spiel genutzt werden, um semantische Konzepte und Zusammenhän-
ge zu klassifizieren. Im folgenden Kapitel werden diese Beziehungen
im Mittelpunkt stehen und erläutern, wie verschiedene Stilelemente
miteinander interagieren können.
5.5 Dimensionen Verbindender Montage
Die zuvor genannten Techniken des Continuity-Editing alleine bilden
noch nicht den vollständigen Kanon ab. Vielmehr lassen sich die
verschiedensten Montage-Formen nutzen, um das Continuity-Editing
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zu unterstützen. Hierbei ist aber von zentraler Bedeutung, welche Art
von Kontinuität die jeweiligen Mittel erzeugen. Nützlich scheint hier
die Sichtweise des Formalen Systems der Filmstile zu sein, wie sie von
David Bordwell und Kirsten Thompson begründet wurde.
In Anlehnung an die Neoformalistische Filmtheorie von Bordwell und
Thompson lässt sich die Montage Formal in vier Dimensionen eintei-
len. Diese Dimensionen beschreiben die Art der Verbindung zweier
Shots. Dabei kommen verschiedenste Stilmittel zum Einsatz die für
die jeweilige Dimension charakteristisch oder besonders typisch sind.
Die vier Dimensionen sind (Bordwell & Thompson, 2012, S. 221 ff.):
1. Die graphische Beziehung zwischen Shot A und Shot B.
2. Die rhytmische Beziehung zwischen Shot A und Shot B.
3. Die spatiale Beziehung zwischen Shot A und Shot B.
4. Die temporale Beziehung zwischen Shot A und Shot B.
5.5.1 Graphische Beziehung
Die Dimension der graphischen Beziehung bezieht sich in erster
Linie auf den Gesamteindruck, der durch Helligkeit, Farbtöne und
den damit verbundenen qualitativen Ausprägungen einhergeht. Jeder
Shot besitzt einen eigenen graphischen Eindruck, der sich aus der
Summe all seiner graphischen Elemente zusammensetzt. Dies ist
insofern komplex, da eine Vielzahl von Faktoren aus allen Bereichen
hierbei einfließen.
Aus dem Bereich der Mise-en-Scène sind dies die Beleutung, das
Setting, die Kostüme und die Figuren mit ihren Bewegungen. Aus
der Kinematographie fließen die Farbtönungen- und qualitäten, das
Framing-Distances und die Camera-Movements ein. Aber auch die
Post-Produktion mit ihren Möglichkeiten des Color-Gradings und
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der Inneren Montage beeinflussen letztendlich den graphischen Ge-
samteindruck. (Bordwell & Thompson, 2012, S. 222)
Aus der Kombination der genannten Faktoren ergibt sich so der
einzigartige graphische Gesamteindruck des Shot. Zu beachten ist
hierbei, dass nicht nur die reinen Farb- und Helligkeitsapekte zu
berücksichtigen sind, sondern auch die dynamischen Bewegungsfak-
toren, sodass eine Ähnlichkeit zwischen zwei Shots nicht unbedingt
aus repräsentativen Einzelbildern alleine ableitbar ist.
Um ein Beispiel in Anlehnung an Bordwell und Thompson (2012,
S. 221) anzuführen, stelle man sich eine Szene vor, in der ein Cha-
rakter sich in einem gut beleuchteten und freundlich ausgestatteten
Raum befindet und durch ein Fenster in die Nacht hinaus blickt.
Dieser Charakter beobachtet nun auf der anderen Straßenseite, in der
Dunkelheit eine erschreckende und schnell ablaufende Handlung (im
Originalbeispiel die Explosion einer Tankstelle). Bereits der Unter-
schied zwischen dem hellen Innenraum und der Dunkelheit bilden
einen starken Kontrast (graphic contrast). Ebenso stellt der freundlich
anmutende Innenraum einen Kontrapunkt zu den sich zuspitzenden
Ereignissen auf der anderen Straßenseite dar. Hinzu kommt die
beinahe Bewegungslosigkeit der Beobachter, im Gegensatz zu der sich
immer rasender entfaltenden Handlung außerhalb.
Auch ohne die Mimik der Schaupieler zu kennen und ohne die genaue
Handlung verstehen zu müssen, lassen sich aus den reinen graphi-
schen Qualitäten, beziehungsweise deren Unterschieden zwischen
den Shots drinnen und draußen, eine rein pikturale (purly pictural)
Interaktion erzeugen. Dies gilt sowohl für die Zusammengehörigkeit
der Shots die am selben Handlungsort stattfinden, also auch für den
Sprung hin und her zwischen den beiden Handlungsorten. Jeder
Schnitt erzeugt somit eine graphische Beziehung zwischen zwei Shots.
Aufgrund der Vielzahl der Einflussfaktoren, lassen sich kaum einfach
zu definierende, isolierte Stilmittel benennen, die die gerade beschrie-
benen graphischen Relationen genau fassen.
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Dennoch lassen sich mit der Untersuchung von dominanten Farben,
Helligkeit, Tonalitäten und der Suche nach gleichförmigen Bewegun-
gen, auch mit computerbasierten Analyse-Verfahren, Ähnlichkeitsma-
ße finden, die geeignet sind graphische Relationen zwischen Shots zu
klassifizieren. Hierbei ist aber nicht nur die Ähnlichkeit, sondern auch
die Unähnlichkeit, beziehungsweise die Diskontinuität von gleichem
Interesse. Dennoch gibt es einige klar definierte Stilmittel die zu
erwähnen sind.
5.5.1.1 Graphic-Match
Der Graphic-Match ist eine spezielle Form der Transition. Er dient
als Übergang zwischen zwei Shots und manchmal zwischen zwei
Szenen. Hierbei werden zwei aufeinanderfolgende Shots so arran-
giert, dass der P-oint-of-Action am Ende des ersten Shots und der
Beginn des zweiten Shots eine starke graphische Ähnlichkeit besitzen.
Dies bezieht sich auf ähnliche Farbe oder Form, manchmal auch
gleichförmige Bewegung, obwohl beide Shots eine klare Trennung
in Zeit bzw. Ort aufweisen. Nach All Movie Talk (2010) kann die
Verbindung erfolgen durch:
„(. . . ) (a) durch die Kontinuität der Handlung, (b) durch
die Ähnlichkeit der Handlungen zweier Charaktere, die
man im gleichen Bildfeldbereich sieht, (c) durch die Ähn-
lichkeit der Handlungen der gleichen Figur zu verschie-
denen Zeitpunkten oder (d) durch die graphische Ähn-
lichkeit zweier Objekte die im gleichen Bildfeldbereich
angeregt werden.“ (All Movie Talk, 2010)
Als Gegenkonzept zum Graphic-Match sind Jump-Cuts und Smash-
Cuts zu nennen, die darauf abzielen einen besonders harten Übergang
zu erzeugen. Beispiel für den Graphic-Match: Die Kamera schwenkt
auf ein rundes Fenster; das Fenster wird im folgenden Shot zu einer
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runden Mondscheibe. Oder wie in 2001: A Space Odyssey (siehe Ab-
bildung 5.18): Ein Affe wirft einen Knochen in die Luft; der Knochen
wird im zweiten Shot zu einer orbitalen Plattform oder Raumstati-
on. Der Übergang zwischen den beiden Shots erfolgen durch einen
Crossfade als weiche Überblendung. Ein harter Cut ist dagegen selten
anzutreffen.
Abbildung 5.18: Graphic-Match aus 2001: A Space Odyssey (USA/UK 1968).
Es gibt zwei Anwendungsgebiete für den Graphic-Match. Erstens
findet er im Continuity-Editing Anwendung, wo er den harten Über-
gang zwischen zwei Shots abmildern soll und einen fließenderen
Gesamteindruck erzeugt. Hierbei überbrückt der Graphic-Match den
Wechsel zu einem neuen Handlungsort, einer neuen Szene oder
transportiert eine metaphorische Bedeutung, wie in dem Beispiel aus
2001: A Space Odyssey. (All Movie Talk, 2010)
Zweitens kann der Graphic-Match Teil einer Montage sein und durch
das Zwischenblenden eines Shots, der in keinem Zusammenhang zu
Handlung und Ort der Szene steht, eine neue metaphorische Idee
einführen. Dieses lässt sich vergleichen mit der Superimposition, die
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aber nur eine Einblendung und Überlagerung umfasst, aus der das
Bild zu seinem ursprünglichen Bild zurückkehrt. Mit dem Graphic-
Match geht aber auch die Frage einher, inwieweit zwei Shots ähnlich
sind oder, um an dieser Stelle den Fluss der Zeit mit zu berücksich-
tigen, wie kontinuierlich die graphische Ähnlichkeit ist. Somit erhält
auch die absichtlich erzeugte Diskontinuität zwischen zwei Shots eine
Bedeutung.
Filmemacher erzeugen derartige leichte Ungleichgewichte und Dis-
kontinuitäten, um wahrnehmbare Akzente zu setzten. Gleichzeitig
wird in diesem Beispiel das Ungleichgewicht durch das Aufeinander-
folgen der beiden Shots wieder aufgelöst, da zusammengenommen
beide Shots wieder symmetrisch sind. Der Filmemacher erzeugt als
Erstes das Gefühl von Unvollkommenheit, um es dann wieder auf-
zulösen. Die beiden Shots sind damit graphisch verbunden, weil sie
alleine für sich unvollkommen sind.
5.5.1.2 Match-on-Action
Der Match-on-Action basiert auf der simplen Idee, einen bestimmten
Moment über die Grenzen des Shots hinauszutragen, indem die
Dynamik der Bewegung des ersten Shots im darauf folgenden Shot
fortgesetzt wird. Dies erzeugt eine graphische Beziehung zwischen
beiden Shots und suggeriert dem Zuschauer, er würde dieselbe Be-
wegung weiterverfolgen und dabei nur den Blickwinkel ändern. Das
Kernobjekt der Bewegung wird dabei Point-of-Action genannt. Zum
Beispiel könnte die Kamera ein Fahrzeug verfolgen, das an einem
vorbeifährt und bei dem man den Blick plötzlich wenden muss,
wenn es sich wieder von der Kamera entfernt. Dieses Stilmittel ist
dabei ein viel genutztes Element der kontinuierlichen Narration. Es
ist allerdings nicht leicht zu erzeugen, da präzises Timing und genaue
Abstimmung nötig sind, um dem Match-on-Action die gewünschte
Wirkung zu geben. (Bordwell & Thompson, 2012, S. 237)
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Dieses Stilmittel setzt aber nicht vorraussetzt, dass die Bewegung
zwangsläufig in beiden Shots denselben Richtungsvektor besitzen
muss. Die Bewegung kann sich, wie bei dem Beispiel mit dem Fahr-
zeug, im ersten Shot auf den Betrachter zubewegen, während es sich
im zweiten Shot von ihm entfernt. Lediglich die Geschwindigkeit und
Dynamik müssen dem Zuschauer dabei plausibel erscheinen und der
anzunehmende Richtungsvektor muss der räumlichen Vorstellung
des Zuschauers entsprechen.
In gewisser Weise ist das für den Graphic-Match gewählte Beispiel
aus 2001: A Space Odyssey auch ein Match-on-Action. In dem Moment,
als der Knochen herabfällt und seine Rotation fast zum Erliegen
kommt, blendet Kubrick das Bild zum Shot der Raumstation über,
die sich ebenfalls im Bild nach unten bewegt. Allerdings ist dieser
Schnitt als Match-on-Action sehr schlecht ausgeführt, so dass sich
darüber streiten ließe, ob es sich hierbei um dieses Stilmittel handelt.
Es lässt sich dennoch erahnen, dass Kubrick dies aber beabsichtigte
und nur technisch nicht in der Lage war, eine bessere Tricktechnich zu
verwenden.
5.5.1.3 Eye-Line-Match
Der Eye-Line-Match hat die Aufgabe, den Punkt der Aufmerksamkeit
und die Sichtlinie eines dargestellten Charakters von einem Shot
zum nächsten zu transportieren. Es handelt sich hierbei um eine
Schnitttechnik, die dazu dient, zwei Shots inhaltlich zu verknüpfen
und dem Zuschauer zu zeigen, wohin sich das Denken und Handeln
der gezeigten Person richtet. Er ist darauf ausgelegt in einem Shot eine
Erwartung zu erzeugen, die im folgenden Shot befriedigt wird.
In der Abbildung 5.19 aus dem Film Pulp Fiction (USA 1994) besitzt
jeder Shot für sich eine Asymmetrie durch die Platzierung der Schau-
spieler jeweils am Rand des Bildes.
254
5.5 Dimensionen Verbindender Montage
(a) (b)
Abbildung 5.19: Eye-Line-Match: Vincent und Jules sitzen sich im Film Pulp Fiction
(USA 1994) gegenüber. Durch die Blickrichtungen und die Positionie-
rung der Figuren kann auf einen Establishing-Shot sogar verzichtet
werden.
Nach der Beschreibung von Thompson und Bowen (2009) enthält
ein Eye-Line-Match normalerweise einen isolierten Charakter in einer
Bildeinstellung (dargestellt am einfachsten mit einem Medium-Shot
oder Medium-Close-Up), dessen Aufmerksamkeit sich auf etwas rich-
tet, das sich außerhalb der vier Bildränder befindet. Die Zuschauer
verfolgen dabei eine imaginäre Sichtline, ausgehend von den Augen
des Charakters zum Bildrand. In der anschließenden Bildeinstellung
wird den Zuschauern dann das Objekt von Interesse enthüllt. Dies
geschieht dabei nach Möglichkeit in Richtung, Winkel und Höhe, die
dem Blickwinkel des Charakters möglichst nahekommt. (Bordwell &
Thompson, 2012, S. 236)
5.5.1.4 Jump-Cut
Der Jump-Cut (dt. Sprung-Schnitt) steht im Kontrast zu sonstigen
Stilmitteln der graphischen Beziehung. Er macht sich die graphische
Diskontinuität zunutze, eben keine Beziehung herzustellen. Er unter-
bricht ganz gezielt die Bewegung, die vom Zuschauer antizipiert wird.
Wie Monaco (2009, S. 233 f.) erläutert, sei es Ziel der Montage, unter
anderem unwichtige Handlungen zu entfernen und zu überspielen,
um „tote Zeit zu komprimieren“. So sei es nicht wünschenswert, in
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voller Länge zu zeigen wie eine Person einen großen Raum durch-
quert.
Nach den Regeln des Continuity Editing müsse diese Zeit unauffällig
überspielt werden, zum Beispiel durch die Einfügung von Ersatz-
Shots, die z. B. Details des Raumes zeigen oder eine wechselnde
Kameraperspektive. Der Jump-Cut tut genau dies nicht. Er setzt
einen Schnitt genau in der Bewegung und setzt danach an einem
späteren Zeitpunkt derselben Handlung und Perspektive wieder an,
ein Zeitsprung also, eine Unterbrechung der Kontinuität. Er verwirrt
den Zuschauer und dies ist auch das Ziel. Das machte ihn beliebt in
Avantgarde-Filmen.
Charakteristisch für den Jump-Cut ist, dass zwei aufeinanderfolgende
Shots die Handlung aus derselben Perspektive oder nur geringer
Abweichung davon zeigen, aber die im Bild enthaltenen Elemente
nicht zueinander passen. Die Bildinhalte springen spürbar, als wäre
dies ein Fehler. Neben den bereits genannten Beispielen finden sich
solche Jump-Cuts in Montagen oft, wenn Überraschung, Gewalt oder
psychologische Verstörungen dargestellt werden sollen. Im Allgemei-
nen wird davon ausgegangen, dass sich ein versehentlicher Jump-
Cut vermeiden lässt, wenn bei zwei aufeinanderfolgenden Kamera-
perspektiven die 30° Rule beachtet wird. (Bordwell & Thompson, 2012,
S. 258)
5.5.1.5 Seamless-Cut (Unbewusster Schnitt)
Der Seamless-Cut oder unbewusster Schnitt ist technisch mit dem
Straight-Cut oder dem Jump-Cut identisch. Hierbei wird aber im
Gegensatz zum Jump-Cut (bei dem die offensichtliche visuelle Dis-
kontinuität gewollt ist) versucht, ein Zeitintervall so geschickt zu
überspringen, dass es dem Zuschauer nicht auffällt. Der Zuschauer
soll von dem Zeitsprung möglichst nichts mitbekommen.
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Insofern ist diese Technik ein Trick, um Fehler bei der Aufnahme zu
verschleiern. Problematisch ist der Seamless-Cut in Interviewsituatio-
nen und Nachrichtenbeiträgen: Hier ist man bei zu langen Antworten
und Dialogen oft gezwungen, Stellen zu kürzen. Während es früher
üblich war, solche Schnitte durch Blenden oder Fade-In deutlich zu
machen, werden heutzutage vermehrt Seamless-Cuts eingesetzt. Da
hierdurch die Gefahr besteht, dass inhaltliche Aussagen unzulässig
verkürzt oder aus dem Zusammenhang gerissen werden, ist dieses
Vorgehen nicht mit seriösem Journalismus vereinbar. Nichtsdestotrotz
wird diese Technik immer häufiger eingesetzt.
5.5.2 Rhythmische Beziehung
Bereits im Abschnitt Kinematographie wurden eingehend die Mög-
lichkeiten der Bildwiederholrate und Manipulation des Zeitablaufs
erläutert. Die Bildwiederholrate des gewählten Filmmediums geben
jedem Frame eine definierte Länge. Dies ist während der Montage
die fundamentale Basisgröße. Darauf aufbauend kann die Dauer
jedes Shots frei gewählt werden, als ein Vielfaches der Frame-Dauer.
In Kombination mit den anderen Modalitäten neben dem beweg-
ten Bild, also in erster Linie dem Ton, ergeben sich verschiedenste
Möglichkeiten für die Montage, die sich unter dem Begriff Rhythmus
zusammenfassen lassen. (Bordwell & Thompson, 2012, S. 226)
5.5.2.1 Flash-Frame
Der Flash-Frame ist ein Stilmittel, das gerne in Action-Szenen einge-
setzt wird. Mitten in einer aus mehreren Shots bestehenden Sequenz
werden einige wenige Frames weißer Farbe eingefügt. Dieser weiße
Blitz eignet sich besonders, um in der besagten Action-Szene einen
gewaltsamen Aufschlag zu unterstreichen. Meist wird der darauf
folgende Shot mit einem Fade-In eingeleitet. In anderen Genres
kann ein Flash-Frame auch der Trennung von Segmenten oder der
257
5 Stilmittel der Montage
Einleitung von Flashbacks (dt. Rückblenden) sowie Subjektiven-Szenen
dienen. (Bordwell & Thompson, 2012, S. 226)
Auch in seriösen Informations- und Nachrichtenformaten werden
Flash-Frames gelegentlich eingesetzt, wenn eine zu lange Interview-
Sequenz geschnitten werden muss, dafür aber kein B-Roll Material
(sonstige Aufnahmen die als Füllmaterial dienen können) vorhanden
ist. In diesem Fall wird gelegentlich ein Flash-Cut verwendet, um
den Schnitt deutlich zu machen und den Beitrags-Redakteur nicht
dem Verdacht der Manipulation auszusetzen, wie etwa bei der Ver-
wendung von Seamless-Cuts. In neuerer Zeit werden hierfür häufig
nur noch direkte Jump-Cuts verwendet, die den Schnitt aber weniger
deutlich unterstreichen.
5.5.2.2 Smash-Cut
Auch der Smash-Cut arbeitet mit dem Überraschungseffekt. Jeder
Shot stellt eine Handlung dar, sofern es sich nicht um ein Empty-
Frame handelt. Nach der allgemeinen Regel erfolgt ein Cut immer so,
dass dieser nicht die zentrale Handlung des Shots unterbricht (dies
gilt natürlich nicht für einen Match-on-Action). Setzt man voraus,
dass solch eine Handlung üblicherweise einen Handlungsbogen hat,
erfolgt der Cut folglich nach dem Höhepunkt. In der Regel sogar
deutlich später. (Monaco, 2009, S. 234)
Genau dies geschieht beim Smash-Cut nicht. Der Cut erfolgt genau
im oder kurz vor dem Höhepunkt. Der Zuschauer wird also um
diesen Moment beraubt. Das klassische Beispiel hierzu ist eine Mord-
Szene, in der der Täter mit einem Messer ausholt, der Cut aber erfolgt
bevor die Waffe hernieder saust oder mitten in der Bewegung, vor
dem Treffer. Auch für komödiantische Effekte wird der Smash-Cut
gelegentlich genutzt. So zu sehen in der Filmreihe Austin Powers (USA
1997, 1999, 2002), in der der Witz einer Szene sich daraus ergibt, dass
in einem Shot jemand etwas sagt, dabei mitten im Satz durch einen
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Smash-Cut unterbrochen wird und im darauf folgenden Shot eine
andere Person in einem anderen Zusammenhang den Satz fortsetzt.
5.5.2.3 Rhythmischer Schnitt
Die naheliegendste Form der rhythmischen Beeinflussung durch die
Montage ist die Schnittfrequenz (auch als Shot-Dauer, Schnitt-Tempo
oder Formalspannung bezeichnet). Werden bei der Montage Shots
ungefähr gleicher Länge benutzt, ergibt sich ein gleichmäßiger Takt.
Wird die Shot-Dauer langsam verlängert, wirkt sich dies auch als eine
Verlangsamung der Handlung aus. Während eine stetige Verkürzung
der Shot-Dauer den Eindruck einer Beschleunigung bewirkt. Genau
dies machen sich Filmemacher gezielt zunutze, um etwa bedeu-
tungsschweren Momenten besonderes Gewicht zu geben oder den
Zuschauer bei einer Action-Sequenz durch immer höheres Tempo
förmlich in die Handlung hineinzuziehen. Gleichzeitig kann so der
Filmemacher auch steuern, wie lange der Zuschauer überhaupt Zeit
hat, einen einzelnen Shot auf sich wirken zu lassen, darüber zu
reflektieren und nachzudenken. (Bordwell & Thompson, 2012, S. 226
f.); (Monaco, 2009, S. 234)
Genau dies gibt Action-Szenen ihre Brisanz. Aber selbst im modernen
Action-Kino sind dieser Methode Grenzen gesetzt. Eine Shot-Dauer
von unter einer halben Sekunde bis maximal 0,2 Sekunden kann kaum
unterschritten werden. Um in diesen sehr schnellen Schnittrhythmen
überhaupt noch zusätzliche Akzente setzen zu können, werden ent-
weder Tricks genutzt, wie der Flash-Frame, oder aber bewusst eine
Pause gesetzt, wie durch die Einfügung eines unerwartet langen
Shots. Dieser wirkt wie eine kurze Atempause, bevor die schnelle
Bildfolge wieder einsetzt.
Interessant ist also nicht unbedingt die individuelle Dauer eines
einzelnen Shots, sondern der allgemeine Rhythmus einer ganzen
Sequenz. Steigert sich die Schnittfrequenz, verlangsamt sie sich oder
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bleibt sie etwa gleich? Besonders aber: Wo liegen die Grenzen von
Segmenten, die nach unterschiedlichen Mustern montiert wurden?
Diese Grenzen sind meist auch charakteristische Grenzen von Hand-
lungseinheiten und Szenen. Gleichzeitig sind bestimmte Rhythmus-
Muster typisch für bestimmte Handlungen oder Genre-Elemente.
Musikvideos unterscheiden sich in Bezug auf ihren Schnitt-Rhythmus
erheblich von Filmen, Nachrichten-Sendungen von Talkshows oder
Soap-Operas von der Reklame in ihren vielen Werbepausen.
Gräf et al. fassen die Schnittfrequenz sogar semantisch auf und ordnen
ihr „kulturelle Denkkategorien“ zu, wie „Ruhe, Entspannung, Stillstand,
Tod, Krankheit“ bei einer langsamen Schrittfrequenz, oder bei schnellen
Schnittfrequenzen: „Unruhe, Stress, Fortschritt, Leben, Gesundheit“. Fer-
ner konstatieren sie, dass unterschiedliche Shot-Dauern auch beliebige
Wechsel auf anderen Ebenen anzeigen können, aber nur den Wechsel,
nicht dessen Inhalt selbst. (Gräf et al., 2014, S. 149 f.)
5.5.3 Spatiale Beziehung
Eine der großen Fähigkeiten der Montage ist es, den Raum zu ma-
nipulieren. Es ist sogar möglich, Räume zu erschaffen, die real gar
nicht existieren. Mittels der spatialen Dimension der Montage können
Filmsets und Aufnahmen direkt nebeneinander positioniert werden,
die ein beliebiges Intervall in Raum und Zeit auseinanderliegen.
Geschieht dies auf für den Zuschauer plausible Weise, entsteht für ihn
die Vorstellung eines vollständigen, existierenden Handlungsortes.
5.5.3.1 Establishing-Shot
Der Establishing-Shot (dt. Orientierende Einstellung) ist eine der be-
kanntesten Mittel zur Erzeugung eines räumlichen Eindrucks der
Szenerie beim Zuschauer. Der Zweck des Establishing-Shots ist es,
aus einer gewissen Distanz einen Überblick über den Handlungsort
zu vermitteln. Insbesondere am Anfang einer Szene oder Sequenz
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wird daher meist ein Medium-Long-Shot oder eine vergleichbare
Aufnahme verwendet. Daher lässt sich ein Establishing-Shot in der
Regel auch leicht von anderen Shots einer Sequenz unterscheiden.
Er steht eher am Anfang und/oder Ende und weist eine größere
Framing-Distance auf als andere Shots. Er kann damit auch zur
Markierung von Szenengrenzen herangezogen werden.
Nach dem Establishing-Shot kann die Kamera dann näher an die
Handlung heranrücken, ohne dass der Zuschauer zu leicht den
Überblick verliert. Diese verschiedenen, sich in ihren Distanzen ab-
wechselnden Shots werden häufig auch als Shot-Flow bezeichnet,
da sie sich wie ein Fluss mal schneller, mal ruhiger, mal wild hin-
und herschlängeln oder Kehrtwendungen vollziehen. Ausführliche
Beispiele für verschiedene Varianten des Shot-Flows finden sich bei
Katz (2004). Gelegentlich kann der Überblick auch wieder aufgefrischt
bzw. erneuert werden. Dies wird dann als Re-Establishing-Shot bezeich-
net. (Hickethier, 2007, S. 143)
5.5.3.2 Split-Editing
Split-Editing oder Split-Cut ist eine Sammelbezeichnung für verschie-
dene Montagetechniken, bei denen Bild und Ton zu unterschiedli-
chen Zeitpunkten beginnen oder enden. Diese Methode ist besonders
aus Nachrichtensendungen und Dokumentationen bekannt. Sie wird
insbesondere bei langen Monologen, Erzählerkommentaren oder als
Überleitung in Verbindung mit Musik verwendet. Ein einfaches Bei-
spiel könnte ein längerer Kommentar eines Interviewpartners sein.
Während der Ton auf den verbalen Kommentar fokussiert bleibt, wer-
den verschiedene andere Aufnahmen zwischengeschnitten (Inserts),
um dem Zuschauer ein belebteres Gesamterlebnis zu bieten. Bild und
Ton laufen also unabhängig. Sie sind aber nicht völlig voneinander
getrennt. Das Bild kehrt immer wieder zum Sprechenden zurück
und ist an diesen Stellen lippensynchron. Es lassen sich verschiedene
Unterklassen des Split-Cuts unterscheiden (siehe Abbildung 5.20).
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Abbildung 5.20: Graphische Visualisierung von J-Cut (oben) und L-Cut (unten) in
einem Videoschnittprogramm. (Christopher, 2012)
L-Cut Der L-Cut erhält seinen Namen von der graphischen Visua-
lisierung, an der er in einem Videoschnittprogramm zu erkennen
ist. Die untereinander angeordneten Video- und Ton-Spuren zeigen
Markierungen für die Zeitpunkte, an denen auf einen anderen Take
geschnitten wird. Der Schnittmarker für den Ton findet sich später
(weiter rechts), als der Marker der Video-Spur. Optisch sieht es so aus,
als könne man den Buchstaben ‚L‘ darüberlegen.
Bei einem L-Cut beginnen Bild und der dazugehörige Ton zusammen.
Am Ende wird aber zunächst nur das Bild, also der visuelle Shot A
geschnitten und wechselt zu einem anderen Shot B. Der Ton von Shot
A läuft aber über diese Grenze hinaus weiter und wird erst später
in den Ton von Shot B übergeben. Beispiel: Man hört noch das was
eine Person in Shot A sagt, während das Bild schon die Reaktion einer
anderen Person auf das Gesagte zeigt.
J-Cut Der J-Cut ist das Pendant zum L-Cut, wenn der Ton dem
Bild vorauseilt, der Ton von Shot B also schon zu hören ist, bevor
das Bild von Shot A zu Shot B gewechselt hat. Hier lässt sich die
Visualisierung in einem Videoschnittprogramm mit dem Buchstaben
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‚J‘ assoziieren. Beispiel: Es wird eine Außenaufnahme eines Gebäudes
als Establishing-Shot gezeigt. An einer Stelle setzt der Ton ein, in dem
ein Gespräch zu hören ist, das sich offensichtlich im Inneren abspielt.
Erst einige Sekunden später wechselt auch das Bild auf den neuen
Handlungsort und es sind die Personen zu sehen, die das Gespräch
führen.
Insert Der Insert bezeichnet eine visuelle Einfügung in einen an-
sonsten (akustisch) weiterlaufenden Shot. Ein Shot A beginnt in Bild
und Ton. Während der Ton weiterläuft, werden die Bilder des Shots
B eingefügt, später kommt das Bild wieder zum Shot A zurück. Es
können auch mehrere Inserts hintereinander eingefügt werden. Diese
Methode kommt besonders bei beschreibenden Inhalten vor, wenn
zum Beispiel ein Erklärer ein komplexes Konzept darlegt und dabei
Bilder zur näheren Erläuterung eingefügt werden.
Sound-Bridge (Akustische Klammer) Die Akustische Klammer dient
als klangliche Brücke oder Überleitung zwischen zwei Shots oder
Sequenzen. Dies erfolgt zumeist in Form von Musik (engl. sound
bridge) oder als fortgeführter Dialog bzw. Kommentar. Häufig ist die
Akustische Klammer kein eigenständiges Mittel, sondern in Form
des L-Cuts oder J-Cuts ausgeführt, die dann als Akustische Klammer
fungieren. Die Akustische Klammer wurde schon 1931 von Fritz Lang
verwendet. (Hickethier, 2007, S. 93)
Dialog-Overlap Speziell bei Dialogen ist die räumliche Zuordnung
mitunter nicht leicht zu kategorisieren. Häufig wechselt das gezeigte
Bild zwischen den sprechenden Personen hin und her. Die Montage-
technik wird als Shot-/Reverseshot bezeichnet und bei den komple-
xeren Montagetechniken noch genauer betrachtet. Nicht selten wird
dabei auch das Dialog-Overlap angewendet. Das Bild folgt nicht immer
dem gerade Sprechenden, sondern zeigt stattdessen den Zuhörenden,
um seine Reaktion auf das Gesagte zu zeigen oder das Bild verharrt
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auf dem Gesicht des Sprechers, obwohl seine Rede bereits endete, um
dem Zuschauer die Reaktion des Zuhörenden zu verheimlichen. Dies
sind in erster Linie kreative Entscheidungen der Filmemacher. Sie füh-
ren aber zu der Schwierigkeit, dass für jeden Shot die Klassifizierung
nach On-Screen/Off-Screen neu beurteilt werden muss oder sie nur
in der Gesamtheit aller Shots einer Sequenz Gültigkeit besitzt. Ein
passendes Beispiel mit wortgenauem Protokoll zum Dialog-Overlap
findet sich bei Bordwell und Thompson (2012, S. 275 f.) und beschreibt
diese Montagetechnik anhand einer Szene aus dem Film „The Hunt for
Red October“ (USA 1990).
5.5.3.3 Cheat-Cuts
Der Cheat-Cut (dt. betrügerische/täuschende Einstellung) beschreibt die
Benutzung einer Kamera-Einstellung, die im Handlungsraum ei-
gentlich physisch unmöglich wäre. Hier wird bei den Dreharbeiten
häufig von den Möglichkeiten künstlicher Set-Aufbauten Gebrauch
gemacht oder heutzutage der entsprechende Shot gleich im Computer
animiert. Gemeint sind zum Beispiel Kamerafahrten durch eigentlich
massive Wände. Shots, die aus Positionen gefilmt wurden, an denen
eigentlich keine Kamera stehen könnte und Ähnliches. Hier wird ganz
direkt mit den Möglichkeiten der spatialen Manipulation in einem nur
scheinbar realen Raum gespielt.
5.5.4 Temporale Beziehung
Im Alltag stellt Zeit eine unveränderliche Größe dar, die nur in eine
Richtung fließt, von der Vergangenheit in die Zukunft. Ebenso wie in
der Schriftstellerei genießt auch das Medium Film den Vorteil, die Zeit
in beliebiger Weise verändern oder sogar neu anordnen zu können.
Zeit im Film, kann springen, vorwärts oder rückwärts laufen und still
stehen. Verschiedene stilistische Mittel werden hierzu insbesondere in
der Montage genutzt. Diese Dimension wird bei Hickethier (2007, S.
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129 f.) „Gestaltung der Zeit“ genannt und bei Bordwell und Thompson
(2012) beschrieben als „editing shapes chronology“.
5.5.4.1 Zeitdehnung und Zeitraffung
Eine der zentralen Formen der Zeitveränderung im Filmmedium ist
die Möglichkeit, den direkten Ablauf der Zeit und die Geschwin-
digkeit zu beeinflussen. Eine Möglichkeit wurde bereits bei den
Bewegungsformen der Kamera als Speed of Motion beschrieben. Neben
der Beeinflussung der sichtbaren Bewegungen im Bild ist es aber
auch möglich, den Ablauf der Erzählung, also die Erzählzeit, zu
beeinflussen und so zu Beispiel Intervalle der Zeit zu überspringen.
So findet sich eine besonders große Zeitraffung im Film 2001: A
Space Odyssey (1968), indem mittels eines Match-Cuts die enorme
Zeitspanne zwischen einer Gruppe affenähnlicher Menschen und der
Zukunft, in der Menschen zu den Sternen reisen, überbrückt wird.
Zeitraffungen können aber auch viel kürzere Zeitspannen umfassen
und gegebenenfalls nur dazu dienen, den Zuschauer nicht zu lan-
geweilen, wenn er ansonsten einer Figur beim Durchqueren eines
großen Raumes zuschauen müsste. (Hickethier, 2007, S. 130 f.)
Zeitdehnungen sind dagegen in der Erzählzeit ein eher seltenes Mittel.
Laut Hickethier (2007, S. 131) findet sich dies vor allem in Szenen, die
eine besondere psychische Situation einer Figur verdeutlichen sollen.
Häufig wird an diesen Stellen auf die Manipulation der Bewegungs-
geschwindigkeiten (Speed of Motion) zurückgegriffen. Zum Beispiel
durch die Anwendung von Zeitlupen-Effekten. Dies kann natürlich
auch genutzt werden, um extrem schnell ablaufende Handlungen
dem Zuschauer sichtbar zu machen, wie es im Film Matrix (1999)
mit dem Spezialeffekt Bulletcam besonders prominent umgesetzt wur-
de.
Elliptical-Editing Shots werden in aller Regel chronologisch ange-
ordnet. Die Montage beschränkt sich im ersten Schritt darauf die
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Takes gegebenenfalls zu kürzen (engl. trimming) und als Shots in das
eigentliche Video zu übernehmen. Gemäß Bordwell und Thompson
(2012, S. 231) erlaubt es Elliptical-Editing (dt. Ellipse) Handlungen so
darzustellen, dass sie auf der Leinwand weniger Zeit in Anspruch
nehmen als in der Geschichte. Dies lässt sich auf mehrere Arten
erreichen und wird von den Autoren mit folgendem Beispiel erklärt:
Es soll eine Person gezeigt werden, die eine sehr lange Treppe hin-
aufsteigt. Man möchte aber nicht den ganzen Treppenanstieg in voller
Länge zeigen. Bordwell und Thompson schreiben drei Möglichkeiten
des Elliptical-Editing:
1. Shot A zeigt die Person wie sie beginnt die Treppe hinaufzustei-
gen. Shot B zeigt die Person wie sie das Ende der Treppe erreicht.
2. Shot A zeigt die Person wie sie beginnt die Treppe hinaufzu-
steigen, lässt sie aber aus dem Bild herauslaufen und endet mit
einem Empty-Frame. Shot B beginnt mit einem Empty-Frame
dass den oberen Treppenabsatz zeigt. Erst dann kommt die
Person ins Bild während sie das letzte Stück hinaufsteigt.
3. Man verwendet im Grunde dieselben Aufnahmen wie bei 1.
oder 2., setzt aber ein Insert oder Cutaway dazwischen, indem
zwischen Beginn und Ende des Treppensteigens irgendetwas
anderes, gezeigt wird. Dies könnte zum Beispiel ein Detail der
Räumlichkeit sein oder eine andere Person, selbst wenn sie mit
dem Geschehen eigentlich nicht in Verbindung steht.
Ellipsen werden sehr häufig in verschiedenster Form eingesetzt. Bis in
die 1960er Jahre war es auch üblich Ellipsen, ebenso wie andere Zeit-
veränderungen, durch Dissolves, Fades oder Wipes zu markieren.
Overlapping-Editing Eine Methode, um Handlungen auf der Lein-
wand länger darzustellen, als sie eigentlich in der Erzählzeit dau-
ern, nennt sich Overlapping-Editing. Die schon in den 1920er Jahren
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von Sergei Eisenstein genutzte Technik zeigt dieselbe Handlung aus
verschiedenen Perspektiven mehrmals. Diese wird besonders bei
plötzlichen, kurzen Ereignissen eingesetzt, speziell in Action-Szenen,
wie beispielsweise eine Explosion, die immer und immer wieder
aus verschiedenen Blickwinkeln gezeigt wird oder der Aufprall eines
Autos auf eine Mauer.
Viele ähnliche Beispiele lassen sich finden. Der eigentlich kurze Mo-
ment der Handlung wird so immer weiter in die Länge gezogen.
Sei es, damit der Zuschauer die teuren Spezialeffekte auch wirklich
bewundern kann oder damit dem Zuschauer genug Zeit bleibt, über
die Konsequenzen des Geschehenen zu reflektieren. Schwierig ist
dagegen die Differenzierung zwischen dem in die Länge ziehen eines
Overlapping-Editings und einer echten Wiederholung, die mehr als
nur einen kurzen Moment umfasst.
5.5.4.2 Vorgreifen und Rückwenden
Die wichtigsten Formen der narrativen Zeitbeeinflussung während
der Montage sind das Vorgreifen und die Rückblende innerhalb der
Handlung. Für beides haben sich verschiedene stilistische Bauformen
entwickelt, die diese Veränderungen markieren.
Flash-Back (Rückblende) Für die Rückwärtswendung in einer Ge-
schichte, die Rückblende (engl. flash back) verlangten die Konventio-
nen ursprünglich eine deutliche Markierung für die Zuschauer. Dies
erfolgte durch eine Blende, die deutlich weicher und länger ist als
die normalen Übergänge zwischen Szenen. In den 1930er und 1940er
Jahren wurden Rückblenden häufig zusätzlich verbal angekündigt,
um den „Wechsel der zeitlichen Erzählebene“ anzukündigen. Bis etwa
in die 1960er Jahre war eine spezielle Transition bei Beginn des Flash-
Backs allgemein üblich. Teilweise war auch eine zusätzliche Blende
am Ende als Markierung vorhanden. Seitdem hat sich die Nutzung
von speziellen Markierungen filmgeschichtlich reduziert. Man geht
267
5 Stilmittel der Montage
heute davon aus, dass die Zuschauer Verschiebungen in der Zeit
schnell und problemloser erkennen als früher. Ab den 1990er Jahren
sind diese Markierungen nur noch kurz zu sehen oder fehlen bereits
ganz. (Hickethier, 2007, S. 131 ff.)
Eine ebenfalls gebräuchliche Hervorhebung zur Unterscheidung von
Gegenwart und Vergangenheit ist die Benutzung von Farbtönun-
gen im Bild, Vignetten oder das Ausbleichen der originalen Farben
(entsprechend der verblassenden Erinnerung) bis hin zur Verwendung
von Schwarzweiß in den Erinnerungssequenzen (Andeutung einer
dokumentarischen Realitätswiedergabe).
Flash-Forward (Vorgriff) Ebenso wie ein zeitlicher Rückgriff ist auch
ein Sprung nach vorne in der Erzählzeit möglich, aber selten. Sie
geschieht häufig in Form von Visionen und Träumen der Figuren.
Daher werden zur Markierung auch eher die damit assoziierten
Stilmittel verwendet.
5.5.4.3 Gegenwart und Gleichzeitigkeit
Die Darstellung der realen oder narrativen Gegenwart ist der Nor-
malfall in Videos und im Film. Eine unmittelbare reale Gegenwart
findet sich allerdings nur im Fernsehen oder heutzutage auch im
Internet. Live-TV oder Live-Streaming sind dabei die Schlüsselworte.
Dabei eröffnet sich auch die Möglichkeit, eine Gleichzeitigkeit von Er-
eignissen zu präsentieren, wie sie sonst aus literarischen Erzählungen
bekannt ist. Es kann aber auch so weit gehen, simultane Ereignisse
auch simultan zu visualisieren, wie etwa als Bild-in-Bild oder durch
Split-Screen-Techniken.
Crosscutting (Parallel-Montage) Die Parallel-Montage, oder das Cross-
cutting, ist eine Methode der Montage, um gleichzeitig ablaufende
Handlungen darzustellen. Hierbei werden die einzelnen Handlungs-
stränge Szenenweise zerteilt und als verschränkte sequenzielle Kette
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zu einem gemischten Handlungsablauf neu angeordnet. Häufig nä-
hern sich dabei die beiden Geschichten immer weiter an und fließen
am Ende zu einer Handlung zusammen.
Hickethier (2007, S. 136) gibt hierzu als Beispiel die Struktur des
Films Das Schweigen der Lämmer (USA 1990) an, bei dem zunächst
die simultan ablaufenden Geschichten des gesuchten Serienmörders
und der mit der Ermittlung beschäftigten FBI-Agentin erzählt werden.
Hierbei wurden geschickt verschiedene Elemente beider Handlungen
nebeneinander positioniert, sodass der Eindruck der Gleichzeitigkeit
verstärkt wird. Zum Finale des Films treffen beide Handlungen
zusammen und finden ihren Höhepunkt.
Crosscutting kann aber auch bedeuten die gegenwärtige Handlung
nicht zu verlassen, sondern dem Zuschauer die Möglichkeit zu geben
Dinge an verschiedenen Orten oder in verschiedenen Perspektiven
zu betrachten. Wie bei Bordwell und Thompson (2012, S. 246 f.)
beschrieben, gibt diese Montagetechnik dem Zuschauer ein fast un-
beschränktes Wissen über verschiedene Story-Elemente. Man sieht
kurz hintereinander bei einer Verfolgungsjagd den Verfolger und
die Flüchtenden. Das Crosscutting erzeugt dabei für den Zuschauer
ein Gefühl von Ursache und Wirkung und Wissen über simultane
Ereignisse, die den Figuren der Handlung nicht zur Verfügung steht.
Sie eignet sich damit auch, um Spannung aufzubauen, indem sie
Vermutungen und Erwartungen erzeugt.
Line-Cut Als Line-Cut kann die gleichzeitige Aufzeichnung und/
oder Übertragung durch mehrere Kameras bezeichnet werden. Die
Aufnahmen werden in diesem Fall digital synchronisiert und der
Editor erhält die Möglichkeit zu jedem Zeitpunkt auszuwählen wel-
che Kamera und Perspektive am Ende zu sehen ist. Oder es handelt
sich um eine Live-Sendung, bei der alle Kamerabilder sofort mittels
eines Mischpults (engl. video switch) ausgewählt werden. Mischpul-
te bieten mittlerweile umfangreiche Möglichkeiten auch bestimmte
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Transitionen zu verwenden, das Bildsignal aus verschiedenen Quellen
zu speisen (auch von Videobändern oder Videoclips) und mehrere
Bilder durch Methoden der Inneren Montage (Keying, Bild-in-Bild) zu
kombinieren. Die besondere Herausforderung bei einem live durch-
geführten Line-Cut ist, dass der Schnitt simultan zur ablaufenden
Handlung geschieht und Fehler nicht mehr korrigiert werden können.
Daher wird diese Technik in der Regel nur beim Fernsehen eingesetzt
und ist allgemein aus Talk-Shows, Unterhaltungssendungen und
Nachrichten bekannt. (Hickethier, 2007, S. 136 f.)
5.6 Fazit
Während im vorangegangen Kapitel die Stilelemente der einzelnen
Modalitäten im Vordergrund standen, zeigt sich, dass die Montage,
wie bereits vermutet, einer höheren semantischen Ebene zugeordnet
werden muss. Sie verfügt über eigene Stilelemente, nutzt aber gleich-
zeitig die Stilmittel der zuvor eingeführten drei Modalitäten, um sie
für die Etablierung von Beziehungen zwischen den einzelnen Shots,
Konzepten und Motiven zu nutzen.
Zunächst wurde in diesem Kapitel der grundsätzliche Workflow einer
Post-Production beschrieben, der den Rahmen jeder Montage bildet.
Die der Montage eigenen elementaren Stilmittel wurden dann im
Kapitel 5.22 untersucht. Während insbesondere in Informatikpublika-
tionen leicht der Eindruck entsteht, Montage bestehe nur aus Shots
und Transitionen, zeigt eine genauere Untersuchung, dass dieser
oberflächliche Eindruck trügt.
Wie sich zeigt, gibt es verschiedene technische Möglichkeiten, zwei
aufeinanderfolgende Shots miteinander zu verbinden. Die häufigste
Form ist dabei das Fehlen einer hervortretenden Verbindung. Es
offenbart sich aber auch, dass immer dann, wenn eine andere Form
der Transition verwendet wird, dies aus einem bestimmten Grund
2Kapitel 5.2: Transitionen, S. 219
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geschieht. Gelegentlich wird eine Transition auch angewendet, um
einen allzu abrupten Übergang optisch abzumildern. Meistens ist eine
Transition aber auch mit einer inhaltlichen Bedeutung verbunden, wie
der Andeutung eines Orts- oder Zeitwechsels. Die Wahl des Mittels ist
dabei stark der Mode und ihrer Epoche unterworfen. Während in den
Anfangsjahren viel experimentiert wurde, bildete sich zu Zeiten des
klassischen Hollywoodfilms ein relativ fester Kanon heraus. Heutzu-
tage erlauben Computeranimationen wiederum neuartige und exoti-
sche Transitionseffekte. Dennoch werden im Umfeld professioneller
Produktionen auch diese Mittel sparsam und bewusst eingesetzt.
Zudem lassen sie sich grundsätzlich auf die klassischen Transitionen
zurückführen, da die den klassischen Transitionen zugeschriebenen
Bedeutungen mittlerweile Teil der erlernten Sehgewohnheiten der
Zuschauer sind.
Wie die Erläuterung der Inneren Montage oder Mise-en-Scène zeigt,
gibt es eine Fülle an Montage-Stilmitteln, die nicht an den Grenzen
von Shots zu finden sind, sondern direkt in das laufende Filmmaterial
eingearbeitet sind. Ihre Entstehung ist dabei nicht auf die Post-
Production beschränkt. Sie können auch das Ergebnis der Kamera-
führung oder der Inszenierung sein. Sie sind daher auch besonders
schwer zu isolieren und technisch zu erkennen.
Die Innere Montage erweist sich als Sammlung komplexer Methoden
zur Strukturierung von Handlungen und Konzepten innerhalb einer
durchgängigen Kameraaufnahme. Wie bei der klassischen Monta-
ge aus einzelnen Shots und ihren Verbindungen können Figuren,
Handlungen, Konzepte und Orte wechseln, auftauchen und ver-
schwinden. Hier vollziehen sich diese Veränderungen aber innerhalb
eines Shots. Für die Erkennung und gegebenenfalls eine Analyse
stellt dies besondere Herausforderungen dar. Die Übergänge sind
fließender und weniger prägnant als bei der Verwendung mehrerer
Shots. Sie lassen sich insofern auch nicht durch den Vergleich von
aufeinanderfolgenden Shots erkennen oder sind so subtil im Medium
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enthalten, dass sie kaum zu erkennen sind. Dennoch ist die Innere
Montage ein wichtiges Element jeder filmischen Montage und muss
Berücksichtigung finden.
Mit der Beschreibung des Continuity-Editing als Standardfall unter
den Montage-Stilen konnte gezeigt werden, dass sich Montage im
engeren Sinne nicht durch die Aneinanderreihung von Shots und
Transitionen erschöpft. Vielmehr handelt es sich um einen bewussten
und gezielten Prozess der Erzeugung von Verbindungen und Be-
ziehungen zwischen den einzelnen handlungstragenden Elementen.
Bereits die Kombination mehrerer Shots aus verschiedenen Perspek-
tiven erlauben es so, einen filmischen Raum zu erzeugen, den es real
vielleicht gar nicht gibt. Andere Stilmittel definieren Transitionen über
ähnliche graphische Muster, Blickrichtungen oder über Bewegungen.
Ebenso existieren Stilmittel, die einer Verbindung entgegenwirken
und so als deutliche Trennungen zwischen verschiedenen Syntagmen
dienen können.
Mit den Dimensionen verbindender Montage festigt sich endgültig
das Bild von einer Montage, deren eigentlicher Zweck nicht das
Schneiden von einzelnen Kameraaufnahmen ist, sondern die bewuss-
te Anordnung einzelner Elemente und Herstellung von Beziehungen
zwischen ihnen. Sämtliche vorher genannten Montage-Stilmittel ord-
nen sich letztendlich diesem Zweck unter. Dabei wurden Stilelemente
identifiziert, die eine trennende oder verbindende Funktion besitzen.
Sie erlauben es, die einzelnen Shots in einen gemeinsamen Kontext
zu bringen. Während Menschen dies intuitiv oder durch erlernte
Sehgewohnheiten leicht fällt, stellt diese Form der Bezugnahme für
automatische Verfahren noch Probleme dar. Da sich verschiedene
Bausteine aber relativ leicht isolieren lassen, erscheint eine Lösung des
Problems möglich.
Eine wichtige Erkenntnis aus dieser Untersuchung ist, dass die kon-
krete Anordnung von Shots und gegebenenfalls Montage-Stilmitteln
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grundsätzlich einen Kontext zwischen den einzelnen Elementen defi-
nieren. Zusammengehörige Elemente erfahren dabei eine verbinden-
de Wirkung. Beim Wechsel des Handlungsortes, der Zeit oder der
Figurenkonstellation hingegen greifen andere Stilmittel und können
die Separation verstärken. Dieses Zusammenspiel aus verbindenden
und trennenden Elementen ist es, das dem Zuschauer beim Wechsel
einer Szene (oder allgemeiner eines Syntagmas) bewusst macht, dass
ein Kontextsprung erfolgt. Wenn also verbindende und trennende
Stilmittel hierfür existieren, dann könnten sie auch bewusst genutzt
werden, um einen solchen Bruch des Kontextes zu erkennen bzw.
technisch zu analysieren. Gleichzeitig können Verbindungen genutzt
werden, um Elemente, die einzeln erkennbar sind, in einen Gesamt-
kontext zu anderen Elementen zu bringen.
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In diesem Kapitel wird das für die Analyse und Archivierung von
audiovisuellen Medien entwickelte Framework vorgestellt, das auch
als Rahmensystem für die Analyse von Sequenzen in Videos dient.
Zur besseren Unterscheidung wird es hier unter seinem internen
Arbeitstitel Nexus-Framework geführt.
Bei der Entwicklung wird insbesondere das duale Einsatzgebiet des
Systems berücksichtigt. Zum einen soll es alle Schritte und Kompo-
nenten umfassen, die erforderlich sind, ein Video in Sequenzen zu
segmentieren. Dazu gehört die allgemeine Verwaltung von Videos
und deren Metadaten, die Steuerung der Analyse, Aggregation der
Analyseergebnisse und der Zugriff auf die ermittelten Daten. Zum
anderen soll das System geeignet sein, um auch unabhängig vom hier
dargestellten Forschungsziel genutzt werden zu können, insbesonde-
re im Rahmen der Retro-Digitalisierung von Video-Kassetten.
Im Folgenden werden die Anforderungen und Rahmenbedingungen
für das Gesamtsystem entwickelt und anschließend die Architektur
beschrieben sowie die internen und externen Komponenten erläu-
tert. Die Komponenten und Algorithmen, die sich explizit mit der
Sequenz-Segmentierung beschäftigen, werden in einem eigenen Kapi-
tel behandelt. Abschließend folgt eine Erläuterung der Evaluation des
Frameworks und eine Bewertung, inwieweit das System die gestellten
Anforderungen erfüllt.
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6.1 Umfeld und Einflüsse
Die Entwicklung des Nexus-Frameworks erfolgt nicht nur für den
speziellen Zweck dieser Forschungsarbeit. Begleitend wurden und
werden Bestandteile auch im Rahmen von Forschungsprojekten an
den Professuren Medieninformatik und Media Computing der Tech-
nischen Universität Chemnitz genutzt. Hierzu gehören das Inno-
Profile Forschungsprojekt sachsMedia (BMBF FKZ: 03IP608, (Berger
et al., 2012)), validAX (Validation der Frameworks AMOPA & Xtrieval,
BMBF 03V0058, VIP0044, Berger et al. (2015)) und das Pilotprojekt zur
Digitalisierung der Senderarchive sächsischer Lokalfernsehsender (gefördert
durch die sächsische Landesmedienanstalt).
Grundsätzlich ist die enge Zusammenarbeit mit den genannten For-
schungsvorhaben als Vorteil zu sehen. Sie stellt zum einen sicher,
dass die implementierten Lösungen auch über die hier vorliegende
Arbeit hinaus Anwendung finden. Zum anderen führt die Abstim-
mung zwischen den unterschiedlichen Projektziele dazu, dass stets
aktuelle Entwicklungen, neue Anforderungen und fachliche Rahmen-
bedingungen in die Entwicklung einfließen können. Beides ist von
gegenseitigem Vorteil.
So werden im Rahmen des hier vorgestellten Frameworks zahlreiche
Lösungen entwickelt, die auch für den Einsatz in anderen Gebieten
genutzt werden können, wie die Anbindung einer automatischen
Digitalisierungslösung oder die Bereitstellung von Assets und Meta-
daten in einem User-Interface. Andererseits kann dieses Framework
auf die Lösungen anderer Forscher zurückgreifen, zum Beispiel durch
die Übernahme bestimmter Analyse-Komponenten, die im Rahmen
der genannten Projekte entwickelt wurden. Dies trägt nicht nur zum
Wissensaustausch der beteiligen Forscher bei, sondern stellt zudem
sicher, dass sich das hier entwickelte Framework stets an realen
Anwendungsszenarien orientiert.
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6.1.1 Einflüsse durch sachsMedia
Das Forschungsprojekt sachsMedia (2007 - 2012) hatte zum Ziel, kleine
und mittelständige Unternehmen aus den Bereichen Medienverarbei-
tung, Medienproduktion, Fernsehsender, Sendeanlagen- und Mobil-
funkbetreiber dabei zu unterstützen, Lösungen für den technischen
Wandel und die fortschreitende Digitalisierung der Medienlandschaft
zu entwickeln. sachsMedia gründete sich dabei auf zwei thematische
Säulen.
Der Themenkomplex Mediendistribution untersuchte neue Wege in
der Bereitstellung von Medien neben den klassischen Verbreitungsfor-
men des Fernsehens. Hierzu gehörten Live- und Video-On-Demand-
Streaming, digitale Medienangebote im Verbund mit digitaler Medi-
endistribution, wie DVB-H, IP-TV und Mobile-TV. Der Themenkom-
plex Annotation und Retrieval fokussierte sich auf die Analyse von
digitalen Medienbeständen, Verfahren zur automatischen Inhaltsan-
notation, Assistenzwerkzeugen für manuelle Annotationen und der
Entwicklung eines Medienretrieval Frameworks. (Berger et al., 2012,
S. 5 f.)
Insbesondere die im Rahmen des Projekts entwickelten Annotations-
und Analyse-Verfahren liefern wichtige Beiträge für das Framework.
Die Mehrzahl der verwendeten Analyse-Komponenten zur Vorver-
arbeitung und Analyse von audiovisuellen Medien rekrutieren sich
aus den im Projekt sachsMedia entwickelten Sprach- und Video-
Analysealgorithmen, beziehungsweise ihren später weiterentwickel-
ten Derivaten.
Hierzu gehören die auf dem AMOPA-Framework1 basierenden Kom-
ponenten der Shot-Boundary-Detection, Shot-Composition, Face-De-
tection und Text-Recognition sowie die Speaker-Diarization und
Speech-Recognition.
1AMOPA (Automated MOving Picture Annotator)
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Das ebenfalls entwickelte Retrieval-Framework Xtrieval (Kürsten, T.
& Eibl, 2008) implementierte eine Lösung zur Indexierung und Suche
in Medienbeständen. Sie ist bislang nicht in das hier beschriebene
Nexus-Framework eingebunden, stellt aber eine logische Erweite-
rung dar. Das im Rahmen von sachsMedia entwickelte Media-Asset-
Management wiederum stellt einen direkten Vorläufer des neuen
Frameworks dar, das hierdurch ersetzt wird.
6.1.2 Einflüsse durch validAX
Ziel des Projekts validAX (Validierung der Frameworks AMOPA und
Xtrieval) von 2011 bis 2014 war es, die in sachsMedia entwickelten
Frameworks zu evaluieren und an die Anforderungen realer Anwen-
dungsgebiete anzupassen. Im Zuge des Projekts wurden verschiedene
Verbesserungen an den Analyse-Verfahren durchgeführt, geprüft und
anhand realistischer Anwendungsbedingungen getestet. (Berger et
al., 2015, S. 2 f.)
Zu den Neuentwicklungen gehörte eine automatisierte Digitalisie-
rungsstraße (Ingest-System), die in der Lage ist, durch Stapelverarbei-
tung den parallelen Einsatz mehrerer Abspiel- und Digitalisierungs-
geräte sowie eines Roboters, eine Massendigitalisierung von Video-
kassetten im Dauerbetrieb durchzuführen. Zusammen mit dem nach-
geschalteten Transcodierungs-Cluster und einem LTO-Magnetband-
system erweiterte dies die Anwendungszwecke der in sachsMedia
erstellten Lösungen um einen Archivierungsworkflow. Die genannten
Komponenten flossen daher auch in den Entwurf des Frameworks ein
und bilden die Standardlösungen für die Einbeziehung von Trägerme-
dien in den Testdaten-Korpus. Insbesondere der in der Evaluierung
des Frameworks durchgeführte Lasttest profitiert von den Anbindun-
gen dieser Komponenten.
Im Rahmen des Arbeitsbereichs Workflowintegration wurden Anfor-
derungen und Szenarien für den Einsatz eines Gesamtsystems zur
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Analyse- und Archivierung von audiovisuellen Medien entwickelt,
die Einfluss auf die Spezifikationen des hier beschriebenen Nexus-
Frameworks hatten. Diese führte zu einem Entwurf für zwei An-
wendungsszenarios: Erstens für die bei validAX beschriebenen An-
wendungszwecke und zweitens für die hier dargestellte Forschungs-
arbeit. Anforderungen wie Mandantenfähigkeit, Skalierbarkeit, Nut-
zung von Webservices, Darstellung von Medienarchiven und Visuali-
sierung zeitabhängiger Metadaten entstammen daher den Resultaten
des validAX-Projekts. Die Synthese eines Systementwurfs, der sowohl
den Workflow-Szenarien als auch den Erfordernissen der Entwick-
lung einer Sequenz-Segmentierung genügen, trugen maßgeblich zur
endgültigen Form des Frameworks bei.
6.1.3 Einflüsse des Digitalisierungsprojekts
Auf Basis der Ergebnisse der Projekte sachsMedia und validAX beauf-
trage 2014 - 2015 die sächsische Landesmedienanstalt ein Pilotprojekt,
in dem die Leistungsfähigkeit der entwickelten Komponenten für die
massenhafte Digitalisierung analoger Archivbestände lokaler Fern-
sehsender geprüft werden sollte. Dabei wurden mehr als 200 VHS und
Betacam Videokassetten durch den gesamten Prozess der Digitali-
sierung, Transcodierung, Analyse, Annotation und Datenaggregation
geführt. Dies bildete gleichzeitig einen umfangreichen Leistungs- und
Stabilitätstest, der als Basis für die Systemevaluation diente.
Gleichzeitig erweiterte das Pilotprojekt die Anforderungen an das
User-Interface und die Datenaggregation archivarischer Metadaten.
Da das Ziel des Pilotprojekts auf die Generierung von persistenten
Archivdatensätzen ausgelegt war, mussten Lösungen für die an-
gemessene Sicherung archivarischer Metadaten entwickelt werden.
Hierzu wurde das Datenschema des Systems um Datensätze erwei-
tert, die sich an das REM: Regelwerk Mediendokumentation 1.0 (REM 1.0
Regelwerk Mediendokumentation, 2011) der ARD (Arbeitsgemeinschaft der
öffentlich-rechtlichen Rundfunkanstalten der Bundesrepublik Deutschland)
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und des DRA (Deutsches Rundfunkarchiv) anlehnen. Damit erfuhr das
System Erweiterungen in Bezug auf Metadaten-Annotationen und die
für die Eingabe und Darstellung erforderlichen User-Interfaces.
6.2 Zielsetzung und Anforderungen
Eine vollständige inhaltliche Analyse audiovisueller Medien ist nach
dem heutigen Stand der Technik nicht mit rein automatisierten Ver-
fahren möglich. Einige Standardmethoden der Filmanalyse lassen sich
aber mit algorithmischen Verfahren erleichtern oder unterstützen.
Hierzu gehören unter anderem die Filmprotokollierung, wie sie im
Kapitel 3.32 vorgestellt wurde.
Darüber hinaus wurden in der Informatik verschiedene Lösungen zur
automatischen Erkennung bzw. Klassifikation von unterschiedlichen
Aspekten audiovisueller Medien entwickelt. Es gibt verschiedene
Verfahren für die Transkription akustischer und visueller Sprache
zur Erkennung von visuellen Objekten wie Gesichtern oder der
Klassifikation spezifischer Merkmale wie Shot-Grenzen und Kame-
rabewegungen. Insbesondere diese Verfahren eröffnen Möglichkeiten
zur Erkennung verschiedener audiovisueller Stilmittel. Es ist davon
auszugehen, dass semantische Metadaten gefunden werden können,
etwa durch eine geeignete Auswahl von Klassifikationsverfahren und
der Kombination ihrer Resultate oder durch neue Methoden zur
automatischen Klassifikation und Annotation. Eine mögliche Anwen-
dung hierbei wäre es, bisherige Verfahren zur Shot-Erkennung derart
zu erweitern, dass auf einer höheren semantischen Ebene Segmente
erkannt und beschrieben werden können (vgl. 2.2Kapitel 2.23).
Es stellt sich also die Frage, wie ein geeignetes System beschaffen
sein müsste, um in der Lage zu sein, audiovisuelle Medien zu ana-
lysieren, die gewonnenen Metadaten auszuwerten und so zu kombi-
2Kapitel 3.3: Methoden der Filmanalyse, S. 118
3Kapitel 2.2: Strukturelemente des audiovisuellen Mediums, S. 11
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nieren, dass eine Klassifikation inhaltlicher Segmente möglich wird.
Wichtiger Aspekt eines solchen Ansatzes wäre, dass es hinreichend
anpassbar und modular ist. Nicht alle Bestandteile können (zumindest
im Rahmen dieser Arbeit) vollständig selbst entwickelt werden, da sie
verschiedene Fachgebiete und Forschungsarbeiten umfassen. Andere
Teile wiederum sind Gegenstand von Neuentwicklung im Rahmen
dieser Arbeit.
Des Weiteren ist davon auszugehen, dass eine geeignete Lösung in der
Lage sein muss, große Datenmengen effizient zu verarbeiten. Speziell
für die Evaluation und Forschung müssen möglichst große Testkorpo-
ra verarbeitet und geprüft werden können. Nicht zuletzt ist auch eine
geeignete Nutzerschnittstelle erforderlich, um die Ergebnisse prüfen
zu können und den möglichen Nutzen für einen Anwender sichtbar
zu machen.
Auf den ersten Blick ergibt sich so das Konzept eines skalierbaren
und anpassbaren Systems zur Integration verschiedener Analyse-
Verfahren, der Aggregation und Kombination ihrer Resultate sowie
deren Visualisierung und Evaluation. Die hier gewählte Strategie
basiert darauf, in einer Kombination aus bereits bekannten und neu
zu entwickelnden Analyseverfahren verschiedene Metadaten unter-
schiedlicher Art über ein audiovisuelles Medium zu gewinnen und
diese Metadaten wiederum dazu zu nutzen, höherwertige semanti-
sche Informationen zu gewinnen. Das grobe Entwicklungsziel lässt
sich in fünf Bereiche unterteilen. Die einzelnen Anforderungen wer-
den mit dem Buchstaben F für Funktionale Anforderungen durchnum-
meriert. Ebenso wurden Qualitative Anforderungen definiert, die im
Anhang A.64 zu finden sind.
Die primäre Aufgabe des Gesamtsystems ist die Gewinnung von
Metadaten. Diese Metadaten können prinzipiell aus dem Medium
selbst erzeugt, durch Menschen manuell hinzugefügt werden oder
4Anhang A.6, S. D-1
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in Form von Ground-Truth-Daten als Referenz für die Evaluierung
vorhanden sein. Metadaten können dabei vielfältige Datenstrukturen
und Wertebereiche besitzen. Diese sind zum Teil standardisiert (z. B.
MPEG–7, Dublin-Core), aber es ist zu erwarten, dass im Rahmen die-
ser Forschungsarbeit auch neue Metadaten und Merkmale generiert
werden, für die es möglicherweise noch keine Metadatenstandards
gibt.
Der Bereich Asset- und Daten-Management umfasst:
• (F1.1) - Eine Lösung zur Speicherung von Metadaten, zum
Beispiel durch ein Datenbankmanagementsystem (DBMS) und
Definition eines geeigneten Datenbank-Schemas.
• (F1.2) - Eine Lösung zur Speicherung umfangreicher Testkorpo-
ra aus Videodateien sowie von Analyse-Artefakten wie Keyfra-
mes und anderen Dateien.
• (F1.3) - Eine Lösung zur Speicherung von archivarischen Be-
schreibungsdaten.
• (F1.4) - Funktionen zur Aggregation und für den Zugriff auf alle
gespeicherten Daten sowie gegebenenfalls Im-und Exportfunk-
tionen.
Als zentraler Bestandteil ist ein Analyse-Framework erforderlich,
welches es erlaubt, einzelne Video-Dateien oder einen ganzen Video-
Korpus mit mehreren hundert Dateien weitgehend automatisch zu
verarbeiten, zu analysieren, die Resultate und Metadaten aufzuberei-
ten und in einem geeigneten Datenspeicher abzulegen. Dies erfolgt
unter Befolgen eines konfigurierbaren Workflows, der stabile und
reproduzierbare Bedingungen für die Analyse gewährleistet.
Das Framework muss in der Lage sein, Videomaterial durch verschie-
dene Analyse-Komponenten verarbeiten zu lassen. Hierbei sind Ab-
hängigkeiten zwischen den Komponenten zu beachten. Die Form der
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Analyse-Komponenten kann somit von Programmbibliotheken über
eigenständige Prozesse reichen, die mittels Parametern außerhalb des
Frameworks aufgerufen werden müssen, bis hin zu eigenständigen
Systemen, die außerhalb der Systemgrenzen liegen. Die Architektur
des Frameworks muss dies berücksichtigen und somit erlauben,
verschiedenste Komponenten durch Schnittstellen und Adapter an-
zubinden.
Es ist zu erwarten, dass die Analyse-Komponenten einem häufigen
Austausch und Schnittstellenanpassungen unterliegen und zum Teil
aus externen Komponenten bestehen, deren interne Implementation
und Quellcode nicht ohne Weiteres zugreifbar sind. Die Analyse
großer Korpora bzw. komplexer Workflows erfordern es, dass das Fra-
mework fähig ist, stabil und mit geringem manuellen Steueraufwand
über lange Zeit betrieben werden zu können.
Der Bereich Analyse-Framework umfasst:
• (F2.1) - Ein Workflow-System, das steuerbar und konfigurierbar
ist, aber weitgehend autonom ausgeführt werden kann.
• (F2.2) - Eine Lösung zur effizienten Verarbeitung großer Daten-
mengen, die im Idealfall eine verteilte Ausführung auf mehreren
Servern erlaubt.
• (F2.3) - Eine Laufzeitumgebung, die für Analyse-Komponenten
verschiedener Arten und aus verschiedenen Quellen geeignet
ist.
• (F2.4) - Schnittstellen, die es erlauben, Komponenten auszutau-
schen, weiterzuentwickeln und wiederzuverwenden.
• (F2.5) - Einheitliche Daten- und Speicherformate für die Resulta-
te der verschiedenen Analyse-Komponenten.
Der mit dem Analyse-Framework verbundene zweite Bereich umfasst
die einzelnen Analyse-Komponenten. Zu Beginn der Entwicklung
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ist die Art und die Beschaffenheit der verschiedenen Komponenten
schwer absehbar. Die Analyse-Komponenten implementieren eigen-
ständige Analyse-Verfahren oder Berechnungsalgorithmen. Hierbei
kann es sich um Low-Level Verfahren, etwa zur Berechnung von
Farbraum-Merkmalen, Algorithmen zur Kombination und Aggrega-
tion gewonnener Metadaten bis hin zu komplexen eigenständigen
Programmen zur Berechnung von Schnittgrenzen handeln.
Analyse-Komponenten mit den erforderlichen Funktionen stammen
aus unterschiedlichen Fachgebieten und können nicht im Rahmen
einer Arbeit wie dieser entwickelt werden. Vielmehr werden Teil-
komponenten aus verschiedenen Quellen herangezogen (z. B. Open-
Source-Bibliotheken, Forschungsergebnisse Dritter). Viele dieser Kom-
ponenten dienen zunächst dazu, überhaupt erst die nötigen Rah-
menbedingungen und eine Datenlage herzustellen, um jene Analysen
durchführen zu können, die für die gestellte Forschungsfrage von
Interesse sind. Die zentralen Analyse-Komponenten, die primär Ge-
genstand dieser Forschungsarbeit sind, werden hingegen in Form von
Programmbibliotheken selbst implementiert.
Als potentiell benötigte Analyse-Komponenten kommen in Frage:
• (F3.1) - Eine Lösung zur Vorsegmentierung von Videos in Struk-
turelemente, wie zum Beispiel Shots. Dies könnte von einer
Shot-Boundary-Detection durchgeführt werden.
• (F3.2) - Als Vorverarbeitungsschritt ist die Feststellung techni-
scher Eigenschaften von Testvideos wie Framerate, Auflösung
und ähnlichem erforderlich.
• (F3.3) - Die Anbindung einer Digitalisierungslösung kann dazu
dienen, auch Archive von Videokassetten als Testkorpus und
Anwendungsfall zu erschließen.
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• (F3.4) - Eine Spracherkennung und -transkription kann genutzt
werden, um zusätzliche semantische Daten aus audiovisuellen
Medien zu gewinnen.
• (F3.5) - Eine Texterkennung kann eingesetzt werden, um textuel-
le Einblendungen im visuellen Datenstrom zu erkennen und zu
transkribieren.
• (F3.6) - Eine Gesichtsdetektion kann eingesetzt werden, um
Personen im visuellen Datenstrom zu erkennen.
Die Evaluation audiovisueller Daten und Metadaten ist schwierig.
Für die korrekte Beurteilung sind Mechanismen zur Visualisierung
von Resultaten sehr hilfreich. Zudem ist die Annotation von Ground-
Truth-Daten nur anhand der jeweiligen audiovisuellen Medien mög-
lich. Das System sollte daher über geeignete Nutzerschnittstellen
(engl. user interfaces) verfügen.
Es ist von Vorteil, wenn diese User-Interfaces nicht nur in der Lage
sind, errechnete Resultate der Analyse darzustellen, sondern auch
für die allgemeine Verwaltung des Asset-Managements und für die
Evaluation genutzt werden können.
Der Bereich User-Interface umfasst:
• (F4.1) - Eine Möglichkeit zur Verwaltung der Testkorpora und
Assets.
• (F4.2) - Detailansichten zu den analysierten Assets, mit denen
sich die Resultate der Analysen und Metadaten darstellen und
untersuchen lassen.
• (F4.3) - Eine Lösung, wie zeitabhängige Metadaten der Analyse
dargestellt werden können.
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• (F4.4) - Ein Editor zur manuellen Annotation von Metadaten, der
auch zur Erzeugung von Ground-Truth-Daten für die Evaluati-
on geeignet ist.
• (F4.5) - Das User-Interface sollte verschiedenen Benutzern je
nach individuellen Zugriffsrechten nur die für sie vorgesehenen
Assets und Interaktionsmöglichkeiten zugänglich machen.
6.3 Systementwurf
Das vorgestellte Nexus-Framework entstand in einem iterativen Pro-
zess. Der erste Vorläufer bestand aus einem Prototyp, der zum
Zwecke der öffentlichen Präsentation von Forschungsergebnissen der
Professur Medieninformatik im Bereich der audiovisuellen Analy-
se entwickelt wurde. Kernbestandteile waren zu diesem Zeitpunkt
eine Aggregation der Analyseergebnisse verschiedener eigenstän-
diger Komponenten (Shot-Boundary-Detection, Automated-Speech-
Recognition, Text-Recognition, Face-Detection) sowie die Darstellung
in einem einfachen webbasierten User-Interface.
Im Zuge dieser Forschungsarbeit wurde die Entscheidung getroffen,
kein neues losgelöstes Analyse-System zu entwickeln, sondern die
bestehenden Ansätze aufzugreifen, zu erweitern und um direkt inte-
grierte Komponenten zu ergänzen. Ziel war es, damit ein modulares
und erweiterbares Framework zu entwickeln, das nicht nur für diese
Forschungsarbeit als Plattform dienen könnte, sondern auch für ande-
re Wissenschaftler.
Das iterative Entwicklungsmodell wurde beibehalten und basiert auf
der ständigen Erweiterung von Features und Modulen. Die Weiter-
entwicklung folgt damit dem Konzept der Continous Integration und
agilen Entwicklungsstrategien. Vorteil des gewählten Ansatzes ist
damit auch, dass von Beginn an ein webbasiertes User-Interface zur
Verfügung steht, welches für Demonstrationen und zur Evaluierung
genutzt werden kann.
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Das Framework wurde gemäß seinem zweiten Anwendungsgebiet
parallel zu dieser Forschungsarbeit auch für die Digitalisierung von
Video-Kassetten eingesetzt. Die aus der massenhaften Verarbeitung
von Daten resultierenden Anforderungen flossen beständig in die
Weiterentwicklung aller Komponenten ein. Aus diesem Grund ist
die parallele und verteilte Verarbeitung ein integrales Konzept der
Systemarchitektur, was sich nicht zuletzt im Rahmen der Evaluierung
als großer Vorteil herausstellte.
Wie bereits in vorherigen Kapiteln angedeutet, ist eine wirkungsvolle
Sequenz-Segmentierung auf eine Vielzahl unterschiedlicher Analyse-
Komponenten und Zwischenergebnisse angewiesen. In dem hier
vorgestellten Entwurf wurde daher versucht, für die Vorstufen und
Zwischenergebnisse soweit möglich auf bestehende und erprobte
Lösungen zu setzten.
Einige dieser Vorstufen, wie Shot-Boundary-Detection und Automated-
Speech-Recognition stellen selbst eigene Forschungsgebiete dar. Es
wäre daher nicht zu erwarten, dass eine Forschungsarbeit, die ver-
sucht alle Berechnungen im Alleingang zu implementieren, aussichts-
reiche Ergebnisse produziert. Aus diesem Grund werden wichtige
Berechnungskomponenten in Form von Lösungen Dritter integriert.
Die sich daraus ergebende Modularisierung des gesamten Frame-
works erlaubt grundsätzlich den Austausch aller wichtigen Kompo-
nenten. Auch an dieser Stelle zeigt sich der Vorteil des iterativen
Entwicklungsprozesses, der sicherstellt, dass ein Mitwachsen des
Systems, seine Weiterentwicklung und seine Adaptionsfähigkeit auch
über diese Forschungsarbeit hinaus gegeben sind.
6.3.1 Architektur
Die grundlegende Architektur richtet sich nach dem Modell-View-
Controller Muster. Dabei steht der Asset-Management-Controller im
Mittelpunkt. Die Abbildung 6.1 stellt die weiteren Komponenten des
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Systems dar. Gemäß des MVC-Musters wurden die Modelle in Blau,
die Views in Grün und die Controller in Grau eingefärbt.
Abbildung 6.1: Die Architektur des Analyse- und Archivierungssystems, dargestellt in
seinen einzelnen Komponenten.
(1) Asset-Management-Controller Der Asset-Management-Controller
dient der primären Verwaltung der Videos, Metadaten und Daten-
auszüge (Keyframes, Samples und so weiter). Gleichzeitig stellt er als
permanent laufende Instanz das Bindeglied zwischen den verschiede-
nen Benutzerschnittstellen und den Datenspeichern (Datenbank und
Datei-Repository) dar. Während der Analyse neuer Daten sind au-
ßerdem Verbindungskomponenten zur sogenannten Digitalisierungs-
straße und zum Analyse-Controller aktiv.
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(2) Ingest-Connector Das System arbeitet grundsätzlich auf Basis
von digitalen Videos, bevorzugt in einem MP4-Container. Soll ei-
ne Videokassette direkt analysiert werden, so ist es möglich diese
Kassette zunächst zu digitalisieren und in ein kompatibles Format
umzuwandeln. Dieser als Ingest bezeichnete Prozess kann zum Bei-
spiel mit der an der Professur Medieninformatik entwickelten Lösung
durchgeführt werden. Hierfür besitzt das System ein Connector-
Model, welches direkt mit der Steuerungssoftware der Ingest-Lösung
kommuniziert und es damit ermöglicht, die Digitalisierung aus dem
User-Interface zu konfigurieren. Diese Komponente wird im Kapitel
6.5.45 näher beschrieben.
(3) Datenbank Die Datenbank dient der zentralen Speicherung von
Metadaten und Analyseergebnissen. Viele der verwendeten externen
Komponenten nutzen eigene Speicherungsformate in Form von XML-
oder CSV-Dateien. Um eine zentrale Verarbeitung zu ermöglichen,
werden alle Metadaten in einem Datenmodell aggregiert. Hinzu
kommen die intellektuell annotierten Beschreibungsdaten und Infor-
mationen zum Analyse-Ablauf. Die Datenbank wird im Kapitel 6.5.26
beschrieben.
(4) File-Repository Ebenso wie die numerischen oder textuellen
Daten werden verschiedene Arten von Dateien gespeichert. Dies
reicht von Videodateien über Keyframes und Samples verschiedener
Analyse-Komponenten bis hin zu Fotos der Kassettenhülle und Be-
gleitmaterialien. Die Dateien werden über einen Webserver für die
Nutzung im User-Interface bereitgestellt. Diese Komponente wird im
Kapitel 6.5.37 erklärt.
(5) Analysis-Controller Die Analyse der Video-Dateien erfolgt in
einem verteilten Prozess auf mehreren Rechnerknoten. Hierfür steu-
5Kapitel 6.5.4: Ingest, S. 329
6Kapitel 6.5.2: Metabase Datenbank, S. 321
7Kapitel 6.5.3: File-Repository, S. 327
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ert der Analysis-Controller die verschiedenen Analyse-Komponenten
direkt an und kapselt damit deren Funktionalitäten. Er liefert die
Analyseergebnisse direkt an die Datenbank und das File-Repository.
Die Details zum Analysis-Controller werden im Kapitel 6.68 genauer
erläutert.
(6) Metadata-UI Das Metadata-UI gewährt Nutzern den direkten
Zugriff auf die Datenbank und das File-Repository. Es können Daten
direkt hinzugefügt und geändert werden. Auch die Konfiguration
eines neuen Digitalisierungsvorgangs erfolgt über das User-Interface.
Ebenso wie die anderen User-Interfaces basiert es auf einer Webseite
(vgl. Kapitel 6.49).
(7) Annotations-UI Das Annotations-UI bietet einen komfortablen
Zugang zu zeitabhängigen Metadaten und erlaubt es so, gleichzeitig
ein Video anzusehen und dabei Metadaten zu editieren, die nicht von
der automatischen Analyse erzeugt werden können, wie Themen und
Personennamen. Darüber hinaus kann es genutzt werden, um eine
Ground-Truth-Annotation für Sequenzen für die Evaluation durchzu-
führen.
(8) Media-Library-UI Die Mediathek-UI stellt den primären Zugang
für Nutzer dar. Sie zielt dabei nicht auf das Editieren und Annotieren
von Metadaten ab, sondern stellt eine Zusammenfassung aller auto-
matisch und intellektuell erfassten Daten dar. In der Mediathek kann
ein Video rezipiert und untersucht werden.
6.3.2 Workflow
Der Ablauf einer Video-Analyse erfolgt in einem mehrstufigen Pro-
zess, wie er in Abbildung 6.2 dargestellt ist. Dabei kann der konkrete
8Kapitel 6.6: Analysis-Controller, S. 334
9Kapitel 6.4: User Interfaces und Visualisierung, S. 304
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Abbildung 6.2: Allgemeiner Ablauf der Analyse. Die optionalen oder nur bedingt
ausgeführten Schritte sind mit unterbrochenen Linien dargestellt.
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Prozess für verschiedene Nutzungsprofile konfiguriert werden. Dies
gilt sowohl dafür, welche Analyse-Komponenten ausgeführt werden,
als auch, ob am Anfang des Prozesses eine Video-Kassette steht oder
ein digital vorliegendes Video.
(1) Initiale Erfassung Im ersten Schritt des Workflows wird das
Video im System registriert, indem ihm ein eindeutiger Identifikator
zugewiesen wird. Hierfür wird eine AXID (vgl. Kapitel 6.5.110) er-
zeugt und als Schlüssel in die Datenbank eingefügt. Die AXID kann
in Form eines Aufklebers ausgedruckt und auf dem Medium befestigt
werden. Ab diesem Zeitpunkt kann ein Ingest- bzw. Analyse-Prozess
konfiguriert werden. Im normalen Ablauf erfolgt an dieser Stelle
auch die Erfassung erster Daten. Insbesondere bei Video-Kassetten
umfasst die initiale Erfassung auch die Annotation von Metadaten
zum Besitzer der Kassette, ihrer Beschriftung und den Upload von
Begleitmaterial sowie Fotos der Außenhülle. Handelt es sich lediglich
um eine digitale Videodatei, wird der folgende Schritt (2) übersprun-
gen.
(A) Video-Kassette Nach der initialen Erfassung kann eine Video-
Kassette dem Ingest-System zugeführt und in das Magazin eingelegt
werden. Aufgrund der Daten aus Schritt (1) erfolgt die Konfiguration
der automatischen Digitalisierung.
(2) Digitalisierung und Transcodierung Im Rahmen des zweiten
Schrittes werden die zuvor konfigurierte Abarbeitungsreihenfolge
und die Voreinstellungen dazu genutzt, die Videokassette zu digita-
lisieren. Bei Nutzung der Ingest-Lösung der Professur Medieninfor-
matik wird die Kassette zu einem Master-File digitalisiert. Die Datei
erhält dabei eine Bezeichnung, die der zugewiesenen AXID entspricht.
Anschließend wird das Master-File in ein für die Analyse geeignetes
10Kapitel 6.5.1: AXID, S. 318
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Format transcodiert (Videoproxy) und auf einem LTO-Magnetband
gesichert.
(B) Videoproxy Der in Schritt (2) erzeugte Videoproxy wird vom
Ingest-System an den Asset-Management-Controller übergeben. Im
Falle einer digitalen Video-Datei erfolgt die Übergabe durch einen
direkten Upload.
(3) Automatische Analyse Die Automatische Analyse erfolgt in
mehreren Stufen, die im Kapitel 6.611 erläutert werden. Dabei wird die
Shot-Boundary-Detection zu einem frühen Zeitpunkt durchgeführt,
um die Ergebnisse dieser Analyse an den Schritt (4) übergeben zu
können.
(C) Shot-Metadaten Die Shot-Segmentierung ist eine wichtige Zwi-
schenstufe bei der Analyse der Daten. Sie ist erforderlich, um im User-
Interface die Daten des Videos für eine Visualisierung aufzubereiten.
Nach Bereitstellung dieser Metadaten kann eine Voransicht des Videos
für die intellektuelle Annotation erzeugt werden.
(4) Intellektuelle Annotation Bei der intellektuellen Annotation wer-
den von einem Nutzer Informationen ergänzt, die nicht von der auto-
matischen Analyse generiert werden können. Hierbei handelt es sich
primär um archivarische Daten. Damit ist dieser Schritt nicht direkt
Teil einer Sequenz-Segmentierung, sondern wird vor allem bei der
Verarbeitung von Kassetten-Archiven genutzt. Die dabei annotierten
Metadaten werden in ein eigenes Datenbank-Schema aggregiert, das
sich an das Regelwerk Mediendokumentation der ARD anlehnt.
(D) Aggregierte Daten Alle in den vorherigen Schritten erhobenen
Daten werden zusammen mit den dabei erzeugten Keyframes und
Samples zusammengeführt.
11Kapitel 6.6: Analysis-Controller, S. 334
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(5) Zentrale Datenspeicherung Alle Daten werden in einer Kom-
bination aus Datenbank und File-Repository gespeichert. Von hier
aus können sie exportiert oder für Nutzer zur Verfügung gestellt
werden.
(6) Mediathek-App Die Mediathek-App erlaubt dem Nutzer den
direkten Zugriff auf alle erzeugten Daten, die ihm in geeigneter Form
visuell in einem Webbrowser dargestellt werden.
6.3.3 Kontrollfluss
Nach Erläuterung des Workflows sollen hier zum besseren Verständ-
nis die Abfolgen des Kontrollflusses und die Abhängigkeiten zwi-
schen den Komponenten dargestellt werden. Die einzelnen Elemente
ähneln dabei der vorherigen Beschreibung, werden dagegen aber
primär aus Sicht der Steuerung als aus der Perspektive der Daten und
Artefakte betrachtet. Die Beschreibung bezieht sich auf die Abbildung
6.3 und ist nach den darin verzeichneten Markierungen geordnet.
(A) Asset-Management-Controller Ausgangspunkt des Kontrollflus-
ses ist der Asset-Management-Controller. Die Komponenten Daten-
bank und File-Repository unterliegen direkt der Kontrolle dieses
Controllers. Die User-Interfaces (1), (7) und (9) bilden als Schnittstellen
für Nutzer eine direkte Zugriffsmöglichkeit. Alle direkten Nutzer-
Interaktionen erfolgen somit über den Controller. Auch die Bereitstel-
lung von Daten und der Zugriff auf diese ist über Zugriffsprozeduren
des Controllers geregelt.
(B) IMTECS & Ingest Das Ingest-System wird von der eigenstän-
digen Software IMTECS (vgl. Kapitel 6.5.412) gesteuert. Ein direkter
Eingriff in diese Steuerung ist nicht möglich. Da IMTECS auf Daten
12Kapitel 6.5.4: Ingest, S. 329
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Abbildung 6.3: Kontrollfluss innerhalb des Workflows.
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des Asset-Managements angewiesen ist und nach erfolgreicher Digi-
talisierung Videodateien an das Asset-Management ausliefert, besteht
eine Kommunikationsverbindung auf Basis einer SOAP-Schnittstelle.
Dabei kann IMTECS Daten zur Konfiguration und Bestückung von
Kassetten-Magazinen abfragen und Protokolle zu durchgeführten
Einspielvorgängen übergeben. Diese werden dann in der Datenbank
gespeichert. Schließlich werden die Videoproxys über eine SMB-
Freigabe zur weiteren Analyse übertragen. Werden keine Video-
Kassetten verarbeitet, sondern originär digitale Dateien, ist diese
Komponente nicht am Prozess beteiligt.
(C) Analysis-Controller Der Analysis-Controller stellt sich dem Asset-
Management-Controller gegenüber wie ein normales Modell des
MVC-Musters (Model-View-Controller) dar. In einer ersten Ausbau-
stufe des Analysis-Controllers arbeitet jeweils eine Instanz des Con-
trollers auf jeder virtuellen Maschine und steuert dabei alle Analyse-
Komponenten innerhalb dieser Instanz. Dabei erfolgt die Kommuni-
kation mit dem Asset-Management primär dahingehend, dass Einga-
bedaten für die Analysen (Videos, Keyframes etc.) in die lokale Instanz
kopiert, die Analyse ausgeführt und anschließend die Resultate an das
Asset-Management übergeben werden. Hierbei werden die einzelnen
Analyseaufgaben für jede Instanz vorkonfiguriert und automatisch
abgearbeitet (verteilte Stapelverarbeitung).
In einer zweiten Ausbaustufe werden zusätzliche automatische Lastver-
teilungs- und Steuerungsstrategien implementiert und in einer zentra-
len Instanz gebündelt. Damit ist eine zentrale Verteilung der einzelnen
Analyseaufgaben möglich (verteilte Aufgabenausführung).
Die Abarbeitung der einzelnen Analysen erfolgt in vier Schritten.
Dies ist in den Abhängigkeiten der einzelnen Analyse-Komponenten
begründet und lässt sich nicht so einfach parallelisieren. Im Folgenden
werden die einzelnen Schritte dargestellt und im entsprechenden
Unterkapitel detaillierter erklärt.
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(1) Initiale Erfassung Die initiale Erfassung wird direkt von einem
Nutzer initiiert und durchgeführt. Dabei handelt es sich vornehmlich
um einen Mitarbeiter, der die zu analysierenden Medien über ein
webbasiertes User-Interface im System registriert und erste archiva-
rische Metadaten eingibt. Das User-Interface wurde hierfür als MVC-
View entwickelt, das seine Daten direkt mit dem Asset-Management-
Controller austauscht. Soll in (2) eine Kassetten-Digitalisierung durch-
geführt werden, umfasst dieser Schritt auch die Konfiguration eines
Kassettenmagazins und eines Ingest-Jobs.
(2) Digitalisierung und Transcodierung Die IMTECS-Software fragt
vor dem Start eines Einspielvorgangs die SOAP-Schnittstelle des
Asset-Management-Controllers ab, der eine Liste der als nächstes ab-
zuarbeitenden Kassetten zurückgibt. Dadurch ist gewährleistet, dass
die während des Einspielens gewonnen Daten und Dateien verknüpft
werden können. Nach der anschließenden Transcodierung wird eine
spezielle Version des digitalisierten Videos (Videoproxy) an den Asset-
Management-Controller für die weitere Verarbeitung übergeben.
(3) Analyse Stufe 1 Die erste Stufe der Analyse (tier 1) untersucht
den Videoproxy auf seine technischen Merkmale. Dies ist Vorausset-
zung für die nachfolgenden Schritte, da entscheidende Parameter wie
Framerate, Auflösung und Codecs festgestellt werden müssen.
(4) Analyse Stufe 2 Die zweite Stufe (tier 2) besteht aus einer
Shot-Boundary-Detection (SBD), der Automated-Speech-Recognition
(ASR) und bei Bedarf einer Extraktion zusätzlicher Keyframes zu
denen der SBD. Die Ergebnisse dieser Stufe sind wiederum Voraus-
setzung für die nachfolgende Stufe.
(6) Analyse Stufe 4 In der dritten Stufe (tier 3) werden die Analyse-
Komponenten ausgeführt, die auf Keyframes basieren. Hierzu gehö-
ren die Extraktion von MPEG–7 Merkmalen, Face-Detection und Text-
Extraktion.
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(6) Analyse Stufe 4 Erst in der vierten Stufe (tier 4) kann die
eigentliche Analyse für die Erkennung von Sequenzen durchgeführt
werden.
(7) Intellektuelle Annotation Nach der Analyse, frühestens aber nach
(3), kann ein geeigneter Nutzer (zum Beispiel ein Archivar) mit der
intellektuellen Annotation beginnen. Dies umfasst nicht die Meta-
daten, wie sie von der Analyse erfasst werden, sondern zusätzliche
Annotationen, die bisher nur von Menschen durchgeführt werden
können.
(8) LTO-Export Nach Abschluss aller Annotationen können Dateien
und Metadaten exportiert und zusammen mit dem Master-File des
Videos auf ein Sicherungssystem geschrieben werden. Dafür kommt
ein LTO-Magnetband zum Einsatz.
(9) Mediathek Die Dateien und Metadaten werden nach Abschluss
aller Analysen und Annotation zusammengefasst und sind über die
Mediathek-App für Endnutzer in einem Webbrowser zugänglich.
6.3.4 Plattform und Laufzeitumgebung
Um die qualitativen Anforderungen zu erfüllen, sind verschiedene
Aspekte zu berücksichtigen, die sich nicht alleine durch die Ar-
chitektur erfüllen lassen. Insbesondere die Anforderungen an Ska-
lierbarkeit, Stabilität, Wartbarkeit und Interoperabilität gehen über
die dedizierten Grenzen der Systemarchitektur hinaus. Die hierfür
gefundenen Lösungsansätze stehen in Beziehung zur ausgewählten
Laufzeitumgebung und der genutzten Plattform, die im Folgenden
beschrieben werden.
Die Anforderung nach einem interoperablen System ergibt sich nicht
zuletzt aus dem Umstand, dass verschiedene Analyse-Komponenten
Dritter im Rahmen des Workflows genutzt werden. Diese sind zum
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Teil in den Programmiersprachen Java und C/C++ implementiert.
Gleichzeitig wurden verschiedene wiederverwendbare Module aus
Voruntersuchungen übernommen, die auf Basis von C# .NET entwi-
ckelt wurden. Eine Plattformunabhängigkeit im Sinne einer Unabhän-
gigkeit vom Betriebssystem gehört hingegen nicht zu den Anforde-
rungen.
Für die Entwicklung der selbst implementierten Bestandteile fiel
die Wahl auf C# .NET Plattform. Zu ihren Vorzügen gehört ihre
Mächtigkeit und Ausgereiftheit. Sie ist zudem eng mit der Betriebs-
systemfamilie Windows verbunden und besitzt eine gute Integra-
tion von Netzwerkschnittstellen, Dateisystem-Operationen, Nutzer-
Authentifizierung und Datenbank-Konnektoren. Auch dies stellt in-
soweit einen Vorteil dar, weil hierdurch der Aufwand eigener Imple-
mentierungen für diese sekundären Funktionen vermindert werden
kann und damit mehr Kapazitäten für die Implementierung der
eigentlichen Lösung zur Verfügung stehen.
Zudem liefert C# .NET eigene Frameworks für die Erstellung von
nativen und webbasierten Benutzerschnittstellen, was auch an dieser
Stelle zur Konsistenz der Implementierung beiträgt. Die Integration
der externen Komponenten stellt dabei kein Hindernis dar, weil
sowohl native Programme in alternativen Sprachen als auch deren
Bibliotheken aus der .NET-Umgebung heraus ausgeführt werden
können.
Der früher oft erhobene Vorwurf, es handle sich um eine proprietäre
Sprache, ist inzwischen nicht länger haltbar. Die Programmiersprache
C# 6.0, die Plattform .NET Core 5.0 sowie die Web-Plattform ASP.NET
5 wurden von Microsoft als Open-Source-Software freigegeben. Für
die hier eingesetzte Implementation wurde noch .NET 4.6 verwendet.
Sie ist aber nach Erscheinen von .NET Core 5 upgradefähig. Mittler-
weile sind ebenfalls Laufzeitumgebungen für andere Betriebssysteme
wie MacOS und Linux verfügbar.
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Für die Implementation wurde primär die Entwicklungsumgebung
Microsoft Visual Studio in der jeweils aktuellsten Version (2012, 2013,
2015) eingesetzt. Auch die verwendete Version der .NET-Plattform
wurde jeweils auf die aktuelle Version angepasst. Damit lässt sich
auch zeigen, dass die entwickelte Softwarelösung auf absehbare Zeit
aufwärtskompatibel implementiert wurde.
Als Betriebssystem für die Laufzeitumgebung kommt vorrangig Mi-
crosoft Windows Server 2012 R2 zum Einsatz. Die Entwicklung erfolg-
te aber auch auf verschiedenen Client-Versionen von Windows (7, 8,
8.1, 10). Diese Betriebssysteme sind grundsätzlich auch für die Aus-
führung geeignet. Allerdings verwendet das Gesamtsystem für die
Analyse die Betriebssystem-Rollen Hyper-V, Distributed-File-System,
Active-Directory und Internet-Information-Server, die nicht zum Um-
fang der Client-Betriebssysteme gehören. Daher ist eine verteilte
Ausführung der Analyse an den Einsatz der Server-Betriebssysteme
gebunden.
Zur besseren Ausnutzung vorhandener Ressourcen wurde teilweise
auch auf physische Server zurückgegriffen, die mit der früheren
Version Windows Server 2012 ausgestattet sind. Lediglich eine externe
Komponente, die Automated-Speech-Recognition, benötigt für ihre
Ausführung ein Client-Betriebssystem, da sie die Dienste der Micro-
soft Speech API nutzt, die in der aktuellen Server-Variante nicht zur
Verfügung steht.
Das System wird auf einem Analyse-Cluster ausgeführt. Der Cluster
selbst umfasst mehr Server-Maschinen als für das System zur Verfü-
gung stehen. Der Cluster befindet sich an Standort 1 (location 1, siehe
Abbildung 6.4). Am Standort 2 (location 2) befindet sich unter anderem
das Ingest-System. Einige der hier vorhandenen Server können bei
Überlastsituationen zusätzlich für die Analyse genutzt werden.
Beide Standorte sind über das universitätsweite Campus-Netzwerk
verbunden. Alle beteiligten Geräte besitzen 1 Gigabit-Anbindungen
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Abbildung 6.4: Verteilung der physischen Geräte und virtuellen Maschinen.
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an dieses Netzwerk, das sich in einem eigenen Subnetz des Campus-
Netzwerks befindet. Auch der Zugriff auf das webbasierte User-
Interface erfolgt über das Campusnetz, das hierfür eine speziell
geschützte Verbindung zum Internet besitzt.
Zur Entlastung des Campus-Netzwerks besitzen alle fest verbauten
Server des Clusters an Standort 1 eine zusätzliche Verbindung zu
einem Infiniband-Netzwerk mit 20 Gigabit. Dies umfasst nur die
Verbindungen zwischen diesen vier Cluster-Knoten und dem Backup-
RAID.
Als Server kommen drei verschiedene Modelle des Herstellers Dell
zum Einsatz. Die in Abbildung 6.4 mit (a) markierten Geräte sind
Teil eines größeren Rechenclusters und bestehen aus Dell PowerEdge
Servern mit Dual-Quadcore Xeon E5450 @ 3,00 GHz und 16 GB
Arbeitsspeicher. Mit (b) gekennzeichnet sind zwei Dell Workstation
mit Dual-Quadcore Xeon E5430 @ 2,66 GHz und 16 GB Arbeitsspei-
cher. Am Standort 2 befinden sich drei Workstation-Server mit 6-Kern
Prozessoren des Typs Intel Xeon X5650 @ 2.67 GHz und ebenfalls
12 GB Arbeitsspeicher ausgestattet sind. Diese Server dienen auch
dem Ingest-System und verwenden nicht die aktuelle Betriebsystem-
Version. Sie können daher nur eingeschränkt genutzt werden.
Ein zentraler Aspekt des Analyse-Controllers ist die verteilte Verarbei-
tung von Daten über mehrere physische Rechner hinweg. Dies erfolgt
durch Einsatz einer Virtualisierung, die es erlaubt, auf einem physi-
schen Server mehrere virtuelle Maschinen (VM) auszuführen, die sich
die Ressourcen des Hosts teilen. Die einzelnen VMs bilden jeweils ein
eigenständiges Betriebssystem mit vollem Funktionsumfang ab.
Als Virtualisierung wurde das im Windows Server 2012 R2 enthal-
tene Hyper-V eingesetzt. Dabei handelt es sich um eine Hardware-
Virtualisierung, durch die die VMs direkten Zugriff auf die phy-
sischen Ressourcen erhalten. Diese Methode ist anderen Lösungen
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überlegen, die nur eine Software-Emulation erlauben. Zudem ermög-
licht Hyper-V die Instanziierung mehrerer virtueller Maschinen, die
statische oder dynamische Zuweisung von Ressourcen wie Speicher,
Prozessoren und Netzwerkschnittstellen und die Priorisierung bei der
Ressourcen-Zuweisung.
Zudem ist es möglich, VMs auch im laufenden Betrieb zwischen meh-
reren Hosts zu migrieren und so eine effiziente Auslastung aller betei-
ligen Server zu erreichen. Die Abbildung 6.4 stellt die Konfiguration
der Ausführungsumgebung dar. Zu beachten ist hierbei, dass die Ser-
ver am Standort 2 noch mit einer älteren Version des Betriebssystems
arbeiten. Die hier vorhandene Virtualisierung Hyper-V Generation 1
ist nicht mit der in Standort 1 eingesetzten Generation 2 kompatibel.
Andernfalls wäre es möglich, alle virtuellen Maschinen frei zwischen
allen beteiligten Servern zu verteilen. Die Replikationsfunktion dient
ferner auch der Sicherung von Stabilität und Wartbarkeit, da sie beim
Ausfall eines physischen Hosts die Downtime des User-Interfaces
minimiert und auch im laufenden Betrieb eine geplante Wartung von
Komponenten möglich macht.
Unter den virtuellen Maschinen sind zunächst jene mit dedizierten
Aufgaben zu nennen. Hierbei handelt es sich um eine VM für die
zentrale Datenbank, bei der es sich um einen Microsoft SQL Server
2012 Enterprise Edition handelt und den Webserver auf Basis des
Microsoft Internet Information Server 8.5. Beide virtuelle Maschinen
können durch die Virtualisierungsumgebungen auf einen zweiten
Host repliziert werden. Dies trägt der Anforderung nach Stabilität und
Ausfallsicherheit Rechnung.
Die zweite Klasse der virtuellen Maschinen sind die Analyse-Knoten.
Hierbei handelt es sich um eine Gruppe identischer VMs, in de-
nen jeweils eine Instanz des Analyse-Systems läuft. Die Anzahl der
Analyse-Knoten kann durch Aktivierung zusätzlicher VMs in beiden
Standorten skaliert werden. Dies reicht von einer einzelnen VM bis hin
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zu vier VMs pro Host. Die Begrenzung erfolgt hierbei nur aufgrund
des begrenzt zur Verfügung stehenden Arbeitsspeichers.
Je nach Analyse-Stufe und Stapelgröße kommt eine unterschiedliche
Anzahl Analyse-Knoten zum Einsatz, je nachdem ob die in dieser
Stufe auszuführenden externen Komponenten die Ressourcen der
Hosts ausreizen oder nicht. Auf diese Weise können auch Komponen-
ten, die nur wenig effizient mit den ihnen zur Verfügung gestellten
Ressourcen umgehen, durch einen hohen Grad der Parallelisierung
effizient ausgeführt werden. Eine Komponente, die hingegen selbst
gut skaliert bzw. konsequent Mulithreading einsetzt, erlaubt nur eine
geringe Provisionierung.
Die Auslastung bei umfangreichen Analyse-Aufgaben wird insofern
eingeschränkt, dass die Datenbank-VM und die Webserver-VM pri-
mär auf den ersten beiden Knoten des Clusters ausgeführt werden
und damit auf den Servern, die auch als File-Server mit RAID-
Anbindung dienen. Dies verkürzt die Zugriffszeiten, insbesondere
beim Zugriff von Nutzern auf das User-Interface. Die Analyse-VMs
werden hingegen primär auf allen anderen Hosts ausgeführt, um
nicht zu stark mit den erstgenannten um Ressourcen zu konkurrie-
ren.
6.4 User Interfaces und Visualisierung
Die Ergebnisse einer Videoanalyse lassen sich nicht bewerten, wenn
keine Visualisierung existiert. Auch der praktische Nutzen automati-
scher Annotationsverfahren lässt sich kaum demonstrieren, wenn kei-
ne Benutzerschnittstellen existieren. Da dieses User-Interfaces nicht
im Mittelpunkt dieser Arbeit steht, erfolgen an dieser Stelle keine
Usability- oder Benutzertests.
Die User-Interface-Komponenten wurden wie das Kernsystem mit
der .NET-Plattform entwickelt und laufen zur Zeit mit ASP.NET
4.x. Auch hier ist eine Umstellung auf die Open-Source-Version .Net
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Core möglich. Zudem kam JavaScript und HTML/CSS3 zum Einsatz.
Die Webanwendungen benötigen einen Microsoft Internet-Information-
Server (IIS) 8.5 für die Ausführung, wie er in jeder Version des
Betriebssystems Windows Server 2012 R2 enthalten ist. Mit Umstel-
lung auf ASP.NET 5.0 wird voraussichtlich auch eine Portierung zu
einer eigenständig laufenden Software (self hosting) möglich sein. Für
die einheitliche Gestaltung und die Implementation von Standard-
Bedienelementen wurde das Bootstrap-Framework (Bootstrap-Project,
o. J.) Version 3.3 genutzt.
Ein besonderer Vorteil webbasierter User-Interfaces ist, dass sie platt-
formunabhängig genutzt werden können. Sie benötigen lediglich
einen kompatiblen Internet-Browser. Die User-Interfaces sind für die
Nutzung mit Maus, Tastatur und Bildschirm ausgelegt. Obwohl keine
Optimierung für kleinere Displays durchgeführt wurde, sind viele
Bereiche dennoch auf Tablets oder sogar Smartphones mit gewissen
Einschränkungen nutzbar. Ferner erfolgt die Bedienung allgemein
durch Anwendung der im Internet verbreiteten Interaktionsschemata
und erlaubt damit Nutzern einen ihnen vertrauten Zugang. Lediglich
in den Bereichen, die für diesen Anwendungszweck eigens entworfen
wurden, sind Abweichungen hiervon nicht zu vermeiden.
Alle User-Interfaces (im Folgenden auch als Apps bezeichnet) wer-
den aus derselben Laufzeitumgebung heraus bereitgestellt. Sie sind
ästhetisch in ähnlicher Weise gestaltet und über eine Portalseite als
Startpunkt zugänglich. Dies erweckt beim Nutzer den Eindruck, sich
innerhalb einer einzigen Website zu bewegen. Dahinter verbirgt sich
aber eine Kollektion mehrerer User-Interfaces, die jeweils eigenstän-
dig sind. Dadurch ist es möglich, ganz unterschiedliche Software-
Versionen und Bibliotheken. Die Apps sind: Dashboard, Mediathek-
App, Metadaten-App, Ingest-App und Annotations-App. Der auf der
Startseite sichtbare Bereich Analyse ist für zukünftige Funktionen
vorgesehen und wird hier nicht behandelt.
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6.4.1 Dashboard
Ausgangspunkt des User-Interfaces ist das Dashboard. Es bildet eine
erweiterbare Startseite für alle weiteren Benutzerschnittstellen, die
durch das Anklicken der jeweiligen Kachel gestartet werden können.
Das Dashboard ist damit erweiterbar für zukünftige User-Interfaces.
Auch die Integration von Statusinformationen über aktuell laufende
Prozesse ist möglich.
Wie in Abbildung B.1 zu sehen ist, wird auf der Startseite und
der Adresszeile des Browsers die Website als Thundercloud bezeich-
net. Hierbei handelt es sich um den internen Arbeitstitel des User-
Interfaces. Obwohl das System bereits in einigen Veröffentlichungen
und auf Messen so bezeichnet wurde, ist dieser Name ein Platzhalter,
bis für eine offizielle Veröffentlichung ein endgültiger Name festgelegt
wurde.
Bevor ein Nutzer Zugang zum Dashboard erhält, ist er gezwungen
sich mit Benutzernamen und Passwort zu authentifizieren. Als Au-
thentifikationsmechanismus wurde keine interne Benutzerdatenbank
implementiert, sondern eine Verbindung zum Active-Directory des
Analyse-Clusters hergestellt. Das Active-Directory umfasst eine Be-
nutzerdatenbank aller berechtigten Personen und wird auch über das
User-Interface hinaus genutzt. Es regelt ebenso die Authentifizierung
für die Zugriffe auf Server, virtuelle Maschinen und Dienste wie
den Datenbank-Server und das File-Repository. Dadurch werden zwei
Vorteile gebündelt. Erstens muss nur eine Benutzerdatenbank für alle
Dienste gepflegt werden. Zweitens können Nutzer ,Hilfskräfte für die
einzelnen Prozeduren wie Annotation und Ingest sowie Entwickler
über einen einheitlichen Zugang verfügen, der auch die Zugriffe von
Applikationen regelt.
Durch die Integration des Active-Directory sind alle Teile des Systems
mandantenfähig. Die konkrete Steuerung von Zugriffsebenen wird
über Benutzergruppen realisiert. So werten die User-Interfaces die
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individuelle Berechtigung des Nutzers aus und stellen Sichten und
Optionen in Abhängigkeit hiervon dar. Ein Endnutzer erhält nur
Zugriff auf die User-Interfaces der Mediathek- und der Metadaten-
App. Andere Bereiche werden für ihn ausgegraut. Eine Mitarbeiter
erhält überdies Zugang zur Ingest-App und zur Annotations-App.
Nur ein Entwickler erhält zudem direkten Zugriff zur Datenbank
und den einzelnen Servern oder virtuellen Maschinen. Ebenfalls mit
Benutzergruppen wird gesteuert, welche Assets für einen Nutzer in
der Mediathek-App sichtbar sind. So kann der Zugriff auf Assets
bestimmter Quellen eingeschränkt werden und Nutzer sehen nur die
Assets, die ihnen zugeordnet sind.
Die Website wird grundsätzlich über ein SSL-Zertifikat als HTTPS-
Seite angeboten, wodurch auch im öffentlichen Internet eine ver-
schlüsselte Übertragung der Daten gewährleistet ist.
Die Gestaltung aller Apps richtet sich weitgehend nach dem gleichen
Schema. In der obersten Zeile findet sich ein Menü, das Zugriff zu den
einzelnen Unterbereichen jeder App gewährt. Dabei steht jeweils am
Anfang auf der linken Seite ein Link, der zum übergeordneten Dash-
board zurückführt. Am rechten Rand finden sich Statusinformationen
wie das Kürzel des aktuell eingeloggten Nutzers und eine Schalt-
fläche, über die sich für Entwickler bestimmte Diagnosefunktionen
aktivieren lassen.
Die jeweiligen Apps sind farblich unterschiedlich gestaltet und über-
nehmen als Auszeichnungsfarbe die Farbe, die auch für die Gestal-
tung der Kacheln verwendet wird. Die Mediathek-App ist blau, die
Metadaten-App grün, die Ingest-App rot und die Annotations-App
ist violett.
6.4.2 Metadaten-App
Die Metadaten-App gewährt Nutzern den direkten Zugriff auf die
in der Datenbank gespeicherten Assets und deren Metadaten. Es
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können sowohl neue Assets angelegt als auch Metadaten direkt
editiert oder gelöscht werden. Aufgrund des Datenumfangs sind
die meisten Bereiche als Tabellen dargestellt. Daher ist dieses User-
Interface weniger für Endnutzer geeignet. Sie dient primär dazu,
im Rahmen der Initialerfassung von Metadaten und der manuellen
Annotation von geschulten Mitarbeitern genutzt zu werden.
Auf der Startseite der App findet sich eine durchsuchbare Liste aller
bereits registrierten Assets, geordnet nach ihrer AXID. Über einen
Button kann ein neues Asset angelegt werden. Dazu wird der Nutzer
durch einen Assistenten geführt, der verschiedene Metadaten der
Initialerfassung abfragt. Hierzu muss zunächst angegeben werden,
zu welchem Nummernkreis (Origin) das Asset gehört und ob es sich
dabei um eine digitale Videodatei oder ein Trägermedium handelt.
Ist letzteres der Fall, müssen verschiedene technische Daten über
das Trägermedium eingegeben werden. Dies wird durch Auswahl
vordefinierter Profile für die gängigsten Kassettenformate des Ingest-
Systems erleichtert, wie VHS, Betacam oder miniDV. Des Weiteren
sind Titel, Laufzeit und Daten über die Beschriftung des Trägerme-
diums zu ergänzen.
Nach Abschluss des Assistenten wird vom System eine neue AXID
erzeugt und der Datensatz in die Datenbank eingetragen. Anschlie-
ßend wird ein Etikett für das Asset erzeugt, das direkt über eine
Netzwerkschnittstelle an einen Drucker gesendet werden kann (siehe
Abbildung B.3). Üblicherweise werden im Rahmen der Initialerfas-
sung mehrere Etiketten ausgedruckt und auf dem Trägermedium
sowie seiner Kassettenhülle angebracht. Ab diesem Zeitpunkt ist
das Trägermedium fest mit dem Asset-Management verbunden und
kann jederzeit in der physischen und digitalen Welt wiedergefunden
werden.
Im Zuge der Initialerfassung können vom Nutzer weitere Datensätze
erzeugt werden. Diese erfüllen vorrangig archivarische Zwecke. So
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werden Fotos des Trägermediums und seiner Kassettenhülle angefer-
tigt und können über die App direkt hochgeladen werden. Sie dienen
als Begleitmaterial ebenso wie eventuell existierende Kopien von
anderen Dokumenten wie Indexkarten oder schriftlichen Notizen.
Das horizontale Menü erlaubt den Zugriff auf weitere Metadaten
wie den Nummernkreis der AXIDs (AXID-Besitzer), durch den auch
gesteuert werden kann, welche Endnutzer Zugriff auf welche Assets
erhalten. Die Menü-Punkte Videokreationen, Themen, Medien (Medien-
objekte, Trägermedien, Begleitmaterial), Personen und Beteiligungen von
Personen dienen zur Annotation weiterer Metadaten gemäß dem
Archivierungsschema des Regelwerks Mediendokumentation (REM 1.0
Regelwerk Mediendokumentation, 2011) (siehe Abbildung 6.5).
Abbildung 6.5: Ausschnitt aus der Ansicht der Tabelle für Beteiligungen von Personen.
Über die Metadaten-App können nach Sichtung des Videomaterial oder
der Produktionsdokumentation die beteiligten Personen annotiert und
ihrer Rolle bei der Herstellung vermerkt werden. Das Metadatenschema
und die Rollen entsprechen dem REM: Regelwerk Mediendokumentation.
6.4.3 Ingest-App
Nach der Registrierung eines neuen Trägermediums und der Eingabe
der wichtigsten Metadaten stehen dem System Informationen zur
AXID und dem Kassettenformat zur Verfügung. In der Ingest-App
kann dann der Ingest-Vorgang, also die automatische Digitalisierung
des Trägermediums, konfiguriert werden.
Dies erfolgt im Allgemeinen durch einen Ingest-Operator, der auch
die Befüllung der Kassettenmagazine und den Start des roboterge-
stützten Vorgangs durchführt. Hierzu wählt der Ingest-Operator eine
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Reihe von Kassetten für den Vorgang aus, indem er sie einem Job
hinzufügt (siehe Abbildung 6.6).
Abbildung 6.6: Ingest-App: Übersicht der Trägermedien, die noch nicht digitalisiert
wurden und einem Ingest-Vorgang (Job) hinzugefügt werden können.
Aufgrund der während der Initialerfassung eingegeben Daten und
der Konfiguration des Ingest-Systems ist der App bekannt, welche
Trägermedien mit welchem Kassettenmagazin kompatibel sind und
wie lang die Abspieldauer jedes Mediums ist. Beim Anlegen eines
neuen Jobs werden diese Informationen berücksichtig, so dass nur
geeignete Trägermedien eingefügt werden können. Der maximale
Füllgrad, die Reihenfolge, in der die Kassetten eingelegt werden müs-
sen und die Ausführungsdauer des Jobs werden berücksichtig. Dies
verhindert Fehlbedienungen und erlaubt die Vorbereitung mehrerer
Jobs, wodurch ein 24/7-Betrieb des Ingest-Systems und die korrekte
Zuordnung von Master-Files zum originalen Trägermedium möglich
wird (siehe Abbildung B.4).
Durch Freischaltung eines Jobs für die Ausführung wird er der Sta-
pelverarbeitung hinzugefügt. Nach Start der IMTECS-Software fragt
diese im Asset-Management-Controller den jeweils nächsten Ingest-
Job ab. Dabei werden ihr die AXID und die Laufzeit des Trägermedi-
ums mitgeteilt, die zum Festlegen der Aufzeichnungsdauer und des
späteren Dateinamens in der IMTECS-Software genutzt werden.
Nach Abschluss der Digitalisierung werden die Trägermedien im Sys-
tem als abgeschlossen markiert und die als XML-Datei zurückgelie-
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ferten Protokolldaten des Ingest-Vorgangs in der Datenbank gesichert
(Zugriff über den Menüpunkt IngestXML siehe Abbildung B.5).
6.4.4 Annotations-App
Während die Metadaten-App darauf ausgelegt ist, zur Annotation
von Metadaten eines Assets zu dienen, die für das ganze Asset
gültig sind, ist sie wenig für die Annotation von zeitabhängigen
Metadaten geeignet. Hierzu gehören vor allem Metadaten, die erst
nach Sichtung des Videomaterials durch einen Archivar hinzugefügt
werden können, zum Beispiel die Angabe von Themen und Inhalts-
angaben. Zu diesem Zweck wurde eine spezielle Annotations-App
implementiert.
Bevor die Annotations-App genutzt werden kann, muss das Asset als
digitaler Videoproxy vorliegen. Bei einem physischen Trägermedium
muss also zunächst die Digitalisierung (engl. Ingest) und Transcodie-
rung durchgeführt worden sein. Zudem ist es erforderlich, dass die
ersten zwei Stufen der Analyse abgeschlossen sind, damit das Asset,
die technischen Metadaten des Videoproxys und die Daten der Shot-
Boundary-Detection zur Verfügung stehen (siehe Abbildung B.6).
Alle Assets, die die Bedingungen erfüllen, können in der Annotations-
App geöffnet und genutzt werden. Das User-Interface (siehe Abbil-
dung 6.7) besteht aus mehreren Bereichen. Der obere Bereich teilt
sich in drei Spalten, von der die mittlere zur Darstellung des Proxy-
Videos für den Nutzer dient. Dabei wird das Video nicht durchgängig
abgespielt, sondern jeweils nur der aktuelle Shot in einer sich ständig
wiederholenden Schleife gezeigt. Dies erlaubt es dem Nutzer, sich
den aktuellen Abschnitt wiederholt anzusehen und so genügend
Zeit zu haben, wichtige Worte, Einblendungen und Informationen
aufzunehmen und zu annotieren.
Im linken oberen Bereich finden sich Informationen zur aktuellen
AXID und dem aktuellen Shot. Darunter kann der Nutzer mit Schalt-
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Abbildung 6.7: Annotations-App: Detailansicht eines Videos mit Steuerkontrolle und
Sequenz-Editor oben links, Shot-Liste mit Timecodes oben rechts, dem
in Schleifen abspielbaren Proxy-Video oben in der Mitte und Eingabe-
feldern für Themen-Metadaten unten.
flächen jeweils einen Shot vor- und zurückspringen oder direkt die
Nummer eines Shots eintippen, der angesteuert werden soll. Eine
Liste aller Shots des betreffenden Assets findet sich in der rechten
Spalte.
Im unteren Bereich befinden sich Karteilaschen, mit denen zwischen
mehreren Annotationsfeldern umgeschaltet werden kann. Hierzu ge-
hören zum Beispiel die Themen-Felder. Gemäß den Annotationsvor-
gaben des REM: Regelwerk Mediendokumentation (REM 1.0 Regelwerk
Mediendokumentation, 2011) können hier Schlüsselworte zu den Berei-
chen Thema (allgemein), Thema (Institution), Thema (Ort), Thema (Kreati-
on), Thema (Person) und Thema (Sache) eingetragen werden. Sie gelten
jeweils für den Umfang einer Sequenz oder Szene. Auch Felder für die
Annotation von Personen, Videokreationen und Medienobjekten sind
möglich (siehe Abbildung B.7).
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Die Annotations-App dient nicht alleine der archivarischen intellek-
tuellen Annotation von Videos, sondern auch als Editor für Ground-
Truth Daten, für die Evaluation von Analyse-Algorithmen und Ingest-
Fehlern.
Im oberen linken Bereich befinden sich zwei Eingabefelder. Die Check-
box Fehldetektion kann genutzt werden, um einen Schnitt zu markie-
ren, der irrtümlich erkannt wurde und somit einen durchgehenden
Shot fälschlicherweise in zwei Shots separiert. In einer Erweiterungs-
liste können die Transitionstypen zwischen Shots annotiert werden.
Sie dienen zum einen dazu, manuell einen berechneten Shot in zwei
Shots anhand eingegebener Timecodes zu separieren und zum ande-
ren, die Übergänge zwischen den Shots zu annotieren. Die hiermit
erhobenen Informationen werden in der Datenbank gespeichert und
können später für die Ground-Truth-Evaluation genutzt werden.
Zur Ground-Truth-Evaluation der Sequenz-Segmentierung dient das
Dropdown-Menü im oberen linken Bereich, in dem für jeden Shot
markiert werden kann, ob er zu keiner Sequenz oder Szene gehört,
eine neue Sequenz beginnt oder eine vorherige Sequenz fortsetzt. Die
hiermit erstellten Sequenz-Zuordnungen werden getrennt von der
automatischen Sequenz-Zuordnung gespeichert und können somit
zur Evaluation dienen.
Im unteren Bereich können weitere Annotationsfelder angezeigt wer-
den, wie eine dynamische Liste von möglichen Videofehlern, die
dazu dient, die Qualität der eingespielten Trägermedien und der
Digitalisierung anhand von auftretenden Bildfehlern zu bestimmen.
Weitere Felder zur Annotation von Framing-Distance, Innerer Monta-
ge, Transitionstypen und Montage-Stilen stehen zur Verfügung.
6.4.5 Mediathek-App
Die primäre Zugangsmethode für Endnutzer stellt die Mediathek-
App bereit. Sie unterscheidet sich von klassischen Mediatheken darin,
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dass nicht alleine das Suchen und Abspielen von Medieninhalten im
Vordergrund steht, sondern die detaillierte Analyse der Metadaten.
Die Startseite umfasst eine Übersicht aller zur Verfügung stehenden
Assets (siehe Abbildung 6.8). Diese werden gemäß den Zugriffsrech-
ten des Nutzers gefiltert.
Eine Suchfunktion innerhalb der Mediathek ist implementiert, soll
zukünftig aber durch ein eigenes Retrieval-System ergänzt werden.
Auf der Übersichtseite wird jedes Asset durch ein Vorschaubild und
drei Informationen repräsentiert: Dem Titel des Assets (ersatzweise
die AXID, falls kein Titel eingegeben wurde), die AXID als zentralen
Identifikator und der Herkunftsbezeichnung des Assets (zum Beispiel
der Name des Fernsehsenders). Durch Anklicken eines Assets kolla-
biert die Übersichtsseite zu einer Zeile und gibt damit Raum frei für
die Darstellung der Detailseite für das ausgewählte Asset.
Abbildung 6.8: Mediathek-App: Scrollbare Übersichtsseite von 229 anwählbaren
Assets.
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Die Detailansicht eines Assets öffnet sich unterhalb der Asset-Auflist-
ung und besteht aus mehreren Kacheln, jeweils für verschiedene
Metadaten. Die Anzahl und Formatierung der Kacheln ist dynamisch
und richtet sich nach den aktuell verfügbaren Metadaten.
Die Abbildung 6.9 zeigt den oberen Bereich der Detailansicht mit
der Kachel Medienobjekt, und liefert die erste Informationen zum
Asset. Daneben befindet sich das Videofenster, das auch in einen
Vollbildmodus geschaltet werden kann. Unterhalb dieser ersten Reihe
schließt sich die Kachel für zeitabhängige Metadaten an.
Abbildung 6.9: Mediatehek-App: Darstellung der Detailinformationen eines Assets.
Der Bereich zur Darstellung zeitabhängiger Metadaten stellt eine
Besonderheit im Vergleich zu klassischen Mediatheken dar. Sie erlaubt
es, ein Video visuell zu untersuchen, ohne es dabei abspielen zu
müssen. Die Visualisierung ist an die eines Videoschnittprogramms
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angelehnt, dient hier aber in erster Linie der Verknüpfung von zeit-
abhängigen Metadaten in Relation zu ihrer Gültigkeit im Verlauf des
Videos.
Die Breite des Elements richtet sich nach der Länge des Videos und
überschreitet in der Regel die Größe des Bildschirms. Am oberen Rand
findet sich daher ein Scroll-Balken. Durch ein Optionsfeld kann die
Darstellung auch in einen Modus geschaltet werden, in dem das Video
und der scrollbare Bereich synchronisiert werden und sich die Darstel-
lung im Verlauf des Videos mitbewegt. Zur besseren Übersicht ist der
graue Hintergrund der Darstellung durch helle Balken unterteilt. Sie
repräsentieren jeweils ein festes Zeitintervall von einer Minute. Alle
Events oder Metadaten mit Zeitbezug, die in einer bestimmten Minute
beginnen, sind damit fest an ihrem Zeitpunkt verankert.
Je nach Art und Menge der vorhandenen Metadaten enthält der
Bereich unterschiedliche Zeilen, die unsichtbar geschaltet sind, wenn
keine Daten dieses bestimmten Typs vorliegen. Die erste Zeile stellt
die Resultate der Shot-Boundary-Detection dar. Jeder Shot wird ent-
sprechend seiner Dauer als Balken dargestellt. Die Länge jedes Shots
ist also jederzeit visuell zu erkennen. Auf Basis der Shot-Composition
werden die von der Shot-Boundary-Detection berechneten Ähnlich-
keitsgruppen farbig codiert dargestellt. Gleiche Farbe bedeutet hierbei
gleiche Gruppe, weiß dargestellte Shots sind singulär und gehören zu
keiner Gruppe.
Die gleiche Darstellung kann in einer weiteren Zeile für die Visuali-
sierung der im Kapitel 713 implementierten Ähnlichkeitsgruppierung
genutzt werden. In der darunterliegenden Zeile werden die von der
Shot-Boundary-Detection extrahierten Keyframes dargestellt. In der
in Abbildung B.9 dargestellten Version werden jeweils nur die ersten
Keyframes jedes Shots angezeigt, um die Ladezeiten der Website zu
minimieren.
13Kapitel 7: Semantische Analyse und Segmentierung, S. 365
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In der Zeile Sequenzen werden die Resultate der Sequenz-Segmentier-
ung ebenfalls als Blöcke dargestellt, die jeweils von der Länge und
Position der einzelnen Sequenzen abhängen. Wenn zusätzlich zur Seg-
mentierung die vorkommenden Themen annotiert wurden, erhalten
die Sequenz-Blöcke eine größere Höhe und die Themen-Metadaten
werden ebenfalls angezeigt.
Die gleiche Darstellung kann auch in zwei Zeilen genutzt werden,
um direkt untereinander die Resultate der manuellen Ground-Truth
Segmentierung und der automatischen Sequenz-Segmentierung eva-
luieren zu können.
Weitere Zeilen stellen die Ergebnisse der Automated-Speech-Recogni-
tion oder manuellen Audio-Transkription dar oder beides unterein-
ander. Hierbei werden alle Texte in die Spalte eingeordnet, in der die
Sprachäußerung beginnt. Dadurch richtete sich die Höhe der Zeilen
jeweils nach der maximalen Textmenge, die in einer Minute geäußert
wurde (siehe Abbildung B.8). Mehrere Äußerungen werden durch
einen Absatz getrennt und können bei unterschiedlichen Sprechern
auch farbig codiert werden.
Die Ergebnisse der Gesichtsdetektion werden vergleichbar zu Keyf-
rames in einer eigenen Zeile angezeigt, bei der nur der Gesichts-
ausschnitt angezeigt wird. Samples der Text-Bounding-Boxen und
die zugehörige Transkription folgen in zwei weiteren Zeilen. Da die
Qualität der Texterkennung stark mit der Bildqualität variiert, ist hier
eine alleinige Darstellung der textuellen Daten wenig sinnvoll (siehe
Abbildung B.10).
Wichtig zu erwähnen ist, dass jedes Element, wie Keyframe, Sample
oder Textblock, angeklickt werden kann, woraufhin der Videoplayer
direkt zu der betreffenden Stelle springt. Somit kann das Video ausge-
hend von der linearen Darstellung der Metadaten exploriert werden,
was das Suchen und Finden von wichtigen Ereignissen vereinfacht
und stark beschleunigt.
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Unterhalb der zeitabhängigen Metadaten werden weitere Metada-
tenkacheln angezeigt (siehe Abbildung B.11). Diese enthalten zum
einen die Inhalte weiterer REM-Annotationen wie der Videokreation,
eine tabellarische Ansicht der annotierten Sequenzen und Themen
und das Etikett mit QR-Code. Zum anderen enthalten sie statis-
tische Informationen wie die Anzahl gefundener Shots, Gesichter,
Sprecheräußerungen und hochgeladener Begleitmaterialien. Auch die
während der Initialerfassung und technischen Analyse ermittelten
Metadaten zum Trägermedium und den Videodateien werden ange-
zeigt. Begleitmaterialien wie Fotos der Kassetten können angeklickt
und vergrößert werden (siehe Abbildung B.12).
6.5 Asset- und Metadaten-Management
Um die Organisation und Verwaltung von großen Medienbeständen
zu ermöglichen, sowohl digital innerhalb des Systems als auch physi-
sche Medien wie Videokassetten, ist die Definition eines einheitlichen
Identifikationsschemas erforderlich. Ziel war es dabei, einen Identi-
fikator zu definieren, der für Menschen lesbar ist und gleichzeitig
eine digitale Repräsentation besitzt, deren Nummernraum, selbst für
umfangreiche Videoarchive, hinreichend groß ist. Das Nummerie-
rungsschema sollte dabei aus keinem reinen Surrogat-Schlüssel besteht
und gleichzeitig dazu geeignet sein, um über Raum und Zeit hinweg
lange gültig zu bleiben.
6.5.1 AXID
Zur Zeit- und Ortsunabhänigen Identifikation von Medien wurde
der als AXID (Asset-Exchange-ID) bezeichnet Identifikator entwi-
ckelt. Er leitet sich in seiner Struktur vom internationalen Standard
ISAN (ISAN International Agency, 2013) ab. Die International Standard
Audiovisual Number (ISAN) ist eine universelle Identifikationsnummer
für audiovisuelle Werke, vergleichbar mit der ISBN für Bücher. Sie
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besteht aus 16 oder 24 Hexadezimalziffern und Prüfsummen (siehe
Abbildung 6.10 und 6.11). Die AXID ist in ihrem Aufbau mit der ISAN
identisch, teilt aber nicht denselben Nummernraum. Dies liegt darin
begründet, dass ein audiovisuelles Dokument bei der für die ISAN
zuständigen Organisation registriert werden muss und das intern
verwendete Vergabeschema nicht öffentlich bekannt ist.
Abbildung 6.10: Beispiel eines Etiketts mit einer ISAN-Nummer. (Flad, 2013, S. 4)
Die AXID hingegen ist gleich aufgebaut und wird vom Asset-
Management-Controller nach einem eigenen Schema vergeben. Dies
stellt nur auf den ersten Blick eine Einschränkung dar. Durch die
technische Implementation der AXID ist auch die Nutzung von ISAN-
Nummern technisch implementiert. Im hier verwendeten Forschungs-
umfeld kann somit eine lokale Vergabe von Nummern erfolgen,
unabhängig von offiziellen ISAN-Nummern. Die entwickelte Softwa-
re kann aber ebenso für offiziell registrierte audiovisuelle Medien
genutzt werden. Damit wird eine Kompatibilität zu internationalen
Standards erreicht, ohne dass für die hier durchgeführten Experi-
mente eine kostenpflichtige Registrierung der audiovisuellen Medien
erforderlich wird.
Im Rahmen des Asset-Managements wurde die AXID sowohl als
16-stellige (AXID16), als auch 24-stellige (AXID24) Hexadezimalzahl
implementiert. Dem Nutzer bleibt die 24-stellige Version hingegen
verborgen. In der für Menschen lesbaren Form wird die AXID in
je vierstellige Ziffernblöcke aus Hexadezimalziffern, getrennt durch
Bindestriche, dargestellt.
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Abbildung 6.11: Struktur des ISAN-Identifikators. (Flad, 2013, S. 5)
Nach dem vierten Block und bei der 24-stelligen AXID zusätzlich
am Ende findet sich jeweils eine einzelne alphanumerische Prüfziffer.
Diese Prüfziffer berechnet über die links von ihr stehenden Ziffern,
vergleichbar mit einer ISBN-Nummer. Sie stellt sicher, dass bei der
manuellen Eingabe der AXID Tippfehler erkannt werden können.
Die Prüfziffernberechnung entspricht dabei direkt den Vorgaben der
ISAN-Nummern.
Im Gegensatz zur ISAN erfolgt die Vergabe von AXID-Nummern
nicht als Surrogatschlüssel. Das Schema verleiht jeder AXID somit
eine Bedeutungsebene, die zusammengehörige AXIDs desselben Ur-
sprungs in einem Nummernblock zusammenfasst. Hierbei stehen die
ersten acht Ziffern für den Ursprung des Assets und die zweiten acht
Ziffern bilden einen laufenden Index, der mit jeder neu registrierten
AXID inkrementiert wird.
Einem menschlichen Nutzer ist es somit möglich, anhand der AXID
direkt zu erkennen, welche Assets demselben Ursprung (z. B. Fernseh-
sender, Produktionsstudio, etc) zuzuordnen sind. Einmal vergebene
AXIDs werden auch nach Löschung im System nicht neu vergeben
und sind damit auf Dauer gültig.
Um sowohl digitale Medien als auch physische Datenträger wie Vi-
deokassetten zweifelsfrei identifizieren zu können, wurde eine Kom-
ponente implementiert, die für jede AXID ein druckfähiges Etikett
erzeugt. Dieses Etikett wird im Rahmen der initialen Erfassung er-
zeugt und kann auf Anforderung des Nutzers über einen Drucker auf
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Abbildung 6.12: Beispiel eines AXID-Etiketts. Der QR-Code enthält die unten angege-
bene URL, als direkter Link zur Mediathek-App.
spezielles Etikettenpapier gedruckt werden (siehe Abbildung 6.12).
Die Etiketten sind damit weitgehend wischfest und zeitbeständig.
Diese können von Menschen gelesen werden und verfügen über einen
QR-Code, der die AXID sowie einen Unified-Ressource-Identifier
(URI) enthält und somit als direkter Link zur Mediathek-App führt.
Im regulären Workflow für Videokassetten wird dieses Etikett auf
der Kassette und auf der Hülle angebracht. Erst dann werden Fotos
der Kassetten angefertigt, wodurch diese Fotos über das abgebildete
Etikett auch später wieder zugeordnet werden können.
6.5.2 Metabase Datenbank
Für die Aggregation und Speicherung der im Rahmen der Analyse
erzeugten Daten ist eine Lösung erforderlich, die über dateibasierte
Speicherung von Werte-Listen hinausgeht. Da multible Lese- und
Schreibzugriffe auf diese Daten erfolgen, lag die Nutzung eines Daten-
bankmanagementsystems nahe. Sie sollte geeignet sein, archivarische
Metadaten ebenso aufzunehmen wie technische Deskriptoren und
prozessbezogene Informationen. Die spezielle Kombination schon
existierender Analyse-Komponenten und parallel zu erforschender
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Lösungen für die Sequenz-Segmentierung erlaubt es nicht, auf zuvor
existierende Datenbankmodelle zurückzugreifen, da sie eine starke
Einschränkung in den Freiheitsgraden möglicher Entwicklungen be-
deutet hätten.
Davon ausgehend, dass die Mehrzahl abzubildender Daten in star-
ken Abhängigkeiten und Beziehungen zueinander stehen, wurde ein
relationales Datenbankschema entwickelt. Es verbindet alle erfor-
derlichen Datenbereiche, wendet die AXID als zentrales Identifika-
tionsmerkmal und Primärschlüssel an, erlaubt aber gleichzeitig die
organisatorische Trennung der einzelnen Datenbereiche.
Für die Entwicklung des Datenbankmodells und des Schemas konn-
ten prinzipiell die meisten relationalen Datenbanksysteme zum Ein-
satz kommen. Für die Auswahl des konkreten Systems standen die
folgenden Erwägungen im Vordergrund:
• Skalierbarkeit in Bezug auf Menge der Datensätze und Zugriffe.
• Serverseitige Prozeduren und aktualisierbare Sichten.
• Fähigkeit zum automatischen Backup und Replikation.
• Geeignete Anbindung an die zu entwickelnden Anwendungen.
• Supportlaufzeit und Aufwärtskompatibilität.
Aufgrund dieser Anforderungen wurde für das Datenbankmodell die
Plattform Microsoft SQL Server 2012 Enterprise Edition ausgewählt.
Als professionelle Software ist hier davon auszugehen, dass für
das entwickelte Datenbankmodell ein langer Supportzyklus bestehen
wird und eine längerfristige Kompatibilität zu neueren Versionen
des DBMS gegeben ist. Das DBMS erlaubt die Implementation von
serverseitigen Prozeduren in ihrer eigenen Sprache T-SQL und in C#
.NET.
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Des Weiteren kann die MS SQL 2012 Datenbank innerhalb virtueller
Maschinen eingesetzt werden. Sie unterstützt die Authentifikations-
Mechanismen des Active-Directory, erlaubt automatische Replikation
und Backups sowie eine Verteilung der Datenbank über mehrere
Server, sollte der Datenumfang dies erfordern.
Die Anbindung der Datenbank an Applikationen kann sowohl über
klassische SQL-Befehle erfolgen als auch mit einer objektrelationalen
Abbildung (engl. object relation mapping). Dabei wird das Schema der
Datenbank mittels eines Adapters innerhalb des Objektmodells der
Applikation dargestellt. Der Adapter kapselt alle für den Zugriff
auf die Datenbank erforderlichen Schnittstellen, Datenverbindungen
und SQL-Abfragen. Für die Applikation erscheinen die Daten so, als
lägen sie lokal vor. Das Auslesen und Manipulieren von Daten in
der Datenbank erfolgt, durch Zugriff auf die Objekte innerhalb der
Applikation.
Als Verbindung zwischen der MS SQL 2012 Datenbank und den
in C# .NET 4.6 implementierten Komponenten des Systems kommt
das Object-Relation-Mapper Entity Framework 6 (EF6) zum Einsatz.
Dies ist auch die von den Entwicklern der Datenbank und der .NET-
Plattform empfohlene Methode.
Das Schema der Datenbank wurde eigens für die hier beschriebenen
Zwecke entwickelt. Es dient als Metadaten-Datenbank, was sich in
dem Arbeitstitel MetaBase ausdrückt. Da das Schema mehrere Auf-
gaben erfüllt, lässt es sich, wie in Abbildung 6.13 zu sehen ist, in
vier Teilbereiche aufteilen: Asset-Management, Analyse, Annotation
und Evaluation. Die Datenbank als Ganzes lässt sich innerhalb der im
Kapitel 6.3.414 beschrieben Plattform replizieren und sichern.
Das Asset-Management-Schema der Datenbank bildet den Kern (siehe
Abbildung C.13). Für jedes zu verarbeitende Video wird ein neuer
Datensatz in der Tabelle Asset_AXID angelegt. Die Bestimmung der
14Kapitel 6.3.4: Plattform und Laufzeitumgebung, S. 298
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Abbildung 6.13: Datenbank-Schema mit vier Metadaten-Bereichen.
jeweils nächsten freien AXID erfolgt selbstständig über eine server-
seitige Prozedur in der Datenbank ebenso wie die Berechnung der
zur AXID gehörigen Prüfziffern. Für die Erstellung ist die Angabe
eines Besitzers oder Ursprungs erforderlich, der gegebenenfalls zuvor
über die Tabelle Asset_Origin angelegt werden muss. Dies erfolgt
normalerweise über das User-Interface.
Die meisten Tabellen der Datenbank sind durch Fremdschlüsselbezie-
hungen mit diesem Eintrag in der Asset_AXID verknüpft, wodurch
ein zentraler Zugriffspunkt zu allen Metadaten über den Identifikator
des Mediums oder der Kassette möglich wird. Grundsätzlich ist eine
AXID eigenständig und mit einem bestimmten physischen oder rein
digitalen Medium verbunden. Sollte ein physisches Trägermedium
mehrere eigenständige Medieninhalte tragen, ist es auch möglich, für
diese jeweils eigene AXIDs zu erstellen und mit dem Trägermedium
in einer hierarchischen Beziehung zu verknüpfen.
Des Weiteren enthält dieser Teil des Schemas Tabellen über die
der aktuelle Verarbeitungsstatus (Asset_Status und Type_AssetStatus),
eine Historie der Verarbeitung (Asset_Log) und der Typ des As-
sets (Type_Asset). Außerdem sind Informationen zu den im File-
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Repository gespeicherten Video- und Bilddateien (Files_Keyframes und
Files_Videoproxy) enthalten, wodurch der Pfad zu diesen Dateien
direkt aus der Datenbank ausgelesen werden kann.
Der Analyse-Bereich der Datenbank umfasst die Tabellen, die von den
Komponenten des Analyse-Controllers innerhalb der mehrstufigen
Analyse erhoben werden (siehe Abbildung C.14). Die Tabellen sind
speziell auf die Ausgabedaten der jeweiligen Komponenten ausgelegt.
Dabei ist die Fremdschlüsselbeziehung zur Tabelle Asset_AXID der
Zugriffspfad. Die meisten Tabellen dieses Bereichs enthalten zeit-
abhängige Daten. Es existieren also mehrere Datensätze pro Asset,
wodurch den Zeitkoordinaten eine besondere Bedeutung zukommt.
Sie bestehen aus der für das Asset geltenden Framerate (FPS_Id),
Startzeitpunkt als Nummer des Frames (Frames_Start) und Gültig-
keitsdauer (Frames_Duration). Der Endzeitpunkt ist nicht gespeichert,
sondern wird serverseitig aus Start und Dauer berechnet. Dies verhin-
dert Dateninkonsistenzen.
Bei den Tabellen Analysis_DetectedObject (Face-Detection) und Ana-
lysis_TextExtraction finden sich zudem die Attribute Height, Width,
PositionX und PositionY. Sie werden dazu genutzt die Daten eines
Umrandungskästchens (engl. bounding box) zu speichern, da insbe-
sondere bei Texten und gefundenen Gesichtern mehrere Datensätze
innerhalb desselben Frames auftreten können. Die Ergebnisse der
Shot-Boundary-Detection werden in zwei getrennten Tabellen gespei-
chert (Analysis_ShotBoundary und Analysis_Transition). Dies erlaubt
die getrennte Verarbeitung von Shots und den Transitionen und
damit auch die Speicherung von zusätzlichen Informationen zu dem
jeweiligen Typ.
Die in der ersten Stufe der Analyse durchgeführte technische Datei-
analyse speichert die gewonnenen Metadaten in jeweils drei Tabellen
(Analysis_Container, Analysis_VideoStream und Analysis_AudioStream).
Für jede Videodatei existiert somit eine Tabelle mit den Informatio-
nen zum Container-Format und eine Tabelle für Videostream und
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Audiostream, jeweils für jeden in der Videodatei vorhandenen Video-
bzw. Audio-Kanal.
Auch die im Rahmen der Feature-Extraction ausgewerteten Low-
Level-Merkmale wie MPEG–7 Deskriptoren werden in der Datenbank
gespeichert (siehe Abbildung C.15). Die zumeist aus numerischen
Arrays bestehenden Deskriptoren können somit in einer eigenen
Analyse-Stufe berechnet werden und stehen auf Dauer zur Verfügung.
Sie werden in der Regel für jedes Keyframe berechnet, die Tabellen
können aber auch genutzt werden, um repräsentative Durchschnitts-
werte auf Ebene der Ähnlichkeitsgruppen oder Sequenzen zu spei-
chern.
Die in der letzten Analyse-Stufe durchgeführte semantischen Analyse
und Sequenz-Segmentierung macht sich Metadaten aus allen vorheri-
gen Stufen zunutze. Dabei werden insbesondere die Fremdschlüssel-
beziehungen zu den Daten der Shot-Boundary-Detection und der be-
rechneten Keyframe-Deskriptoren genutzt (siehe Abbildung C.16).
Der Annotationsbereich des Datenbankschemas dient dazu, archiva-
rische und formale Metadaten zu speichern (siehe Abbildung C.17).
Hierbei handelt es sich in der Regel nicht um Daten, die innerhalb
der Analyse erzeugt werden können. Typischerweise werden diese
Daten von geschulten Nutzern über das User-Interface eingegeben. Es
geht dabei um Metadaten zum Medium selbst, der aufgezeichneten
Videokreation, den im Inhalt vorkommenden Themen, aber auch
Rechtehinweise, mitwirkende Personen, Bemerkungen, technische
Daten zum Trägermedium bzw. Trägerdatei und zu gegebenenfalls
mitgeliefertem Begleitmaterial.
Das Schema dieses Abschnittes soll in erster Linie die Bedürfnisse
eines Medien-Archivs erfüllen und lehnt sich damit stark an das
von der ARD genutzte Regelwerk Mediendokumentation (REM) an.
Es implementiert dabei nicht das vollständige Regelwerk, was im
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Rahmen dieser Arbeit über die Zweckerfüllung hinausgegangen wä-
re. Es bildet das Regelwerk aber in den implementierten Bereichen
detailliert ab und ist jederzeit erweiterbar bis hin zur vollständi-
gen Implementation. Einige Daten werden bereits bei der initialen
Erfassung eines neuen Assets erhoben, andere wie die technischen
Eigenschaften (Framerate, Auflösung, Farbraum, Bitrate, etc.) von
Videodateien werden im Rahmen der Analyse-Stufe 1 automatisch
ergänzt.
Auch der Annotationsbereich ist über die AXID mit dem Bereich
des Asset-Managements verbunden. Dabei gilt, dass das Asset auf
genau ein Objekt der Tabelle REM_Medienobjekt abgebildet wird. Dies
entspricht der Repräsentation eines Mediums im REM. Jedes Me-
dienobjekt kann dann wiederum mehrere Videokreationen enthalten,
die je nach Definition des jeweiligen Archivs einer Sendung oder
eines Beitrags entspricht. Weitere Datensätze wie die Themen der
Videokreation schließen sich in dieser Hierarchie an.
Der Bereich Evaluation ist nicht Teil des eigentlichen Schemas, viel-
mehr handelt es sich hierbei um eine Ergänzung, die dem Zweck
der Evaluation der implementierten Komponenten dient (siehe Ab-
bildung C.18). In diesem Bereich werden zum einen die manuellen
Annotationen gespeichert, die als Ground-Truth-Datensätze dienen.
Zum anderen können hier automatische Berechnungen konfiguriert
und ausgewertet werden, wie sie zum Beispiel im Rahmen der Eva-
luation der semantischen Analyse und der Sequenz-Segmentierung
stattfinden.
6.5.3 File-Repository
Im Rahmen der ausgeführten Analysen entstehen große Datenmen-
gen. Hierbei handelt es sich neben den Metadaten in der Datenbank
vor allem um Video- und Bilddateien. Der Gesamtumfang erreicht
dabei leicht Größenordnungen im Terabyte-Bereich. Um sowohl die
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Zugriffszeiten zu optimieren als auch Datenverluste zu vermeiden
sind mehrere Strategien in den Entwurf eingeflossen. Zwei der Knoten
des Analyse-Clusters im Standort 1 verfügen über ein eigenes externes
RAID-System.
Das File-Repository (siehe Abbildung 6.14) stellt eine gemeinsame
virtuelle Zugriffsmethode auf beide RAID-Systeme dar. Der Zugriff
erfolgt über eine SMB-Netzwerkfreigabe des Distributed-File-Systems
(DFS) auf die Verzeichnisstruktur des Repository, die zwischen den
beiden RAID-Systemen ständig repliziert werden. Beim Ausfall eines
der RAID-Systeme ist damit weiterhin der Zugriff auf das zweite
Speichersystem möglich.
Das File-Repository stellt Dateien ebenfalls über einen Webserver für
die Nutzung im webbasierten User-Interface zur Verfügung. Dies
stellt hingegen nur einen HTTP-Zugriffspunkt dar. Die Dateien selbst
werden intern als Netzlaufwerk vom Betriebssystem zur Verfügung
gestellt.
Alle gespeicherten Daten werden getrennt nach Typ bzw. nach
Zugehörigkeit zu ihrem Media-Asset abgelegt. Dabei enthält jeder
Dateiname die AXID des Assets. Nach einer einheitlichen Namens-
struktur kann jede Datei so ihrem Ursprung und ihrer Bedeutung
nach identifiziert werden. Es ist auch möglich alle Dateien in einem
einzigen Verzeichnis zu sammeln, ohne dass es dabei zu Namenskol-
lisionen kommt.
Das RAID A ist mit einem iSCSI-Interface an den Host mi-node01 an-
gebunden. Die Laufwerke sind in Partitionen aufgeteilt und als RAID–
10 Verbund konfiguriert. Dadurch sind die Daten jedes Laufwerks
jeweils auf einem zweiten Laufwerk gespiegelt. Erst der Ausfall von
zwei Festplatten, die dieselben Daten enthalten, führt also zu einem
tatsächlichen Datenverlust. Das RAID B ist ebenfalls als RAID–10
Verbund konfiguriert, allerdings mit einem schnelleren SAS-Interface
ausgestattet. Es besteht aus 12 x 3 TB in zwei Partitionen.
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Abbildung 6.14: Zugriff auf das verteilte File-Repository.
Als zusätzliches Backup können Daten auf den externen Server (er
gehört nicht zum System, befindet sich aber am selben Standort)
abgelegt werden. Dies erhöht die Ausfallsicherheit.
Am Standort 2 befindet sich ein LTO-Magnetband-System. Es ist in
der Lage, Daten auf 1 TB große LTO–5 Bänder zu schreiben. Es wird
primär für den Export der Masterfiles genutzt. Gegenwärtig ist noch
kein automatischer Export an dieses System möglich, dies ist aber für
die Zukunft geplant.
6.5.4 Ingest
An der Professur Medieninformatik der TU-Chemnitz wurde im
Rahmen des Projekts validAX (Validation der Frameworks AMOPA &
Xtrieval, BMBF-Projekt VIP0044) eine Lösung zur automatischen Di-
gitalisierung von Videokassetten (engl. ingest) entwickelt. Der Ingest-
Vorgang wird dabei von der Steuersoftware IMTECS kontrolliert.
Details zu diesem System finden sich bei Berger et al. (2015); Herms,
Manthey, Ritter und Eibl (2013); Manthey, Herms, Ritter, Storz und
Eibl (2013); Rickert und Eibl (2013).
Die Entwicklung dieser Ingest-Lösung erfolgte begleitend zur Ent-
wicklung der Analyse-Komponenten des im Rahmen dieser Arbeit
vorgestellten Systems, weswegen eine Verbindung beider Systeme
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naheliegend war. Die Anbindung von IMTECS erfolgte daher ex-
emplarisch, um die Möglichkeiten einer Kombination aus Retrodigi-
talisierung und nachfolgender automatischer Analyse aufzuzeigen.
Prinzipiell ist diese Anbindung aber nicht auf IMTECS beschränkt.
Auch alternative Ingest-Lösungen könnten angebunden werden, da
als Verbindung hier lediglich eine Netzwerkkommunikation auf Basis
von SOAP-Schnittstellen erfolgt.
Voraussetzung für eine Digitalisierung von Videokassetten unter An-
bindung an den Asset-Management-Controller ist die vorherige initia-
le Erfassung von bestimmten Daten über das einzuspielende Medium.
Hierzu gehört in erster Linie die Registrierung einer AXID unter
Angabe des Ursprungs oder Besitzers des Trägermediums und die
Annotation einiger technischer Daten. Die technischen Daten dienen
dazu, das Trägermedium anhand seines Formats zu identifizieren,
die Abspieldauer festzulegen und einem geeigneten Abspielgerät
zuführen zu können.
Auf Grundlage der Konfiguration des IMTECS-Systems und der
angeschlossenen Geräte kann dann über das User-Interface (siehe
Abbildung 6.15) ein Einspiel-Auftrag vorbereitet werden (engl. ingest
job), indem das Trägermedium einem kompatiblen Magazinstapel
zugeordnet wird. Dabei werden Art des Trägermediums, Magazinka-
pazität, Sortierung des Magazins (FIFO, LIFO) und Abspieldauer be-
rücksichtigt. Nach Freischaltung des Auftrags kann dann ein Operator
die Trägermedien in der vorgegebenen Reihenfolge in das Magazin
einlegen und die Stapelverarbeitung starten.
Das Ingest-System ist darauf ausgelegt, vollautomatisch bis zur voll-
ständigen Abarbeitung des Magazins unbeaufsichtigt zu arbeiten.
Entsprechend der Magazingröße ist so ein 24/7-Stunden Betrieb
möglich. Während der Ausführung können bis zu sechs Abspielgeräte
befüllt und parallel zur Digitalisierung verwendet werden. Dazu
entnimmt ein Roboter (siehe Abbildung 6.16) jeweils ein Trägerme-
dium, führt es einem freien Abspielgerät zu, spult das Band bis
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Abbildung 6.15: Webbasiertes User-Interface zur Konfiguration von Digitalisierungs-
Aufträgen.
zum Anfang zurück, startet die Wiedergabe, entnimmt nach dem
Ende der Abspieldauer das Trägermedium und deponiert es in einem
Ablagebehälter.
Abbildung 6.16: Roboter der IMTECS-Digitalisierungslösung für Videokassetten.
Die Digitalisierung erfolgt über das vom Abspielgerät ausgegebene
Videosignal. Dies kann als Composite-Signal (dt. FBAS, Farb-Bild-
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Austast-Synchron), Component-Signal (YPbPr-Signal), S-Video (YC-
Signal) oder über eine SDI-Schnittstelle (Serial Digital Interface) erfol-
gen.
Analoge Videosignale werden mit Hilfe von Konvertern in SDI-
Signale umgewandelt und an einen von vier Hardware-Encodern
weitergereicht, die die Videosignale direkt in digitale Videoströme
umwandeln und gemäß des zuvor definierten Container- und Codec-
Formats als Dateien abspeichern. Als Video-Formate wurden von den
Entwicklern des Ingest-Systems verschiedene Formatprofile definiert,
die in Abbildung 6.17 dargestellt sind.
Abbildung 6.17: Tabelle der für das Ingest-System definierten Medienprofile. Das For-
mat F1 wird anschließend für die Analyse und die Mediathek benutzt.
Die Formate F2 und F3 werden für spezielle Zwecke des Auftraggebers
erstellt. Das Format F4 dient als digitales Master und wird für die
Archivierung verwendet. (Herms et al., 2013, S. 254)
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Das Format F4 dient der Erstellung eines robusten Archivformats di-
rekt bei der Digitalisierung. Es stellt das digitale Master des Trägerme-
diums dar. Aus diesem Masterfile werden in anschließenden Schritten
mehrere Varianten transcodiert, wobei das Format F1 als Videoproxy
(ein Surrogat mit geringerer Qualität) für die spätere Analyse und
Darstellung in der Mediathek dient. Es nutzt eine stärkere Kompressi-
on und geringere Bitrate, die aber auch den Speicherbedarf drastisch
reduziert. Dies ist für die Analyse nur von geringem Nachteil, erlaubt
aber eine schnellere Verarbeitung und Internet-Streaming. Das F4-
Format hingegen ist nicht für die Nutzung in Endnutzersystemen
ohne spezielle Software geeignet.
Die Ablaufsteuerung erfolgt über die hierfür entwickelte Softwa-
re IMTECS, die den Roboter, die motorisierten Magazine und die
Digitalisierungshardware steuert. Dazu kommuniziert IMTECS mit
dem Asset-Management-Controller und empfängt über eine SOAP-
Schnittstelle die Daten über den nächsten Auftrag, die enthaltenen
Trägermedien und die Reihenfolge der Abarbeitung.
Im Laufe des Vorgangs werden von IMTECS verschiedene Daten
protokolliert (siehe Abbildung 6.18), die sich auf die jeweils ge-
nutzten Geräte und Konfigurationen beziehen. Nach Abschluss des
Auftrags werden diese Daten in einem XML-Format an den Asset-
Management-Controller übergeben und somit in der Datenbank ge-
sichert. Die erzeugten Video-Dateien werden mit ihrer AXID im
Dateinamen gespeichert und dann der Transcodierung zugeführt, die
ebenfalls automatisch abläuft. Der dabei erzeugte F1-Videoproxy wird
an den Asset-Management-Controller über eine Netzwerkfreigabe
übergeben und alle restlichen Dateien auf einem LTO–5 Magnetband
für die Archivierung gesichert.
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Abbildung 6.18: Datenflüsse innerhalb des IMTECS Digitalisierungsprozesses. (Man-
they et al., 2013, S. 340)
6.6 Analysis-Controller
Für die Analyse von audiovisuellen Medien werden verschiedene
Komponenten genutzt, die zum Teil selbst entwickelt wurden und
zum Teil aus externen Quellen stammen. Eine vollständige Eigenim-
plementation wäre in diesem Kontext weder zielführend noch mög-
lich gewesen. Zunächst wird in diesem Unterkapitel der prinzipielle
Aufbau der Analyse-Adapter dargestellt und der generelle Ablauf
der implementierten Analyse-Komponenten. Anschließend werden
die einzelnen externen Analyse-Komponenten diskutiert. Die neu
entwickelten Komponenten zur eigentlichen semantischen Analyse
werden dagegen in eigenen Hauptkapiteln beschrieben.
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6.6.1 Analyse-Konnektor
Die hier vorgestellten Analyse-Komponenten stehen exemplarisch
für viele weitere oder alternative Komponenten, die im Rahmen
des Nexus-Frameworks genutzt werden könnten. Aus diesem Grund
wurde die Anbindung an das System offen gestaltet und erlaubt so
jederzeit den Austausch der jeweiligen Komponenten. Zu diesem
Zweck findet eine Kapselung der konkreten Implementierung der
jeweiligen Komponente statt. Dies entspricht dem Entwurfsmuster
eines Adapters (engl. wrapper).
Die jeweilige Analyse-Komponente wird, wie in der Abbildung 6.19
dargestellt, als Blackbox (4) betrachtet. Damit ist es möglich, sowohl
native Laufzeitprogramme als auch Bibliotheken einzubinden. Dieses
Kapselungsprinzip setzt sich auch darin fort, dass die Ausführung
losgelöst vom beauftragenden Controller (1) erfolgt. Somit ist eine
parallele Ausführung mehrerer Komponenten ebenso möglich wie die
räumliche Trennung von Controller und Komponenten auf verschie-
denen physischen oder virtuellen Maschinen.
Abbildung 6.19: Kapselung verschiedener Analyse-Komponenten durch einen Wrap-
per für jede virtuelle Instanz der Analyse
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Der generalisierte Ablauf stellt sich damit im Beispiel anhand der
Abbildung 6.19 für die Shot-Boundary-Detection folgendermaßen
dar:
1. Der Analysis-Controller (1) veranlasst die Ausführung einer
Shot-Boundary-Detection für das Asset mit einer bestimmten
AXID. Dieser Arbeitsauftrag (engl. job) wird vorbereitet und
zur Abarbeitung markiert. Ein Job besteht aus mehreren Tei-
laufgaben (engl. tasks), die zur Vervollständigung ausgeführt
werden müssen. Diese sind individuell unterschiedlich für jede
Komponente.
2. Es können mehrere virtuelle Maschinen in einem Analyse-
Cluster vorhanden sein. Jede von ihnen ist eigenständig und
unabhängig konfiguriert. Sie suchen selbstständig nach aus-
zuführenden Jobs für die von ihnen bereitgestellte Analyse-
Komponente. Eine Instanz ist in der Abbildung 6.19 als Oval
dargestellt. Teil jeder Analyse-Instanz ist der Component-Wrapper
(2), ein gemeinsam genutzter Speicherbereich (3) und die Aus-
führungsumgebung für die eigentliche Analyse-Komponente
(4).
3. Der Component-Wrapper (2) erkennt einen freien für ihn aus-
führbaren Job und sperrt ihn für konkurrierende Instanzen. Die
für die Analyse benötigten Daten werden vom Component-
Wrapper direkt aus dem File-Repository (6) und der Datenbank
(5) geladen und im Shared-Memory (3) auf der lokalen Maschine
abgelegt. Dies beschleunigt die spätere Ausführung, verhindert
konkurrierende Zugriffe und Dateninkonsistenzen. Im Falle der
Shot-Boundary-Detection sind diese Daten: Das Proxy-Video
und technische Daten zum Video.
4. Der Component-Wrapper startet die Ausführung der externen
Analyse-Komponente. In vielen Fällen handelt es sich dabei um
eigenständige native Programme. Der Wrapper generiert dazu
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eine korrekte Aufrufzeile mit Parametern entsprechend der
Konfiguration und Dateipfaden, instanziiert einen eigenständi-
gen Prozess und leitet gegebenenfalls die Konsolen-Ausgabe zur
internen Verarbeitung um. Auf diese Weise ist der Wrapper in
der Lage, die Ausführung zu überwachen, Exceptions abzufan-
gen und die Ausführung auf Befehl hin auch abzubrechen.
5. Nach erfolgreicher Beendigung der Analyse werden die Resulta-
te im Shared-Memory neu geordnet und an das Namensschema
des File-Repository angepasst. Die Daten der Analyse werden
ausgelesen (zumeist eine XML- oder CSV-Datei), Datenstruktu-
ren erzeugt und diese in die Datenbank und das File-Repository
hochgeladen. Bei der Shot-Boundary-Detection sind dies die Da-
ten zu erkannten Shots, Transitionen und extrahierte Keyframes.
6. Zum Schluss oder im Fehlerfall wird der Shared-Memory be-
reinigt und der Status des Jobs für den Analysis-Controller
aktualisiert.
Die Verwendung eines Wrappers trägt maßgeblich zur Stabilität der
gesamten Analyse bei. Viele der einbezogenen Analyse-Komponenten
erzeugen verschiedenste Exceptions. Sie lassen sich im Fehlerfall nicht
immer problemlos beenden und führen keine Bereinigung des von
ihnen genutzten Speichers durch. Durch die Implementierung eines
Adapters für jede Analyse-Komponente kann jedes Problem indivi-
duell kompensiert werden und es steht gleichzeitig eine einheitliche
Schnittstelle für den Analyse-Controller zur Verfügung.
6.6.2 Analyse-Workflow
Die Abfolge der einzelnen Analyse-Komponenten erfolgt in mehreren
Schritten. In der Abbildung 6.20 gezeigten Version sind es vier Schritte
(tier 1–4). Grundsätzlich kann der Workflow im Analyse-Controller
konfiguriert werden, wenn zum Beispiel nicht alle Daten benötigt
werden. Dies erfolgt in der aktuellen Ausbaustufe noch als feste
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Konfiguration. Eine über das User-Interface graphisch einstellbare
Konfiguration ist angedacht, aber im Rahmen dieser Arbeit nicht
vorrangig gewesen.
Die Abarbeitung erfolgt in mehreren Tasks, die teilweise parallel
ausgeführt werden können. Dort, wo eine Analyse-Komponente auf
die Resultate einer anderen Komponente angewiesen ist (zum Beispiel
benötigt die Gesichtserkennung zuvor extrahierte Keyframes) und oh-
ne diese nicht starten kann, ist keine weitere Parallelisierung möglich.
Es ergeben sich somit die Trennpunkte der einzelnen Stufen.
Ausgangspunkt jeder Analyse ist das Proxy-Video, welches in einem
Format vorliegen muss, das für alle Analyse-Komponenten geeignet
ist. Grundsätzlich werden in den frühen Stufen eher Low-Level-
Features und einfache Samples extrahiert, in den späteren Phasen
hingegen höherrangige Metadaten.
Tier 1 Zunächst werden aus dem Proxy-Video technische Meta-
daten ausgelesen. Hierfür wird das externe Open-Source-Programm
MediaInfo verwendet (siehe Kapitel 6.6.315). Dies erfolgt oft schon
während des Hochladens in das File-Repository. Diese Metadaten sind
für die Verwaltung des Videos, die Darstellung in der Mediathek-
App und für die verschiedenen weiteren Analyse-Stufen erforderlich.
Es handelt sich um Daten über die Auflösung, Bildwiederholrate,
Codecs, Audiokanäle und Ähnliches.
Tier 2 In der zweiten Stufe kommen die Komponenten zum Ein-
satz, die direkt mit dem Proxy-Video arbeiten. Sie können paral-
lel und unabhängig voneinander arbeiten. Es sind die Komponen-
ten Automated-Speech-Recognition (ASR, siehe Speaker Diarization/
Recognition), Shot-Boundary-Detection (SBD, siehe Shot-Boundary-
Detection) und ein Keyframe-Extractor, der zusätzliche Bilder aus
dem Video extrahiert. In dieser Stufe werden allgemeine Keyframes
15Kapitel 6.6.3: Komponente: Technische Analyse, S. 340
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Abbildung 6.20: Vierstufiger Ablauf der Analyse. In der Mitte die Abfolge einzelner
Analyse-Komponenten. Im oberen Bereich finden sich die dabei er-
zeugten Metadaten. Im unteren Bereich sind die erzeugten Dateien
dargestellt.
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und Shot-Keyframes erzeugt und im File-Repository abgelegt sowie
Metadaten über die erkannten Shot-Grenzen, Transitionen, Sprecher,
Grenzen von Sprachäußerungen und erkannte verbale Sprache er-
stellt.
Tier 3 In der dritten Stufe folgen die Komponenten, die auf die
Resultate der vorhergehenden Stufe Zugriff haben müssen. Dies sind
die Gesichtserkennung (engl. face detection, siehe Kapitel 6.6.616),
Texterkennung (engl. text recognition, siehe Kapitel 6.6.717) und die
Merkmalsextraktion (engl. feature extraction, siehe Kapitel 7.418), die
jeweils auf die zuvor erzeugten Keyframes zugreifen. Dabei werden
erkannte Gesichter und Textboxen als Sample-Bilder extrahiert, die
Positionen der Gesichter und Texte sowie erkannter OCR-Text in
der Datenbank abgelegt und die Variablen-Vektoren der jeweiligen
extrahierten Merkmale hochgeladen.
Tier 4 In der letzten Stufe erfolgt die semantische Analyse (siehe Ka-
pitel 719), die Auswertung der zusätzlich erzeugten Merkmalsvekto-
ren und die Sequenz-Segmentierung, deren Ergebnisse als Metadaten
in der Datenbank aggregiert werden.
6.6.3 Komponente: Technische Analyse
Wenn neue Video-Dateien in den Asset-Management-Controller gela-
den werden, erfolgt eine Analyse der technischen Eigenschaften der
Videodatei. Dies ist insbesondere wichtig für die Vorbereitung der
Analyse. Dabei wird das verwendete Container-Format und die ein-
gesetzten Audio- und Video-Codecs festgestellt sowie Daten über die
Auflösung, Framerate, Color-Subsampling und ähnliche technische
Parameter gesammelt.
16Kapitel 6.6.6: Komponente: Gesichtsdetektion, S. 348
17Kapitel 6.6.7: Komponente: Texterkennung, S. 349
18Kapitel 7.4: Merkmale und Deskriptoren, S. 386
19Kapitel 7: Semantische Analyse und Segmentierung, S. 365
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Hierzu wurde eine Analyse-Komponente implementiert, die die Vi-
deodatei einliest und an die in C++ geschriebene Open-Source Biblio-
thek MediaInfo (MediaInfo-Project, 2015) übergibt, die unter der BSD-
Lizenz veröffentlicht wurde. Das in XML-formatierte Resultat wird
anschließend vom Component-Wrapper geparsed und die relevanten
Daten ausgelesen. Diese Daten werden in der Datenbank dem Asset-
Datensatz hinzugefügt. Dies erfolgt in drei Tabellen, die den von
MediaInfo genutzten Datenformaten entsprechen (siehe Abbildung
6.21).
Zusätzlich werden die erhobenen Daten weiterverarbeitet und an die
speziellen Datenformate des Regelwerks Mediendokumentation an-
gepasst. Somit können auch die Attribute der Tabelle REM_Datei_Medi-
enobjekt automatisch gefüllt werden, womit diese Metadaten auch im
Schema der Archivdokumentation zur Verfügung stehen.
6.6.4 Komponente: Schnitterkennung
Die Schnitterkennung (engl. shot boundary detection) dient zur Erken-
nung von Straight-Cuts in einer gegebenen Videodatei sowie der Iden-
tifizierung von ununterbrochenen Kameraaufnahmen, den Shots (vgl.
Kapitel 2.320). Die hier verwendete Software wurde von Marc Ritter
im Rahmen des InnoProfile Forschungsprojekts sachsMedia (BMBF
FKZ: 03IP608) Berger et al. (2012, S. 21 f.) und seiner Promotion (Ritter,
2014, S. 143 ff.) entwickelt. Die Komponente läuft als eigenständiger
Prozess, implementiert in Java. Es werden teilweise Hilfsfunktionen
von OpenCV (OpenCV-Project, 2015) und FFMPEG (FFmpeg-Project,
2015) benutzt.
Die Schnitterkennung arbeitet in vier Phasen (siehe Abbildung 6.22
und 6.23). Zunächst werden Frames aus dem visuellen Datenstrom
20Kapitel 2.3: Shot-Boundary-Detection, S. 29
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Abbildung 6.21: Tabellen der Datenbank, die die während der technischen Analyse
ermittelten Metadaten einer Videodatei aufnehmen.
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Abbildung 6.22: Prozesskette des AMOPA-Framework zu Schnitterkennung. (Ritter,
2014, S.145)
des Videos extrahiert und auf eine Größe vom 360x288 Pixeln ver-
kleinert sowie die Ränder beschnitten, um Störungen durch schwar-
ze Ränder zu minimieren. Dann erfolgt eine Farbraum-Konversion
und eine Initialisierung der anschließend benötigten Datenstrukturen,
Merkmale und Variablen. Damit ist die Vorverarbeitung abgeschlos-
sen. (Ritter, 2014, S. 145 f.)
In der zweiten Phase werden visuelle Merkmale aus den Frames
extrahiert. Hierzu gehören gegebenenfalls Histogramme des RGB-
Farbraums, einzelner Farbkanäle oder der Graustufendarstellung.
Wichtige Merkmale hingegen sind Bewegungsvektoren, die für die
Anwendung eines Blockmatching-Algorithmus benötigt werden. Au-
ßerdem werden im Abstand mehrerer Frames zusätzliche Durchschnitts-
Merkmale erhoben. (Ritter, 2014, S. 146 f.)
Die eigentliche Schnitterkennung erfolgt in Phase drei durch Einsatz
endlicher Zustandsautomaten (engl. finite state machine, FSM). Dabei
dient jeweils ein FSM der Erkennung einer bestimmten Art von
Transitionen. In der Basis-Variante, die hier genutzt wird, findet daher
nur der FSM für die Erkennung von Straight-Cuts Anwendung.
Des Weiteren erfolgt eine Verifikation der bis hierhin gefundenen
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Schnittkandidaten durch Vergleich mehrerer Bildpaare vor und nach
der Zeitposition des Schnittes und die Extraktion von drei Keyframes
für die Repräsentation des gefundenen Shots. (Ritter, 2014, S. 147 f.)
In der letzten Phase werden die bisher gefundenen Shots vereint
und dadurch Überlappungen zwischen mehreren Shot-Kandidaten
bereinigt. Außerdem werden die endgültigen Daten und Samples
normalisiert und in Dateien abgespeichert. (Ritter, 2014, S. 147 f.)
Die Schnitterkennung beinhaltet eine weitere Funktion, die den Na-
men Shot-Composition trägt. Sie implementiert einen Ähnlichkeits-
vergleich zwischen den von der Shot-Boundary-Detection gefunde-
nen Keyframes. Auf diese Weise können Shots auf Grundlage ihrer
Ähnlichkeit zu Gruppen zusammengefasst bzw. markiert werden.
Hierzu werden bis zu vier MPEG–7 Deskriptoren ausgewertet und die
Distanzen zwischen den Merkmalsvektoren berechnet. Der in einer
Linearkombination zusammengefasste Wert wird dann mit einem zu-
vor experimentell ermittelten Schwellwert verglichen. Unterschreitet
die Ähnlichkeit zweier Keyframes diesen Schwellwert, wertet der
Algorithmus dies als Beleg dafür, dass beide Shots dieselbe Kamera-
einstellung zeigen.
Als Deskriptoren kommen Edge-Histogramm-Deskriptor (EHD), Scal-
able-Color-Descriptor (SCD) und Color-Layout-Descriptor (CLD) zum
Einsatz. In der vorliegenden Version erfolgt die Berechnung nur
mit EHD und CLD in einem Gewichtungsverhältnis von 0,3:0,7.
Das Resultat wird als Zuordnung von einander ähnlichen Shots zu
numerierten Gruppen ausgegeben. (Ritter, 2014, S. 169 ff.)
Die Funktionalität entspricht grundsätzlich der im Kapitel 7.1.221
genutzten Ähnlichkeitsanalyse. Sie arbeitet aber weder adaptiv (fes-
ter Schwellwert), noch findet eine Berücksichtigung von Abständen
zwischen den untersuchten Shots statt. Damit ist sie für den hier
angestrebten Anwendungszweck ungeeignet.
21Kapitel 7.1.2: Hauptverfahren, S. 369
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Abbildung 6.23: Visualisierung der Schnitterkennung an einem Beispielvideo. Obe-
re Reihe: Aktuelles Einzelbild (links); Bewegungsvektoren (Mitte
links); Bewegungsfehler (Mitte rechts); Schlüsselbild der letzten Sze-
ne (rechts). 2. Reihe: Akkumulierte Fehlerkurve (grün) und aktuelle
Fehlerkurve (rot), ausgelöster Schnitt (blaue Linie). 3. Reihe: RGB- und
Grauwerthistogramm des aktuellen Bildes. 4. Reihe: Zeitliche Funktion
zur statistischen Auswertung der Histogramme - Mittelwerte, Varianz,
Schiefe und Wölbung. Unten: Tabellarische Ergebnisanzeige der gefun-
denen Schnitte: Videoname, Szenennummer, Start- und Endposition,
Position des repräsentativen Schlüsselbildes, Schnitttyp (v.l.n.r.). (Ber-
ger et al., 2012, S. 23)
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Die Analyse-Komponente liefert nach Analyse des Videos alle gefun-
denen Keyframes und folgenden Daten:
• Zeitpunkte für den Beginn und das Ende der gefundenen Shots.
• Zuordnung der mit der Shot-Composition berechneten Ähnlich-
keitsgruppen.
• Je ein Keyframe pro Shot als *.png Datei (erste Frame des Shots).
• Je ein Keyframe pro Shot als *.png Datei (letzte Frame des Shots).
• Je ein Keyframe pro Shot als *.png Datei (Frame mit der gerings-
ten Bewegung im Shot).
Diese Daten werden vom Component-Wrapper eingelesen. Anhand
der Dateinamen kann das zugehörige Asset und die genaue Zeitkoor-
dinate bestimmt werden. Die jeweiligen Metadaten und die erzeugten
Keyframes werden dann in die Datenbank bzw. das File-Repository
geladen.
6.6.5 Komponente: Spracherkennung
Die Komponente zur Spracherkennung (engl. speech detection) dient
zur Erkennung gesprochener Sprache, der Sprecherseparation (engl.
speaker change detection) und der Übersetzung der gesprochenen Wor-
te in textuelle Daten (engl. speech recognition) im auditiven Kanal
eines Videos. Die hier verwendeten ersten beiden Module wurden
von Stephan Heinich im Rahmen des InnoProfile Forschungsprojekts
sachsMedia (BMBF FKZ: 03IP608) entwickelt, das dritte Modul zur
Transkription nutzt seinerseits eine externe Softwarekomponente. Die
Komponente läuft als eigenständiger Prozess, implementiert in Java.
(Knauf et al., 2011, S. 33); (Berger et al., 2012, S. 18 ff.)
Für die Spracherkennung werden verschiedene auditive Merkmale
mit der Software openSmile (Eyben, Wöllmer & Schuller, 2010) extra-
hiert. Hierzu gehören Merkmale wie Pitch, Mel-Frequency Cepstral
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Koeffizienten und Zero-Crossing-Rate. Anhand dieser Merkmalsvek-
toren erfolgt zunächst eine Bestimmung von Sprachpausen, die als
mögliche Sprecherwechsel klassifiziert werden. Dies erfolgt durch die
Analyse der divergierenden Shape-Distanz benachbarter Zeitintervalle
von je 1,5 Sekunden Länge bei 0,5 Sekunden Überlappung zwischen
den Intervallen. (Knauf et al., 2011, S. 33)
Mit den Pausen kann dann eine Berechnung des Audio-Profils und
der Merkmale vorhandener Hintergrundgeräusche durchgeführt wer-
den, die dazu dient, die Hintergrundgeräusche abzumildern oder
herauszufiltern. Ausgehend von der auf Sprecherpausen basieren-
den Vorsegmentierung erfolgt das Training eines mehrdimensionalen
Gaußschen Mischverteilungsmodelles (GMM) zur Analyse der Ähnlich-
keit zwischen den Segmenten. Das Resultat bildet damit das zweite
Ergebnis der Spracherkennung, eine Identifikation unterschiedlicher
Sprecher. (Berger et al., 2012, S. 18 ff.)
Im letzten Schritt werden die zuvor erkannten Sprecheräußerun-
gen (engl. speaker utterances) separat an eine klassische Spracherken-
nung (engl. automated speech recognition, ASR) übergeben, die anhand
von Sprachmodellen versucht, die Äußerungen in Text umzuwan-
deln. Hierfür können verschiedene kommerzielle und Open-Source-
Lösungen zum Einsatz kommen. Die hier verwendete Software ist
die Microsoft Speech API (SAPI) 5.4. (Microsoft, 2017).Auch eine
Unterstützung für CMU Sphinx (Group, 2017) unter der BSD Lizenz
ist möglich. (Berger et al., 2012, S. 19)
Die Analyse-Komponente wurde in Java implementiert und läuft als
eigenständiger Prozess. Es liefert nach Analyse der Video-Datei die
folgenden Daten in einer XML-Datei:
• Zeitpunkte für den Beginn und das Ende der Sprecheräußerung.
• Eine ID des Sprechers, die es möglich macht, die verschiedenen
Äußerungen jeweils ihrem Sprecher zuzuordnen.
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• Die textuelle Transkription der gesprochenen Worte.
Diese Daten werden vom Component-Wrapper eingelesen und gemäß
des Datenschemas an die Datenbank übergeben.
6.6.6 Komponente: Gesichtsdetektion
Die Gesichtsdetektion (engl. face detection) hat zur Aufgabe, in einem
Stapel gegebener Bilddateien menschliche Gesichter zu finden. Die
hier verwendete Software wurde von Marc Ritter im Rahmen des
InnoProfile Forschungsprojekts sachsMedia (BMBF FKZ: 03IP608)
Berger et al. (2012, S. 25 f.) und Ritter (2014, S. 187 ff.) entwickelt.
Die Komponente läuft als eigenständiger Prozess, implementiert in
Java. Es beruht auf einem Ansatz von Jones und Viola (2001), der
für die Anwendung auf Bildmaterial von Fernsehsendern optimiert
wurde. Gesichtsdetektion untersucht die gegebenen Bilddateien pri-
mär auf das Basis von Frontalaufnahmen, die in einer vorgeschalteten
Trainingsphase anhand eines Test-Korpus trainiert wurden. Dabei
kommen u.a. Deskriptor-Implementierungen der Bibliothek Open-
CV (OpenCV-Project, 2015) zum Einsatz.
Abbildung 6.24: Prozesskette der mittels Sliding-Window-Technik implementierten Ob-
jekterkennung. (Ritter, 2014, S. 204)
Zu Beginn werden die gegebenen Bilddateien eingelesen (siehe Abbil-
dung 6.24), auf eine geringere Auflösung skaliert und die benötigten
Datenstrukturen initialisiert. Jedes Bild wird dann mittels Sliding-
Window-Technik mit unterschiedlich großen Suchfenstern durchmus-
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tert. Der zuvor in der Trainingsphase trainierte Deskriptor basiert auf
erweiterten Haar-Merkmalen und wird als Kaskade mehrerer Detek-
toren eingesetzt. Anschließend werden die Resultate und Samples
exportiert.
Die Analyse-Komponente liefert nach Analyse der Bilddateien die
folgenden Daten:
• Die Metadaten der gefundenen Gesichter, inklusive der Größe
und Position einer Bounding-Box, die das Gesicht umrandet.
• Ein Sample als *.png Datei, für jedes Bild, in dem mindestens ein
Gesicht gefunden wurde mit eingezeichneten Bounding-Boxen.
• Ein Sample als *.png Datei, für jedes gefundene Gesicht, freige-
stellt von allen Bildflächen außerhalb der Bounding-Box.
Diese Daten werden vom Component-Wrapper eingelesen. Anhand
der Dateinamen kann das zugehörige Asset und die genaue Zeitkoor-
dinate bestimmt werden. Die jeweiligen Metadaten und die erzeugten
Keyframes werden dann in die Datenbank bzw. in das File-Repository
geladen.
6.6.7 Komponente: Texterkennung
Aufgabe der Texterkennung (engl. text recognition) ist es, sprachliche
Informationen aus der visuellen Modalität des Videostroms zu erken-
nen, zu extrahieren und wenn möglich, in ein textuelles Format zu
überführen. Eine Lösung zu diesem Problem wurde im Rahmen des
InnoProfile Forschungsprojekts sachsMedia (BMBF FKZ: 03IP608) von
Stephan Heinich entwickelt. Die Komponente läuft als eigenständiger
Prozess, implementiert in Java. Berger et al. (2012); Heinich und
Kürsten (2009)
Das entwickelte Verfahren arbeitet mehrstufig (siehe Abbildung 6.25)
und untersucht einen Stapel von Frames, die aus dem Videostrom
349
6 Analyse-Framework
extrahiert wurden, auf das Vorhandensein von Textelementen. Um
den Berechnungsaufwand zu vermindern, wird nicht jedes Frame
eines Videos untersucht, sondern davon ausgegangen, dass ein In-
tervall von mehreren Sekunden hinreichend sei. Damit werden nur
Texteinblendungen (engl. text overlay) von mehreren Sekunden Dauer
erkannt und mögliche Fehldetektionen reduziert.
Die Abbildung 6.25 zeigt die einzelnen Schritte des Verfahrens. Aus-
gehend vom originalen Bild (a) untersucht das Verfahren zunächst
die vorhandenen Kanten des Bildes und zählt dabei die betroffe-
nen Pixel (b). Überschreitet die Menge der in (b) gefundenen Pixel
einen Schwellwert, erfolgt eine Frequenzbestimmung durch Einsatz
einer diskreten Cosinus-Transformation, anhand derer versucht wird,
die Regionen, die vermutlich Textblöcke enthalten, zu erkennen. In
Schritt (d) wird das Frame unter Anwendung eines dynamischen
Schwellwertes in ein Schwarz-Weiß-Bild umgewandelt, um die dabei
entstehenden weißen Blöcke dann zur Maskierung des originalen
Bildes nutzen zu können. Der so vom restlichen Bild freigestellte
Bereich (e) bildet eine Bounding-Box, die zum einen als Sample extra-
hiert und gespeichert wird. Zum anderen wird sie durch Anpassung
der Farbhistogramme in das Bild (f) umgewandelt, um so einen
möglichst deutlichen schwarzen Text auf weißem Grund zu erhalten.
Anschließend wird das so bearbeitete Bild an eine Optical-Character-
Recognition-Software (OCR) übergeben. Hier kommt die Software
tesseract-ocr (Project, 2017) zum Einsatz, die unter der Apache-License
2.0 verfügbar ist. (Berger et al., 2012; Heinich & Kürsten, 2009)
Die Analyse-Komponente wurde in Java implementiert und läuft als
eigenständiger Prozess auf Basis eines ihm als Pfad übergebenen
Arguments. Es liefert nach Analyse aller gefundenen Eingabe-Frames
die folgenden Daten:
• Je Frame, in dem Textblöcke gefunden wurden, ein Sample mit
eingezeichneter Bounding-Box.
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Abbildung 6.25: Texterkennung mit (a) Original-Frame, (b) heuristischer Textkandida-
tenbestimmung, (c) diskreter Cosinus-Transformation, (d) binarisierter
Maske, (e) maskiertem Text und (f) Textfarbenbestimmung und Binari-
sierung für OCR-API. (Heinich & Kürsten, 2009, S. 95)
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• Je gefundenem Textblock ein Sample, in dem diese Bounding-
Box vom Rest des Bildes freigestellt wurde.
• Eine XML-Datei, in der für jeden gefundenen Textblock der
Name der Bilddatei, die Position und Größe der Bounding-Box
und der von der OCR-Software erkannte Text gespeichert sind.
Außerdem die bei der Analyse verwendeten Konfigurationspa-
rameter.
Diese Daten werden vom Component-Wrapper eingelesen. Anhand
der Dateinamen kann das zugehörige Asset und die genaue Zeitkoor-
dinate bestimmt werden. Die jeweiligen Metadaten und die erzeugten
Samples werden dann in die Datenbank bzw. in das File-Repository
geladen.
6.7 Evaluation
Die Evaluation des vorgestellten Nexus-Frameworks verläuft in drei
Stufen. Zunächst erfolgt eine formale Prüfung, ob die im Kapitel 6.222
gestellten funktionalen Anforderungen erfüllt wurden. Im zweiten
Teil folgt eine ebenfalls formale Überprüfung der qualitativen An-
forderungen des Kapitel D.823. Im dritten Teil wird eine Evaluation
der generellen Leistungsfähigkeit und Stabilität durch einen realen
Lasttest durchgeführt.
6.7.1 Formale Evaluation der funktionalen Anforderungen
Die Evaluierung der funktionalen Anforderungen erfolgt aufgrund
der im Kapitel 6.224 definierten Bereiche. Die konkreten Maßnahmen,
die zur Erfüllung der Anforderungen ergriffen wurden, sind aus den
Abschnitten des Systementwurfs und der Implementation ersichtlich.
22Kapitel 6.2: Zielsetzung und Anforderungen, S. 280
23Kapitel D.8: Qualitative Anforderungen, S. D-5
24Kapitel 6.2: Zielsetzung und Anforderungen, S. 280
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Zur besseren Übersicht sind die Ergebnisse für jeden Bereich in
tabellarischer Form angegeben.
Die Anforderungen an das Asset- und Datenmanagement (vgl. Tabelle
D.1) beziehen sich primär auf die Aufgaben der Datenspeicherung
und Aggregation. Der gewählte Ansatz eines relationalen Datenbank-
systems in Verbindung mit einem verteilten File-Repository erweist
sich als hinreichende Lösung. Sie vereint dabei die Stabilität erprob-
ter Systemlösungen mit der Flexibilität, geeignete Datenbank- und
Verzeichnisstrukturen für die gegebene Aufgabe frei definieren zu
können.
Die Architektur des Analyse-Frameworks (vgl. Anhang Tabelle D.2)
wurde ganz auf die verteilte Verarbeitung der Daten und Kapse-
lung der einzelnen Analyse-Komponenten ausgelegt. Dies erlaubt
ein hohes Maß an Parallelisierung und Separation der einzelnen
Laufzeitumgebungen. Der Entwurf ist modular angelegt, wodurch
stetige Anpassungen und Erweiterungen erleichtert werden. Dies ist
besonders in einem Forschungsumfeld von Vorteil. Die direkte Inter-
aktion mit dem Asset-Management, den Daten- und Dateispeichern
erlauben dabei eine effiziente Verarbeitung der Daten.
Für die Analyse-Komponenten (vgl. Anhang Tabelle D.3) wurden
vorrangig die Lösungen eingesetzt, die im Rahmen der Projekte
sachsMedia und validAX erarbeitet wurden. Dies stellt keine Ein-
schränkung dar, da aufgrund des modularen Konzepts ein Austausch
dieser Komponenten jederzeit möglich ist. Die enge Abstimmung mit
den Entwicklern dieser Analyse-Komponenten stellt aber auch einen
Vorteil dar. So war es möglich, die Analyse-Komponenten selbst wie
auch das umgebende Wrapper-System zum gegenseitigen Nutzen zu
optimieren und anzupassen.
Die User-Interfaces stellen in Bezug auf die Analyse von Videos
einen sekundären Bereich dar. Für den Test unter realen Bedingungen,
Präsentationen der Forschungsergebnisse und die Evaluation sind
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sie hingegen ein wichtiges Werkzeug. Die gestellten Anforderungen
wurden hierbei erfüllt (vgl. Tabelle D.4). Die Implementation spiegelt
dabei die Modularität und Flexibilität des dahinterliegenden Systems
wieder und bedient sich aktueller Technologien.
Insgesamt können die funktionalen Anforderungen als erfüllt be-
trachtet werden. Der hier vorgestellte Systemumfang bezieht sich
demnach noch auf ein System ohne Sequenz-Segmentierung. Für sich
genommen umfasst es damit aber schon ein vollständiges Analyse-
Framework, wie es im Forschungsumfeld und für seine Anwendungs-
szenarien eingesetzt werden kann.
6.7.2 Formale Evaluation der qualitativen Anforderungen
Neben den funktionalen Anforderungen ist eine Reihe von qualita-
tiven Anforderungen zu beachten. Sie definieren die in Bezug auf
die Auslegungen und Leistungsfähigkeit aller Komponenten gestell-
ten Herausforderungen. Auch hier wird zur Übersichtlichkeit eine
tabellarische Darstellung gewählt. Dabei ist zu beachten, dass einige
Aspekte der qualitativen Anforderungen erst nach dem Lasttest final
bewertet werden können.
Die qualitativen Anforderungen an die Funktionalität (vgl. Anhang
Tabellen D.5 und D.6) konnten weitestgehend erfüllt werden. Dies
betrifft die formale Eignung für gängige Videoformate und -codecs,
Lösungen für die Zuordnung von Daten und Metadaten, Mandan-
tenfähigkeit sowie die allgemeine, modulare und verteilte Archi-
tektur. Die Verschlüsselungsfunktionen gelten als teilweise erfüllt,
da der Zugriff auf das User-Interface verschlüsselt erfolgen kann,
eine Verschlüsselung der lokal gespeicherten Daten aber nur vor-
bereitet ist. Eine vollständige Verschlüsselung war hingegen nicht
explizit gefordert. Die Anforderungen an die korrekte Verarbeitung
von Analyse-Daten (Accuracy Q1.2 b) und an einen automatischen
354
6.7 Evaluation
Dauerbetrieb (Reliability Q1.3) können erst durch einen Laufzeittest
evaluiert werden.
Auch im Bereich Zuverlässigkeit (vgl. Anhang Tabelle D.7) lassen sich
mehrere Anforderungen erst durch einen Lasttest evaluieren. Hierzu
gehören die Systemreife und hohe Verfügbarkeit. Die Anforderungen
an eine Lösung, die Backup- und Replikationsstrategien enthält, eine
Fehlererholung und automatische Bereinigung von Arbeitsbereichen
bietet, sind dagegen erfüllt.
Lediglich ein Schutz vor Bedienfehlern wurde implementiert, aber
nicht gesondert getestet. Dies gilt weitestgehend auch für die Anfor-
derungen an die Bedienbarkeit (vgl. Anhang Tabelle D.8), die beachtet
und umgesetzt wurden. Da bei dem hier implementierten System die
User-Interfaces aber nicht Gegenstand der Forschung sind, sondern
nur der Unterstützung dienen, ist ein qualitativer Nutzertest an dieser
Stelle nicht geboten.
Die Anforderungen an die Effizienz (vgl. Anhang Tabelle D.9) wurden
bereits beim Systementwurf berücksichtigt und prägten das gewählte
modulare Konzept. Die Verteilung der rechenintensiven Aufgaben
auf virtuelle Maschinen über mehrere Server hinweg erfüllen die
Anforderungen an Parallelisierung, Ressourcenausnutzung und Ska-
lierbarkeit. Die neu entwickelten Systemkomponenten nutzen Mu-
lithreading und auch die externen Analyse-Komponenten erreichen
weitgehend Verarbeitungsgeschwindigkeiten, die an Echtzeitfähigkeit
heran ragen.
Die Änderbarkeit des Frameworks (vgl. Anhang Tabelle D.10) wird
durch seine Architektur, seine Implementierung und die verwendeten
standardisierten Plattformen sichergestellt. Hinzu kommen verschie-
dene Fehlerbehandlungs-, Protokollierungs- und Fehlerverfolgungs-
strategien. Lediglich umfangreiche automatische Testbarkeit, etwa
durch Unit-Tests, konnte nicht erreicht werden, was dem Umfang der
Implementation geschuldet ist. Inwieweit ein stabiler Betrieb unter
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hoher Last möglich ist, bleibt wiederum im nachfolgenden Kapitel zu
testen.
Die Übertragbarkeit (vgl. Anhang Tabelle D.11) der Lösungen wird
maßgeblich durch die verwendeten einheitlichen Laufzeitplattfor-
men, das Betriebssystem und die Virtualisierung sichergestellt. Auch
der Einsatz von geeigneten Schnittstellen und eines Komponenten-
konzepts tragen hierzu bei. Die Anforderungen sind damit erfüllt.
Grundsätzlich wurden die qualitativen Anforderungen erfüllt. Die-
se Aussage steht unter zwei Einschränkungen. Erstens sind fünf
Anforderungen formal nicht anhand der Implementation zu prüfen
und können erst durch den Lasttest bewertet werden, der sich im
folgenden Abschnitt anschließt. Zweitens wurden drei Anforderun-
gen, die das User-Interface betreffen, formal erfüllt. Eine tatsächliche,
qualitative Prüfung kann jedoch abschließend nur durch Nutzertests
erfolgen, die im Rahmen dieser Arbeit nicht im Fokus stehen, da die
User-Interfaces hier nur die Aufgabe eines Hilfsmittels erfüllen.
6.7.3 Lasttest
Nicht alle funktionalen und qualitativen Anforderungen können for-
mal auf Grundlage des Systementwurfs und der Implementation
bewertet werden. Daher wurde das Nexus-Framework in einem reali-
tätsnahen Szenario einem Lasttest unterzogen. Im Rahmen eines Digi-
talisierungsprojekts in Zusammenarbeit mit der sächsischen Landes-
medienanstalt sollten analoge Archivbestände sächsischer Lokalfern-
sehveranstalter der 1990er Jahre digitalisiert sowie automatisch und
intellektuell annotiert werden. Dieses Vorhaben bildete gleichzeitig
ein geeignetes Testszenario für die Evaluation.
Das Testset bestand aus insgesamt 289 Videokassetten der Formate
VHS und Betacam. Aufgabe war es hierbei mindestens 200 Video-
kassetten innerhalb einer gesetzten Frist durch den in Abbildung 6.26
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gezeigten Workflow zu bearbeiten. Dies beinhaltete die initiale Erfas-
sung, Digitalisierung der Videokassetten, Transcodierung in Master-
und Proxy-Files, automatische Analyse durch Analyse-Komponenten
(mit Ausnahme der Spracherkennung), manuelle Annotation von
archivarischen Metadaten, Bereitstellung aller Daten und Dateien in
einem User-Interface und Export des digitalen Master-Files auf LTO-
Bänder.
Aufgrund des Umfangs und der Laufzeit der einzelnen Videokas-
setten war mit einem Zeitaufwand von mehreren Wochen Dauer zu
rechnen. Im Zuge dieses Vorhabens konnten der allgemeine Arbeits-
ablauf auch für die durch Menschen zu erfüllenden Aufgaben sowie
die Leistungsfähigkeit der Digitalisierungslösung getestet werden, die
hier aber nicht betrachtet werden.
In Phase (1) (vgl. Abbildung 6.26) wurden von den 289 Videokas-
setten 283 durch einen Mitarbeiter im System erfasst, etikettiert,
fotografiert sowie über die Metadaten-App die Fotoaufnahmen (703
Bilder) hochgeladen und Metadaten das Trägermedium betreffend
annotiert. Damit konnten 283 Videokassetten an die automatische
Digitalisierung übergeben werden (A).
In der Phase (2) wurde die Digitalisierung mit Hilfe der Ingest-
App vorbereitet und durch das mit IMTECS gesteuerte Ingest-System
digitalisiert. Es konnten 245 Kassetten zeitgerecht verarbeitet wer-
den. Die digitalen Master-Dateien wurden durch Mitarbeiter ge-
sichtet. Dadurch wurde festgestellt, dass die VHS-Kassetten jeweils
eine Videokreation (z. B. TV-Sendung) enthalten und die Betacam-
Kassetten in der Regel mehrere Videokreationen (insgesamt 62). Diese
wurden manuell separiert und ergaben somit eine Summe von 345
Master-Dateien, die jeweils in ein Videoproxy transcodiert wurden.
246 Videodateien wurden innerhalb des Zeitrahmens an den Asset-
Management-Controller übergeben wurden (B).
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Abbildung 6.26: Phasen des Workflows für das Digitalisierungsprojekt und des
Lasttest-Workflows
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Phase (3) umfasste die automatische Analyse mithilfe des Analysis-
Controllers. Hierbei erwiesen sich fünf Videos aufgrund fehlerhafter
Enkodierung als nicht verwertbar. Die restlichen 241 Dateien wur-
den vollständig auf ihre technischen Eigenschaften hin analysiert.
Die restlichen Analyse-Komponenten wurden gestaffelt in Aufga-
benstapeln abgearbeitet, wobei jeder Stapel die vollständige Analyse
durchläuft und der folgende Stapel erst begonnen wird, wenn für
die Fertigstellung des vorherigen Stapels nicht mehr alle Ressourcen
benötigt werden. Dies stellt sicher, dass möglichst schnell die ersten
Video-Assets in der Mediathek-App bzw. der Annotations-App zur
Verfügung stehen. Die vollständige Analyse (ohne Spracherkennung)
durchliefen 237 Dateien innerhalb der gegeben Zeit. Dabei wurden
728 technische Metadatensätze in die Datenbank eingetragen, 118.563
erkannte Shots verzeichnet, 49.563 Gesichter erkannt und 4.272 Text-
boxen markiert. Insgesamt wurden 437.478 Keyframes aus den Videos
extrahiert und im File-Repository abgelegt. Somit konnten 237 Videos
für die Anzeige in der Mediathek-App vorbereitet werden (D).
In Phase (4) wurden diese Videos durch Mitarbeiter zusätzlich intel-
lektuell annotiert. Aufgrund des benötigten Arbeitsumfangs war aber
eine vollständige Bearbeitung nicht möglich. Dabei wurden 226 Da-
tensätze zu Videokreationen und 1.187 Datensätze zu Inhaltsthemen
sowie vier Bemerkungen erzeugt, die ebenfalls in der Datenbank ag-
gregiert wurden. Für diese Evaluierung ist insofern wichtig, dass für
diese Aufgabe die Annotations-App genutzt wurde und somit auch
diese Komponente in einem realitätsnahen Workflow Anwendung
fand.
Der durchgeführte Lasttest verlief erfolgreich, auch wenn nicht nicht
alle verfügbaren Videokassetten innerhalb der vorgegebenen Zeit
digitalisiert werden konnten. Die Gründe hierfür liegen aber nicht
innerhalb des Nexus-Systems, sondern sind im hohen personellen
Aufwand für die initiale Erfassung und dem externen Digitalisie-
rungssystem IMTECS begründet. Die Digitalisierung ist aber nur als
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Vorstufe der Analyse zu betrachten. Lediglich die User-Interfaces,
Metadaten-App und Ingest-App sowie die Kommunikation zwischen
Asset-Management-Controller und IMTECS stehen hierbei in Bezie-
hung. Die Durchführung verlief dabei weitgehend reibungslos. In
Tabelle D.12 im Anhang sind die Resultate ersichtlich. Seitens der
Phasen 1 und 2 wurden 71,3 Prozent der Videodateien an das Asset-
Management übergeben. Dies bildet auch den Gesamtumfang des zu
analysierenden Korpus.
Wie aus Tabelle D.13 im Anhang zu ersehen ist, konnten 98,3 Prozent
der übergebenen technisch fehlerfreien Video-Dateien erfolgreich ana-
lysiert werden. Lediglich fünf Videos waren zum Ende des Testzeit-
raums noch nicht vollständig verarbeitet (siehe Abbildung 6.27). Die
Datenverarbeitung erstreckte sich mit Pausen über mehrere Wochen,
in denen das System auf bis zu sechs Server und zwölf virtuellen
Maschinen skaliert wurde. Dabei war das System bis zu acht Tagen
ohne Unterbrechung in Betrieb, erst dann musste auf die Zulieferung
neuer Videodateien gewartet werden. Geringe Störungen konnten
kurzzeitig beseitigt werden. Dies wird als hinreichender Beleg für
die qualitativen Anforderungen Q1.3 (automatischer Dauerbetrieb mit
geringen Ausfallzeiten), Q2.1 (Reife), Q2.4 (hohe Verfügbarkeit) und
Q5.3 (stabiler Betrieb bei hoher Last) gewertet.
Eine Prüfung der in der Datenbank aggregierten Daten, der Detailan-
zeige in der Mediathek-App sowie der Datenkonsistenz ergab, dass
die Resultate der Analyse-Komponenten korrekt verarbeitet wurden,
wie von der Anforderung Q1.2 b (korrekte Übernahme, Aggregation
und Wiedergabe der Analyse-Ergebnisse) gefordert.
Die Evaluation konnte damit erfolgreich abgeschlossen werden. Zwar
wurden nicht alle von der sächsischen Landesmedienanstalt zur Ver-
fügung gestellten 289 Kassetten vollständig in allen Schritten verar-
beitet, das für das Pilotprojekt gesteckte Ziel von 200 Kassetten wurde
aber deutlich übertroffen. Es konnte belegt werden, dass das Nexus-
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Abbildung 6.27: Bearbeitungsstatus der Analyse-Komponenten
Framework stabil und effizient funktioniert und in der Lage ist, den
vorgegebenen, realitätsnahen Workflow erfolgreich auszuführen.
6.8 Fazit
In diesem Kapitel wurde das sogenannte Nexus-Framework beschrie-
ben, das im Rahmen dieser Forschungsarbeit entwickelt wurde. Die
Anforderungen und die Zielsetzung wurden erläutert, ebenso wie der
Systementwurf und die Details der Implementierung. Anhand einer
formalen Evaluation wurde das vorliegende Framework geprüft und
in einem Dauerlasttest auf seine Leistungsfähigkeit hin untersucht.
Nexus dient als kombinierte Plattform für die Erforschung und Ent-
wicklung neuer Methoden der audiovisuellen Analyse sowie der Er-
probung und Evaluation der bisherigen Entwicklungen anhand realis-
tischer Szenarien. Durch seinen modularen, verteilten Ansatz und die
Nutzung von Virtualisierungslösungen stellt es eine leistungsfähige
Systemlösung für die Integration aufwendiger Analyseverfahren dar.
Gleichzeitig ist es nicht alleine auf die Analyse fokussiert, sondern
bildet den gesamten Prozess eines Archivierungs-Workflows vom
analogen Trägermedium bis zur digitalen Repräsentation ab.
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Die enge Verknüpfung zwischen Metadaten-Erzeugung, -Speicherung
und -Visualisierung erlaubt es, neue Algorithmen und Resultate
leicht zu evaluieren. Die Architektur auf Basis von isolierten Lauf-
zeitumgebungen für Analyse-Komponenten garantiert einen leichten
Austausch von Teillösungen, die stetige Weiterentwicklung und einen
störungsfreien Betrieb aller Teil-Komponenten in einem verteilten
Netzwerk.
Ein Vorteil des hier entwickelten Systems ist sein umfassender Ansatz,
der über die reine Analyse von Mediendateien hinausgeht und die
Verwaltung eines großen Medienarchivs, die Analyse und manuelle
Annotation mit einbezieht. Dazu gehört ebenso die Integration von
Benutzerschnittstellen (engl. user interfaces). Insbesondere bei der Ar-
beit mit audiovisuellen Medien ist dieser Aspekt von Bedeutung.
Das Framework bietet Möglichkeiten für zahlreiche Erweiterungen
und Verbesserungen. Durch den Einsatz der .NET-Plattform und
der Microsoft Hyper-V Virtualisierungslösung wurde bereits der
Grundstein für einen Cloud-Service gelegt. Tatsächlich sind viele
der verwendeten Systemlösungen dahingehend modifizierbar, dass
Komponenten oder große Teile des Systems in einer Microsoft Azure-
Cloud-Umgebung lauffähig sind. Dies würde es ermöglichen, die
Leistungsfähigkeit und Verfügbarkeit durch Cloud-Ressourcen zu
ergänzen. Dadurch wäre ein Betrieb des gesamten Frameworks als
Private-Cloud auf lokaler Hardware ebenso möglich wie die komplet-
te Verlagerung des Systems in ein externes Rechenzentrum (Public-
Cloud). Die hier verwendete Plattform erlaubt auch die Erstellung
einer sogenannten Hybrid-Cloud, bei der Kernkomponenten auf lo-
kaler Hardware verbleiben und nur bei hoher Auslastung zusätzliche
Ressourcen in externen Rechenzentren verwendet werden.
Ein weiterer Ansatzpunkt für Erweiterungen ist die Integration eines
Medien-Retrieval-Systems. Im Forschungsprojekt sachsMedia wur-
den bereits hierfür Komponenten entwickelt. Bisher steht eine voll-
ständige Integration des dort entwickelten Xtrieval-Frameworks noch
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aus. Es wäre eine logische Ergänzung zu diesem Asset-Management-
System.
Die dritte logische Erweiterung betrifft die Analyse selbst. Auf Basis
der bisher analysierten Metadaten können neue Verfahren zur au-
diovisuellen Analyse entwickelt werden. Eine mögliche Richtung ist
hierbei die Analyse semantischer Zusammenhänge in audiovisuellen
Medien, die Gegenstand des folgenden Kapitels ist. Sie ist in diesem
Zusammenhang als eine Analyse-Erweiterung des hier beschriebenen
Frameworks zu sehen.
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Die in Kapitel 41 und Kapitel 52 durchgeführte Untersuchung be-
legt, dass es eine breite Palette auffindbarer Stilmittel gibt, die für
Methoden zur Segmentierung audiovisueller Medien genutzt werden
können. Trotz dieser Vielfalt erscheint es zulässig, die beschriebenen
Methoden jeweils einem von drei Grundverfahren zuzuordnen: glo-
bale Aggregationsverfahren, sequenzielle Aggregationsverfahren und
kontinuierliche Kohärenzverfahren (vgl. Kapitel 2.63). Ein weiteres Er-
gebnis der Untersuchungen ist, dass die Mehrzahl der im State-of-the-
Art zu findenen Methoden darauf basieren, Beziehungen zwischen
den Grundbestandteilen eines Videos zu identifizieren. Diese Bezie-
hungen können dabei auf graphischen Ähnlichkeiten bzw. Unähnlich-
keiten zwischen verschiedenen Abschnitten des Videos beruhen, sie
können sich auditive oder sprachliche Aspekte zunutze machen oder
sich sogar Stilmittel audiovisueller Narration bedienen, wie Montage-
Stile oder Figurenkonstellationen.
Im Rahmen der Untersuchung von visuellen und auditiven Stilmitteln
sowie den Stilmitteln der Montage zeigt sich aber auch, dass keines
der aufgezeigten Stilmittel alleine ausreicht, um eine Segmentierung
mit hinreichender Genauigkeit durchzuführen. Vielmehr ist davon
auszugehen, dass es jeweils eine geeignete Kombination verschiede-
ner Stilmittel ist, die es erlaubt, einen Wechsel zwischen verschiedenen
Sequenzen eines Videos zu erkennen. Die schiere Menge bekannter
Stilmittel und ihrer Variationen stellt dabei eine Herausforderung dar.
1Kapitel 4: Visuelle und Auditive Stilmittel, S. 139
2Kapitel 5: Stilmittel der Montage, S. 213
3Kapitel 2.6: Schlussfolgerungen, S. 89
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Es erscheint kaum möglich, ein einzelnes Verfahren zu entwickeln, das
sich alle möglicherweise relevanten Aspekte zunutze machen kann.
In diesem Kapitel wird ein Erweiterungsmodul zum in Kapitel 64
beschriebenen Nexus-Framework entwickelt, das als Basis für die
Sequenz-Segmentierung zunächst visuelle Daten nutzt. Es ist in seiner
Konstruktion jedoch offen in der Zusammensetzung der verwendeten
Deskriptoren und kann somit auf lange Sicht mit immer neuen
Methoden der semantischen Analyse kombiniert werden.
7.1 Ansatz und Entwurf
Die bekannten grundlegenden Methoden, wie die Nutzung visueller
Ähnlichkeit zwischen Shots, haben bereits früh brauchbare Resultate
geliefert. Sie sollten sich daher auch als Grundlage neuer Verfahren
eignen. Ein neuer Ansatz zur Analyse und Segmentierung audiovisu-
eller Medien sollte aber dahingehend offen gestaltet sein, dass neue
Ansätze leicht integriert und genutzt werden können. Es ist zu ver-
muten, dass nur für wenige audiovisuelle Stilmittel (insbesondere im
Rahmen dieser einzelnen Arbeit) direkt ein Erkennungs-Algorithmus
gefunden und implementiert werden kann. Daher sollte das gewählte
Verfahren die spätere Integration neuer Algorithmen antizipieren.
In diesem Zusammenhang erscheint das Verfahren von M. M. Yeung
und Yeo (1996) als besonders geeigneter Ausgangspunkt. Das Verfah-
ren mit Time-Constrained-Clustering und Shot-Transition-Graph gilt als
einer der ersten Ansätze auf diesem Gebiet. Es nutzt eine hierarchische
Clusteranalyse zur Bestimmung visueller Ähnlichkeiten zwischen
Shots. Ein Vorteil liegt hierbei in der Flexibilität der hierarchischen
Clusteranalyse. Prinzipiell können die verschiedensten Distanzma-
ße und Fusionsstrategien implementiert werden. Jeder Schritt der
Analyse bleibt ersichtlich und beeinflussbar im Gegensatz etwa zu
Methoden wie Support-Vektor-Maschinen.
4Kapitel 6: Analyse-Framework, S. 275
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Der nachgelagerte Scene-Transition-Graph wiederum verbindet die
gefundenen Ähnlichkeitsgruppen mit der originalen Abfolge der
Shots und ermöglicht so die Erkennung von Strukturen, die als
Sequenzen interpretiert werden können (vgl. Kapitel 2.4.25). Dies
zielt bereits direkt auf die Erkennung eines bestimmten Montagestils
ab: Shot-/Reverse-Shot (Kapitel 5.4.56). Schwierigkeiten ergeben sich
daher besonders bei Videos, die nicht durchgehend in diesem Mon-
tagestil angeordnet sind beziehungsweise bei Establishing-Shots (Ka-
pitel 5.5.3.17) und Inserts (Kapitel 2.2.58). Insgesamt bietet dieser
Grundansatz sowohl weitreichende Möglichkeiten zur Integration
neuer Algorithmen als auch gewisses Optimierungspotential bei der
konkreten Ausgestaltung der genauen Analysestrategien, den ver-
wendeten Merkmalen und Distanzmaßen.
Als weitere Anforderung für das zu entwickelnde Verfahren gilt die
nahtlose Integration in das Analyse-Framework, da es die benötigte
Infrastruktur für die Vorverarbeitung, Analyse und spätere Nutzung
der Resultate bereitstellt. Des Weiteren kann davon ausgegangen
werden, dass für verschiedene audiovisuelle Medien verschiedene
Abstimmungen und Parametrisierungen des Verfahrens erforderlich
sein können. Aus diesem Grund ist neben dem Verfahren selbst,
auch eine geeignete Strategie zur Adaption an neue Korpora Teil der
gesuchten Lösung.
Zum besseren Verständnis des entwickelten Verfahrens für die Sequenz-
Segmentierung audiovisueller Medien erfolgt zunächst eine abstrakte
Darstellung der einzelnen Verfahrensschritte. Diese reichen von der
Vorverarbeitung eines zu untersuchenden Videos bis hin zur Daten-
aggregation und Möglichkeiten der Visualisierung. Es wird hierbei
davon ausgegangen, dass die Analyse nicht autark durchgeführt wird,
5Kapitel 2.4.2: Time-Constrained-Clustering und Shot-Transition-Graph, S. 43
6Kapitel 5.4.5: Shot and Reverse-Shot (Schuss und Gegenschuss), S. 246
7Kapitel 5.5.3.1: Establishing-Shot, S. 260
8Kapitel 2.2.5: Syntagmen nach Metz, S. 16
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sondern im Rahmen des im Kapitel 69 beschriebenen Workflows. Die
detaillierten Erläuterungen der einzelnen Komponenten erfolgen in
gesonderten Unterkapiteln.
7.1.1 Vorverarbeitung
Schritt A.1 Shot-Boundary-Detection Wie die Mehrheit der als State-
of-Art untersuchten Verfahren zur Sequenz-Segmentierung setzt auch
dieser Entwurf eine Vorverarbeitung voraus, die ein zu untersuchen-
des Video in Shots segmentiert, also in Segmente ununterbroche-
ner Kameraaufzeichnungen. Mögliche Quellen einer solchen Shot-
Segmentierung können manuell annotierte Ground-Truth-Daten sein,
Referenz-Datensätze öffentlich verfügbarer Test-Korpora oder die
Resultate der innerhalb des Analyse-Frameworks implementierten
Shot-Boundary-Detection. Die Daten der Shot-Boundary-Detection
bestehen im Wesentlichen aus einer laufenden Nummerierung der
Shots sowie ihren Beginn- und End-Zeitmarken.
Schritt A.2 Keyframe-Extraction Der zweite Schritt der Vorverarbei-
tung besteht aus der Extraktion eines oder mehrerer repräsentativer
Keyframes aus jedem Shot. Die im Rahmen des Analyse-Frameworks
integrierte Shot-Boundary-Detection ist in der Lage, drei Keyframes
je Shot selbst zu erzeugen. Es handelt sich dabei jeweils um das erste
und letzte Bild jedes Shots sowie dem Keyframe mit der geringsten
Bewegung innerhalb des Shots.
Hierbei kann es aber zu unerwünschten Seiteneffekten kommen,
wenn am Anfang oder Ende von Shots Transitions-Effekte vorhanden
sind wie eine Überblendung oder Ähnliches. In diesen Fällen sind
diese Keyframes nicht repräsentativ für den gesamten Shot. Daher
werden in der Grundkonfiguration sämtliche Keyframes von einer
eigenständigen Komponente neu erzeugt. Um die Datenmenge zu
9Kapitel 6: Analyse-Framework, S. 275
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reduzieren, werden in Abhängigkeit von der Dauer des jeweiligen
Shots bis zu fünf Keyframes als Bilddateien extrahiert. Bei kurzen
Shots wird nur das mittlere Frame extrahiert. Bei Shots mittlerer Länge
werden zusätzlich das 20. Frame nach Beginn des Shots und das 20.
Frame vor dem Ende des Shots extrahiert. Bei langen Shots umfasst
die Extraktion zusätzlich auch noch je ein Keyframe in der Mitte
der ersten und zweiten Hälfte des Shots, also bei 25 Prozent und 75
Prozent der Shotdauer.
Schritt A.3 Feature-Extractionn Für jedes der im vorangegangen
Schritt erzeugten Keyframes werden mittels einer Stapelverarbeitung
sämtliche benötige Merkmalsvektoren (engl. features) berechnet. Dies
wird im Rahmen der Vorverarbeitung durchgeführt, um die spätere
Laufzeit des Hauptverfahrens zu beschleunigen. Die berechneten
Feature-Vektoren werden daher in der Datenbank zwischengespei-
chert. Sie müssen somit nicht jedes Mal neu berechnet werden und
stehen später auch für andere Aufgaben zur Verfügung.
7.1.2 Hauptverfahren
Schritt B.1 Similarity-Clustering Im Rahmen des Similarity-Cluster-
ings werden Shots als Eingabedaten, repräsentiert durch die aus
den Keyframes berechneten Features, auf ihre paarweise Ähnlichkeit
bzw. Unähnlichkeit hin untersucht. In der dafür verwendeten Hier-
archischen Clusteranalyse erfolgt zunächst eine Initialisierung jedes
Shots als eigener Cluster. Ein hierfür entwickeltes Distanzmaß dient
der skalaren Beschreibung der paarweisen Distanzen. Anschließend
werden in einem iterativen Prozess in jeder Iteration die beiden Clus-
ter verschmolzen, die die geringste Distanz zueinander aufweisen.
Der Prozess endet beim Erreichen eines vorher festgelegten Distanz-
Grenzwerts.
Das Ergebnis des Similarity-Clustering ist eine auf Ähnlichkeit basie-
rende Gruppierung aller Shots. Bei geeigneter Parametrisierung des
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Verfahrens sind alle Shots eines Clusters hinreichend ähnlich, um als
zwei Instanzen der gleichen Kameraeinstellung gelten zu können. Das
Verfahren dient damit dem Zweck, das wiederholte Vorkommen glei-
cher Aufnahmen desselben Handlungsorts oder desselben gezeigten
Subjekts aufzufinden, die im Verlauf der Post-Produktion getrennt
und im Wechsel mit anderen Aufnahmen neu montiert wurden. Insbe-
sondere Shot-/Reverse-Shot-Montagen können so erkannt werden.
Abbildung 7.1: Die obere Hälfte zeigt das Ergebnis eines Similarity-Clustering beste-
hend aus drei erkannten Ähnlichkeitsgruppen und vier Singletons. In
der folgenden Phase wird diese Ergebnis durch einen Scene-Transition-
Graph analysiert. Dabei werden aller ineinander verschränkten Grup-
pen aggregiert und als Sequenzen aufgefasst. (Ritter et al., 2015, S. 8)
Schritt B.2 Scene-Transition-Graph Nach der Berechnung der Similar-
ity-Cluster können diese zur Erzeugung eines Shot-Transition-Graph
(STG) genutzt werden, wie er von M. M. Yeung und Yeo (1996)
eingeführt wurde. Der Verfahrensschritt macht sich Methoden der
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Graphentheorie zunutze und wurde bereits in Kapitel 2.4.210 einge-
führt.
In der Kernidee werden die zuvor bestimmten Cluster als Knoten
eines Graphs interpretiert. Entsprechend der Reihenfolge der Shots im
originalen Video können daraufhin gerichtete Kanten zwischen den
Knoten des Graphs gezogen werden. Die Cluster können mehr als
einen Shot enthalten. Dennoch werden die Kanten nicht zwischen den
Shots als Unterelemente der Cluster gezogen, sondern nur zwischen
den Clustern selbst. So entsteht ein nicht kreisfreier Graph.
Das Finden und Zusammenfassen solcher Kreise im Graphen ist die
Intention der Scene-Transition-Graph-Methode. Jeder Kreis innerhalb
eines STG deutet auf den folgenden Zusammenhang hin: Innerhalb
des Videos gibt es Kameraaufnahmen A, die sich mit anderen Aufnah-
men (B, C usw.) abwechseln. Der Blick des Zuschauers wird aber zu
einem späteren Zeitpunkt wieder auf die vorherige Kameraaufnahme
A zurückgeführt. Alle Aufnahmen die zwischen dem Auftreten von A
liegen, sind also vermutlich Teil desselben Handlungsabschnitts bzw.
derselben Sequenz.
Um diesen Zusammenhang algorithmisch zu erfassen, wird eine Be-
rechnung der Starken Zusammenhangskomponenten des Graphen durch-
geführt. Jede Zusammenhangskomponente des gerichteten Graphen
ist dabei ein Teilgraph, der eine gefundene Sequenz des Videos reprä-
sentiert. Somit überführt der Scene-Transition-Graph die zuvor gefun-
denen Similarity-Cluster in eine erste Sequenz-Segmentierung.
Schritt B.3 Sequence-Concentration Das ursprüngliche vorgeschla-
gene Verfahren von M. M. Yeung und Yeo (1996) endet mit dem
vorherigen Schritt B.2. Die bis dahin gefundene Lösung ist aber häufig
noch nicht optimal. Während das Verfahren sehr gut bei Abschnitten
funktioniert, die eine Shot-/Reverse-Shot-Technik enthalten, versagt
10Kapitel 2.4.2: Time-Constrained-Clustering und Shot-Transition-Graph, S. 43
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es beim Fehlen derselben. In diesem Fall finden sich nur wenige Kreise
innerhalb des STG oder zwischen den Zusammenhangskomponenten
finden sich lange Ketten von Clustern, die nur je einen Shot enthalten.
Dies führt dazu, dass diese Cluster jeweils als eigene Sequenz betrach-
tet werden. Die Folge ist eine starke Übersegmentierung, das Video
wird also zu kleinteilig segmentiert.
Um diesen Mangel auszugleichen, wird in diesem Verfahrensansatz
eine dritte Phase angewendet mit dem Ziel, die noch vorhandenen
Micro-Sequenzen zu konzentrieren und soweit möglich zu größeren
Sequenzen zusammenzufassen. Hierfür wird wiederum eine Hier-
archische Clusteranalyse angewendet, allerdings mit einer anderen
Initialisierung der Daten und anderer Parametrisierung als beim
Similarity-Clustering.
Zunächst werden die mit Hilfe des Scene-Transition-Graph bestimm-
ten Sequenzen als Cluster initialisiert. Als Elemente jedes Clusters
werden aber nicht die Shots und ihre Feature-Vektoren genutzt, son-
dern die bereits berechneten Similarity-Cluster. Für jeden Similarity-
Cluster erfolgt die Berechnung virtueller Feature-Vektoren aus den
gemittelten Feature-Vektoren der jeweiligen Shots. Sie stellen damit
einen virtuellen Schwerpunkt oder Centroid-Vector des Similarity-
Clusters dar.
Die Berechnung der Distanz zwischen zwei Clustern erfolgt mit einem
eigenen Distanzmaß, das sich von der vorherigen Clusteranalyse
unterscheidet. Hinzu kommen zwei weitere Änderungen gegenüber
der ursprünglichen Clusteranalyse: Erstens werden nur zeitlich direkt
aufeinanderfolge Sequenzen bzw. Cluster auf ihre Ähnlichkeit hin
untersucht. Zweitens wird bei der Verschmelzung der Cluster nicht
nur die Ähnlichkeitsdistanz berücksichtigt, sondern auch die Größe
(Anzahl der Elemente) der beteiligten Cluster, das Eigengewicht. So
wird die Verschmelzung (und damit Beseitigung) kleiner Sequenzen
bevorzugt, was am Ende zu einer gleichmäßigeren Segmentierung
führt.
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Das Ergebnis des dritten Verfahrensschritts ist damit eine Kom-
pensation der starken Übersegmentierung. Die zweite Sequence-
Concentration-Phase ordnet dabei die kleinen alleine stehenden Clus-
ter ihrem jeweils ähnlichsten Nachbarn zu, soweit diese ähnlich genug
sind, nicht den Abbruch-Grenzwert zu überschreiten. Dies geht von
der Idee aus, dass die Micro-Segmente in der Regel die Bedeutung von
Inserts oder Establishing-Shots haben. Sie gehören zu einer Sequenz,
der sie nicht auf Anhieb ähnlich sind, die im Zweifelsfall aber eine
größere Ähnlichkeit zu den restlichen Elementen ihrer Sequenz haben,
als zu den Elementen einer anderen benachbarten Sequenz.
7.1.3 Nachverarbeitung
Das bis hier hin vorgestellte Verfahren zur Sequenz-Segmentierung
erlaubt, durch seine in sich geschlossenen und unabhängigen Ver-
fahrensstufen, weitere Arten der Weiterverarbeitung der gewonnen
Daten. Die Ergebnisse der einzelnen Stufen können genutzt werden,
um eine hierarchische Repräsentation des untersuchten Videos zu
generieren, die einen größeren Informationsgehalt besitzt, als eine
simple Sequenz-Segmentierung.
Das primäre Resultat der Analyse sind die berechneten Sequenzen.
Die Daten umfassen die Start- und Endzeiten jeder Sequenz, ihre
laufende Nummerierung sowie die Menge der in ihr enthaltenen
Shots.
Durch Hinzunahme der im Rahmen des Similarity-Clustering gewon-
nenen Informationen können die Gruppenzuordnungen der Shots
innerhalb jeder Sequenz abgebildet werden. Hiermit eröffnet sich
eine zweite Strukturebene unterhalb bzw. innerhalb der Shots, die
erkennen lässt, aus wie vielen autonomen Kameraeinstellungen die
Sequenz zusammengesetzt ist und wie oft sich bestimmte Einstellun-
gen wiederholen.
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Abbildung 7.2: Schema einer Sequenz-Segmentierung drei Leveln: Sequenz (1. Level),
Graph der Ähnlichkeitsgruppern (2. Level) und Mitgliedern der einzel-
nen Ähnlichkeitsgruppen (3. Level). (Rickert & Eibl, 2014)
Fügt man des Weiteren die Darstellung des Scene-Transition-Graph
hinzu, offenbart sich für jede Sequenz, wie sich die Handlung und
insbesondere die Bildführung der Sequenz entfaltet. Abschnitte mit
Shot-/Reverse-Shot-Technik (Kapitel 5.4.511) zeigen sich in engen Kreisen
zwischen Ähnlichkeitsgruppen. Einzeln stehende Shots im Inneren
einer Sequenz weisen auf Inserts bzw. Autonome Einstellungen (Kapitel
2.2.512) hin. Stehen diese wiederum am Anfang oder Ende einer
Sequenz, liegt die Vermutung nahe, dass es sich um Establishing-
Shots (Kapitel 5.5.3.113) oder Schlusseinstellungen handelt. Auch die
11Kapitel 5.4.5: Shot and Reverse-Shot (Schuss und Gegenschuss), S. 246
12Kapitel 2.2.5: Syntagmen nach Metz, S. 16
13Kapitel 5.5.3.1: Establishing-Shot, S. 260
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Menge innerhalb einer Sequenz auftretender Zyklen können genutzt
werden, um Aussagen über die Intensität der vorhandenen Shot-zu-
Shot-Interaktion zu treffen.
Durch Kombination dieser Informationsgruppen ist es möglich, das
Video in drei hierarchischen Ebenen darzustellen (siehe Abbildung
7.2). In der obersten Ebene findet sich dabei das Video mit den
Grenzen der gefundenen Sequenzen. Diese Darstellung ist sequenziell
und überlappungsfrei. In der zweiten Ebene zeigt sich ein Shot-
Transition-Graph, der die Struktur jeder Sequenz darstellt. In der
dritten Ebene werden wiederum die Similarity-Groups aufgelöst und
jede einzelne Instanz eines Shots wird wieder sichtbar.
7.2 Hierarchisches Agglomeratives Clustering (HAC)
Clusteranalyse-Verfahren dienen der Erkennung von Ähnlichkeitss-
trukturen in Datensätzen. Gruppen aus sich ähnlichen Elementen
werden hierbei als Cluster bezeichnet. Clusteranalysen sind daher ein
Arbeitsbereich des Data-Mining. Im Gegensatz zu Klassifizierungs-
verfahren ist die Bedeutung der resultierenden Cluster respektive
Klassen zu Beginn noch nicht bekannt. Sie nutzen als Ausgangspunkt
einen Satz von Daten, die aufgrund eines definierten Ähnlichkeits-
maßes zu Gruppen zusammengefasst oder geclustert werden sollen.
Hieraus lässt sich nach Jain, Murty und Flynn (1910, S. 274 f.) eine
allgemeine Taxonomie ableiten (siehe Abbildung 7.3).
Partitionierende Verfahren beginnen mit einem großen Cluster, der
alle Elemente enthält und zerteilen im weiteren Verlauf diese Cluster.
Ein bekannter Vertreter dieser Gruppe ist der k-means Algorithmus.
Ein entscheidendes Problem hierbei ist, dass die Anzahl der k Cluster
sowie der sie repräsentierende Wert zu Beginn bekannt sein muss.
Im hier gewählten Kontext soll ein Clusterverfahren dazu genutzt
werden, um eine Menge von Shots ihrer Ähnlichkeit entsprechend zu
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Abbildung 7.3: Taxonomie verschiedener Varianten der Clusteranalyse. (Jain et al., 1910,
S. 275)
gruppieren. Wie viele Cluster hierzu bei einem gegeben audiovisuel-
len Medium erforderlich sind, ist vorher nicht bekannt. Daher liegt
der Einsatz der hierarchisch agglomerativen Clusteranalyse (HAC)
nahe. Hierbei werden die Eingangsdaten zu Beginn als eigenständige
Cluster betrachtet. Durch das Verfahren werden diese Daten dann zu
größeren Gruppen zusammengefasst. Hierarchische Clusteranalysen
werden in der Wissenschaft häufig eingesetzt. So dienen sie unter
anderem in der Biologie zur Bestimmung von Gruppierungen bei
Pflanzen und Tieren oder der Genexpressionsanalyse.
Für den hier vorliegenden Zweck sind die Vorteile der HAC insbeson-
dere:
• Das zu verwendende Distanzmaß der Ähnlichkeitsfunktion
kann relativ frei definiert werden.
• Verschiedene Strategien für die Berechnung der Distanz zwi-
schen Clustern mit mehreren Elementen sind definiert.
• Die Anzahl oder Beschaffenheit der Cluster am Ende der Analy-
se müssen nicht vorher bekannt sein.
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• Das Verfahren liefert ein hierarchisches Ergebnis, dass mittels
eines Dendrogramms visualisiert werden kann.
Nachteile des Verfahrens sind:
• Bei einer fehlerhaften Verschmelzung zweier Cluster kann ein
Fehler entstehen, der sich im weiteren Verlauf fortpflanzen und
sogar verstärken kann.
• Im Gegensatz zu Klassifizierungsverfahren enthält das Ergebnis
kein Clustermodell. Es entsteht also kein Ergebnis im Sinne eines
wiederverwendbaren internen Modells das für andere Daten
wiederverwendet werden kann, wie etwa bei einer Support-
Vector-Machine.
• Die Komplexität liegt in der Regel bei O(n3).
7.2.1 Ablauf der Analyse
Der Ablauf der hierarchisch agglomerativen Clusteranalyse besteht
aus zwei Phasen. Zunächst werden alle Elemente der Eingabedaten als
eigenständige Cluster mit einem einzelnen Element (engl. singleton)
initialisiert.
Nach der Initialisierung werden paarweise die Ähnlichkeitsdistanz
zwischen allen singulären Clustern berechnet (vgl. Kapitel 7.614). Die
zweite Phase der Clusteranalyse besteht aus einer Schleife, die so
lange wiederholt wird, bis nur noch ein Cluster existiert oder der im
Abbruchkriterium (vgl. Kapitel 7.6.415) beschriebene Zustand erreicht
ist.
Innerhalb jedes Durchlaufs der Schleife sucht der Algorithmus das
Clusterpaar mit der größten Ähnlichkeit (also der geringsten Distanz)
zueinander. Dieses Clusterpaar wird zu einem Cluster verschmolzen.
14Kapitel 7.6: Distanzfunktion und Abbruchkriterium, S. 400
15Kapitel 7.6.4: Abbruchkriterium, S. 415
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Mit jeder Iteration nimmt so die Anzahl der vorhandenen Cluster um
eins ab. Dabei muss mit fortschreitender Iteration jeweils eine größere
Distanz zwischen den zu verschmelzenden Clustern akzeptiert wer-
den.
Eine besondere Bedeutung kommt der Fusionierungsstrategie zu. Zu
Beginn des Algorithmus ist jeder Cluster singulär und enthält nur ein
Element. Die Berechnung der Distanz zwischen den Clustern ist dabei
trivial und durch das gewählte Distanzmaß gegeben. Danach enthal-
ten die Cluster aber immer mehr Elemente. Damit stellt sich die Frage,
wie die Distanz zwischen nicht singulären Clustern mit mehreren
Elementen definiert ist. Hierfür gibt es mehrere Lösungsansätze, die
als Fusionierungsstrategien bezeichnet werden und im Kapitel 7.316
untersucht werden. Jede dieser Strategien beeinflusst stark das Verhal-
ten des Algorithmus, das Ergebnis und die Laufzeitkomplexität. Der
HAC Algorithmus lässt sich verbal wie folgt zusammenfassen:
1. Füge jedes Element der Eingabedaten in einen eigenen singulä-
ren Cluster (Singleton) ein.
2. Berechne die paarweise Distanz zwischen allen Clustern.
3. Wiederhole bis nur noch ein Cluster existiert oder das Abbruch-
kriterium erfüllt ist:
a) Bestimme aus allen vorhandenen Clustern das Clusterpaar
AB mit der geringsten Distanz.
b) Lege einen neuen Cluster C an.
c) Füge alle Elemente des Clusters A in C ein.
d) Füge alle Elemente des Clusters B in C ein.
e) Lösche die Cluster A und B.
16Kapitel 7.3: Fusionierungsalgorithmus, S. 379
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f) Berechne die Distanzen zwischen C und allen anderen
verbliebenen Clustern.
7.2.2 Modifikationen
Die Komplexität von HAC liegt im Allgemeinen bei O(n3). Beson-
ders bei der Massenverarbeitung wie hier, stellt dies ein Problem
dar. Dennoch wird die Ausführungsgeschwindigkeit nicht nur von
der Komplexität bestimmt, wenn Berechnungen parallel ausgeführt
werden können. Zu diesem Zweck wurde die Implementation stark
optimiert, um an möglichst vielen Stellen die Architektur moderner
Multicore- und Hyperthreading-Prozessoren ausnutzen zu können.
Das .NET Framework 4.6 bietet hierzu verschiedene Möglichkeiten
in Form der Task Parallel Library (TPL) und Parallel-LINQ (PLINQ)
an. Insbesondere bei den Berechnungen der Cluster-Distanzen, die
einen großen Teil der Laufzeit beanspruchen konnte durch Einsatz
parallel ausgeführter ForEach-Schleifen eine hohe Prozessorauslas-
tung erreicht werden. Bei der Bestimmung des nächsten Cluster-
paars mit der geringsten Distanz konnten die Vorteile einer paralle-
len Sortierung der Elemente mittels PLINQ genutzte werden. Auch
bei verschiedenen statistischen Funktionen der Evaluierungsvariante
wurde Multithreading genutzt, um den zusätzlichen Overhead zu
reduzieren.
7.3 Fusionierungsalgorithmus
Einer der zentralen Bestandteile der hierarchisch agglomerativen
Clusteranalyse (HAC) ist der Fusionierungsalgorithmus. Er definiert,
wie das Distanzmaß anzuwenden ist, wenn ein Cluster aus meh-
reren Unterelementen besteht. Das im Kapitel 7.617 beschriebene
Distanzmaß ist nur für die Anwendung auf zwei Elemente (hier also
17Kapitel 7.6: Distanzfunktion und Abbruchkriterium, S. 400
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die Daten-Surrogate zweier Shots) definiert. Der Fusionierungsalgo-
rithmus dient somit der Berechnung der Distanz D(A, B) zwischen
zwei Clustern A und B unter Verwendung des Distanzmaßes und
regelt, wie es auf die in den Clustern A und B enthaltenen Elemente
anzuwenden ist.
Zu Beginn der Clusteranalyse ist die Berechnung der Distanz zweier
Cluster trivial, da im Falle einer agglomerativen Vorgehensweise jeder
Cluster nur ein Element enthält. Die Distanz ist somit:
D(A, B) = d(a, b) für a ∈ A, b ∈ B (7.1)
Sie ist also gleich der Distanz zwischen den beiden Elementen der
Cluster. Sobald die Custer nicht mehr singulär sind, muss die Cluster-
distanz auf anderem Wege berechnet werden. In der Literatur finden
sich mehrere allgemein verwendete Fusionierungsalgorithmen, die je-
weils mit eigenen Charakteristika das Endergebnis der Clusteranalyse
(siehe auch Abbildung 7.5) und die Laufzeitkomplexität beeinflus-
sen.
Abbildung 7.4: Darstellung der allgemeinen Fusionsstrategien bei hierarchisch agglo-
merativen Clusteranalysen. (Gan et al., 2007, S. 116)
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(a) Cluster des Beispiels (b) Clusterdistanzen
(c) Ergebnis mit Single-
Linkage
(d) Ergebnis mit
Complete-Linkage
(e) Ergebnis mit
Avaerage-Linkage
(f) Ergebnis mit Group-
Average-Linkage
(g) Ergebnis mit
Centroid-Linkage
(h) Ergebnis mit Ward’s
Method
Abbildung 7.5: Vergleich der verschiedenen Fusionierungsstrategien. Abbildung (a)
zeigt einen Testsatz mit fünf Clustern, deren Distanzen in (b) aufgelistet
sind. Die Abbildungen (c)-(i) zeigen die Dendrogramme der mit den
verschienden Verfahren erzielten Resultate. (Gan et al., 2007, S. 119-137)
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7.3.1 Single-Linkage
Die Single-Linkage-Fusion berechnet die Distanz zweier Cluster, in-
dem paarweise die Distanzen zwischen allen Elementen des Clusters
A und des Clusters B berechnet werden. Die Distanz zwischen
beiden Clustern D(A,B) ergibt sich dann aus der kleinsten Distanz
ihrer Elemente. Die Fusion basiert also auf der größten Ähnlichkeit
zwischen zwei Clustern (siehe Abbildung 7.6 (a)). Single-Linkage
neigt eher zur Bildung von Cluster-Ketten als zu einer gleichmäßigen
Verteilung.(Gan et al., 2007, S.118 ff.); (Manning, Raghaven & Schütze,
2009, S. 382 ff.)
DSingleLinkage(A, B) = min
a∈A,b∈B
{d(a, b)} (7.2)
Abbildung 7.6: Vier der am häufigsten Fusionierungsstrategien der hierarchisch, agglo-
merativen Clusteranalyse. (Manning et al., 2009, S. 381)
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Die einfache Implementierung von Single-Linkage hat eine Komple-
xität von O(n3). Sibson (1973) stellte hierzu einen optimalen Algor-
ithmus namens SLINK vor, der eine Laufzeitkomplexität von O(n2)
erreicht.
7.3.2 Complete-Linkage
Die Complete-Linkage-Fusion entspricht im Grunde der zuvor ge-
nannten Single-Linkage-Fusion mit dem Unterschied, dass nicht die
minimale Distanz der Elementpaare verwendet wird, sondern die
maximale Distanz. Es wird daher auch als Maximum-Fusionierung
bezeichnet. Zwei Cluster werden daher erst als ähnlich befunden,
wenn die Distanz zwischen den beiden unähnlichsten Elementen
gering ist (siehe Abbildung 7.6 (b)). Diese Methode neigt daher
zur Bildung von relativ kleinen Clustern im Vergleich zum Single-
Linkage. Auch hier liegt die Komplexität bei O(n3).(Gan et al., 2007,
S.120 ff.); (Manning et al., 2009, S. 382 ff.)
DCompleteLinkage(A, B) = max
a∈A,b∈B
{d(a, b)} (7.3)
Auch für das Complete-Linkage wurde eine Optimierung entwickelt,
die die Komplexität auf O(n2) reduziert und als CLINK bezeichnet
wird. (Defays, 1977)
7.3.3 Average-Linkage
Eine weitere naheliegende Fusionierungsstrategie neben den Minimum-
und Maximum-Verfahren ist die Berechnung des Mittelwerts aller
Distanzen der Elementpaare. Dabei werden nur Distanzen zwischen
Elementen berücksichtigt, die sich nicht im gleichen Cluster befinden.
Diese Methode wird als Average-Linkage oder UPGMA (unweigh-
ted pair group method with arithmetic mean) bezeichnet. Sie ist ein
Kompromiss zwischen den Eigenschaften von Single-Linkage und
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Complete-Linkage. Die Methode neigt weniger zur Kettenbildung als
Single-Linkage, aber auch weniger zu eng verbundenen Clustern. Die
optimale Laufzeitkomplexität liegt bei O(n2 log n). (Gan et al., 2007,
S.122 ff.)
DAverageLinkage(A, B) =
1
|A| |B| ∑a∈A ∑b∈B
d(a, b) (7.4)
7.3.4 Group-Average-Linkage
Eine Variante des Average-Linkage ist Group-Average-Linkage, auch
WPGMA (weighted pair group method with arithmetic mean). Hierbei
wird aus den Elementen beider Cluster die Vereinigungsmenge gebil-
det und die paarweisen Distanzen zwischen allen Elementen berech-
net (siehe Abbildung 7.6 (d)). Folglich begünstigt die resultierende
Distanz zwischen den beiden Clustern die Verschmelzung der zwei
Cluster, die insgesamt die homogenste Zusammensetzung bilden. Die
Bezeichnung weighted bezieht sich darauf, dass die unterschiedlichen
Größen der Cluster kompensiert werden. Ein Cluster mit sehr vielen
Elementen kann im ungewichteten Fall einen Cluster mit wenigen
Elementen beeinflussen, wodurch den Elementen des größeren Clus-
ters mehr Bedeutung zukommt als der eigentlich gesuchten Distanz
zwischen den Clustern. (Gan et al., 2007, S.125 ff.); (Manning et al.,
2009, S. 388 ff.)
DAvGroupLinkage(A, B) =
1
(|A ∪ B|) (|A ∪ B| − 1) ∑x∈A∪B ∑y∈A∪B
d(x, y)
(7.5)
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7.3.5 Centroid-Linkage
Die sogenannten Geometric-Methods berechnen sich im Gegensatz zu
den vorher genannten Graph-Methods nicht direkt aus den Distan-
zen der Cluster-Elemente, sondern erfordern die Berechnung eines
Cluster-Zentrums (auch Zentroid, engl. centroid) des jeweiligen Clus-
ters (siehe Abbildung 7.6 (c)). (Gan et al., 2007, S. 116 f.)
Beim Centroid-Linkage oder UPGMC (unweighted pair-group method
using centroids) wird die Distanz zweier Cluster durch eine Distanz-
berechnung zwischen den beiden Centroids bestimmt, die als Schwer-
punkte aller Elemente des jeweiligen Clusters definiert sind. (Gan et
al., 2007, S.126 ff.); (Manning et al., 2009, S. 391 ff.)
DCentroid(A, B) = d(wA, wB) (7.6)
mit der Distanz d(wA, wB) = ‖wA − wB‖2 (7.7)
wA =
1
|A| ∑a∈A
a ... Centroid des Clusters A
wB =
1
|B| ∑b∈B
b ... Centroid des Clusters B
Beim Centroid-Linkage kann ein Seiteneffekt auftreten, bei dem
sich durch das Verschmelzen zweier Cluster der neue gemeinsa-
me Schwerpunkt so stark verschiebt, dass es zu einer Umkehrung
kommt: Bei einer späteren Verschmelzung erfolgt diese dann bei
einer geringeren Distanz als die Verschmelzung, die zum aktuellen
Cluster geführt hat. Bei Darstellung in einem Dendrogramm mit auf
der y-Achse aufgetragener Distanz, liegt dann der in der Hierarchie
höher stehende Verschmelzungspunkt auf der y-Achse bei einem
niedrigeren Wert als der vorhergehende Verschmelzungspunkt. Die
Verbindungslinien überkreuzen sich.
385
7 Semantische Analyse und Segmentierung
7.3.6 Ward’s Method
Das nach J. H. Ward Jr. bezeichnete Verfahren folgt dem Ziel, jene zwei
Cluster als nächstes zu verschmelzen, welche nach der Verschmelzung
die geringste Zunahme ihrer inneren Varianz hätte, also einen mini-
malen Homogenitätsverlust aufweisen würde. Als Grundlage dienen
dabei die Varianz der Distanzen der einzelnen Elemente zum Centroid
des Clusters. Dieser Ansatz neigt zur Bildung von gleich großen
Clustern, ist aber anfällig für Ausreißer in den Daten. (Gan et al., 2007,
S.132 ff.); (Ward Jr, 2012); (Murtagh & Legendre, 2014)
DWard(A, B) =
|A| |B|
|A|+ |B| d(wA, wB) (7.8)
mit der Distanz d(wA, wB) = ‖wA − wB‖2
7.4 Merkmale und Deskriptoren
Wie die Betrachtung des State-of-Art im Kapitel 218 zeigen, stützen
sich viele Methoden der Sequenz-Segmentierung auf Farb-Histogram-
me. Insbesondere dem HSV-Farbraum kommt dabei eine große Be-
deutung zu. Auch das grundlegende Verfahren von M. M. Yeung
und Yeo (1996), auf welchem das hier weiterentwickelte Verfahren
basiert, macht sich Farb- und Luminanz-Histogramme zunutze. In der
Regel handelt es sich bei den verwendeten Histogrammen um eigene
Implementationen der jeweiligen Autoren.
Das hier vorgeschlagene Verfahren soll bezüglich der Auswahl der
verwendeten Deskriptoren und Merkmale grundsätzlich generisch
angelegt sein. Die Verwendung einer hierarchisch, agglomerativen
18Kapitel 2: Strukturelemente und Stand der Technik, S. 7
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Clusteranalyse folgt diesem Ziel dadurch, dass das verwendete Di-
stanzmaß frei gestaltet werden kann und nicht auf die Verwendung
spezifischer Merkmale für die Bestimmung von Ähnlichkeitsgruppen
festgelegt ist.
In diesem Sinne erscheint es naheliegend, etablierte Standards für die
Beschreibung multimedialer Inhalte zu nutzen. Einer dieser Standards
ist der 2002 von der Moving Picture Experts Group definierte Standard
MPEG–7 (ISO 15938). Er beinhaltet unter anderem Schemata und
Deskriptoren, die für Aufgaben im Multimedia Retrieval, inhaltsba-
sierter Bildsuche und Annotation von audiovisuellen Daten genutzt
werden.
Vier dieser Deskriptoren erscheinen als besonders geeignet für den
hier verfolgten Anwendungszweck (siehe Abbildung 7.7). Sie er-
lauben nicht nur die speichereffiziente Darstellung von Low-Level-
Merkmalen, sondern definieren auch Distanzmaße, die für eine Ähn-
lichkeitsanalyse genutzt werden können.
Abbildung 7.7: Der MPEG-7 Standard beschreibt unter Anderem die hier dargestellen
Farb-Deskriptoren die für die Sequenz-Segmentierung besonders nütz-
liche sein können. (Manjunath et al., 2001, S. 705)
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7.4.1 MPEG–7 Dominant-Color-Descriptor
Der Dominant-Color-Descriptor (DCD) dient der Berechnung und ef-
fizienten Beschreibung der repräsentativen Farben eines Bildes. Im
Gegensatz zu klassischen Farbhistogrammen beinhaltet der Deskrip-
tor nicht alle an einem Bild beteiligte Farben, sondern nur bis zu
acht dominierenden Farben. Diese kleine Menge von repräsentativen
Farben kann global oder lokal in bestimmten Bildregionen berechnet
werden.
Abbildung 7.8: In diesem Beispiel mit drei Länderflaggen ergibt die Distanzberechnung
mit dem Dominant-Color-Descriptor eine große Ähnlichkeit zwischen
der Deutschen und der Belgischen Flagge, hingegen eine Unähnlichkeit
beider zur Französischen Flagge. Die räumliche Farbanordnung wird
bei diesem Deskriptor nicht berücksichtigt. (Spiessl, 2003)
Die einzelnen Schritte der Berechnung werden bei Manjunath, Ohm,
Vasudevan und Yamada (2001, S. 709 f.) und Cieplinski (2001) detail-
liert erläutert. Der DCD besteht aus bis zu acht Tupeln die jeweils
den Farbwert und den prozentualen Anteil der Farbe beschreiben
sowie optional einen Wert für die Varianz der Farbwerte. In der
hier verwendeten Implementation des DCD und des Distanzmaßes
von Lux und Chatzichristofis (2008) werden die Varianzen nicht
berücksichtigt (siehe Abbildung 7.8).
Der Dominant-Color-Descriptor ist folgendermaßen definiert:
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F = {{ci, pi, vi} , s} (7.9)
mit 1 ≤ i ≤ 8 und
i-te dominate Farbe = ci
prozentualer Anteil der i-ten Farbe = pi
Varianz der i-ten Farbe = vi
Das im MPEG–7 Standard vorgeschlagene Distanzmaß D(F1, F2) zur
Berechnung der Ähnlichkeit zweier Dominant-Color-Descriptors, oh-
ne Anwendung der Varianz-Werte ergibt sich durch die Formel:
D2(F1, F2) =
N1
∑
i=1
p21i +
N2
∑
j=1
p22j −
N1
∑
i=1
N2
∑
j=1
2a1i,2j p1i p2j (7.10)
mit ak,l als Similarity-Coefficient zwischen den zwei Farben ckund cl :
ak,l =
{
1− dk,l/dmax wenn dk,l ≤ Td
0 wenn dk,l > Td
Die Euklidische Distanz zwischen den Farben ist gegeben durch:
dk,l = ‖ck − cl‖
Td ist die maximal erlaubte Distanz zweier Farben, (7.11)
Tddie noch als gleich gelten.
7.4.2 MPEG–7 Color-Layout-Descriptor
Um einen kompakten und skalierungsunabhängigen Farb-Deskriptor
zu erhalten, definiert MPEG–7 den Color-Layout-Descriptor (CLD). Zu
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seinen Vorteilen zählen die Berücksichtigung der räumlichen Vertei-
lung der Farbwerte und dass die Anwendung des Deskriptors auf
zwei Bilder desselben Inhalts, die sich nur in ihrer Größe unterschei-
den, zu gleichen Werten führen.
Im ersten Schritt des Verfahrens wird das Bild in 8x8 Blöcke unterteilt,
woraus sich die Skalierungsunabhängigkeit ergibt. Hieran schließt
sich die Auswahl der repräsentativen Farben jedes Blocks an. Dabei
kommt der YCbCr-Farbraum zur Anwendung. Die Repräsentation
des CLD basiert auf den Koeffizienten einer Diskreten-Cosinus-
Transformation und eignet sich insbesondere für Aufgaben im Bereich
Image-Browsing und der Bildsuche. Er kann sowohl auf Bilder als
auch Video-Segmente angewendet werden (siehe Abbildung 7.9).
(Manjunath et al., 2001, S. 710 f.); (Cieplinski, 2001)
Abbildung 7.9: Verfahrensschritte der Berechnung von MPEG-7 Color-Layout-
Deskriptoren. (Cieplinski, 2001)
Manjunath et al. (2001, S. 711) empfehlen die Verwendung eines 63 Bit
langen Deskriptors mit zwölf Koeffizienten (sechs für die Luminanz
und jeweils drei für die Blau- bzw. Rot-Chrominanz).
Der Color-Layout-Descriptor ist folgendermaßen definiert:
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F = {yi, cbi, cri} mit i = 1, 2, ..., N (7.12)
i-ter Luminanz-Koeffizient = yi
i-ter Rot-Chrominanz-Koeffizient = cbi
i-ter Blau-Chrominanz-Koeffizient = cri
Die Distanz zweier Color-Layout-Deskriptoren ist definiert durch:
D(F1, F2) =
√
∑
i
wyi(y1i − y2i)2
+
√
∑
j
wbi(cb1i − cb2i)2
+
√
∑
i
wri(cr1i − cr2i)2 (7.13)
mit wyi, wbi, wri als Gewichtungskoeffizienten.
7.4.3 MPEG–7 Edge-Histrogram-Descriptor
Klassische Farb-Histogramme sind nicht in der Lage, Beschreibungen
zu den Strukturen eines Bildes zu liefern. Die Verteilung von Kanten
und Flächen sind aber wichtige Aspekte bei der Ähnlichkeitsanalyse
und dem Vergleich von Bildern. Hierzu definiert der MPEG–7 Stan-
dard den Edge-Histogram-Descriptor (EHD).
Für den EHD wird ein Bild in 4x4 Blöcke unterteilt und jeweils fünf
unterschiedlich ausgerichtete Kantenhistogramme berechnet. Hierzu
gehören horizontale und vertikale Kanten, diagonale Kanten mit
391
7 Semantische Analyse und Segmentierung
einem Winkel von 45° und 135° sowie ein Histogramm für ungerich-
tete Kanten (siehe Abbildung 7.10). Die 16 Subbilder werden in 80
Bins partitioniert und mit drei Bit/Bin quantisiert. Dies ergibt eine
Deskriptorlänge von 240 Bit. (Manjunath et al., 2001, S. 713 f.)
Abbildung 7.10: Für den Edge-Histrogramm-Descriptor werden für jedes der 16 Sub-
bilder jeweils ein Kantenhistrogramm berechnet. Die Histogramme
beschreiben vertikale Kanten (a), horizontale Kanten (b), Kanten mit
45° (c), Kanten mit 135° (d) und ungerichtete Kanten (e). (Manjunath et
al., 2001, S. 714)
Als Distanzfunktion wird die L1-Distanz (auch Manhattan-Distanz)
verwendet. (Manjunath et al., 2001, S. 714):
D(F1, F2) =∑
i
| f1i − f2i| (7.14)
7.4.4 MPEG–7 Scalable-Color-Descriptor
Der Scalable-Color-Descriptor (SCD) dient als skalierbares Farbhisto-
gramm. Seine Besonderheit ist die variable Bin-Anzahl, in der er
berechnet oder genutzt werden kann. Damit kann die Deskriptorgrö-
ße und die Genauigkeit der Beschreibung je nach Anwendungsfall
gewählt werden. Dies kann zur Optimierung von Speicherplatz bzw.
Berechnungsaufwand genutzt werden.
Für die Berechnung wird der HSV-Farbraum mit 256 Bins verwendet,
die zu Werten mit je elf Bit nicht-linear quantisiert werden. Hierbei
entfallen 16 Werte auf die H-Komponente und jeweils vier Werte auf
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die S- und V-Komponenten. Mittels einer Haar-Transformation wer-
den die benachbarten Bins in Lowpass- und Highpass-Koeffizienten
umgewandelt, wodurch erreicht wird, dass die einzelnen Farbwerte
in verschiedenen Detailauflösungen abgerufen werden können. Der
kleinstmögliche Farbwert besteht dabei nur noch aus dem Vorzeichen
des Wertes (ein Bit/Koeffizient), während die höchste Genauigkeit mit
bis zu acht Bit/Koeffizient (siehe Abbildung 7.11) erreicht wird. (Man-
junath et al., 2001, S. 706 ff.)
Als Distanzfunktion kommt wie beim Edge-Histogram-Descriptor die
L1-Distanz zum Einsatz, wobei diese zum Hamming-Abstand dege-
neriert, wenn nur das Vorzeichen-Bit (ein Bit/Koeffizient) verwendet
wird. Der SCD kann auch als Group-of-Picture-Descriptor (GOP) ver-
wendet werden, um Bildgruppen oder Video-Segmente zu beschrei-
ben. Hierbei wird ein gemeinsamer SCD für die zu beschreibende
Gruppe gebildet. Dazu wird entweder ein SCD aus der Kombination
aller beteiligen Bilder berechnet oder die einzelnen SCDs über eine
Durchschnitts- oder Median-Funktion verschmolzen. (Manjunath et
al., 2001, S. 707 f.)
7.5 Transition-Resistance-Descriptor
Bereits aus ersten Tests der Clusteranalyse, mit der im Rahmen
der im Kapitel 6.6.419 beschriebenen Implementierung der Shot-
Composition, wurde schnell ersichtlich, dass eine nur auf visuellen
Deskriptoren basierende Distanzberechnung nicht zum Ziel führt.
Der gewählte Use-Case basiert auf der Beobachtung, dass in ei-
nem professionell produzierten audiovisuellen Medium erkennbare
wiederkehrende Strukturen gefunden werden können. Insbesondere
optische Ähnlichkeiten von Shots sollen erkannt werden, die auf das
mehrfache Vorkommen derselben Bildinhalte oder Kameraperspekti-
ven hindeuten.
19Kapitel 6.6.4: Komponente: Schnitterkennung, S. 341
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Abbildung 7.11: Schematische Darstellung der Haar-Transformation beim Scalable-
Color-Descriptor (b). Die benachbarten Bin-Werte werden in Summen-
und Differenzen aufgeteilt um eine variable Auflösung des Deskriptors
zu erreichen (a). (Manjunath et al., 2001, S. 707)
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7.5.1 Problem Untersegmentierung
Es ergeben sich zwei Probleme: Erstens können optisch ähnliche Shots
über die gesamte Länge eines Mediums verteilt sein, obwohl sie im
engeren Sinne nicht zur selben Szene oder Sequenz gehören. In einem
Film kann derselbe Handlungsort mehrfach auftauchen. Im Falle eines
Krimis beispielsweise bei der Szene, in der die Tat passiert und später
in einer Szene, in der der Kommissar ermittelt. Oder als zweites
Beispiel in einer Nachrichtensendung, in der der Nachrichtensprecher
immer wieder zwischen den einzelnen Einspielfilmen das neue The-
ma anmoderiert.
Für eine Erkennung von solchen Szenen ist es nicht hilfreich, wenn
diese relativ weit auseinanderliegenden Shots aufgrund ihrer offen-
sichtlichen Ähnlichkeit zu einer Ähnlichkeitsgruppe zusammenge-
fasst werden. Durch die Funktionsweise des Shot-Transition-Graph
würden dann diese Shots zusammen mit allen Shots, die zwischen
ihnen liegen, zu einer Sequenz zusammengefasst. Dabei gehen die
dazwischenliegenden Sequenzen verloren.
Wie Tests mit Nachrichtensendungen gezeigt haben, führt dies dazu,
dass die gesamte Sendung zu einer großen Sequenz aggregiert wird.
Die Folge ist eine deutliche Untersegmentierung.
Zweitens lässt sich in vielen Testvideos zeigen, dass sich innerhalb ei-
nes Handlungssegments die wiederkehrenden Kameraeinstellungen
häufig in enger Verschachtelung befinden. Insbesondere in Dialogs-
zenen und bei schnell produzierten TV-Soaps wie beim TRECVID-
Korpus EastEnders (vgl. Kapitel 8.220) werden die vorhandenen Ka-
meraeinstellungen oft zu Beginn in schneller Abfolge zum ersten Mal
eingesetzt und später nur noch wiederholt. Das Hinzukommen einer
oder mehrerer neuer Kameraeinstellungen geht meistens auch mit der
Verschiebung oder dem Wechsel der Handlung einher.
20Kapitel 8.2: Testsets, S. 441
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Genau dies zu erkennen, ist Ziel des hier vorgestellten Ansatzes.
Dabei ist dringend zu vermeiden, durch zu großzügige Gruppierung
von Shots einen Sequenzwechsel unauffindbar zu machen.
7.5.2 Lösungsansatz
Es ist also sinnvoll, dem visuellen Ähnlichkeitsvergleich einen Korrek-
turfaktor hinzuzufügen, der die berechnete visuelle Distanz zwischen
zwei zu vergleichenden Shots so korrigiert, dass mit wachsendem
zeitlichen Abstand die berechnete Distanz ansteigt. Dies verhindert
eine zu starke Untersegmentierung.
Als Basis hierzu eignen sich entweder die zeitliche Distanz zwischen
dem Ende des einen Shots und dem Beginn des anderen Shots oder die
Anzahl der Shots, die zwischen den beiden zu vergleichenden Shots
liegen. Die Berechnung der temporalen Distanz hat zwei Nachteile:
Zum einen ist die Berechnung in ihrer Ausführung komplexer und
zeitaufwendiger. Zum anderen ist die Festlegung schwierig, wie ein
von der Zeit abhängiger Korrekturfaktor allgemeingültig berechnet
werden soll.
Unterschiedliche TV-Produktionen verwenden verschiedene Schnitt-
Rhythmen. Nachrichtensendungen sind in relativ schneller Folge
geschnitten. Shots dauern hier nur wenige Sekunden. In Kinofilmen
können Shots hingegen um ein vielfaches länger sein.
Die Definition, welcher zeitliche Abstand dazu führen sollte, dass
zwei Shots nicht mehr derselben Ähnlichkeitsgruppe zugeordnet
werden dürfen, hängt also vom individuellen Montage-Stil ab. Eine
Berechnung der durchschnittlichen Formalspannung für das zu un-
tersuchende Medium müsste also bereits vorher erfolgen.
Bereits M. Yeung, Yeo und Liu (1996, S. 289) nutzten Frame-Nummern
von Shots für die Bestimmung der zeitlichen Distanz. Sie zogen
einfach die Frame-Nummern der Shots voneinander ab, um einen
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Distanz-Wert zu erhalten. Die Zeit-Distanz wird dabei vom Time-
Window beschnitten. Durch einen zuvor eingestellten Grenzwert T
wird die Größe des Time-Window bestimmt. Überschreitet die zeitli-
che Distanz den Grenzwert T, wird die Distanz auf unendlich gesetzt.
Dabei entstehen zwei Probleme:
Erstens ist die Anzahl der Frames pro Sekunde von der Framerate
abhängig. Der Grenzwert muss also für Medien mit unterschiedlicher
Framerate neu eingestellt werden. Andernfalls entspräche ein Time-
Window einem variierenden Zeitintervall. Dass die Autoren keine
Angaben dazu machen, für welche Framerate ihre Empfehlung von
T = 2000 gilt, erschwert dies zusätzlich.
Zweitens führt diese Herangehensweise dazu, dass bei Shots, deren
Distanz innerhalb des Grenzwertes liegt, der Distanzwert nur linear
ansteigt und beim Überschreiten des Grenzwertes schlagartig unend-
lich wird. Es ist zu vermuten, dass eine Funktion besser geeignet
ist, bei der der Distanzwert kontinuierlich evtl. überproportional
ansteigt.
Ein Ansatz auf Basis des zeitlichen Abstandes zwischen zwei Shots
findet sich auch bei Rasheed und Shah (2005, S. 1100). Die Autoren
modellierten ein Temporal-Proximity-Weight als Koeffizient zur Ge-
wichtung ihres Distanzmaßes auf Basis der folgenden Formel:
D(si ,sj) =
e− 1d
∣∣∣∣mi−mjσ ∣∣∣∣2
 · ShotSim(si, sj) (7.15)
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mit
ShotSim(si, sj) ... Distanz-Funktion
mk ... Die Zeitkoordinate des mittleren Frames
im Shot k
σ ... Standardabweichung der Shotlängen
des gesamten Videos
d ... Konfigurationsparameter zur Beeinflussung
d = 20 ... Empfohlener Wert für die Gewichtung
Nachteilig an diesem Ansatz ist, dass das Temporal-Proximity-Weight
nur als Gewichtungs-Koeffizient auf die gesamte Distanzfunktion
wirken kann und sie damit skaliert. Er erfüllt nicht die Funktion
eines eigenständigen Deskriptors, der auch unabhängig von den
sonstigen Distanz-Funktionen eingesetzt werden kann. Zudem ist der
Parameter d manuell (siehe Abbildung 7.12) zu setzten. Er muss daher
experimentell auf das zu untersuchende Testset angepasst werden.
Ob der von den Autoren vorgeschlagene Wert von d = 20 universell
eingesetzt werden kann, ist hierbei fraglich.
Den Korrekturfaktor anhand der zwischen zwei Shots liegenden
Schnitte und Transitionen ist hingegen deutlich simpler zu berechnen,
da die Resultate der Shot-Boundary-Detection bereits vorliegen. Zur
Berechnung können entweder die Ordnungsnummern beider Shots
voneinander subtrahiert werden oder es wird die Anzahl der Über-
gänge (also Transitionen) zwischen ihnen gezählt.
Zwischen den Instanzen einer Gruppe gleicher Kameraperspektiven
oder Bildausschnitte liegen im Allgemeinen nur eine geringe Anzahl
andersartiger Shots. In Dialogszenen sind dies selten mehr als ein
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Abbildung 7.12: Das Temporal-Proximity-Weigt erfüllt die Aufgabe eines Gewichtungs-
faktors für die verwendete Distanz-Funktion. Seine Charakteristik
wird vom Parameter d beeinflusst. (Rasheed & Shah, 2005, S. 1100)
bis drei Shots (Schuss-/Gegenschuss, ggf. in Verbindung mit einem
Re-Establishing-Shot). Auch in anderen Sequenzen bleibt der Abstand
meist im unteren einstelligen Bereich. Mit steigendem Abstand erhöht
sich auch die Wahrscheinlichkeit, dass ein visuell ähnlicher Shot nicht
mehr dazugehört, es sei denn, dieser hat eine sehr große visuelle oder
auditive Ähnlichkeit.
7.5.3 Transition-Resistance
Damit lässt sich schlussfolgern, dass der gesuchte Korrekturfaktor
nicht linear ansteigen sollte, sondern sich mit stärkerem Abstand
verstärken müsste. Hierzu wird die Distanz aus der Anzahl der
zwischen den zwei zu untersuchenden Shots liegenden Übergänge
(Transitions) berechnet. Der damit in dieser Arbeit neu entwickelte
Korrekturfaktor wird im Folgenden als Transition-Resistance-Descriptor
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(TRD) bezeichnet, da er in Analogie zum elektrischen Leitungswider-
stand einen Hemmnisfaktor darstellt.
Als Grundlage dient die minimale Anzahl der zwischen zwei Clustern
liegenden Transitionen t(i,j), berechnet durch die minimale Distanz
der Ordnungszahlen (also Shotnummern) zwischen allen Elementen
beider Cluster. Der TRD wurde als Exponentialfunktion modelliert,
um zu erreichen, dass der resultierende Wert mit steigender Distanz
überproportional steigt. Die Formel wurde anhand von Daten des
Testsets EastEnders experimentell ermittelt und getestet:
DTRD(Ci, Cj) =
1
3
et(i,j) (7.16)
mit t(i,j) als der Anzahl der Transitionen zwischen den Clustern Ci, Cj:
t(i,j) =
|Ci |
∑
k=1
|Cj|
∑
l=1
min |sk − sl | (7.17)
mit |sk − sl | als Abstand der beiden Shots sk und sl .
7.6 Distanzfunktion und Abbruchkriterium
Um die im Kapitel 7.421 beschriebenen Deskriptoren im Rahmen einer
hierarchisch, agglomerativen Clusteranalyse einsetzten zu können,
müssen diese in einer Distanzfunktion zusammengefasst werden.
Die Distanzfunktion dient in jeder Iteration der Clusteranalyse der
Bestimmung, welches Cluster-Paar als Nächstes zu verschmelzen
21Kapitel 7.4: Merkmale und Deskriptoren, S. 386
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Abbildung 7.13: Die Charakteristik der für den Transition-Resistance-Descriptor
genutzten Funktion sorgt für ein exponentielles Ansteigen des
Resistance-Wertes mit steigender Distanz zweier Shots, bzw. Cluster.
ist. Die gesuchte Distanzfunktion benötigt eine Charakteristik, die
kontinuierlich und monoton steigend ist.
Wie gezeigt wurde, gibt es eine Reihe möglicher visueller Merkmale,
die für die Distanzfunktion in Betracht kommen. Manche früheren
Ansätze basierten auf nur einem Distanzmaß. Ziel des hier vorge-
stellten Verfahrens soll es hingegen sein, die Distanzmaße mehrerer
Features miteinander zu kombinieren und gleichzeitig eine Lösung zu
finden, die offen für die spätere Integration weiterer oder alternativer
Distanzmaße ist.
Vorteil der hierarchischen Clusteranalyse ist, dass das Distanzmaß
frei gewählt werden kann, solange ähnliche Cluster eine niedrige
Distanz und unähnliche Cluster eine hohe Distanz aufweisen. Bei der
Kombination mehrerer Distanzmaße muss eine zusammengesetzte
Distanz-Funktion gefunden werden, die diese Eigenschaft erfüllt.
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7.6.1 Distanzfunktion
In der Vorverarbeitung des hier vorgestellten Verfahrens wird ein ge-
gebenes audiovisuelles Medium durch eine Shot-Boundary-Detection
(vgl. Kapitel 2.322) in seine Shots segmentiert. Anschließend werden
mehrere Keyframes aus jedem Shot extrahiert und für jedes Keyframe
die ausgewählten Deskriptoren berechnet. Die Deskriptoren bestehen
dabei weitgehend aus Tupeln oder Vektoren. Während der Cluster-
analyse repräsentieren diese Deskriptoren die einzelnen Shots.
Wurden mehrere Keyframes für einen Shot extrahiert, ist es mög-
lich, entweder die Deskriptoren nur eines bestimmten Keyframes zu
verwenden (z. B. aus dem mittleren Keyframe) oder alle Deskripto-
ren zusammenzufassen. In diesem Fall wird ein Centroid für jeden
Deskriptor bestimmt, was in der Regel durch die Berechnung des
arithmetischen Mittels für jeden Einzelwert eines Vektors oder Tupels
geschieht.
Es stellt sich aber die Frage, wie die einzelnen Deskriptoren zu einer
gemeinsamen Distanzfunktion verbunden werden können. Zunächst
ist dabei festzuhalten, dass die Distanzfunktion nur dazu dient,
die Ähnlichkeit bzw. Unähnlichkeit zweier Cluster festzustellen. Die
absoluten Werte der mit den Deskriptoren beschriebenen visuel-
len Merkmale stehen also nicht im Vordergrund. Anders wäre es,
wenn die Deskriptoren dazu dienen würden, in einem Information-
Retrieval-System das ähnlichste Bild zu einer Suchanfrage aus einer
Datenbank zu finden. Hier hingegen wird nur die Magnitude der
Distanz zwischen den zu vergleichenden Deskriptoren für die Di-
stanzfunktion benötigt.
Folglich wäre der triviale Ansatz zur Bildung einer gemeinsamen Di-
stanzfunktion, eine gewichtete Linearkombination aus den Distanzen
der einzelnen Deskriptoren:
22Kapitel 2.3: Shot-Boundary-Detection, S. 29
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D(si ,sj) = βcld · DC(si, sj) + βscd · DS(si, sj) + βehd · DE(si, sj)
+ βdcd · DD(si, sj) + βtrd · DT(si, sj)
(7.18)
jeweils mit den Distanzen zwischen den Shots i und j:
DC(si, sj) ... Distanz der Color-Layout-Deskriptoren
DS(si, sj) ... Distanz der Scalable-Color-Deskriptoren
DE(si, sj) ... Distanz der Edge-Histogramm-Deskriptoren
DD(si, sj) ... Distanz der Dominant-Color-Deskriptoren
DT(si, sj) ... Distanz der Transition-Resistance-Deskriptoren
ωk ... Gewichtungskoeffizient des k-ten Deskriptors
Die Gewichtung der Linearkombination ist hierbei das zentrale Pro-
blem. Die Komponenten müssen aus zwei Gründen gewichtet wer-
den: Erstens unterscheiden sich die Deskriptoren deutlich in ihren
Wertebereichen. Dies liegt schon darin begründet, dass die Anzahl
ihrer Komponenten stark variiert. Zweitens kann zu diesem Zeitpunkt
noch keine Aussage darüber getroffen werden, welche Deskriptoren
für die angestrebte Ähnlichkeitsanalyse einen signifikanten Beitrag
leisten und welche nicht. Die Einzeldistanzen der Deskriptoren müs-
sen also in geeigneter Weise gewichtet werden.
Die Bestimmung der einzelnen Gewichte wiederum kann kombina-
torisch ermittelt werden, indem alle möglichen Kombinationen der
Gewichte durchprobiert werden. Dann kann auf Basis einer Ground-
Truth Segmentierung und einer Evaluationsmetrik die optimale Lö-
sung bestimmt werden. Bei den hier vorgeschlagenen fünf Deskrip-
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toren ergeben sich tausende Kombinationen, die zur Findung der
optimalen Gewichtung untersucht werden müssen.
7.6.2 Logistische Regression
Um die gesuchten Gewichtungsfaktoren möglichst effizienter bestim-
men zu können als durch einfaches Durchprobieren aller Kombinatio-
nen, wird hier eine Logistische Regression als Optimierung vorgeschla-
gen. Regressionen dienen im Allgemeinen dazu, eine Funktion zu
finden, die die gemessenen Daten oder Beobachtungen approximiert.
Hierdurch wird es unter anderem möglich, den Zusammenhang
zwischen einer mathematisch formulierten Hypothese und realen
Messerwerten statistisch zu untersuchen (z. B. in der Physik) oder Pro-
gnosen für zukünftig zu erwartende Beobachtungen zu formulieren
(z. B. in den Wirtschaftswissenschaften). Hierbei wird die Vermutung
aufgestellt, dass die beobachteten Messwerte von einer oder mehreren
unabhängigen Variablen bestimmt sind. Mittels einer Näherungs-
oder Schätzfunktion erfolgt dann die Bestimmung der Variablen mit
einem signifikanten Beitrag zum Resultat sowie deren Gewichtung.
Ziel einer Logistischen Regression ist es, eine Kombination aus unab-
hängigen Variablen bzw. Stichproben auf ein binäres Resultat abzu-
bilden. Die Variablen können dabei selbst binär, kontinuierlich oder
sogar ordinal sein. Im hier untersuchten Fall handelt es sich bei den
Variablen um die Distanzen der für die Clusteranalyse verwendeten
Deskriptoren. Das binäre Resultat soll dabei zu der Aussage führen,
ob die beiden Cluster auf Basis ihrer berechneten Distanz zu einer
Ähnlichkeitsgruppe gehören. Das gewünschte Resultat bedeutet also
1 (true), die untersuchten Cluster gehören zusammen oder 0 (false),
sie gehören nicht zusammen. Die multivariante Logische Regression
bietet dabei ein Ansatz zur mathematischen Modellierung.
Der Vorteil der Logischen Regression liegt darin, dass sie ein mathe-
matisches Modell anbietet, um eine Menge unabhängiger Variablen
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abzubilden. Werte, die im Intervall von −∞ bis +∞ liegen, werden
auf einen Funktionswert zwischen 0 ≤ f (x) ≤ 1 abgebildet, deren
Schnittpunkt mit der y-Achse bei f (0) = 0.5 liegt. Hierfür wird die
Logistische Funktion (siehe Abbildung 7.14) genutzt:
f (x) =
1
1 + e−x (7.19)
Abbildung 7.14: Graph der Logistischen Funktion f (x) = 1
(1+e−x) .
Die Herausforderung liegt darin, ein x zum Beschreiben der ge-
wählten Variablen zu finden. Hierzu muss ein Modell entwickelt
werden, dass sich aus einer geeigneten Linearkombination wie folgt
zusammensetzt:
x = β0 + β1X1 + β2X2 + ... + βkXk (7.20)
Wie leicht zu erkennen ist, entspricht die zuvor aufgestellte Line-
arkombination aus der Gleichung 7.18 der Form des Logistischen
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Regressionsmodells. Dabei entsprechen die Gewichte ωk den Skalaren
βk und die Distanzen der Deskriptoren D(si, sj) entsprechen den
Variablen Xk, wobei β0 hier eine unabhängige Konstante ist.
Formal ergibt sich damit die Formel des Logistischen Modells als
Ausdruck für die Wahrscheinlichkeit, dass in Abhängigkeit der un-
tersuchten Parameter (X1, X2, ..., Xk) die Aussage true (D = 1) lautet,
aus der Gleichung:
P(D = 1|X1, X2, ..., Xk) = P(X) = 11 + e−(β0+∑ βkXk) (7.21)
Durch Einsetzen der bereits definierten Linearkombination der Deskriptor-
Distanzen folgt damit für den hier untersuchten Fall die konkrete
Anwendung als Kombination der Formeln (7.19) und (7.18).
P(X) =
1
1 + e
D(si ,sj)
(7.22)
=
1
1 + e−(β0+βcldDCLD+βscdDSCD+βehdDEHD+βdcdDDCD+βtrdDTRD)
(7.23)
Eine andere Darstellungsmöglichkeit ist die Logit-Funktion g(x) als
inverse Logistische Funktion. Hierdurch tritt wiederum die ursprüng-
liche Linearkombination zutage:
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g(x) = logit P(x) (7.24)
= ln
(
P(x)
1− P(x)
)
(7.25)
= ln

(
1
1+e−(β0+∑ βk Xk)
)
1−
(
1
1+e−(β0+∑ βk Xk)
)
 (7.26)
= ln
(
e(β0+∑ βkXk)
)
(7.27)
= β0 +∑ βkXk (7.28)
Oder in Anwendung der Diskriptoren:
logit P(X) = β0 + βcldDCLD + βscdDSCD
+ βehdDEHD + βdcdDDCD + βtrdDTRD
(7.29)
Womit weiterhin die Frage offen steht, wie die Parameter β0, βcld,
βscd, βehd, βdcd, βtrd ermittelt oder geschätzt werden können. Bei der
multivarianten Logistischen Regression ist es nicht möglich, die noch
unbekannten Parameter, die hier die Gewichtungen der einzelnen
Deskriptoren darstellen, direkt zu berechnen. Vielmehr wird ein Nä-
herungsverfahren (engl. fitting function) verwendet, um eine möglichst
gute Schätzung der Parameter zu ermöglichen.
Die Maximum-Likelihood-Estimation (MLE) geht von dem Ansatz aus,
dass eine zufällige Reihe von Messwerten X1, X2, ..., Xn vorliegt, die
von einer Anzahl unbekannter Parameter θ abhängig sind. Ziel ist
es, eine Näherung u(X1, X2, ..., Xn) für die variablen Parameter zu
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finden, so dass sich die beobachteten Messwerte gut schätzen lassen.
Eine gute Schätzung der unbekannten Parameter θ maximiert somit
die Ähnlichkeit, also die Likelihood, zwischen den beobachteten Mess-
werten und einer auf Basis der geschätzten Parameter vorhergesagten
Verteilung. Die Funktion der Likelihood der unbekannten Parameter
wird als L(θ) bezeichnet. Das θ entspricht in diesem konkreten Fall
dem Vektor der gesuchten Koeffizienten der Linearkombination aus
den Deskriptor-Distanzen. Je geringer der Abstand zwischen der
Verteilung der beobachteten Deskriptor-Distanzen und der Logit-
Funktion mit einer geschätzten Belegung der Koeffizienten ist, desto
größer ist die Likelihood zwischen ihnen. (Maximum Likelihood
Estimation, 2015, S. 111 f.)Richardson:2011iz
L(θ) = P(X1 = x1, X2 = x2, . . . , Xn = xn) (7.30)
= f (x1; θ) · f (x2; θ)·, ..., · f (xn; θ) (7.31)
=
n
∏
i=1
f (xi; θ) (7.32)
Eine direkte Berechnung der MLE ist nicht immer möglich oder
erfordert einen sehr hohen Berechnungsaufwand. In vielen Statistik-
programmen, wie auch in dem hier verwendeten Tool gretl (siehe
unten), wird daher ein Näherungsverfahren verwendet, welches die
Lösung nicht direkt berechnet, sondern sie in mehreren Iterationen
numerisch approximiert. Die Newton-Raphson-Methode von Sir Isaac
Newton 1669 und Joseph Raphson 1690 gilt als eines der mathema-
tischen Standardverfahren zur Lösung von Gleichungssystemen. Es
wird hier als algorithmisches Näherungsverfahren zur Bestimmung
der unbekannten Parameter für die Maximum-Likelihood-Funktion
genutzt, das in mehreren Iterationen zu einer hinreichenden Schät-
zung der Parameter führt. (Donato, 2012, S.14 f.)
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Da sowohl die Maximum-Likelihood-Estimation als auch die Newton-
Raphson-Methode in diesem Kontext nur mittelbar genutzt wird,
die Methoden selbst aber weder modifiziert noch implementiert
wurden, erfolgen an dieser Stelle keine näheren Erläuterungen. Für
die Durchführung der Logistischen Regression wurde die Open-
Source-Software gretl Version 2016a Cottrell (2016); Cottrell und Luc-
chetti (2016) verwendet. Diese ist in der Lage, das zuvor erstellte
Trainings-Set in Form einer CSV-Datei zu importieren. Gretl nutzt
für die Schätzung der Koeffizienten bei einer logistischen Regression
eine MLE mittels der Newton-Raphson-Methode. (Cottrell, 2016, S.
41)deuflhard
7.6.3 Trainings-Set
Um mit Hilfe der Logistischen Regression eine gute Schätzung für
die Gewichtung der Deskriptor-Distanzen durchführen zu können,
wurde das Trainings-Video shot0 aus Kollektion A entnommen (vgl.
Kapitel 8.2.223). Entsprechend den Regeln, die auch für TRECVID
(Awad et al., 2016) gelten, wurde nur dieses Video für das Training
verwendet.
Hierzu wurde das Trainingsvideo anhand der bei TRECVID verwen-
deten Mastershot-Reference in seine Shots zerlegt und Keyframes ex-
trahiert. Diese Keyframes wurden menschlichen Experten vorgelegt,
die die Keyframes manuell sowohl in Ähnlichkeitsgruppen als auch
in Sequenzen sortieren. Diese Daten wurden dann als Ground-Truth-
Daten für das Training und die Tests genutzt (vgl. Kapitel 824).
Anhand der Ground-Truth-Daten ist es möglich, für jede paarweise
Kombination zweier Shots oder Cluster die binäre Aussage abzu-
leiten, ob beide Elemente zur selben Ähnlichkeitsgruppe bzw. zur
selben Sequenz gehören. Folglich sind für jedes Paar sowohl die
23Kapitel 8.2.2: Kollektion A, S. 443
24Kapitel 8: Evaluation der Sequenz-Segmentierung, S. 427
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konkreten Werte der einzelnen Deskriptoren und Distanzen bekannt
(durch Berechnung) als auch das erwartete Ergebnis der Logistischen
Funktion. Dies ergibt zusammen einen Satz von Trainingsdaten, mit
dem die gesuchten Parameter geschätzt werden können.
Das Trainingsvideo umfasst eine sogenannte Omnibus-Folge, also den
Zusammenschnitt aller Episoden einer Woche ohne Werbepausen und
mit nur einem Intro und Outro. Die Folge hat eine Länge von 01:56:45
und besteht aus 1.987 Shots. Bei einigen der EastEnders-Videos sind
aber Teile des vorherigen und nachfolgenden Programms enthalten,
insbesondere Eigenwerbung des Fernsehsenders. Um die Trainings-
Daten zu vereinheitlichen, wurden diese Teile des Videos für das
Training entfernt, wodurch sich das Video auf 1918 Shots reduziert.
Gemäß der durchgeführten manuellen Annotation verteilen sich die
1.918 Shots auf 759 Ähnlichkeitsgruppen bzw. 124 Sequenzen. Für
jeden Shot wurden je nach dessen Länge 1–5 Keyframes extrahiert.
Die Berechnung der Deskriptoren ermöglicht eine erste Analyse des
Testvideos. Die Boxplots in Abbildung 7.15 zeigen die Verteilung
der Distanzwerte jeweils für jeden Deskriptor. Für jeden Deskriptor
wurden je zwei Boxplots erstellt. Jeweils einer für alle Distanzen zwi-
schen Shots, die zur selben Ähnlichkeitsgruppe gehören und für jene
Shots, die nicht zueinander gehören. Bereits in dieser Darstellung wird
deutlich, dass die Verteilung der Distanzen (außer beim Dominant-
Color-Deskriptor) einen deutlichen Unterschied zwischen den beiden
Gruppen aufweist. Shots, die Mitglied derselben Ähnlichkeitsgruppe
sind, weisen geringere Distanzen bei CLD, SCD, EHD und Shot-
Distanz auf. Lediglich die Dominant-Color scheint aufgrund ihrer
Distanz nicht direkt geeignet zu sein, eine Ähnlichkeit zwischen zwei
Shots beschreiben zu können. Im Zusammenwirken aller Deskripto-
ren könnte sie dennoch geeignet sein, einen Informationsbeitrag zu
leisten.
An den Boxplots lässt sich auch ablesen, ob die berechneten Deskriptor-
Distanzen normalverteilt sind. Aufgrund der Asymmetrie zwischen
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den unteren und oberen Boxplot-Hälften sowie der Extremwerte, die
sich bei praktisch allen Boxplots finden lassen, muss davon ausgegan-
gen werden, dass die Werte nicht normalverteilt sind. Insbesondere
die Ausreißer, die sich in der Boxplot-Darstellung finden lassen, kön-
nen einen nachteiligen Einfluss auf die Schätzfunktion im Rahmen der
Logistischen Regression haben. Zur Optimierung des Testsets wurden
daher alle Datensätze, die einen solchen Extremwert in einem der
Deskriptoren aufweisen, aus dem Trainings-Set entfernt.
Eine wichtige Bedingung für die erfolgreiche Parameterschätzung
ist, dass die einzelnen Variablen, hier also die Deskriptor-Distanzen,
voneinander linear unabhängig sind. Dies lässt sich sehr leicht durch
die in Abbildung 7.16 dargestellten Streudiagramme überprüfen.
In den fünf mal vier Diagrammen wurden jeweils die Distanzen
eines Deskriptors gegen die Distanzen der anderen Deskriptoren
aufgetragen. Zur Normierung wurden dabei die Distanzwerte nicht
direkt verwendet, sondern ihre Differenz zum Mittelwert des jewei-
ligen Deskriptors. Sollte zwischen zwei Deskriptoren eine lineare
Abhängigkeit bestehen, äußert sich diese durch eine gerade Linie.
Wie anhand der Punktwolken in allen Diagrammen ersichtlich wird,
ist keine Abhängigkeit in Form eines Musters erkennbar. Somit ist
zu vermuten, dass keine Kollinearitäten zwischen den Deskriptoren
bestehen, also keiner der Deskriptoren geeignet ist, einen der anderen
vorherzusagen.
Eine große Herausforderung beim Einsatz der hier vorgestellten Me-
thode ist die Auswahl und Beschränkung des für das Training bzw. die
Parameterschätzung gewählten Testsets. Das ausgewählte Testvideo
besteht nach Entfernung der Werbeelemente am Beginn und Ende des
Videos aus 1.918 Shots. Nach Berechnung aller paarweisen Distanzen
für n Cluster sind dies n(n−1)2 Paare, also 1.838.403 Distanzpaare.
Gemäß der durchgeführten Ground-Truth Segmentierung definieren
nur 2.583 Paare eine Distanz zwischen zwei Elementen derselben
Ähnlichkeitsgruppe (Ergebnis 1) und dem Rest (Ergebnis 0). Dies
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(a) Color-Layout-
Descriptor
(b) Scalable-Color-
Descriptor
(c) Edge-Histogram-
Descriptor
(d) Dominant-Color-
Descriptor
(e) Shot-Distance (f) Shot-Distance
(nur true)
Abbildung 7.15: Boxplots der Verteilung der Deskriptor-Distanzen im Trainingsvideo.
Jeweils gruppiert nach der Ground-Truth-Zuordnung. Distanzen zwi-
schen Shots, die nicht zu selben Ähnlichkeitsgruppe gehören, sind
unter false zusammengefasst, andernfalls unter true. Das arithmetische
Mittel ist durch das x markiert. Die Kreise oberhalb und unterhalb
der Antennen markieren Extremwerte. Die Abbildung (f) ist eine
vergrößerte Darstellung des rechten Boxplots aus Abbildung (e).
412
7.6 Distanzfunktion und Abbruchkriterium
(a) (b)
(c) (d)
(e)
Abbildung 7.16: Die fünf mal vier Streudiagramme stellen die normierten Distanzwerte
der fünf Deskriptoren einander gegenüber. Aus der willkührlichen
Verteilung der Einzelwerte, die eher Punktwolken entsprechen, lässt
sich ableiten, dass keiner der fünf Deskriptoren zu einem der anderen
in einer erkennbaren direkten Abhängigkeit steht.
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ist ein starke Asymmetrie. Es besteht daher die Gefahr, dass die
Schätzfunktion zu stark in die falsche Richtung trainiert wird, da
im Trainings-Set nur 0,0014 Prozent aller Datensätze ein korrektes
Beispiel für eine Ähnlichkeitsgruppe enthalten.
Aus diesem Grund ist es erforderlich, den Datensatz zu verkleinern.
Wie bereits erwähnt, werden alle seltenen Extremwerte entfernt. Es be-
steht nun die Möglichkeit, die Asymmetrie des Testsets zu verringern,
indem nicht alle Distanz-Werte für das Training übernommen werden,
sondern aus der Gruppe der unähnlichen Paarungen nur eine Menge
zufällig gezogener Werte genutzt werden. Es wurden verschiedene
Kombinationen in Testdurchläufen mit variierdenden Parametern
sowie true/false-Verhältnissen zwischen 1:2 und 1:10 getestet.
Zwar lieferte die Logistische Regression ein statistisch signifikantes
Resultat, bei Anwendung der gefundenen Gewichte in der Cluster-
analyse zeigte sich aber, dass zu häufig die falsche Entscheidung beim
Verschmelzungsschritt gewählt wurde. Dies hat mit der Charakteris-
tik der Clusteranalyse zu tun. Während im Rahmen der Logistischen
Regression die Gewichte der einzelnen Variablen auf Basis eines
feststehenden Trainings-Sets ermittelt werden, verändert sich bei der
Clusteranalyse der Datensatz in jeder Iteration. In jedem Schritt wird
nur die geringste Distanz ausgewählt, die Elemente beider Paare ver-
schmolzen und alle Distanzen, die zu den früheren Clustern führten,
gelöscht und für den verschmolzenen Cluster neu berechnet. Anders
ausgedrückt werden in jeder Iteration zwischen den n Clustern mit
ihren n(n−1)2 Distanzpaaren 2(n− 1)− 1 Distanzpaare entfernt und n
neue Distanzpaare eingefügt. Diese Dynamik kann bei der Logisti-
schen Regression nicht nachgebildet werden.
Eine mögliche Lösung für dieses Problem konnte experimentell ge-
funden werden. Hierbei wird ein idealer Durchlauf simuliert. Dies
bedeutet, dass eine vollständige Clusteranalyse durchgeführt wird,
dessen Gewichtungen für die einzelnen Deskriptor-Distanzen nur
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ungefähr geschätzt werden. Zusätzlich werden die manuell erstellten
Ground-Truth-Daten verwendet und die Distanz-Funktion so verän-
dert, dass die zwei zu verschmelzenden Cluster zwei Bedingungen
zu erfüllen haben: Erstens besitzen sie die geringste Distanz aller
Distanzpaare gemäß der Fusionierungsstrategie wie bei jeder nor-
malen Clusteranalyse. Zweitens wurden sie von den menschlichen
Experten als zusammengehörig markiert. Distanzpaare, die die zweite
Bedingung nicht erfüllen, werden bei diesem Durchlauf ignoriert. Alle
auf diese Weise verarbeiteten Distanzpaare und alle nach Beendigung
der Clusteranalyse noch vorhanden Distanzpaare werden gesichert
und für die Regression verwendet.
Diese Strategie des Ideal-Durchlaufs bietet zwei große Vorteile. Das
sehr große Trainings-Set mit über 1,8 Mio. Distanzpaaren wird erheb-
lich verkleinert, ohne dabei die relevanten Distanzpaare versehentlich
zu entfernen, wie es bei einem zufälligen Ziehen von Paaren geschehen
könnte. Außerdem wird die Dynamik der sich während der Clus-
teranalyse verändernden Daten so weit wie möglich konserviert. Die
Aussagekraft der verbleibenden Distanzpaare wird geschärft. Es zeigt
sich, dass diese Strategie zu guten Resultaten führt.
7.6.4 Abbruchkriterium
Die triviale Abbruchbedingung, der Iterationsschleife der hierarchisch
agglomerativen Clusteranalye, ist das Vorhandensein von nur noch ei-
nem letzten Cluster, der alle zu Beginn initialisierten Elemente enthält.
Dieser letzte Cluster würde damit das gesamte Video repräsentieren,
das zu untersuchen war. Damit greift diese Abbruchbedingung zu
spät, denn Ziel ist es hier optimalerweise in dem Moment die weitere
Verschmelzung zu unterbrechen, wenn alle Shots zusammengefasst
wurden, die tatsächlich zu einer Ähnlichkeitsgruppe gehören (also
einen sehr ähnlichen Bildinhalt zeigen oder dieselbe Kamerperspek-
tive darstellen). Es muss also verhindert werden, dass durch weitere
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Iterationsschleifen Cluster miteinander verschmolzen werden, die für
den menschlichen Betrachter nicht mehr zusammengehören.
Das zweite häufig benutzte Abbruchkriterium ist die Vorgabe eines
Distanz-Grenzwertes. Der Algorithmus verschmilzt jeweils die beiden
Cluster mit der geringsten Distanz. Im Verlaufe der Iterationen steigt
damit die jeweilige Distanz an. Wenn ein vorgegebener Grenzwert
erreicht ist, führt dies zum Abbruch. Das Problem hierbei ist, dass
dieser Grenzwert bekannt sein muss.
Im hier vorliegenden Fall ist die Bestimmung eines solchen Distanz-
Grenzwerts nicht einfach. Einerseits hängen die berechneten Distan-
zen sowohl vom Distanzmaß als auch von der Fusionsmethode ab.
Andererseits sind die berechneten Distanzen auch von der Art des
zu untersuchenden audiovisuellen Mediums bestimmt. Ein Film, der
über die gesamte Länge mit relativ gleichartigen Farben arbeitet, weist
geringere Distanzen zwischen seinen einzelnen Shots auf als eine
Nachrichtensendung, in der zwischen einem gut beleuchteten Studio
mit bunten Hintergründen und unterschiedlichsten Einspielern hin-
und her gewechselt wird. Ein vordefinierter Grenzwert kann somit
nur funktionieren, wenn er für einen einheitlichen Korpus verwendet
wird. Schon bei M. Yeung et al. (1996, S. 299) wird ein vordefinierter
Grenzwert als Abbruchbedingung genutzt. Den Wert des Grenzwertes
ermittelten die Autoren experimentell.
Zur Bestimmung des optimalen Grenzwertes für die Abbruchbedin-
gung wird hier ein anderes Vorgehen vorgeschlagen. Hierzu wird
ebenfalls die Ground-Truth Segmentierung genutzt, die schon für
die Bestimmung der Gewichtungskoeffizienten einsetzt wurde. Auf
Basis dieser Daten ist es möglich, in einem Evaluierungsdurchlauf
der Clusteranalyse während jeder Iteration die vom Algorithmus
getroffene Entscheidung zu bewerten.
Hierbei ist zu erläutern, dass im Rahmen des Hauptverfahrens zwei
Clusteranalysen durchgeführt werden. In der ersten Clusteranalyse
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werden Shots zu Ähnlichkeitsgruppen zusammengefasst. Es muss
dringend vermieden werden, dass Shots zu einer Gruppe verschmol-
zen werden, die nicht aus denselben Sequenzen stammen. In diesem
Fall würde der Scene-Transition-Graph diese beiden Sequenzen un-
weigerlich verschmelzen. Der Grenzwert muss an dieser Stelle also
strenger gewählt werden, da sonst Folgefehler entstehen können.
Bei der zweiten Clusteranalyse liegen die Sequenzen bereits vor und
werden weiter konzentriert. Der Grenzwert dient nur noch dazu,
das gesamte Verfahren im richtigen Augenblick zu beenden. Im
Zuge des Evaluationsdurchlaufs werden die jeweils durchgeführten
Verschmelzungen bewertet, ob sie richtig oder falsch waren. Der dabei
entstehende Fehler wird gezählt. Der Grenzwert für die Abbruchbe-
dingung kann damit anhand des maximal akzeptablen Fehlerwertes
bestimmt werden. Die Charakteristik der Distanzfunktion führt dazu,
dass in der Frühphase der Iterationen Fehler sehr unwahrscheinlich
sind und die Fehlerrate mit steigender Distanz ebenfalls ansteigt.
Da die erste Clusteranalyse eines strengeren Grenzwerts bedarf,
um möglichst wenig Folgefehler zu begünstigen, erfolgt die Fehler-
auszählung etwas anders: Wurden zwei Cluster verschmolzen, die
laut Ground-Truth-Daten tatsächlich zusammengehören, war die Ent-
scheidung korrekt, andernfalls wird der entstandene Fehler unterteilt.
Wurden zwei Cluster verschmolzen, die zwar nicht Teil derselben
Ähnlichkeitsgruppe sind, aber dennoch Teil derselben Sequenz sind,
handelt es sich um einen Fehler erster Ordnung (minor error). Dies
führt nicht dazu, dass der Scene-Transition-Graph einen Fehler pro-
duziert. Wurden hingegen zwei Cluster verschmolzen, die weder zur
selben Ähnlichkeitsgruppe noch zur selben Sequenz gehören, ist dies
ein Fehler zweiter Ordnung (major error).
Die Werte für correct, minor error und major error werden aufsummiert
und der Grenzwert so gewählt, dass der Anteil der Fehler zweiter
Ordnung ein akzeptables Maß nicht überschreitet. In diesem Rahmen
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wurden Fehler zweiter Ordnung von maximal 1,00 Prozent zugelas-
sen.
7.6.5 Training
Basierend auf den vorangegangenen Abschnitten kann nun ein gene-
reller Algorithmus für die Bestimmung der Gewichtungskoeffizienten
und damit auch der resultierenden Distanzfunktion beschrieben wer-
den. Da im Hauptverfahren der Sequenz-Segmentierung zwei Clus-
teranalysen zum Einsatz kommen, kann der Trainingsalgorithmus
grundsätzlich separat für beide Fälle angewendet werden.
Erster Schritt ist es, die Bestimmung des Distanz-Modells. Im hier
vorgestellten Verfahren kommen vier MPEG–7 Deskriptoren sowie
ein Deskriptor für die Transition-Resistance zum Einsatz. Grundsätz-
lich ist das Verfahren aber auch offen für andere Deskriptoren, die
kontinuierlich, binär oder ordinal sein können. Das Distanz-Modell
entspricht hier im Grunde der mit der Formel 7.18 aufgestellten
Gleichung der Linearkombination.
1. Auswahl eines geeigneten Trainings-Videos
2. Schritt A.1: Shot-Boundary-Detection, sofern keine Ground-Truth-
Daten für die Shot-Segmentierung des Videos vorliegen
3. Schritt A.2: Keyframe-Extraction
Durchführen eine manuellen Ground-Truth-Annotation aller
Shots des Test-Videos mit Zuordnung der Shots zu ihren lokalen
Ähnlichkeitsgruppen
Bestimmen des Distanz-Modells und Einsetzen in die Logisti-
sche Funktion
4. Schritt A.3: Feature-Extraction für die im Distanz-Modell vorgese-
henen Deskriptoren
Belegung der Gewichtungskoeffizienten mit geschätzten Default-
Werten
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Iteration bis Ergebnis keine Verbesserung liefert, setzt DED auf
1.0
• Schritt B.1: Similarity-Clustering auf Basis der aktuellen
Distanz-Funktion und in 4. bestimmten Ground-Truth-
Daten und Export der in jeder Iteration verschmolzenen
Distanzpaare sowie der verbliebenen Distanzpaare
• Entfernen von Außreißern aus dem gesammelten Daten-
satz und ggf. beschränken der Größe
• Durchführen einer Logistischen Regression für das ge-
wählte Distanz-Modell und den vorbereiteten Training-
Datensatz
• Einsetzen der Gewichtungskoeffizienten in die Distanz-
funktion
• Durchführen von Schritt B.1: Similarity-Clustering mit den
im vorherigen Schritt gefundenen Gewichtungen
• Bestimmung der Abbruchbedingung durch Auszählen der
getroffenen Entscheidungen (correct, minor error oder ma-
jor error) und Festlegung des Abbruchzeitpunkts an der
Stelle ,wo max. 1 Prozent fatale Entscheidungen getroffen
wurden
• Bewertung des Ergebnisses aufgrund der Evaluationmetrik
5. Schritt B.2: Scene-Transition-Graph
Durchführen einer manuellen Ground-Truth-Annotation, die
jede Ähnlichkeitsgruppe genau einer Sequenz zuordnet
Bestimmen des Distanz-Modells und Einsetzen in die Logisti-
sche Funktion
Iteration bis Ergebnis keine Verbesserung liefert, setzt DED auf
1.0
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• Schritt B.2: Sequence-Clustering auf Basis der aktuellen Distanz-
Funktion und in 4. bestimmten Ground-Truth-Daten und
Export der in jeder Iteration verschmolzenen Distanzpaare
sowie der verbliebenen Distanzpaare
• Entfernen von Außreißern aus dem gesammelten Daten-
satz und ggf. beschränken der Größe
• Durchführen einer Logistischen Regression für das ge-
wählte Distanz-Modell und den vorbereitetten Training-
Datensatz
• Einsetzen der Gewichtungskoeffizienten in die Distanz-
funktion
• Durchführen von Schritt B.2: Similarity-Clustering mit den
im vorherigen Schritt gefundenen Gewichtungen.
• Bestimmung der Abbruchbedingung durch Auswahl des
Grenzwertes, an dem die DED ihr globales Minimum er-
reicht
• Bewertung des Ergebnisses aufgrund der Evaluationmetrik
Zur weiteren Optimierung wurde der Ablauf mehrfach wiederholt.
Zuerst wurden eine noch sehr grob geschätzte Gewichtung der
Deskriptor-Distanzen gewählt, der Ideal-Durchlauf angewendet und
die daraus erhaltenen Datensätze nach Entfernung von Ausreißern
und Extremwerten für die Schätzung der Gewichte genutzt.
Die durch die Logistische Regression bestimmten Gewichte wurden
wiederum für einen neuen Ideal-Durchlauf verwendet, da dies zu
einem leicht abweichenden Datensatz führt, der im Anschluss für
eine bessere Schätzung genutzt werden kann. Eine Wiederholung von
zwei bis fünf Iterationen des Optimierungszyklus hat sich als optimal
erwiesen.
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Wie gut die gefundenen Koeffizienten sind, lässt sich hingegen nicht
direkt anhand der statistischen Signifikanz-Tests ermitteln, da diese
wiederum nicht die Dynamik des gesamten Verfahrens kompensieren
können. Nur der gesamte Ablauf der Sequenz-Segmentierung und
die anschließende Evaluation der erhaltenen Daten mit den Ground-
Truth-Daten ist geeignet, die tatsächliche Güte der gefundenen Ge-
wichtungskoeffizienten hinreichend zu bewerten.
Die Schätzung einer möglichst guten Belegung der Gewichtungsko-
effizienten ist der Schlüssel für das in diesem Kapitel vorgestellte
Verfahren. Bis hierhin wurden die verwendeten Deskriptoren be-
schrieben. Es wurde eine Möglichkeit zur Kombination mehrerer
Deskriptoren in einer Linearkombination entwickelt, ebenso wie die
Anwendung der Linearkombination als Logistisches Modell.
Dies erlaubt die Nutzung Logistischer Regression und numerischen
Näherungsverfahren, um die gesuchten Koeffizienten bestimmen zu
können. Außerdem wurden die besonderen Anforderungen an das
Trainings-Set beleuchtet.
7.7 Scene-Transition-Graph
M. Yeung, Yeo und Liu (1998, S. 99) beschreiben den Scene-Transition-
Graph (STG) als Spezialfall des Hierarchical-Scene-Transition-Graph aus
M. M. Yeung, Yeo, Wolf und Liu (1995) definiert. Der STG ist ein
gerichteter Graph, definiert mit:
G = (V, E, F) (7.33)
Dabei ist V die Menge aller Knoten, E die Menge aller Kanten und F
die Zuordnung aus der Menge aller Shots S zu den einzelnen Knoten
des Graphen. Zwischen den Knoten u, v ∈ V existiert genau dann eine
Kante e ∈ E, wenn für die den Knoten zugeordneten Shots su und sv
gilt, dass sie in der Reihenfolge der Shots aufeinander folgen, also
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u + 1 = v gilt. Wenn für den Index i gilt: i < j, dann liegt der Shot si
vor dem Shot sj. Eine Zuordnungsfunktion F, die jedem Knoten genau
einen Shot zuweist, erzeugt somit eine Liste, bei der der erste Shot des
Videos am Anfang steht und der letzte Shot am Ende.
Um diesen Scene-Transition-Graph zur Bestimmung von Sequenz-
Grenzen zu nutzen, werden die Ergebnisse einer zuvor durchge-
führten Ähnlichkeitsgruppierung (z. B. Time-Constrained-Clustering)
auf die Zuordnungsfunktion angewendet, so dass jede gefundene
Ähnlichkeitsgruppe je einem Knoten vi ∈ V des Graphen zugeordnet
wird. Folglich repräsentiert jeder Knoten des Graphen einen oder
mehrere Shots, die gemäß des Distanzmaßes zueinander hinreichend
ähnlich sind, um als gleich zu gelten. Eine Kante e(u, v) ∈ E verbindet
dann die Knoten u, v ∈ V, wenn es einen Shot si gibt, der durch u
repräsentiert wird und einen Shot sj, der durch v repräsentiert wird,
es gilt i + 1 = j. Also verläuft zwischen zwei Knoten eine gerichtete
Kante, wenn der erste Knoten einen Shot repräsentiert, dessen direkter
Nachfolger vom zweiten Knoten repräsentiert wird.
Sei der Graph Gˆ = (V, Eˆ) die entsprechende Repräsentation von Gˆ als
ungerichteter Graph. Dann sei eine Cut-Edge (Schnittkante) definiert
als eine Kante im ungerichteten Graphen Gˆ, die, wenn man sie
entfernt, den Graphen in zwei nicht verbundene Teilgraphen Gˆ1 und
Gˆ2 partitioniert. Überträgt man die Menge der Cut-Edges zurück auf
den gerichteten Graphen G, so würde dieser ebenso in Teilgraphen
mit jeweils derselben Knotenkonfiguration zerfallen. Jene Kanten des
gerichteten Graphen G werden ebenfalls Cut-Edges genannt, wenn sie
im ungerichteten Graphen Gˆ als Cut-Edges klassifiziert werden.
Jede Cut-Edge repräsentiert damit die Transition zwischen zwei Se-
quenzen (von den Autoren „story unit“ genannt), die je nach Güte der
Funktion F einer filmischen Szene sehr nahekommen. Die Teilgraphen
enthalten jeweils alle Shots einer kontinuierlichen Sequenz. Die Teil-
graphen können somit direkt als Sequenzen gruppiert und abgebildet
werden. Bei jedem Teilgraphen ist der Shot mit dem geringsten Index
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Abbildung 7.17: Darstellung des Scene-Transition-Graph bei der Segmentierung von
Sequenzen (hier als LSU bezeichnet) bei (Benini et al., 2008b, S. 42)
und (Benini et al., 2008a, S. 70) Die mit Sn bezeichneten Kreise stellen
Shots dar. Die schwarzen Pfeile verbinden die Shots gemäß ihrem
Auftauchen im Video. Die farbigen Kreise umschließen Shots, die zur
selben Ähnlichkeitsgruppe gehören. Kanten die zu einem Shot oder
einer Ähnlichkeitsgruppe führen, von der aus es keine Verbindung
mehr zurück zu einem früheren Element gibt, werden als Cut-edge
bezeichnet und markieren den Übergang von einer Sequenz zur
nächsten.
der erste einer Sequenz und der Shot mit dem höchsten Index der
letzte seiner Sequenz.
Da die Knoten jeweils mehrere Shots enthalten können, lässt sich noch
mehr hieraus ablesen. Ein Knoten, der nur einen Shot enthält (engl.
singleton), klassifiziert diesen Shot als einzigen seiner Art. Er ist damit
vermutlich im Sinne von Metz eine Autonome Einstellung oder Einfü-
gung (vgl. Kapitel 2.2.525). Steht dieser Shot am Anfang einer Sequenz,
könnte es sich auch um einen Establishing-Shot handeln, insbesondere
wenn es sich um einen Shot mit großer Framing-Distance (vgl. Kapitel
25Kapitel 2.2.5: Syntagmen nach Metz, S. 16
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4.1.726) handelt, was gegebenenfalls einer Nicht-Diegetischen Einfügung
entsprechen kann. Eine Close-Up Aufnahme, hingegen könnte auf eine
Explikative Einfügung hindeuten.
Hingehen stellen Knoten, die mehrere Shots repräsentieren, eine Reihe
von Wiederholungen derselben Kameraeinstellung oder desselben
Hintergrundes dar. Die Knoten können durch Kanten mehrfach ver-
bunden sein (Yeung und Yeo sprechen hier von „interaction“) oder
sogar Zyklen enthalten. Diese geben Aufschluss darüber, wie sich
die Handlung entwickelt und über den Fluss des Videos. Ein Zyklus
im Graphen bedeutet, dass zwischen wenigen Kameraeinstellungen
mehrfach hin und her gewechselt wird, also von einer Shot-/Reverse-
Shot-Technik (vgl. Kapitel 5.4.527) ausgegangen werden kann. Sind zu-
sätzlich Gesichter erkennbar, könnte sogar von einer Dialog-Situation
ausgegangen werden, was das Vorliegen eines narrativen Syntagmas
nicht beweist, aber wahrscheinlicher erscheinen lässt.
Für die Implementierung des Scene-Transition-Graph wurde die
.NET-Bibliothek QuickGraph (Quickgraph-Project, 2011) verwendet.
7.8 Fazit
In diesem Kapitel wurde der Entwurf und die Entwicklung einer
Sequenz-Segmentierung auf Grundlage hierarchisch, agglomerativer
Clusteranalysen und graphentheoretischer Ansätze beschrieben. Es ist
damit ein Verfahren aus dem Bereich des Unsupervised-Learning.
Als Vorläufer des Verfahrens können die Ansätze Time-Constrained-
Clustering und Shot-Transition-Graph von M. M. Yeung und Yeo
(1996) gelten. Es wurden aber entscheidende Erweiterungen und
Verbesserungen vorgenommen. Dies betrifft die Verwendung von
26Kapitel 4.1.7: Framing-Distance, S. 158
27Kapitel 5.4.5: Shot and Reverse-Shot (Schuss und Gegenschuss), S. 246
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MPEG–7 Deskriptoren, die Nutzung der Ward-Methode als Fusio-
nierungsalgorithmus, der Entwurf einer erweiterbaren Distanzfunk-
tion, die Einführung einer Transition-Resistance als Ersatz für das
von M. M. Yeung und Yeo (1996) verwendete Zeitfenster sowie ein
gänzlich neues Verfahren zur Bestimmung geeigneter Gewichtungs-
koeffizienten mittels Logistischer Regression.
Ziel der Logistischen Regression ist es, anhand einer geringen Zahl
manuell annotierter Sequenzen und Ähnlichkeitsgruppen die Ge-
wichtungskoeffizienten der Distanzfunktion zu justieren. Die so ge-
wonnenen Gewichte sollen geeignet sein, auch für eine größere
Kollektion vergleichbarer Videos eine gute automatische Sequenz-
Segmentierung durchzuführen. Diese automatische Segmentierung
soll den aufwändigen manuellen Prozess der Annotation entschei-
dend beschleunigen.
Langfristig ist die Weiterentwicklung zur Erkennung und Markierung
spezifischer semantischer Stilmittel der nächste Schritt. Sie sollen
nicht nur die Leistung der Analyse verbessern, sondern auch für die
Nutzer hilfreiche Metadaten generieren, die das Retrieval der Medien
verbessern und einen Zusatznutzen generieren, etwa die Anzeige
erkannter Stilmittel oder die Visualisierung der komplexen inneren
Strukturen der dargestellten Handlung.
Die im folgenden Kapitel durchgeführte Evaluation wird zeigen,
inwieweit das vorgestellte Verfahren die gesetzten Ziele erreichen
kann.
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Nach der Evaluierung des Analyse-Frameworks (vgl. Kapitel 6.71)
folgt in diesem Kapitel der abschließende zweite Teil der Evalua-
tion. Hierbei wird die im vorherigen Kapitel entwickelte Sequenz-
Segmentierung anhand zweier Video-Testsets getestet und evalu-
iert.
Die Evaluierung einer Sequenz-Segmentierung gestaltet sich dabei
nicht als triviale Aufgabe. Dies beginnt bereits bei der Frage, wann
ein Ergebnis als vollständig korrekt gelten kann, da die Einteilung
von Filmen in Sequenzen oder Szenen immer auch eine Interpretation
durch den Rezipienten erfordert. So ist bereits bei der Generierung
eines Ground-Truth-Datensatzes durch intellektuelle Annotation zu
bedenken, dass eine global korrekte Lösung nicht existieren kann.
Dies schränkt auch die Vergleichbarkeit von Lösungen und Evaluati-
onsergebnissen untereinander stark ein. Del Fabro und Böszörmenyi
(2013) veröffentlichten einen umfangreichen Überblick zum State-
of-the-Art der Sequenz-Segmentierung bzw. Video-Scene-Detection. Es
war ihnen hingegen nicht möglich, einen qualitativen Vergleich der
verschiedenen Methoden durchzuführen. Auch im Rahmen dieser
Dissertation war dies nicht im Sinne einer direkten Gegenüberstellung
oder in Form einer Auswertung bezüglich einer Baseline möglich.
„It is not possible to make accurate quantitative compa-
risons of the presented algorithms, as unified datasets and
evaluation methods are unfortunately not commonly used,
1Kapitel 6.7: Evaluation, S. 352
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although they are available.“ (Del Fabro & Böszörmenyi,
2013, S. 446)
Hierfür gibt es mehrere Gründe. Die in den verschiedenen Quellen
verwendeten Evaluationsmaße sind weder einheitlich, noch sind sie
einheitlich definiert. Wie die Abbildung 8.1 (a) zeigt, verwendeten
79 Prozent aller untersuchten Veröffentlichungen Precision und Recall
oder das damit verwandte F1-Maß. Allerdings sind diese Messme-
thoden nicht optimal zur Bewertung von Sequenz-Segmentierungen.
Zudem werden sie von den verschiedenen Autoren auch nicht einheit-
lich angewendet. Weitere 13 Prozent verwendeten ein ganz eigenes
Maß.
Als zweites Problem für eine Vergleichbarkeit ist die Heterogenität der
verwendeten Testsets (vgl. Abbildung 8.1 (b)). Aus Ermangelung eines
frei verfügbaren, standardisieren Testsets erstellten 81 Prozent der
Entwickler eigene oder zweckentfremdeten existierende Testsets. Vie-
le dieser alternativen Testsets sind zum gegenwärtigen Zeitpunkt aber
nicht mehr verfügbar, weil die in den Veröffentlichungen angegeben
URLs nicht mehr erreichbar sind (z. B. MPEG–7 dataset) oder weil sie
veraltet sind (Kodak Consumer Video DB: 640x480px oder 320x240px
MPEG–1), bzw. einem sehr beschränkten Zugang unterliegen (z. B.
TRECVID dataset 2003/2005, Sound&Vision archive).
Die selbsterstellten Testsets bestehen zum größten Teil aus Filmen
oder Fernsehserien (57 Prozent, vgl. Abbildung 8.1 (c)). Obwohl es
hierbei durchaus Möglichkeiten gibt, für eine eigene Evaluierung die
jeweiligen Filme oder Serien zu beschaffen, ist die Verfügbarkeit vor
allem älteren Materials oft nicht gegeben. Zudem verwenden die
verschiedenen Autoren keineswegs die gleichen Filme oder Serien,
wodurch schon für einen Vergleich weniger Segmentierungsmetho-
den ein großes Testset benötigt wird. Erschwerend kommt hinzu, dass
in vielen Veröffentlichungen nur ungenau Angaben zu den verwende-
ten Medien gemacht werden. Kinofilme beispielsweise erscheinen in
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(a) Verwendetes Evaluationsmaß. (b) Art des Testsets.
(c) Genre der Test-Videos. (d) Quelle der Ground-Truth-Daten.
Abbildung 8.1: Statistische Angaben zu den von Del Fabro und Böszörmenyi (2013, S.
439 f.) untersuchten Methoden der Sequenz-Segmentierung.
verschiedenen Ländern in unterschiedlichen Fassungen, Spiellängen
und Frameraten, wodurch eine exakte Reproduktion des Testsets nur
schwer sichergestellt werden kann.
Ein drittes Problem ergibt sich im Zusammenhang mit der Erstel-
lung eigener Testsets. So ist für die Evaluation eine Ground-Truth
Segmentierung erforderlich, mit der die algorithmisch gefundenen
Ergebnisse verglichen werden können. Diese Vergleichsdaten wurden
in 81 Prozent der untersuchten Veröffentlichung manuell von den
Autoren erstellt (vgl. Abbildung 8.1 (d)). Diese Ground-Truth-Daten
sind in den Veröffentlichungen grundsätzlich nicht enthalten.
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Wie sich zeigt, ist es fast ausgeschlossen, einen verlässlichen Vergleich
der verschiedenen Methoden durchzuführen, da sich praktisch keine
Veröffentlichungen finden lassen, in denen sowohl dasselbe Evalua-
tionsmaß, dasselbe Testset als auch dieselben Ground-Truth-Daten
verwendet wurden. Ebenso ist dies ein Problem für die Evaluierung
des in dieser Arbeit vorgeschlagenen Verfahrens, da sich die Resul-
tate nur sehr eingeschränkt mit den Ergebnissen der untersuchten
Veröffentlichungen vergleichen lassen. Daher ist es das Ziel dieser
Evaluierung, ein möglichst objektives Evaluierungsmaß zu finden
und es auf ein Testset anzuwenden, dessen Erstellung und Herkunft
möglichst transparent und reproduzierbar dargestellt wird.
8.1 Evaluierungsmaße
Um das im Kapitel 72 vorgestellte Verfahren evaluieren zu können,
muss ein geeignetes Gütemaß bestimmt werden. In der Literatur zum
State-of-the-Art wurden verschiedene Gütemaße vorgeschlagen und
genutzt. Die wichtigesten Maße werden im Folgenden erläutert.
8.1.1 Precision/Recall
Mehr als die Hälfte der bekannten Literatur zur Sequenz-Segmentier-
ung verwendet Precision/Recall als Gütemaß. Dies mag daran liegen,
dass es eines der am häufigsten verwendeten Maße zur Bewertung
von Klassifikatoren im Information-Retrieval ist und den verschiede-
nen Autoren daher auch besonders vertraut ist. Einfach ausgedrückt
beschreibt Recall (dt. Sensitivität), wie gut eine Klassifikation alle
relevanten Ergebnisse liefert und Precision (dt. Genauigkeit) beschreibt,
wie gut ein Klassifikator nicht relevante Ergebnisse ablehnt.
Als Gütemaß für einen Klassifikator wäre das folgende Beispiel denk-
bar: Der Klassifikator untersucht ein Foto und stellt fest, ob sich sich
2Kapitel 7: Semantische Analyse und Segmentierung, S. 365
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auf dem Foto ein Ball befindet (positiv) oder nicht (negativ). Hierfür
wird ein Testset mit mehreren Fotos erzeugt, bei denen für die spätere
Auswertung bekannt ist, ob sie einen Ball enthalten (Ground-Truth).
Zunächst werden alle Fotos von dem Klassifikator beurteilt und die
Ergebnisse für die vier möglichen Kategorien gezählt:
rp = true positive
= ’Auf dem Foto ist ein Ball und es wurde als positiv klassifiziert.’
rn = true negative
= ’Auf dem Foto ist kein Ball und es wurde als negativ klassifiziert.’
fp = f alse positive
= ’Auf dem Foto ist kein Ball, aber es wurde als positiv klassifiziert.’
fn = f alse negative
= ’Auf dem Foto ist ein Ball, aber es wurde als negativ klassifiziert.’
Auf Grundlage dieser doppelten binären Einteilung (true/false und
positiv/negativ) können dann Precision und Recall berechnet wer-
den.
Precision =
rp
rp + fp
(8.1)
Recall =
rp
rp + fn
(8.2)
Im Information-Retrieval findet sich eine Anwendung für Precision
und Recall. Basierend auf einer Auszählung der Dokumente (oder
Resultate) eines Information-Retrieval-Systems und der Bewertung
der Relevanz und Anzahl der Resultate:
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Precision =
|relevante Dokumente ∩ gelieferte Dokumente|
gelieferte Dokumente
(8.3)
Recall =
|relevante Dokumente ∩ gelieferte Dokumente|
relevante Dokumente
(8.4)
In vielen Fällen beeinflussen sich Precision und Recall gegenseitig.
Eine Optimierung zur Verbesserung des Precision-Wertes führt meist
zu einer Verschlechterung des Recall-Wertes und umgekehrt. Häufig
wird daher das harmonische Mittel von Precision und Recall, F-Score
oder F1-Measure als Gütemaß genutzt. (Del Fabro & Böszörmenyi,
2013, S. 440):
F1 = 2 · Precision · RecallPrecision + Recall (8.5)
Spätestens an diesem Punkt offenbaren sich die Probleme dieses
Evaluationsmaßes. Precision und Recall und damit auch das F1-Maß
basieren auf einer binären Entscheidung, ob ein geliefertes Ergebnis
richtig oder falsch ist. Genau betrachtet trifft dies hier aber nicht
zu. Sidiropoulos, Mezaris, Kompatsiaris und Kittler (2012, S. 905)
betrachten die Segmentierung dagegen als ein Labeling- oder Zu-
ordnungsproblem, bei dem jeder der zu Beginn vorhandenen Shots
einer Sequenz nach bestimmten Regeln zugeordnet werden soll. Wie
können also Sequenzen binär als korrekt oder inkorrekt klassifiziert
werden? Nehmen wir an, eine automatische Segmentierung erkennt
eine Sequenz von 100 Shots Länge, die Ground-Truth Segmentierung
definiert aber dieselbe Sequenz mit einer Länge von 101 Shots. Die
entscheidende Frage ist, ob die Sequenz nun als falsch oder richtig
gezählt wird, weil bzw. obwohl 1 Prozent der zugehörigen Shots
fehlen.
In der relevanten Literatur wird das Problem im Allgemeinen so
gelöst, dass ein Toleranzbereich definiert wird, innerhalb dessen eine
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Sequenz-Grenze noch als akzeptabel angesehen wird. Dann werden
die vom Klassifikator gefundenen Sequenz-Grenzen mit den Grenzen
der Ground-Truth Segmentierung verglichen und ausgezählt, wie vie-
le erkannte Grenzen (innerhalb des Toleranzbereichs) richtig erkannt
wurden (true positive), nicht erkannt wurden (false negative) und
welche zu viel erkannt wurden (false positive).
Hanjalic, Lagendijk und Biemond (1999, S. 585) definierten ihr Quali-
tätsmaß auf einer ähnlichen Basis:
Q =
D
1 + F
(8.6)
mit
D ... Anzahl der richtig erkannten Sequenz-Grenzen.
F ... Anzahl der falsch erkannten Sequenz-Grenzen.
Bei Betrachtung der Literatur fällt schnell auf, dass es an einer einheit-
lichen Definition für den Toleranzbereich mangelt. Während dieser bei
Hanjalic et al. mit±4 Shots definiert ist, schweigen andere Autoren zu
der Frage, ob sie einen Toleranzbereich bei Ihrer Evaluation definiert
haben und ob dieser in Sekunden, Shots oder Frames bemessen ist.
Bei Rasheed und Shah (2005, S. 1102 f.) definieren die Autoren den
Toleranzbereich ihrer Evaluation in Sekunden und liefern hierfür
sogar eine Grafik, die Precision und Recall in Abhängigkeit zur Größe
des Toleranzbereiches darstellt (siehe Abbildung 8.2). Unschwer zu
erkennen ist, dass ihr Algorithmus bei einer geringen Toleranz sehr
schlechte Resultate liefert. Womöglich ist dies auch der Grund, warum
sie für die restliche Evaluation den Toleranzbereich auf 30 Sekunden
festlegen, also dem Wert, bei dem ihre Lösung gute Ergebnisse zu
liefern scheint. Betrachtet man zum Beispiel Nachrichtensendungen,
können 30 Sekunden eine lange Zeit sein, in denen unter Umständen
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ganze Themen oder Beiträge behandelt werden. Inwieweit ein Evalua-
tionsmaß geeignet ist, das von einem frei wählbaren Parameter derart
abhängig ist, bleibt daher fraglich.
Abbildung 8.2: Darstellung der Abhängigkeit zwischen Precision/Recall (y-Achse) und
dem gewählten Toleranzbereich in Sekunden (x-Achse) bei der Methode
von Rasheed und Shah.(Rasheed & Shah, 2005, S. 1103)
Neben dem problematischen Aspekt des Toleranzbereichs leidet die
Verwendung von Precision und Recall auf Basis von Sequenz-Grenzen
an einem weiteren Problem: Die binäre Aussage, ob eine Sequenz-
Grenze richtig oder falsch erkannt wurde, trifft keine Aussage über
die Magnitude eines erkannten Fehlers. Die Grenzen einer kurzen Se-
quenz wiegen ebenso viel wie die Grenzen einer langen Sequenz, ob-
wohl die Anzahl richtig oder falsch zugeordneter Shots sich erheblich
unterscheidet. Die gefundenen Fehler einer Sequenz-Segmentierung
wirken sich unterschiedlich stark aus. Für den Verwender einer
Sequenz-Segmentierung stellte es einen großen Unterschied dar, ob
der Klassifikator eine kurze Sequenz oder eine lange Sequenz falsch
identifiziert hat. Die Auszählung der erkannten Sequenz-Grenzen
hingegen ist nicht in der Lage, diesen Aspekt zu berücksichtigen.
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Sidiropoulos et al. (2012, S. 908) beschrieben eine weitere Methode,
wie Precision und Recall berechnet werden können, indem Shots
paarweise aus dem Resultat der Sequenz-Segmentierung und dem
Ground-Truth auf Übereinstimmung untersucht werden. Allerdings
konnten die Autoren selbst keine Quelle aus der Literatur angeben,
bei der dieses Verfahren benutzt wurde.
„Furthermore, recall, precision and the F-measure, which
are the evaluation metrics pre-dominantly used, are not
a good choice for expressing the retrieval performance
of scene segmentation approaches. The result is always
biased by the way how the retrieved scene boundaries
are regarded as correctly detected. Coverage and overflow
[77], purity [78], and the differential edit distance [66] are
metrics that are better suited for scene segmentation tasks.
These metrics do not express how many scenes are found
correctly, but how correctly scenes are detected, which
makes the algorithms better comparable. Therefore, these
metrics should be preferred over recall, precision and the
F-measure.“ (Del Fabro & Böszörmenyi, 2013, S. 445)
8.1.2 Coverage/Overflow
Vendrig und Worring (2002) kritisierten schon 2002 die Nachteile von
Precision und Recall bei der Evaluation von Sequenz-Segmentierungen:
„In literature, evaluation of segmentation results is either
left to the reader [4] or based on evaluation criteria for shot
boundary segmentation. The latter boils down to counting
false negatives and false positives [2], [6]. This approach
requires an exact, unbiased ground truth. Counting just the
amount of errors does not communicate error magnitude,
i.e., the economic impact errors have on the result. For
shots, just counting is feasible, because start and end
435
8 Evaluation der Sequenz-Segmentierung
are well defined. For LSU ground truths, this cannot be
expected. “ (Vendrig & Worring, 2002, S. 492)
Zur Lösung dieses Problems entwickelten die Autoren zwei eigene
Evaluationsmaße: Coverage und Overflow. Ziel dabei war es, ein Maß
zu finden, das nicht bewertet, ob eine Sequenz-Grenze korrekt erkannt
wurde, sondern wie korrekt. Die Coverage berechnet den Anteil der
laut Ground-Truth zusammengehören Shots, die durch einen Klassifi-
kator auch zusammen einer Sequenz zugeordnet wurden. Dazu wird
zunächst bestimmt, welche der experimentell gefundenen Sequenzen
die größte Überlappung mit einer Ground-Truth-Sequenz besitzt. Für
diese Sequenz wird dann der Anteil der korrekt zugeordneten Shots
im Verhältnis zu allen ihr zugeordneten Shots berechnet. Die Coverage
resultiert in einem Wert, der zwischen 0,0 und 1,0 liegt. Das Optimum
liegt bei 1,0 (siehe Abbildung 8.3 (a)). Die Formel wird hier gemäß
Del Fabro und Böszörmenyi (2013, S. 441) zur Berechnung für ein
ganzes Video wiedergegeben:
Coverage =
|GT|
∑
t=1
max (|Vt ∩ Si| , ..., |Vt ∩ Si+k|)
|Vt| ·
|Vt|
|V| (8.7)
GT steht hierbei für den Satz der Ground-Truth-Sequenzen, V steht
für alle Shots des Videos und Vt ist die Menge der Shots, die zur
Ground-Truth-Sequenz t gehören. Si repräsentiert die Menge der
Shots, die experimentell der Sequenz i zugeordnet wurden.
Der Overflow-Wert beschreibt den Anteil der Shots, in den zu einer
Ground-Truth-Sequenz zugeordnete experimentelle Sequenzen, die
irrtümlich einer der benachbarten Sequenzen zugeordnet wurden.
Der Wert liegt ebenfalls zwischen 0,0 und 1,0. Das Optimum liegt
bei 0,0 (siehe Abbildung 8.3 (b)). Auch hier wurde die Formel aus
Del Fabro und Böszörmenyi (2013, S. 441) übernommen.
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Overflow =
|GT|
∑
t=1
|Si \Vt| ·min (1, |Si ∩Vt|)
|Vt−1|+ |Vt+1| ·
|Vt|
|V| (8.8)
Abbildung 8.3: Beispiel für die Berechnung von Coverage (a) und Overflow (b) am
Beispiel für einzelne Sequenzen. Die jeweils zum Wert beitragenden
Shots sind grau eingefärbt.(Vendrig & Worring, 2002, S. 495)
Beide Werte können über alle Sequenzen eines Videos berechnet
und aggregiert werden, um eine Bewertung des gesamten Videos zu
erhalten. Bezogen auf ein ganzes Video geben die Werte das Verhältnis
zwischen Über- und Untersegmentierung an. Damit ist Coverage/
Overflow ein zweidimensionales Evaluationskriterium, das sehr nütz-
lich bei der Optimierung von Segmentierungs-Verfahren ist. Leider
wird es nur von wenigen Wissenschaftlern für ihre Evaluation einge-
setzt (5 Prozent laut Del Fabro und Böszörmenyi (2013, S. 441)).
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8.1.3 Purity
Ein nach Del Fabro und Böszörmenyi (2013, S. 441) zum Coverage
äquivalentes Evaluierungsmaß stellten Vinciarelli und Favre (2007)
unter dem Names Purity vor. Es basiert im Gegensatz zu den vorher
genannten nicht auf der Anzahl der Shots, sondern auf der Länge
übereinstimmender Zeitabschnitte:
Purity =
(|GT|
∑
i=1
τ(Ai)
τ(GT)
|A|
∑
j=1
τ(GTi ∩ Aj)
τ(Ai)
)
·
( |A|
∑
j=1
τ(Aj)
τ(GT)
|GT|
∑
i=1
τ(GTi ∩ Aj)
τ(Aj)
)
(8.9)
Auch hier steht GT für die Menge der Ground-Truth-Sequenzen,
A steht für die Menge der experimentell ermittelten Sequenzen.
GTi repräsentiert die i-te Ground-Truth-Sequenz und Aj die j-te
Experiment-Sequenz. τ(x) ist eine Funktion, welche die zeitliche
Dauer aller Elemente von X ermittelt. Der Purity-Wert liegt zwischen
0,0 für das schlechteste mögliche Resultat und 1,0 für eine perfekte
Übereinstimmung.
8.1.4 Differential-Edit-Distance
Mit der Differential-Edit-Distance (DED) veröffentlichten Sidiropoulos,
Mezaris, Kompatsiaris und Kittler (2012) ein neues Evaluierungsmaß
mit dem Ziel, ein unidimensionales Maß für die Bewertung von
Sequenz-Segmentierungen zu entwickeln, das zudem die mathe-
matischen Anforderungen an eine Metrik erfüllt. Wie die Autoren
nachweisen, ist es zwar möglich, Precision/Recall und Coverage/
Overflow in unidimensionale Maße auf Basis des harmonischen
Mittels zu überführen, diese Maße FPR und FCO sind aber gerade
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keine Metriken. Dies liegt unter anderem darin begründet, dass beide
ein asymmetrisches Verhalten bei der Bewertung von fehlerhaften
Sequenz-Segmentierungen am Anfang und Ende von Sequenzen auf-
weisen. Kurz gesagt, sollte eine Evaluierungsmetrik nicht unterschei-
den, ob eine gefundene Sequenz um drei Shots zu kurz oder zu lang
erkannt wurde, da der Fehler in beiden Fällen gleich groß ist. Die
Autoren weisen aber nach, dass die beiden Fälle zu unterschiedlichen
Resultaten führen und daher nicht als Metrik geeignet sind (siehe
Abbildung 8.4). Zur detaillierten Betrachtung dieses Aspekts sei auf
Sidiropoulos et al. (2012, S. 909 ff.) verwiesen.
Abbildung 8.4: Beispiel einer im Experiment falsch erkannten Sequenz-Grenze. Bei Ver-
wendung von Precision/Recall und Coverage/Overflow in den jeweils
zusammengefassten harmonischen Mitteln FPR und FCO führt ein gleich
großer Fehler bei der Segmentierung zu unterschiedlichen Bewertun-
gen, in Abhängigkeit davon in welche Richtung die Grenze verschoben
ist. Die Differential-Editing-Distanz weist keine solche Asymmetrie auf.
Der in der Abbildung angegeben DED-Wert wurde zur Herstellung
einer Vergleichbarkeit als 1− DED berechnet. (Sidiropoulos et al., 2012,
S. 909 ff.)
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Die DED geht von der Prämisse aus, dass die Aufgabe der Sequenz-
Segmentierung darin besteht, die zuvor gegebenen Shots mit den rich-
tigen Markierungen oder Labels zu versehen und somit Sequenzen
zuzuordnen. Dabei muss jeder Shot genau einer Sequenz zugeordnet
werden. Sequenzen dürfen sich nicht überlappen. Wurden zwei Shots
einer Sequenz zugeordnet, dann müssen auch alle zwischen ihnen
liegenden Shots dieser Sequenz zugeordnet werden. Die Differential-
Edit-Distance berechnet sich dann aus der Differenz zwischen der An-
zahl aller Shots minus der Anzahl der im Vergleich zum Ground-Truth
korrekt zugeordneten Shots, geteilt wiederum durch die Gesamtzahl
aller Shots. Durch diese Normierung erhält die DED einen Werte-
Bereich zwischen 0,0 (optimal) und 1,0. Zur besseren Visualisierung
und Vergleichbarkeit kann die DED auch als FDED = 1− DED an-
gegeben werden, wodurch das optimale Ergebnis dann bei 1,0 liegt.
Bildlich gesprochen gibt die DED den prozentualen Anteil aller Shots
eines Videos an, die nach der Segmentierung manuell mit einem ande-
ren Label versehen werden müssen, um das experimentelle Ergebnis
in die Zuordnung der Ground-Truth Segmentierung umzuformen,
gegeben durch die Formel Sidiropoulos et al. (2012, S. 907):
DED =
N − Nw
N
(8.10)
mit N, der Gesamtzahl aller Shots des Videos und Nw der Anzahl
der Labels, die gemäß des Ground-Truth korrekt zugeordnet wur-
den. Der vorgeschlagene Algorithmus zur Berechnung der DED ist
komplizierter als die mathematische Formel vermuten lässt, da er
die Aufstellung einer Co-Occurrence-Matrix, einer Kosten-Matrix und
die Anwendung der Ungarischen Methode (Kuhn-Munkres-Algorithmus)
vorsieht, um zunächst die optimale Zuordnung der experimentell
gefundenen Sequenzen zu den Ground-Truth-Sequenzen zu finden.
Dies stellt gleichzeitig einen besonderen Vorteil der DED-Metrik dar,
weil zu jeder Ground-Truth-Sequenz jeweils die am besten passende
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Experiment-Sequenz gefunden und für die Berechnung einbezogen
wird.
Obwohl die DED die besten Eigenschaften der untersuchten Evaluati-
onsmaße aufweist, finden sich bisher leider kaum Veröffentlichungen,
die sie ebenfalls einsetzen. Für den Kontext dieser Arbeit erscheint die
Differential-Edit-Distance dennoch die geeignete Metrik zur Evalua-
tion des vorgestellten Verfahrens zu sein, da sie Precision/Recall und
Coverage/Overflow in ihrer Aussagekraft und in ihren Eigenschaften
überlegen ist.
Auf Basis des von Sidiropoulos et al. (2012, S. 907) gegebenen Al-
gorithmus wurde die DED für die folgende Evaluation selbst imple-
mentiert. Für den Kuhn-Munkres-Algorithmus wurde die Implemen-
tierung der Autoren (Sidiropoulos, Mezaris, Kompatsiaris & Kittler,
2015) in die Programmiersprache C# übersetzt.
8.2 Testsets
Bereits in der Einleitung wurden verschiedene Probleme bei der Wahl
eines geeigneten Testsets erläutert. Dies führt zur Formulierung ver-
schiedener Anforderungen, die von einem Testset für die Evaluierung
in diesem Kapitel erfüllt werden müssen.
8.2.1 Anforderungen an das Testset
T1 Reproduziertbarkeit Um die Ergebnisse der hier durchgeführten
Evaluation mit dem State-of-Art vergleichen zu können, sollte das
Testset aus einer öffentlich verfügbaren Quelle stammen. Wünschens-
wert ist ein international standardisiertes Testset, das auch anderen
Wissenschaftlern über Jahre hinweg zur Verfügung steht. Alternativ
können international verfügbare Werke zum Einsatz kommen, wie
zum Beispiel Kinofilme oder Serien.
441
8 Evaluation der Sequenz-Segmentierung
T2 Inhaltliche Eignung Inhaltlich muss das Testset auf Werke und
Videos beschränkt sein, die einen narrativen Charakter aufweisen.
Überwachungsvideos und Zufallsaufnahmen sowie Videoclips sind
für die hiermit zu testende Sequenz-Segmentierung ungeeignet. Glei-
ches gilt für Material, das nicht oder kaum nach den üblichen Stan-
dards der Film- und Fernsehbranche produziert wurde. Dies bezieht
sich insbesondere auf die Farb-, Kontrast und Auflösungsqualität des
Materials, aber auch auf die Beachtung der Stilmittel der Montage.
Sowohl Qualität als auch Stilmittel sind wichtige Bestandteile der ver-
wendeten Methoden und daher Voraussetzung für ein Funktionieren
der Sequenz-Segmentierung.
Soweit möglich, sollte auf Test-Videos verzichtet werden, die primär
aus dem Bereich Nachrichtensendungen, Werbung und Sportüber-
tragungen stammen. Diese Genres sind wenig geeignet, um von
der hier entwickelten Sequenz-Segmentierung profitieren zu können,
da sie darauf ausgelegt ist, szenenartige Handlungsabschnitte zu
segmentieren. Nachrichtensendungen können eingeschränkt geeignet
sein, führen aber zu Fehlerkennungen, wenn sie hauptsächlich aus
Beiträgen bestehen, die nur durch einen akustischen Kommentar aus
dem Off verbunden sind. Besonders geeignet sind hingegen Kinofilme
und TV-Serien mit wechselnden Handlungsorten und Charakteren.
T3 Technische Eignung Das Testset muss aus digitalen Videodaten
bestehen, die mit dem MPEG–4 AVC Codec encodiert wurden und
sich in einem MP4-Container befinden. Ihre Auflösung sollte den
heute üblichen Fernsehstandards PAL, 720p oder 1080p entsprechen,
nicht interlaced sein und eine einheitliche Framerate besitzen. Ge-
gebenenfalls ist eine Transcodierung der Test-Videos vorzunehmen.
Schwarzweiß-Filme sind grundsätzlich nicht geeignet, ebenso wie
Videos, deren Auflösung weniger als halbe PAL-Auflösung beträgt
oder die durch eine Transcodierung starke Kompressionsartefakte
erleiden würden.
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T4 Ground-Truth-Daten Wünschenswert ist ein Testset, das be-
reits mit einer einheitlichen Shot-Boundary-Detection annotiert wur-
de oder sogar über standardisierte Ground-Truth-Daten verfügt.
Zwar steht im Rahmen des Nexus-Frameworks eine Shot-Boundary-
Detection zur Verfügung, dies erschwert allerdings die Vergleichbar-
keit mit dem State-of-the-Art.
8.2.2 Auswahl des Testsets
Die in der Einleitung beschriebene Probleme bezüglich der Verfüg-
barkeit von standardisierten Testsets haben sich seit dem Survey von
8.1 im Wesentlichen nicht geändert. Die in der Literatur verwendeten
Testsets bestehen aus jeweils selbst zusammengestellten und annotier-
ten Kinofilmen oder einzelnen Serienfolgen. Häufig handelt es sich
dabei um zeitgenössische Werke, die mittlerweile auch als DVD kaum
noch verfügbar sind. Soweit Standard-Test-Sets verwendet wurden,
sind diese nicht mehr verfügbar oder entsprechen nicht den Anforde-
rungen.
Daher erfolgt die Evaluierung anhand zweier Kollektionen. Hiermit
wird versucht, eine möglichst reproduzierbare Basis für die Evalua-
tion bereitzustellen. Kollektion A umfasst eine zufällige Auswahl
von Episoden einer Fernsehserie und entstammt einem aktuellen
standardisierten TRECVID Testset. Dies stellt die Verfügbarkeit der
verwendeten Videos für mehrere Jahre sicher. Kollektion B wurde aus
mehreren internationalen Kinofilmen und Serien-Episoden zusam-
mengestellt. Es handelt sich um allgemein bekannte Werke, wodurch
wiederum die Reproduzierbarkeit sichergestellt werden soll.
Kollektion A Die Kollektion A ist ein standardisiertes Testset zur
Evaluation von Information-Retrieval-Systemen. Es wird vom Na-
tional Institute of Standards and Technology (NIST) der U.S. Re-
gierung zur Verfügung gestellt. Normalerweise wird das Testset
innerhalb der Evaluierungskampagne TRECVID (Smeaton, Over &
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Kraaij, 2006)GAwad2016 im Teilbereich Instance Search verwendet.
Bei dem originalen Testset (Corporation, 2013) handelt es sich um
244 sogenannte Omnibus-Episoden (Wochenzusammenschnitte ohne
Werbepausen) der BBC TV-Serie EastEnders. Das Testset enthält eine
master shot reference, die eine Shot-Segmentierung bereitstellt, was die
Reproduzierbarkeit der hier vorgesehenen Evaluation erleichtert.
Die Serie EastEnders ist eine klassische Soap-Opera in englischer Spra-
che, die täglich auf BBC ausgestrahlt wird. Es werden die Geschichten
mehrerer fiktiver Personen und Familien erzählt, die in einem Stadtteil
von London leben. Sowohl Innen- und Außenaufnahmen entstehen
in künstlichen Filmbauten. Der Produktionsstil ist professionell, aber
auf schnelle Produktion ausgelegt. Daher werden fast ausschließlich
Straight-Cuts und fast keine Transitionen eingesetzt. Jeder Hand-
lungsort besitzt eine deutlich unterscheidbare Gestaltung. Teilweise
enthalten die Videos am Anfang und Ende Programmhinweise und
Werbung.
Da keine Metadaten zu einer Szenen- oder Sequenz-Segmentierung
dem Testset beigefügt sind, wurden die benötigten Ground-Truth-
Daten durch intellektuelle Annotation eigens angefertigt. Aufgrund
des enormen Zeitaufwands war es nicht möglich, alle Videos zu
annotieren. Stattdessen wurde das Testset für die Kollektion A auf
zehn willkürlich ausgewählte Videos beschränkt. Hiervon dient ein
Video dem Training der Algorithmen. Es handelt sich dabei um das so-
genannte shot0, welches auch im Rahmen der TRECVID-Evaluierung
für das Training reserviert ist. Somit entspricht das Vorgehen hier den
Richtlinien, die auch für eine Teilnahme am TRECVID-Wettbewerb
gelten. Die restlichen neuen Videodateien dienen ausschließlich der
Evaluierung.
Die Kollektion A besteht damit aus 9 + 1 Videos mit einem Ge-
samtumfang von 1129 Min. und 20.946 Shots. Um die Homogenität
der Kollektion sicherzustellen, wurden im Rahmen der Ground-
Truth-Annotation die Programmhinweise und die Werbung entfernt.
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Hierdurch reduziert sich der Umfang um 308 Shots, die bei der Eva-
luierung nicht berücksichtigt werden, auf 20.638 Shots (vgl. Tabelle
8.1).
Tabelle 8.1: Daten zur Test-Kollektion A.
Kollektion B Die Kollektion B besteht aus einer Auswahl von Kino-
filmen und einer TV-Serie. Sie ist in ihrem Umfang halb so groß wie
Kollektion A. Im Gegensatz zur Kollektion A wurden die Algorithmen
und Gewichtungen nicht speziell auf die Videos in dieser Kollektion
optimiert. Hiermit soll die Übertragbarkeit der gefundenen Lösung
auf andere Genres und Formen audiovisueller Medien geprüft wer-
den.
Dazu wurden verschiedene internationale Kinofilme der letzten vier
Jahrzehnte ausgewählt und in ein für die Analyse geeignetes Format
transcodiert. Die Filme entsprechen in ihrer Art dem Standard des
Hollywood-Kinos, entstammen verschiedenen Genres und wurden
von bekannten Regisseuren wie Stanley Kubrick, David Fincher,
Quentin Tarantino, Ron Howard und Martin Campbell produziert.
Die Filme sind im Allgemeinen sehr bekannt und voraussichtlich noch
für längere Zeit in Videotheken verfügbar.
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Im Gegensatz zur Kollektion A sind die Videos dieses Testsets sehr
aufwendig produzierte Werke, die eine deutlich höhere Vielfalt von
audiovisuellen Stilmitteln und Stilmitteln der Montage aufweisen.
Auch die verwendeten Transitionen sind vielfältiger. Wie bei Kino-
filmen üblich, weist die Formalspannung eine größere Volatilität auf.
In Actionfilmen wie Golden Eye dominieren an vielen Stellen schnelle
Straight-Cuts, während Kubrick gerade in A Clockwork Orange die für
seinen Stil typischen sehr langen Shots und Plansequenzen einsetzt.
Da diese Kollektion eigens für die Evaluation zusammengestellt
wurde, ist sie nicht standardisiert. Sie verfügt von sich aus weder
über Annotationen zu den vorhanden Shots, noch zu den Sequenzen
oder Szenen. Daher kommt hier die Shot-Boundary-Detection zum
Einsatz, die im Nexus-Framework zur Verfügung steht. Die Ground-
Truth-Daten der Sequenzen wurden ebenso wie bei Kollektion A
intellektuell annotiert. Die Kollektion umfasst fünf Videos mit einer
Gesamtlänge von 611 Minuten und 6.202 Shots (vgl. Tabelle 8.2).
Tabelle 8.2: Daten zur Test-Kollektion B.
8.2.3 Ground-Truth
Für beide Kollektionen wurden die für die Evaluation benötigten
Ground-Truth-Daten manuell erzeugt. Hierzu wurden bei Kollektion
A die Daten der mitgelieferten TRECVID Master-Shot-Reference und
bei Kollektion B die Resultate der Shot-Boundary-Detection ausge-
wertet und für jeden Shot ein bis fünf Keyframes extrahiert.
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Vier Experten mit Kenntnissen in der Produktion von Videos, Vi-
deoschnitt und Kameraführung wurden gebeten, die extrahierten
Keyframes in Ordner zu sortieren, die (je nach Detailgrad der An-
notation) Ähnlichkeitsgruppen oder Sequenzen entsprechen. Häufig
ist dabei die Zuordnung, zu welcher Gruppe oder Sequenz ein
Shot gehört, auch für einen Menschen nicht mit absoluter Sicherheit
möglich. Die Frage, ab wann ein Szenenwechsel erfolgt, ist stark
von der Interpretation des Einzelnen abhängig. Genau aus diesem
Grund wurde im Rahmen dieser Arbeit bewusst der Begriff Szene
vermieden.
Um ein Beispiel zu nennen: Der Film Golden Eye beginnt damit,
dass sich der Hauptcharakter (James Bond) von einem Staudamm
abseilt, in eine russische Basis eindringt. Dort wird er von Soldaten
gestellt. Ihm gelingt es dennoch, eine Bombe zu platzieren und sich
den Weg nach draußen freizukämpfen, wo er mit einem Flugzeug
entkommt. Erst dann beginnt das Intro des Films. Wie viele Sequenzen
beinhaltet nun der Abschnitt? Beginnt jedes Mal eine neue Sequenz,
wenn ein neuer Ort betreten wird? Oder bestimmt die Handlung den
Beginn einer Sequenz: Eindringen -> Entdeckung und Dialog mit
dem Gegner -> Kampf und Flucht. Oder ist alles zusammen bis zum
Intro nicht eigentlich eine Szene und damit auch eine Sequenz?
Ein anderes Beispiel findet sich in einer Episode von EastEnders. Hier
gibt es einen Straßenmarkt mit verschiedenen Ständen. Mehrere der
Figuren der Serie können gleichzeitig an diesem Ort sein, aber sie
befinden sich an verschiedenen Stellen des Marktes. Die verschie-
denen Figuren interagieren in mehreren Gruppen und es werden
parallel mehrere Handlungen erzählt. Teilweise geschieht dabei der
Wechsel fließend, auch ohne einen Shot-Wechsel. Insgesamt hat ein
solcher Abschnitt eher den Charakter eines Long-Takes bzw. einer
Plansequenz.
Bei der Ground-Truth-Annotation kommt es häufig zu Situationen,
in denen eine definitive Festlegung schwierig ist oder zumindest
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einer gemeinsamen Strategie der Experten bedarf. Aus diesem Grund
arbeiteten die vier Experten jeweils im Tandem, um zu kooperieren
und bei Unsicherheiten eine zweite Meinung einholen zu können.
Dennoch müssen die erzeugten Ground-Truth-Daten als mit einer
erheblichen Unschärfe behaftet gesehen werden.
Nach der manuellen Zuordnung der Keyframes zu den jeweiligen
Ähnlichkeitsgruppen und Sequenzen, wurden die Ordner mit ei-
nem Programm eingelesen und die Zuordnungen in der Datenbank
gespeichert. Die Anzahl der von den Experten jeweils gefundenen
Sequenzen ist in den Tabellen 8.1 und 8.2 angegeben.
Insgesamt wäre ein deutlich größeres Testset für die Evaluation
wünschenswert. Da die Ground-Truth-Daten aber manuell hierfür
angefertigt werden mussten, ist dies nicht in einem zu vertretenden
Rahmen möglich. Die manuelle Annotation der Videos in Kollektion
A benötigt etwa einen Zeitaufwand in doppelter bis dreifacher Lauf-
zeit eines Videos. In Kollektion B liegt der Zeitbedarf durch die in
Filmen häufig geringere Formalspannung bei etwa der einfachen bis
eineinhalbfachen Laufzeit. Damit beträgt der geschätzte Zeitaufwand
für die Annotation der Ground-Truth-Daten etwa 70 Arbeitsstunden,
sofern jedes Video von einer Person im Alleingang annotiert wird.
Aufgrund der Eintönigkeit dieser Arbeit und der benötigten hohen
Konzentration bei der Durchführung dauerte die gesamte Annotation
mehr als fünf Wochen. Das Trainings-Video musste bis hinunter auf
Ebene der Ähnlichkeitsgruppen annotiert werden und erforderte die
Arbeit von mehreren Tagen.
8.3 Durchführung
Die Evaluation der Sequenz-Segmentierung erfolgte unter Nutzung
des Analyse-Workflows des Nexus-Frameworks und der Verarbei-
tungsstufen der Sequenz-Segmentierung, wie sie in den Kapiteln
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Kapitel 6.33 und Kapitel 7.14 eingehend beschrieben sind. Da es sich
bei beiden Kollektionen um digitale Videodateien handelt, war der
Ingest von Videokassetten nicht erforderlich. Es erfolgte bei Kollektion
A nur eine Transcodierung in ein geeignetes Videoformat unter Um-
wandlung der Videos in ein progressives nicht-anamorphes Format
mit konstanter Framerate von 25 FPS. Die Videos aus Kollektion B
lagen im Original als DVD- oder BluRay-Medien vor. Sie wurden von
ihren Medien extrahiert und ebenfalls in ein einheitliches progressives
nicht-anamorphes Videoformat mit 25 FPS umgewandelt. Filme in
HD-Auflösung wurden dabei auf PAL-Auflösung reduziert.
Anschließend wurden die im Kapitel 7.15 beschriebenen Schritte der
Vorverarbeitung durchlaufen. Bei Kollektion A wurde hingegen auf
den Schritt A.1 Shot-Boundary-Detection verzichtet, da dieses Testset
bereits über standardisierte Metadaten zu den Shot-Grenzen verfügt.
Diese Metadaten wurden in das gleiche Datenformat, welches die
Shot-Boundary-Detection verwendet, überführt und in der Datenbank
gespeichert.
Für die Evaluation wurden die Algorithmen des Hauptverfahrens
der Sequenz-Segmentierung so modifiziert, dass sie in jeder Iteration
zusätzliche Daten protokollierten, die für die Evaluation genutzt
werden können. Um dies zu ermöglichen, wurden beim Laden der
Deskriptoren zusätzlich die Ergebnisse der Ground-Truth-Annotation
für jedes Video geladen und Unterprogramme erstellt, die jeweils
eine direkte Bewertung des aktuellen Zustands der Analyse mit den
vorliegenden Ground-Truth-Daten erlauben. Hierzu wurde in jeder
fünften Iteration zusätzlich ein Scene-Transition-Graph berechnet, um
die benötigten Daten berechnen zu können. Diese Daten umfassen die
aktuellen Werte zu DED, Coverage, Overflow, Precision und Recall so-
wie statistische Daten zur aktuellen Anzahl der vorhandenen Cluster,
3Kapitel 6.3: Systementwurf, S. 286
4Kapitel 7.1: Ansatz und Entwurf, S. 366
5Kapitel 7.1: Ansatz und Entwurf, S. 366
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Ähnlichkeitsgruppen, Sequenzen, minimale Distanz und Verteilung
der Cluster. Aus diesem Grund sind die Durchlaufzeiten der Analyse
während der Evaluierung um Faktor zwei bis drei länger als in einem
normalen Analysedurchlauf. Da für die Evaluation die Generierung
von Subgraphen unerheblich ist, wurden keine Schritte zur Nach-
verarbeitung der Resultate vorgenommen, sondern stattdessen die
protokollierten Evaluationsergebnisse ausgegeben.
Tabelle 8.3: Gewichtungen der Diskriptoren für die hierarchisch, agglomerative Clus-
teranalyse in den Phasen 1.1 und 1.3 während der Evaluation.
Als Gewichtungsfaktoren für die Schritte B.1 Similarity-Clustering und
B.3 Sequence-Concentration wurden die in Tabelle 8.3 angegeben Werte
verwendet. Sie wurden zuvor unter Verwendung des Videos shot0
der Kollektion A experimentell, wie im Kapitel 7.66 beschrieben,
unter Nutzung einer Logistischen Regression ermittelt und sind damit
speziell auf das Trainings-Video optimiert.
Bei den mittels Logistischer Regression (vgl. Kapitel 7.6.27) ermit-
telten Faktoren fällt auf, dass beim Similarity-Clustering, welches
den Hauptteil des Algorithmus bestimmt, die Deskriptoren CLD
und SCD nahezu gleich gewichtet sind. Der EHD hingegen ist etwa
um den Faktor zehn stärker gewichtet. Die Koeffizienten für DCD
und TRD haben deutlich abweichende Werte. Dies liegt aber primär
6Kapitel 7.6: Distanzfunktion und Abbruchkriterium, S. 400
7Kapitel 7.6.2: Logistische Regression, S. 404
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darin begründet, dass die Wertebereiche der beiden Distanzen sich
besonders stark von den anderen Deskriptor-Distanzen unterscheiden
und dies hierdurch kompensiert wird.
8.4 Resultate und Auswertung
Die Laufzeit der vollständigen Analyse eines 120 Minuten langen
Videos dauert auf einem Computer mit Intel XEON Quad-Core E3–
1241v3 mit 3,5 GHz SSD und 16 GB RAM etwa 20–30 Minuten,
abhängig von der Anzahl der Keyframes. Auf älteren System wie
einem Dual-Quad-Core E5450 mit 3,5 GHz HDD und 16 GB RAM
beträgt die Laufzeit etwa 35–50 Minuten. Hierbei ist der Zeitauf-
wand für die Shot-Boundary-Detection, die Extraktion der Keyfra-
mes und die Berechnung der Deskriptoren in der Vorverarbeitung
nicht inbegriffen. Diese Schritte erfolgen gemäß dem Workflow im
Nexus-Framework vorher. Der Algorithmus läuft damit in mehrfacher
Echtzeit. Die Evaluationsdurchläufe dauern mit über zehn Stunden je
Video erheblich länger, da dort in jeder Iteration das vollständige Re-
sultat berechnet und protokolliert werden muss. Dies ist insbesondere
der verwendeten Implementierung des Kuhn-Munkres-Algorithmus
geschuldet, der für die Berechnung des DED-Wertes erforderlich ist.
Die numerischen Resultate der einzelnen Videos sind in den Tabellen
E.14 und E.15 für die Metriken Coverage/Overflow und Differential-
Edit-Distance angegeben, wobei für diese Evaluation letzte im Mit-
telpunkt steht. Für jedes Video sind dabei die Resultate der drei
Phasen vermerkt: Master-Shot-Reference bzw. Shot-Detection (vor Be-
ginn der Analyse), Similarity-Clustering (nach Verarbeitungsschritt
B.1) und Sequence-Concentration (nach Schritt B.3). Der Schritt B.2
Scene-Transition-Graph ist nicht gesondert aufgeführt, da sie für die
Berechnung der Resultate jedes Mal ausgeführt werden muss, also
immer enthalten ist. Für jede Phase sind der Zeitpunkt der Messung
als Nummer der Iteration angegeben sowie die Anzahl der zu diesem
Zeitpunkt noch vorhandenen Sequenzen und die Distanz, bei der
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die Berechnung abgebrochen wurde. Bei DED und Overflow sind
möglichst niedrige Werte angestrebt, bei Coverage möglichst hohe
Werte.
Wie sich auch anhand der Whisker-Plots in Abbildung 8.5 und 8.6
ablesen lässt, senkt eine Shot-Boundary-Detection im Vergleich zu
einem nicht segmentierten Video die DED nur im Durchschnitt um
0,065, in einem Fall um 0,103. Der Hauptanteil der Verminderung des
DED-Wertes erfolgt während des Similarity-Clusterings. Die Anzahl
der noch falsch zugeordneten Shots wird in dieser Phase im Mittel um
0,627 vermindert. Die anschließende Sequence-Concentration dient
als Optimierung der Zwischenergebnisse und soll die Anzahl kleiner
Teilsequenzen verringern. Sie bleibt hierbei hinter den Erwartungen
zurück. Dennoch leistet sie im Mittel einen Beitrag von 0,019, in einem
Fällen sogar 0,056.
Wie Abbildung 8.7 und 8.8 zeigt, sind die DED-Werte der Kollektion
B im Mittel 0,053 Prozentpunkte höher als bei Kollektion A (0,043
wenn shot0 nicht berücksichtigt wird), beim Film GoldenEye sogar
0,108 höher als das schlechtesten Resultat aus Kollektion A. Insgesamt
beträgt die mittlere DED in Kollektion A 0,272, in Kollektion B 0,325
und in beiden Kollektionen zusammen 0,290.
Entfernt man das Trainingsvideo shot0 aus der Kollektion A erhöht
sich die DED um 0,03). Anders ausgedrückt müssten noch 31 Prozent
aller Shots manuell umsortiert und einer anderen Sequenz zugeordnet
werden, um die Segmentierung in ihre optimale Form (Ground-Truth)
umgewandelt zu werden. Einem Menschen, der die Annotation aller
fünfzehn Videos mit ihren 26.840 Shots durchführen soll, erspart die
hier untersuchte Lösung damit 71 Prozent der Arbeit bzw. 19.056
manuelle Sortieroperationen.
Betrachtet man die DED-Werte über den Verlauf der Analyse, wie
in den Abbildungen 8.9 am Beispiel des Videos shot11 dargestellt,
lassen sich die Charakteristiken der drei Phasen erkennen. Der Graph
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beginnt durch die vorgegebene Master-Shot-Reference mit einer DED
von 0,933. Im Verlauf der Analyse werden in jeder Iteration zwei
Sequenzen verschmolzen. Hierdurch steigt die minimale Distanz, die
in jeder Iteration gefunden werden kann, stetig an.
Im konkreten Beispiel kommt es an fünf Stellen dazu, dass durch
eine Verschmelzung die nächste minimale Distanz für eine Iteration
drastisch absinkt (Ausreißer in der blauen Kurve). Die verschmolze-
nen Sequenzen hatten also erst zusammengenommen eine geringe
Distanz-Bewertung zu einem ihrer Nachbarn erhalten. Diese Distanz
wurde in der folgenden Iteration für eine erneute Verschmelzung
selektiert, weswegen die Ausreißer nur für einen Analyse-Zyklus
Bestand hatten.
Der Abschluss des Similarity-Clusterings ist an dem letzten und
stärksten Abfall der Distanz bis auf null zu erkennen. An diesem
Punkt hatte die minimale Distanz im Similarity-Clustering ihren
eingestellten Grenzwert in der Nähe von 0,5 erreicht.
Mit Initialisierung der Sequence-Concentration wurde die Distanz auf
null zurückgesetzt und im Folgenden wieder nach einer minimalen
Distanz (diesmal mit veränderten Gewichtungskoeffizienten und an-
derem Algorithmus) gesucht. Im Verlauf der Sequence-Concentration
steigt die Distanz nicht mehr graduell, sondern sprunghaft an. Dies
liegt daran, dass hier nicht mehr Ähnlichkeitsgruppen, sondern ganze
Sequenzen verschmolzen werden.
Zur besseren Beurteilung der einzelnen Resultate wurden die jeweils
erreichten DED-Werte in der Abbildung 8.10 von 1,0 subtrahiert. Da-
durch können die Werte visuell besser als Säulen dargestellt werden.
Größere Säulen stehen hier folglich für bessere Resultate. Die Säulen
wurden zudem absteigend angeordnet.
Hierbei fällt auf, dass das Trainings-Video, obwohl es für die Bestim-
mung der Gewichtungskoeffizenten und Grenzwerte genutzt wurde,
nicht das beste Resultat aufweist. Die Videos shot11 und shot5 wurden
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Abbildung 8.5: Ergebnisse der Differential-Edit-Distance (DED) getrennt nach ihren
Beiträgen in den drei Analyse-Phasen.
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Abbildung 8.6: Den mit Abstand größten Anteil an der Verringerung der Differential-
Edit-Distance hat das Similarity-Clustering.
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Abbildung 8.7: Ergebnisse der Differential-Edit-Distance (DED) der einzelnen Kollekti-
on A als Whisker-Plot. Berechnung ohne Trainingsvideo shot0.
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Abbildung 8.8: Ergebnisse der Differential-Edit-Distance (DED) der einzelnen Kollekti-
on A als Whisker-Plot. Berechnung mit Trainingsvideo.
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Abbildung 8.9: Verlauf von DED und Distance am Beispiel des Videos shot11. Der kurze
Abfall der Distance auf null kurz vor Ende der Analyse markiert den
Übergang zur Sequence-Concentration.
sogar etwas besser segmentiert. Auch dies deutet auf eine Übertrag-
barkeit der gefundenen Parameter auf andere Videos des EastEnders-
Korpus oder Daily-Soap-Operas hin.
Hierdurch lässt sich zeigen, dass sich die gewählte Methode und
die mit dem Trainings-Video gefundenen Gewichtungskoeffizienten
gut auf die anderen Videos der Kollektion übertagen lassen und die
Analyse vermutlich ähnliche Resultate bei den restlichen Videos des
TRECVID-Korpus erreicht.
Die Abbildung offenbaren aber auch, dass insbesondere Action-Filme
wie GoldenEye nur schlecht mit den verwendeten Gewichtungsko-
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Abbildung 8.10: Resultate der Sequenz-Segmentierung für die Kollektionen A (blau)
und B (grün), geordnet nach ihrem Evaluationsergebnis. Zur besseren
Visualisierung erfolgt die Darstellung mit dem Wert 1-DED (Optimum:
1,0).
effizienten bzw. Methoden segmentiert werden können. Dies liegt
wiederum auch daran, dass weite Teile der Handlung aus schnell
geschnittenen Shots mit schnell wechselnden Hintergründen beste-
hen, bei denen Ähnlichkeitsanalysen auf visueller Basis nicht so gut
funktionierten.
Gleichzeitig zeigen die grün eingefärbten Säulen der Kollektion B,
dass einige Videos durchaus Resultate im Mittelfeld erreichen. Die
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Segmentierungsmethode und die Parameter sind also grundsätzlich
auch auf Kinofilme und Videos aus ganz anderen Genres einge-
schränkt übertragbar.
Es ist zu erwarten, dass für die jeweiligen Videos angepasste Deskriptor-
Koeffizenten bei unverändertem Algorithmus zu deutlich besseren
Resultaten führen würden. Die Analyse-Methode selbst müsste hier
hierfür nicht grundsätzlich verändert werden, da auch die Videos
der Kollektion B eine vergleichbare Charakteristik im Analyseablauf
zeigen.
In Abbildung 8.11 sind die Säulen der Videos gestaffelt nach ihren
DED-Werten zu den drei Messzeitpunkten dargestellt. Nur die Vi-
deos shot4 und shot9 konnten deutlich von der Vorsegmentierung
durch die mitgelieferte Master-Shot-Reference profitieren. Die Videos
shot5, shot6 und shot11 sprachen besonders gut auf die Sequence-
Concentration an und erzielten gleichzeitig gute Gesamtergebnisse.
Die lässt vermuten, dass eine Optimierung dieser Analyse-Phase zu
einer Verbesserung der Gesamtleistung der Sequenz-Segmentierung
führen kann.
Darüber hinaus fällt auf, dass die Videos shot10 und A Clockwork
Orange überdurchschnittlich von der Sequence-Concentratition pro-
fitieren. Hieran lässt sich möglichwerweise die Charakteristik der
Videos erkennen. Die Berechnung des Scene-Transition-Graph vor
Beginn der Sequence-Concentration sorgt dafür, dass die ineinander
verschachtelten Shot-/Reverse-Shot-Elemente zu einer Sequenz ver-
schmolzen werden.
Finden sich diese Elemente besonders häufig in einem Video, blei-
ben in der Sequence-Concentration nur noch wenige Sequenzen
die verschmolzen werden können. Eine wirkungsvollere Sequence-
Concentration deutet folglich darauf hin, dass an dem gleichen Hand-
lungsort mehrere Abschnitte zu finden sind, die nicht vollständig
ineinander verschränkt montiert wurden. Die Sequenzen bestehen
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Abbildung 8.11: Resultate der Sequenz-Segmentierung für die Kollektionen A
(blau/orange) und B (grün) als gestaffelte Säulen, mit den Stufen: Nach
der Shot-Boundary-Detection (grau), nach dem Similarity-Clustering
(mitte) und am Ende der Analyse nach der Sequence-Concentration
(rot).
also häufig nicht nur aus jeweils einem großen Dialog. Insbesondere
bei Kubricks A Clockwork Orange finden sich viele Sequenzen, die
zwar nicht primär aus Dialogen bestehen, dafür aber lange am selben
Handlungsort stattfinden.
Wie die Tabelle 8.4 und die Abbildung 8.12 zeigen, wurden vom
Segmentierungsalgorithmus mehr Sequenzen gefunden als von den
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Tabelle 8.4: Vergleich der Anzahl gefundener Sequenzen mit dem Ground-Truth.
menschlichen Experten. Es liegt also eine gewisse Übersegmentierung
vor. Eine längere Ausführungsdauer, über die angegebenen Grenz-
werte hinweg, würde die Anzahl der Sequenzen reduzieren. Dabei
würden jedoch immer mehr fehlerhafte Verschmelzungen durchge-
führt, wodurch sich die DED sehr schnell verschlechtern würde.
Eine andere Möglichkeit Über- und Untersegmentierung (vgl. Kapitel
2.4.1.28) zu untersuchen, ist die Analyse mittels Coverage (Optimum
bei 1,0) und Overflow (Optimum bei 0,0). Die Abbildung 8.15 stellt für
beide Kollektionen diese Werte gegenüber. Hierbei wurde bei (a) und
(b) der Overflow-Wert wiederum von 1,0 subtrahiert, um eine klarere
Visualisierung durch Säulendiagramme zu ermöglichen. Zusätzlich
wurden Coverage und Overflow in den Abbildungen 8.13 und 8.14
als Whisker-Plots dargestellt und in Abbildung 8.16 durch ein XY-
8Kapitel 2.4.1.2: Anomalien und Einschränkungen, S. 38
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Abbildung 8.12: Diagramm zur Anzahl gefundener und erwarteter Sequenzen. Punkte
oberhalb der Ideallinie (orange) deuten auf zu starke Segmentierung
hin, Punkte darunter bedeuten eine zu schwache Segmentierung.
Diagramm gegeneinander aufgetragen Hierdurch lässt sich erkennen,
dass die erreichten Ergebnisse über beide Kollektionen hinweg stabil
sind.
Auch hier zeigt sich, dass das Video GoldenEye gegenüber den anderen
Videos abfällt. Aus den Abbildungen 8.13 und 8.14 ist ersichtlich, dass
der Wert für Coverage im Mittel bei 70,9 Prozent liegt (für Kollektion
A 76,9 Prozent und bei Kollektion B 67,5 Prozent). Wird auch hier das
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Trainingsvideo aus der Berechnung eliminiert ergeben sich folgende
Werte: Kollektion A 72,3 Prozent und Gesamt 70,6 Prozent.) Der Grad
der Übersegmentierung ist damit relativ gering.
Signifikant besser sind sogar die Werte für Overflow, die eine Aussage
über den Grad der Untersegmentierung der Resultate zulassen. Der
Overflow liegt im Mittel bei 9,4 Prozent (8 Prozent bei Kollektion A
und 12 Prozent bei Kollektion B). Diese Ergebnisse unterstützen die
aus Abbildung 8.12 abgeleitete Aussage über den Grad der Über- bzw.
Untersegmentierung.
Je nach Nutzungskontext ist aber eine Übersegmentierung im Allge-
meinen weniger problematisch als ein Untersegmentierung, also zu
rigoroses Zusammenfassen von Shots, die nicht zusammengehören.
Beim Einsatz eines Retrieval-Systems gelingt es leichter, eine kurze
Sequenz zu indexieren als eine lange Sequenz mit vielen visuellen
Variationen. In diesem Fall würde das Ergebnis einer Suchanfrage mit
einer größeren Anzahl gefundener Dokumente bzw. Videosequenzen
beantwortet.
Bereits bei den Evaluierungsmaßen wurde erwähnt, dass Precision/
Recall das bevorzugte Maß bei vielen Autoren des State-of-Art ist. Es
wurde aber auch dargelegt, warum dieses Maß keine optimale Wahl
für eine Evaluation in diesem Forschungsfeld ist. Zur Herstellung
einer Vergleichsbasis und der Vollständigkeit halber sind die Evaluati-
onsergebnisse in den Tabellen E.16 und E.17 für die Kollektion A und
in den Tabellen E.18 (a) und (b) verzeichnet. Die Werte für Precision,
Recall und F1-Maß sind dabei jeweils für mehrere Toleranzbereichte
zwischen 0 Sekunden und 60 Sekunden, bzw. zwischen 0 und 15 Shots
angegeben.
Die Ergebnisse für Precision/Recall liegen bei Kollektion A im Mittel
bei 46,5/42,5 Prozent und für Kollektion B im Mittel bei 38,0/28,1
Prozent, wenn kein Toleranzbereich definiert ist. Die Mittelwerte
steigen auf bis zu 71,3/67,9 Prozent bzw. 68,9/50,4 Prozent, wenn die
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Abbildung 8.13: Die Coverage- und Overflow-Werte beider Kollektionen dargestellt als
Whisker-Plots ohne Einberechnung des Trainingsvideos.
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Abbildung 8.14: Die Coverage- und Overflow-Werte beider Kollektionen dargestellt als
Whisker-Plots mit Trainingsvideo.
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(a) Säulendiagramm für Coverage und Overflow bei Kollektion A.
(b) Säulendiagramm für Coverage und
Overflow bei Kollektion B.
Abbildung 8.15: Die Coverage- und Overflow-Werte der gefundenen Lösungen sind für
beide Kollektionen getrennt in (a) und (b) dargestellt.
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Abbildung 8.16: XY-Diagramm der Resultate beider Kollektionen. Das Optimum der
kombinierten Coverage- und Overflow-Werte liegt in der oberen rech-
ten Ecke.
gesuchte Sequenzgrenze um bis zu 60 Sekunden verschoben sein darf.
Für beide Kollektionen ergeben sich damit je nach Toleranzbereich im
Mittel Precision-Werte von 43,7 - 70,5 Prozent und Recall-Werte von
37,7 - 62,0 Prozent. Hierbei wurde jeweils das Trainingsvideo in die
Berechnung einbezogen, andernfalls ändern sich in Kollektion A die
Werte um –0,5/–5 bei einer Toleranz von 0 und bei 60 Sekunden um
–0,5/–2,3 Prozentpunkte.
Die Graphen-Darstellung in den Abbildungen 8.17, 8.18, 8.20, 8.19,
8.21 und 8.22 verdeutlicht den Einfluss des gewählen Toleranzbereichs
sowie des Toleranzmodus (Zeit oder Shotanzahl). Schon das Zulassen
eines geringen Toleranzbereichs hat große Auswirkungen auf die
resultierenden Precision- und Recall-Werte. Gleichzeitig nimmt die
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Aussagekraft und damit auch die Vergleichbarkeit von Resulaten
deutlich ab.
Die bereits bei der Einführung zu diesem Evaluationsmaß geäußerte
Kritik wird hierdurch gestützt. Precision und Recall weisen für den
Kontext der Sequenz-Segmentierung einen zu großen Interpretati-
onsspielraum auf, insbesondere weil es keine einheitliche Definition
für den zu verwendenden Toleranzbereich bzw. -modus gibt. Im
Vergleich zur Differential-Edit-Distance und zu Coverage/Overflow
erscheint dieses Maß nicht die geforderte Stabilität zu gewährleisten,
um als verlässliche Vergleichsbasis für Forschungsergebnisse in die-
sem speziellen Gebiet dienen zu können.
Dies wird auch durch die in den Abbildungen 8.23 und 8.24 gezeigten
Netzdiagramme gut visualisiert, in denen die aus Precision und
Recall berechneten F1-Maße dargestellt sind. Es zeigt sich deutlich,
dass mit jeder zusätzlichen Stufe des Toleranzbereichs, sich die von
der korrespondierenden Line umschlossene Fläche vergrößert und
somit ein erheblich besseres Resultat suggeriert, als streng genommen
vorliegt. Ebenso lässt sich erkennen, dass die Wahl des Toleranzmodus
die Bewertung verschiedener Videos unterschiedlich beeinflusst, je
nachdem ob diese Videos eher aus langen oder kurzen Shots bestehen.
Diese Instabilität ist ein weiterer Nachteil.
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Abbildung 8.17: Graphische Darstellung der erreichen Precision-Werte für die Kollekti-
on A Teil 1, jeweils im Vergleich verschiedener Toleranzbereiche.
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Abbildung 8.18: Graphische Darstellung der erreichen Precision-Werte für die Kollekti-
on A Teil 2, jeweils im Vergleich verschiedener Toleranzbereiche.
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Abbildung 8.19: Graphische Darstellung der erreichen Recall-Werte für die Kollektion
A Teil 1, jeweils im Vergleich verschiedener Toleranzbereiche.
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Abbildung 8.20: Graphische Darstellung der erreichen Recall-Werte für die Kollektion
A Teil 2, jeweils im Vergleich verschiedener Toleranzbereiche.
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(a)
Abbildung 8.21: Graphische Darstellung der erreichen Precision-Werte für die Kollekti-
on B, jeweils im Vergleich verschiedener Toleranzbereiche.
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Abbildung 8.22: Graphische Darstellung der erreichen Recall-Werte für die Kollektion
B, jeweils im Vergleich verschiedener Toleranzbereiche.
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(a) Toleranzbereich in Sekunden.
Abbildung 8.23: Vergleich des F1-Maßes in Abhängigkeit von einem sekundenbasierten
Toleranzbereich für alle Test-Videos.
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(a) Toleranzbereich in Shots.
Abbildung 8.24: Vergleich des F1-Maßes in Abhängigkeit vom einem Shotbasierten
Toleranzbereich für alle Test-Videos.
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8.5 Vergleiche mit dem State-of-the-Art
Ein direkter Vergleich mit dem State-of-the-Art ist hier kaum auf
seriöse Weise möglich. Die Gründe hierfür wurden bereits dargelegt:
Es exisierten keine einheitlich definierten Evaluationsmaße, keine
standardisierten Testsets und keine Ground-Truth-Daten, die von
allen Wissenschaftlern genutzt werden können. Ein Vergleich der
in dieser Arbeit gefundenen Lösungen mit den Resulaten anderer
Veröffentlichungen ist also nur unter Vorbehalt möglich.
Dennoch seien hier einige Veröffentlichungen genannt, die exempla-
risch für den State-of-the-Art genannt werden sollen. Sie verwenden
zumindest in Teilen ebenfalls ein oder zwei der Videos aus Kollektion
B. In keinem der Beispiele wurden die gleichen Ground-Truth-Daten
verwendet. Daher werden die folgenden Beispiele nicht als Baseline
betrachtet, sondern empfohlen, die Evaluationsergebisse grundstän-
dig auf Basis des vorherigen Kapitels zu beurteilen.
Rasheed und Shah (2005) evaluierten ihre Shot-Similarity-Graph-Methode
unter anderem mit den Filmen A Beautiful Mind und GoldenEye. Sie
nutzen dafür aber nur jeweils einen Ausschnitt von 36 Minuten bzw.
60 Minuten. Die dabei verwendeten Filmteile und die generierten
Ground-Truth-Daten sind nicht bekannt. Für den Film A Beautiful
Mind nutzen die Autoren 219 Shots, die laut ihren Daten zu 18
Ground-Truth-Sequenzen gehören. Ihr Algorithmus entdeckte 28 Se-
quenzen mit einer Precision von 54 Prozent und einem Recall von 83
Prozent.
Beim Film GoldenEye bestand der untersuchte Teil aus 879 Shots und
25 Sequenzen (Ground-Truth). Es wurden 25 Sequenzen gefunden,
mit einer Precision von 50 Prozent und einem Recall von 88 Prozent. In
einer zweiten Variante nutzen die Autoren die DVD-Kapitel der Filme
(sieben beim A Beautiful Mind und 19 bei GoldenEye). Die Ergebnisse
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waren deutlich übersegmentiert und erreichten Precision-/Recall-
Werte von 100/25 Prozent bei DVD-Kapiteln und 36/84 Prozent bei
Ground-Truth-Daten.
Abbildung 8.25: Rasheed und Shah wählten für ihren Toleranzbereich einen Wert von
30 Sekunden. Wie hier am Film A Beautiful Mind zu erkennen ist,
erhöht dies die Performanz ihrer Lösung nominell erheblich. (Rasheed
& Shah, 2005, S. 1103)
Allerdings wurde hierbei ein großer Toleranzbereich zugelassen. Wie
in Abbildung 8.25 zu sehen, justierten die Autoren den Tolerenzbe-
reich auf einen Wert, bei dem ihre Lösung zuverlässig hohe Werte
liefert. Vergleicht man dies mit der hier gefundenen Lösung, die
eine andere Ground-Truth-Annotation verwendet und sich auf die
gesamte Laufzeit der Filme bezieht, ergibt sich folgender Vergleich:
Bei einer Toleranz von 30 Sekunden liegen die von Rasheed und Shah
gefundenen Resultate bei A Beautiful Mind um –19,7 Prozentpunkte in
Precision niedrige und bei Recall um +35,2 Prozentpunkte höher.
Bei GoldenEye beträgt die Differenz –4,3 Prozentpunkte und +55,6 Pro-
zentpunkte. Aufgrund der genannten Abbildung kann aber auch das
Ergebnis für einen strengeren Toleranzbereich von null Sekunden grob
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abgelesen werden. Hier erreichen die Autoren nur Werte von ca 20
Prozent Precision und ca. 32 Prozent Recall und damit eine Differenz
von ca. –26 Prozentpunkten Precision und +2 Prozentpunkten Recall.
Im kombinierten Maß F1 ausgedrückt, ist in diesem Fall die in dieser
Arbeit gefundene Lösung etwa sechs Prozent besser.
Bei V. Chasanis, Kalogeratos und Likas (2009) wurde eine Methode
basierend auf SIFT-Deskriptoren und einem Bag-of-Words-Ansatz
auch anhand des Films A Beautiful Mind evaluiert. Es finden sich
keine Angaben dazu, wann ein gefundenes Segment genau als richtig
oder falsch gefunden definiert wurde. Bewertet wurde mit Precision
/Recall/F1.
Aus dem untersuchten Film wurden ebenfalls nur 36 Minuten ent-
nommen, die laut der Autoren (anders als bei (Rasheed & Shah, 2005))
aus 421 Shots, 18 Ground-Truth-Sequenzen und 7 DVD-Kapiteln be-
stehen. Die Ground-Truth-Annotation wurde von den Autoren durch-
geführt und nicht veröffentlicht. Die Autoren geben die Performanz
ihrer Lösung im besten Fall mit 88,89/88,89 Prozent an. Auch hier
sind die Resultate weder vergleichbar, noch direkt nachvollziehbar.
Sidiropoulos et al. (2010) geben für ihre auf einem Scene-Transition-
Graph basierende Lösung Coverage/Overflow-Werte von 79,18/17,81
Prozent an, die sie unter Verwendung einer Segmentierung mit au-
ditiven Daten um +6,57/–7,1 Prozentpunkte steigern konnten. Zur
Evaluation wurde dabei ein Testset aus sieben Dokumentarfilmen mit
insgesamt 229 Minuten länge genutzt.
Im Vergleich zu den in dieser Arbeit erreichten Resultaten auf einem
gänzlich anderen, allerdings auch größeren Testset, von im Mittel
70,9/9,4 Prozent, liegen beide Ergebnisse in einem ähnlichen Be-
reich. Zwar wird nur eine geringere Coverage erreicht, dafür ist der
Overflow deutlich geringer. Die von den Autoren vorgestellte Au-
diosegmentierung führt hingegen zu einer deutlichen Verbesserung,
die nicht erreicht werden kann. Dies gibt einen deutlichen Hinweis
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darauf, dass die Einbeziehung auditiver Daten zu einer erheblichen
Steigerung führen kann.
Bei de Souza und Goularte (2013) wurde für die Evaluation unter
anderem der Film GoldenEye untersucht. Die Ground-Truth Segmen-
tierung wurde von den Autoren selbst vorgenommen und deckt dabei
nur einen nicht näher beschriebenen Teil des Films von 99 Shots und
sieben Sequenzen ab. Ermittelt wurden Precision und Recall, ohne
Angabe zur genauen Berechnung oder zu Toleranzwerten. Die von
den Autoren angegeben besten Resultate liegen für Precision/Recall
bei ca. 25/83 Prozent bzw. 67/65 Prozent. (Werte können z.T. nur sehr
ungenau aus einem Diagramm rekonstruiert werden).
Benini, Bianchetti, Leonardi und Migliorati (2006) evaluierten mit
ihrem Verfahren unter anderem den Film A Beautiful Mind, wofür
sie aber ein selbstdefiniertes Maß mit dem Namen Precision und
Compression definierten. Precision ist hierbei entgegen der üblichen
Definition beschrieben als Quotient aus der Menge aller Segmente
in denen alle Shots „(. . . ) a common semantic meaning“ aufweisen
und der Summe aller gefundenen Segmente. Aufgrund der unklaren
Definition ist daher kein Vergleich mit den Resultaten dieser Arbeit
möglich.
Für die von Sidiropoulos, Mezaris, Kompatsiaris und Kittler (2012)
vorgeschlagene und von (Del Fabro & Böszörmenyi, 2013) auch
empfohlene Metrik Differential Editing Distance, die auch als primäre
Evaluationsmetik hier diente, wurde bedauerlicherweise in keiner der
gefundenen Quellen genutzt. Dies mag daran liegen, dass sie erst 2012
eingeführt wurde und Mehrzahl der Veröffentlichungen zu dieser
Thematik bereits älter sind.
Insgesamt ist es fraglich, inwieweit aus der verfügbaren Literatur
eine Aussage getroffen werden kann, welche Methoden die besten
Resultate liefern. Eine Bewertung kann nur auf Basis der Aussagen
der jeweiligen Autoren erfolgen, wobei die Ergebnisse für den Leser
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mangels Detailangaben nicht nachprüfbar sind oder sogar aufgrund
des Evaluationsmaßes nur geringe Aussagekraft besitzen.
8.6 Fazit
In diesem Kapitel wurde im Rahmen dieser Arbeit eine entwickelte
Methode zur Sequenz-Segmentierung audiovisueller Medien evalu-
iert. Dazu wurden zunächst die verschiedenen Evaluationsmetriken
eingeführt und erläutert. Obwohl die Mehrzahl der Veröffentlichun-
gen im State-of-the-Art Precision und Recall bevorzugen, konnte
dargelegt werden, warum hier der Metrik Differential-Edit-Distance
der Vorzug gegeben wurde.
Im Anschluss wurden die für die Evaluation verwendeten Testsets
beschrieben, die sich zu zwei Dritteln aus Episoden der TV-Serie
BBC EastEnders und zu einem Drittel aus Filmen bzw. einer TV-
Serie zusammensetzten. Für beide Kollektionen wurden die benö-
tigten Ground-Truth-Daten eigens für die Evaluation in einem sehr
zeitaufwändigen Verfahren annotiert.
Auf Basis der beschriebenen Durchführung der Experimente konnten
die Resultate für die entwickelte Sequenz-Segmentierung ausgewertet
werden. Hierbei wurde gezeigt, dass das Verfahren eine stabile und
hohe Performanz aufweist, obwohl es mit rein visuellen Daten arbei-
tet. Dies belegt nicht nur die grundsätzliche Funktionsfähigkeit des
gewählten Ansatzes, sondern auch die Anwendbarkeit einer Logis-
tischen Regression zur Auffindung geeigneter Gewichtungskoeffizi-
enten für die Ähnlichkeitsanalyse von Videosegmenten mit MPEG–7
Deskriptoren.
Die Auswertung der Ergebnisse erfolgte unter Nutzung aller drei
zuvor beschriebenen Evaluationsmaße und stellt damit eine gute
Vergleichbarkeit sicher. Bei der Auswertung fiel auf, dass die Analy-
seergebnisse eine gewisse Übersegmentierung aufweisen, die aber im
erwarteten Rahmen liegen. Dies lässt vermuten, dass die Phase der
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Sequence-Concentration noch nicht die optimale Leistung erreicht.
Dies wird auch durch den geringen ermittelten Beitrag dieser Phase
am Gesamtergebnis gestützt. Der Vergleich mit einem Beispiel aus
dem State-of-the-Art zeigt, dass eine nützliche Erweiterung der Me-
thode darin bestehen könnte, auch auditive Daten bei der Analyse
zu nutzten. So könnten Akustische Klammern (vgl. Kapitel 5.5.3.29)
erkannt werden, die insbesondere bei Nachrichtensendungen und TV-
Magazinen häufig eingesetzt werden und damit auch die Anwendbar-
keit der Methode in diesem Bereich sicherstellen könnte.
Eine weitere denkbare Optimierung kann darin bestehen, zusätzliche
Deskriptoren für semantische Beziehungen zwischen den Shots zu
entwickeln und einzubeziehen. Die in den vorherigen Kapiteln be-
schriebenen auditiven und visuellen Stile (vgl. Kapitel 410) sowie die
Montage-Stile (vgl. Kapitel 511) bieten hierfür vielfältige Möglichkei-
ten.
Naheliegend wäre zum Beispiel die Analyse unterschiedlicher Transi-
tionen, die bislang nicht von der Shot-Boundary-Detection unterschie-
den werden. Je nach gefundener Transition könnte somit ein Transiti-
onsfaktor definiert werden, der sich als Modifikation der Transition-
Resistance auswirkt. Fades, Wipes und andere Transitionen führen so
zu einer größeren Distanz zwischen zwei Shots und sorgen dafür, dass
an dieser Stelle eine Sequenzgrenze mit höherer Wahrscheinlichkeit
erkannt wird.
Erste Versuche wurden bereits unternommen, die Camera-Distances
zu klassifizieren. Ein Deskriptor dieser Art könnte genutzt werden,
um die Zuverlässigkeit des Similarity-Clustering zu erhöhen und die
irrtümliche Verschmelzung von Shots zu vermeiden, die aufgrund
ihrer Farb- und Kantenhistogramme nur geringe Distanzen aufwei-
sen.
9Kapitel 5.5.3.2: Sound-Bridge (Akustische Klammer), S. 263
10Kapitel 4: Visuelle und Auditive Stilmittel, S. 139
11Kapitel 5: Stilmittel der Montage, S. 213
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Der hier verwendete Ansatz ist hierzu besonders gut für spätere
Erweiterungen geeignet, da er in seinem Distanzmaß und den ver-
wendbaren Deskriptoren offen angelegt ist und somit die spätere
Ergänzung neuer Module und Analysevarianten erlaubt.
Aber auch ohne diese Erweiterungen erreicht die gefundene Lösung
bereits eine hohe Performanz. Die verwendeten Parameter wurden
mit dem Video einer TV-Soap trainiert und führte zu reproduzierbaren
Ergebnissen bei anderen vergleichbaren Videos. Sie lassen sich aber
auch auf Kinofilme anwenden. Selbst die Anwendung auf Videos
aus anderen Gattungen und Genres ist möglich, wenn auch mit einer
moderaten Verschlechterung der Segmentierung.
Dies gilt insbesondere für Filme mit einer narrativen Handlung, die
stark dialogbasiert sind. Wie der Film GoldenEye zeigt, funktioniert
der gewählte Ansatz bei Actionfilmen dagegen weniger gut. Dies
liegt vor allem daran, dass die Stilmittel des Continuity-Editing, der
graphischen Beziehung und des Shot-/Reverse-Shot dieser Lösung
zugrunde liegen. In Action-Sequenzen mit schnellen Schnitten, stän-
digen Wechseln des Handlungsortes und vielen Perspektivwechseln
können diese Stilmittel nicht für die Ähnlichkeitsanalyse genutzt
werden. Die oben genannten Erweiterungen könnten hier ebenfalls zu
deutlichen Verbesserungen führen.
Insgesamt belegt diese Evaluation, dass der entwickelte Algorith-
mus zufriedenstellende und stabile Ergebnisse bei der Sequenz-
Segmentierung liefert. Ein geeignetes Anwendungsszenario für den
hier gezeigten Entwicklungsstand wäre die Annotationsunterstüt-
zung als halbautomatisches Verfahren. Da noch keine DED-Werte
nahe 100 Prozent erreicht werden können, müssen die gefunde-
nen Lösungen manuell nachbearbeitet werden, je nach Anspruch
des Nutzers. Im Vergleich zu einer vollständig manuellen Sequenz-
Segmentierung, die für das hier genutzte Testset leicht einen Aufwand
von über fünf Arbeitsstunden pro Video und pro Person erreichen
kann, erspart der Segmentierungsalgorithmus im Durchschnitt 71
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Prozent des Arbeitsaufwands. Die geringe Veränderung der Werte
von DED und Coverage/Overflow beim entfernen des Trainingsvi-
deos aus den Berechnungen von 0,3 - 0,6 zeigen, dass die gefundenen
Koeffizienten gut auf andere Videos übertragbar sind.
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9 Zusammenfassung und Ausblick
Die vorliegende wissenschaftliche Arbeit konnte zeigen, dass durch
die Analyse visueller und struktureller Merkmale, narrative semanti-
sche Strukturen in audiovisuellen Medien gefunden werden können.
Anhand dieser Strukturen ist es möglich, ein Video in eine Folge
von Sequenzen zu zerlegen, die der menschlichen Interpretation von
semantisch zusammenhängenden Handlungsabschnitten nahekom-
men. Diese Sequenzen weisen eine hohe Ähnlichkeit bezüglich ihres
visuellen Eindrucks auf, der sich aus der Kohärenz von Handlungsort,
zeitlicher Abfolge, Figurenkonstellation und verwendeten Stilmitteln
ergibt. Die Sequenzen nähern sich damit der Interpretation einer
Szene oder eines Syntagmas an.
Im Rahmen dieser Arbeit wurden dazu sowohl der Stand der Technik
auf dem Gebiet der Sequenz-Segmentierung in der Informatik un-
tersucht als auch die Sichtweise und die Methoden der Filmanalyse
beleuchtet. Hierzu wurde zunächst auf das unterschiedliche Verständ-
nis bezüglich der verwendeten Begrifflichkeiten und der bekannten
Strukturelemente hingewiesen (Kapitel 2.21), die dazu führten, dass
im Rahmen dieser Arbeit dem Begriff der Sequenz den Bezeichnern
Szene und Logical-Story-Unit vorgezogen wurde.
Die Analyse des Standes der Technik in der Informatik (Kapitel 22)
führte zu den Erkenntnissen, dass die Mehrzahl der bekannten An-
sätze auf eine kleine Zahl von Basisverfahren zurückgeführt werden
kann und dass jedem Ansatz die Analyse bestimmter semantischer
1Kapitel 2.2: Strukturelemente des audiovisuellen Mediums, S. 11
2Kapitel 2: Strukturelemente und Stand der Technik, S. 7
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Beziehungen zwischen den Strukturelementen zugrunde liegen. Auf
Basis dieser Erkenntnisse wurde ein Klassifikationsschema entwickelt,
welches die Verfahren anhand ihrer Interpretation der Grundelemente
und nach der zugrundeliegenden Segmentierungsstrategie unterteilt.
Als Segmentierungsstrategien wurden die drei Typen globale Aggre-
gationsverfahren, sequenzielle Aggregationsverfahren und kontinuierliche
Kohärenzverfahren eingeführt und beschrieben (Kapitel 2.63).
Im Anschluss an die Betrachtung bekannter Methoden in der Informa-
tik wurde eine Verbindung zur Filmwissenschaft hergestellt (Kapitel
34) und der Frage nachgegangen, wie filmische Narration und die
Ziele der Filmanalyse definiert sind. Die Untersuchung der Methoden
der Filmanalyse zeigte auf, wie sehr sich die Videoanalyse in der
Informatik von der Filmanalyse unterschiedet. Dabei offenbart sich,
dass beide Analysen voneinander profitieren können.
Die Grundlage vieler Filmanalysen besteht zu Beginn aus der auf-
wendigen Protokollierung von Strukturen und Bauformen, die häufig
noch manuell durchgeführt werden müssen. Gerade hierbei kön-
nen algorithmische Verfahren, wie die in dieser Arbeit entwickelte
Sequenz-Segmentierung, von großem Nutzen sein. Auf der ande-
ren Seite geht die Filmanalyse weit über das hinaus, was heutige
Videoanalyse zu leisten vermag und verdeutlicht damit, wieviel
Forschungs- und Entwicklungsbedarf noch besteht.
Hieraus folgt die wichtige Erkenntnis, dass die Analyse von Struktu-
ren, Bauformen und Stilmitteln nicht nur zum Zwecke der Optimie-
rung von Information-Retrieval-Systemen weiterentwickelt werden
sollte, sondern auch mit dem Ziel, langfristig das Verständnis und die
Interpretation audiovisueller Medien algorithmisch erfassen zu kön-
nen. Denn ebenso wie auch moderne Text- und Sprachverarbeitung
in der Regel nur die Worte, nicht aber den Zusammenhang versteht,
3Kapitel 2.6: Schlussfolgerungen, S. 89
4Kapitel 3: Aspekte der Filmanalyse, S. 103
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mangelt es technischen Verfahren am Verständnis von Bildern und Vi-
deos, die über die reine Identifikation von Merkmalen oder Objekten
hinausgehen.
Aus diesem Grund wurde bewusst vermieden, die Analyse semanti-
scher Strukturen in audiovisuellen Medien als isoliertes algorithmi-
sches Problem zu betrachten. Als Beitrag für die Entwicklung neuer
Verfahren, die semantische Zusammenhänge in audiovisuellen Medi-
en analysieren, wurde der Erläuterung von visuellen und auditiven
Stilmitteln (Kapitel 45) sowie den Stilmitteln der Montage (Kapitel 56)
ein erheblicher Teil dieser Arbeit gewidmet. Dabei entstand ein struk-
turierter Katalog filmischer Stilmittel, der auch zukünftig genutzt wer-
den kann, um Analyseverfahren für spezifische semantische Aspekte
zu entwerfen. Das gezeigte Repertoire variierender und aufeinander
aufbauender Stilmittel zeigt deutlich, in welchem komplexen Zusam-
menhang die verschiedenen semantischen Bedeutungsebenen stehen.
Für eine semantische Analyse auf hohem Niveau müssen zunächst die
einfacheren Stilmittel sicher klassifiziert und dann fusioniert werden.
Erst dann wird es möglich, semantische High-Level-Merkmale zu
identifizieren. Hierzu ist zum gegenwärtigen Zeitpunkt noch viel
Forschungsarbeit in der Informatik erforderlich.
Als erster Schritt in diese Richtung wurden im praktischen Teil
dieser Arbeit zwei Lösungen entwickelt. Hierzu gehört das Analyse-
Framework und aus einer Komponente zur Sequenz-Analyse auf
Basis einer semantischen Analyse von Stilmitteln der Montage. Das
Analyseframework (Kapitel 67) geht dabei über den Zweck einer rei-
nen Vorverarbeitung hinaus. Sein Funktionsumfang erstreckt sich von
der zentralen Verwaltung großer Medienbestände über den Anschluss
an eine Ingest-Lösung für die Digitalisierung von Videokassetten bis
hin zur Integration verschiedener Analysekomponenten für visuelle
5Kapitel 4: Visuelle und Auditive Stilmittel, S. 139
6Kapitel 5: Stilmittel der Montage, S. 213
7Kapitel 6: Analyse-Framework, S. 275
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und auditive Low- und Mid-Level-Merkmale und anschließende Da-
tenaggregation in einer zentralen Datenbank. Hinzu kommt ein User-
Interface für die Bearbeitung und Darstellung der Videos und Meta-
daten. Das System umfasst damit einen flexiblen Workflow für die
Erzeugung, Annotation und Analyse inhaltsbasierter und formaler
Metadaten. Das Framework wurde auch für Anwendungszwecke aus-
gelegt, die nicht direkt mit der Sequenz-Segmentierung in Verbindung
stehen und wird bereits im Rahmen der Digitalisierung historischer
Fernsehsendungen genutzt. Es wurde zudem in Hinblick auf die
Verarbeitung großer Datenbestände entwickelt und für den parallelen
sowie virtualisierten Betrieb ausgelegt. Das Analyse- und Archivie-
rungsframework kann damit als Basis für weitere Forschungs- und
Entwicklungsarbeiten dienen.
Als Erweiterung zum genannten Framework wurden die gesam-
melten Erkenntnisse zum Stand der Technik sowie identifizierten
Stilmittel genutzt, um ein Verfahren zur Sequenz-Segmentierung zu
entwickeln (Kapitel 78). Das Verfahren arbeitet als globales Aggre-
gationsverfahren mit einer hierarchisch, agglomerativen Clusterana-
lyse und einem Scene-Transition-Graph. Zu den Neuerungen gehört
im Vergleich zu anderen Ansätzen die Nutzung mehrerer MPEG–
7 Deskriptoren für die semantische Analyse visueller Beziehungen
zwischen Shots und die Einführung eines neuen Transition-Resistance-
Deskriptors zur Dämpfung von Ähnlichkeitsdistanzen zwischen ent-
fernten Strukturelementen (Kapitel 7.59). Zur Kombination der ge-
wählten Deskriptoren wurde eine Logistische Funktion entwickelt,
die es erlaubt, die Deskriptoren bei zukünftigen Weiterentwicklungen
zu verändern und um neue Deskriptoren zu erweitern. Dies ist ebenso
ein Novum wie die Verwendung einer Logistischen Regression zur
Bestimmung geeigneter Koeffizienten für die Analyse. Die Sequenz-
Segmentierung macht sich damit die Analyse semantischer Zusam-
8Kapitel 7: Semantische Analyse und Segmentierung, S. 365
9Kapitel 7.5: Transition-Resistance-Descriptor, S. 393
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menhänge zwischen den untersuchten Shots und Keyframes zunut-
ze. Hierbei handelt es sich primär um die verbindende Montage der
graphischen Beziehung und die Prinzipien des Continuity-Editing, ins-
besondere das Shot- and Reverse-Shot-Stilmittel. Dies zeigt, wie schon
mit der Auswertung visueller Daten die Bestimmung verschiedener
filmischer Stilmittel möglich ist.
Um die praktischen Arbeiten zu belegen, wurden zwei Evaluationen
durchgeführt. Das Analyse- und Archivierungsframework wurde im
Rahmen eines Digitalisierungsvorhabens einem Langzeittest unterzo-
gen, bei dem 237 Videos erfolgreich durch alle Stufen des Workflows
geleitet und analysiert wurden. Hiermit konnte die Stabilität, Perfor-
manz und Erfüllung der funktionalen und qualitativen Anforderun-
gen des Systems belegt werden. Das System wird auch in Zukunft
für Aufgaben der Analyse und Retrodigitalisierung eingesetzt und
weiterentwickelt.
Im zweiten Teil der Evaluation wurde das Framework im Zusammen-
spiel mit der Sequenz-Segmentierung genutzt (Kapitel 810). Hierbei
stand die Leistungsfähigkeit des neuen Verfahrens im Fokus. Zu
diesem Zweck wurde zunächst untersucht, welche Testsets und Eva-
luationsmetriken geeignet sind. Dabei offenbarten sich einige zentrale
Probleme des Forschungsgebietes: Das Fehlen einheitlicher Testsets
mit standardisierten Ground-Truth-Daten und die Eignung einiger
der im State-of-the-Art genutzten Metriken. In diesem Zusammen-
hang wurde dargelegt, warum die Differential-Edit-Distance und Co-
verage/Overflow dem sonst üblichen Precision/Recall-Maß vorzuziehen
ist. Dieser auch in einigen anderen Veröffentlichungen zu findende
Standpunkt konnte im Rahmen der Evaluation durch eigene Daten
und Vergleiche untermauert werden. Um dennoch eine möglichst
breite Basis und Vergleichbarkeit der Ergebnisse dieser Arbeit sicher-
zustellen, wurden in der Evaluation der Sequenz-Segmentierung alle
drei Maße verwendet.
10Kapitel 8: Evaluation der Sequenz-Segmentierung, S. 427
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Die Evaluation beweist anhand zweier Kollektionen die Funktionsfä-
higkeit der entwickelten Sequenz-Segmentierung und der Koeffizienten-
Optimierung durch Logistische Regression. Hierbei wurde die Op-
timierung nur anhand eines Videos durchgeführt. Die Resultate,
die die Videos aus beiden Kollektionen mit diesen Koeffizienten in
diesem Verfahren erreichen, belegen die Übertragbarkeit der Lösung
zwischen den Videos. Sie stützten damit auch die Schlussfolgerung,
dass es im Rahmen der Sequenz-Segmentierung tatsächlich gelungen
ist, unabhängig von der variierenden Herkunft und Produktionsweise
der Videos, semantische Zusammenhänge zwischen den Shots zu
erkennen. Soweit ein Vergleich mit dem Stand der Technik möglich
war, entsprechen die Resultate den Erwartungen. Insgesamt erreicht
die Sequenz-Segmentierung gute Resultate, die aber noch nicht ausrei-
chen, um die manuelle Annotation der Videos gänzlich zu ersetzten.
Mit dem Analyse-Framework ist die vorgestellte Lösung aber in der
Lage, den überwiegenden Teil der benötigten Arbeitszeit einzusparen
und so einen wertvollen Beitrag bei der manuellen Annotation zu
leisten.
Ausgangspunkt dieser Arbeit waren drei Fragestellungen. Vorder-
gründig wurde die Frage untersucht, wie narrative audiovisuelle
Medien in Sequenzen, also ihre Handlungsabschnitte, segmentiert
werden können. Eine mögliche Lösung hierzu wurde erfolgreich
entwickelt und evaluiert. Damit verbunden war die Frage, wie solch
eine Lösung nicht nur isoliert auf ein Video angewendet werden
kann, sondern wie sie direkt in einen Prozess einzubinden ist, der
den Analyseprozess vollständig umfasst und auch als Ausführungs-
umgebung für die Lösungen anderer Wissenschaftler und Entwickler
dienen kann. Hierzu wurde das Analyse-Framework Nexus entwor-
fen, implementiert und getestet. Die dritte dahinter liegende Frage
beschäftigt sich damit, welche Aspekte es eigentlich sind, die Men-
schen dazu in die Lage versetzten, die Sequenzen und Szenen eines
narrativen audiovisuellen Mediums zu erfassen. Durch den Einblick
in die filmwissenschaftliche Blickweise und den in dieser Arbeit
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9.1 Publikationen
beschrieben Stilmitteln, die von Filmemachern dabei als Werkzeuge
genutzt werden, wurde versucht, umfassend die Grundlagen hierzu
zu dokumentieren. Sie können als Ausgangspunkt für die weitere
Forschung auf diesem Gebiet dienen.
9.1 Publikationen
In Verbindung mit dieser Arbeit wurden die folgenden Veröffentli-
chungen publiziert:
Der Abschlussbericht zum Projekt sachsMedia zeigt, welche Kompo-
nenten im Rahmen des Analyse-Frameworks zu integrieren sind und
wie eine am Use-Case des Nutzers orientierte Integration in den
Workflow gestaltet werden muss. Die Erfahrungen aus einigen dieser
Vorarbeiten flossen bei der Entwicklung des Frameworks ein.
Berger, Arne; Eibl, Maximilian; Heinich, Stephan; Knauf, Ro-
bert; Kürsten, Jens; Kurze, Albrecht; Rickert, Markus; Ritter,
Marc: Schlussbericht zum InnoProfile Forschungsvorhaben sachs-
Media - Cooperative Producing, Storage, Retrieval, and Distribution
of Audiovisual Media (FKZ: 03IP608). Chemnitzer Informatik Be-
richte. Chemnitz, 2012, S. 1-94. Chemnitzer Informatik Berichte;
CSR-12-04
Die ersten Entwicklungen zum Framework und eine erste Evaluation
der Analyse wurden 2013 publiziert. Diese Veröffentlichung wurde
mit dem Best-Poster-Award der RACS 2013 ausgezeichnet.
Rickert, Markus; Eibl, Maximilian: Evaluation of Media Analy-
sis and Information Retrieval Solutions for Audio-Visual Content
through their Integration in Realistic Workflows of the Broadcast In-
dustry. Research in Adaptive and Convergent Systems (RACS,
2013), 01.-04.10.2013, Montreal, Quebec, Kanada, p. 118-121.
New York : The Association for Computer Machinery, 2013
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2014 folge die Publikation von Erkenntnissen aus der Untersuchung
von auditiven und visuellen Stilmitteln sowie Stilmitteln der Montage
in Form einer Taxonomie.
Rickert, Markus; Eibl, Maximilian: A proposal for a taxonomy of
semantic editing devices to support semantic classification. RACS ’14
Proceedings of the 2014 Conference on Research in Adaptive
and Convergent Systems. Pages 34-39. New York : ACM, 2014
Die Nutzung graphenbasierter Segmentierung als Grundlage für
die Visualisierung innerer Strukturen eines Videos in einem User-
Interface für das hierarchische Content-Browsing war das Thema
dieser Veröffentlichung im Jahr 2015. Die Ergebnisse dieser Arbeit
können in Zukunft dazu genutzt werden, die Resultate der Sequenz-
Segmentierung für den Nutzer verständlich darzustellen.
Rickert, Markus; Etzold, Benedikt; Eibl, Maximilian: A Graph-
Based Approach and Analysis Framework for Hierarchical Content
Browsing. Workshop on Interactive Content Consumption 2015,
Brussels, Belgium, June 3, 2015. CEUR Workshop Proceedings;
1516
Bei TRECVID 2015 kam eine frühe Version der Sequenz-Segmentierung
zum Einsatz. Sie wurde genutzt, um den Suchraum für eine Objekter-
kennung zu verkleinern und für die Suche nach Sequenzen, die eine
große Ähnlichkeit zu einem Satz von Beispielbildern besitzen.
Ritter, Marc; Rickert, Markus; Juturu Chenchu, Lokesh; Kahl,
Stefan; Herms, Robert; Hussein, Hussein; Heinzig, Manuel;
Manthey, Robert; Richter, Daniel; Bahr, Gisela Susanne; Eibl,
Maximilian: Technische Universität Chemnitz at TRECVID Instan-
ce Search 2015. TRECVID Workshop, 16. - 18.11.2015, Gaithers-
burg, Maryland, USA, 2015
Die in dieser Arbeit beschriebene Fassung der Sequenz-Segmentierung
wurde im Rahmen von TRECVID 2016 verwendet. Dabei kam die in
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der Evaluation getesteten Konfigurationen zum Einsatz und bilden
somit einen neuen Testfall für die beschriebene Lösung.
Kahl, Stefan; Roschke, Christian; Rickert, Markus; Richter, Da-
niel; Zywietz, Anna; Hussein, Hussein; Manthey, Robert; Hein-
zig, Manuel; Kowerko, Danny; Eibl, Maximilian; Ritter, Marc:
Technische Universitat Chemnitz at TRECVID Instance Search
2016. TRECVID Workshop, 14.-16.11.2016, Gaithersburg, Mary-
land, USA, 2016
9.2 Ausblick
Auf Basis der Resultate dieser Arbeit eröffnen sich Möglichkeiten, die
Weiterentwicklung und Forschung in drei Richtungen voranzutrei-
ben. Erstens ergeben sich verschiedene logische Erweiterungen der
bestehenden Komponenten. Diese sind primär mit dem Framework
verbunden. Im Nachgang zur entwickelten Methode für die Sequenz-
Segmentierung sollte eine Lösung implementiert werden, die die ge-
fundenen Sequenzen im User-Interface in geeigneter Form darstellen
kann. Hierzu wurde bereits eine Visualisierungslösung entworfen
und getestet, die in das Framework integriert werden kann.
Darüber hinaus sollte eine geeignete Retrieval-Komponente entwi-
ckelt werden, die in der Lage ist, die aggregierten Metadaten zu inde-
xieren und somit das Framework zu einem vollständigen Multimedia-
Information-Retrieval-System aufzuwerten. Insbesondere die um-
fangreiche Datenbankstruktur und das fortgeschrittene User-Interface
bieten hierzu zahlreiche Anknüpfungspunkte.
Die zweite Richtung bezieht sich auf die Weiterentwicklung und
Forschung bezüglich der Sequenz-Segmentierung im engeren Sinne.
Die Sequence-Concentration erreichte nur eine leichte Verbesserung
der Resultate. Es ist zu vermuten, dass die gewählten Koeffizienten
und die Verschmelzungsstrategie in diesem Abschnitt noch nicht
optimal abgestimmt sind. Es ist wahrscheinlich, dass dies mit der
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geringen Anzahl an Trainingsdaten für die Sequence-Concentration
verbunden ist. Da für die Logistische Regression an dieser Stelle
nur die Clusterdaten bezüglich des Trainingsvideos zur Verfügung
stehen, die bereits das Similarity-Clustering durchlaufen haben, war
die Anzahl der Datensätze gering. Dies könnte damit kompensiert
werden, dass auch die Ground-Truth-Daten anderer Videos beim
Training verwendet werden. Genau dies wurde aber im Rahmen der
Evaluation vermieden, um eine Vermischung von Trainingsvideos
und Testvideos zu verhindern und um den Richtlinien von TRECVID
zu entsprechen.
Insgesamt ist zu prüfen, wie sich die gewählte Koeffizientenkombi-
nation bei einer Kollektion von Videos auswirken, die aus gänzlich
anderen Genres stammen. Insbesondere Nachrichten- und Magazin-
sendungen sind hierbei von Interesse. Für die verschiedenen Arten
von Videos sollten jeweils eigene Gewichtungskonfigurationen ermit-
telt werden. Hierdurch könnte das Verfahren für jedes Genre speziell
optimiert werden. Eine Evaluation und der Vergleich der Resultate
von Kollektionen aus verschiedenen Genres könnten weitere nützli-
che Erkenntnisse zutage fördern.
Des Weiteren ist zu erforschen, ob sich die Kombination aus auto-
matischer Analyse und manueller Annotation in Form eines User-
Interfaces verbinden lassen. Bei einem solchen semi-automatischen
System könnte die Sequenz-Segmentierung eine Aufteilung für ein
Video vorschlagen, die dann von einem Nutzer Schritt für Schritt
korrigiert wird. Die dabei durch den Nutzer geänderten Zuordnungen
fließen direkt in die Berechnung ein und sorgen so dafür, dass
die Gewichtungskoeffizienten kontinuierlich für das gegebene Video
optimiert werden. Das System würde somit fähig aus Feedback zu
lernen.
Die dritte Richtung betrifft direkt die Forschung. Das in dieser Arbeit
katalogisierte Wissen über filmische Stilmittel sollte weiter genutzt
werden, um neue Klassifikatoren für diese Stilmittel zu entwickeln.
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Diese können direkt oder indirekt auch der Segmentierung nutzen.
Hierfür bietet sich das Nexus-Framework als Laufzeitumgebung an.
Dabei sind einige Stilmittel besonders geeignet. Die Camera-Distance
beschreibt den Bildausschnitt, der bei der Aufnahme ausgewählt
wurde. Insbesondere, wenn in einem Frame Gesichter zu erkennen
sind, ist es möglich, aus der Größe der Gesichter Rückschlüsse auf
die Camera-Distance zu ziehen. Eine Klassifikation dieser Stilmittel
kann für die Erkennung semantischer Zusammenhänge wichtig sein.
Sie kann aber auch als zusätzlicher Deskriptor für den Ähnlichkeits-
vergleich zwischen zwei Shots dienen und so die Segmentierung
verbessern.
Ebenso ist zu vermuten, dass die Analyse von Kamerabewegungen
sowie der inneren Bewegungen im Bild großen Nutzen für die Er-
kennung semantischer Konzepte und Stilmittel haben könnte. Dies
könnte auch als Vorstufe zur Detektion von Transitionen und Innerer
Montage dienen. Gerade die Erkennung von Transitionen ist ein
wichtiger Schritt zur Optimierung des Transition-Resistance-Descriptors
(TRD). Dieser basiert bisher nur auf der Distanz zweier Shots. Durch
Informationen über die zwischen den Shots liegenden Übergänge
könnte die Gewichtung der Transition-Resistance aber dahingehend
verbessert werden, dass typische Stilmittel zur Trennung von Se-
quenzen jeweils einen anderen Widerstand besitzen. Die semantische
Bedeutung des trennenden Stilmittels wirkt sich somit direkt auf die
zwischen zwei Shots gemessene Distanz aus. Die Erforschung dieses
Aspekts könnte die Sequenz-Segmentierung erheblich verbessern.
Auch die Integration von Daten aus der im Analyse-Framework
angebundenen Text-Recognition könnte zur Verbesserung der Di-
stanzberechnung genutzt werden, sofern es gelingt, Bildschirmtafeln
so zu erkennen, dass Inserts, Titel und Zwischentitel erkannt werden
können. Auch ihnen kann eine eigene Transition-Resistance zugeord-
net werden.
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Das voraussichtlich größte Potential zur Erweiterung der Sequenz-
Segmentation liegt in der Integration auditiver Merkmale. Hierbei
sind insbesondere Klassifikatoren für die Stilmittel Split-Cut und
Akustische Klammer von Interesse, da sie als nicht sichtbare Verbin-
dungen zwischen Shots genutzt werden. Besonders in Nachrichten-
und Magazinsendungen werden diese Stilmittel häufig genutzt. Die
Integration geeigneter Analyseverfahren kann dabei helfen, die Rate
der irrtümlichen Verschmelzungen während der Clusteranalyse zu
reduzieren.
Um die Analyse semantischer Merkmale eines audiovisuellen, nar-
rativen Mediums zukünftig zu verbessern, ist die Entwicklung von
Klassifikatoren für sehr viele Stilmittel erforderlich. Es ist aber zu
vermuten, dass eine Klasse von Strukturierungselementen hierbei
eine herausgehobene Stellung besitzen könnte: Die Syntagmen. Sie
tragen wie kein anderes Element starke semantische Bedeutungen
in sich. Die Erforschung einer Erkennung und Klassifikation von
Syntagmen ist keineswegs trivial, könnte aber auch einen großen
Beitrag für dieses Forschungsgebiet leisten.
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Anhang

Anhang A: Qualitative Anforderungen an das
Nexus-Framework
A.1 Q1 - Funktionalität (Functionality)
Q1.1 Angemessenheit (Suitability)
Eine angemessene Implementation der gestellten funktionalen Anfor-
derungen umfasst zum einen die Fähigkeit des Systems, mit den zu
erwartenden audiovisuellen Daten umgehen zu können. Hierzu ist
darauf zu achten, dass Videos in den allgemein üblichen Formaten
und Codecs verarbeitet werden können wie MPEG–2 und MPEG–4
AVC. Die Transcodierung anderer Formate sollte möglich sein und die
Ausführung der Datenoperationen in einem Workflow erfolgen, der
die zuverlässige und vollständige Durchführung aller Arbeitsschritte
sicherstellt. (a)
Zum anderen ist das System neben dem produktiven Einsatz zur
Videoanalyse und Archivierung dahingehend offen zu gestalten, dass
es die Einbeziehung neuer Forschungsmethoden und alternativer
Verfahren erlaubt. Zusätzlich sollte es auch von anderen Forschern
eingesetzt werden können und neben der Analyse von Daten die
Evaluation der Resultate erlauben. (b)
Die Richtigkeit ist auf drei Ebenen sicherzustellen. In der ersten
Ebene (a) wird erwartet, dass alle vom System verarbeiteten Videos
in eindeutiger Weise intern repräsentiert werden und insbesondere
der Umgang mit den unterschiedlichen verwendeten Zeitkoordinaten
(Timecode, Framenummern, Zeitmessung in Millisekunden) auf seine
Korrektheit untersucht wird.
A-1
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In der zweiten Ebene (b) muss sichergestellt sein, dass die Resultate
externen Analyse-Komponenten fehlerfrei übernommen, aggregiert
und wiedergegeben werden können, um der Kumulation von Fehlern
vorzubeugen, die die Endergebnisse verfälschen könnten.
Q1.3 Funktionsfähigkeit (Reliability)
Das System ist auf einen Dauerbetrieb auszulegen, der in der La-
ge sein muss, über einen Zeitraum von mehreren Tagen die Ver-
arbeitung großer Datenmengen im Automatikbetrieb mit geringer
Störanfälligkeit zu gewährleisten. Die Downtime insbesondere von
Nutzerschnittstellen wie der Mediathek sollte dabei möglichst gering
ausfallen.
Im Zusammenspiel der verschiedenen Analyse-Komponenten und
externen Systeme ist auf den Einsatz von Interfaces und Modulen
zu achten. Spätere Veränderungen an externen Komponenten oder
deren vollständiger Austausch sind zu antizipieren. Da das System
in einem Forschungsumfeld entwickelt wird, müssen alle Teile des
Systems geeignet sein, in ihrer Interoperabilität an neue Bedingungen
angepasst zu werden.
Q1.5 Sicherheit (Security)
Die Benutzerschnittstellen (User-Interfaces) des Systems sind darauf
vorzubereiten, dass sie über öffentliche Zugänge aus dem Internet
heraus erreichbar sind. Da die im System verarbeiteten Daten gegebe-
nenfalls urheberrechtlich geschütztes Material enthalten und eine Ver-
öffentlichung gegebenenfalls auch individuelle Persönlichkeitsrechte
berühren, sind Maßnahmen zu treffen, die den Zugriff auf Daten
personalisieren und authentifizieren. (a)
Dabei ist darauf zu achten, dass Datensätze verschiedener Quellen
beim Zugriff separiert werden können (b) und der Zugriff verschlüs-
selt erfolgen sollte (c).
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A.2 Q2 - Zuverlässigkeit (Reliability)
Q2.1 Reife (Maturity)
Als Forschungsframework wird vom zu entwickelnden System nicht
die Reife eines kommerziellen oder veröffentlichten Softwareprodukts
erwartet. Zentrale Komponenten sollen dennoch eine hinreichende
Ausgereiftheit erreichen, die einen stabilen Betrieb sicherstellen und
die Datenintegrität sicherstellen. Hierzu gehören insbesondere die
Verwaltung der primären Identifikatoren und die Berechnung von
Zeitkoordinaten. Ferner soll bei der Auswahl von Hilfssystemen,
Plattformen und Laufzeitumgebungen auf etablierte Lösungen ge-
setzt werden, deren Zuverlässigkeit und zukünftige Entwicklung
absehbar erscheinen.
Q2.2 Fehlertoleranz (Fault Tolerance)
Insbesondere bei den Komponenten der Benutzerschnittstellen und
der Datenverwaltung ist auf Robustheit zu achten. Bedienfehler durch
Endnutzer müssen insofern abgefangen werden, dass sie zu keinen
Dateninkonsistenzen oder Datenverlust führen. (a)
Für die Datenspeicherung sind Sicherung- und/oder Replikations-
Strategien zu berücksichtigen. (b)
Die Wiederherstellbarkeit von Laufzeitkomponenten ist so sicher-
zustellen, dass nach dem Auftreten von Störungen die jeweiligen
Komponenten neu gestartet werden können und somit ihre Aufgabe
fortsetzten können. Der Bearbeitungsstatus von Teilaufgaben muss
nach einem Fehler ersichtlich bleiben oder in einen sicheren Zustand
überführt werden können. (a)
Teilkomponenten sollen ihren Arbeitsbereich selbst bereinigen und
initialisieren. Der Ausführungsstatus bei Eintreten von Störungen soll
ersichtlich bleiben, um die Anzahl zu wiederholender Prozeduren zu
minimieren. (b)
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Q2.4 Verfügbarkeit (Availability)
Es wird eine hohe Verfügbarkeit des Systems angestrebt. Hierzu sind
Lösungen zur Einbeziehung von Virtualisierung, Replikation und
Failover-Clustering zu prüfen.
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A.3 Q3 - Benutzbarkeit (Usability)
Q3.1 Verständlichkeit (Understandability)
Die User-Interfaces richten sich an unterschiedliche Nutzerkreise.
Ihr Interaktionsschema und die Wortwahl sind an den jeweils zu
erwartenden Nutzerkreis anzupassen. Die Bedienung sollte sich an
den üblichen Bedienformen für Internetseiten und fachtypischen Ap-
plikationen orientieren.
Q3.2 Erlernbarkeit (Learnability)
Die Hauptfunktionen der User-Interfaces sollen keine besondere
Schulung erfordern, soweit dies im Rahmen neuer Bedienkonzepte
oder Visualisierungen möglich ist. Für spezielle User-Interfaces, die
eine tiefere Kenntnis der mit ihnen verbundenen Arbeitsprozesse
erfordern, sollte eine intuitive Bedienbarkeit angestrebt werden.
Q3.3 Bedienbarkeit (Operability)
Für die Nutzung der User-Interfaces sollen keine besonderen An-
forderungen an die Hardware oder Software des Benutzers gestellt
werden. Soweit möglich sollte nur ein aktueller Standard-Webbrowser
auf einem PC vorausgesetzt werden. Nutzbarkeit auf mobilen Com-
putern, Smartphones und Tablets ist wünschenswert, wird aber nicht
vorausgesetzt.
Q3.4 Attraktivität (Attractiveness)
Es handelt sich hierbei um kein kommerzielles Produkt, daher werden
keine direkten Anforderungen an die Attraktivität der User-Interfaces
gestellt. Sie ist aber wünschenswert, um den Umgang für Testperso-
nen, Nutzern der Evaluation und potentiellen späteren Anwendern
zu erleichtern.
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A.4 Q4 - Effizienz (Efficiency)
Q4.1 Zeitverhalten (Time Behaviour)
Im Rahmen der Analyse werden aufwendige Berechnungen durchge-
führt. Sie sind zum Teil langwierig und erfordern mehrere Stunden.
Angestrebt wird in jedem Teilbereich eine Verarbeitung, die möglichst
nahe an Echtzeitfähigkeit reicht. (a)
Aufgrund der Kaskadierung mehrerer zeitaufwändiger Berechnun-
gen sollten diese soweit möglich parallelisiert und auf mehrere Server
verteilt werden, um die Bearbeitungszeit großer Datenmengen zu
optimieren. (b)
Q4.2 Verbrauchsverhalten (Resource Utilization)
Für den Betrieb des Systems und der Analyse-Komponenten stehen
mehrere Server der Professur Medieninformatik zur Verfügung. Dies
umfasst vier Server mit Dual-Quadcore Intel Xeon E5450 3 GHz
Prozessoren und 16 GB Arbeitsspeicher in einem Clustersystem mit
1 Gigabit Ethernet und 20 Gigabit Infiniband Netzwerkverbindung.
Dazu kamen zwei Workstations vergleichbarer Kategorie und einigen
anderen Computern und Servern zum Einsatz, die in Überlastsi-
tuationen zeitweilig genutzt werden können. Zudem stehen zwei
RAID-Festplattensysteme für die Speicherung großer Datenmengen
zur Verfügung. Ein geeignetes Konzept zur effizienten Nutzung dieser
Ressourcen ist zu entwickeln. (a)
Strategien für die Umsetzung eines Parallelbetriebs verschiedener
Analyse-Verfahren sollen erarbeitet werden. Dabei ist zu berücksichti-
gen, dass nicht alle Hardware-Systeme jederzeit zur Verfügung stehen
oder Zeitweise anderweitig genutzt werden. (b)
Die zu implementierenden Komponenten sollten die Fähigkeiten heu-
tiger Multicore-Prozessoren nutzen und einen Multithreading-Betrieb
erlauben, wo dies möglich erscheint (c).
A-7

A.5 Q5 - Änderbarkeit (Maintainability)
A.5 Q5 - Änderbarkeit (Maintainability)
Q5.1 Analysierbarkeit (Analyzability)
Um den Status und Ablauf von Datenverarbeitungsprozessen über-
wachen zu können, sind Mechanismen zur Protokollierung und Feh-
lerbehandlung vorzusehen (Logs und Exception-Handling).
Q5.2 Modifizierbarkeit (Changeability)
Als Forschungs- und Entwicklungssystem ist die Modifizierbarkeit
ein zentrales Merkmal. Die Dokumentation und Implementation
muss geeignet sein Anpassungen am System zu erleichtern. (a)
Alle Komponenten sind soweit geboten modular zu gestalten, um
Veränderungen und Erweiterungen zu erleichtern. (b)
Q5.3 Stabilität (Stability)
Das System muss geeignet sein, mehrere hundert Stunden Videoma-
terial ohne größere Eingriffe stabil verarbeiten zu können. Es sollte
darauf ausgelegt sein, auch weit größere Datenmengen zu bewältigen
und tagelang ohne Eingriffe zu funktionieren. Die Stabilität soll durch
einen mehrtägigen Lasttest belegt werden.
Q5.4 Prüfbarkeit (Testability)
Soweit im Zeitrahmen möglich sollen kritische Bibliotheken durch
Unit-Tests geprüft werden. Eine vollständige Überprüfung ist im Rah-
men dieser Entwicklung nicht möglich und auch nicht erforderlich, da
es sich um kein finales oder kommerzielles Produkt handelt.
A-9

A.6 Q6 - Übertragbarkeit (Portability)
A.6 Q6 - Übertragbarkeit (Portability)
Q6.1 Anpassbarkeit (Adaptability)
Das System soll gemäß den definierten Workflows arbeiten. Die
Definition und Konfiguration neuer Workflows soll dabei möglich
sein. Dies soll auch dahingehend erfolgen, dass ganz neue Anwen-
dungsszenarien dem Spektrum hinzugefügt werden können.
Q6.2 Installierbarkeit (Installability)
Alle Bestandteile sollen unabhängig von der verwendeten Hardware
funktionieren (a).
Eine explizite Unabhängigkeit vom Betriebssystem wird nicht ver-
langt. Die Programme und Komponenten sollen aber innerhalb glei-
cher Betriebssystemfamilien und -varianten funktionieren, soweit die
Voraussetzungen an Laufzeitumgebungen und installierten Bibliothe-
ken erfüllt sind (b).
Eine Kapselung durch Einsatz von Virtualisierungsumgebungen ist
wünschenswert (c).
Q6.3 Austauschbarkeit (Replaceability)
Alle Komponenten des Systems, vor allem aber die Analyse-Komponenten
sind austauschbar auszulegen, so dass jederzeit ein Mitwachsen des
Systems und die Nutzung verbesserter Komponenten möglich ist.
Dies ist insbesondere in einem Forschungsumfeld wichtig.
Q6.4 Koexistenz (Co-Existence)
Es wird davon ausgegangen, dass die hier erarbeitete Lösung nicht
alleinstehend ist. Es gibt andere Lösungen, die Aufgaben in der
Vor- und Nachverarbeitung erfüllen. Daher sind Schnittstellen und
Austauschformate für die Daten vorzusehen (a).
Die Analyse-Komponenten teilen sich in der Regel gemeinsame Aus-
führungsumgebungen. Es ist darauf zu achten, dass es dabei zu keiner
gegenseitigen Behinderung oder Störung kommen kann (b).
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Anhang B: Abbildungen zum
Nexus-Framework
Abbildung B.1: Die Startseite Dashboard des User-Interfaces.
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Abbildung B.2: Metadaten-App: Übersicht über vorhandene Assets und Schaltfläche zu
Registrierung neuer Assets.
Abbildung B.3: Metadaten-App: Detailansicht eines registrierten Assets mit der Mög-
lichkeit, ein Etikett auszudrucken und weitere Begleitmaterialien hoch-
zuladen. Hier wurden bereits drei Fotos der Außenseite des Trägerme-
diums hochgeladen.
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Abbildung B.4: Ingest-App: Auflistung der für den Ingest konfigurierten Magazine
mit Festlegung der kompatiblen Kassettentypen, Maximalkapazität und
Abarbeitungsreihenfolge (meist First-In-First-Out, FIFO).
Abbildung B.5: Ingest-App: Anzeige vorbereiter Ingest-Vorgang (Job). Der Nutzer kann
jederzeit den Status eines Jobs einsehen, die Ausführung starten oder
unterbinden sowie ablesen in welcher Reihenfolge die Kassetten in das
Magazin eingelegt werden müssen.
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Abbildung B.6: Annotations-App: Übersicht von Assets die für die Annotation vorbe-
reitet wurden.
Abbildung B.7: Annotations-App: Detailansicht eines Videos mit Annotationsfeldern
für technische Fehler im Video.
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Abbildung B.8: Mediathek-App: Detailansicht extrahierter zeitabhängiger Metadaten,
wie Schnitterkennung, Sprachtranskription, Gesichtsdetektion und
Texterkennung.
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Abbildung B.9: Mediatehek-App: Darstellung der zeitabhänigen Metadaten eines ana-
lysierten Videos.
Abbildung B.10: Mediathek-App: Detailansicht der Ergebnisse der Texterkennung. Er-
kennbar sind die Schwierigkeiten der OCR-Software bei der Extraktion
von textuellen Daten aus Videotext-Bildschirmtafeln eines qualitativ
schlechten VHS-Videos.
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Abbildung B.11: Mediathek-App: Detailansicht statistischer Informationen und zeitun-
abhängiger Metadaten.
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Abbildung B.12: Mediathek-App: Ansicht der technischen Metadaten von Trägermedi-
en und Videodateien sowie der hochgeladenen Begleitmaterialien.
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Anhang C: MetaBase Datenbank-Schema
Abbildung C.13: Datenbank-Schema des Abschnitt Asset-Management.
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Abbildung C.14: Datenbank-Schema für die Resultate der verschiedenen Analyse-
Komponenten.
Abbildung C.15: Datenbank-Schema für die Speicherung visueller MPEG-7 Merkmale
C-2
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Abbildung C.16: Datenbank-Schema für die Speicherung und Berechnung von
Segmentierungen.
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Abbildung C.17: Datenbank-Schema für die manuelle Annotation von archivarischen
Metadaten des REM: Regelwerk Mediendokumentation.
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A.6 Q6 - Übertragbarkeit (Portability)
Abbildung C.18: Schema des Evaluationsbereichs.
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Anhang D: Evaluation Nexus-Framework
D.7 Funktionale Anforderungen
Tabelle D.1: Formale Überprüfung der Funktionalen Anforderungen im Bereich Asset-
und Daten-Management
Nr. Bezeichnung Lösung Status
F1 Asset- und Daten-Management
F1.1 Metadaten-
Speicherung
Zentraler Datenbank-Server mit ei-
gens entwickeltem Datenbanksche-
ma
erfüllt
F1.2 Datei-
Speicherung
Redundantes Speicher-Repository
auf Basis eines verteilten
Dateisystems und RAID10 File-
Servern
erfüllt
F1.3 Speicherung
archivarischer
Metadaten
Adaption des Regelwerks Medien-
dokumentation in das Datenbank-
schema
erfüllt
F1.4 Zugriffsfunktionen Zugriff über Entity Framework, Bi-
bliotheken für den Umgang mit
AXID und Video-Tidecodes, Asset-
Management-Controller
erfüllt
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Tabelle D.2: Formale Überprüfung der Funktionalen Anforderungen im Bereich
Analyse-Framework.
Nr. Bezeichnung Lösung Status
F2 Analyse-Framework
F2.1 Workflow-System Automatischer Ablauf
konfigurierter Workflows im
Analysis-Controller
erfüllt
F2.2 Verarbeitung
großer
Datenmengen
Verteilte Abarbeitung auf mehreren
Servern durch Virtualisierung und
Webservices
erfüllt
F2.3 Laufzeitumgebung
für externe
Komponenten
Nutzung virtuelle Maschinen und
einheitlicher Analysis-Connector
erfüllt
F2.4 Schnittstellen für
Komponenten
Analysis-Connector erlaubt einheit-
liche Kapselung der inneren Imple-
mentierung externer Komponenten
erfüllt
F2.5 Einheitliche
Daten- und
Speicherformate
Erzeugte Metadaten werden durch
Normalisierung in das Datenbank-
Schema überführt und sind zugreif-
bar.
erfüllt
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Tabelle D.3: Formale Überprüfung der Funktionalen Anforderungen im Bereich
Analyse-Komponenten.
Nr. Bezeichnung Lösung Status
F3 Analyse-Komponenten
F3.1 Vorsegmentierung
von
Strukturelemente
Integration der AMOPA Shot-
Boundary-Detection
erfüllt
F3.2 Feststellung
technischer
Eigenschaften
Integration von MediaInfo erfüllt
F3.3 Anbindung einer
Digitalisierungs-
lösung
Webservice-Schnittstelle zu
IMTECS
erfüllt
F3.4 Spracherkennung
und -transkription
Integration der AMOPA Speech-
Recognition
erfüllt
F3.5 Texterkennung Integration der AMOPA Text-
Recognition
erfüllt
F3.6 Gesichtsdetektion Integration der AMOPA Face-
Detection
erfüllt
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Tabelle D.4: Formale Überprüfung der Funktionalen Anforderungen Bereich User
Interface.
Nr. Bezeichnung Lösung Status
F4 User Interface
F4.1 Verwaltung der
Testkorpora
Eigene Nummernkreise bei der Ver-
gabe von AXIDs, manuelle An-
notation von Ground-Truth-Daten,
Metadaten-App
erfüllt
F4.2 Asset-
Detailansichten
Realisiert durch Mediathek-App erfüllt
F4.3 Darstellung der
zeitabhängige
Metadaten
Realisiert durch beweglichen zeit-
basierten Anzeigebereich in der
Mediathek-App
erfüllt
F4.4 Manuellen Anno-
tation
Annotations-App und Metadaten-
App
erfüllt
F4.5 Zugriffssteuerung Anbindung an ein Active-Directory
mit zentraler Authentifizierung
erfüllt
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D.8 Qualitative Anforderungen
Tabelle D.5: Formale Überprüfung der Qualitativen Anforderungen an die Funktionali-
tät (Functionality).
Nr. Bezeichnung Lösung Status
Q1 Funktionalität (Functionality)
Q1.1
(a)
Kompatibilität von
Formaten und Co-
decs
Analyse und Mediathek nutzen ein ein-
heitliches Videoformat (h.264, MP4). Vi-
deos in beliebigen anderen Formaten
und Codecs können durch das Digita-
lisierungssystem umgewandelt werden
und als sekundäre Proxy-Dateien ver-
waltet werden.
erfüllt
Q1.1
(b)
Parallität für Archi-
vierung, Forschung
und Evaluation
Der Systementwurf und die Aufteilung
in Modul erlaubt den Einsatz in allen
drei Bereichen
erfüllt
Q1.2
(a)
Eindeutigkeit in der
Repräsentation und
bei Zeitkoordinaten
Ein beständige eindeutige Zuordnung
zwischen Daten und Medium erfolgt
über den einheitlichen Identifikation
AXID. Für die Umrechnung von Zeit-
koordinaten wurde eine spezielle Biblio-
thek entwickelt, die mehrere Frageraten
und Datenformate unterstützt.
erfüllt
Q1.2
(b)
Korrekte
Übernahme,
Aggregation und
Wiedergabe
Metadaten externer Komponenten wer-
den geparsed und normiert. Die Kor-
rektheit wurde im Rahmen des Lasttests
geprüft.
siehe
Last-
test
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Tabelle D.6: Formale Überprüfung der Qualitativen Anforderungen an die Funktionali-
tät (Functionality).
Nr. Bezeichnung Lösung Status
Q1.3 Automatischer
Dauerbetrieb,
geringe
Ausfallzeiten
Der Dauerbetrieb wurde im Rahmen
des Lasttests geprüft. Eine Verringerung
der Ausfallzeiten wird durch Virtualisie-
rung und standardisierte Laufzeitumge-
bungen sichergestellt.
siehe
Last-
test
Q1.4 Modularisierung
und Schnittstellen
zur Kommunika-
tion mit externen
Systemen
Im Systementwurf wurden alle wich-
tigen Komponenten als Module kon-
zipiert. Als Schnittstellen über Sys-
temgrenzen hinweg kommen vielfach
SOAP-Webservices zum Einsatz.
erfüllt
Q1.5
(a)
Authentifizierung
des Nutzerzugriffs
Der Zugriff auf Systeme und User-
Interfaces erfolgt über Benutzername
und Passworte durch Integration in eine
Active-Directory Domäne.
erfüllt
Q1.5
(b)
Zugriffsteuerung Nutzer sind bestimmten Zugriffsgrup-
pen zugeordnet. Abhängig davon wer-
den Sichten, Datenanzeigen und Zu-
griffsoptionen im UI gefiltert.
erfüllt
Q1.5
(c)
Verschlüsselung Der Zugriff auf die User-Interfaces er-
folgt verschlüsselt über https/SSL. Die
Datenbank und das File-Repository kön-
nen mit Verschlüsselungen erweitert
werden.
teilweise
erfüllt
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Tabelle D.7: Formale Überprüfung der Qualitativen Anforderungen an die Zuverlässig-
keit (Reliability).
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Tabelle D.8: Formale Überprüfung der Qualitativen Anforderungen an die Zuverlässig-
keit (Reliability).
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Tabelle D.9: Formale Überprüfung der Qualitativen Anforderungen an die Effizienz
(Efficiency).
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Tabelle D.10: Formale Überprüfung der Qualitativen Anforderungen an die Änderbar-
keit (Maintainability).
N
r.
Be
ze
ic
hn
un
g
Lö
su
ng
St
at
us
Q
5
Ä
nd
er
ba
rk
ei
t(
M
ai
nt
ai
na
bi
lit
y)
Q
5.
1
Lo
gg
in
g
un
d
Ex
ce
pt
io
n-
H
an
dl
in
g
D
ie
Pr
ot
ok
ol
lie
ru
ng
un
d
Fe
hl
er
be
ha
nd
lu
ng
er
fo
lg
t
du
rc
h
N
ut
zu
ng
Ei
ns
at
z
vo
n
Ex
ce
pt
io
n-
H
an
dl
in
g
in
Pr
oz
ed
ur
en
un
d
Tr
ac
ei
ng
-F
un
kt
io
ne
n
so
w
ie
Pr
ot
ok
ol
le
n
im
D
at
en
ba
nk
-
M
an
ag
em
en
t-
Sy
st
em
.
er
fü
llt
Q
5.
2
(a
)
D
ok
um
en
ta
ti
on
un
d
M
od
ifi
zi
er
ba
rk
ei
t
Z
ur
D
ok
um
en
ta
ti
on
w
ur
de
n
K
om
m
en
ti
er
un
ge
n
un
d
Sc
hn
it
ts
te
l-
le
nd
efi
ni
ti
on
en
in
de
n
Q
ue
llc
od
e
ei
ng
ef
üg
t.
er
fü
llt
Q
5.
2
(b
)
M
od
ul
ar
it
ät
Ei
n
m
od
ul
ar
er
A
uf
ba
u
is
t
du
rc
h
de
n
Sy
st
em
en
tw
ur
f
si
ch
er
ge
-
st
el
lt
er
fü
llt
Q
5.
3
St
ab
ile
r
Be
tr
ie
b
be
i
ho
he
r
La
st
W
ir
d
im
R
ah
m
en
de
s
La
st
te
st
s
ge
pr
üf
t.
Si
eh
e
La
st
-
te
st
Q
5.
4
U
ni
t-
Te
st
s
U
ni
t-
Te
st
s
ko
nn
te
n
im
R
ah
m
en
di
es
er
A
rb
ei
t
nu
r
fü
r
ze
nt
ra
le
Pr
oz
ed
ur
en
im
pl
em
en
ti
er
tw
er
de
n.
te
ilw
ei
se
er
fü
llt
D-10
D.8 Qualitative Anforderungen
Tabelle D.11: Formale Überprüfung der Qualitativen Anforderungen an die Übertrag-
barkeit (Portability).
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Tabelle D.12: Stand der Digitalisierung als Vorstufe der Analyse.
Tabelle D.13: Ergebnisse des Analyse-Lasttests.
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Anhang E: Tabellen zur Evaluierung der
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Tabelle E.14: Resultate für Differential-Edit-Distance (DED), Coverage/Overflow aus
Kollektion A.
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Tabelle E.15: Resultate für Differential-Edit-Distance (DED), Coverage/Overflow aus
Kollektion B.
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Tabelle E.16: Precision/Recall/F1-Maß für Kollektion A mit Toleranzbereichen auf Basis
von Sekunden.
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Tabelle E.17: Precision/Recall/F1-Maß für Kollektion A mit Toleranzbereichen auf Basis
von Shots.
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Tabelle E.18: Precision/Recall/F2-Maß für Kollektion B, berechnet für Toleranzberei-
chen in Abhängigkeit von Sekunden (a) und von Shots (b).
(a) Kollektion A mit Sekunden-
Toleranzbereichen. (b) Kollektion B mit Shot-Toleranzbereichen.
E-6
Verzeichnisse
F-1

Literaturverzeichnis
Adams, B. (2003, März). Where Does Computational Media Aesthetics
Fit? IEEE Multimedia, 10 (2).
Adams, B., Dorai, C. & Venkatesh, S. (2002, Dezember). Toward au-
tomatic extraction of expressive elements from motion pictures:
tempo. Multimedia, IEEE Transactions on, 4 (4), 472–481.
Apple Inc. (2009). Color User Manual. Cupertino, CA 95014: Apple
Inc.
Arifin, S. & Cheung, P. Y. K. (2006). A Novel FPGA-based Imple-
mentation of Time Adaptive Clustering for Logical Story Unit
Segmentation. In 2006 design, automation and test in europe (S. 1–
6). IEEE.
Arifin, S. & Cheung, P. Y. K. (2007). A computation method for
video segmentation utilizing the pleasure-arousal-dominance
emotional information. ACM multimedia, 68–77.
Awad, G., Fiscus, J., Michel, M., Joy, D., Kraaij, W., Smeaton, A. F., . . .
Larson, M. (2016). Trecvid 2016: Evaluating video search, video
event detection, localization, and hyperlinking. In Proceedings of
trecvid 2016.
Barras, C., Zhu, X., Meignier, S. & Gauvain, J. L. (2006). Multistage
speaker diarization of broadcast news. IEEE Transactions on
Audio, Speech and Language Processing, 14 (5), 1505–1512.
Benini, S., Bianchetti, A., Leonardi, R. & Migliorati, P. (2006). Extracti-
on of Significant Video Summaries by Dendrogram Analysis. In
Image processing, 2006 ieee international conference on (S. 133–136).
IEEE.
F-3
Literaturverzeichnis
Benini, S., Migliorati, P. & Leonardi, R. (2007). A statistical framework
for video skimming based on logical story units and motion
activity. Content-Based Multimedia . . . .
Benini, S., Migliorati, P. & Leonardi, R. (2008a). Fast dialogue indexing
based on structure information. In Image processing, 2008. icip
2008. 15th ieee international conference on (S. 69–72). IEEE.
Benini, S., Migliorati, P. & Leonardi, R. (2008b). Retrieval of video
story units by Markov entropy rate. Content-Based Multimedia
Indexing, 2008. CBMI 2008. International Workshop on, 41–45.
Berger, A., Eibl, M., Heinich, S., Herms, R., Kahl, S., Kürsten, J., . . .
Ritter, M. (2015). ValidAX - Validierung der Frameworks AMOPA
und XTRIEVAL (Bericht). Chemnitz: TU Chemnitz, Professur
Medieninformatik.
Berger, A., Eibl, M., Heinich, S., Knauf, R., Kürsten, J., Kurze, A., . . .
Ritter, M. (2012, sep). Schlussbericht zum InnoProfile Forschungs-
vorhaben sachsMedia - Cooperative Producing, Storage, Retrieval,
and Distribution of Audiovisual Media (FKZ: 03IP608) (Bericht).
Chemnitz: TU Chemnitz, Professur Medieninformatik.
Blondel, V. D., Guillaume, J.-L., Lambiotte, R. & Lefebvre, E. (2008,
Oktober). Fast unfolding of communities in large networks.
Journal of Statistical Mechanics: Theory and Experiment, 2008 (10),
P10008.
Bootstrap-Project. (o. J.). Bootstrap is the most popular html, css, and js
framework for developing responsive, mobile first projects on the web.
Zugriff am 21.11.2015 auf http://getbootstrap.com
Bordwell, D. (1985). Narration in the fiction film. Madison, WI:
University of Wisconsin Press.
Bordwell, D. & Thompson, K. (2012). Film Art: An Introduction
with Connect Access Card. McGraw-Hill Humanities/Social
Sciences/Languages.
Bowen, C. J. & Thompson, R. (2013). Grammar of the edit (3rd ed Aufl.).
Burlington, MA: Focal Press.
Cao, J.-R. (2007). Algorithm of Scene Segmentation Based on SVM for
F-4
Literaturverzeichnis
Scenery Documentary. In Third international conference on natural
computation (icnc 2007) (S. 95–98). IEEE.
Chaisorn, L., Chua, T. S., Koh, C. K. & Zhao, Y. (2003). A two-level
multi-modal approach for story segmentation of large news
video corpus. . . . DC.
Chaisorn, L., Chua, T.-S. & Lee, C.-H. (2002). The segmentation of news
video into story units (Bd. 1). IEEE.
Chasanis, V., Kalogeratos, A. & Likas, A. (2009, Juli). Movie
segmentation into scenes and chapters using locally weighted
bag of visual words. In Civr ’09: Proceeding of the acm international
conference on image and video retrieval (S. 1–7). New York, New
York, USA: ACM Request Permissions.
Chasanis, V. T., Likas, A. C. & Galatsanos, N. P. (2009, Januar).
Scene detection in videos using shot clustering and sequence
alignment. Multimedia, IEEE Transactions on, 11 (1), 89–100.
Chen, H. & Li, C. (2010). A practical method for video scene
segmentation. In Computer science and information technology
(iccsit), 2010 3rd ieee international conference on (S. 153–156). IEEE.
Chen, H.-W., Kuo, J.-H., Chu, W.-T. & Wu, J.-L. (2004). Action movies
segmentation and summarization based on tempo analysis. In
the 6th acm sigmm international workshop (S. 251–258). New York,
New York, USA: ACM Press.
Chen, L.-H., Lai, Y.-C. & Mark Liao, H.-Y. (2008, März). Movie
scene segmentation using background information. Pattern
Recognition, 41 (3), 1056–1065.
Cheng, W. & Lu, J. (2008). Video Scene Oversegmentation Reduction
by Tempo Analysis. In 2008 fourth international conference on
natural computation (S. 296–300). IEEE.
Christopher, C. (2012, 12. 7). J-cuts and l-cuts. Vimeo Video School.
Zugriff am 2017-06-13 auf https://vimeo.com/blog/post/
j-cuts-l-cuts
Cieplinski, L. (2001, September). MPEG-7 Color Descriptors and Their
Applications. In Computer analysis of images and patterns (S. 11–
F-5
Literaturverzeichnis
20). Berlin, Heidelberg: Springer Berlin Heidelberg.
Cinemetrics. (2015). http://www.cinemetrics.lv/index.php. Zugriff
am 10.11.2015 auf http://www.cinemetrics.lv/index
.php
Corporation, B. B. (2013). Bbc eastenders. Zugriff am 03.06.2017 auf
http://www.bbc.co.uk/programmes/b006m86d
Cottrell, A. (2016). Lucchetti R (2016a). gretl Command Reference–Gnu
Regression, Econometrics and Time-Series Library.
Cottrell, A. & Lucchetti, R. (2016, März). Gretl User’s Guide. Institution
of Engineering and Technology.
Cour, T., Jordan, C., Miltsakaki, E. & Taskar, B. (2008). Movie/Script:
Alignment and Parsing of Video and Text Transcription. In
Computer vision – eccv 2008 (S. 158–171). Berlin, Heidelberg:
Springer Berlin Heidelberg.
Defays, D. (1977, Januar). An efficient algorithm for a complete link
method. The Computer Journal, 20 (4), 364–366.
Del Fabro, M. & Böszörmenyi, L. (2010, Juni). Video Scene Detection
Based on Recurring Motion Patterns. In Mmedia ’10: Proceedings
of the 2010 second international conferences on advances in multime-
dia (S. 113–118). IEEE Computer Society.
Del Fabro, M. & Böszörmenyi, L. (2013, Oktober). State-of-the-art and
future challenges in video scene detection: a survey. Multimedia
systems, 19 (5), 427–454.
de Souza, T. T. & Goularte, R. (2013, März). Video shot representation
based on histograms. In Sac ’13: Proceedings of the 28th annual acm
symposium on applied computing (S. 961). New York, New York,
USA: ACM Request Permissions.
Donato, D. I. (2012). Computing Maximum-Likelihood Estimates for
Parameters of the National Descriptive Model of Mercury in Fish .
Zugriff auf http://pubs.usgs.gov/of/2012/1181/pdf/
ofr2012-1181_report_508_rev121312.pdf
Ellouze, M., Boujemaa, N. & Alimi, A. M. (2010). Scene pathfinder:
unsupervised clustering techniques for movie scenes extraction.
F-6
Literaturverzeichnis
Multimedia Tools and Applications, 47 (2), 325–346.
Ercolessi, P., Bredin, H., Sénac, C. & Joly, P. (2011). Segmenting TV
series into scenes using speaker diarization. Workshop on Image
. . . .
Ercolessi, P., Sénac, C., Mouysset, S. & Bredin, H. (2012). Hierarchical
framework for plot de-interlacing of TV series based on speakers,
dialogues and images. ACM.
Etzold, B. (2015). Entwicklung eines frameworks zur visualisierung von
szenengraphen im multimediaretrieval (Unveröffentlichte Diplom-
arbeit). TU-Chemnitz, Chemnitz.
Eyben, F., Wöllmer, M. & Schuller, B. (2010). Opensmile. In the
international conference (S. 1459–1462). New York, New York,
USA: ACM Press.
Faulstich, W. (2013). Grundkurs Filmanalyse. UTB.
FFmpeg-Project. (2015). Ffmpeg, a complete, cross-platform solution to
record, convert and stream audio and video. Zugriff am 13.06.2017
auf http://ffmpeg.org/
Flad, R. (2013). ISAN: the Global ID for AV Content (Nr. 1). ISAN
International Agency. (.)
Fuxjager, A. (2007, Februar). Diegese, Diegesis, diegetisch: Versuch
einer Begriffsentwirrung . montage AV, 1–21.
Gan, G., Ma, C. & Wu, J. (2007). Data Clustering: Theory, Algorithms, and
Applications. Society for Industrial and Applied Mathematics.
Gatica-Perez, D., Loui, A. & Sun, M.-T. (2003, Juni). Finding structure
in home videos by probabilistic hierarchical clustering. Circuits
and Systems for Video Technology, IEEE Transactions on, 13 (6), 539–
548.
Gauvain, J.-L., Lamel, L. & Adda, G. (2002, Mai). The LIMSI Broadcast
News transcription system. Speech communication, 37 (1-2), 89–
108.
Goela, N., Wilson, K. W., Niu, F., Divakaran, A. & Otsuka, I. (2007).
An SVM Framework for Genre-Independent Scene Change De-
tection. ICME.
F-7
Literaturverzeichnis
Gräf, D., Grossmann, S., Klimczak, P., Krah, H. & Wagner, M. (2014).
Filmsemiotik (2. Aufl.). Köthen: Schüren Verlag.
Group, C. S. R. (2017). Open source speech recognition toolkit. Zugriff am
13.6.2017 auf https://cmusphinx.github.io
Gu, Z., Mei, T., Hua, X.-S., Wu, X. & Li, S. (2007). EMS: Energy
Minimization Based Video Scene Segmentation. In Multimedia
and expo, 2007 ieee international conference on (S. 520–523). IEEE.
Hanjalic, A., Lagendijk, R. L. & Biemond, J. (1999, Juni). Automated
high-level movie segmentation for advanced video-retrieval sys-
tems. Circuits and Systems for Video Technology, IEEE Transactions
on, 9 (4), 580–588.
Härdle, W. & Simar, L. (2003). Applied Multivariate Statistical Analysis.
Berlin, Heidelberg: Springer Berlin Heidelberg.
Heinich, S. & Kürsten, J. (2009). Inhaltsbasierte Suche in audiovisuel-
len Medien auf Basis von Texterkennung. LWA WIR:94-97.
Herms, R., Manthey, R., Ritter, M. & Eibl, M. (2013). Ein adaptiver
Ansatz zum Ingest großer Bestände audiovisueller Medien unter
heterogenen Anforderungen. LWA, 251–256.
Hickethier, K. (2007). Film und Fernsehanalyse, vierte Auflage. JB
Metzler.
Huang, J., Liu, Z. & Wang, Y. (1998). Integration of audio and visual
information for content-based video segmentation (Bd. 3). IEEE
Comput. Soc.
Huang, J., Liu, Z. & Wang, Y. (2005, Juni). Joint scene classification
and segmentation based on hidden Markov model. Multimedia,
IEEE Transactions on, 7 (3), 538–550.
ISAN International Agency. (2013). About ISAN. Zugriff auf http://
www.isan.org/about/
Jain, A. K., Murty, M. N. & Flynn, P. J. (1910, Januar). Data clustering:
a review. ACM Computing Surveys (CSUR), 31 (3), 1-60.
Jones, M. J. & Viola, P. (2001). Robust real-time object detection.
Workshop on Statistical and Computational Theories . . . .
F-8
Literaturverzeichnis
Juhnke, K. (2011, Juli). entfesselte Kamera - Lexikon der Filmbegrif-
fe. Zugriff auf http://filmlexikon.uni-kiel.de/index
.php?action=lexikon&tag=det&id=6078
Katz, S. D. (2004). Die richtige Einstellung : Shot by shot; zur Bildsprache
des Films; das Handbuch (Dt. Erstausg., 5. Aufl. Aufl.). Frankfurt
am Main: Zweitausendeins.
Keller, S. & Stoddard, S. (2010). All movie talk » the films dictionary. Zu-
griff auf http://www.allmovietalk.com/?page_id=91
Kender, J. R. & Yeo, B.-L. (1998). Video scene segmentation via conti-
nuous video coherence. In 1998 ieee computer society conference on
computer vision and pattern recognition (S. 367–373). IEEE Comput.
Soc.
Kessler, F. (2007, Februar). Von der filmologie zur narratologie.
montage AV, 1–8.
Knauf, R., Kürsten, J., Kurze, A., Ritter, M., Berger, A., Heinich, S. &
Eibl, M. (2011). Produce. annotate. archive. repurpose –: accelerating
the composition and metadata accumulation of tv content. New York,
New York, USA: ACM.
Korte, H. (1999). Einführung in die systematische Filmanalyse : Ein
Arbeitsbuch; mit Beispielanalysen von Peter Drexler, Helmut Korte,
Hans-Peter Rodenberg und Jens Thiele zu Zabriskie Point (Antonioni
1969), Misery (Reiner 1990), Schindlers Liste (Spielberg 1993), Romeo
und Julia (Luhrmann 1996). Berlin: Schmidt.
Kumar, N., Rai, P., Pulla, C. & Jawahar, C. V. (2011). Video Scene
Segmentation with a Semantic Similarity. IICAI.
Kürsten, J., T., W. & Eibl, M. (2008, Oktober). Extensible retrieval
and evaluation framework: Xtrieval. In Lwa 2008 (Bd. Technical
Report Nr. 448).
Kwon, Y.-M., Song, C.-J. & Kim, I.-J. (2000). A new approach for high
level video structuring. In International conference on multimedia
and expo (S. 773–776). IEEE.
Kyperountas, M., Kotropoulos, C. & Pitas, I. (2007). Enhanced
eigen-audioframes for audiovisual scene change detection. IEEE
F-9
Literaturverzeichnis
Transactions on Multimedia, 9 (4), 785–797.
Lew, M. S., Sebe, N., Djeraba, C. & Jain, R. (2006, Februar). Content-
based multimedia information retrieval: State of the art and
challenges. ACM Transactions on Multimedia Computing, Commu-
nications, and Applications (TOMM), 2 (1), 1–19.
Lienhart, R., Pfeiffer, S. & Effelsberg, W. (1999). Scene determination
based on video and audio features. In Multimedia computing and
systems, 1999. ieee international conference on (S. 685–690). IEEE
Comput. Soc.
Lin, T. & Zhang, H.-J. (2000). Automatic video scene extraction by shot
grouping. In 15th international conference on pattern recognition (S.
39–42). IEEE Comput. Soc.
Lisa. (2004, August). Action movies segmentation and summarization
based on tempo analysis. MIR ’04 Proceedings of the 6th ACM
SIGMM international workshop on Multimedia information retrieval,
1–8.
Lu, L., Cai, R. & Hanjalic, A. (2006). Audio Elements Based Auditory
Scene Segmentation. In 2006 ieee international conference on
acoustics speed and signal processing (S. V–17–V–20). IEEE.
Lux, M. & Chatzichristofis, S. A. (2008). Lire: lucene image retrieval.
In Proceeding of the 16th acm international conference (S. 1085–1088).
New York, New York, USA: ACM Press.
Manjunath, B. S., Ohm, J. R., Vasudevan, V. V. & Yamada, A. (2001,
Juni). Color and texture descriptors. IEEE Transactions on Circuits
and Systems for Video Technology, 11 (6), 703–715.
Manning, C. D., Raghaven, P. & Schütze, H. (2009). Introduction to
Information Retrieval. Cambridge: nlp.stanford.edu.
Manthey, R., Herms, R., Ritter, M., Storz, M. & Eibl, M. (2013).
A Support Framework for Automated Video and Multimedia
Workflows for Production and Archive. In Design, user experi-
ence, and usability. theory, methods, tools and practice (S. 336–341).
Berlin, Heidelberg: Springer Berlin Heidelberg.
F-10
Literaturverzeichnis
Maximum likelihood estimation | stat 414 / 415. (2015). Zugriff auf
https://onlinecourses.science.psu.edu/stat414/
node/191
MediaInfo-Project. (2015). Mediainfo is a convenient unified display
of the most relevant technical and tag data for video and audio
files. Zugriff am 13.6.2017 auf http://sourceforge.net/
projects/mediainfo/
Mercado, G. (2011). THE FILMMAKER’S EYE . Boston: Focal Press.
Metz, C. (1972). Semiologie des Films . München: Fink.
Microsoft. (2017). Microsoft speech api (sapi) 5.4. Zugriff
am 13.6.2017 auf https://msdn.microsoft.com/en-us/
library/ee125077(v=vs.85).aspx
Monaco, J. (2009). Film verstehen : Kunst, Technik, Sprache, Geschichte
und Theorie des Films und der Neuen Medien; mit einer Einführung
in Multimedia (Überarb. und erw. Neuausg. Aufl.). Reinbek bei
Hamburg: Rowohlt-Taschenbuch-Verl.
Murtagh, F. & Legendre, P. (2014). Ward’s Hierarchical Agglomera-
tive Clustering Method: Which Algorithms Implement Ward’s
Criterion? Journal of Classification, 31 (3), 274–295.
Ngo, C.-W., Pong, T.-C. & Zhang, H. (2002a). Motion-Based Video
Representation for Scene Change Detection. International Journal
of Computer Vision (), 50 (2), 127–142.
Ngo, C.-W., Pong, T.-C. & Zhang, H.-J. (2002b). On clustering
and retrieval of video shots through temporal slices analysis.
Multimedia, IEEE Transactions on, 4 (4), 446–458.
Ngo, C.-W., Pong, T.-C., Zhang, H.-J. & Chin, R. T. (2000). Motion-
based video representation for scene change detection. In 15th
international conference on pattern recognition (S. 827–830). IEEE
Comput. Soc.
Nitanda, N., Haseyama, M. & Kitajima, H. (2005). Audio signal
segmentation and classification for scene-cut detection. ISCAS,
4030–4033.
F-11
Literaturverzeichnis
Niu, F., Goela, N., Divakaran, A. & Abdel-Mottaleb, M. (2008, Januar).
Audio scene segmentation for video with generic content. In
T. Gevers, R. C. Jain & S. Santini (Hrsg.), Electronic imaging 2008
(S. 68200S–68200S–5). SPIE.
Odobez, J.-M., Gatica-Perez, D. & Guillemot, M. (2003, Juni). Spectral
Structuring of Home Videos. In Design, user experience, and
usability. theory, methods, tools and practice (S. 310–320). Berlin,
Heidelberg: Springer Berlin Heidelberg.
OpenCV-Project. (2015). Open source computer vision library. Zugriff
am 13.06.2017 auf http://sourceforge.net/projects/
opencvlibrary/
Petersohn, C. (2009). Temporal video structuring for preservation
and annotation of video content. In Image processing icip, th ieee
international conference on (S. 93–96).
Poulisse, G. & Moens, M. (2011). Unsupervised scene detection
in Olympic video using multi-modal chains. Content-Based
Multimedia Indexing (CBMI), 2011 9th International Workshop on,
103–108.
Proferes, N. T. (2008). Film directing fundamentals. Taylor & Francis.
Project, T.-O. (2017). Tesseract open source ocr engine. Zugriff
am 13.6.2017 auf https://github.com/tesseract-ocr/
tesseract
Quickgraph-Project. (2011). Quickgraph, graph data structures and algo-
rithms for .net. Zugriff am 03.06.2017 auf https://quickgraph
.codeplex.com/
Rasheed, Z. & Shah, M. (2003a). A graph theoretic approach for scene
detection in produced videos. Multimedia Information Retrieval
Workshop.
Rasheed, Z. & Shah, M. (2003b). Scene detection in Hollywood movies
and TV shows. In Computer vision and pattern recognition, 2003.
proceedings. 2003 ieee computer society conference on (S. –343–8).
IEEE Comput. Soc.
F-12
Literaturverzeichnis
Rasheed, Z. & Shah, M. (2005, Dezember). Detection and representa-
tion of scenes in videos. Multimedia, IEEE Transactions on, 7 (6),
1097–1105.
Rem 1.0 regelwerk mediendokumentation (Bericht). (2011, 9. 6). AG
REM. Zugriff am 13.06.2017 auf http://rmd.dra.de/arc/
doc/REM_RDK_96.pdf
Rickert, M. & Eibl, M. (2013). Evaluation of media analysis and
information retrieval solutions for audio-visual content through
their integration in realistic workflows of the broadcast industry.
In the 2013 research in adaptive and convergent systems (S. 118–121).
New York, New York, USA: ACM Press.
Rickert, M. & Eibl, M. (2014, Oktober). A proposal for a taxonomy of
semantic editing devices to support semantic classification. In
Racs ’14: Proceedings of the 2014 conference on research in adaptive
and convergent systems (S. 34–39). New York, New York, USA:
ACM Request Permissions.
Ritter, M. (2014). Optimierung von Algorithmen zur Videoanalyse (Un-
veröffentlichte Dissertation). Technische Universität Chemnitz,
Chemnitz.
Ritter, M., Rickert, M., Chenchu, L. J., Kahl, S., Herms, R., Hussein, H.,
. . . Eibl, M. (2015). Technische universita t chemnitz at trecvid
instance search 2015. In Proceedings of trecvid 2015.
Roget, P. M. (1825, Januar). Explanation of an Optical Deception in
the Appearance of the Spokes of a Wheel Seen through Vertical
Apertures. Philosophical Transactions of the Royal Society of London,
115 (0), 131–140.
Ross, M. (2001, November). INTERVIEW: Achieving the Cinematic
Impossible; "Russian Ark"DP Tilman Buttner Discusses What
It’s L. indiewire.com.
Rui, Y., Huang, T. S. & Mehrotra, S. (1999). Constructing table-of-
content for videos. Multimedia systems, 7 (5), 359–368.
Sachs-Hombach, K. (2003). Das Bild als kommunikatives Medium :
Elemente einer allgemeinen Bildwissenschaft (Unveröffentlichte Dis-
F-13
Literaturverzeichnis
sertation). Zugl.: Magdeburg, Univ., Habil.-Schr. u.d.T.: Sachs-
Hombach, Klaus: Elemente einer allgemeinen Bildwissenschaft.,
Köln
Sahouria, E. & Zakhor, A. (1999). Content analysis of video using
principal components. Circuits and Systems for Video Technology,
IEEE Transactions on, 9 (8), 1290–1298.
Schmid, H. (1994). Probabilistic part-of-speech tagging using decision
trees. In Proceedings of the international conference on new . . . (S. 9).
Schmidt, S. J. (1994, Januar). Konstruktivismus in der Medienfor-
schung: Konzepte, Kritiken, Konsequenzen. In Die wirklichkeit
der medien (S. 592–623). Wiesbaden: VS Verlag für Sozialwissen-
schaften.
Shi, J. & Malik, J. (2000, August). Normalized Cuts and Image
Segmentation. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 22 (8), 888–905.
Sibson, R. (1973, Januar). SLINK: An optimally efficient algorithm
for the single-link cluster method. The Computer Journal, 16 (1),
30–34.
Sidiropoulos, P., Mezaris, V., Kompatsiaris, I. & Kittler, J. (2012, Juni).
Differential Edit Distance: A Metric for Scene Segmentation
Evaluation. Circuits and Systems for Video Technology, IEEE
Transactions on, 22 (6), 904–914.
Sidiropoulos, P., Mezaris, V., Kompatsiaris, I. & Kittler, J. (2015). Ded -
video scene segmentation evaluation tool. Zugriff am 03.06.2017 auf
http://mklab.iti.gr/project/ded
Sidiropoulos, P., Mezaris, V., Kompatsiaris, I., Meinedo, H., Bugalho,
M. & Trancoso, I. (2010). On the use of audio events for im-
proving video scene segmentation. Image Analysis for Multimedia
Interactive Services (WIAMIS), 2010 11th International Workshop on,
1–4.
Sidiropoulos, P., Mezaris, V., Kompatsiaris, I., Meinedo, H., Bugalho,
M. & Trancoso, I. (2011). Temporal Video Segmentation to Scenes
Using High-Level Audiovisual Features. Circuits and Systems for
F-14
Literaturverzeichnis
Video Technology, IEEE Transactions on, 21 (8), 1163–1177.
Sidiropoulos, P., Mezaris, V., Kompatsiaris, I., Meinedo, H. & Trancoso,
I. (2009, Oktober). Multi-modal scene segmentation using
scene transition graphs. In Mm ’09: Proceedings of the 17th acm
international conference on multimedia (S. 665). New York, New
York, USA: ACM Request Permissions.
Smeaton, A. F., Over, P. & Doherty, A. R. (2010, April). Video shot
boundary detection: Seven years of TRECVid activity. Computer
vision and image understanding, 114 (4), 411–418.
Smeaton, A. F., Over, P. & Kraaij, W. (2006). Evaluation campaigns
and trecvid. In MIR ’06: Proceedings of the 8th ACM International
Workshop on Multimedia Information Retrieval (S. 321–330). New
York, NY, USA: ACM Press. doi: http://doi.acm.org/10.1145/
1178677.1178722
Smeulders, A. W. M., Worring, M., Santini, S., Gupta, A. & Jain, R.
(2000, Dezember). Content-based image retrieval at the end of
the early years. Pattern Analysis and Machine Intelligence, IEEE
Transactions on, 22 (12), 1349–1380.
Song, Y., Ogawa, T. & Haseyama, M. (2010). MCMC-based scene
segmentation method using structure of video. Communications
and Information Technologies (ISCIT), 2010 International Symposium
on, 862–866.
Spiessl, W. (2003). Farb-und textur-extraktion und-deskription nach dem
mpeg-7-standard.
Steinmetz, R. (2000). Multimedia-Technologie : Grundlagen, Komponenten
und Systeme (3., überarb. Aufl. Aufl.). Berlin: Springer.
Sundaram, H. & Chang, S.-F. (2000). Determining computable scenes
in films and their structures using audio-visual memory models.
ACM multimedia, 95–104.
Sundaram, H., Sundaram, H., Chang, S.-F. & Chang, S. F. (2002, De-
zember). Computable scenes and structures in films. Multimedia,
IEEE Transactions on, 4 (4), 482–491.
F-15
Literaturverzeichnis
Tavanapong, W. & Zhou, J. (2004). Shot clustering techniques for story
browsing. Multimedia, IEEE Transactions on, 6 (4), 517–527.
Thompson, R. & Bowen, C. J. (2009). Grammar of the shot (2nd ed Aufl.).
Burlington, MA: Focal Press.
Truong, B. T., Venkatesh, S. & Dorai, C. (2003, Januar). Scene extraction
in motion pictures. Circuits and Systems for Video Technology, IEEE
Transactions on, 13 (1), 5–15.
Vendrig, J. & Worring, M. (2001). Evaluation measurement for logical
story unit segmentation in video sequences. Intelligent Sensory
Inform Syst.
Vendrig, J. & Worring, M. (2002). Systematic evaluation of logical
story unit segmentation. Multimedia, IEEE Transactions on, 4 (4),
492–499.
Veneau, E., Ronfard, R. & Bouthemy, P. (2000). From video shot clus-
tering to sequence segmentation. In 15th international conference
on pattern recognition (S. 254–257). IEEE Comput. Soc.
Vinciarelli, A. & Favre, S. (2007). Broadcast news story segmentation
using social network analysis and hidden markov models. ACM
multimedia, 261–264.
Wang, J., Duan, L., Lu, H., Jin, J. S. & Xu, C. (2006). A Mid-Level Scene
Change Representation Via Audiovisual Alignment. In Acou-
stics, speech and signal processing, 2006. icassp 2006 proceedings.
2006 ieee international conference on (S. –II–412). IEEE.
Ward, P. (2003). Picture Composition for Film and Television. Focal Press.
Ward Jr, J. H. (2012, April). Hierarchical Grouping to Optimize an
Objective Function. Journal of the American Statistical Association,
58 (301), 236–244.
Weng, C.-Y., Chu, W.-T. & Wu, J.-L. (2009, Februar). RoleNet: Movie
Analysis from the Perspective of Social Networks. Multimedia,
IEEE Transactions on, 11 (2), 256–271.
Werner, P. (1985). Film noir. FISCHER Taschenbuch.
Wertheimer, M. (1912, April). Experimentelle Studien über das Sehen
von Bewegung. Zeitschrift fur Psychologie und Physiologie der
F-16
Literaturverzeichnis
Sinnesorgane, 1, 162–265.
Xie, W. & Tong, M. (2011). A novel framework for soccer goal detection
based on semantic rule. Journal of Electronics (China), 28 (4-6),
670–674.
Yale University, New Haven, CT . (2002, August). Film Analysis Guide.
Zugriff auf http://classes.yale.edu/film-analysis/
Yeung, M., Yeo, B.-L. & Liu, B. (1996). Extracting story units
from long programs for video browsing and navigation. In
Multimedia computing and systems, 1996., proceedings of the third
ieee international conference on (S. 296–305).
Yeung, M., Yeo, B. L. & Liu, B. (1998). Segmentation of video
by clustering and graph analysis. Computer vision and image
understanding, 71 (1), 94–109.
Yeung, M. M. & Liu, B. (1995). Efficient matching and clustering of
video shots. In Image processing, 1995. proceedings., international
conference on (S. 338–341). IEEE Comput. Soc. Press.
Yeung, M. M. & Yeo, B.-L. (1996). Time-constrained clustering for
segmentation of video into story units. In Pattern recognition,
1996., proceedings of the 13th international conference on (S. 375–
380). IEEE.
Yeung, M. M., Yeo, B.-L., Wolf, W. H. & Liu, B. (1995). Video
browsing using clustering and scene transitions on compressed
sequences. IS&T/SPIE’s Symposium on Electronic Imaging: Science
& Technology, 2417, 399–413.
Zhai, Y. & Shah, M. (2001). Video scene segmentation using Markov
chain Monte Carlo. Multimedia, IEEE Transactions on, 8 (4), 686–
697.
Zhai, Y. & Shah, M. (2006, August). Video scene segmentation using
Markov chain Monte Carlo. Multimedia, IEEE Transactions on, 8
(4), 686–697.
Zhang, D. Q., Lin, C. Y. & Chang, S. F. (2004). Semantic video
clustering across sources using bipartite spectral clustering.
Multimedia and Expo.
F-17
Literaturverzeichnis
Zhang, S., Li, H. & Zhang, S. (2011). A multi-modal video analysis
system. In Communication software and networks (iccsn), 2011 ieee
3rd international conference on (S. 176–179). IEEE.
Zhang, Z., Li, B., Lu, H. & Xue, X. (2008). Scene segmentation based on
video structure and spectral methods. In 2008 10th international
conference on control, automation, robotics and vision (icarcv) (S.
1093–1096). IEEE.
F-18
Abbildungsverzeichnis
2.1 Dichotomie der Syntagmen nach Metz . . . . . . . . . . 18
2.2 K-Means Clustering nach Petersohn . . . . . . . . . . . 33
2.3 Keyframe-Klassifikation mit Spatio-Temporal-Slices . . 34
2.4 Muster eines Spatio-Temporal-Slices . . . . . . . . . . . 35
2.5 Visualisierung der Bewegungs-Sequenz in einem Ski-
Sprung-Video . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6 Kategorien von Segmentierungsansätzen . . . . . . . . 40
2.7 Workflow des Time-Constrained Clustering . . . . . . . 45
2.8 Continous-Coherence . . . . . . . . . . . . . . . . . . . . 47
2.9 Blockmatching beim Overlapping-Links . . . . . . . . . 51
2.10 Bestimmung von Sequenzen mit Overlapping-Links . . 51
2.11 Merkmalsextraktion beim Time-Adaptive-Grouping . . 54
2.12 Merging beim Time-Adaptive-Grouping . . . . . . . . . 54
2.13 Background-Extraction vorher . . . . . . . . . . . . . . 56
2.14 Background-Extraction hinterher . . . . . . . . . . . . . 56
2.15 Workflow des Ansatzes von Rasheed und Shah . . . . . 58
2.16 Workflow der Bag-of-Words-Methode . . . . . . . . . . 60
2.17 Ablauf des EMS-Verfahrens . . . . . . . . . . . . . . . . 63
2.18 Pace am Beispiel des Films Titanic . . . . . . . . . . . . 66
2.19 Workflow bei Sidiropoulos et al. (2011) . . . . . . . . . . 69
2.20 Pleasure-Arousal-Dominance-Berechnung . . . . . . . . 71
2.21 Sequenz-Segmentierung nach (Cour et al., 2008) . . . . 74
2.22 Für ShotWave verwendete Bildbereiche . . . . . . . . . 77
2.23 Überschneidungen zwischen Audio- und Video . . . . 78
2.24 Taxonomie des scene pathfinder Ansatzes . . . . . . . . 81
2.25 Workflow des scene pathfinder Ansatzes . . . . . . . . 81
G-1
Abbildungsverzeichnis
2.26 Erkennung von Dialogen durch die Shot-Überlappung. 82
2.27 Erkennung von Sequenzen durch Analyse von Über-
lappungen. . . . . . . . . . . . . . . . . . . . . . . . . . . 84
2.28 RoleNet (sozialen Gruppen) . . . . . . . . . . . . . . . . 86
2.29 Tabellarische Darstellung von RoleNet . . . . . . . . . 86
2.30 Bestimmung von Haupt- und Nebenrollen . . . . . . . 88
2.31 Vergleich von Ground-Truth und Analyse bei (Ercolessi
et al., 2012) . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.1 Die Dimensionen der Filmanalyse nach Korte (1999) . . 116
3.2 Vier Blickwinkel der Filmanalyse nach Faulstich. . . . . 123
3.3 Ein Einstellungsprotokoll . . . . . . . . . . . . . . . . . 128
3.4 Ein Sequenzprotokoll . . . . . . . . . . . . . . . . . . . . 129
3.5 Eine Sequenzgrapfik . . . . . . . . . . . . . . . . . . . . 131
3.6 Formalspannung im Film Kampf der Welten . . . . . . 133
3.7 Formalspannung mit linearer Regression . . . . . . . . 134
3.8 Funktionalisierte Einstellungsgrafik einer Sequenz . . . 136
3.9 Darstellung der Kamera-Distanzen an einem Beispiel . 137
4.1 Ausschnitt aus dem Film Schindler’s List . . . . . . . . 142
4.2 Darstellung der Schärfeebene und des Schärfebereichs 149
4.3 Horizontaler Kamerawinkel . . . . . . . . . . . . . . . . 152
4.4 Vertikaler Kamerawinkel . . . . . . . . . . . . . . . . . . 153
4.5 High-Angle-Shot im Film Vertigo. . . . . . . . . . . . . 153
4.6 Very-High-Angle-Shot im Film Stachka . . . . . . . . . 154
4.7 Top-Shot im Film 8 1/2 . . . . . . . . . . . . . . . . . . . 155
4.8 Low-Angle-Shot im Film Vertigo. . . . . . . . . . . . . . 156
4.9 Very-Low-Angle-Shot im Film Mat . . . . . . . . . . . . 156
4.10 Dutch-Angle im Film The Third Man. . . . . . . . . . . 158
4.11 Long-Shot . . . . . . . . . . . . . . . . . . . . . . . . . . 162
4.12 Medium-Shot . . . . . . . . . . . . . . . . . . . . . . . . 162
4.13 Close-Up . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
4.14 Extreme-Long-Shot . . . . . . . . . . . . . . . . . . . . . 164
G-2
Abbildungsverzeichnis
4.15 Medium-Long-Shot . . . . . . . . . . . . . . . . . . . . . 165
4.16 Medium-Close-Up . . . . . . . . . . . . . . . . . . . . . 166
4.17 Extreme-Close-Up . . . . . . . . . . . . . . . . . . . . . . 167
4.18 Amerikanischer Medium-Shot . . . . . . . . . . . . . . 169
4.19 Italian-Shot . . . . . . . . . . . . . . . . . . . . . . . . . . 170
4.20 Framing Distances . . . . . . . . . . . . . . . . . . . . . 171
4.21 Grundbewegungen der Kamera . . . . . . . . . . . . . . 186
5.1 Phasen der Post-Production und Montage . . . . . . . . 218
5.2 Transition: Dissolve . . . . . . . . . . . . . . . . . . . . . 222
5.3 Transition: Fade . . . . . . . . . . . . . . . . . . . . . . . 224
5.4 Transition: Iris-Blende . . . . . . . . . . . . . . . . . . . 226
5.5 Transition: Wipe . . . . . . . . . . . . . . . . . . . . . . . 227
5.6 Bildkompositionsebenen . . . . . . . . . . . . . . . . . . 229
5.7 Montage durch Positionierung. . . . . . . . . . . . . . . 230
5.8 Superimposition im Film Neighbors . . . . . . . . . . . 233
5.9 Superimposition im Film Kill Bill Vol. 1. . . . . . . . . . 234
5.10 Beispiele für Keying . . . . . . . . . . . . . . . . . . . . 236
5.11 Bild-Montage . . . . . . . . . . . . . . . . . . . . . . . . 237
5.12 Elektronische Bildkomposition . . . . . . . . . . . . . . 238
5.13 Der Achssprung . . . . . . . . . . . . . . . . . . . . . . . 242
5.14 Aufnahmen ohne Achssprung. . . . . . . . . . . . . . . 243
5.15 Positionen nahe an der Handlungsachse. . . . . . . . . 244
5.16 Etablierung einer neuen Handlungsachse. . . . . . . . . 245
5.17 Beispiel für die 30-Grad-Regel. . . . . . . . . . . . . . . 246
5.18 Graphic-Match . . . . . . . . . . . . . . . . . . . . . . . 252
5.19 Eye-Line Mach . . . . . . . . . . . . . . . . . . . . . . . . 255
5.20 J-Cut und L-Cut . . . . . . . . . . . . . . . . . . . . . . . 262
6.1 Die Architektur des Analyse- und Archivierungssystems 288
6.2 Allgemeiner Ablauf der Analyse. . . . . . . . . . . . . . 291
6.3 Kontrollfluss innerhalb des Workflows. . . . . . . . . . 295
G-3
Abbildungsverzeichnis
6.4 Verteilung der physischen Geräte und virtuellen Ma-
schinen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 301
6.5 Tabelle für ‚Beteiligungen von Personen‘ . . . . . . . . . 309
6.6 Ingest-App: Übersicht der Trägermedien . . . . . . . . . 310
6.7 Annotations-App: Detailansicht eines Videos . . . . . . 312
6.8 Mediathek-App: Scrollbare Übersichtsseite. . . . . . . . 314
6.9 Mediatehek-App: Darstellung der Detailinformationen
eines Assets. . . . . . . . . . . . . . . . . . . . . . . . . . 315
6.10 Beispiel eines Etiketts mit einer ISAN-Nummer. . . . . 319
6.11 Struktur des ISAN-Identifikators. . . . . . . . . . . . . . 320
6.12 Beispiel eines AXID-Etiketts. . . . . . . . . . . . . . . . 321
6.13 Datenbank-Schema mit vier Metadaten-Bereichen. . . . 324
6.14 Zugriff auf das verteilte File-Repository. . . . . . . . . . 329
6.15 User-Interface für Digitalisierungs-Aufträge . . . . . . 331
6.16 IMTECS-Roboter . . . . . . . . . . . . . . . . . . . . . . 331
6.17 Medienprofile. . . . . . . . . . . . . . . . . . . . . . . . . 332
6.18 Datenflüsse innerhalb von IMTECS . . . . . . . . . . . . 334
6.19 Kapselung verschiedener Analyse-Komponenten durch
einen Wrapper für jede virtuelle Instanz der Analyse . 335
6.20 Vierstufiger Ablauf der Analyse. . . . . . . . . . . . . . 339
6.21 Datenmodell der technischen Analyse . . . . . . . . . . 342
6.22 Prozesskette des AMOPA-Frameworks . . . . . . . . . 343
6.23 Visualisierung der Schnitterkennung . . . . . . . . . . . 345
6.24 Prozesskette der Objekterkennung. . . . . . . . . . . . . 348
6.25 Texterkennung am Beispiel . . . . . . . . . . . . . . . . 351
6.26 Phasen des Nexus-Workflows . . . . . . . . . . . . . . . 358
6.27 Bearbeitungsstatus der Analyse-Komponenten . . . . . 361
7.1 Similarity-Clustering und Scene-Transition-Graph . . . 370
7.2 Sequenz-Segmentierung mit drei Level. . . . . . . . . . 374
7.3 Taxonomie verschiedener Varianten der Clusteranalyse 376
7.4 Fusionsstrategien der Clusteranalyse . . . . . . . . . . . 380
7.5 Vergleich verschiedener Fusionierungsstrategien . . . . 381
G-4
Abbildungsverzeichnis
7.6 Vier Linkage-Strategien . . . . . . . . . . . . . . . . . . . 382
7.7 MPEG-7 Color-Deskriptoren . . . . . . . . . . . . . . . . 387
7.8 Beispiel des MPEG-7 Dominant Color Descriptor . . . . 388
7.9 Ablauf der MPEG-7 CLD Berechnung . . . . . . . . . . 390
7.10 MPEG-7 Edge Histrogram Descriptor . . . . . . . . . . 392
7.11 MPEG-7 Scalable Color Descriptor . . . . . . . . . . . . 394
7.12 Temporal-Proximity-Weight . . . . . . . . . . . . . . . . 399
7.13 Transition-Resistance-Descriptor . . . . . . . . . . . . . 401
7.14 Logistische Funktion . . . . . . . . . . . . . . . . . . . . 405
7.15 Verteilung der Deskriptor-Distanzen im Trainingsvideo 412
7.16 Streudiagramme Deskriptor-Distanzen im Trainingsvideo413
7.17 Scene-Transition-Graph . . . . . . . . . . . . . . . . . . 423
8.1 Statistik der von Del Fabro und Böszörmenyi unter-
suchten Methoden. . . . . . . . . . . . . . . . . . . . . . 429
8.2 Toleranzbereich für Precision/Recall . . . . . . . . . . . 434
8.3 Coverage und Overflow . . . . . . . . . . . . . . . . . . 437
8.4 Asymmetrie bei Precision/Recall und C/O. . . . . . . . 439
8.5 Anteile der Analyse-Phasen an den DED-Werten. . . . 454
8.6 Vergrößerung der DED-Anteile . . . . . . . . . . . . . . 455
8.7 DED-Werte ohne Trainingsvideo. . . . . . . . . . . . . . 456
8.8 DED-Werte mit Trainingsvideo. . . . . . . . . . . . . . . 457
8.9 Verlauf von DED und Distance während der Analyse . 458
8.10 Resultate der Sequenz-Segmentierung in der Metrik 1-
DED. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 459
8.11 Gestaffelte Resultate der Sequenz-Segmentierung. . . . 461
8.12 Diagramm zur Anzahl gefundener und erwarteter Se-
quenzen . . . . . . . . . . . . . . . . . . . . . . . . . . . 463
8.13 Whisker-Plots für Coverage und Overflow ohne Trai-
ningsvideo. . . . . . . . . . . . . . . . . . . . . . . . . . . 465
8.14 Whisker-Plot für Coverage/Overflow mit Trainingsvideo.466
8.15 Resulatet Coverage und Overflow . . . . . . . . . . . . 467
8.16 XY-Diagramm der Coverage- und Overflow-Werte . . . 468
G-5
Abbildungsverzeichnis
8.17 Precision in Abhängigkeit vom Toleranzbereich (A.1). . 470
8.18 Precision in Abhängigkeit vom Toleranzbereich (A.2). . 471
8.19 Recall in Abhängigkeit vom Toleranzbereich (A.1). . . . 472
8.20 Recall in Abhängigkeit vom Toleranzbereich (A.2). . . . 473
8.21 Precision Abhängigkeit vom Toleranzbereich (B). . . . . 474
8.22 Recall in Abhängigkeit vom Toleranzbereich (B). . . . . 475
8.23 Vergleich des F1-Maßes (Toleranzbereich in Sekunden). 476
8.24 Vergleich des F1-Maßes (Toleranzbereich in Shots). . . . 477
8.25 Toleranzbereich für Precision/Recall beim Film A Beau-
tiful Mind . . . . . . . . . . . . . . . . . . . . . . . . . . . 479
B.1 Dashboard des User-Interfaces. . . . . . . . . . . . . . . B-1
B.2 Metadaten-App: Übersicht über vorhandene Assets. . . B-2
B.3 Metadaten-App: Detailansicht eines registrierten Assets. B-2
B.4 Ingest-App: Auflistung der für den Ingest konfigurier-
ten Magazine. . . . . . . . . . . . . . . . . . . . . . . . . B-3
B.5 Ingest-App: Anzeige vorbereiter Ingest-Vorgang (Job). . B-3
B.6 Annotations-App: Übersicht von Assets die für die
Annotation vorbereitet wurden. . . . . . . . . . . . . . . B-4
B.7 Annotations-App: Detailansicht eines Videos mit An-
notationsfeldern für technische Fehler im Video. . . . . B-4
B.8 Mediathek-App: Detailansicht extrahierter zeitabhängi-
ger Metadaten. . . . . . . . . . . . . . . . . . . . . . . . . B-5
B.9 Mediatehek-App: Darstellung der zeitabhänigen Meta-
daten eines analysierten Videos. . . . . . . . . . . . . . . B-6
B.10 Mediathek-App: Detailansicht der Ergebnisse der Tex-
terkennung. . . . . . . . . . . . . . . . . . . . . . . . . . B-6
B.11 Mediathek-App: Detailansicht statistischer Informatio-
nen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B-7
B.12 Mediathek-App: Ansicht der technischen Metadaten . B-8
C.13 Datenbank-Schema des Abschnitt Asset-Management. . C-1
C.14 Datenbank-Schema für die Resultate der verschiedenen
Analyse-Komponenten. . . . . . . . . . . . . . . . . . . C-2
G-6
Abbildungsverzeichnis
C.15 Datenbank-Schema für die Speicherung visueller MPEG-
7 Merkmale . . . . . . . . . . . . . . . . . . . . . . . . . C-2
C.16 Datenbank-Schema für die Speicherung und Berech-
nung von Segmentierungen. . . . . . . . . . . . . . . . . C-3
C.17 Datenbank-Schema für die manuelle Annotation von
archivarischen Metadaten des REM: Regelwerk Medi-
endokumentation. . . . . . . . . . . . . . . . . . . . . . . C-4
C.18 Schema des Evaluationsbereichs. . . . . . . . . . . . . . C-5
G-7

Tabellenverzeichnis
2.1 Aspekte von Sequenz-Segmentierungen . . . . . . . . . 42
4.1 Auszug aus der Cinemetrics-Datenbank. . . . . . . . . 177
4.2 Diegese bei auditiven Merkmalen des Films. . . . . . . 200
8.1 Daten zu Test-Kollektion A . . . . . . . . . . . . . . . . 445
8.2 Daten zu Test-Kollektion B . . . . . . . . . . . . . . . . . 446
8.3 Gewichtung der Deskriptoren bei der Evaluierung . . . 450
8.4 Vergleich der Anzahl gefundener Sequenzen mit dem
Ground-Truth. . . . . . . . . . . . . . . . . . . . . . . . . 462
D.1 Formale Überprüfung des Daten-Managements. . . . . D-1
D.2 Formale Überprüfung des Analyse-Frameworks. . . . . D-2
D.3 Formale Überprüfung der Analyse-Komponenten . . . D-3
D.4 Formale Überprüfung des User-Interfaces . . . . . . . . D-4
D.5 Formale Überprüfung der Funktionalität. . . . . . . . . D-5
D.6 Formale Überprüfung der Funktionalität. . . . . . . . . D-6
D.7 Formale Überprüfung der Zuverlässigkeit. . . . . . . . D-7
D.8 Formale Überprüfung der Zuverlässigkeit. . . . . . . . D-8
D.9 Formale Überprüfung der Effizienz. . . . . . . . . . . . D-9
D.10 Formale Überprüfung der Änderbarkeit. . . . . . . . . D-10
D.11 Formale Überprüfung der Übertragbarkeit. . . . . . . . D-11
D.12 Stand der Digitalisierung als Vorstufe der Analyse. . . . D-13
D.13 Ergebnisse des Analyse-Lasttests. . . . . . . . . . . . . . D-13
E.14 Resultate für DED, Coverage/Overflow aus A. . . . . . E-2
E.15 Resultate für DED, Coverage/Overflow aus B. . . . . . E-3
E.16 Sekundenbasierter Precision/Recall für Kollektion A. . E-4
H-1
Tabellenverzeichnis
E.17 Shotbasierter Precision/Recall für Kollektion A. . . . . E-5
E.18 Precision/Recall für Kollektion B. . . . . . . . . . . . . . E-6
H-2
Dissertationen der Medieninformatik
(1) Kürsten, Jens (2012)
A Generic Approach to Component-Level Evaluation in
Information Retrieval
ISBN 978-3-941003-68-2
Volltext: http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-96344
(2) Berger, Arne (2014)
Prototypen im Interaktionsdesign : Klassifizierung der
Dimensionen von Entwurfsartefakten zur Optimierung
der Kooperation von Design und Informatik
ISBN 978-3-944640-00-6
Volltext: http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-126344
(3) Ritter, Marc (2014)
Optimierung von Algorithmen zur Videoanalyse :
Ein Analyseframework für die Anforderungen lokaler
Fernsehsender
ISBN 978-3-944640-09-9
Volltext: http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-133517
(4) Kurze, Albrecht (2016)
Modellierung des QoS-QoE-Zusammenhangs für mobile
Dienste und empirische Bestimmung in einem
Netzemulations-Testbed
ISBN 978-3-944640-60-0
Volltext: http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-195066
(5) Wilhelm-Stein, Thomas (2016)
Information Retrieval in der Lehre - Unterstützung des Erwerbs
von Praxiswissen zu Information Retrieval Komponenten
mittels realer Experimente und Spielemechaniken
ISBN 978-3-944640-82-2
Volltext: http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-199778
(6) Schneider, Anke (2016)
Farbeinflussfaktoren zur emotionalen Bildwirkung und
ihre Bedeutung für das Retrieval von Tourismusbildern
ISBN 978-3-96100-002-9
Volltext: http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-209553
(7) Rickert, Markus (2017)
Inhaltsbasierte Analyse und Segmentierung narrativer,
audiovisueller Medien
ISBN 978-3-96100-029-6
Volltext: http://nbn-resolving.de/urn:nbn:de:bsz:ch1-qucosa-226724
