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Abstract
Ω-rule was introduced by W. Buchholz to give an ordinal-free cut-elimination
proof for a subsystem of analysis with Π11-comprehension. His proof provides cut-
free derivations by familiar rules only for arithmetical sequents. When second-
order quantifiers are present, they are introduced by Ω-rule and some residual cuts
are not eliminated. Using an extension of Ω-rule we obtain (by the same method
as W. Buchholz) complete cut-elimination: any derivation of arbitrary sequent is
transformed into its cut-free derivation by the standard rules (with induction re-
placed by ω-rule).
W. Buchholz used Ω-rule to explain how reductions of finite derivations (used
by G. Takeuti for subsystems of analysis) are generated by cut-elimination steps
applied to derivations with Ω-rule. We show that the same steps generate stan-
dard cut-reduction steps for infinitary derivations with familiar standard rules for
second-order quantifiers. This provides an analysis of Ω-rule in terms of standard
rules and ordinal-free cut-elimination proof for the system with the standard rules
for second-order quantifiers. In fact we treat the subsystem of Π11-CA (of the same
strength as ID1) that W. Buchholz used for his explanation of finite reductions.
Extension to full Π11-CA is forthcoming in another paper.
1 Introduction
Our main goal is to extend Ω-rule from [3] to get cut-elimination to arbitrary (not only
arithmetical) end-formulas. As a warm-up we adapt in the Section 3 the proof from [3]
to obtain cut-elimination by (what we call) standard reductions in an infinitary system
with ω-rule. As a first step we treat in this paper a system BI− of the strength of ID1
with ω-rule. An extension to Π11-analysis with Bar Induction and ω-rule is planned for
another paper. We use terminology from [3] and rely on the results of this paper.
The first constructive proof of the cut-elimination theorem for Π11-analysis has been
given by G. Takeuti [15, 16] who used a new kind of ordinal notations (ordinal dia-
grams) to prove the termination of his cut-elimination steps. Since then several other
proofs appeared [1, 2, 4, 8, 11], but these proofs also use some kind of complicated
ordinal notations. Much more general proof using computability predicate introduced
by J-Y. Girard [7] employs much stronger tools. Moreover, the proof by G. Takeuti
generalizes Gentzen’s second consistency proof [6] which sacrifices transparency to
retain finitistic framework.
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Cut-elimination for Π11–analysis with ω-rule has been proved by M. Yasugi [17].
She used Takeuti reductions and assignment of ordinal diagrams for derivations for
proving existence of a cut-free normal form.
The set of reductions we employ in normalization procedure for BI− consists of
familiar cut-elimination steps for the second-order arithmetic with ω-rule.
In particular the following the derivation d:
.
.
.
Γ,C0(X),∀XC0(X)
Γ,∀XC0(X)
∧
∀XC0(X)
.
.
.
Γ,¬C0(T ),∃X¬C0(X)
Γ,∃X¬C0(X)
∨T
∃X¬C0(X)
Γ CutC
where C = ∀XC0(X) reduces to the following derivation:
.
.
.
Γ,C0(X),∀XC0(X)
Γ,∀XC0(X)
∧
∀XC0(X)
.
.
.
Γ,C0(X),∀XC0(X)
.
.
.
Γ,∃X¬C0(X)
Γ,C0(X)
CutC
Γ,C0(T )
S XT
.
.
.
Γ,¬C0(T ),∃X¬C0(X)
Γ,∃X¬C0(X)
CutC0(T )
Γ CutC
where S XT is the result of substituting X by T . Here the second-order cut on the
formula ∃XC0(X) derived from C0(T ) is replaced by a cut on C0(X) followed by the
substitution rule with “parametric” occurrences of C,¬C cut out in a familiar way.
The standard reductions are permutation of a cut with an adjacent logical rule, and
essential reduction of cut when both cut formulas are introduced by logical rules or
when one of the premises is an axiom. We reduce cut-elimination to a similar ques-
tion for another normalization procedure devised by W. Buchholz [3] for a different
axiomatization of BI− using Ω-rule for which he gave an ordinal-free proof of the
cut-elimination. The principal tool is the use of his rules E,D,SXT (going back to the
second author’s [9]) that provide a fine structure and allow to give detailed analysis of
cut-elimination process by standard reductions. W. Buchholz has shown how normal-
ization of Ω-derivations induces normalization steps used in Gentzen’s second consis-
tency proof for PA [6] and in Takeuti’s proof for Π11-analysis. We establish similar
result for standard reductions closely following Buchholz’s schema.
Let’s recall the definition of reduction for infinitary derivations [14, 12].
d 7→ d′ if d′ is obtained from d by a standard reduction.
di 7→ d′i for all relevant i
I {di} 7→I {d′i}
for every inference rule I
We restate the reduction relation mentioned in [3] (the end of Section 4) in the form
of a normalization tree Td defined for each derivation d in BI−. Nodes of this tree are
labelled by derivations in BI− in (approximately) the following way.
1. d is placed to the root.
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2. If d ends in a logical inference (including ω-rule), then the predecessors of the
root are derivations of the premises.
3. If the end-piece of d contains a cut, then the predecessor is the result of a standard
reduction of this cut.
We call a derivation d in BI− normalizable iff Td is well-founded. This is an obvious
analog of the normalization in a finite number of steps, cf. the definition of Reduzier-
forschrift in [5]. The main result of the first part of this paper is
Theorem. Every derivation in BI− of an arithmetical sequent is normalizable by stan-
dard reductions.
(cf. Theorem 2 in Section 3.2).
It is proved by establishing the well-foundedness of another normalization tree T+d
for derivations d in a wider system BI using “look-ahead” functions t p(d) and d[i] from
[3], and detailed comparison of T+d and Td using finite structure present in T+d .
In the second part of the paper, we extend the Ω-rule to achieve normalization for
derivations of arbitrary sequents in our language. The Ω-rule can be stated as follows:
q : ∆,¬A(X)
. . .dq : ∆,Γ,∃XA(X) . . .
Γ,∃XA(X) (1)
with a separate premise dq for every cut-free derivation of an arithmetical sequent.
Now we change it to have a premise dq for every cut-free derivation q of arbitrary
sequent. As W. Buchholz pointed out in private correspondence, such change taken
literally would interfere with the translation of ordinary second-order existential rule
A(T )/∃XA(X) into Ω-rule creating an infinite loop. To resolve this we use distinction
between explicit and implicit formulas introduced by G. Takeuti [16]. Implicit formulas
in a derivation are those treceable to cut-formulas. Explicit formulas are those traceable
to the end-sequent. For example, a derivation of empty sequent cannot contain explicit
formulas.
We modify the translation ()∞ used in [3] in the following way. Only implicit
∃X-rules are translated into Ω-rules while explicit rules A(T )/∃XA(X) are left intact.
Derivations q : ∆,¬A(X) in (1) are now “explicit” derivations: all formulas in ∆ should
be explicit, and for arithmetical formula¬A(X) the explicit/implicit distinction is unim-
portant.
After this change the cut-elimination proof from [3] goes through (with suitable
additions) for arbitrary (not only arithmetical) end-sequents. To make induction on
derivations possible, we have to consider subderivations where some formulas in the
end-sequent are to be treated as implicit since they are traceable to a cut below the
end-sequent. Such a situation is accounted by introduction of marks. Every formula
in every sequent is marker by e (explicit) or i (implicit). Inference rules are stated
respecting these marks, so that almost every rule has two version. For example,
Γ,Ae,(A∨B)e
Γ,(A∨B)e
Γ,Ai,(A∨B)i
Γ,(A∨B)i
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The present paper consists of 4 sections. In Section 2, we recall basic definitions
and Buchholz’s infinitary systems BIΩ0 and BIΩ, and introduce our target systems BI−,
(which is a parameter-free subsystem of Π11-analysis with ω-rule) and BI, which is
obtained by adding the rules E,D,SXT . Moreover, we recall some tools like t p(d),d[i]
due to Buchholz [3].
In Section 3 we give an ordinal-free proof of the cut-elimination theorem for BI−
and analyse our reductions. We define reduction relation red, normalization tree T+d
for BI-derivations d, then normalization tree Td for BI−-derivations d as a result of
deleting (almost all) fine structure operations. The well-foundedness of Td is proved for
derivations of arithmetical sequents in Section 3.1, then the structure of Td is analysed
(Section 3.2).
We extend Buchholz’s Ω-rule in Section 4 so that the cut-elimination theorem can
be proved for derivations of arbitrary sequent. The system BIΩ+ with the extended Ω-
rule is introduced based on language with marks e, i, and the cut-elimination theorem
for BIΩ+ is proved in Section 4.1. After defining the embedding function from BI−
to BIΩ+ , we prove that any d ∈ BI− is translated into a cut-free derivation d′ ∈ BIΩ+0
(Section 4.2).
We acknowledge the help of three anonymous referees who criticized the first ver-
sion of this paper.
2 Preliminaries
We adopt Buchholz’s formulation of a formal language L although free number vari-
ables are redundant because all formal systems in this paper contain ω-rule. The func-
tion symbols are 0 and S. We assume the n-ary predicate symbol R for an n-ary prim-
itive recursive relation. Atomic formula is of the form R(t1, . . . , tn) or X(t) where X is
a free predicate variable. A and ¬A where A is atomic are called literals. Formulas
are obtained from literals by ∧,∨,∃x,∀x,∀x,∃X ,∀X with the restriction that ∀XA and
∃XA are formulas only if A contains no second-order quantifier and no free predicate
variable other than X.
If A is a formula which is not atomic, then its negation ¬A is defined using De
Morgan’s laws. The set of literals without free variables true in the standard model is
denoted by TRUE. Formulas which do not contain second-order quantifiers are called
arithmetical. FV (A) denotes the set of free variables of a formula A.
rk(A) (the logical complexity of A) is defined as follows.
rk(A) := 0 if A is a literal , ∀XB(X) or ∃XB(X).
rk(A∧B) := rk(A∨B) = max(rk(A),rk(B))+ 1.
rk(∀xA(x)) := rk(∃xA(x)) = rk(A(0))+ 1.
In inference rules only the minor formulas (which occur in the premises of the
rule) and the principal formulas (which occur in the conclusion of the rule) are shown
explicitly. Let I be an inference symbol of a system. Then we write ∆(I) and |I| in
order to indicate the set of principal formulas of I and the index set of I respectively.⋃
i∈|I|(∆i(I)) is the set of the minor formulas of I. If d = I(di)i∈|I|, then di denotes the
subderivation of d indexed by i. If d is a derivation, Γ(d) denotes its last sequent.
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We use the systems BIΩ0 , BIΩ introduced in [3]. BIΩ0 is just arithmetic with ω-rule
and Repetition rule (due to the second author). BIΩ is obtained by adding the rules
Ω¬∀XA and Ω˜¬∀XA to BIΩ0 .
The cut-degree dg(d) is defined just as in [3]. Let d be a derivation in BIΩ. As
usual, we write
d ⊢m Γ
if the end-sequent Γ(d)⊆ Γ and dg(d)≤m. In what follows, we assume that Γ(d) = Γ
unless otherwise noted.
The operators RC,E ,D ,S XT are defined as in [3]. We use their properties stated in
Theorems 1, 2, 3 of [3].
2.1 The Systems BI− and BI
The system BI− is a parameter-free subsystem of Π11-analysis with ω-rule. Replacing
ω-rule with induction axiom would give a system of strength of ID1(, which is BI−1 in
[3]). The system BI is obtained by adding the rules E,D,SXT to BI−. Thus the system
obtained from our BI by replacing ω-rule with induction is BI∗1 in [3].
Definition 1 The systems BI− and BI
1. BI− consists of the following rules:
(Ax∆) ∆ where ∆ = {A} ⊆ TRUE or ∆ = {C,¬C}
(
∧
A0∧A1)
A0 A1
A0∧A1
(
∨k
A0∨A1)
Ak
A0∨A1
where k ∈ {0,1}
(
∧
∀xA)
. . .A(x/n) . . . for all n ∈ ω
∀xA (
∧k
∃xA)
A(x/k)
∃xA where k ∈ ω
(
∧
∀XA)
A(X/Y)
∀XA where Y is an eigenvariable (
∨T
¬∀XA)
¬A(X/T )
¬∀XA
(RC)
C ¬C
/0
2. BI is obtained by adding the following rules to BI−.
(E)
/0
/0 (D)
/0
/0 (S
X
T )
Γ
Γ[X/T ]
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2.2 Embedding function and finite notations for infinitary deriva-
tions
We recall an embedding function ()∞ from derivations in BI into the derivations in BIΩ,
and functions t p(d) and d[i] by Buchholz’s method of “finite notations for infinitary
derivations”.
The notion of dg(d) where d ∈ BI is defined as in [3] so that dg(d)≤ dg(d∞).
The embedding function ()∞ replaces RC,E,D,SXT by RC,E ,D ,S XT respectively.
The function ()∞ is very similar to the function ()∞ in [3] with the following replace-
ment for induction axiom clause: (
∧
∀xA(di)i∈ω)∞ :=
∧
∀xA(d∞i ).
A derivation d in BI is called proper in [3] if for every subderivation h of d,
1. if h = D(h0), then dg(h0) = 0 and Γ(h0) is an arithmetical sequent;
2. if h = SXT (h0), then h0 = D(h00).
Thus any derivation d ∈ BI− is proper because it does not contain D,SXT .
Following Buchholz, we define t p(d) and d[i] where i ∈ |t p(d)|∗ for each proper
derivation d ∈ BI such that t p(d) is the last inference symbol of d∞, and d[i]∞ is the
i-th immediate subderivation of d∞. The definition of |t p(d)|∗ is the same as in [3].
There is only one new clause in defining t p(d) and d[i]: if d = (
∧
∀xA(di)i∈ω), then
t p(d) :=
∧
∀xA,d[i] := di for i ∈ ω .
3 Cut-Elimination Theorem for BI−
3.1 Reduction Relation and Normalization Tree
Define
BI0 := {D(d) : where D(d) is a proper derivation in BI}.
If d ∈ BI0, then t p(d) 6∈ {CutC,Ω,Ω˜}.
Let last(d) denote the last inference symbol of d.
Definition 2 red(d)
For a derivation d ∈ BI0 define one step reduction red(d) resulting in a derivation in
BI0 with Γ(red(d)) = Γ(d).
red(d) =

Ax∆ if t p(d) = Ax∆;
d[0] if t p(d) = Rep;
t p(d)(d[i])i∈|t p(d)| otherwise.
Definition 3 Let BIΩ ∋ d = I(di)i∈|I|. Then |d| (the ordinal height of d) is defined by
|d| := sup(|di|+ 1)i∈|I|.
For d ∈ BI0 with t p(d) = Rep, we have |d∞|> |red(d)∞|,dg(d)≥ dg(red(d)), and
Γ(d) = Γ(red(d)).
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Definition 4 Let d be a derivation in BI0. We define the normalization tree T+d as fol-
lows. Nodes of the tree are finite sequences a of natural numbers labeled by derivations
da.
1. d+/0 := d where /0 is the root of T
+
d .
2. If d+a for some a ∈ T+d is already defined, then the immediate predecessors d+ai
of the node a (where i ∈ |t p(d+a )|) are defined by cases according to t p(d+a ).
(a) t p(d+a ) = Rep.
d+a0 := red(d
+
a ).
(b) d+a = Ax∆.
In this case, d+a is the leaf of the tree: there is no predecessor of d+a .
(c) d+a 6= Ax∆ and t p(d+a ) = Ax∆.
d+a0 := red(d
+
a ).
(d) Otherwise.
d+ai := red(d
+
a )i for all i ∈ |t p(d+a )|.
Definition 5 For every d ∈ BI0 let d− be the result of deleting E,D from d. The nor-
malization tree Td for d ∈ BI− is the result of replacing every d+a ∈ T+D(Em(d)) by (d+a )−.
Definition 6 A derivation d of an arithmetical sequent in BI− is normalizable iff Td is
well-founded.
Proposition 1 If Td is well-founded, then a cut-free derivation of Γ(d) is obtained by
deleting some parts of Td .
Proof. By induction on the well-founded normalization tree Td . 
Lemma 1 T+d is well-founded for any d ∈ BI0.
Proof. By induction on the ordinal |(d+a )∞|. 
Theorem 1 Every derivation in BI− of an arithmetical sequent is normalizable.
Proof. It is obvious that Td is well-founded iff T+D(Em(d)) is well-founded. Now apply
Lemma 1. 
From Proposition 1 and Theorem 1, every derivation in BI− of an arithmetical
sequent is reduced to a cut-free proof denoted by Td . For a derivation d ∈ BI− let
norm(d) := D(E m(d)) for m = deg(d). Then it is easy to see that Td = norm(d) up to
Rep-inferences.
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3.2 Normalization Theorem for Standard Reductions
The tree T+d is defined as a normalization tree for reductions of derivations in BI con-
taining symbols E,D,SXT . We analyse what kind of reduction this provides for deriva-
tions in BI−.
We use Buchholz’s notions of nominal form and {R,E}-form from [3, pp. 266–
267]. a{h} is the result of substitutiong h for ⋄ in a :
. . .h . . .
.
.
.
a
Moreover, we adopt his notation C[k] meaning Ck for k ∈ {0,1} or C0(k) when C =
C0∧C1 or ∀xC0(x).
Nominal form a{h} describes a derivation having a subderivation h and such that
below h only cut-elimination operations RC,E , the substitution operation S and col-
lapsing operation D are applied. Notation d = a{h} indicates that the end-sequent of
h is situated in the end-piece of the derivation d. So for example the condition 2 in the
Normalization Theorem below states that the end-piece of da contains a cut suitable for
an “essential
∧
-reduction” and this reduction results in the ”next” derivation da0 . The
condition 6 of that theorem states that the end-piece of da contains an explicit rule (cf.
the Introduction), and this explicit rule is moved to the bottom of the derivation. The
condition 5 states the cases of axiom-reduction and “weakening reduction”.
Definition 7 FO := {∧A0∧A1∨A0∨A1 ,∧∀xA,∨∃xA}
Observe the following simple lemma:
Lemma 2 If d ∈ BI0, then t p(d) ∈ {Ax∆,Rep}∪FO.
By d+a we denote the derivation attached to a node a in T+d . Notice that if t p(d+a ) =
Ax∆, then there is no successor in T+d .
Proposition 2 If t p(d+a ) = Rep, then one of the following cases holds:
1. d+a = a{Eb{RC(h0,h1)}}, d+a0 = a{RC[k](Eb{RC(h
−
0 ,h1)}Eb{RC(h0,h
−
1 )})}.
2. d+a = a{RC(h0,h1)}, d+a0 =
{
a{hi} if t p(h1−i) = Ax{C,¬C}
a{h1−i} otherwise
3. d+a = a{Dh}, d+a0 = a{(Dh)[0]} with t p(h) = Ω˜¬∀XA.
Proof. By cases according to the definition of t p(d+a ) and d+a [i] as in [3, p.267]. 
Proposition 3 If I = t p(d+a ) ∈ FO, then there is a nominal form a such that
d+a = a{I(hi)i∈|I|}, d+ai = a{hi} for i ∈ |I|.
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Proof. By induction on d+a . 
Since t p(d+a ) ∈ {Ax∆,Rep}∪FO by Lemma 1, we see that Td describes Gentzen-
Takeuti reduction augmented with the reduction of pushing down explicit inferences in
the end-piece into the end of derivation.
Theorem 2 (Normalization by Standard Reductions) Let da ∈ Td for d ∈ BI−. Then
da is an axiom or one of the following cases holds:
1. da0 = Ax∆.
2. da = a{RC(b1{
∧
C0∧C1(d00,d01)},b2{
∨k
¬C0∨¬C1(d10)})},
da0 = a{RC[k]b1{RC(d0k,d1)}b2{RC(d0,d10)}}.
3. da = a{RC(b1{
∧
∀xC0(x)(d0n)n∈ω},b2{
∨k
∃x¬C0(x)(d10)})},
da0 = a{RC[k]b1{RC(d0k,d1)}b2{RC(d0,d10)}}.
4. da = a{RC(b1{
∧
∀XC0(X)(d00)},b2{
∨T
∃X¬C0(X)(d10)})},
da0 = a{RC(b1{d0},b2{RC0(T )(S
X
T (RC(d00,d1)),d10))})}.
5. da = a{RC(h0,h1)}; da0 =
{
a{hi} if h1−i = Ax{C,¬C}
a{h1−i} otherwise
6. da = a{I(hi)i∈|I|}, dai = a{hi} for i ∈ |I|.
Proof. By Lemma 2 and Propositions 2,3. 
As a conclusion we note that derivations in the tree T+ satisfy the additional con-
dition corresponding to Takeuti’s requirement in [16, p. 324, Definition 27.12 (1)]) that
all substitution inferences occur in the end-piece.
Proposition 4 If da ∈ T+D(Em(d)) with d ∈ BI−, then all susbstitution inferences in da are
below all logical inferences, hence the number of substitution rules in da is finite.
Proof. By bottom-up induction on T+D(Em(d)). Induction base: the derivation D(E
m(d))
satisfies the condition since there is no substitution inference in d. Induction step fol-
lows from Propositions 2 and 3. 
To illustrate the most important case 4 of cut-elimination in more detail, we present
proof figures from [3, pp. 267–268] in a simplified situation using traditional notation.
Let d+a be of the following form in the traditional notation:
.
.
.
Γ,C0(X),∀XC0(X)
Γ,∀XC0(X)
∧
∀XC0(X)
.
.
.
Γ,¬C0(T ),∃X¬C0(X)
Γ,∃X¬C0(X)
∨T
∃X¬C0(X)
Γ RC
Γ E
m+1
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Therefore (d+a )∞ is of the following form:
.
.
.
Γ,C0(X),∀XC0(X)
.
.
.
Γ,∃X¬C0(X)
Γ,C0(X)
Γ,C0(X)
E m+1
R
.
.
.
Γ,∀XC0(X)
.
.
.
∆q,C0(X)
∆q,C0(T )
S XT
.
.
.
Γ,¬C0(T ),∃X¬C0(X)
Γ,∆q,∃X¬C0(X)
R
Γ,∆q
R
. . .Γ,∆q, . . . E
m+1
Γ Ω˜
On the other hand, d+a0 = red(d
+
a ) is of the following form:
.
.
.
Γ,C0(X),∀XC0(X)
Γ,∀XC0(X)
∧
∀XC0(X)
.
.
.
Γ,C0(X),∀XC0(X)
.
.
.
Γ,∃X¬C0(X)
Γ,C0(X)
Γ,C0(X)
Em+1
Γ,C0(X)
D
Γ,C0(T )
.
.
.
Γ,¬C0(T ),∃X¬C0(X)
Γ,∃X¬C0(X)
R
Γ R
Γ E
m+1
Therefore (d+a0)
∞ is of the following form:
.
.
.
Γ,C0(X),∀XC0(X)
Γ,∀XC0(X)
∧
∀XC0(X)
.
.
.
Γ,C0(X),∀XC0(X)
.
.
.
Γ,∃X¬C0(X)
Γ,C0(X)
Γ,C0(X)
E m+1
Γ,C0(X)
D
Γ,C0(T )
.
.
.
Γ,¬C0(T ),∃X¬C0(X)
Γ,∃X¬C0(X)
R
Γ R
Γ E
m+1
In the Ω˜-rule at the end of (d+a )∞, we have a derivation of Γ,∆q for each q∈ |∀XC0(X)|.
Note that Γ is an arithmetical sequent, and (D(Em+1(RC(d00,d1))),X) ∈ |∀XC0(X)|∗.
Let’s take (D(E m+1(RCi(d∞00,d∞1 ))),X) as q and Γ as ∆q. Then the q-th right premise
of the Ω˜-rule is (d+a0)
∞
, hence a subderivation of (d+)∞. Thus |(d+)∞|> |(d+a0)
∞| holds.
4 Extended Ω-rule
In this section we extend Ω-rule and prove the cut-elimination theorem for arbitrary
(not only arithmetical) sequents. We define systems BIΩ+0 , BIΩ
+ in the language Le,i,
which is obtained from L by adding superscripts e, i to formulas of L: if A ∈ L, then
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Ae ∈ Le,i and Ai ∈ Le,i. Sequents are pairs Γ;∆ of finite sets of formulas usually written
Γe,∆i. Formulas in Γe are called explicit, formulas in ∆i are implicit.
Γ− means the result of deleting all marks e, i occurring in Γ. Order of (marked)
formulas in a sequent is irrelevant. Ordinary arithmetical and second-order rules are
modified (in an inessential way) to preserve both e and i marks, so that almost every
rule has two versions: for explicit and implicit principal formula. In axioms the marks
are not important, for example all formulas Ae,¬Ae;Ae,¬Ai;Ai,¬Ae;Ai,¬Ai for atomic
A are axioms.
Definition 8 The systems BIΩ+0 and BIΩ
+
.
1. BIΩ+0 is arithmetic with ω-rule, a rule for second-order universal quantifier,
explicit second-order existential quantifier with marks. In what follows, let
ι ∈ {e, i}.
(Axι∆) ∆
where ∆− = {A} ⊆ TRUE or ∆− = {C,¬C} for atomic C
(
∧
Aι0∧A
ι
1
)
Aι0 Aι1
Aι0∧Aι1
(
∨k
Aι0∨A
ι
1
)
Aιk
Aι0∨Aι1
where k ∈ {0,1}
(
∧
∀xAι )
. . .A(x/n)ι . . . for all n ∈ ω
∀xAι (
∨k
∃xAι )
A(k)ι
∃xAι where k ∈ ω
(
∧
∀XAι )
A(X/Y)ι
∀XAι
where Y is an eigenvariable (
∨T
¬∀XAe)
¬A(T )e
¬∀XAe
2. BIΩ+ is obtained by adding the following rules to BIΩ+ .
(RA)
Ai ¬Ai
/0 (Ω
+
¬∀XA)
. . .∆∀XAeq . . . (q ∈ |∀XAe|)
¬∀XAi
(Ω˜+¬∀XA)
A(Y )i . . .∆∀XAeq . . . (q ∈ |∀XAe|)
/0 where Y is an eigenvariable
with
(a) ∆∀XAe(d,X) is a sequent of the form Γe,Πi such that Πi is arithmetical and
∆∀XAe(d,X) = Γ(d)\ {A(X)
e},
(b) |∀XAe| := {(d,X)| d is a cut-free derivation in BIΩ+0 ,X 6∈ FV (∆∀XA
e
(d,X))}.
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Remark The domain |∀XAe| of Ω+-rule contains not only cut-free proofs of arith-
metical sequents, but cut-free proofs of arbitrary sequents Γe,Πi where Πi is arithmeti-
cal. Moreover a derivation d in this domain may contain
∨
¬∀XAe-inferences.
4.1 Cut-Elimination Theorem for BIΩ+
Cut-degree dg(d) of a derivation d ∈ BIΩ+ is defined as the least ordinal ≥ rk(Ci) for
all implicit formulas Ci in d. The relation d ⊢m Γe,Πi is defined by induction similarly
to [3]. Only derivations of finite cut-degree are considered below.
To define one-step reduction RC, collapsing operator D , we need two lemmas.
Lemma 3 There are operators Mi,e and Me,i changing marks of arithmetical formu-
las.
1. If d ⊢m Γ,Λi where Λi is an arithmetical, then Mi,e(d) ⊢m Γ,Λe, and if d ∈ BIΩ
+
0
then Mi,e(d) ∈ BIΩ
+
0 .
2. If d ⊢m Γ,Λe where Λi is arithmetical, then Me,i(d) ⊢m Γ,Λe, and if d ∈ BIΩ
+
0
then Me,i(d) ∈ BIΩ
+
0 .
Proof. Induction on d. In both cases i/e and e/i the new derivation is obtained by
changing marks of some arithmetical formulas. Axioms stay axioms, for example
Ai,¬Ai can go to Aτ ,¬Aσ with any τ,σ . All inference rules are preserved. If d ∈ BIΩ+0
note that arithmetical A cannot be a principal formula of the Ω-rules. 
Theorem 3 There is an operator RC on derivations in BIΩ
+
such that
if d0 ⊢m Γe,Πi,Ci, d1 ⊢m Γe,Πi,¬Ci and rk(Ci)≤ m, then RC(d0,d1) ⊢m Γe,Πi.
Proof. We consider only cases where the treatment is different from [3]. Let I0 and
I1 be the last inference symbols of d0 and d1.
1. d0 = Ax{Ci,¬Cτ}.
Since C is atomic we can assume τ = i using Lemma 2. Let RC(d0,d1) := d1.
2. Ci = ∀XB(X)i is a principal formula in the last inferences of d0 and d1. Then
d0 =
∧
∀XB(X)i(d00) and d1 = Ω+(d1q)q∈|∀XB(X)e|.
Note that the case d1 =
∨
¬∀XB(X)e(d0) is excluded since C is marked by i.
We have d00 ⊢m Γe,Πi,B(Y )i,Ci, and d1q ⊢m Γe,Πi,∆C
e
q ,¬Ci. As in [3] RC is
pushed into the premises, and Ω˜+ is introduced:
RC(d0,d1) := Ω˜+(RC(d00,d1),RC(d0,d1q))q∈|∀XB(X)e|. 
Theorem 4 There is an operator E on derivations in BIΩ+ such that
1. if d ⊢m+1 Γe,Πi, then E (d) ⊢m Γe,Πi,
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2. Γ(d) = Γ(E (d)).
Proof. Familiar iteration of RC (cf. Theorem 1 in [3]). 
A sequent Γ is called almost explicit if all i-marked formulas Ai ∈ Γ are arithmeti-
cal. Now we define a collapsing operator D for arbitrary almost explicit sequent, which
eliminates Ω˜+ if dg(d) = 0.
Theorem 5 There is an operator D such that
1. if BIΩ+ ∋ d ⊢0 Γ where Γ is almost explicit, then BIΩ
+
0 ∋D(d) ⊢0 Γ,
2. Γ(d) = Γ(D(d)).
Proof. By induction on d. Since dg(d) = 0, bottom-up induction on d shows that
all sequents in d are almost explicit and Ω+-rule is not used. Γ≡ Γe,Πi where Πi is an
arithmetical sequent since Γ is almost explicit. Let I be the last inference symbol of d.
We consider only cases where the treatment is different from [3].
1. I =
∨T
¬∀XAe .
In this case d =
∨T
¬∀XAe(d0), hence Γ(d0) = Γ,¬A(T )e is almost explicit. By IH
we have BIΩ+0 ∋D(d0) ⊢0 Γ,¬A(T )e. By applying
∨T
¬∀XAe to D(d0), we get the
required derivation.
2. I = Ω˜+.
Then d = Ω˜+(dτ)τ∈{0}∪|∀XA(X)e|. Now d0 ⊢0 Γe,Πi,A(Y )i and BIΩ
+
0 ∋ D(d0) ⊢
Γe,Πi,A(Y )i by IH with Y /∈ FV (Γ(D(d0))\{A(Y )i}). Moreover, we get BIΩ
+
0 ∋
M (D(d0)) ⊢ Γe,Πi,A(Y )e by Lemma 2. Define q0 := (M (D(d0)),Y ), then
q0 ∈ |∀XA(X)e|. Hence using IH again, we define
D(d) := D(dq0) ∈ BI
Ω+
0 . 
Corollary 1 (Cut-Elimination for BIΩ+ ) If BIΩ+ ∋ d ⊢m Γ and Γ is almost explicit,
then BIΩ+0 ∋D(E m(d)) ⊢0 Γ.
Proof. By Theorems 3 and 4. 
In our marked language, Aτ [X/T ξ ] means (A[X/T ])τ where A is a formula of L.
Then the substitution operator S XT is defined by the same induction as in [3].
Lemma 4 For every formula F and any τ,σ ∈ {e, i}
BIΩ
+
⊢0 Fσ ,¬Fτ .
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Proof. By familiar induction on F . The only new case is F ≡∀XA. Then ¬F ≡¬∀XA.
The rule
∧
∀XA “splits” F , then the rule
∨
¬∀XA (if τ = e) or Ω+¬∀XA (if τ = i) is applied
to “split” ¬F . In the latter case each premise of Ω+¬∀XA is derived a cut:
Aσ ,¬Ai ∆,Ai
∆,Aσ Cut
But this cut is eliminated by applying the operator E . 
Theorem 6 There exists an operator S XT such that
if BIΩ+0 ∋ d ⊢0 Γ and Γ is almost explicit, then BIΩ
+
∋S XT (d) ⊢0 Γ[X/T ].
Proof. By familiar induction on d. Every rule goes into the same rule, the axioms
are treated by Lemma 4. 
4.2 Embedding Function and Cut-Elimination Theorem for BI−
In this section we define an embedding function from derivations in BI− into deriva-
tions in BIΩ+ . It is similar to operation ()∞ introduced in [3] but its inductive definition
takes into account marking of formulas in the end-sequent of d as explicit or implicit.
As a result, our operation has two arguments: a derivation d and a marking m assigning
marks e, i to the formulas in the end-sequent of Γ(d). We use notation d∞(m) for the
resulting derivation of the marked sequent (Γ(d))m in BIΩ+ .
In what follows, we assume that C in an axiom Ax{C,¬C} of BI− is atomic. A
sequent A,¬A for arbitrary formula A is derived in BI− in a familiar way.
We define dg(d) where d is a derivation in BI− as a good approximation to dg(d∞(m))
so that dg(d∞(m))≤ dg(d).
Definition 9 dg(d)
Let d be a derivation in BI−.
dg(d) :=

max(rk(A(T )),dg(d0)) if I =
∨T
¬∀XA(X);
max(rk(C),dg(d0),dg(d1)) if I = RC;
sup{dg(dτ)|τ ∈ I} otherwise.
When m is a marking of a conclusion Γ of some inference rule and B is a side for-
mula of this rule, we denote by m[B/τ] (τ ∈ {e, i}) the marking such that m[B/τ](B) =
Bτ and m[B/τ](A) = m(A) if A 6= B.
Definition 10 Embedding function ()∞(m) from BI− into BIΩ+ .
Let d be a derivation in BI−. The function ()∞(m) is defined as follows.
1. (Ax∆)∞(m) := Ax∆m .
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2. (
∨T
¬∀XA(d0))∞(m)
:=
{∨
¬∀XAe(d
∞(m[A(T)/e])
0 ) if m(¬∀XA) = ¬∀XAe;
Ω+¬∀XA(RA(T)(S XT ((Me,i(dq)),d
∞(m[A(T)/i])
0 ))q∈|¬∀XAe| otherwise.
3. (RC(d0,d1))∞(m) := RC(d∞(m[C/i])0 ,d
∞(m[¬C/i])
1 ).
4. Otherwise;
I∆(di)∞(m)i∈|I| := I∆m(d
∞(m[Ai/τ])
i ) if Ai ∈ ∆i(I) and m(∆(I)) = ∆(I)τ .
Theorem 7 If d ∈ BI−, then d∞(m) ⊢dg(d) Γ(d)m for any marking function m.
Proof. By induction on d. Let Γ := Γ(d). We consider only several cases.
1. d =
∧
A0∧A1(d0,d1).
By IH, d∞(m[A0/τ])0 ⊢dg(d0) Γ
m,Aτ0 and d
∞(m[A1/τ])
1 ⊢dg(d1) Γ
m,Aτ1, hence we obtain
the required derivation by applying
∧
Aτ0∧A
τ
1
. 
2. d = (
∨
¬∀XA(d0)).
(a) m(¬∀XA) = ¬∀XAe.
By IH we have d∞(m[¬A(T )/e])0 ⊢dg(d0) Γ
m,¬A(T )e. Applying
∨T
¬∀XAe , we
get the required derivation. Note that dg(d0)≤ dg(d) (cf. Definition 9).
(b) Otherwise.
First dq ⊢0 Πe,Λi,A(X)e where X occurs only in A(X)e for q ∈ |¬∀XAe|.
By Lemma 3 and Theorem 5, we get S XT (Me,i(dq))⊢0 Πe,Λi,A(T )i. Since
d∞(m[A(T)/i])0 ⊢dg(d0) Γ
m,¬A(T )i by IH, we have
RA(T)(S
X
T (Me,i(dq)),d
∞(m[A(T )/i])
0 ) ⊢dg(d) Γ
m,Πe,Λi for all q ∈ |¬∀XAe|.
Thus, by applying Ω+¬∀XA, the required derivation is obtained:
Ω+¬∀XA(RA(T)(S
X
T ((Me,i(dq)),d
∞(m[A(T )/i])
0 ))q∈|¬∀XAe| ⊢dg(d) Γ
m.
3. d = RC(d0,d1).
By IH, we have d∞(m[C/i])0 ⊢dg(d0) Γ
m,Ci and d∞(m[¬C/i])1 ⊢dg(d1) Γ
m,¬Ci. Thus we
get RC(d∞(m[C/i])0 ,d
∞(m[¬C/i])
1 ) ⊢dg(d) Γ
m by Theorem 2.
Let−→e be the marking function assigning e to each formula A in L. Moreover, let d∗
be the result of deleting all marks in sequents and inference rules of d. Then we have
the following theorem for derivations of arbitrary (not only arithmetical) sequents:
Theorem 8 (Cut-Elimination Theorem for BI−) If d ∈ BI−, then
BIΩ+0 ∋D(E n(d∞
−→e
)) ⊢0 Γ
−→e where n = dg(d), hence BI− ∋ (D(E n(d∞
−→e
)))∗ ⊢0 Γ.
Proof. By Theorem 6 and Corollary 1, we have BIΩ+0 ∋ D(E n(d∞
−→e
)) ⊢0 Γ
−→e
. Since
the inference rules in BIΩ+0 become ones of BI− after deleting marks, we get BI− ∋
(D(E n(d∞
−→e
)))∗ ⊢0 Γ . 
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