The Dicke model, which describes the coupling of an ensemble of spins to a harmonic oscillator, is known for its superradiant phase transition, which can both be observed in the ground state in a purely Hamiltonian setting, as well as in the steady state of an open-system Dicke model with dissipation. We demonstrate that, in addition, the dissipative Dicke model can undergo a second phase transition to a non-stationary phase, characterized by unlimited heating of the harmonic oscillator. Identifying the mechanism of the phase transition and deriving the scaling of the critical coupling with the system size we conclude that the novel phase transition can be understood as a cooperative breakdown of the oscillator blockade which otherwise prevents higher excitation of the system. We discuss an implementation with trapped ions and investigate the role of cooling, by which the breakdown can be suppressed.
The Dicke model, which describes the coupling of an ensemble of spins to a harmonic oscillator, is known for its superradiant phase transition, which can both be observed in the ground state in a purely Hamiltonian setting, as well as in the steady state of an open-system Dicke model with dissipation. We demonstrate that, in addition, the dissipative Dicke model can undergo a second phase transition to a non-stationary phase, characterized by unlimited heating of the harmonic oscillator. Identifying the mechanism of the phase transition and deriving the scaling of the critical coupling with the system size we conclude that the novel phase transition can be understood as a cooperative breakdown of the oscillator blockade which otherwise prevents higher excitation of the system. We discuss an implementation with trapped ions and investigate the role of cooling, by which the breakdown can be suppressed.
Spin-boson models, which describe the coherent exchange of excitations between two-level systems and harmonic oscillators, lie at the heart of quantum science. Most famously, the quantum Dicke model (QDM) describes the interaction of an ensemble of atoms strongly coupled to a single mode of light [1, 2] . Other than the single-particle quantum Rabi model (QRM), the QDM has not been solved analytically for N particles [3] . On the contrary, its non-integrable dynamics render it an ideal testbed for quantum simulation and many-body quantum physics. Its most prominent feature is the so-called "superradiant" phase transition (SPT): at a critical coupling, the system undergoes a phase transition from a normal to a bright phase, where the spins change their polarization, and the emission into the light mode experiences a collective enhancement, called "superradiance" [4] [5] [6] . Over the past decades, a seminal amount of work has studied various phenomena in the QDM, such as entanglement [7] [8] [9] , chaos [10] , lasing [11] , quantum thermodynamics [12] , and even optimization problems [13] .
While the requirement for strong spin-oscillator coupling has made it challenging to implement the QDM directly, emulating it by a cold gas coupled to an optical cavity [14] [15] [16] [17] or by Raman transitions [18, 19] have become promising routes. In addition, trapped ions offer a platform with excellent control for the implementation of spin-boson models [20] [21] [22] where the QRM and QDM have recently been realized [23, 24] . However, while these models describe a priori closed systems that are solely governed by a Hamiltonian, real systems exhibit open-system behavior. The resulting nonequilibrium dynamics can enrich the phase diagram and lead to novel phase transitions [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . In such dissipative phase transitions, the first of which have recently been demonstrated experimentally [35] [36] [37] [38] [39] , the discontinuity is not in the ground state of the Hamiltonian, but in the steady state of the Liouvillian. It is therefore widely believed that, while the ground state of a closed-system model may be difficult to prepare [24] , the driven-dissipative evolution of an open-system can freeze out phase transitions such as the SPT in steady state [40] [41] [42] [43] . Recently, a new type of dissipative phase transition, the so-called "breakdown of the photon blockade" has been studied in the driven Jaynes-Cummings model, giving rise to highly-excited steady-state phase [32, 36] . Cooperative breakdown phase transition in the Dicke model. (a) Increasing the spin-oscillator coupling causes, beside the well-known superradiant phase transition (dashed boundary at gc), a breakdown phase transition in the oscillator (dotted boundary at g b ). While below g b , the system goes to a steady state, above the breakdown the harmonic oscillator experiences unlimited heating (b). Shown are (a) steady-state and (b) dynamical oscillator population obtained from cumulant equations explained in the text. (c) Schematic of the physical system comprised of identical spins coupled to a harmonic oscillator, subjected to local decay by spontaneous emission.
In this Letter, we present a novel dissipative phase transition in the Dicke model which leads to a non-steady phase. This phase transition is of first order and is found in addition to the second-order superradiant phase transition (see Fig. 1 ). As underlying mechanism we identify the breakdown of the oscillator blockade in the steady superradiant phase.
To investigate the phases of our model beyond mean-field we perform a cumulant expansion to second order and analytically solve the resulting equations for the steady state. For the SPT, we find a critical coupling that is consistent with previous results. To determine the scaling of the critical coupling for the breakdown phase transition with the system size we invoke a microscopic model respecting the many-body nature of the effect which cannot be captured by the cumulant expansion. We conclude that the breakdown phase transition is a cooperative effect, originating from the interplay of criti-cal excitation of strongly dressed many-body resonances and spontaneous emission. We also confirm our theory by numerical simulations. Addressing the effect of oscillator decay we numerically show that the breakdown can either be maintained or suppressed, depending on the cooling rate. For the implementation of the model, we consider a system of trapped ions coupled to a motional degree of freedom, which exhibits long coherence times and excellent control allowing for the engineering of the Hamiltonian and the dissipation. Our work opens up a way to study a new frontier of physics in nonequilibrium phenomena which can be experimentally realized using state-of-the-art platforms.
Model. The Hamiltonian of the Dicke model is given bŷ
and describes N identical spins coupled to a harmonic oscillator {a † , a} (see Fig. 1 c) . ω 0 is the energy of each spin j
y ), ω is the energy of a harmonic oscillator excitation, and g is the coupling constant of the spin-oscillator interaction which is identical for all spins. The interaction Hamiltonian contains both the counter-rotating Jaynes-Cummings (JC) and the corotating anti-JC terms. As the dominant source of dissipation we consider spontaneous emission described by a jump operatorL
with a decay rate γ, acting incoherently on all spins j. The discussion of the effect of oscillator decay is deferred to later. The evolution of operatorsÔ is governed by the Heisenberg equation of motion
To obtain real and compact equations for these observables, we examine the evolution of the Hermitian operatorsσ x ,σ y , andσ z for the spins, as well asq =â † +â andp = i(â † −â) for the oscillator. We perform a cumulant expansion beyond mean field by keeping the second moments of these operators (see [44] for details), such as the mean oscillator population n = â †â = q 2 + p 2 − 1 2 , as well as r = Re â 2 and ŝ = Im â 2 , and thereby obtain a closed system of equations,
(8) 
Setting Eqs. (5)- (16) to zero, we can analytically solve for the steady state. We obtain two solutions which are plotted in Fig. 2 and given in [44] . For large numbers of particles N 1 we find for the polarization and the renormalized oscillator population
where we have introduced ω 0,γ = (ω
2 )/ω 0 and a discriminant D which, for small decay rates ω 2 0 γ 2 is approximated by
Superradiant phase transition. In the thermodynamic limit N → ∞ it is possible to have D → 0. This gives rise to the non-analyticity associated with the second-order superradiant phase transition. The transition from a normal phase with σ z = −1 and n = 0 to a superradiant phase with σ z = 0 and n /N > 0 occurs in both degrees of freedom, spin and oscillator, at the critical coupling
This finding is consistent with previous results for open systems [41] and, for γ = 0, with the closed system result, g c = ωω 0 /(4N ). We plot the solutions from Eqs. (17)- (18) in Fig. 2 . While for small N we observe a smooth crossover from the normal to the superradiant phase, in the thermodynamic limit N → ∞ the two solutions become nonanalytic at g c , signalling the second-order SPT. Breakdown phase transition. To investigate the appearance of a second phase transition, as shown in Fig. 1 a) , we now consider the case of a finite particle number, for simplicity N = 1, which corresponds to the QRM. Here, there is only a single solution in steady state,
and no SPT is observed. However, the mean oscillator population n ∞ exhibits a pole at a coupling
For g > g b,1 there is no physical solution ( n ∞ < 0). This sudden change with respect to g marks the onset of a firstorder phase transition in the population of the harmonic oscillator: From a dynamical simulation of the cumulant equations in Fig. 1 b) it can be seen that n grows to values much higher than in the superradiant phase and keeps increasing with time.
At g b,1 the system thus undergoes a transition to a non-steady breakdown phase characterized by unlimited heating of the harmonic oscillator. The breakdown behavior seen from Fig. 1 partially resembles an effect recently reported as "breakdown of the photon blockade", studied in a driven JC model for a single particle [32] , and experimentally observed in a superconducting system [36] . Here, the anharmonicity of the spin-oscillator interaction in the presence of an excitation prevents higher excitation of the harmonic oscillator by a coherent drive. At a critical coupling, this blockade breaks down, resulting in a highly-excited steady state. While in [32] the breakdown is due to a classical drive and results in a steady state, in the Dicke model at hand the breakdown is caused by the anti-JC part of the spin-oscillator coupling which gives rise to a non-stationary phase. This can be understood from the fact that the anti-JC couplingâ †σ (j) + can add two excitations to the system, both in the spins as well as in the oscillator. Spontaneous emission then continuously resets the spins, leaving one excitation in the oscillator. This results in a pronounced heating process. Due to the coherent nature of the coupling in the multi-particle Dicke model, the breakdown is cooperative, as can be understood from the following considerations.
Cooperative breakdown mechanism. We discuss the breakdown mechanism using the level schemes illustrated in Fig. 3 and the notation |ψ spins ⊗ |ψ osc and |n 0 = N n
n |00..0 , and n ex for the number of excitations:
For a balanced Dicke model with ω 0 ≈ ω, the JC couplingsâσ
− are on resonance (see Fig. 3 a) ).
Cooperative breakdown mechanism. In the balanced Dicke model with ω0 ≈ ω, the JC coupling (g−) resonantly couples states with the same number of excitations nex (a). As a consequence, these states form dressed states (b). These are probed by the anti-JC coupling (g+), strongly off-resonant and thus blockaded by a detuning
/N the anti-JC coupling becomes resonant, which results in a breakdown of the oscillator blockade and unlimited heating γ eff ∼ γ/2.
On the other hand, the anti-Jaynes-Cummings couplings are detuned by ω + ω 0 . As a consequence, the states coupled by JC form dressed states, which are probed off-resonantly by the anti-Jaynes-Cummings coupling. The difference in the detunings of the dressed states in the presence of excitations in the oscillator comprises the blockade mechanism that prevents excitation to higher n ex . For example, when starting from the ground state |0 0 |0 , anti-JC excites to |1 0 |1 , which is resonantly coupled by JC to the two other states with n ex = 2, |0 0 |2 and |2 0 |0 , with coupling constants ∼ √ 2N g. The shifts of the dressed states |2, ± (see Fig. 3  (b) ) from (ω + ω 0 ) are therefore collectively enhanced. For the lower dressed state |2, − we obtain a detuning
2 )/(ω +ω 0 ). The other dressed states are further detuned. At a critical coupling g b , |2, − becomes resonant with the anti-JC coupling from |0 0 |0 , leading to excitation of n ex = 2 from n ex = 0. The resonance condition ∆ − = 0 yields
We obtain the same detunings for higher manifolds and transitions between other dressed states. The resulting simultaneous resonance condition for all excitation manifolds leads to the pronounced breakdown effect illustrated in Fig. 1 a) . The excitation by the anti-JC coupling and subsequent reset of the atomic state by spontaneous emission combine to an effective heating process with a rate γ eff . We estimate γ eff from n ex = 0 to n ex = 1 using the effective operator formalism [45] . For ω ≈ ω 0 we have
withω 0 = ω 0 − iγ/2. The resonance condition in Eq. (24) maximizes the effective heating rate which approaches γ eff,0→1 → γ/2. In the breakdown phase, the heating thus becomes comparable to the opposite cooling process consisting of the resonant JC coupling, which also scales ∼ γ/2. The distribution of the oscillator population hence becomes increasingly flat, ultimately approaching an infinite temperature state, as can be seen from Fig. 4 b) . As can be seen from Eq. (24) the breakdown takes place at twice the coupling strength of the SPT. The critical coupling of the breakdown phase transition in Eq. (25) is thus also enhanced by the number of spins, similar as the SPT. This result is, however, different than what would be obtained from the cumulant expansion which yields a single-particle scaling also for N > 1 [44] . We use numerics to resolve the discrepancy and confirm the result in Eq. (24) .
Numerical simulations. We simulate the model by numerically solving the dynamics as given by the corresponding master equation [44] . The results are shown in Fig. 4 a) where we plot the oscillator population against the coupling strength. In choosing long enough times we assure that the system gets sufficiently close to the steady state of the finite-size simulation. We simulate the dynamics for N = 8 spins and up to n max = 120 oscillator quanta, which allows to observe the breakdown as a cutoff-dependence on the number of simulated oscillator quanta n max (see Fig 4 (b) for the oscillator distribution). The resulting Hilbert space is a priori exponentially large in N but the complexity can be reduced to polynomial by exploiting the permutation symmetry of the spins [41, 46] . The onset of finite-size effects does not depend on the number of spins, when plotted against the renormalized coupling √ N g, which shows the collective nature of the effect. Indeed, while a fit for n ∝ 1/(ωω 0 − g 2 ) extracted from the cumulants fails with increasing N due to its singlebody scaling, augmenting this result with a cooperative factor n ∝ 1/(ωω 0 − N g 2 ) leads to the correct onset of the breakdown phase transition. The numerics hence confirm the cooperative nature of the breakdown of the oscillator blockade.
Implementation. Trapped ions are an ideal platform to study the cooperative breakdown phase transition in the Dicke model. While the realization of the Dicke Hamiltonian is challenging with other platforms due to the lack of an anti-JC type coupling, it can be naturally implemented with trapped ions [47] . Our receipe for the simulation of the Dicke Hamiltonian follows the implementation for the QRM in [23] , extending it from a single ion to an ion crystal. The spins are mapped to internal transitions and the harmonic oscillator is comprised by a motional mode. Two sideband couplings are combined to the spin-oscillator interaction and their detunings yield the energy terms [44] . The dissipation is realized by an optical pumping laser from |1 to a short-lived level |e which rapidly decays to |0 , leading to the desired jump operator in Eq. (2) with the possibility to tune γ.
Cooling. Cooling is required to get the motion of the ion crystal close to the ground state. It is formally equivalent to oscillator decay described by a jump operatorL κ = √ κâ with a decay rate κ. The presence of cooling can be useful in suppressing the breakdown, as is visible from Fig. 4 c)-d) : For small cooling rates, the critical coupling for the breakdown remains at small values g b ≈ 2g c . As the cooling rate is increased, the onset of the breakdown is shifted to higher couplings g b g c , way beyond the onset of the SPT. Hence, for sufficiently large cooling rates κ, the entire range of the superradiant phase can be observed in steady state.
Conclusions and Outlook. We have investigated the phases of a driven-dissipative Dicke model. Here we find, in addition to the well-known superradiant phase transition, a novel phase transition to a non-stationary phase of the harmonic oscillator. Analyzing the underlying microscopic processes, we conclude that this phase transition is driven by a cooperative breakdown of the oscillator blockade. For the implementation, we consider a system of trapped ions and discuss the realization of the couplings. The possibility to add cooling of the harmonic oscillator allows to observe the Dicke phase transition in steady state while suppressing the breakdown. Our work thus enriches the well-established Dicke model by an additional, fundamentally different phase. It enables demonstrations that go beyond steady-state phase transitions, opening up new prospects in non-equilibrium many-body quantum physics. Beyond fundamental interest, the cooperative breakdown may be useful as a resource for phase-transitionenhanced sensing schemes [48] [49] [50] .
SUPPLEMENTARY INFORMATION
In this Supplementary Information to the Letter "Cooperative Breakdown of the Oscillator Blockade in the Dicke Model" we present the cumulant expansion leading to the equations and their solutions, in Sec. I, and the implementation of the drivendissipative Dicke model with trapped ions, in Sec. II.
I. CUMULANT EXPANSION
The time evolution of the driven-dissipative system represented by the density operator ρ is governed by a master equation
The Liouvillian L(ρ) contains the HamiltonianĤ and dissipators
for each jump operatorL k .
In the Heisenberg picture, the time evolution of the expectation value of a time-independent operatorÔ is described by
With Eq. (27) this can be written as
where the dissipative part is given by
The time evolution of an expectation value, i.e., the moment of an operator, Â , can involve higher moments BĈ so that the equations do not close. In order to obtain closed equations that can be solved, we perform a cumulant approximation [51] . Cumulants are statistical measures that are expressed by moments. The first three cumulants are given by
Performing a cumulant approximation to first, i.e., lowest order means to discard the second cumulant, ÂB ≈ 0. This results in a factorization of the expectation value of any product of operators, ÂB ≈ Â B .
As this approximation misses out important terms, e.g., the dynamics of the oscillator population n = â †â , we perform a cumulant expansion to second order. Approximating ÂBĈ ≈ 0 leads to
For the description, we choose the observableŝ
k , for j ∈ {1, . . . , N } and k ∈ {x, y, z}
n =â †â
which are Hermitian so that the resulting equations are real. To simplify the equations, we assume that the system starts in a Z 2 -respecting state [41] and discard all moments which do not respect this symmetry. With this, we find the following equations of motion: To first order we keep a single equation that describes the polarization,
To second order, we have three equations governing the dynamics of the harmonic oscillator, in particular the number of oscillator excitationsn,
Note that we have added a jump operatorL κ = √ κâ to the master equation which describes oscillator loss at a rate κ. The moments which describe correlations between spins and oscillator evolve according to
Finally, the spin-spin correlations are determined by
These equations can be used to numerically simulate the evolution and to analytically solve for the steady state.
A. Analytical solution for the steady state
We solve Eqs. (42) - (53) for the steady state. To this end, we set the time derivatives on the left-hand side to zero. In the following, we assume κ = 0 and defer the discussion of the role of oscillator decay (or cooling) to a later point. Solving for the steady state then yields the solutions for the polarization
the harmonic oscillator observables,
the spin-oscillator correlations,
and the spin-spin correlations,
Here, we have introduced the shorthand notation ω 0,γ = (ω 40 Ca + and (c) 9 Be + .
II. IMPLEMENTATION
We consider an implementation of the model using a system of trapped ions. To this end, we generalize the recipe in [23] for N ions in a linear Paul trap coupled to the center-of-mass (COM) mode of motion, where all the ions are oscillating in phase (Fig. 5 a) ). In the low-energy regime, the system is a perfect approximation of N spins interacting with a harmonic oscillator, where the spin is encoded in the ion's internal states.
The non-interacting Hamiltonian is given byĤ
where ω a and ω m are the atomic transition and motional frequencies, respectively. A bichromatic laser field of frequencies ω r,b drives at the same time both red and blue sideband interactions. We assume a small detuning from the red (blue)-sideband
The interaction Hamiltonian in the Lamb-Dicke regime readŝ
Here Ω r,b are the Rabi frequencies and η is the Lamb-Dicke parameter. Changing to a rotating frame where H int becomes time independent yields the effective Hamiltonian and g r,b = ηΩ r,b . Different interaction directions, e.g., along the z-direction [24, 30] , as well as differences in the trap geometry (Paul vs. Penning trap) or transition (optical vs. hyperfine transition) allow for the implementation of similar spin-boson models.
In addition to these couplings of the Dicke Hamiltonian, we engineer controlled spontaneous emission. For this purpose we consider exclusively calcium ions 40 Ca + . However the concept and technique can be easily extended to other ion species. Figure  5 b 
describing an incoherent decay from |1 to |0 with an effective decay rate Γ 0,eff and Γ e = Γ P 3/2 being the total decay rate from | 2 P 3/2 . Associating γ ≡ Γ 0,eff we obtain the jump operators of Eq. (2). This effective decay rate is tunable by varying the Rabi frequency Ω rep of the 854 nm light. All relevant parameters of the Dicke Hamiltonian and (effective) spontaneous emission are thus determined by the power and detuning of lasers, which are experimentally controlled and can be freely tuned.
A. Observability of the oscillator population
To characterize the breakdown phase transition it is essential to have access to the phonon Fock state distribution. For that, a traditional technique for phonon diagnosis can be applied, recording a blue-sideband flopping which maps the phonon distribution onto the spectrum of the ion oscillations. The internal state of 40 Ca + is read out by fluorescent imaging on the | 2 S 1/2 and | 2 P 1/2 transition at 397 nm.
B. Cooling
To investigate the role of oscillator decay or to avoid the breakdown, it is possible to open a phonon loss channel without adding any significant disturbance on the Dicke Hamiltonian. This can be achieved either by sympathetic cooling on another co-trapped ion species, e.g., beryllium ions as depicted in Fig. 5 or by performing local cooling on extra 40 Ca + ion(s) with the help of single-ion addressing. Either method will multiply the complexity of the experimental design and setup, but has been successfully implemented by many ion trapping experiments in other contexts [52, 53] . Take as an example the case of 9 Be + , all relevant transitions are at around 313 nm. Sideband cooling to near the motional ground state is performed by a combination of Raman stimulated driving and optical pumping on the 2 S 1/2 , |F = 2, m F = 2 and |F = 1, m F = 1 transition, mediated by the 2 P 1/2 state. Here a cooling rate of a few tens of kHz can be expected. For a stronger cooling rate in the hundred kHz range, one can apply Doppler cooling on the closed cycling transition between 2 S 1/2 |F = 2, m F = 2 and 2 P 3/2 |F = 3, m F = 3 .
C. Imperfections
Decay from |e to |1 results in an effective dephasing process which does not affect our observations. On the other hand, leakage out of the Hilbert space comprised by {|0 , |1 } has to be avoided or countered by additional repump fields. Residual coupling of the sideband lasers to the carrier transition |0 ↔ |1 is not found to have an effect.
