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The excess-mass ellipsoid is the ellipsoid that maximizes the difference between its 
probability content and a constant multiple of its volume, over all ellipsoids. When 
an empirical distribution determines the probability content, the sample excess- 
mass ellipsoid is a random set that can be used in contour estimation and tests for 
multimodality. Algorithms for computing the ellipsoid are provided, as well as com- 
parative simulations. The asymptotic distribution of the parameters for the sample 
excess-mass ellipsoid are derived. It is found that a nri3 normalization of the center 
of the ellipsoid and lengths of its axes converge in distribution to the maximizer of 
a Gaussian process with quadratic drift. The generalization of ellipsoids to convex 
sets is discussed. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Hartigan [7] and Mi.iller and Sawitzki [9] independently proposed a set 
statistic to estimate the contours of a density and to test for bimodality. 
Hartigan notes that for P the unknown distribution of interest with density 
p, the a-level contour (x: p(x)>a, XE Rd} can be defined as the set that 
maximizes 
P(S) - aV(S) 
over all sets S, where V(S) is the volume of S. The a-level contour of P can 
be estimated from a sample if the empirical distribution P, is substituted 
for the unknown distribution. In particular, if W is the collection of convex 
sets in IF’ then 
args:p P,(C)-@V(C) (1) 
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approximates arg sup, P(C) - 01 V(C), which we call C,. Note: C, coincides 
with the a-level contour of P when the density has nested convex contours. 
Additionally, Hartigan [7] and Miiller and Sawitzki [9] base a test for 
bimodality on the search for a second convex set, exterior to C,, where the 
density also exceeds the level ~1: 
sup sup P(C) - XV(C). (2) 
z ccc; 
If the density is bimodal then the test statistic formed by substituting P, in 
(2) should be quite large. 
In this paper, the case is treated where the supremum in (1) is restricted 
to the collection of ellipsoids. The limit distribution of the ellipsoid that 
maximizes (1) is found; we call this ellipsoid the empirical a-level excess- 
mass ellipsoid. The simplification from convex sets to ellipsoids does not 
seem unduly restrictive. Practically speaking, many distributions are nearly 
elliptical or a transformation makes them so, and the density itself need not 
have elliptical contours in order for an ellipse to find a primary or 
secondary mode, or in order for (1) to be uniquely maximized over ellip- 
soids. The class of ellipsoids allows a parametrization of the problem that 
enables us to find the limit distribution of the empirical a-level excess-mass 
ellipsoid, which is also key to determining the rate of convergence of the 
test statistic for bimodality. We show that the center of the ellipsoid of 
interest and the lengths of the axes of the ellipsoid converge at a n”3 rate 
to a Gaussian process with quadratic drift. 
The asymptotic results presented here are closely related to those that 
arise from other set statistics that are contour estimates, density estimates, 
and tests for multimodality. We describe a few of them briefly now. 
Chernoff [3] and Venter [18] estimate the mode of a density function 
in one dimension by the center of the interval of fixed length to contain the 
greatest number of observations and by the center of the shortest interval 
to contain at least half of the observations, respectively. Sager [14] 
generalized these univariate set statistics to the multidimensional case. He 
estimates the contours of a unimodal density by a sequence of nested 
convex sets. The first and largest set is the smallest convex set to contain a 
fixed proportion q of the observations; the second set is the smallest convex 
set that contains proportion q of the observations within the first set, and 
so on. Eddy and Hartigan [S] proposed a similar multidimensional 
estimator. 
These set statistics also arise in density estimation: the center of the 
fixed-length interval of Chernoff coincides with the mode of a lixed- 
bandwidth uniform-kernel density estimate; and the center of the shortest 
interval with a fixed proportion of the observations locates the mode of the 
kth nearest-neighbor density estimate, for k = $z. However, they are not 
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completely comparable, because in density estimation the bandwidth and 
the number of nearest neighbors shrink with n. More recently, tests for 
bimodality constructed from density estimates have been suggested. 
Silverman [21, p. 1391 proposes a test based on the size of the “critical 
bandwidth” that provides a kernel density estimate which borders on 
bimodality. That is, a smaller bandwidth gives a density estimate with two 
or more modes, and a larger bandwidth yields a unimodal estimate. Wong 
and Schaack [19] assess multimodality with kth nearest-neighbor density 
estimates. For values of k from 1 to n, they count those kth nearest 
neighbor estimates that are bimodal. The number of k’s that produce a 
bimodal estimate represents the size of the smallest modal cluster among 
density estimates with two modes. A large count indicates the presence of 
a second mode. 
Asymptotic results for these set statistics include those of Chernoff [3], 
Andrews et al. [a], Griibel [B],‘and Kim and Pollard [S]. Chernoff shows 
the center of the fixed-length interval converges at a n1j3 rate to the maxi- 
mum of a Gaussian process with quadratic drift. Griibel finds the length of 
the shortest interval to contain half of the observations (the shorth) has a 
vf n asymptotic normal distribution. Kim and Pollard find general condi- 
tions for which cube-root rates of convergence are obtained in arbitrary 
dimension. We make use of their results here to show that not only does 
the center of the empirical excess-mass ellipsoid converge at a n1j3 rate to 
a Gaussian process with quadratic drift, but additionally, unlike the case of 
the shorth, the length of the axes of the ellipsoid also have cube-root rates 
of convergence. 
The following comparison of the shorth and the a-level excess-mass 
interval points out the difference between the convergence rates of these set 
statistics. The u-level contour estimate is a maximization over f, the 
collection of intervals in R, i.e., 
Z, = arg sup P,(Z) - c1 V(Z), 
9 
whereas the shorth is a constrained maximization over {I: P,Z> i}. This 
constraint is responsible for the different convergence rates. Another factor 
that plays a role in both set statistics’ distributions is the nondifferen- 
tiability of indicator functions. 
To see how these two factors determine the rates of convergence, 
parametrize each interval Z by p its center and r half its length, so 
Z,,r = [p -r, p + r]. Then 
PnU,,r) - @U,,r) = CP(Zp,r) - ~Jv,,r)l + CPA~,,,, - W,,,)l. 
Typically, we would take a Taylor-series expansion of the deterministic 
term about P(Z,) -crV(Z,), where Zo=Z,,,~,,, is the unique maximizer of 
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P(Z) - al’(Z), and at the same time we would expand I,,* in the stochastic 
part about I,,. Nondifferentiability of indicators does not allow the latter 
expansion. Therefore, assuming P has a differentiable density p, 
o< sup PAZ,.,) - P,(Z,) - crV(Z,.,) + ctV(Z,) 
P.r 
= C(r - ro12 + ~‘1 ~‘bh + ro) + CP,(Z,,, - IO) - P(z,,, - z,)]. 
The coefficient of the first term is negative, as expected in a maximization. 
The variance of the second term is O((lr- r,l + Ip-pOl)/n). Kim and 
Pollard [8] point out that the maximization occurs for values of the 
quadratic trend that balance those of the noise in the second term, which 
implies Ir, - r,l + 1~” - ~~1 is of order n -‘I3 for the optimal interval I,,,?,. 
Both pL,-pO and rn - r. of the a-level excess-mass interval have non- 
degenerate limits when normalized by n113. Not so, for the length of the 
shorth. Here is where the constraint that P,(Z,) = i enters the picture; a 
faster nil2 normalization is needed for a nondegenerate limit for rn - ro. See 
Griibel [6] and Kim and Pollard [S] for a more thorough explanation. 
They show that for A,, = sups [P,(Z)- P(Z)1 and some positive c that 
depends on P, 
and 
p”(zpo,ro- cd, 1 G -A, + PV,,,,-cd < f. 
These inequalities imply r,, - r. is of order n-I/‘. However, this constraint 
does not change P~‘S rate of convergence. 
In addition to providing a consistency result for the convex set in (1) 
and a heuristic argument for a bound on its rate of convergence, Hartigan 
provides an algorithm for finding the empirical a-level excess-mass convex 
set in two dimensions. The algorithm builds up polygons from triangles 
with vertices at the observations. It requires O(n3) computations. Hartigan 
also proposes a faster method that approximates (1) by dividing the plane 
into N2 cells using only the centers of cells as potential vertices for the 
convex set. In Section 3, we show that in two dimensions, determination 
of the a-level excess-mass ellipsoid also requires many computations, about 
O(n6). We too present a faster algorithm, based on that of Rousseeuw and 
Leroy 1131, to approximate the ellipsoid. 
Miiller and Sawitzki provide algorithms for finding multiple modes 
in one dimension. They build a density contour cluster tree which they 
call a “silhouette” by varying a and finding the M disjoint intervals 
352 D. NOLAN 
Z,, r(a) . .+ Z,,,(a) that maximize, over the collection of all possible M 
disjoint intervals, 
They do not extend the silhouette to higher dimensions. 
The remainder of the paper is organized as follows: Section 2 contains 
the formal definition of the excess-mass ellipsoid as well as a proof of con- 
sistency. Section 3 compares the ellipsoid that estimates the a-level contour 
to the minimum-volume ellipsoid, which is a robust estimator of location 
and scale in the multivariate setting. This comparison leads to algorithms 
for computing the ellipsoid of interest here. Section 4 contains weak 
convergence results for the sample excess-mass ellipsoid and Section 5 
generalizes the main result of Kim and Pollard [S] to include other rates 
of convergence. This result is then applied to set statistics of interest to 
Hartigan [7] and Muller and Sawitzki [9]. Proofs are in Section 6. 
2. THE SETUP 
Let X,, . . . . X, be n independent observations from the distribution P 
with density p on Rd, and let P, represent the empirical distribution 
constructed from the observations. The constant II is assumed positive. 
Let d denote the collection of ellipsoids {E} in R“ and Y the collection of 
spheres {S} in Rd. 
DEFINITION. Define the a-level excess-mass ellipsoid to be the ellipsoid 
E, that maximizes, over B, 
P(E) - aV(E). (3a) 
Similarly, the a-level empirical-excess-mass ellipsoid E, maximizes, over b, 
P,(E) - aV(E). (3b) 
DEFINITION. The a-level excess-mass sphere S, is defined to be the 
sphere that maximizes 
P(S) - a US), (da) 
over all spheres S in the collection Y. The empirical version S, maximizes, 
P,(S) - aV(S). (4b) 
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If the excess-mass ellipsoid or sphere is not uniquely defined, use an 
arbitrary fixed rule to choose a candidate ellipsoid or sphere from among 
the possibilities. We ignore the slight complication in the above definitions 
that this rule entails. Only those distributions where E, and S, are uniquely 
determined are considered below. 
If P belongs to a family of elliptical distributions then the density p can 
be expressed as 
g((x - PI’ Z-‘(x -PI), 
for some function g: R+ + R+ and some symmetric positive definite matrix 
C. The density need not be of this form in order for E, to be uniquely 
determined, but this restriction is placed on p to simplify the central limit 
theory for E,. 
The advantage of restricting the maximization to ellipsoids, or even 
spheres, is clear from the parametrization of these sets. Each element S of 
Y can be parametrized by p E [Wd its center and r E R+ its radius. Denote 
such a sphere S(p, r). This parametrization is insufficient for ellipses. An 
ellipse can be represented via the quadratic form: 
(x-p)‘C-1(x-p)<l, 
where p E Rd and C is a positive-definite symmetric matrix. 
Parametrize the ellipse by (p, %), where p is the center of the ellipse and 
x is the d+ (;) vector of elements of ,4 = ,J?*, the symmetric square root 
Of c. That is, x= (A,,, &2, . . . . A,, &, &, 223, . . . . ;I&,,d), where n = 
[A,] = mat(X). 
The collection of spheres is the subset of d such that ,4 can be written 
as XI, for some positive scalar 1. In this case, the quadratic form above 
reduces to (x - p)’ (x - p) < 12, the first d elements of x are 1 and the last 
($ elements are 0. 
Express So, Eo, S,, and 6, as S(po, ro), Wo, x0), Sk,, r,), and 
E(g,, x,), respectively. We determine the limiting distribution of the 
parameters (a,, r,) and (p,, x,) in Section 4. As for consistency, the lemma 
below provides an almost-sure result for the parameters of E,. The result 
for S, is implied by that of E,. 
CONSISTENCY. Suppose the ellipse E, = E(pO, x,,) uniquely maximizes 
(3a) and P has bounded density p. Then E(p,, x,) the ellipse that maximizes 
(3b) is such that 
and 
x, + x0 almost surely. 
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Proof The proof follows from an application of the GlivenkoCantelli 
result for ellipsoids in W“. That is, 
sup [P,(E) - P(E)1 + 0 a.s. 
8 
(see [lo, Theorem 11.241). In particular, P,(E,) - P(E,) + 0 as. Denote 
the supremum above by A,. 
The definition of E, implies 
or 
P(E,)-aV(E,)+A.>P(E,)-aV(E,)-A.. 
Likewise, the definition of E, implies 
Let J(p, x) = P(E(p, x)) - ctV(E@, x)). Combine the above two inequalities 
to show 
IJhz, x,z) -J(co, x,)I d 24,. 
The function J is a continuous function of (p, I), because P has a bounded 
density. Therefore, the uniqueness of the maximum yields the desired 
consistency, provided J(p, 1) is bounded away from J(p,,, &,) outside some 
compact region about (pO, &,). This provision is implied by boundedness 
OfP. I 
A similar argument works for the Hausdorff distance between E, and E, 
(see Hartigan [7]). Notice that if aasup, p(x) then the ellipse E,, is 
degenerate, and so, it is not unique. 
3. MINIMUM-VOLUME ELLIPSXDS AND COMPUTATIONAL ALGORITHMS 
The excess-mass ellipsoid (EME) can be recast as a function of the 
minimum-volume ellipsoid (MVE). This representation is useful because it 
suggests algorithms for computing E,. See, for example, Titterington [ 161, 
Silverman and Titterington [lS], Preparata and Shamos [12], Devroye 
[4], Rousseeuw and Leroy [ 131. 
Observe that P,(E) = k/n for some k= 1,2, . . . . n. So, if MVE, is the 
ellipsoid of minimum volume that contains at least k observations then 
1 
That is, the EME is MVE, for some k. 
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This representation provides techniques for computing the excess-mass 
ellipsoid from a given set of observations. If one additionally restricts the 
search to spheres then the problem is equivalent to that of the smallest 
enclosing circle [ 121, or the problem of finding the center and radius of the 
smallest kth-nearest-neighbor ball for each k. In two dimensions, all the 
kth-nearest-neighbor balls can be found in O(n’) time. The restriction to 
spheres reduces computational complexity, and for many distributions, it 
can still be effective in mode hunting. 
In the elliptical setting in two dimensions, the minimum-volume ellipse 
has either 3, 4, or 5 of the n observations on its boundary [ 163. Therefore, 
the computations required to find the EME are of O(n5), or possibly O(n6). 
To reduce the computational burden, Rousseeuw and Leroy [13] propose 
an algorithm for estimating the MVE. This algorithm can be adapted to 
estimate the EME. We describe one iteration of the algorithm. Sample 
d+ 1 points x,,, . . . . xnd+, from xi, . . . . x,, without replacement. Determine 
?=a;7 X,=(x,,+ ... +x,,+,)/(d+ 1) and the covariance matrix 
x - X,)(x,, - 2,)’ + ... + (xnd+, - X,)(x,, - Z,)‘]/(d + 1). Next 
calculate %e order statistics 
c,(~, = kth smallest value of {(xi - 2,)’ Z; ‘(xi- XX)}. 
FIGURE 1 
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FIGURE 2 
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FIGURE 3 
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Then c+.) can be used to magnify JC, to contain k observations. The 
volume of the resulting ellipse is proportional to Jw. Repeat the 
above procedure m times. For each k, find the smallest of the m ellipses 
that contains k observations. This is an estimate of the MVE(k), call it 
MVEE,(k). Finally, minimize k/n - aMVEE,(k) over k. Here the number 
of operations to estimate the MVE are O(nm). For comparison, Figs. 1 and 
2 show the EMS and an estimate of the EME based on m = 60, respec- 
tively, for a sample of size 75 from a standard bivariate normal. The a-level 
contour is also displayed in these figures. 
A third possible algorithm uses the sample covariance matrix to trans- 
form the data points to spherical symmetry and then proceeds with the first 
approach based on nearest-neighbor balls. Figure 3 shows this estimate for 
the same sample and 01 of Figs. 1 and 2. 
4. RATES OF CONVERGENCE 
In this section, limit distributions of the maximal sets are obtained. 
Three cases are considered in turn. First the density is assumed to be 
spherically symmetric and the maximization of P - crV is restricted to the 
class of spheres in Rd. Then the restriction that the density be spherically 
symmetric is relaxed to elliptical symmetry. Finally, the collection of sets is 
enlarged to include all ellipses. The proofs appear in the last section. 
In the lemmas below /I. 11 denotes Euclidean distance; g: iw + Iw is a 
bounded nonnegative function; ud stands for the volume of the d-dimensional 
unit sphere; and wd = j I,+ G i) v: dv. Also t is a d-dimensional vector, u is 
a d + ($-dimensional vector, s is a scalar, and 2 is a mean-zero Gaussian 
process. 
For ellipsoids, the limit process Z is indexed by (t, u) and the covariance 
kernel is 
C((4 u), tt*, u*)) 
=g 6+P(E(po+ td, Xo+u6)-E(p(), il,)) 
x (E&J + t*6, x0 + u*6) - E(p,, X,)) 
=@ 6-‘[PA(ts, u&O, O)+ PA(O,O, t*6, u*q 
- PA(tG, UC?, t*6, u*q-J, (5) 
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In the case of spheres, take 2 to be a centered Gaussian process with 
covariance kernel: 
c((t, s), (t*,s*))=t: 6-‘P(S(po+t6, r,+sq 
- S(PO, ro))(S@o + t*4 ro + ~*a) - S(PO, roll. (6) 
If P is spherically symmetric about p0 with differentiable density then the 
limit in (6) becomes 
C((4 s), (t*, f*)) 
=Cl(d-l)U&,r$-’ 
[ ( > 
SL 6 + lItI WI49 lltll) 
- s*L 
( > 
- j$ + Ilt*ll wb*l? Ilt*ll) 
* 
+ @--*I L ll;-;:ll 
( > 
~ + Ilt--*ll wb-s*l, llt--t*Il) 1 2 (7) 
where 
L(x) = j:; (1 - y*)(d-3)‘* dy, x* = max( - 1, min( 1, x)) 
M(x, y) = (1 - min( 1, ~*/y*))+‘~‘*. 
At first glance, this representation of the covariance kernel does not appear 
symmetric in (t, S) and (t*, s*). But, the equality 
L(x)=L(l)-L(-x) 
can symmetrize (7) when L(x) is replaced with $[L(x) + L( 1) - L( -x)] in 
the first two terms on the right-hand side. 
The lemma below finds the limit distribution of (cc,, r,) when P has 
spherical contours. 
4.1. LEMMA. Suppose 
(i) S(0, rO) is the unique maximizer of (4a) and S(p,, r,) maximizes 
(4b) ouer 9’; 
(ii) p(x) = g(x’x); 
(iii) g has two derivatives g(l) and g(*), and g(‘)(ri) < 0. 
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Then n113(pn, rn - r,,) converges in distribution to (t*, s*) the almost-surely 
unique maximizer of 
r~g(‘)(r~)[uJf + wd(d2 - 2d) s’] + Z(t, s), 
where Z is a centered Gaussian process with covariance kernel (7). 
The density need not be spherically symmetric in order for a sphere to 
uniquely maximize (4a) over all spheres. For example, if p is elliptically 
symmetric then some sphere, say S(0, rO), uniquely maximizes (4a) over Y 
[17]. In this case, provided g is strictly decreasing, we obtain a limit 
process not unlike that of the previous lemma. 
4.2. LEMMA. Suppose 
(i) S(0, rO) uniquely maximizes (4a) and S(p,, r,) maximizes (4b), 
both over Y; 
(ii) p(x)= g(x’C-‘x), where z is a positive definite diagonal matrix 
with ,E = diag(a), c E IWd; 
(iii) g is decreasing on R+ and g has two derivatives g”’ and gC2). 
Then n113(p,, rn - r,J converges in distribution to the almost-surely-unique 
maximizer of 
+c4 3)’ we s) + a4 s), 
where Z is a centered Gaussian process with covariance kernel (6) and W is 
a (d + 1) x (d + 1) diagonal matrix with diagonal elements: 
wij = (y,y< 2~ ; g”‘(f~- ‘y) + 2 g’2’WC- ‘y) dy, i<d 
-10 I I 
wd+ l,d+ I= ly,y<,~) $ (Y’~-‘Y)~ g’2’W~-1y) dy-~.W, rd. 
‘0 
Note that when ,?C = I the expectation and covariance kernel of the limit 
process reduce to the special case of Lemma 4.1. This is made clear in the 
proof of Lemma 4.1. 
The next lemma finds the asymptotic behavior of the maximizing ellipse 
E, when p is elliptically symmetric. Recall A, = CA” and x, is the vector of 
elements in A,. 
4.3. LEMMA. Suppose 
(i) p(x) = g(x’z;‘x) for z, = diag(a) a positive definite diagonal 
matrix and a = g( 1); 
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(ii) E(0, x,) uniquely maximizes (3a) over d and E, = E(p,, &,) 
maximizes (3b) over b; 
(iii) g has two derivatives g(l) and g(“, and g’“( 1) < 0. 
Then n’/3(p,, x,-x,) converges in distribution to the almost surely unique 
maximizer for 
(4 u)’ wt, u) + at, u), 
where Z is a centered Gaussian process with covariance kernel (5) and W is 
a 2d + (C-j) diagonal matrix with 
wii = g(‘)( 1) od det(LCt’2)/a,, 1 <i<d, 
= 3g(‘)(l) wddet(Ch”)/a,-,, d+l<i<2d, 
and for i > 2d, if the ith element of x is Ajk then 
wii= g”‘(1) c,det(ZA/‘)(k+-&)*. 
5. OTHER RATFTSOF CONVERGENCE 
Miiller and Sawitzki [9] and Hartigan [7] examine set statistics that are 
offshoots of the a-level excess-mass ellipsoid. What is interesting in both 
cases is that these set statistics offer rates of convergence other than the n113 
seen already. A rigorous treatment of the asymptotic properties of these 
statistics follows from an extension of Kim and Pollard’s [8] main result. 
In this section we extend their result to cover general rates of convergence 
and apply it to the set statistics of Miiller and Sawitzki [9] and Hartigan 
c71. 
5.1. EXAMPLE. Miiller and Sawitzki [9] consider the following 
difference, in one dimension, 
DA4 = sup P,(ZuJ)-aV(Zu.Z) 
{f,J:fnJ=0,f,JE9] 
- sup P,(Z) - aV(Z). 
IE9 
They use D,(a) to indicate multimodality of the distribution P. They 
bound it by 
max(sup P,(Z)-aV(Z), sup -P,(Z)+aV(Z)), 
ICC ICI, 
(8) 
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which they then bound by a Kolmogorov-Smirnov statistic with a ,/& rate 
of convergence. Marron and Nolan will investigate the exact asymptotic 
distribution of D,(a) in IF’ in a future paper. 
If P is strongly unimodal the first term in (8) should be close to 
max(sup P,[b,, b, + t] -at, sup P,,[aar - t, a,] -at), 
r>o t>o 
where I, = [aor, b,]. Here we find the asymptotic distribution of the related 
multidimensional set statistic 
arg sup P,(4) - aW&), 
ITO 
(9) 
where B, = S(( 1 + t, 0), t) is the ball with center (1 + t, 0) and radius t. We 
take P to be the standard bivariate normal and a = e-iJ2/2n. We show that 
t n, the value of t that maximizes (9), converges at a n’j4 rate to a 
nondegenerate limit. 
5.2. EXAMPLE. Hartigan illustrates the slow rate of convergence that 
occurs in (1) with a heuristic argument that finds the limit distribution of 
the Hausdorff distance: 
where T(s,) is the triangular cap formed by taking the convex hull of S, 
and the point (1 + s,, 0), s, 2 0. He considers the case where P is the 
standard bivariate normal and S, = S(0, 1). We make his example rigorous 
by finding the limit distribution of s,, where s, is chosen to maximize 
sup P,(S, u T(s)) - aV(S, u T(s)). 
330 
The following theorem extends Theorem 1.1 of Kim and Pollard (1990) 
to cover these examples. We borrow their notation and format for the 
statement of the result. 
5.1. THEOREM. Let {f(.,O):e~@} b e a class of functions indexed by a 
subset 0 of R. Let {e,} be a sequence of estimators of 8, E 0 based on a 
random sample from a distribution P such that 
(9 tf(-, e,)aup,P,f(.,e). 
Suppose that 
(ii) 8, is consistent for 8,, the unique maximizer of Pf( ., t?) 
(iii) e. is an interior point of 0. 
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Let the functions be standardized such that f  ( -, e,) s 0. If the classes 9x = 
{f(., e): le-e,l <RI, for R near 0, are untformly manageable for the 
natural envelope FR = sup,, I f( ., e)l and satisfy 
(iv) Pf(., e)=K le-e,1”+0(/8-e,l=) for 8 near e,, CL> 1, k<O. 
(v) C(s, t) = lim, +0 deBPf(., 8,+s6) f(., e,+ td) exists for each 
s, te[W and limd,,6-Bpf(.,eo+ss)Z {If(.,8,+sS)I>&S~B}=0 for each 
ES-O andsEIW, for some 0<~<2u. 
(vi) PF: = O(RB) as R + 0 and for each E > 0 there is a constant A4 
such that PFi(F, > M} < &RB for R near 0. 
(vii) P]f(-,e,)-f(.,e2)/=o(lef-e!i)nearO; 
then the sequence nUJ(2’ - s’P, f  ( ., t$, + sn ~ li(” - s)) converges in distribution 
to a Gaussian process Z(s) with continuous sample paths, expected value 
K Isla and covariance kernel C. I f  Z has nondegenerate increments then 
nWa -Bye, - 0,) converges weakly to the (almost surely unique) random 
vector that maximizes Z. 
Before proving the above result, we apply it to the two examples. Rather 
than rigorously checking all the conditions of the theorem in the examples, 
we simply determine a, /?, and the rate of convergence. See the proofs in 
Section 6 for a discussion of uniform manageability and other conditions. 
5.1. EXAMPLE (Continued). Here we let 0 = t and 
f( .) t) = s, - cw2 P. 
Then Pf( ., t) is maximized at t = 0. A change of variables followed by a 
three term Taylor series expansion of Pf( ., t) about 0 shows 
Pf(., t,=t’J g(t’x’x + 2x,(t + t2) + (1 + t)‘) dx -av2t2 
{X’XGl} 
=27c ltl3 g’(l)+o(ltl3). 
Also, 
Pf( .) t) f( .) s) = PSps, + o(s2t2). 
Apply Theorem 5.1 with u = 3 and /I = 2 to the collection of functions 
(S, - av2 t2: t > 0 >. Therefore, 
n314P, f( ., tn-“4) 
converges in distribution to a Gaussian process with expectation 
2ng’( 1) I tl 3 and covariance kernel C(s, t) = av2 min(t2, s’). As g’( 1) < 0, 
n1j4t, converges to the unique maximizer of the limit process. 
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5.2. EXAMPLE (Continued). In this example, 
f(~,S)=S,uT(s)-aV(S,uT(S))-~S,+aV(S,) 
= T(s)-aV(T(s)). 
As above, P’( ., s) is maximized for s = 0. However, 
(e/‘*-e-“*)rdrdB 
= g ISI 5’2 + o(s”2). 
Take CY to be $. For some constant c, 
PT( ., s) T( ., t) = CIC min(s, t)3’2. (10) 
So /I= 5. By Theorem 5.1, n5”P,f( ., sn-*I’) converges to a Gaussian 
process with expectation -(a/20) IsI 5’2 and covariance kernel (lo), and 
n*/‘s, converges to the maximizer of the limit Gaussian process. 
We close the section with a proof of the theorem. The argument follows 
that of Theorem 1.1 of Kim and Pollard [8]. There, the limit process has 
a quadratic drift, and the normalization is n213 for the process and n1j3 for 
the parameter. References to their lemmas are made as needed. 
Proof: We Iirst show that 8, - 8, = O,(n-l’Y), where y = 2a - /I. Then it 
is shown that the stochastic process Z, defined by 
(11) 
converges to a Gaussian process Z(s) with continuous sample paths, expec- 
tation K l.sl’ and an almost surely unique maximum. This in turn implies 
n”Y(O, - 0,) converges in distribution to arg max, Z(s). 
Consider the stochastic process (P, - P) indexed by & = (f( ., 0): 0 < 
10 - 8,,1 < R}. By the assumption of uniform manageability it is stochasti- 
tally equicontinuous. Stochastic equicontinuity says (P, - P) f( . , 0,) = 
o,(n -‘I*) (Lemma VII.15 of [lo]). This fact and the following inequality 
from (i) and (iv), 
(12) 
imply that 8, - 8, = O,(n ~ liZa). F or, otherwise the lower bound of 0 is 
violated. 
683/39/2-l I 
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To further refine the stochastic order of 6, - 8, we use the following 
maximal inequality, based on a inequality of Marcus and Pisier [20], 
PSUP I&(&-WL 6 
;s, 
G’dm J(sup P,f(., @‘lP,f(~, R)*) 
F‘Q 
< cRP/‘. (13) 
Here J is a continuous, increasing function with J(0) = 0 and J( 1) < co. 
The last upper bound is due to the boundedness of J(1) and the upper 
bound from (vi). Inequalities (12) and (13) imply that 8, - f?,, = O,(n - l/Y). 
This is seen from the two statements: if lI,-- &, = 0,(6,) then by (13), 
(P,-P)f(~,0,)=0,(n-1/26f1/2)]; and if (P,-P)f(~,8,)=0,(n-1/26f1/2) 
then by (12), 0, - 0, = 0,(n-1’y@2a). The coefficient 
1 -=1, f 1 Bk 
2cr-p 2 uk,o 3 . ( > 
Now that the rate is established, the parameter 8 - B0 can be resealed by 
n l/y. Let e - e. = in - l/y and gn;,= {f(., sn -riv): 0 < s < M}. Also rescale the 
process by najy to get Z,(S) as in (11). Convergence of Z, to Z follows from 
the convergence of the finite dimensional distributions and a stochastic 
equicontinuity argument. For fixed s, note that by (v), 
cov(na’y(P, - P) f( f) sn-I”), @(Pn - P) f( .) W”‘)) 
=n”“P[f( .) sn-I’?) f( .) W”Y)] 
-reP[f(-, sn-“Y)] P[f( .) W”Y)] 
The Lindeberg-Feller CLT and (v) show that Z,(S) converges in distribu- 
tion to Z(S) a normal random variable with mean IC 1.~1” and variance 
C(s, s). 
Stochastic equicontinuity follows from Lemma (4.6) of Kim and Pollard 
[S] adjusted to reflect the facts: the expectation of Z(s) is 1~1~ rather than 
s2; the normalization in (11) is ncr’y rather than n2j3; and Pf ‘( ., 0) = 
0( lt!J - &Is) rather than 0( 10 - &,I ). Change the conditions (ii), (iii), and 
(iv) of Kim and Pollard’s lemma (4.6) to reflect these differences: 
(ii)’ Pf(e,R)2=O(RB) as R-0; 
(iii)’ PIf(.,s,)-f(.,s,)l=O(ls~-sEl)nearO; 
(iv)’ for E > 0 there is a K such that 
Pf(., R)’ (f(., R)> K} <cRB for R near 0. 
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Then, according to this new version of the lemma, 
@PsLlp I(P,-P)(f(.,s,n-“Y)--(.,s,n-“Y))I =0(l), 
C&l 
where [S,] = (( sr, sz): IsI -s21 ~6, and O<s,, s,<M}. 
Finally, in order for ~““(0, - 0,) to converge in distribution to 
arg max Z(s), the process 2 must have an almost surely unique maximum 
and Z(s) + -cc as s + co, almost surely (Theorem 2.7 of [S]). The 
uniqueness of the max of Z is ensured provided var(Z(s) - Z(t)) #O for 
s # t (Lemma 2.6 of [ 83). The second property follows from 
P(lim sup IsI -‘W(s) > E} = 0, 
s-cc 
where Z(s) = IC ISI’+ W(s). Lemma 2.5 of Kim and Pollard with I tl* 
replaced by IsI’ and kl’* replaced by k8’* yields this result. Therefore 
8, - 8, attains the claimed distribution. 1 
6. PROOFS OF LEMMAS 4.1, 4.2, AND 4.3 
The proofs of the weak convergence results of Section 4 are found here. 
To prove them we use the following result of Kim and Pollard [8, 
Theorem 1.11. 
6.1. THEOREM. Let (f ( ., 0): 8 E O} be a class of functions indexed by a 
subset 0 of Rd. Let (0,) be a sequence of estimators of B0 E 0 based on a 
random sample from a distribution P such that 
(i) Pnf(-, en)2SUpsP,f(-, e)-0,(n-2’3). 
Suppose that 
(iia) 8, is consistent for e. 
(iib) 8, is the unique maximizer of Pf( ., f3) 
(iii) e. is an interior point of 0. 
Let the functions be standardized such that f( -, t9,) E 0. Zf the classes $TR = 
(f(-, 0 vii CR}, for R near 0, are untformly manageable for the natural 
envelope FR = sup,, If ( ., 0)l and satisfy 
(iv) Pf( ., t3) is twice differentiable with second derivative V at 8,; 
(v) C(s, t)=lim,,, C’Pf(., &+sS) f(., I$,+ to) exists for each 
s, t E Rd, and lim, _ 0 6-1Pf(~,8,+s~)2{If(~,&,+s~)l>~B-1}=Oforeach 
E>O andeach SE[W~; 
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(vi) PF: = O(R) as R + 0 and for each E > 0 there is a constant K 
such that PF’,(FR > K} < ER for R near 0. 
(vii) ~If~~,~,~-f~~,~~~1=~~11~,-~~/1~ near&; 
then the sequence of processes n213P, f ( ., 8, + sn ~ li3) converges in distribu- 
tion to a Gaussian process Y(s) with continuous sample paths, expected value 
$s’Vs and covariance kernel C. Zf V is negative definite and if Y has 
nondegenerate increments then n1’3(tI, - 0,) converges weakly to the (almost 
surely unique) random vector that maximizes Y. 
Proof of 4.1. To prove Lemma 4.1, apply Theorem 6.1 to the collection 
of functions 
S= {f: f(x, p, r)= {xES(p, r)} - {xES(O, r,)} -av,rd+avdrg, 
x,p~lRd,r~R+}. 
Here {x E S(p, r)} should be interpreted as the indicator function for the 
self same set. The 8 of Theorem 6.1 is (p, r) in our application. The subclass 
FR of 9 has envelope F,: 
(x~S(o,r~+R)}-{xES(O, r. - R)} + UV,(R + r,,)d- aVd(ro - R)d. 
The requirement that the class SR be manageable for envelope FR is 
a metric entropy condition on gR. Pollard [ 111 provides sufficient 
conditions for manageability. Of particular interest here are the following 
conditions for manageability: 
(i) A collection of indicator functions for a Vapnik-Cervonenkis 
class of sets is manageable for the envelope constructed from the supremum 
over the indicator functions. 
(ii) The collection of constant functions {g: g(x) = c, 0 <cd C} is 
manageable for the envelope C, because the class of sets {A, = {(x, y): 
x E R’, 0 < y d c} } is a Vapnik-Cervonenkis class of sets. 
(iii) If 9 and 9 are manageable for envelopes F, G respectively, then 
{f + g: f E 4 and g E 3} is manageable for the envelope F + G. 
Uniform manageability implies manageability for a family of classes (9$), 
where the bounds in the metric entropy for each FR depend on R only 
through the envelope FR. In our case, the collection of spheres (S(p, r): 
l~I+Ir-rol~RI . is a Vapnik-Cervonenkis class of sets, and so it is 
manageable for the envelope S(0, r,+ R). The constant functions 
{avd(rd-ri): [r-r01 <R} are also manageable, and so by (iii) SR is 
manageable for F,. 
Conditions (i) through (iii) of Theorem 6.1 are immediate consequences 
of the assumptions of the Lemma 4.1. Condition (vi) is easily met because 
PF: < 2p,((r, + R)d- r{), where p0 = sup, g(r). The same is true for (vii). 
THE EXCESS-MASS ELLIPSOID 367 
It is (iv) and (v), the expectation and covariance structure of the limit 
process, that need to be established. 
Recall P(S(p, r)) - clV(S(p, r)) is 
Jh r)=j (g(x’x) - a) dx. 
:Il-rll~r~ 
A change of variables gives 
Then 
~J(P, r) rd -- 
aPi -2 {llYll~~O~g 
s 
“)(~~~Y+C~~*)2[~~i+~i]dY 
and 
aJ(a r) ~ = dr-‘J(p, r) dr 
Evaluate these integrals at p = 0, r = r,, to see that they are both 0. In 
particular, integration by parts gives 
1 - r. (,,y,,<roi P(lly11*) IIYII* dy I _ 
.P’(llyl12) 2~2 dy 
d 
=yO drg) 6Od- 
I {lly\l <ro} g(lly112) dy 1 
= - f J(0, r,,). 
Symmetry of g implies the second-order partial derivatives a*J(p, r)/ 
api aflj are 0 at p =O, r = r. for i#j. For the same reason a*J(p, r)/ 
ar ahI,=,,,= is also 0. The only nonzero terms are 
(Y’Y G& 
g’*‘(y’y) 4~: dy 
, = ,g 
+ s {Y’Y 6 r;i g”‘(y’y) 2 dy 
= 2rtg”)(ri) vd (14) 
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@J(P, r) 
ar2 
= d(d- 1) r;‘J(O, ro) 
p=O 
r = ‘0 
+ 4(2d+ 1) J 
CY’Y c 4, 
d”(y’y) ~Y’Y dy 
+4f 
{Y’Y c & 
g”‘WyWy)’ dy 
= 2r,dg(l)(ri) w,(d* - 2d). 
This establishes condition (iv) and gives the expectation of the limit 
process. 
Finally, we establish (v), and find the covariance kernel of the process. 
Reparametrize (a, r) as (td, r. + SC?) for some positive scalar 6. Then 
jiyo 6-‘Pf(tc5, r. + ~6) f(?S, r. + 3) 
= Fyo F’P[S(td, r. + s6) - S(0, r,)][S(?G, r. + 3) - S(0, ro)] 
= a fpo s-‘[ J+qtS, St?, 0,O)) + V(A(0, 0, is, 3)) 
- V(A(tS, sd, id, a))], 
where A(x, p, y, y) is the set S(x, r,+ j) n S(y, r. + 7)‘. For the first 
equality, the quadratic and linear terms in avd[(ro + ~a)~- r{] are negli- 
gible, because [(r. + s~5)~- rt] = O(6) and P IS(tiJ r. + ~6) - S(0, r,)l = 
o(l). The second equality above is due to the fact that p(x) = a for 
x E aS(O, ro). The covariance reduces to limiting volumes of symmetric 
differences of spheres. We find the volume of JO, 0, td, ~6). The other two 
can be found by analogous argument: 
Symmetry allows the replacement of td by lltdll e,, where e, = (LO, . . . . 0). 
From this representation it is evident that the integral above is 0 if s 2 I1 t Il. 
It is also evident that the integral is vd IsI drt- ’ if s < - Iltll. For the 
remainder of the argument we assume - IJtll < s < )I t/J : 
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6-‘V(A(O,O, ts, SC!?)) 
+6-l 
I 
[ (Jm)“- l 
{--ro--sa+IltlIS<xl< -ros/lltll) 
- (,,/(r, + 36)’ - (x1 - lltll ~3)*)~-‘] dx,. 
The first integral converges to 0 as 6 + 0. The second integral has the 
nondegenerate limit: 
-(d-l)u,-,r;-‘s 
s 
I:““’ (l-y*)k-3)/*& 
+(d-l)v,-,r,dP1 Iltll(l-s2/11tl12)(d~1)‘2. 
The covariance kernel for the limit process has been established. This 
concludes the proof of Lemma 4.1. 1 
Proof of Lemma 4.2. To prove this lemma return to the proof of 
Lemma 4.1 and substitute g(x’C-‘x) for g(x’x) in J(p, r). The first 
derivative is still 0, by the maximization property of J(0, r,,). The second 
derivative is nearly the same as well (see (14)). Unfortunately it does not 
simplify as in the proof of Lemma 4.1. 1 
Proof of Lemma 4.3. The collection of functions to which we apply 
Theorem 6.1 is only slightly different from that of Lemma 4.1. Simply 
replace the spheres by ellipses to obtain 
Y= {f: f(x, p, R)= {XEE(JL, X)} - (XEE(0, X,)} 
- cru,(det A - det A,), p E R”, f E R! d+ (3). 
The work that remains is to find the quadratic drift by computing the 
second derivative of Pf( ., p, x). 
First write PE(p, x)- crV(E(p, x)) as J(p, x). Then by a change of 
variables, 
J(p, x) = det(A) j il,v,, ~ ,) g(@+ AY)’ &?(P + h’)) - c( dy. 
The first derivatives are 0, by the maximization property of (0, x0, 0), 
370 D. NOLAN 
aJ(c, v 
an,, p=O =WAii) il,,,, ,) &‘-4C,‘Ay)-u dy 
+ det(A) 1 g(l)(y’AZ;lny) [%F YiYj] dY> 
where AU is the matrix found by dropping the ith row and jth column 
from A: 
aJ(P, Q 
aA, p=O 
= 2( - l)‘+jdet(A,) j g(y’AC&‘Ay) - 2y 
+ 2 det(A) / g”‘(y’AZ&‘Ay) J,Y? I 4jYi’ 
Oi Oi 
A(iY/Yi lZikYkYj 
+c ~- +c-. 
kfj 1 /#i J 1 
The partial a2J/api aAjk and a2J/dpi apj are 0 at p = 0, x = x0, because of 
the symmetry of g(y’y) in yi. The second partial derivatives ZJ*J/a$ are 
similar to the spherical case of Lemma 4.1: 
a*J(P, Xl 
ad fl=O 
= det(Ch’*) JiY,Y < 1~ ‘$ 
. I 
g’*‘(y’y) + i g”‘Wy) & 
I 
= i det(CAl*) g”‘( 1) ud. 
1 
Finally, we find the derivatives for the square root matrix, 
a*J(c, Xl 
an; )I=0 =det(z~~*)~~{y,y~l~ 
3yfg"'Wy) + 2y;g'*'(y'y) dy I 
A = .q 
= det(CA’*) i g(‘)( 1) wd 
I 
and 
a*Jh 5;) dY’Y) - a 
an; = - 2 det(CA/*) p=O 
s 
A = #' 
tY'YGl1 & 
+P(Y’Y) (g+$+2yiy: (2+-j=,')] 
This concludes the proof of Lemma 4.3. 1 
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