In this paper, we introduce a new class of noise robust acoustic features derived from a new measure of autocorrelation, and explicitly exploiting the phase variation of the speech signal frame over time. This family of features, referred to as "Phase AutoCorrelation" (PAC) features, include PAC spectrum and PAC MFCC, among others. In regular autocorrelation based features, the correlation between two signal segments (signal vectors), separated by a particular time interval k, is calculated as a dot product of these two vectors. In our proposed PAC approach, the angle between the two vectors is used as a measure of correlation. Since dot product is usually more affected by noise than the angle, it is expected that PAC-features will be more robust to noise. This is indeed significantly confirmed by the experimental results presented in this paper. The experiments were conducted on the Numbers 95 database, on which "stationary" (car) and "non-stationary" (factory) Noisex 92 noises were added with varying SNR. In most of the cases, without any specific tuning, PAC-MFCC features perform better.
INTRODUCTION
Traditional features used for speech recognition are typically extracted from the magnitude spectrum [I, 21 of the speech signal, estimated by Discrete Fourier Transform (DIT) of the autocorrelation coefficients [3, 4] . Unfortunately, these features are extremely sensitive to external noise added to the signal as the basic autocorrelation coefficients, from which they are extracted, are highly sensitive to external noise. This generally results in poor performance of the speech recognition systems in presence of noise.
Several techniques have been developed so far to cope with the sensitivity of the feature vectors to external noise. These techniques typically work at the spectral level of the feature extraction trying to get rid of the effect of the external noise on the spectrum. One early method called Spectral subtraction [5] gets an estimate of noise power spectrum from the non-speech intervals of the signal and subtracts it from the power spectra of the overall speech signal. This technique can he employed for the cases where the 'Also with EPFL, Lausanne, Switzerland.
noise characteristic is stationary. However, in case of nonstationary noise, this technique may result in the removal of significant speech information and hence may result in poor recognition performance. A relatively new technique called RASTA processing [6] , which has been shown to he quite successful for noise robust speech recognition, tries to remove those noise components in the power spectrum whose temporal properties are quite different from that of the speech component. Band-pass filters, with bandwidths equal to the bandwidths of the temporal characteristic of the speech component is applied to each frequency band of the spectrum, to get rid of the noise components.
In this paper, we introduce a class of noise robust speech features called Phase AutoCorrelation (PAC) derived features. These features are derived from a new measure of autocorrelation, we propose in this paper, called Phase AutoCorrelation. Regular autocorrelation coefficients, which are computed by performing dot product between signal vectors separated by a particular time interval, are extremely sensitive to the external noise. In phase autocorrelation. angle between the signal vectors is used as the measure of correlation, instead of the dot product. The angle is less sensitive to external noise, as compared to the dot product. As a result of this, we expect the PAC derived features to be more robust to noise as compared to the traditional features, which are derived from the regular autocorrelation.
In the next section, we first explain the draw-backs of the traditional autocorrelation in the presence of external noise and then propose a new measure of autocorrelation called Phase AutoCorrelation. We end that section by introducing the PAC derived features. In Section 3, we explain the experimental setup used to evaluate the PAC derived features under noisy conditions. In Section 4, we present and discuss the results of the experiments. 
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where T is the total number of frames and st [.] is given by,
N is the frame length and K the frame shift. Feature vectors are extracted from each of these frames assuming that the characteristic of the signal within a single frame is stationary. Features extracted from the frames are typically some or other form of the magnitude spectrum. The magnitude spectrum is obtained by first performing the Discrete Fourier Transform (DFT) of the frame samples and then taking the magnitude of the resulting coefficients for various frequencies. DFT assumes each frame s t [ n ] to be part of a
Phase Autocorrelation
In an attempt to reduce the sensitivity of the correlation coefficients to the external noise present in the signal, we propose here a new measure of autocorrelation called Phase AutoCorrelation.
The magnitude of the two vectors x o and xk given in (2) are the same, since the set of individual vector components in these two vectors are the same. If llxll represents the magnitude of the vectors and O k the angle between them in the N dimensional space, then (3) can be rewritten as:
In the proposed method for correlation computation we just use the angle O k between the two vectors, instead of the dot product, as the measure of correlation, resulting in a new set of correlation coefficients P [ k ] defined as:
As well known, the squared magnitude spectrum is the D I T of the autocorrelation R [ n ] of the periodic sequence st [n] over the length equal to the length of the frame. The equation for autocorrelation is given as follows:
The above operation of autocorrelation basically removes the phase differences between various sinusoidal compo- ..., St[N -11)
If the samples spaced at an interval of k are highly correlated, xo will he closer to xg in the N dimensional space and hence will result in higher value of the dot product.
In the presence of an additive noise, say r[n], the resul- function of the noise component present in the speech signal. As a result, whatever features we extract from these autocorrelation coefficients, these will he sensitive to the noise present in the signal.
This new measure of correlation is referred to as the 'Phase AutoCorrelation' (PAC), as the angle between the vectors is used as the measure of correlation. 
PAC derived features
An entire class of features, which are usually derived from the regular autocorrelation coefficients, can now be derived from the PAC coefficients. DFT performed on the PAC coefficients will yield an equivalent of the regular spectrum, called PAC spectrum. Plots of the regular spectrum and the PAC spectrum for a frame of phoneme 'ih' are given in Figures 1 and 2 , respectively. From the PAC spectrum, we can compute filter-banked PAC spectrum, PAC MFCC, and other features.
EXPERIMENTAL SETUP
We have conducted several experiments to illustrate the robustness of the PAC derived features. In these experiments, the speech recognition performance of the PAC derived features are compared with that of traditional features for various noise conditions. Specifically, PAC MFCCs are used in all the experiments and are compared with the regular with 9 frames of contextual input and 500 hidden units. The number of output units is 27, corresponding to the number of phonemes.
All the experiments reported in this paper were conducted on OGI Numhers95 connected digits telephone speech database [7] , described by a lexicon of 30 words, and 27 different phonemes. For the additive noise experiments, Factory and Lynx noises from Noisex92 database 181 and car noise from a database supplied by Daimler Chrysler Inc. (reported in this paper as 'Car') have been used. The experiments were performed at various noise levels, namely 0 dB SNR, 6 dB SNR, 12 dB SNR, and 18 dB SNR. Table 1 compares the performance of the PAC MFCC with regular MFCC for clean speech. From the table, it is clear, the performance of PAC MFCC for clean speech is inferior to the performance of MFCC. This may be because of the fact that the magnitude term in the (4) may also have significant phonetic discriminatory information, and dropping it out in the computation of P [ k ] , as given in the (5), leads to the degradation of the performance. But as explained in the previous sections, the magnitude term would certainly serve more as a confusing factor rather than as an useful factor, in the presence of external noise. Hence drop out of the magnitude term for the PAC coefficients should result in improved performance in case of noisy conditions. Experimental results obtained using noisy data show that this is indeed the case.
RESULTS AND DISCUSSION
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Comparison of the speech recognition perfor- RASTA processing works better. The above comparison between the PAC MFCC and J-RASTA-PLP is just to illustrate the usefulness of the PAC derived features. Otherwise, the comparison is not really valid since RASTA processing could also be applied to the PAC spectrum for further improving their robustness. 
CONCLUSION
We have introduced a new category of features called Phase AutoCorrelation derived features. These features are extracted from the phase autocorrelation coefficients which are computed as the angle between two signal vectors separated in time by a particular interval. This use of angle as a measure of correlation makes the phase autocorrelation coefficients less sensitive to noise as compared to regular autocorrelation coefficients, which are computed as the dot product of the two vectors. This fact makes the PAC derived features significantly more robust to noise than the traditional features. The noise robustness of PAC derived features has been illustrated through the experimental results
we have provided on Numbers 95 and Noisex92 databases.
As future work, the robustness of these features can be further improved by applying robust techniques such as RASTA processing over the PAC spectrum. Furthermore, these PAC features can be used as stand alone features or as complementary features in addition to regular features, e.g., in the multistream speech recognition framework.
