Methods for imputation of missing data in the so-called least-squares approximation approach, a non-parametric computationally efficient multidimensional technique, are experimentally compared. Contributions are made to each of the three components of the experiment setting: (a) algorithms to be compared, (b) data generation, and (c) patterns of missing data. Specifically, "global" methods for least-squares data imputation are reviewed and extensions to them are proposed based on the nearest neighbours (NN) approach. A conventional generator of mixtures of Gaussian distributions is theoretically analysed and, then, modified to scale clusters differently. Patterns of missing data are defined in terms of rows and columns according to three different mechanisms that are referred to as Random missings, Restricted random missings, and Merged database. It appears that NN-based versions almost always outperform their global counterparts. With the Random missings pattern, the winner is always the authors' two-stage method INI, which combines global and local imputation algorithms.
Introduction
The problem of imputation of missing data emerges in such areas as editing of survey data (Davies and Smith, 1999) , maintaining of medical documentation (Kenney and Macfarlane, 1999) and modelling DNA microarray data (Troyanskaya et al., 2001 ). In the last decade a number of approaches have been proposed for solving it. The most popular approach of the past, imputing the feature's mean, has been supplemented by the nearest neighbour mean (Hastie et al., 1999; Troyanskaya et al., 2001 ) as well as other conditional means (Laaksonen, 2000; Little and Rubin, 1987; Quinlan, 1989) . Also, two more global and computationally intensive approaches to imputation of missing entries based on the leastsquares and maximum-likelihood principles have been developed (Gabriel and Zamir, 1979; Krzanowski, 1988; Mirkin, 1996; Kiers, 1997; Dempster et al., 1977; Little and Rubin, 1987; Rubin, 1996; Hunt and Jorgensen, 2003) . Wasito and Mirkin (2005) reviewed least-squares-based algorithms and proposed a number of their modifications involving the nearest neighbourhood methods, then carried out a series of computational experiments involving uniformly random missing entries across the data generated with either of two mechanisms: (a) a unidimensional generator with an additive uniformly distributed noise, (b) a Gaussian mixture as presented in the popular NetLab package (Generation of Gaussian mixture distributed data). In our experiments, a complete data matrix and a set of entries that are considered missing in it are generated separately. This design enable us, for any data set and pattern of missing data, to compare the imputed values with those originally generated: the smaller the difference, the better the method. According to experiments reported in Wasito and Mirkin (2005) , the two different data models lead to different results. With the unidimensional data generator, the best imputation methods are those using just one factor. Nearest neighbour based modifications do not improve results in this case, even at high levels of noise. In contrast, with data generated according to the Gaussian mixture distribution, methods involving the nearest neighbours are the best.
In this paper, the study reported in Wasito and Mirkin (2005) is extended in both aspects, the data generation and modelling patterns of missing data.
In the aspect of data generation, we concentrate on mixtures of Gaussian distributions. In particular, we mathematically investigate the conventional utility provided by NetLab (Generation of Gaussian mixture distributed data) to see that it produces rather a blot of inseparable clusters; we modify it to get a controllable structure of Gaussian clusters with regard to both their location and orientation.
With respect to modelling patterns of missing data, we are going to take a line differing from the basic types of missing data introduced in Little and Rubin (1987) . The types defined in Little and Rubin (1987) are associated with the extent of dependence of missings on feature values, from the no dependence case referred to as MCAR (missing completely at random) to the case of dependence referred to as NI (non-ignorable). The latter commonly occurs when respondents do not want to reveal something personal or unpopular about themselves (Little and Rubin, 1987) .
Since we are not going to restrict ourselves with surveys only, we prefer defining patterns of missing data in terms of rows and columns rather than in terms of data entries as in Little and Rubin (1987) . In particular, we will be interested in the following three mechanisms for emergence of patterns of missing data:
(1) Random missing (RM): RM means that the missing data mechanism is the same over all columns and rows, which may happen when a missing entry is due to an occasional lack of accuracy or measurement facilities. To define such a mechanism, one needs to fix the probability of missing in any entry and then generate a pattern of independent missings according to this probability. (2) Restricted random missing (RRM): RRM means that there is a submatrix in the data specified by a subset of features and a subset of cases such that missings may occur only within the specified subsets. This type of missing patterns models a situation occurring in surveys or polls at which there is a set of questions related to an issue which is sensitive for a group of respondents. These respondents tend to leave the sensitive questions with no answer, this way generating incomplete data in a survey. A similar pattern may occur in a marketing research or medical documentation at which a block of questions is considered less important than the rest. (3) Merged database (MD): This type of patterns of missing data is defined to model a situation at which the data set under consideration has been obtained by merging two or more databases of the same type of records which is frequent in medical informatics. It may happen that records in either of the original databases lack some features that have been recorded in the other database. This way, a submatrix of entries corresponding to the records in the incomplete database and the features that have been missed in it will be missed in the data entirely. MD can be considered an ultimate RRM pattern at which the probability of missing is unity.
With regard to imputation algorithms, we focus on the set of eight algorithms specified in Wasito and Mirkin (2005) as a representative sample from the realm of least-squares iterative approximation approaches and add the mean imputation algorithm in two versions, as is and a nearest neighbour modified version, as a bottom-line. The variety of the least-squares approximation algorithms in our study comes from two major approaches: one approach, iterative majorization least-square (IMLS), is based on iterative reimputation of missing entries according to a few singular vectors based on the redefined completed data set; the other, iterative least-squares (ILS), iteratively extracts factors approximating only those data entries that have been actually observed. The paper is organized as follows. Section 2 gives a brief description of the global leastsquares imputation methods. Our NN versions of the imputation methods will be described in Section 3. Section 4 provides for the setting of experiments and Section 5 reports of our findings. Section 6 concludes the paper.
Least-squares (LS) imputation techniques
In the published literature, one can distinguish between the following three approaches to imputation of missing data:
(1) Conditional mean, at which each missing entry is substituted by a predicted value such as the variable mean or the value predicted by a regression function or decision tree (Kamakashi et al., 1996; Laaksonen, 2000; Little and Rubin, 1987; Quinlan, 1989) . A common feature of the conditional mean approaches is that missing entries are dealt with sequentially, one-by-one, and most of the methods rely on a limited number of variables. (2) Maximum likelihood-based methods, at which missings are imputed according to an estimated data density function (EM-based imputation software; Dempster et al., 1977; Little and Rubin, 1987; Rubin, 1996 Rubin, , 1987 Schafer, 1997) . Methods within this approach rely on a well-established framework of the probabilistic modelling. However, they may involve unsubstantiated hypotheses and be computationally intensive. Either of these may prevent their scalability to large databases. (3) Least-squares approximation, at which the data are approximated with a low-rank model data matrix (Gabriel and Zamir, 1979; Grung and Manne, 1998; Kiers, 1997; Krzanowski, 1988; Mirkin, 1996; Wold, 1966) . This approach is computationally effective. However, it is not sensitive to the shape of the underlying distribution, which can become an issue in imputing missing data from a complex distribution.
The low-rank approximation methods have proven to be a useful tool in psychology, at which they originated as the so-called principal component analysis (Holzinger and Harman, 1941) , in data visualization (Benzecri, 1973) , in information retrieval (Berry et al., 1995) , and bioinformatics (Holter et al., 2001) .
Methods within this approach minimize the sum of squared differences between the observed data entries and those reconstructed via bilinear modelling which is akin to the singular value decomposition (SVD) of a data matrix. Two ways to implement this approach can be distinguished:
(1) Fit a low-rank data model by using non-missing entries only and then interpolate the missing values with values found according to the model (Gabriel and Zamir, 1979; Grung and Manne, 1998; Mirkin, 1996; Shum et al., 1995; Wold, 1966) . This approach will be referred to as the Iterative least-squares algorithm ILS. (2) Start by filling in all missing entries with some values such as zero, then iteratively approximate thus completed data by updating the imputed values with those implied by a low-rank approximation (Grung and Manne, 1998; Kiers, 1997; Krzanowski, 1988) . This approach will be referred to as the Iterative majorization least-squares algorithm IMLS.
To describe these in more detail, let us start with an iterative procedure for finding the SVD of a data matrix, which is basic to each of them.
Notation
The data is considered in the format of a matrix X with N rows and n columns. The rows are assumed to correspond to entities (observations) and columns to variables (features). The elements of X are denoted by x ik (i = 1, . . . , N, k = 1, . . . , n) . The situation in which some entries (i, k) in X are missed is modeled with an additional matrix M = (m ik ) where m ik = 0 if the (i, k)th entry is missed and m ik = 1, otherwise.
The matrices and vectors are denoted with boldface letters. A vector is always considered as a column; thus, the row vectors are denoted as transposes of the column vectors. Sometimes, the operation of matrix or inner product will be shown with symbol * .
Iterative computation of a singular value decomposition
Let us describe the concept of singular value decomposition of a matrix (SVD) in terms of a bilinear model for factor analysis of data matrices with no missing entries. This model assumes the existence of a number p 1 of hidden factors that underlie the observed data as follows:
The (unknown) vectors z t = (z it ) and c t = (c tk ) are referred to as factor t scores for entities i = 1, . . . , N and factor loadings for variables k = 1, . . . , n, respectively (t = 1, . . . , p) (Holzinger and Harman, 1941; Mirkin, 1996) . Values e ik are residuals that are not explained by the model and should be made as small as possible.
To find approximating vectors c t =(c tk ) and z t =(z it ), one can minimize the least-squares criterion:
In the follow-up we will rely on a strategy for minimizing criterion (2) over all p unknown factors by extracting them one-by-one, which is, basically, the contents of the method of principal component analysis, one of the major data mining techniques (Jollife, 1986) . This strategy sometimes is referred to as the power method for SVD (Golub and Loan, 1986) . According to this method, computations are carried out iteratively. At each iteration t = 1, . . . , p only one factor is sought by minimizing criterion
over real c k and z i with respect to the condition that c is normalized, that is, n k=1 c 2 k = 1. The condition is added to avoid multiple solutions as c k and z i are multiplied in (3). It is well known that the singular triple ( , z, c) such that Xc = z and X T z = 2 c with = N i=1 z 2 i , the norm of z which is the maximum singular value of X, solves the problem. Note an asymmetry in the described solution: c is normalized while z is not. The found vectors c and z are stored as c t and z t and next iteration t + 1 is performed. The matrix X = (x ik ) is changed from iteration t to iteration t + 1 by subtracting the found solution according to the rule x ik ← x ik − c tk z it .
Since z t is not normalized in the described version of the algorithm, its norm is equal to the singular value t . This method always converges if the initial c does not belong to the subspace already taken into account by the previously found singular vectors.
Iterative least-squares algorithm for data imputation
The ILS algorithm is based on the SVD method described above. However, this time equation (1) applies only to those entries that are not missed.
The idea of the method is to find the score and loading vectors in decomposition (1) by using only those entries that are available and then use (1) at missing entries to impute them (with the residuals ignored).
To find approximating vectors c t = (c tk ) and z t = (z it ), the least-squares criterion on the non-missing entries can be written in the following form:
where m ik = 0 at missing entries (i, k) and m ik = 1, otherwise.
As is well known, the singular value decomposition cannot be applied to a matrix with missings. Thus the problem of minimization of L 2 in (4) becomes a difficult nonlinear optimization problem. Note that the factors in (4) are not necessarily mutually orthogonal. To minimize criterion (4), the one-by-one strategy above is utilized. According to this strategy, computations are carried out iteratively. At each iteration t, t = 1, . . . , p, only one factor is sought by minimizing criterion:
with respect to condition
The found vectors c and z are stored as c t and z t , non-missing data entries x ik are substituted by x ik − c k z i , and next iteration t + 1 is performed.
Note that, with missing entries, the one-by-one strategy does not guarantee that the found solution does minimize the least-squares criterion (4) anymore.
To minimize (5), the method of alternating minimization is utilized. Each iteration proceeds in two steps: (1) given (c k ), find optimal (z i ); (2) given (z i ), find optimal (c k ). Finding optimal score and loading vectors can be done according to equations following from the first-order optimality conditions:
and
Given z, a c is found with (7) and the follow-up normalization of the result. Then, given c, next z is found with (6). Basically, it is this procedure that was differently described in Gabriel and Zamir (1979) , Grung and Manne (1998), and Mirkin (1996) . Two issues, which never occur at the SVD decomposition of complete data matrices, may emerge at ILS:
(1) Convergence: The method may fail to converge depending on the configuration of missing entries and the initial setting. Some other causes of non-convergence as those described by Grung and Manne (1998) have been taken care of in our formulation of the algorithm.
In the present approach we, somewhat simplistically, use the normalized vector of ones as the starting point. Sometimes a more sophisticated choice may be required because the iterations may come to a "wrong convergence" or not converge at all. To this end, Gabriel and Zamir (1979) developed a method to use a row of X to build an initial c * , as follows:
over those (i, k) for which m ik = 0. 2. With these i and k, compute
3. Set the following vector as the initial at ILS step 2:
This method is computationally intensive and may cause to slow down the speed of computation (up to 60 times in our experiments). However, it can be useful indeed when the size of the data is small. (2) Number of factors: When the number of factors is equal to one, p = 1, ILS is equivalent to the method introduced by Wold (1966) and his student Christoffersson (1970) under the name "nonlinear iterative partial least squares" (NIPALS). In most cases the onefactor technique leads to significant errors so that more factors may be needed. Selection of p may be driven by the same scoring function as selection of the number of principal components: by the proportion of the data variance taken into account by factors. This logic is well justified in the case of the principal component analysis at which model (1) fits the data exactly when p is equal to the rank of X. With missings present in data, the number of ILS iterations can be infinite; however, the logic is still justified since it is can be shown that the residual data matrix converges to zero when the number of iterations grows. Actually, the convergence follows from Statement 2.2 in Mirkin (1996) that covers a wide class of iterative data extraction techniques.
Iterative majorization least-squares algorithm
This method is a specification of the general idea that any weighted least-squares minimization problem can be addressed as a series of non-weighted least-squares minimization problems with iteratively adjusting found solutions according to a so-called majorization function (Heiser, 1995) . In this framework, Kiers (1997) developed an approach to the problem of imputation, a version of which can be formulated in the present context without using any concept beyond those previously specified. The algorithm starts with a complete data matrix and updates it by relying on both non-missing entries and estimates of missing entries.
The algorithm is similar to ILS except for the fact that it employs a different iterative procedure for finding a factor, which will be referred to as Factor algorithm and described first. Factor algorithm operates with a completed version of matrix X that will be denoted by X s where s = 0, 1, . . . is the iteration's number. At each iteration s, the algorithm finds the best SVD factor for X s and imputes the results into missing entries, after which the next iteration starts.
The general setting in Kiers (1997) refers to any weighted least-squares problem and does not require restricting X s to one factor only. Computationally, finding several SVD factors simultaneously is as easy as just one. We restrict ourselves with one factor only because more factors would better approximate the arbitrary values put instead of missing entries to complete X and, thus, be more biased towards these ad hoc values. Denote results by z t and c t .
Factor Algorithm
and go to step 2. 4. Impute missing values x ik at m ik = 0 according to (1) with e ik = 0.
Theoretical properties of the IMLS method remain to be explored. A similar algorithm, but with an additional tuning, was developed in Krzanowski (1988) . In the version of Krzanowski (1988) , missing entries are imputed one-by-one, so that to fill in entry (i, k), vectors c and z are found for the matrix X with the either ith row or kth column removed. This version is not used in our experiments, because its results may depend on the order of imputation of missing entries and, moreover, at large data sizes and many missings, we see no advantages in the one entry based tuning.
The number of factors p in ILS is limited by poor convergence of the method at matrices with small elements; in IMLS, this number also cannot be large: otherwise, the initial arbitrarily imputed values will affect the final result. In the follow-up experiments, two options will be selected: p = 1, the minimum number, and p = 4, to have a deeper coverage of the data, but still rather small in comparison with the ranks of generated data matrices (from 15 to 20).
Nearest neighbour-based data imputation

Nearest neighbour approach
Let us apply the machine learning framework (Aha, 1997; Atkeson et al., 1997) at which imputations are carried out by analysing entities with missing entries one-by-one. An entity containing one or more missing entries which are to be imputed is referred to as a target entity. According to the nearest neighbour (NN) approach, a distance measure is computed between the target entity and each of the other entities and then K nearest to the target entities are selected. An imputation model such as that based on (1) with e ik = 0 for the target entity is found by using a shortened version of X to contain only K + 1 elements: the target and K selected neighbours. The intuition behind using only nearest neighbours is that least-squares approximation methods may become more sensitive to the data structure this way.
To apply the NN approach, the following two issues should be addressed.
(1) Measuring distance: There can be a multitude of distance measures considered. We choose the Euclidean distance squared because this measure is compatible with the least-squares framework. The distance between a target entity X i and an entity X j is defined as
where m ik and m jk are missingness values for x ik and x jk , respectively. This distance was also used in (Hastie et al., 1999; Myrtveit et al., 2001; Troyanskaya et al., 2001 ). (2) Selection of the neighbourhood: The principle of selecting the nearest entities can be implemented, first, as is, on the set of all entities, and, second, by considering only entities with non-missing entries in the attribute corresponding to that of the target's missing entry. The second approach was applied in Hastie et al. (1999) and Troyanskaya et al. (2001) for data imputation with the method Mean. We apply the same approach as well when using this method. However, for ILS and IMLS, the presence of missing entries in the neighbours typically creates no problems, and, with these methods, we select neighbours among all entities.
Nearest neighbour imputation algorithms
Briefly, the NN-based imputation techniques can be formulated as follows: take the first row that contains a missing entry as the target entity X i , find its K nearest neighbours and form a shortened matrix X c consisting of the target entity and the neighbours. Then apply an imputation algorithm A(X, M) to the shortened matrix X c with imputing missing entries at the target entity only. Repeat this until all missing entries are filled in. Then output the completed data matrix X (Wasito and Mirkin, 2005) .
To make the NN-based imputation algorithms work fast, we choose K of the order from 5 to 10. Then, in applying the least-squares imputation techniques, we have to restrict ourselves to small numbers of factors in order to guarantee that the subspace approximation processes converge. Thus, with ILS, take p = 1 and use the Gabriel-Zamir's initialization. Still, ILS algorithm may not converge sometimes because of the small NN data sizes.
Global-local imputation algorithm: INI
A two-stage approach from Wasito and Mirkin (2005) combines the NN and global imputation approaches. First stage: Use a global imputation technique to fill in all the missings in matrix X. Let us denote the resulting matrix X * . Second stage: Apply a NNbased imputation technique to fill in the missings in X, but this time based on distances computed with the completed data X * . These distances will be referred to as prime distances.
We specify this global-local approach by using IMLS at both of the stages, which is referred to as the INI algorithm (a shortened triple denotation IMLS-NN-IMLS (Wasito and Mirkin, 2005) ). INI consists of four steps. First, impute missing values in the data matrix X by using IMLS with p = 4. Then compute the prime distance metric with thus found X * . Third, take a target entity according to X and find its neighbours according to the prime distance. Finally, impute all missing entries in the target entity with a NN version of IMLS algorithm (this time with p = 1). 
INI Algorithm
Experimental study
The goal of the experimental study is to compare different methods of imputation on various data sets and patterns of missing data.
Selection of algorithms
Based on the considerations above, the following eight least-squares data imputation algorithms will be considered as a representative selection:
(1) ILS-1 or NIPALS: ILS with p = 1. In the follow-up experiments, the NN-based techniques will operate with K = 10 which is about 5% of the numbers of entities in generated datasets.
Data generation
NetLab Gaussian mixture data model
To generate data, we employ the Gaussian mixture data model which is described in many sources (see, for instance, (Everrit and Hand, 1981) ). We refer to a mixture of m Gaussian distributions (classes) as a Gaussian m-mixture. Within this model, we select an option at which a data matrix D N×n is generated randomly from the Gaussian mixture with a probabilistic principal component analysis (PPCA) covariance matrix (Roweis, 1998; Tipping and Bishop, 1999) .
The following three-step procedure, Neural Network NetLab, is applied as implemented in a MATLAB Toolbox freely available on the web (Generation of Gaussian mixture distributed data):
(1) Architecture: set the dimension of data equal to n, number of classes (Gaussian distributions) to m and the type of covariance matrix as based on PPCA in a q dimension subspace. In our experiments, m is 3 or 5, n between 15 and 25, and q is either n − 3 or [n/2]. (2) Data structure: create a Gaussian mixture model with the mixing coefficient equal to 1/m for each class. A Gaussian distribution for each ith class (i = 1, . . . , m) is defined as follows: components of a random n-dimensional vector avg i are generated according to Gaussian distribution N(0, 1). The n × q matrix of the first q loading n-dimensional vectors is defined as:
where I q×q and 1 (n−q)×q are the identity matrix and matrix of ones, respectively. The covariance matrix is then defined as:
In our experiments, the general variance 2 of PPCA is set to be equal to 0.1. 
Exploration of NetLab Gaussian mixture data model
The structure of (12) is rather simple and so is the structure of covariance matrix (13) as well. It is not difficult to show that
where I and 1 are the identity and all-ones matrices, respectively. This matrix's rank is q as follows from definition (12) and the structure in (14) as well.
To explore the eigenvalues of Cov(0), let us consider an n-dimensional vector x in the format x = x q , x n−q where x q and x n−q denote subvectors with q and n − q components, respectively. Also denote the sum of elements of x q by a and the sum of elements of x n−q by b. Obviously, to be an eigenvector of Cov(0) corresponding to its eigenvalue , x must satisfy the following equations: x q +b1 q = x q and (a+qb)1 n−q = x n−q . Summing up components of these vector equations leads to (i) a + bq = a and (ii) (a + bq)(n − q) = b, respectively. With little arithmetics, these imply that Cov(0) has only two nonzero eigenvalues, the maximum = 1 + (n − q)q and second-best = 1.
Indeed, let us see first that a = 0 implies b = 0 and = 1. Having put a = 0 into (i) one obviously gets b = 0 as well. This implies that a + bq = 0 so that (a + bq)1 n−q = x n−q can hold only at x n−q = 0, provided that = 0. Similarly, x q + b1 q = x q can hold only if x q = x q , that is, if = 1, which proves that = 1 is an eigenvalue. Moreover, the rank of the subspace of eigenvectors corresponding to = 1 is equal to q − 1, because they all are defined by the condition that the sum of their components a = 0.
Let us now assume that a is not zero. Eq. (i) implies that a can be put for a + qb in (ii), leading to a(n − q) = b. Thus, with = 0, a(n − q) = b and b/a = n − q. But = 1 + qb/a according to (i), which leads to = 1 + q(n − q) and proves the statement.
In the eigenvector corresponding to the maximum eigenvalue, part x q consists of the same components and, similarly, elements of x n−q are the same. Part x n−q of the eigenvector corresponding to = 1 is zero. Also, part x q of eigenvectors corresponding to = 0 consists of the same values.
Obviously, having n and q of the order of 20 and 3, respectively, makes the maximum eigenvalue = 1 + (n − q)q equal to 52, which leads to an overwhelming presence of the maximum eigenvalue and corresponding eigenvector in the data generated according to the model above. That is, the data formally generated from a mixture of multidimensional Gaussian distributions are approximately distributed along the first eigenvector, thus tending to form a blot. Changing in Cov( ) to an arbitrary value does not change eigenvectors but adds 2 to the eigenvalues. Even with approaching unity, the contribution of the first factor remains high.
Scaled NetLab Gaussian mixture data model
To increase the complexity of generated data sets, the Gaussian mixture data model above will be modified by differently scaling the covariance matrix Cov( ) and the mean vector avg for each class. To do this, for each Gaussian class i = 1, . . . , m, a random scaling factor, b i , is generated to move avg i away from the origin. Then the covariance matrix is scaled by a factor, a i , to be taken proportional to i. The dimension of the probabilistic principal component analysis model is taken as q = n/2 (at an even n). The modified data generator can be summarized as follows: N(0, 1) .
Thus generated data set is obviously spread over rather distant cluster centres with differently scaled cluster covariance matrices.
Generation of patterns of missing data
As described above, three types of patterns of missing data are considered: Random missing RM, Restricted random missing RRM, and Merged database MD. The further text details how each of the patterns is generated.
Random missing
Given a data table generated, a pattern of missing entries is produced randomly on a matrix of the size of the data table with a pre-specified proportion of the missings. We use the random uniform distribution for generating missing positions and the proportion's range at six different values accounting for 1%, 5%, 10%, 15%, 20%, or 25% of the total number of entries.
Restricted random missing
According to this model, missings may occur only in a subset of entities with respect to a subset of issues. In our experiments, additional constraints on the sizes of sets of rows and columns at which missing entries may occur have been maintained to avoid trivial patterns of missing data. The missings under this scenario are carried out as follows:
Generation of a Restricted Missing Pattern Given proportion p of missings entries, randomly select proportions s of related issues (columns) and r of related respondents (rows) such that p < sr.
In the data submatrix formed by the selected s columns and r rows randomly generate proportion p/sr missings. Accept the following additional constraints on the values generated: 1. 10% < s < 50% and 25% < r < 50% for p = 1%. 2. 20% < s < 50% and 25% < r < 50% for p = 5%. 3. 25% < s < 50% and 40% < r < 80% for p = 10%.
Merged database pattern
In this pattern, a data base is supposed to have been obtained by merging two databases so that missings may result only from the absence of certain features in either of the merged databases or both of them. Accordingly, two types of scenarios for merging databases are to be considered:
(1) MD-1: Missings come from only one database. (2) MD-2: Missings come from both of the databases.
Missings from one database MD-1:
Under this scenario, the missings are generated as follows. First, specify the proportion p of missing entries in the merged database. Then generate proportion s of columns to have missing entries in the merged database. These are assumed to come from the database at which the corresponding variables are missed. Finally, the proportion of respondents (rows) in the "damaged" database is computed as t = p/s.
In the experiments, s = 20% or 30% are selected for generating p = 1% or 5% missings. We consider that greater proportions of missings are not realistic for filling in with this pattern.
Missings from two databases MD-2:
Suppose each of the two databases to be merged contains variables that are absent in the other database. The merged database will have a pattern which can be presented as follows: the variables which are absent only from the first database are placed on the left while variables that are absent only from the second database are placed on the right.
Obviously, if N 1 and N 2 are the numbers of rows and k 1 and k 2 are the numbers of missing columns in the respective databases then the total proportion of missings can be calculated as
where N =N 1 +N 2 and k 1 +k 2 < n. This implies that, given p, k 1 and k 2 are not independent so that k 2 can be determined by k 1 with the following equation:
This allows us to introduce a procedure for generation of missings of this type by putting proportion p of missings first, as we did with the other patterns of missing data. Furthermore, it is assumed that one of the databases is somewhat but not overwhelmingly greater than the other, say N 1 may be greater than N 2 1.5 to 4 times. This assumption corresponds to N 1 /N being between 0.6 and 0.8.
Generation of missings from two databases 1. Specify the proportion p of missings entries.
Specify the number of rows N and columns n in the merged database.
Then randomly generate the number of rows in the first database, N 1 , subject to constraint 0.6 < N 1 /N < 0.8 and define the number of entities in the second database, Finally, put m ik =0 for all i=1, . . . , N 1 , k=1, . . . , k 1 and for all i=N 1 +1, . . . , N, k = n, n − 1, . . . , n − k 2 + 1.
Scoring results
Since the data and missings are generated separately, the quality of imputation can be scored by comparing the imputed values with those generated at the stage of data generation. The squared imputation error, IE, will be used to measure the performance of an algorithm.
The measure is defined as follows:
where m ik is the missingness matrix entry and x * ik an entry in the data matrix X * with imputed values. This measure is compatible with the least squares framework which is considered in this paper.
Experimental results
The results will be presented separately for each of the three patterns of missing data specified above: Random missings RM, Restricted random Missings RRM and Merged database MD.
General results
The experiments have been carried out with data sets generated according to each original and scaled NetLab 5-mixture data model with the dimension of the principal component subspace equal to q = n − 3 and n/2, respectively. Ten data sets have been generated according to each of the two models; sizes of the data sets were taken randomly from intervals of N = 200.250 rows and n = 15.25 columns. The data size has no meaning in our experiments; by varying it, we decrease the number of arbitrarily specified parameter values unavoidable in any experiment.
For each of the data sets and each of the considered missing types and levels of missings p, six patterns of missing data have been generated, and each of the 10 algorithms has been run at each data/missing pattern. The results have been scored according to criterion IE defined in Eq. (17). Tables 1 and 2 present errors averaged within corresponding categories; standard deviations are in the parentheses. For the sake of space, errors at intermediate levels of missing are omitted, but they naturally follow regularities seen in the tables.
First, some expected regularities:
(1) Method Mean appears the worst at about constant rate of error, 100%. NA-Not applicable. a Does not converge sometimes. The figure is calculated over converged cases only. Second, unexpected results:
(1) The level of errors at each of the eight least-square methods is typically much smaller for the scaled mixture model than for the original one. This probably can be attributed to the fact that data are spread differently at different directions with the scaled model, which conforms to the one-by-one factor extraction procedure underlying the methods. These conclusions may be blurred by the overlapping standard deviations of the methods' average errors. Therefore, further on we present results of direct pairwise comparisons between the methods at different missing models. Table 3 The pair-wise comparison of the methods; entry (i, j ) shows how many times in % method j outperformed method i on Gaussian 5-mixture with q = n − 3 factors for 1%, 5%, and 15% random missing data 
Random missings
With random missings, there are three different patterns in the pairwise comparisons: (1) at 1% missings, (2) at 5% missings, and (3) at 10% and more missings. These patterns are shown in Table 3 . They follow the features seen in the average error Table 1 . However, there appears a regularity, which has not been seen at that table.
At 1% missings, all four NN-based methods perform better than the rest. Although NMean loses to INI by 30% to 70%, it outperforms the others in winning over unidimensional methods, NIPALS and IMLS-1. This, to an extent, supports the results of experiments with N-Mean in Wasito and Mirkin (2005) when the proportion of missings is small. However, when the proportion of missings increases to 5% and more, the N-Mean method loses to all the least-squares imputation methods except for the unidimensional ones, NIPALS and IMLS-1 (see Table 3 ). It should be pointed out that the least squares imputation methods have not been considered in Wasito and Mirkin (2005) . When the proportion of missings grows further on, INI becomes the only winner (see the right-hand part of Table 3 presenting a typical pattern at 10-25% missings).
A similar pattern emerges with data generated according to the scaled NetLab model when the level of missings is small, 10% or less. However, at greater levels of missings with this data model, INI is not the winner anymore (see Table 4 ).
Restricted missing pattern
At the restricted missing pattern, we limited the level of missings to be not more than 10% because missing entries are now confined within a relatively small submatrix of the data matrix.
As indicated earlier, with this pattern of missing data the error of imputation does not monotonely follow the growth of the number of missing entries. Table 4 The pair-wise comparison of the methods; an entry (i, j ) shows how many times in % method j outperformed method i on scaled NetLab Gaussian 5-mixture with n/2 PPCA factors for 15%, 20% and 25% Random missing data Table 5 The pair-wise comparisons between three NN based least-squares imputation methods at unscaled and scaled NetLab Gaussian 5-mixture models for 1%, 5% and 10% missings from restricted random pattern of missing data Judging by the average errors, NN-based least-squares methods N-IMLS, N-ILS and INI surpass the other methods, and no obvious winner can be indicated among them. The first of these statements is confirmed at the level of one-to-one contests at both of the data models: the NN-based methods win unanimously with the scaled NetLab model and almost unanimously with the unscaled model. There is one exception, though: at both data models, N-Mean loses to all other methods except for Mean, NIPALS and IMLS-1 at 1% of missings and it loses to all other methods when the proportion of missings grows further. At the scaled data model, Mean outperforms N-Mean at higher levels of missings, probably because Mean relies on more data with no missings at all at the RRM pattern with this data model.
NN-based least-squares methods perform differently at different data models. At the unscaled data model, with 1% and 5% missings, N-IMLS is the winner, and INI wins at 10% missings. The situation is opposite at the scaled model, which is reflected in Table 5 . 
Merged database patterns
Missings from one database MD-1
With this pattern, all global least-squares imputation techniques show poor convergence at 10% missings or more.
At p = 1% or 5%, we consider either of two values of proportion s of columns absent from the incomplete database, 20% or 30%, which appears not affecting levels of errors at the scaled NetLab data model. At the unscaled data model, however, the levels of errors are somewhat less at the greater proportion, s = 30%. This may be attributed to the fact that, in our setting, the number of rows N 1 containing missings entries decreases when the number of absent columns grows. This decrease may be the factor improving the performance. Furthermore, all methods, N-ILS and ILS included, converge here probably because of smaller proportions of the overall missings.
According to pair-wise comparisons of the methods, INI is the best at the unscaled data model and the scaled data model at s =20%. However, INI gives way to N-IMLS at s =30% with the scaled data model.
Missings from two databases MD-2
Only 5% missings level is considered at MD-2 missing model because 1% missing level is unfeasible at the data sizes generated. The results of pair-wise comparisons of methods in Table 6 , in general, confirm results reported in Tables 1 and 2 . However, they also correct them in some cases. Table 6 shows that N-Mean beats the other methods at the unscaled data generation model. This seems to contradict the last column in Table 1 at which unidimensional least-squares methods on average perform much better. The difference is due to the way of calculation of figures in Table 1 . The errors are calculated for converged cases only while Table 6 shows real contest results: when a method does not converge, those convergent beat it.
IMLS-1 appears to be the only winner at the scaled data model. The difference probably comes from the phenomenon mentioned above: NN-based least-squares imputation methods may fail to converge at the unscaled data model because small fragments of data it produces are almost unidimensional thus unstable.
Performance
As was mentioned already, the data table sizes in our experiments have been about 200 to 250 times 15 to 25. With this type of data, the ordinary global least-squares methods such as ILS require about half a second to run on the platform MatLab-6 installed at a Pentium III 733 MHz. The nearest neighbour versions of least squares imputation are about 30 times slower than that. ILS-GZ appears to be the slowest of the 10 methods.
Summary of the experimental results
Our experiments with the 10 imputation methods over two Gaussian mixture data models and four patterns of missing data (Random RM, Restricted random RRM, Merged database with missings from one database MD-1 and from two databases MD-2) can be summarized as follows:
(1) The scaled NetLab Gaussian data model leads to smaller errors of least-squares imputation techniques at all missing patterns considered. At some patterns of missing data the scaled model leads to different results. (2) The three NN-based least-squares techniques are obvious winners at the first three patterns of missing data under each of the two data models. Global least-squares methods win only at the Merged database with missings from two databases under the scaled NetLab Gaussian mixture data model. Moreover, in this case the unidimensional versions are the best at the level of 5% missings. 
Conclusion
We described a number of least-squares data imputation techniques. These methods extend the one-by-one extraction strategy of the principal component analysis to the case of incomplete data and combine it with the nearest neighbour approach as proposed in Wasito and Mirkin (2005) . A representative set of eight least-squares-based methods have been tested at simulated data to compare their performances. The well-known average scoring method Mean and its nearest-neighbour version, N-Mean, recently described in the literature, have been used as the bottom-line.
We also proposed a number of mechanisms for missing entries. In contrast to conventional definitions based on data values (Little and Rubin, 1987) , our patterns are formulated in terms of columns and rows of the data matrix. These are: Random missings RM, Restricted random missings RRM and Merged database MD-1 and MD-2 types.
We carried out experiments with data generated according to two NetLab-based versions of the mixture of Gaussian distributions, one giving a blot of overlapping distributions, the other well-separated clusters.
It appears, the global-local two-stage NN-based method INI overwhelmingly outperforms the others under the original NetLab data model while N-IMLS takes the lead under the scaled NetLab data model with INI trailing behind very closely. Some exceptions to this rule, mostly related to the mechanism MD-2 of massive block-wise missing, have been described above. This allows us to recommend the two NN-based methods, INI and N-IMLS, for imputing missing data in most situations.
With regard to the issues raised, directions for future work should include the following:
(1) More flexible versions of the least-squares imputation techniques should be developed.
(2) A theoretical investigation should be carried out on the properties of convergence for both major iterative techniques, ILS and IMLS. In our computations, ILS may fail to converge, even when the Gabriel-Zamir setting is applied to initialize the process. We also failed to see how the majorization principle (Heiser, 1995; Kiers, 1997) can be applied in the IMLS framework. (3) The performances of the least-squares-based techniques should be compared with those of another set of popular imputation techniques based on the maximum likelihood principle. This requires rearranging the setting of experiments since the latter methods are computationally expensive and may fail to converge. In our preliminary experiments, though, the errors were similar between the global least-squares imputation techniques and standard expectation-maximization techniques implementing the maximum likelihood principle. This concurs with empirical findings reported in Strauss et al. (2003) .
