Abstract. Toponym extraction and disambiguation have received much attention in recent years. Typical fields addressing these topics are information retrieval, natural language processing, and semantic web. This paper addresses two problems with toponym extraction and disambiguation. First, almost no existing works examine the extraction and disambiguation interdependency. Second, existing disambiguation techniques mostly take as input extracted named entities without considering the uncertainty and imperfection of the extraction process. In this paper we aim to investigate both avenues and to show that explicit handling of the uncertainty of annotation has much potential for making both extraction and disambiguation more robust. We conducted experiments with a set of holiday home descriptions with the aim to extract and disambiguate toponyms. We show that the extraction confidence probabilities are useful in enhancing the effectiveness of disambiguation. Reciprocally, retraining the extraction models with information automatically derived from the disambiguation results, improves the extraction models. This mutual reinforcement is shown to even have an effect after several automatic iterations.
Introduction
Named entities are atomic elements in text belonging to predefined categories such as the names of persons, organizations, locations, expressions of times, quantities, monetary values, percentages, etc. Named entity extraction (a.k.a. named entity recognition) is a subtask of information extraction that seeks to locate and classify those elements in text. This process has become a basic step of many systems like Information Retrieval (IR), Question Answering (QA), and systems combining these, such as [1] .
One major type of named entities is the toponym. In natural language, toponyms are names used to refer to locations without having to mention the actual geographic coordinates. The process of toponym extraction (a.k.a. toponym recognition) aims to identify location names in natural text. The extraction techniques fall into two categories: rule-based or based on supervised-learning.
Toponym disambiguation (a.k.a. toponym resolution) is the task of determining which real location is referred to by a certain instance of a name. Toponyms, as with named entities in general, are highly ambiguous. For example, according to GeoNames 1 , the toponym "Paris" refers to more than sixty different geographic places around the world besides the capital of France.
A general principle in our work is our conviction that Named entity extraction (NEE) and disambiguation (NED) are highly dependent. In previous work [2], we studied not only the positive and negative effect of the extraction process on the disambiguation process, but also the potential of using the result of disambiguation to improve extraction. We called this potential for mutual improvement, the reinforcement effect.
To examine the reinforcement effect, we conducted experiments on a collection of holiday home descriptions from the EuroCottage 2 portal. These descriptions contain general information about the holiday home including its location and its neighborhood (See Figure 3 for examples) . As a representative example of toponym extraction and disambiguation, we focused on the task of extracting toponyms from the description and using them to infer the country where the holiday property is located.
In general, we concluded that many of the observed problems are caused by an improper treatment of the inherent ambiguities. Natural language has the innate property that it is multiply interpretable. Therefore, none of the processes in information extraction should be 'all-or-nothing'. In other words, all steps, including entity recognition, should produce possible alternatives with associated likelihoods and dependencies.
In this paper, we focus on this principle. We turned to statistical approaches for toponym extraction. The advantage of statistical techniques for extraction is that they provide alternatives for annotations along with confidence probabilities (confidence for short). Instead of discarding these, as is commonly done by selecting the top-most likely candidate, we use them to enrich the knowledge for disambiguation. The probabilities proved to be useful in enhancing the disambiguation process. We believe that there is much potential in making the inherent uncertainty in information extraction explicit in this way. For example, phrases like "Lake Como" and "Como" can be both extracted with different confidence. This restricts the negative effect of differences in naming conventions of the gazetteer on the disambiguation process.
Second, extraction models are inherently imperfect and generate imprecise confidence. We were able to use the disambiguation result to enhance the confidence of true toponyms and reduce the confidence of false positives. This enhancement of extraction improves as a consequence the disambiguation (the aforementioned reinforcement effect). This process can be repeated iteratively, without any human interference, as long as there is improvement in the extraction and disambiguation.
The rest of the paper is organized as follows. Section 2 presents related work on NEE and NED. Section 3 presents a problem analysis and our general approach to iterative improvement of toponym extraction and disambiguation based on uncertain annotations. The adaptations we made to toponym extraction and disambiguation techniques are described in Section 4. In Section 5, we describe the experimental setup, present its results, and discuss some observations and their consequences. Finally, conclusions and future work are presented in Section 6.
