INTRODUCTION
An important problem in optical data processing is that of determining whether or not a particular pattern is present in the image plane of an optical system. Various versions of this problem obtain depending on the prior knowledge available about the pattern to be detected and the noise in the system. The methods of statistical decision theory [1] can be used to derive optimum detection procedures which depend on this prior information and on the costs of the different types of errors.
In this pap^r we first review briefly some known results pertaining to the detection of a pattern which is exactly known in the presence of additive white Gaussian noise. We then relax the assumption that the position of the pattern in the image plane is known while retaining the assumption that its shape is known. Two detection procedures for this modified problem are considered, one which entails searching for the pattern and one which does rot. Under certain simplifying assumptions, the false-alarm and false-dismissal probabilities are evaluated as functions of signal-to-noise ratio for each of these procedures. These probabilities are compared with each other and with the false-alarm and false-dismissal probabilities obtained using the optimum detrctor when the signal position is known. It is shown that there is a trade-off between information rate and error rate. If the procedure requiring search is used, it takes longer to process the data, but at the same time the error rate is reduced. The choice of a procedure will depend on the signal and noise parameters and on the performance required.
DETECTION OF A KNOWN PATTERN
In this section, we briefly review some known results for the detection of a known signal or pattern. These results will be useful for purposes of comparison in later sections.
The problem we treat is the following: Let X(| ; -n) be the observed The noise samples n, ,. n are assumed tc be independent Gaussian I m random variables with mean zero and variance one.
It has been shown [4] that the optimum detector for this problem computes ihe quantity
where X' is the transpose of X, and compares it with a threshold. If this threshold is exceeded, the pattern is said to be present. Otherwise, it is decided that noise alone is present. This is the well-known matched filter or correlation detectoi.
J£y is the threshold described above, the false-alarm and falsedismissal probabilities are
and
These probabilities are easy to evaluate in the present case [4] . Curves are plotted in Fig«* es 1-4 for comparison with similar curves obtained when the position of the signal is not known.
DETECTION OF A SIGNAL IN UNKNOWN POSITION--SEARCH TECHNIQUE
In many applications, it is realistic to assume that the shape of the pattern to be detected is known, but that its exact position is not.
In this paper, we assume that the orientation as well as the shape is known but allow an unknown translation. Any detection scheme for this situation will, of course, suffer a certain amount of degradation due to the additional noise which the position uncertainty allows to enter the system. Twu questions occur in connection with this problem. To be more specific, we consider the following problem. A vector X = f I j is presented to a üitector whose objective is to determine ^ m whether X consists of noise alone or of signal plus noise. If noise alone is present, we have x. = n. for all i = 1, .... m, where the n.
are independent Gaussian random variables with zero mean and unit variance. If signal is present, we have x. = n, for all i = I,..., m, except i = j, and x. = e + n.. s is a known scalar, but j is not known.
That is, the position of the signal in the image plane is not known.
The following detection scheme is used. Compare each x. with a thresholdy. If all of the x. are less thany, choose noise alone; if at least one x. >y, choose signal plus noise. Note that this procedure is equivalent to moving the matched-filter mask around as described above, since matched filtering in this case corresponds to scalar multiplication.
The false-alarm and false-dismissal probabilities for this detection procedure are quite easy to evaluate. We have P(FA) = P -at least one x. >7 I noise alone ;• a I -P WaU x, <'Y noise alone -
where n is a Gaussian random variable with zero mean and unit variance.
For a given m, the threshold-y can be chosen to yield any preassigned false-alarm probability, y having thus been determined, the falsedismissal probability can then be calculated as a function of the signal strength s as follows. 
where n-N(0, 1) and u -N^s, 1). This can also be written
These probabilities can be easily evaluated using a table of In the detection procedure considered in [5] , the detector simply cross-correlates the energy spectrum of s(^), S(f) , th the energy spectrum of the observed waveform, X(f)j . If the pattern is present, jX(ri will consist of js(f)l plus a noise term regardless of the position of the signal. Hence, this scheme is effective for essentially the same reasons that the ordinary correlation receiver is effective.
The noise term is increased due to the uncertainty in position, however, and this noise is no longer Gaussian.
In order to evaluate this procedure, it is convenient to obtain an expression for the detector output in terms of autocorrelation functions rather than energy spectra. By Parseval's theorem, the output of the detector can be expressed as [ 5] m»l V« S R(i)R(i) is at its worst in the tails of the distribution, and it is precisely in these tails that the information regarding error probability lies.
Rather than resort to this questionable approximation, we consider a special case for which the probability density functions can be found exactly.
We assume that the signal S is such that R (i) is zero or approxi- The detector computes the quantity V = X« X and compares it with a threshold ry. If V >y t the pattern is «aid to be present. Otherwise, it is said to be absent. Hence
In order to evaluate these probabilities, we must first obtain the conditional probability donRiiy Xunrtions f(V | N) and f(V' S + N). 
The false-alarm probability is When signal is present, the quadratic form V = X'X computed by the detector is a special case of a form treated by Middleton [6] . From his (17. 32b) and problem 17.9, we see that in our notation the conditional characteristic function of V in the presence of signal plus noise is 
0, V<0
Where I is a modified Bessel function of the first kind, order v.
The false-dismissal probability for this detection scheme is
Integrals of this type have been treated by Marcum and Swerling [ 9] in connection with radar detection. From (100b) of [9] , we see that P(FD) can be expressed in terms of the incomplete Toronto function. 
CONCLUSIONS
The essential conclusions are in agreement with intuition. Lack of position information inevitably leads to a higher error rate. Searching for the signal yields a lower information rate, but also a lower error rate, than a system which processes the information instantaneously. In this report the problem of detecting a pattern in unknown position is considered. Two detection procedures are investigated -one which entails a search procedure, and one which does not. The false alarm and false dismissal probabilities for these two procedures are evaluated under certain simplifying assumptions in order to compare the two procedures with each other and with the detector which is optimum when the position of the pattern ie known. It is shown that there is a tradeoff between error rate and information rate. The procedure requiring a search technique processes the data less rapidly, but at the same time achieves a lower error rate for a given si^nal-tonoise ratio. 
