TCP's performance significantly degrades in multi-hop wireless networks because TCP's retransmission timeouts (RTOs) are frequently triggered regardless of congestion due to sudden delay and wireless transmission errors. Such RTOs non-related to congestions lead to TCP's unnecessary behaviors such as retransmitting all the outstanding packets which might be located in the bottleneck queue or reducing sharply its sending rate and increasing exponentially its back-off value even when the network is not congested. Since traditional TCP has no ability to identify if a RTO is triggered by congestion or not, it is unavoidable for TCP to underutilize available bandwidth by blindly reducing its sending rate for all the RTOs. In this paper, we propose an algorithm to detect the RTOs nonrelated to congestion in order to let TCP respond to the RTOs differently according to the cause. When a RTO is triggered, our algorithm estimates the queue usage in the network path during the go-back-N retransmissions, and decides if the RTO is triggered by congestion or not when the retransmissions end. If any RTO non-related to congestion is detected, our algorithm prevents TCP from increasing unnecessarily its back-off value as well as reducing needlessly its sending rate. Throughout the extensive simulation scenarios, we observed how frequently RTOs are triggered regardless of congestion, and evaluated our algorithm in terms of accuracy and goodput. The experiment results show that our algorithm has the highest accuracy among the previous works and the performance enhancement reaches up to 70% when our algorithm is applied to TCP.
Introduction
The transmission control protocol (TCP) [5] , [11] , [19] is the most popular protocol as a reliable data transfer in the Internet. Although TCP was initially designed and optimized for wired networks, the success of TCP motivates its extension to wireless networks. However, when TCP operates in multi-hop wireless networks, it is reported that some characteristics of wireless networks cause unintended TCP behavior [22] . One such problem is TCP's retransmission timeouts (RTOs) [19] triggered regardless of congestion.
If a TCP sender does not receive an ACK during a certain time, it triggers a RTO assuming that packets are lost due to heavy congestion. When a RTO is triggered, TCP enters the slow start phase and retransmits all the outstanding packets. In case of successive RTOs, TCP increases its back-off value exponentially in order to make TCP wait for much longer time to avoid serious congestion. The problem is that such RTOs are frequently triggered regardless of congestion in multi-hop wireless networks due to the characteristics of wireless links such as sudden delay [1] , [2] and wireless transmission errors [22] . If the RTOs are triggered regardless of congestion, TCP does not need to enter the slow start phase, and also it is unnecessary to exponentially increase the back-off value which is the waiting time to retransmit the lost packet. Unfortunately, traditional TCP has no ability to distinguish the cause of RTOs. It assumes that all the RTOs are triggered due to congestion, and it reacts to these blindly by reducing sharply its sending rate and by increasing exponentially the back-off value. Consequently, it is unavoidable for TCP to underutilize available bandwidth and its performance degrades severely in multi-hop wireless networks. To remove such performance degradation, TCP needs to identify the cause of RTOs in order to respond to the RTOs differently according to the cause.
We classify the RTOs into three types according to the cause of RTOs: congestion RTO, spurious RTOs, and wireless RTOs. Congestion RTOs are those RTOs triggered by congestion losses (the packets lost due to congestion), spurious RTOs [13] , [15] , [21] are the RTOs triggered by sudden delay without any packet losses, and wireless RTOs are the RTOs triggered by wireless losses (the packets lost due to wireless transmission errors). Among the three types, congestion RTOs are conventional RTOs, and both wireless RTOs and spurious RTOs are the RTOs non-related to congestion.
Traditional TCP considers only congestion RTOs, and its behavior is not appropriate to the RTOs non-related to congestion. In case of wireless RTOs, it is necessary for TCP to retransmit all the outstanding packets, but TCP should not reduce sharply its sending rate and does not need to increase exponentially the back-off value since the network is not congested. In case of spurious RTOs, even the retransmissions are unnecessary since the RTOs could have been avoided if a TCP sender had waited longer. To help TCP identify the RTOs non-related to congestion, several schemes have been proposed such as Eifel [15] - [17] , F-RTO [12] , [13] , DSACK [4] , [10] , [18] , and STODER [8] . These schemes are very effective in detecting spurious RTOs, and they let TCP avoid unnecessary retransmissions. However, these have some limitation to detect wireless RTOs and still it is unavoidable for TCP to unnecessarily Copyright c 2010 The Institute of Electronics, Information and Communication Engineers reduce its sending rate and to needlessly increase the backoff value.
In this paper, we propose an algorithm to detect the RTOs non-related congestion more accurately by estimating the queue usage on the network path. When a RTO is triggered, our algorithm estimates the queue usage during the go-back-N retransmissions. At the end of the retransmissions, it decides the cause of the RTO using the estimated queue usage. If the estimated queue usage indicates that the network is congested, our algorithm assumes the RTO as congestion RTOs, otherwise, it assumes the RTOs as the RTOs non-related to congestion.
With the detection information of our algorithm, a TCP sender can more intelligently respond to the triggered RTOs. When the RTO is detected as congestion RTOs, our algorithm reacts to it just like traditional TCP. However, when any RTO non-related to congestion is detected, our algorithm restores TCP's congestion control state to the previous state, and it initializes the back-off value. By doing so, our scheme contributes to improving TCP's performance in multi-hop wireless networks.
We evaluate our algorithm in terms of accuracy and goodput in a multi-hop wireless network, and in terms of fairness and friendliness in a dumbbell topology using a network simulator, QualNet 4.5 [23] . For this, we design more than 700 different simulation scenarios by setting different values for network parameters such as the queue size, the number of hops, the loss rate, and bandwidth. Throughout the extensive simulation, we observe how often spurious RTOs and wireless RTOs are triggered under various network environments, and also we compare our algorithm with the previous works such as Eifel and F-RTO in terms of accuracy and goodput.
The simulation results show that wireless RTOs are more frequently triggered than spurious RTOs, and the ratio of the RTOs non-related to congestion is always higher than 30% of the triggered RTOs in each scenario. When we measure how exactly our algorithm detects the RTOs non-related to congestion, its average accuracy is approximately 70% which is the highest among the previous works. With the high accuracy, our algorithm improves TCP's performance higher than the other schemes while it maintains the fair and friendly behavior to other TCP connections.
The rest of this paper is organized as follows. In the following section, we explain the negative impact of the RTOs non-related to congestion on the performance of TCP, and describe related works to detect such RTOs. In Sect. 3, we propose a new algorithm which detects the RTOs nonrelated to congestion, and explain how to react differently to the RTOs according to the cause. In Sect. 4, we evaluate and compare our algorithm with the previous algorithms throughout the extensive simulations. Lastly, we conclude this paper in Sect. 5.
Related Works
One of the objectives in TCP [5] , [11] , [19] is to use available bandwidth to the max, and to prevent congestion in the networks by appropriately controlling its sending rate. If a packet remains unacknowledged for a certain long time, TCP assumes that more than one packet are lost due to heavy congestion. Then, it triggers a RTO to retransmit all the outstanding packets and to reduce its sending rate sharply by setting its congestion window to one segment. When successive RTOs are triggered, the back-off value increases exponentially, which is the idle time of a TCP sender before the lost packets are transmitted. These TCP's behaviors for the RTO have worked very well in wired networks where most packets are lost due to congestion. However, when TCP operates in a multi-hop wireless network where most packets are lost due to wireless transmission errors, the RTOs are frequently triggered regardless of congestion. In case of the RTOs non-related to congestion, TCP does not need to reduce sharply its sending rate, and also it is unnecessary to exponentially increase the back-off value.
Unfortunately, traditional TCP has no ability to know if a RTO is triggered due to congestion or not, and it reacts to all the RTOs blindly by reducing sharply its sending rate and by increasing exponentially the back-off value. Consequently, it is unavoidable for TCP to underutilize available bandwidth and its performance degrades severely in multi-hop wireless networks. Especially, the unnecessarily increased back-off value leads serious performance degradation because a TCP sender can not retransmit any lost packet during the seconds specified by the back-off value; the value ranges from 1 to 64. To remove such performance degradation, TCP needs to know the cause of RTOs in order to respond to each RTO differently according to the cause.
To help TCP identify the RTOs non-related to congestion, several schemes have been proposed such as Eifel [15] - [17] , F-RTO [12] , [13] , DSACK [4] , [10] , [18] , and STODER [8] . Eifel algorithm, specified in RFC 3522 [16] , detects spurious RTOs using the timestamp option. With the timestamp option, a TCP sender writes the current value of "timestamp clock" into the header of each outgoing packet, and the receiver echoes those timestamps in the corresponding ACKs. When a RTO expires, the sender always stores the timestamp of the first retransmission. When the first ACK arrives after the RTO, it compares the timestamp of the ACK with the stored value. If the value of the ACK is smaller than the stored value, this indicates that the RTO is spurious.
DSACK, specified in RFC 3707 [4] , is an extension to the "Selective Acknowledgment" (SACK) option [10] , [18] in TCP which enables a TCP receiver to inform a TCP sender about the reception of duplicate packets. This information is used by the sender to detect spurious RTOs. Its detection may be slower than Eifel because it can only detect spurious RTOs after the unnecessary go-back-N retransmissions.
F-RTO algorithm, specified in RFC 4138 [13] , detects spurious RTOs without requiring any TCP options. When a RTO expires, the scheme retransmits a packet that triggered the RTO. Then, it monitors the next two acknowledgements to determine whether the timeout is spurious or not. If the first ACK advances the TCP sender's window forward, it transmits up to two new data packets, and again if the second ACK advances the TCP sender's window, it assumes that the RTO is spurious.
STODER (Spurious TimeOut Detection by Repacketization) detects spurious RTOs by removing the retransmission ambiguity using TCP repacketization. When a RTO expires, a TCP sender repacketizes a packet which is k-bytes smaller than the original packet, and retransmits it instead of the original packet which triggered the RTO. Then, it detects spurious RTOs when an ACK arrives after the timeout by examining the number of bytes that are acknowledged. If the acknowledged bytes are the same with the size of the original packet, it assumes the RTO as a spurious RTO.
These schemes are very effective in detecting spurious RTOs, and they let TCP avoid unnecessary retransmissions. However, these have some limitation to detect wireless RTOs and still it is unavoidable for TCP to unnecessarily reduce its sending rate and to needlessly increase the back-off value due to the RTOs non-related to congestion.
Proposed Algorithm

Detecting RTOs Non-related to Congestion
In this section, we present our algorithm to detect the RTOs non-related congestion. The basic idea is to identify the RTOs triggered due to congestion; if a RTO is not identified as congestion RTOs, it will be treated as the RTOs non-related to congestion. To identify congestion RTOs, we estimate the rate of queue usage during the go-back-N retransmissions in the network path between a TCP sender and a TCP receiver. When the go-back-N retransmissions end, we check if the estimated queue usage indicates that the network is congested. If the network is not congested, we assume the RTO as the RTO non-related to congestion, otherwise, we assume the RTO as congestion RTOs.
When a RTO is triggered, our detection algorithm takes the following steps at the TCP sender side.
1. Store the current values of the congestion window size (cwnd) and the slow start threshold (ssthresh) for restoring the congestion control state in case of the RTO non-related to congestion. 2. As required by the TCP congestion control specifications [5] , [11] , [19] , ssthresh is adjusted to half of the current value of cwnd, and then cwnd is set to one segment. 3. Retransmit the packet that triggered the RTO, and start the go-back-N retransmissions in order to retransmit all the outstanding packets. So far, everything is the same with traditional TCP. In this step, however, our algorithm performs additionally the following steps.
a. measure RROTT whenever an ACK arrives during the go-back-N retransmissions.
RROT T = REX RT T − ACK ROT T
REX RTT is the round trip time samples of each retransmitted packet during the go-back-N retransmissions, and ACK ROTT is the time taken by an ACK to travel from the receiver to the sender. Thus, RROTT reflects the delay along the forward paths between the sender and the receiver, and its value increases as the queue usage on the network path increases.
In reality, measuring one-way delay such as ACK ROTT is a very difficult problem because the clocks at a sender and a receiver are not synchronized with each other. Some solutions, however, have been studied and introduced at [6] , [7] , [20] to estimate one-way delay. When our scheme is employed in reality, one of these solutions can be used to measure ACK ROTT. In our simulations, however, we simply measured ACK ROTT by taking the difference of sender's clock and receiver's timestamp, because the clocks at end systems are synchronized in a network simulator. b. calculate (SROTT) using exponential weighted moving average (EWMA).
In this step, we aim to measure RROTT as exactly as possible to decide the cause of this RTO. For this, we calculate SROTT whenever RROTT is updated in order to alleviate both problems of retransmission ambiguity and sudden delay [1] , [2] . The retransmission ambiguity is a TCP sender's inability to distinguish whether the first acceptable ACK is generated by the original packet or by the retransmitted packet. Due to the ambiguity, it is difficult to accurately estimate the current network state using only the first ACK. Also, if the RTO is triggered by sudden delay, the firstly measured RROTT is not good to estimate the queue usage. Since sudden delay is not persistent, we can alleviate the problem of sudden delay using EWMA during the retransmissions.
In EWMA filter, a large α provides an estimate greatly affected by the past estimation, and a small α provides an estimate largely reflecting the current network status. In our work we use the middle value (0.5) for α to reflect both past and current network status equally. 4. Estimate the rate of the queue usage using S ROT T when the go-back-N retransmissions end.
equeue = S ROT T maxS ROT T × 100
We assume that the maximum (maxSROTT) of measured SROTT samples is the SROTT when the queue usage is 100%. Then, we use the ratio of the currently 
if (equeue < β)
Report a RTO non-related to congestion Perform our responding mechanism end if Our algorithm influences on the TCP sender behavior only when the condition above is satisfied, otherwise, the behavior is the same with traditional TCP. If equeue is smaller than a threshold (β), our algorithm judges the RTO as a RTO non-related to congestion and reacts to the RTO according to our responding mechanism. For the value of β, we used 50% in our experiment because our algorithm showed the highest accuracy when β was set to 50%.
The decision of our algorithm is slower than that of Eifel or F-RTO because its decision is reported when the go-back-N retransmissions end. Thus, our algorithm cannot avoid unnecessary retransmissions caused by spurious RTOs while Eifel or F-RTO can avoid such retransmissions. However, our algorithm focuses on detecting the RTOs nonrelated to congestion more accurately in order to let TCP avoid not only reducing unnecessarily its sending rate but also increasing needlessly its back-off value. If we consider the observed fact that wireless RTOs are more frequently triggered than spurious RTOs in multi-hop wireless networks, our algorithm can improve TCP's performance much higher than the other algorithms which have some limitation to detect wireless RTOs.
Responding to the RTOs Non-related to Congestion
With the detection information of our algorithm, a TCP sender can more intelligently respond to the triggered RTOs. When the RTO is detected as congestion RTOs, our algorithm reacts to it just like traditional TCP. However, when the RTO is detected as the RTOs non-related to congestion, it does not reduce its sending rate as well as does not perform TCP's back-off mechanism. By doing so, it contributes to improving TCP's performance in multi-hop wireless networks.
When a RTO non-related to congestion is detected, how to respond is very important in improving TCP's performance because there will be no performance enhancement if all wireless RTOs or spurious RTOs are responded by the same way of traditional TCP. Previous detection algorithms suggested their own responding algorithms for the detected RTOs non-related to congestion. Those responding algorithms modify the values of cwnd and ssthresh in order to avoid setting cwnd to one segment or to avoid halving ssthresh.
Eifel chooses its responding between two different options according to the number of RTOs triggered spuriously: complete restoration and partial restoration. After a single spurious RTO, the complete restoration is used to set cwnd and ssthresh to the state before a spurious RTO is triggered. After two subsequent RTOs, the partial restoration is used to set cwnd to ssthresh and to set ssthresh to half of previous cwnd. In case of F-RTO, cwnd is set not to one segment, but to the value of ssthresh when a spurious RTO is detected. Any detection algorithm can be separated from its own responding algorithm, and a different responding algorithm can be applied to any detection algorithm. Thus, any previous responding algorithm [2] , [21] can be combined with our detection algorithm.
In this work, however, we investigate which responding algorithm is the best for our detection algorithm. Table 1 shows the eleven combinations of cwnd and ssthresh for finding the best response. In the table, X means that the variable does not change and its value is the same with that of traditional TCP. pre cwnd and prev ssthresh indicate the latest values before a RTO is triggered. ssthresh is the same value with ssthresh of traditional TCP at the time when a RTO non-related to congestion is detected. max is the initial value of ssthresh which may be arbitrarily high.
None of the previous works tried to use max as the value of ssthresh when a spurious RTO or a wireless RTO is detected. In our work, however, we check the performance improvement when max is used for ssthresh in order to respond to the detected RTOs non-related to congestion. This is done based on the phenomenon that ssthresh is getting smaller and smaller continually whenever RTOs are triggered, and there is little chance to increase ssthresh. We think that if there is no congestion, it is worthy to increase ssthresh to the max in order to quickly maximize the utilization of available bandwidth. This is why we used max for ssthresh when a spurious RTO or a wireless RTO is detected.
Among the eleven combinations, the numbers (4 and 9) are the response used in Eifel for the spurious RTOs, and the number 9 is the response used in F-RTO. When we applied all the combinations to our detection algorithm, the number 1 showed the best response for the RTOs non-related to congestion. Thus, we choose it as our response. Namely, the following steps are taken when our algorithm detects any RTOs non-related to congestion. 1. set ssthresh to the previous value 2. initialize the back-off value.
Performance Evaluation
Simulation Methodology
We have evaluated our algorithm in terms of accuracy and goodput in a multi-hop wireless network using a network simulator, QualNet 4.5 [23] . For this, we designed a 5-hop chain topology of IEEE 802.11b wireless nodes in our experiment as shown in Fig. 1 . The bandwidth of the wireless channel is one of 2 Mbps, and 11 Mbps, and we set DropTail as its queuing policy. We used TCP Reno when each algorithm is applied to, and we set the packet size equal to 1 Kbytes. The congestion window size is limited to 16 packets or 48 packets. In all experiments, each scenario lasts about 200 seconds, and data packets of TCP are continually transmitted during the simulation time. All TCP flows are originated at the first node (node 1) and destined to one of nodes on the right of Fig. 1 .
Also, we designed about 700 different scenarios by setting different values for network parameters such as the queue size, the number of hops, the bandwidth, and the loss rate. Throughout the extensive simulation scenarios, we aimed 1. to check how often spurious RTOs or wireless RTOs are triggered in multi-hop wireless networks, 2. to evaluate if our approach is appropriate to estimate the queue usage, 3. to evaluate how exactly our algorithm detects the RTOs non-related to congestion, 4. to measure how much our algorithm can improve TCP's performance.
For this, we grouped all the scenarios into three groups as shown in Table 2 : W, C, and M group. W group is designed to observe wireless RTOs according to the loss rate, and the number of hops. Thus, all scenarios in this group have packet losses caused by only wireless transmission errors, and only one TCP flow is used to avoid causing congestion.
To incur wireless losses, we used QualNet's fault interface to control how frequently wireless transmission errors occur. For this, we set six different fault levels ranging from light losses to heavy losses, and the loss rate is calculated, when each of six fault levels is applied to a scenario, via dividing the number of retransmitted packets by the number of the received packets using the trace files mentioned in Sect. 4.2. The loss rate observed in all the scenarios of W 
In a similar way, C group is planned to observe spurious RTOs according to the loss rate, and the number of hops. Thus, all scenarios in C group have only congestion losses. Lastly, M group is designed to evaluate our algorithm under more realistic network environments. For this, we mixed the two types of packet losses (wireless losses, congestion losses) in each scenario by combining each of the six fault levels of W group and each of six congestion levels of C group completely. Although this makes 36 different combinations, the loss rate observed in M group ranges from 1% to 25%. And, we also checked the ratio of wireless losses to congestion losses in each scenario using the trace files (mentioned in Sect. 4.2). The observed ratios of wireless losses to congestion losses are various such as 1:9, 2:8, 3:7, 4:6, 5:5, 6:4, 7:3, 8:2, and 9:1 in M group.
Performance Metrics
Throughout the extensive simulation scenarios, we evaluate and compare our algorithm with previous works from two perspectives: accuracy and goodput. In terms of accuracy, we measure how accurately an algorithm detects the RTOs non-related to congestion among all the RTOs triggered in each simulation scenario. For this, we modified QualNet's source code to trace all the packet information related to the triggered RTOs into files in a scenario.
During each scenario simulation, we traced all the packets dropped at MAC Layer into a file named by "DroppedAtMac", traced all the packets dropped at Network layer into "DroppedAtNetwork", and traced all the packets which triggered RTOs at Transport layer into "RTOatTransport". Whenever a scheme detects any RTO non-related to congestion, the packet information which triggered the RTO is traced into "DetectionResults".
When the simulation ends, we checked if each packet at "RTOatTransport" exists at "DroppedAtMac" or "Droppe-dAtNetwork". If the packet exists at "DroppedAtMac", we assumed that the RTO is triggered due to something related to wireless errors, and we treated it as wireless RTOs. If the packet is found at "DroppedAtNetwork", we assumed that the RTO is triggered due to congestion, and we treated it as congestion RTOs. Lastly, if the packet is not found either at "DroppedAtMac" or "DroppedAtNetwork", we assumed that the RTO is triggered by sudden delay, and treated it as spurious RTOs. And we traced the packet information into "SpuriousRTO".
By analyzing the trace files, we calculated three accuracies: A srto , and A wrto , and A nrc . A srto is the accuracy how exactly a scheme detects spurious RTOs, A wrto is the accuracy how exactly a scheme detects wireless RTOs, and A nrc is the accuracy how exactly a scheme detects the RTOs nonrelated to congestion. The following formulas show how we measured the accuracies in each scenario.
where detected RTO is the number of the RTOs which are found both at "DetectionResults" and at "SpuriousRTO", and sRTOs is the number of the RTOs traced in "Spurious-RTO".
where detected RTO is the number of the RTOs which are found both at "DetectionResults" and at "DroppedAtMac", and wRTOs is the number of the RTOs traced in "DroppedAtMac".
A nrc = detected RT O sRT Os + wRT Os
× 100
where detected RTO is the number of RTOs which are found both at "DetectionResults" and at "SpuriousRTO", or both at "DetectionResults" and at "DroppedAtMac". Goodput is one of traditional performance metrics. We also use goodput to measure the performance improvement when each algorithm is applied to TCP Reno. Goodput is calculated by the following formula.
good put = data packets connection time
where data packets is the number of bytes delivered to the TCP receiver excluding the retransmitted packets during a simulation, and connection time is the amount of time required for the data delivery.
Results and Analysis
RTOs Non-related to Congestion
Before we measure the accuracy of each algorithm, we check how often the RTOs non-related to congestion occur in our simulation scenarios. Figure 2 (a) shows the number of wireless RTOs (WRTO) and spurious RTOs (SRTO) according to the loss rate in W group. Since there is no congestion at any scenarios included in W group, all the RTOs are triggered by something non-related to congestion.
As shown in the Fig. 2 (a) , the number of wireless RTO is increasing as the rate of wireless losses is increasing. For example, when the loss rate is 1%, the number of wireless RTOs is 11 while that of wireless RTOs is 63 when the loss rate is 7%. Although a few spurious RTOs are observed in some scenarios in W group, the number of spurious RTOs is much less than that of wireless RTOs. Figure 2 (b) shows the case when three successive RTOs are triggered due to wireless losses in a scenario included in W group. At about 39 seconds, the first RTO is triggered, and the second and the third RTO are triggered at 43 seconds and at 51 seconds respectively. TCP sender's waiting time in each RTO is approximately 2 seconds, 4 seconds, and 8 seconds due to TCP's back-off mechanism. During the idle time, a TCP sender cannot send any data packets wasting available bandwidth before retransmitting the lost packets. If RTOs are triggered by wireless losses like this, a TCP sender does not need to perform its back-off mechanism, and should retransmit the lost packets as soon as possible since the network is not congested. Lastly, Fig. 2 (e) shows the ratio of the three types of RTOs (SRTO, WRTO, and CRTO) according to the ratio of wireless losses to congestion losses in M group. In the figure, CRTO indicates congestion RTOs which are triggered by congestion losses, and it is the rate of conventional RTOs. And, the sum of SRTO and WRTO is the rate of the RTOs non-related to congestion.
In the graph, for example, when the packet loss rate is 7% and the ratio of wireless losses to congestion losses is 9:1 in a scenario, the number of triggered RTOs in the scenario is 290, and the rates of SRTO, WRTO, and CRTO are 4%, 93%, and 3% respectively. When the loss rate is 9% and the ratio of wireless losses to congestion losses is 2:8 in a scenario, 305 RTOs are triggered in the scenario and the rates of SRTO, WRTO, and CRTO are 2%, 26%, and 72% respectively. And, the number of spurious RTOs is very trivial compared to that of wireless RTOs.
In this graph, as congestion increases (to the right direction in the Fig. 2 (e) ), the ratio of CRTO also increases. On the contrary, as the ratio of wireless losses increases (to the left direction), the ratio of WRTO also increases. In either case, however, the ratio of the RTOs non-related to congestion is always higher than 30%. If we consider the fact that most packets are lost due to wireless transmission errors in multi-hop wireless networks [22] , the rate of the RTOs non-related to congestion might be much higher than 30% in real wireless networks.
Evaluation of Our Queue Estimation
It is said in RFC2988 that TCP "must" use Karn's algorithm for taking RTT samples [19] . It means that RTT samples must not be made using segment that were retransmitted. Thus, the previous works do not reflect RTT samples of retransmitted packets in estimating congestion in the network paths, and generally they decide what to do before a RTO is triggered.
One of the characteristics of our technique is to keep updating our estimation using the RTT samples of retransmitted packets during the go-back-N retransmissions, and to decide what to do when the go-back-N retransmissions end (To avoid confusing with RTT samples specified in TCP specification, we use REX RTT for the RTT samples which include RTTs of retransmitted packets). The reason that we measure RTT samples of retransmitted packets is to reflect dynamic variations of the queue usage in our estimation.
In this subsection, we show how the queue usage on the network path dynamically changes, and how our algorithm is appropriate to estimate the actual queue usage. Figure 3 (a) and (b) show the packet sequence number and the queue usage before/after a RTO expires. In Fig. 3 (a) , each dot indicates the sequence number of a data packet which a TCP received at the time shown in x-axis, and Fig. 3 (b) shows the actual queue usage when the data packet was enqueued on the network path (whenever a data packet is enqueued before arriving at a TCP receiver, we traced the actual queue usage to make Fig. 3 (a) and (b) ).
For example, when a data packet arrives at a TCP receiver at 153.14 seconds in Fig. 3 (a), Fig. 3 (b) shows the actual queue usage (90%) when the data packet was on the network path. From Fig. 3 (a) , we can see that several data packets are lost due to congestion between 153.14 and 153.16 seconds, and two out-of-order packets are received at 153.16 seconds. After 1.2 seconds, a RTO expires at 154.34 seconds, and the go-back-N retransmissions end at 154.67 seconds.
During the time, the actual queue usage drastically changes as shown in Fig. 3 (b) . When the packets are lost due to congestion, the queue usage drops from 90% to about 10%, and when the RTO expires the queue usage increases again up to 60%. During the go-back-N retransmissions the actual queue usage decreases again down to 30%. As shown in this figure, the queue usage dynamically changes not only during the back-off time, but also during the goback-N retransmissions. It is unpredictable how the queue usage changes, since there are always other connections which share bandwidth in the network. Thus, the response of previous works deciding what to do just before a RTO expires might be not appropriate when the go-back-N retrans- missions end, if the network conditions dramatically change after the packets are lost.
In Fig. 3 (b) , 'the estimated queue usage' is our queue estimation corresponding to the actual queue usage. As shown in the figure, our estimation approaches the actual queue usage whenever an ACK of the retransmitted packets arrives. By keeping updating our estimation during the go-back-N retransmissions, our technique has an advantage to more accurately estimate congestion level in the network path.
In order to show the appropriateness of our estimation mathematically, we evaluated the correlation between our estimation and the actual queue usage using Pearson's correlation. Pearson's correlation coefficient [3] indicates the strength of a linear relationship between two variables (x and y), and its value ranges from −1 to +1. If the correlation coefficient of the two variables is close to 1, it indicates that there is a strong positive correlation between the two variables. In this case, the values for y increase as the values for x increase. If the correlation coefficient is close to −1, it means that there is a strong negative correlation between them, and the values for y decrease as the values for x increase. Generally, if the correlation coefficient is larger than 0.4 or smaller than −0.4, it is assumed that there is a meaningful correlation positively or negatively between the two variables. The correlation coefficient (C) is calculated using the following formula in our experiment.
where f denotes our estimated queue usage, q denotes the actual queue usage. n is the number of data packets received in a simulation scenario. f i and q i are the observed values of f and q when a packet i is received. f , and g are the average of f and q observed in a scenario. Figure 3 (c) shows the correlation coefficient, measured in one-hop TCP communication scenarios included in M group, according to the ratio of wireless losses to congestion losses. The figure shows not only the correlation coefficient of our metric such as equeue and RROTT, but also the correlation coefficient of Vegas's metric such as Actual, Expected, and Diff (Since Eifel or F-RTO does not check if network is congested or not, we compared our scheme with Vegas which estimates the network condition to prevent packet loss proactively).
As shown in the figure, the correlation coefficient of our estimation is always higher than 0.5 regardless of the loss rate. It means that not only our queue estimation increases as the actual queue usage increases but also it decreases as the actual queue usage decreases. On the other hand, any metric of Vegas does not show meaningful relation with the actual queue usage since the correlation coefficient is less than 0.4 in most cases. From this graph, we can see that our estimation is more appropriate to estimate the queue usage under dynamic network conditions.
Accuracy
In this subsection, we measured how accurately our algorithm detects RTOs non-related to congestion using the estimated queue usage. Figure 4 shows the accuracy of each algorithm observed in our simulation scenarios. The accuracy of each algorithm in the graphs is the average of the accuracies observed in various scenarios according to the number of hops in each group. Figure 4 (a) shows A nrc of each detection algorithm in W group where the RTOs are triggered by wireless transmission errors. As shown in the graph, our algorithm (EQRTO) has the highest accuracy and the accuracy does not decrease according to the number of hops. In case of F-RTO, its accuracy is around 10%, and its accuracy tends to increase as the number of hops increases. Among the three algorithms, Eifel has the lowest accuracy. This is because Eifel focuses on detecting only spurious RTOs while F-RTO and EQRTO can detect wireless RTOs as well as spurious RTOs.
We compared A srto and A wrto of EQRTO with those of F-RTO in detail in Fig. 4 (b) . While A srto of EQRTO is similar to that of F-RTO, its A wrto is much higher than that of F-RTO. Thus, our algorithm can give more opportunities to TCP to avoid reducing unnecessarily its sending rate when the RTOs non-related to congestion are triggered. Figure 4 (c) shows A srto of each algorithm observed in C group where RTOs are triggered by only congestion. As shown in the figure, Eifel's accuracy is the highest, and the accuracies of F-RTO and EQRTO are lower than 50%. Contrary to the result in W group, the accuracy of EQRTO is lower than that of Eifel in C group. This is because the actual queue usage is much higher in C group than in W group; if the estimated queue usage is higher than 50%, our algorithm assumes that a RTO is triggered due to congestion. This is why the accuracy of our algorithm is lower in C group. This graph shows that Eifel has a definite advantage to detect spurious RTOs when wireless transmission errors are rare and congestion happens frequently such as in wired networks. Figure 4 (d) and (e) show the accuracy of each algorithm observed in M group where wireless losses and congestion losses coexist. Figure 4 (d) shows A nrc of each detection algorithm according to the number of hops. As shown in the figure, Eifel has the lowest accuracy because it cannot detect wireless RTOs, and F-RTO has the second highest accuracy because it can partially detect wireless RTOs. The accuracy of our algorithm is the highest and its accuracy does not decrease even when the number of hops increases.
In Fig. 4 (e), we compared A srto and A wrto of our algorithm with those of F-RTO in detail. Although F-RTO can detect wireless RTOs, its accuracy is much lower than its A srto . However, EQRTO can detect not only spurious RTOs but also wireless RTOs with high accuracy. Thus, our algorithm has an advantage to make TCP respond to the RTOs more appropriately according to the cause in multihop wireless networks.
Goodput
When our algorithm detects a RTO non-related to congestion, it lets TCP restore ssthresh to the previous value before the RTO is triggered, and it initializes the back-off value. By doing so, it lets TCP avoid not only reducing unnecessarily its sending rate but also increasing needlessly the back-off value.
In Fig. 5 (a) we observed and compared the variation of the back-off values before/after EQRTO is applied to TCP Reno. The graph is from the scenario where the loss rate is 8% and the ratio of wireless losses to congestion losses is 8:2 in a 3-hop wireless communication. As shown in the graph, TCP's back-off value reached to 16 in the worst case while EQRTO's back-off reached to 8; as the back-off value increases, the idle time of a TCP sender before transmitting the lost packets increases exponentially. Also, we can see that TCP's back-off value is higher than EQRTO's in most time during the scenario simulation. In this simulation, EQRTO improved TCP's performance almost 70% by avoiding increasing unnecessarily the back-off value. Figure 5 (b) shows the result corresponding to Fig. 5 (a) . We measured and compared the goodput when each algorithm is applied to TCP in M group. Figure 5 (c) shows the goodput when each algorithm is applied to TCP Reno in a 1-hop wireless communication. In this scenario, the loss rate is about 6% and the ratio of wireless losses to congestion losses is approximately 4:6. In case of Eifel, it detected only one spurious RTO in this scenario, F-RTO detected 9% of all the RTOs non-related to congestion, and EQRTO detected 53% in the same scenario. As shown in the graph, Eifel hardly improved TCP's performance while F-RTO improved the performance almost 6%. Among the three algorithms, EQRTO improved TCP's performance the most highly, and the enhancement is about 9%.
When we measured the performance improvement according to the number of hops, it showed the similar results like Fig. 5 (c) . Figure 5 (d) shows the goodput when each algorithm is applied to TCP in a 5-hop wireless communications. In this scenario, the loss rate is about 6% and the ratio of wireless losses to congestion losses is about 9:1. As shown in this graph, our algorithm improved TCP's performance almost 8% which is the highest among the previous works. In this case, the accuracy of our algorithm is around 90%.
In the two Fig. 5 (c) and (d), there is a little difference between the performance enhancements (9% and 8%) even though there is a big difference between the accuracies (53% and 90%) of EQRTO. Thus, we observed the relationship between the accuracy and the performance enhancement in order to see if the performance increases as the accuracy increases. For this, we traced and analyzed all the trace files of the simulation scenarios carefully.
What we found is that the performance enhancement depends on TCP's congestion control state at the moment when a RTO non-related congestion is detected. For example, let us suppose that any RTO non-related to congestion is detected when cwnd and ssthresh are too small values and the back-off value is 1. Just recovering cwnd and ssthresh to the previous values does not make any big difference between the performances of TCP with/without the detection. However, if any of spurious RTOs or wireless RTOs is detected when cwnd and ssthresh are large values or when the back-off value is higher than 1, TCP's performance will be improved significantly. In a similar way, the performance enhancement by avoiding unnecessary retransmissions depends on the number of the outstanding packets at the moment when a spurious RTO is detected. These are the reason why each algorhtm improves TCP's performance significantly in some scenarios while it improves a little bit in other scenarios.
Secondly, let us suppose that a detection scheme detects 10 RTOs non-related to congestion when cwnd and ssthresh are too small values in A scenario, and it detects 1 RTO non-related to congestion when cwnd and ssthresh are large values in B scenario. In this case, the performance enhancement in B scenario might be higher than the enhancement in A scenario even though the accuracy in A scenario is higher. In other words, TCP's performance enhancement can be various according to TCP's congestion control state at the moment when a detection algorithm detects the RTOs non-related to congestion.
Due to the reason, each algorithm showed various performance enhancements throughout the extensive simulation scenarios. Although Eifel improved hardly TCP's performance in the most scenarios, it improved the performance significantly in a few scenarios. For example, in the best case among our scenarios, Eifel improved TCP's performance up to 45% and F-RTO improved it up to 59%. In case of EQRTO, it improved TCP's performance higher than the other algorithms in most scenarios and the enhancement was up to 70% in the best case among our scenarios.
While Eifel has the lowest performance enhancement, it has an advantage which our algorithm does not have. Eifel can detect fastest the RTOs non-related to congestion, and it can avoid unnecessary retransmissions when it detects any spurious RTOs. If our algorithm is combined with Eifel, it can avoid unnecessary retransmissions.
Figure 5 (e) shows the goodput of TCP, Eifel, EQRTO, and Eifel+EQRTO in a scenario included in M group; to see the effect of the combination between Eifel and EQRTO, we chose the scenario where Eifel detects spurious RTOs and improves TCP's performance. The graph is from the scenario where the loss rate is 17% and the ratio of wireless losses and congestion losses is 8:2 in a 5-hop wireless TCP communication. When Eifel was applied to the scenario, TCP's performance was improved by about 2%, and the performance was improved by 4% when EQRTO is applied to. When we combined EQRTO with Eifel, the performance was improved by 5% which is higher than the performance of EQRTO without Eifel.
Fairness and Friendliness
In order to assess the ability of our algorithm in allowing a fair distribution of bandwidth, we also evaluated our algorithm in terms of fairness and friendliness using QualNet [23] . The network topology used in this simulation is the single-bottleneck dumbbell topology shown in Fig. 6 (a) . S denotes the source node, R 1 and R 2 are routers, and D is the destination node. The source (S ) connects to R 1 via 100 Mbps wired link with 10 ms propagation delay, and R 1 is linked to R 2 via a 100 Mbps wired link with 20 ms propagation delay. R 2 is linked to the destination (D) via a 11 Mbps lossy channel with 1 ms propagation delay. The packet size is equal to 1 Kbytes, and data packets of TCP are continually transmitted from a source to a destination during the simulation time (200 seconds).
Fairness is the bandwidth allocation measure for the multiple connections of the "SAME" TCP. To evaluate the fairness, we use the fairness index proposed in [14] . The fairness index is calculated using the following formula.
) where x i is the throughput of the ith connection, and n is the number of the same TCP connections. The fairness index ranges from 1/n to 1.0; a perfectly fair bandwidth allocation results in a fairness index of 1, and if all bandwidth are consumed by one connection, it results in 1/n. TCP Reno is well known to get fair network capacity. In this experiment we measured and compared the fairness of our scheme with that of TCP Reno. Figure 6 (b) shows the fairness of TCP Reno and that of our scheme according to the number of the same connections. For example, when 4 TCP Reno connections are running from the source to the destination in Fig. 6 (a) , the fairness is 1.0 among them. When 4 EQRTO connections are running, the fairness is 0.995 among the four connections. If we compare our fairness with TCP Reno's, we can see that the fairness of our scheme is very similar to that of TCP Reno. Although the fairness index tends to decrease as the number of connections increases, the index value is always higher than 0.984. It means that EQRTO as well as TCP achieves satisfactory fairness index.
Friendliness is a measure of fair bandwidth sharing among different TCP variants. To check if our scheme is able to coexist friendly with other TCP connections such as TCP Reno, we did some simulations. First, we evaluated how a EQRTO connection influences on a TCP Reno con- Table 3 Friendliness between two different TCP connections.  TCP  EQRTO  TCP  EQRTO  Source  Source  Mean Throughput Mean Throughput  8  2  252826  294845  6  4  245357  285310  4  6  248808  265203  2  8  228475  266972 nection. For this, we let only two connections flow from the source to the destination in Fig. 6 (a) . We measured and compared the throughput according to the loss rate (these losses are caused by wireless transmission errors). In this experiment, we observed how much the throughput of TCP Reno degrades when it competes with EQRTO compared to when it competes with TCP Reno. As shown in the graph 6 (c), the throughput of TCP Reno when it competes with EQRTO is almost similar with that of TCP Reno when it competes with TCP Reno. It means that our scheme is very friendly to TCP Reno while it outperforms TCP Reno. Table 3 shows another result when 10 connections of TCP Reno and EQRTO are running from the source to the destination in Fig. 6 (a) . The first and second columns of the table show the number of EQRTO or TCP Reno respectively among the 10 connections. In this table, we also see that our scheme is friendly to TCP Reno and it does not result in starvation of other connections.
Conclusions
In this paper we have suggested an algorithm to detect the RTOs non-related to congestion by estimating the queue usage on the network path. When a RTO is triggered, our algorithm estimates the queue usage during the go-back-N retransmissions to decide the cause of the RTO. At the end of the retransmissions, it decides the cause of the RTO by checking the estimated queue usage, and it responds to the detected RTOs according to the cause.
Throughout the extensive simulations, we observed that the ratio of the RTOs non-related to congestion ranges from 30% to about 90% among all the triggered RTOs, and we showed that our estimation is highly correlated with the actual queue usage. When we measured how exactly our algorithm detects the RTOs non-related to congestion, its average accuracy is approximately 70% which is the highest among the previous works. With the high accuracy, our scheme improved TCP's performance up to 70% while it maintained the fair and friendly behavior to other TCP connections.
Our algorithm does not need any support either from the receiver side or from the intermediate nodes. Thus, it is convenient to deploy our scheme in multi-hop wireless networks to improve TCP's performance.
