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Abstract
We develop a robust optimization framework for dynamic empty repositioning prob-
lems modeled using time-space networks. In such problems, uncertainty arises primar-
ily from forecasts of future supplies and demands for assets at diﬀerent time epochs.
The proposed approach models such uncertainty using intervals about nominal fore-
cast values and a limit on the system-wide scaled deviation from the nominal forecast
values. A robust repositioning plan is deﬁned as one in which the typical ﬂow balance
constraints and ﬂow bounds are satisﬁed for the nominal forecast values, and the plan
is recoverable under a limited set of recovery actions. A plan is recoverable when fea-
sibility can be reestablished for any outcome in a deﬁned uncertainty set. We develop
necessary and suﬃcient conditions for ﬂows to be robust under this deﬁnition for three
types of allowable recovery actions. When recovery actions allow only ﬂow changes
on inventory arcs, we show that the resulting problem is polynomially solvable. When
recovery actions allow limited reactive repositioning ﬂows, we develop feasibility con-
ditions that are independent of the size of the uncertainty set. A computational study
establishes the practical viability of the proposed framework.
1 Introduction
Consider a problem faced by most large freight transportation service providers: cost-eﬀective
management of empty resources over time. Transporters typically serve load requests that are
imbalanced in both time and space. Thus, when a resource such as a container arrives at the
destination of a loaded move, there may not be a timely opportunity to match that resource
with a new outbound loaded move. To correct imbalance, transporters move resources empty;
1planning and executing empty moves that enable future customer demands to be served at
low cost is a primary challenge.
Currently, more sophisticated providers address this problem using deterministic ﬂow op-
timization models over time-space networks. Network nodes are deﬁned at relevant decision
points, and connect forward in time with other nodes via arcs that represent management
decisions (and their costs) such as holding inventory of empty resources, or repositioning such
resources between locations. Next, point forecasts are developed for the expected net supply
of resources at some or all of the time-space network nodes, and initial and ﬁnal resource
states are speciﬁed. A feasible ﬂow on such a network represents a set of feasible empty
management decisions, and network optimization algorithms can be used to ﬁnd an optimal
ﬂow. For problems that can be decomposed by resource, single-commodity minimum cost
network ﬂow problems often result, which can be solved very eﬃciently. In practice, these
models are deployed in rolling horizon implementations where a plan is determined for a long
planning horizon, but only the decisions in an initial set of time periods are implemented.
A major deﬁciency of this approach is that there may be signiﬁcant uncertainty in resource
net supply at each time-space node, especially towards the end of the planning horizon.
When realized net supply values diﬀer from the point forecasts, repositioning plans created
by deterministic models may be highly suboptimal. Importantly, it is likely that some future
resource demands will be impossible to satisfy feasibly.
To address this deﬁciency, this paper proposes a robust optimization approach for repo-
sitioning problems, focusing on developing solutions that are immunized against uncertainty
in the sense that feasible recovery plans will always exist for any realization in a deﬁned
uncertainty set. The approach borrows ideas from both Ben-Tal et al. (2004) and Bertsimas
and Sim (2003). Since many future decisions in a repositioning plan can be changed before
their execution time, we develop a two-stage planning framework similar to the adjustable
robust counterpart (ARC) for linear programming problems (see Ben-Tal et al., 2004). We
model forecast uncertainty without probability distributions using intervals about a nominal
net supply value at each time-space node, and limit system-wide deviations from nominal
values using an uncertainty budget (see Bertsimas and Sim, 2003).
Our robust approach seeks to ﬁnd a minimum cost repositioning plan that (1) satisﬁes
ﬂow bounds and balance equalities for the nominal net supply values, and (2) is recoverable
for every joint realization in which each time-space node net supply value lies within its
interval and no more than k values can simultaneously take their worst-case value. A plan
is recoverable if there exists a set of recovery actions (similar to recourse actions in two-
stage stochastic programming models) that can transform the plan such that it satisﬁes ﬂow
bounds and balance equalities given the realized net supply values. In this research, we limit
the recovery actions to be some predeﬁned subset of the original planning decisions, where
the subsets considered include only low-cost decisions. Parameter k can be interpreted as an
manager’s view on the accuracy of the nominal net supply values: when k = 0, the manager
has complete conﬁdence in the point forecasts and the problem reduces to the deterministic
problem, and when k = ∞, the manager has no conﬁdence in their accuracy and solutions
2must be recoverable for all realizations.
The simplest problem considered herein restricts recovery actions to modify resource
ﬂows only on inventory arcs between the same space point in consecutive time periods; this
scenario, therefore, corresponds to the case where each location must hedge independently
against future uncertainty. We show that this robust problem is polynomially solvable. We
also consider recovery actions that allow limited reactive repositioning between locations.
For these cases, we develop sets of feasibility conditions whose sizes, while not polynomial,
do not grow with the size of the uncertain outcome set. We illustrate the framework using
a set of computational experiments based on a representative global container repositioning
problem of realistic size. The results provide insight into how diﬀerent levels of conﬁdence in
the nominal net supply values, measured by parameter k, and diﬀerent degrees of ﬂexibility
for performing recovery actions aﬀect the cost of a robust repositioning plan, and therefore
the price of robustness.
The main contributions are now summarized:
• This paper develops a robust optimization framework for integer programming prob-
lems with equality constraints and right-hand side uncertainty, a common feature of
many logistics planning problems. The framework explicitly incorporates the notion
of recovery actions to dynamically respond to realizations of the uncertain parameters,
transforming initial planned solutions into feasible solutions.
• This paper provides implementations of the proposed robust optimization framework
in the context of empty repositioning problems faced by many freight transportation
service providers for diﬀerent sets of allowable recovery actions.
• This paper shows that for the sets of recovery actions considered for the empty reposi-
tioning problem, the size of the resulting optimization problems do not depend on the
size of the uncertain outcome set, and that for the simplest set of recovery actions the
resulting optimization problem can be solved in polynomial time.
• This paper presents a set of computational experiments illustrating the value of the
approach in the context of empty repositioning problems and demonstrating the com-
putational viability of the proposed framework.
The remainder of the paper is organized as follows. Section 2 discusses related litera-
ture. Section 3 introduces the robust optimization framework. Section 4 applies the robust
optimization framework in the context of empty repositioning problems. Finally, Section
5 describes some practical considerations for the use of robust repositioning models, and
explores the potential beneﬁts of the approach in the context of the global management of
containers.
32 Related Literature
Empty repositioning problems have received much attention by the research community,
and the existing literature for problems of this type is extensive and varied. For operational
decision-making, dynamic models are most frequently developed and deployed (see Powell,
2003, for an excellent review of dynamic models for transportation operations management).
Early important studies of problems in this class assume that decision-makers have complete
information for future periods, and deterministic models are developed. Leddon and Wrathall
(1967) and Misra (1972) develop models for railcar distribution, and White (1972) for con-
tainer management. Recent research in this area focuses on solving large-scale problems with
time windows, and integrating repositioning decisions with load assignment decisions (see,
e.g., Abrache et al., 1999, and Erera et al., 2005). Deterministic models of dynamic repo-
sitioning decisions typically result in linear programs or easy-to-solve integer programs. As
input, they require only point forecasts of future resource supplies and demands. For these
reasons, they remain popular in application with many freight transportation companies.
Approaches that explicitly model uncertainty in this application domain focus primarily
on expected cost minimization, beginning with work in Powell (1986) and Powell (1987).
Modelling approaches for stochastic empty container management problems are provided in
Crainic et al. (1993). Most computational research in this area uses dynamic programming
models combined with suboptimal solution procedures, and eﬀective approaches have been
proposed for sequentially approximating value functions for multi-stage problems (see, e.g.,
Frantzeskakis and Powell, 1990, and Cheung and Powell, 1996). More recently, adaptive
approaches to approximating nonlinear value functions have been successfully applied to
both single commodity and multicommodity problems (see, e.g., Godfrey and Powell, 2002a,
Godfrey and Powell, 2002b, and Topaloglu and Powell, 2004).
The model we develop in this paper is similar to two-stage stochastic integer programming
models. In such models, initial (ﬁrst-stage) decisions are planned prior to the realization of
uncertain parameters, while second-stage decisions provide recourse opportunities given a
realization (for an introduction, see e.g., Birge and Louveaux, 1999). A popular solution
approach which has proven quite useful for problems with right-hand side uncertainty is the
sample average approximation method (see Kleywegt et al., 2001 and Ahmed and Shapiro,
2002). This approach is practical only if the approximating problem is solvable (usually via
a decomposition approach) for a reasonable number of scenarios, which is complicated by
integrality restrictions.
Robust optimization is an alternative approach for modeling and solving decision opti-
mization problems given uncertainty. Soyster (1973) is the ﬁrst work to consider coeﬃcient
uncertainty in linear programming formulations, and shows that such uncertainty can be
handled by an equivalent linear programming model. The approach, however, is very con-
servative since it protects feasibility against all potential realizations. More recently, Ben-Tal
and Nemirovski (1998) develops a general framework for robust optimization over a convex
cone, and Ben-Tal and Nemirovski (2000) speciﬁcally considers linear programs with coeﬃ-
4cient uncertainty. To control conservatism, these references propose the use of an ellipsoidal
uncertainty set that ignores unlikely joint realizations; for linear programming, the resul-
tant robust optimization problem requires solution of a convex optimization problem over
a second-order cone. To avoid the necessity of a nonlinear optimization method, Bertsimas
and Sim (2004) considers robust linear programming with coeﬃcient uncertainty using a
uncertainty set with budgets. In this model, each coeﬃcient is assumed to take a value in
a symmetric interval around a nominal value, and a budget parameter for each constraint
limits the number of coeﬃcients that can simultaneously take their worst-case value; the
resulting robust optimization remains a linear program. Extending this work, Bertsimas
et al. (2004) develops robust linear programming problems with coeﬃcient uncertainty sets
described by an arbitrary norm.
Robust versions of discrete optimization problems have also received attention. Kouvelis
and Yu (1997) develops robust versions of many traditional discrete optimization problems
with two diﬀerent objective functions, one which minimizes the maximum absolute cost
under any potential outcome, and another which minimizes the maximum cost diﬀerence
(or regret) between the robust solution and a reoptimized solution for each outcome. The
reference shows that robust forms of many polynomial discrete optimization problems become
NP-hard. Bertsimas and Sim (2003) considers robust discrete optimization and network ﬂow
problems where parameter uncertainty occurs only in the objective function, and shows that
many polynomially solvable (or polynomially approximatable) problems remain so in this
case.
Closely related to our work, Atamturk and Zhang (2006) studies network ﬂow and design
problems with right-hand side uncertainty using a robust approach. Similar to our approach,
this paper develops and analyzes a two-stage approach similar in spirit to the adjustable
robust counterpart approach for linear programming developed in Ben-Tal et al. (2004).
Also related to our research, Bertsimas and Thiele(2004 and 2006) use a robust optimization
framework to address traditional inventory control problems for single point and tree-network
supply chain networks that are typically addressed with dynamic programming techniques.
3 Robust Feasibility-Recovery Optimization Framework
for Problems with Right-hand-side Uncertainty
Before focusing speciﬁcally on empty repositioning ﬂow problems, we ﬁrst outline a general
robust approach for optimization problems with right-hand side uncertainty that considers
feasibility recovery actions. The approach applies the adjustable robust counterpart ap-
proach developed for uncertain linear programs in Ben-Tal et al. (2004) to mixed-integer
programming problems in a speciﬁc way useful for rolling-horizon models where ensuring
the existence of future feasible solutions is important.
Consider ﬁrst a nominal optimization problem:
5NP min
x

c
Tx : Ax = b, x ∈ X

(1)
where c is an n-vector, A is an m by n matrix, b is a deterministic m-vector referred to as
the vector of nominal right-hand side values,a n dx is an n-vector of decision variables. Set
X is used to describe any additional constraints on the components of x, such as lower and
upper bounds as well as integrality.
Now suppose that b may be uncertain, and further that each potential realization is a
realization of some random vector  b. Given a distribution for  b, stochastic approaches for
extending NP include both chance-constrained programming as well as two-stage stochastic
programming with recourse. An alternative is to use a robust approach, planning for worst-
case realizations of  b. Since it will usually be too conservative to seek solutions that are
robust with respect to all potential realizations within the ﬁnite support of the distribution
of  b, one may alternatively consider only realizations in a smaller, user-deﬁned uncertainty
set Z⊂IR
m.N o t et h a tw ea s s u m et h a tb ∈Z.
In typical robust optimization problems, one searches for a solution x that remains feasible
given any uncertain outcome in Z. However, any feasible solution x to NP is infeasible given
any non-zero perturbation δ ∈ IR
m such that b+δ ∈Z. An alternative approach is to search
for a solution x that can be made feasible using adjustable variables w (hereafter referred
to as recovery actions), following the approach developed in Ben-Tal et al. (2004) for linear
programs.
Consider then the following adjustable robust optimization problem:
ARP min
x

c
Tx : Ax = b, x ∈ X, ∀ b + δ ∈Z ∃w ∈ W : Ax + Bw = b + δ

(2)
where B is an m by p matrix and w is a p-vector of recovery action variables that may
diﬀer for each realization b + δ ∈Z .S e t W does not depend on δ, and represents a set
of recovery constraints that may place additional restrictions on the recovery actions and
should be developed in the context of the application problem.
Formulation ARP is a special case of the ARC modeling framework developed in Ben-Tal
et al. (2004), but generalized to allow integer variable restrictions through X. It is a special
case since ARP allows only uncertainty in the right-hand side vector, and additionally limits
x to solutions that are feasible with respect to the nominal vector b.N o t et h a tARP does not
include in its objective the potential costs of the recovery actions w, but rather only ensures
that a feasible adjustment of x exists for all realizations. However, by carefully choosing
which decisions to make ﬁxed versus adjustable and by judiciously restricting the recovery
actions using the constraints W, it is possible in application to appropriately capture the
dominant system costs in the objective function cTx while ignoring the smaller costs of the
recovery actions.
In this spirit, it may be useful in many dynamic applications of such a framework to
link a recovery action variable wa to each ﬁxed variable xa, and to allow no others. If we
6treat x + w as a transformation of the initial decisions x, we can set B = A and deﬁne a
transformable robust optimization problem as
TRP min
x

c
Tx : Ax = b, x ∈ X, ∀ b + δ ∈Z ∃w ∈ W : Aw = δ, x + w ∈ X

. (3)
Note that in TRP, we explicitly provide an additional linkage between the initial decisions
and the recovery actions by forcing x + w ∈ X, which may be used to model bounds that
apply to both initial and transformed decisions. Again, while it may seem that such a
transformable formulation allows the model to change any ﬁxed decision xa, the user can
use W to ensure that only low-cost adjustments to the initial plan are allowed. While it is
natural, for example, to force wa = 0 for any decision xa that is truly ﬁxed when planning,
it may also be useful to do so for any high-cost decisions.
To simplify notation for the remainder of the paper, if we deﬁne set H(W,δ)a s
H(W,δ)={x |∃ w ∈ W : Aw = δ, x + w ∈ X},
then we can write TRP as
TRP(W,ϕ)m i n
x

c
Tx : Ax = b, x ∈ X, x ∈

δ∈ϕ
H(W,δ)

, (4)
where ϕ = {δ : b + δ ∈Z} . We can write (4) in an extended form as
TRP(W,ϕ) minimize c
Tx
s.t. Ax = b
x ∈ X
Awδ = δ ∀δ ∈ ϕ
x + wδ ∈ X ∀δ ∈ ϕ
wδ ∈ W ∀δ ∈ ϕ
where wδ is a recovery vector applied to x given uncertain outcome δ. Observe that the
number of decision variables and the number of constraints in the extended formulation of
(4) may dramatically increase from (1) when the size of the outcome set ϕ is large.
4 Robust Empty Repositioning
Consider a transport operator managing a homogeneous ﬂeet of reusable resources using a
centralized control. Examples of such resources are containers, railroad cars or trucks. To
serve customer requests for loaded moves, the operator assigns an empty resource from a
nearby storage depot. When a loaded move is completed, the receiving customer returns
the empty resource to a nearby depot. Since the supply and demand of empties at each
7depot are not balanced over time, it is usually necessary for operators to reposition resources
among depots to satisfy loaded move requirements.
The traditional approach for generating a cost-eﬀective empty repositioning plan is to use
a deterministic time-expanded network ﬂow formulation over some planning horizon. For
example, one large global tank container operator uses such an approach with a six-month
planning horizon discretized into weeks (Stolt-Nielsen Transportation Group, 2004). This
company operates a set of storage depots, where each depot serves all customer requests
arising within a geographic region surrounding the depot. At the beginning of the planning
horizon, each depot may have on-hand empty container inventory, as well as inbound in-
transit containers to be returned from customers during later weeks. Using this data along
with point forecasts of weekly customer-to-customer loaded container demand, the company
estimates point forecasts of the expected net supply of containers at each depot during
each week of the six-month planning period; negative net supply corresponds to demand for
empties. Note that each individual customer forecast generates a demand for empties at some
depot for some week, and an associated supply of empties at another depot at a later week
when these resources are returned. Feasible depot-to-depot repositioning options and their
costs are determined from negotiated rates with ocean carriers, and required repositioning
time is derived from the associated vessel schedules. The resultant minimum cost ﬂow model
is solved for the entire planning horizon, and the decisions for the ﬁrst week are implemented.
The planning process is repeated weekly.
4.1 The Nominal Repositioning Problem
This deterministic ﬂow model can be considered the nominal repositioning problem. To
formalize, let G =( N,A) be the time-expanded network described above. Assume that the
planning horizon includes ρ + 1 discrete periods, {0,1,2,...,ρ}.L e tD be the set of depots,
and let V d
τ = {vd
0,vd
1,...,vd
τ} for each d ∈ D be the ordered set of nodes vd
t representing depot
d at time t from time t = 0 to time t = τ.L e tV d = V d
ρ , the complete node set for depot d,
and V = ∪d∈DV d. Finally, let b be the vector of net supply forecasts, and let b(v)r e p r e s e n t
the component of b corresponding to v ∈V.
Containers can be held in inventory at a depot from one time period to the next. There-
fore, an inventory arc (vd
t,vd
t+1) exists for each d ∈ D and 0 ≤ t<ρ .L e t I be the set of
all inventory arcs. A repositioning arc (vi
t,v
j
t+h) is deﬁned between depots i and j at time t
when available, where h ≥ 1 is the travel time in periods along this arc. Let R be the set
of all repositioning arcs. To complete the network speciﬁcation, we add to G as i n kn o d e
s with net supply b(s)=−

vd
t ∈V b(vd
t) and an arc connecting vd
ρ to s for all d ∈ D.F o r
consistency we add these arcs to set I; for simplicity, node s can be labeled as vd
ρ+1 for any
d ∈ D.L e tN = V∪{ s} and A = I ∪ R.
For each a ∈A ,l e tc(a) be the unit cost of ﬂow on arc a.F o ra ∈ R, c(a)r e p r e s e n t st h e
repositioning costs per unit transported, while for a ∈ I, c(a) represents per period holding
costs per unit. In virtually all freight transportation settings, the (actual) cost of holding a
8resource in inventory is much smaller than the cost of moving a resource. Furthermore, since
diﬀerences in per unit holding costs at diﬀerent depots are also minor, in many applications
holding costs are assumed to be negligible.
The nominal repositioning problem may now be written as:
NP min
x
	
c
Tx : Ax = b,x ∈ Z Z
|A|
+


(5)
where the decision vector x corresponds to the empty container ﬂow on each arc and A is the
node-arc incidence matrix implied by G deﬁning the typical network ﬂow-balance constraints
Ax = b.L e tx(a) represent the ﬂow on arc a ∈ A. Note that this formulation is equivalent
to (1) where X = Z Z
|A|
+ ; we will use this deﬁnition of X for the remainder of the paper.
It is well-known that problem (5) can be solved to optimality in polynomial time with
standard minimum cost network ﬂow algorithms, or via linear programming. We note that
a feasible solution may not exist for (5); well-known techniques can address this problem,
but for clarity and simplicity we assume that a feasible solution exists.
4.2 Three Robust Repositioning Problems
Since the nominal net supply b(v)a te a c hn o d ev ∈Vmay be uncertain, we now apply the
robust framework TRP(W,ϕ) to the repositioning problem. Let  b(v) ∈ Z Z be the realized
net supply at v ∈V . Furthermore, suppose that the decision-maker estimates for each v an
interval around b(v) containing all potential realizations of  b(v) for which future feasibility
should be protected. Assuming the interval is symmetric, we represent it as
 b(v) ∈ [b(v) −ˆ b(v),b(v)+ˆ b(v)] ∀ v ∈V, (6)
where ˆ b ≥ 0. We assume that the decision-maker always knows with certainty the net
supplies in the initial period, and therefore ˆ b(vi
0) = 0 for each i ∈ D.
To allow further control of the conservatism of our robust repositioning models, we adopt
the approach proposed in Bertsimas and Sim (2003) to restrict the potential joint realizations
of  b using an uncertainty budget. To do so, we deﬁne a limited perturbation set ϕk as a
function of a budget parameter k as follows:
ϕk =

δ ∈ Z Z
|N| : δ(v)=ˆ b(v)z(v),

v∈V
|z(v)|≤k, |z(v)|≤1 ∀ v ∈V,δ (s)=−

v∈V
δ(v)

,
(7)
and we assume that each realization of interest is given by b+δ for some δ ∈ ϕk.N o t et h a t
the constraint on δ(s) is a technical condition used only to preserve balance (for this reason,
we will ignore δ(s) for the majority of the discussion to follow). Parameter k speciﬁes the
maximum number of net supplies that may simultaneously take on an extreme value in a
realization, and thus can be used to control the conservatism of the uncertainty set used
by the model. When k = 0, the decision-maker is most aggressive assuming that every
9realization will conform to nominal. When k ≥| N|, the decision-maker protects against all
potential realizations that fall within the intervals speciﬁed by (6).
Since the robust framework presented in Section 3 proposes to determine a feasible solu-
tion to the nominal repositioning problem (5) that is recoverable for a set of realizations, a
concept important for the analysis to follow is the vulnerability of a set of nodes:
Deﬁnition 1 (Node Set Vulnerability) For a set of nodes V ⊆V, its vulnerability ϑ(V,k)
is deﬁned as
ϑ(V,k)=m a x
z


v∈V
ˆ b(v)z(v):

v∈V
|z(v)|≤k,|z(v)|≤1 ∀ v ∈ V

.
Observe that ϑ(V,k) corresponds to the maximum aggregate deviation from the nominal
values of nodes in V over all demand realizations in ϕk. The vulnerability of a node set V with
m members can be determined easily in polynomial time. Suppose V = {v1,v 2,...,vm} where
ˆ b(v1) ≥ ˆ b(v2) ≥ ... ≥ ˆ b(vm). Then, ϑ(V,k)=
min(m,k)
i=1 ˆ b(vi). Further, we denote by η(V,k)=
∪
min(m,k)
i=1 {vi} the set of nodes that realize their worst-case value in the determination of
ϑ(V,k).
We now specify several diﬀerent robust repositioning problems, each deﬁned by a diﬀerent
recovery set W. For each problem, we develop necessary and suﬃcient conditions for feasible
solutions.
4.2.1 The Inventory Robust Repositioning Problem
Suppose that a decision-maker would like each depot to hedge independently against uncer-
tainty using its own inventory. To model this case, let W1 be the set of recovery vectors w
that allow integer ﬂow changes only on inventory arcs:
W1 = {w ∈ Z Z
|A| | w(a)=0 ∀ a ∈ R}.
Flow changes on inventory arcs can be interpreted as using resources in inventory to satisfy a
larger-than-expected demand (a negative ﬂow change), or adding extra resources to inventory
in the event of a larger-than-expected supply (a positive ﬂow change).
We can now deﬁne the inventory robust optimization problem using our earlier notation:
TRP1 = TRP(W1,ϕ k).
Any repositioning plan x satisfying the feasibility conditions of TRP1 is called k-robust
inventory feasible. TRP1 seeks the minimum cost k-robust inventory feasible solution, and
10can be written in extended form as
TRP1(W1,ϕ k) minimize c
Tx
s.t. Ax = b (8)
x ∈ Z Z
|A|
+ (9)
Awδ = δ ∀δ ∈ ϕk (10)
x + wδ ∈ Z Z
|A|
+ ∀δ ∈ ϕk (11)
wδ(a)=0 ∀ a ∈ R, δ ∈ ϕk (12)
wδ ∈ Z Z
|A| ∀δ ∈ ϕk (13)
While correct, the above formulation requires for each potential uncertain outcome δ a
vector wδ of decision variables representing the recovery transformation and an associated
set of ﬂow balance constraints. Clearly, such a formulation becomes intractable as the size of
the outcome set grows. We now show that TRP1 alternatively can be solved as a minimum
cost network ﬂow problem with ﬂow lower bound constraints using only the original ﬂow
variables x.
To do so, consider any inventory arc ad
t =( vd
t,vd
t+1) ∈ I and the corresponding node set
V d
t . Given a speciﬁc uncertain outcome δ ∈ ϕk,l e tσ(ad
t) be the cumulative deviation from
nominal net supply at depot d by time t:
σ(a
d
t)=

v∈V d
t
δ(v).
Since the vulnerability ϑ(V d
t ,k) is the maximum cumulative deviation from the nominal net
supply values for the nodes of depot d up to the tail node of arc a in any realization, it is
clear then that |σ(ad
t)|≤ϑ(V d
t ,k) for all δ ∈ ϕk.
The relationship between the ﬂow on an inventory arc x(ad
t) and the vulnerability of V d
t
will determine whether or not a solution is k-robust inventory feasible. This motivates the
following deﬁnition.
Deﬁnition 2 (Weak Arc) For a given repositioning plan x, an inventory arc ad
t =( vd
t,vd
t+1) ∈
I is a weak arc if
x(a
d
t) <ϑ (V
d
t ,k).
Observe that if ad
t is a weak arc, then the inventory at time t at depot d is not suﬃcient to
protect against every potential uncertain realization in ϕk.
The following theorem now characterizes the set of feasible solutions for TRP1:
Theorem 1 A feasible solution x for the nominal problem (5) is also a feasible solution for
TRP1 if and only if
x(a
d
t) ≥ ϑ(V
d
t ,k) ∀ a
d
t =( v
d
t,v
d
t+1) ∈ I. (14)
11Proof: Given the deﬁnition of W1, for any δ ∈ ϕk the only transformation vector w that
can feasibly satisfy constraints (10), (12), and (13) in TRP1 is given by
w(a)=σ(a) ∀ a ∈ I. (15)
Thus, we focus attention on constraints (11).
To show necessity by contradiction, suppose that there exists a feasible solution x for
TRP1 such that x(ad
t) <ϑ (V d
t ,k) for some arc ad
t =( vd
t,vd
t+1). Now consider the uncertain
outcome δ ∈ ϕk such that δ(v)=−ˆ b(v) for all v ∈ η(V d
t ,k)a n dδ(v) = 0 for all other
v ∈ V . Thus, from (15) note that w(ad
t)=−ϑ(V d
t ,k) and thus the transformed ﬂow on arc
ad
t is x(ad
t) − ϑ(V d
t ,k) < 0 which violates constraint (11). Therefore, x cannot be a feasible
solution for TRP1.
Suﬃciency can also be shown by contradiction. Let x be a feasible solution of (5) satis-
fying (14). Now, consider uncertain outcome δ ∈ ϕk such that after applying transformation
(15) to x there exists an arc ad
t =( vd
t,vd
t+1) ∈ I such that x(ad
t)+w(ad
t) < 0. This implies
ϑ(V d
t ,k) ≤ x(ad
t) < −σ(ad
t), which then implies δ/ ∈ ϕk. 
Theorem 1 shows that TRP1 can be solved for any given ϕk by adding a ﬂow lower
bound constraint for each inventory arc a ∈ I to (5). Thus, TRP1 is polynomially solvable
using standard minimum cost network ﬂow algorithms. Also, observe that the lower bound
constraints for a speciﬁc depot j are independent of the vulnerability of the arcs for any
other depot in the system.
It is also important to note that in order to develop the necessary and suﬃcient conditions
in Theorem 1, we need only consider perturbations δ ≤ 0. Any positive component in
δ implies that more resources than expected are available at some depot at some time,
and such an outcome does not act against the interests of a decision-maker attempting to
determine a feasible container allocation. In the remainder of this paper, we only consider
perturbation vectors δ ≤ 0.
4.2.2 The Inventory-Pooling Robust Repositioning Problem
Suppose that container depots can hedge against uncertainty not only using their own in-
ventory but also using inventory at other depots in the system. We use the term reactive
repositioning to refer to depot-to-depot container repositioning conducted in response to a
perturbation from expected net supplies. For a given value of k, a group of depots may be
able to jointly hedge against uncertainty with fewer total container resources.
This idea is illustrated for a simple two-depot system in Figure 1 where k =1 . T h e
number inside each node corresponds to the nominal net supply value, the number above
each arc corresponds to its ﬂow, and the interval above a node determines the range in which
δ can take values. Observe that the conditions of Theorem 1 are satisﬁed for the inventory
arcs of depot A, but not for those of depot B. However, if we could reactively reposition a
unit of inventory at time 1 from depot A to depot B, then we could recover feasibility for this
12problem given any realization in ϕ1. Since depots A and B share a single container resource
in inventory to collectively hedge against uncertainty, such a solution is called an inventory
pooling 1-robust solution.
1 0 0 0 1 1 1 1
0 123
0 0 0 0
Depot A
Depot B
[-1, 0]
[-1, 0]
Figure 1: The solution is robust for k = 1 if resources in Depot A can be repositioned
reactively to Depot B.
We now formally deﬁne a recovery set W2 for the inventory-pooling scenario:
W2 = {w ∈ Z Z
|A| | w(a) ≥ 0 ∀ a ∈ R, w(a)=0 ∀ a =( v
j
0,u) ∈ R}.
The set W2 allows any integer ﬂow change on each inventory arc, and non-negative integer
ﬂow changes on repositioning arcs. By enforcing non-negativity, we assume that only minor
changes are allowed to the initial repositioning plan. Further, we do not allow any reactive
ﬂow changes on repositioning arcs that begin in the initial time epoch, since such decisions
are assumed to be ﬁxed. If the decision-maker intends to ﬁx decisions for multiple initial
time epochs, additional constraints could be added to W2.
Given W2, the inventory-pooling robust repositioning problem is:
TRP2 = TRP(W2,ϕ k).
We can formulate Problem TRP2 in extended form:
TRP2(W2,ϕ k)m i n c
Tx
s.t. Ax = b (16)
x ∈ Z Z
|A|
+ (17)
Awδ = δ ∀δ ∈ ϕk (18)
x + wδ ∈ Z Z
|A|
+ ∀δ ∈ ϕk (19)
wδ(a)=0 ∀a =( v
j
0,u) ∈ R, ∀δ ∈ ϕk (20)
wδ(a) ≥ 0 ∀a ∈ R, ∀δ ∈ ϕk (21)
wδ ∈ Z Z
|A| ∀δ ∈ ϕk (22)
This direct integer programming formulation for TRP2 may become diﬃcult to solve
as the set of realizations deﬁned by ϕk grows large. Therefore, following the approach for
13the inventory robust repositioning problem, we seek methods for determining an optimal
inventory-pooling robust solution that do not rely on enumerating the realization set.
Creating a tight set of necessary and suﬃcient constraints for a nominal solution x to be
robust with respect to any set of allowable recovery actions W requires ensuring that x is
in the recoverable set H(W,δ) for every δ ∈ ϕk. A useful method for testing this condition
for the recovery actions is to use the existence conditions for a feasible ﬂow on a properly
deﬁned recovery network.
Let GW =( NW,A W) refer to the recovery network corresponding to allowable recovery
action set W. The node set NW is the same as the node set N of G.T h ea r cs e tAW contains
all inventory arcs in I, and all repositioning arcs in R on which recovery ﬂow is permitted
to be nonzero by W. In the case of recovery set W2, GW2 contains only inventory arcs and
each repositioning arc departing a depot at time t>0.
To determine whether a repositioning plan x is recoverable using the action set W2 for
a speciﬁc realization δ ∈ ϕk, we add appropriate net supplies to the nodes NW2 and search
for a feasible ﬂow on GW2.T od os o ,l e tIx,δ(v) at each time-space depot node represent the
marginal net inventory of resources available (or needed) in the recovery problem given x
and δ:
I
x,δ(v
d
0) = 0 for all d ∈ D
I
x,δ(v
d
1)=x(v
d
1,v
d
2)+δ(v
d
1) for all d ∈ D
I
x,δ(v
d
t)=x(v
d
t,v
d
t+1) − x(v
d
t−1,v
d
t)+δ(v
d
t) for all d ∈ D, 1 <t≤ ρ
where we note that δ(vd
0) = 0 for all d ∈ D.
1 1 2 2 2 0
012345 Time
Depot d
0+ 1 + 100- 2
Figure 2: Given the ﬂow on the inventory arcs of depot d,t h ev a l u eo fIx,0 indicates that
one unit at time 1 is available for reactive repositioning, and that an additional unit becomes
available at time 2. The negative value of Ix,0 indicates that at least 2 units must be in
inventory by time 5. If any units are repositioned out of d, the same number must be
repositioned back no later than time 5.
Observe that
t
s=1 Ix,0(vd
s) corresponds to the actual inventory at time t at depot d.
Since x is feasible for the nominal problem, this sum is always nonnegative. Given a nonzero
δ, the net inventory at node vd
t is changed by δ(vd
t). Hence, the deﬁnition of Ix,δ(v)m o d e l s
the net inventory availability (or requirement) at each node given the realization. Observe
that
t
s=1 Ix,δ(vd
s) is not necessarily greater than or equal to 0 for all values of t. A negative
value for this expression implies the necessity to reactively reposition units into the depot
by time t in order to avoid a container shortage.
141 1 2 2 2 0
012345 Time
Depot d
0+ 1 + 10- 1- 2
Figure 3: Value of Ix,δ after perturbation δ(vd
4)=−1, δ(vd
1)=δ(vd
2)=δ(vd
3)=δ(vd
5)=0 .
At least one unit must be in inventory by time 4 and at least 2 additional units by time 5
to recover feasibility.
Using Ix,δ, we can complete the deﬁnition of the recovery network GW2.E a c ha r ca ∈ AW2
is given a ﬂow lower bound  (a) = 0 and upper bound u(a)=+ ∞. The net supplies d at
each node are given by
d(v
d
t)=I
x,δ(v
d
t) ∀ d ∈ D, t =0 ,1,2,···,ρ
d(s)=−

v∈V
d(v)
Let GW2(x,δ) refer to the recovery network with net supply vector d deﬁned as above.
Proposition 1 A feasible solution x for the nominal problem (5) belongs to the recoverable
set H(W2,δ) for a given δ if and only if there exists a feasible ﬂow in GW2(x,δ).
Proof: By construction of the network and its associated net supplies d, a feasible ﬂow in
GW2(x,δ) deﬁnes a set of feasible reactive repositioning decisions and inventory ﬂow changes
w restoring the feasibility of x given δ: for arcs a ∈ R, w(a) is simply the ﬂow on the corre-
sponding arc in AW2, and for arcs ad
t =( vd
t,vd
t+1) ∈ I for t>1, w(ad
t) is the ﬂow on the arc
in AW2 minus x(ad
t). It is also not diﬃcult to see that a w corresponding to an x ∈ H(W2,δ)
can be used to construct a feasible ﬂow in GW2(x,δ): for a ∈ R, the ﬂow on the associated
arc in AW2 is w(a) and for a ∈ I, the ﬂow is x(a)+w(a). 
We now derive necessary and suﬃcient conditions for the existence of a feasible ﬂow in
general recovery networks GW(x,δ), where W allows general ﬂow changes on all inventory
arcs ad
t =( vd
t,vd
t+1) for t ≥ 1 and non-negative or zero ﬂow changes on repositioning arcs.
To do so, we ﬁrst introduce two deﬁnitions.
Deﬁnition 3 (Competing Arc Set) A set of inventory arcs S ⊆ I is competing if every
directed path P in GW has |P ∩ S|≤1.
Such arcs essentially compete for inventory to protect against uncertainty, since resources
moved to satisfy a need of one arc cannot be later used to satisfy the need of any other in
the set since no path for ﬂow exists.
15Deﬁnition 4 (Inbound-closed Node Set) A set of nodes C ⊆ NW is inbound-closed if
there exists no directed path P in GW from any node i ∈ NW \ C to any node j ∈ C.
Since no reactive ﬂow paths exist into an inbound-closed node set, no additional resources
can be brought into these nodes to satisfy net demand generated in excess of nominal. Thus,
each such set must contain enough pooled inventory to hedge against a worst-case outcome.
Note that by deﬁnition, the set of inventory arcs outbound from an inbound-closed node set
are competing.
Now we can deﬁne a set of cuts in GW that characterize feasible ﬂows in GW(x,δ). Deﬁne
UW = {U ⊆ N | U is inbound-closed}.
Proposition 2 There exists a feasible ﬂow in GW(x,δ) if and only if for every set of nodes
U ∈U W 
v∈U
d(v) ≥ 0.
Proof:L e tΔ out(U)={(v1,v 2) ∈ AW | v1 ∈ U, v2 ∈ NW \ U}. It is known (see, e.g.,C o o k
et al., 1998) that there exists a feasible ﬂow in GW(x,δ) if and only if

a∈Δout(U)
 (a) ≤

v∈U
d(v)+

a∈Δout(N\U)
u(a) for all U ⊆ N. (23)
Consider then any node set U ⊆ N such that U/ ∈U W. By deﬁnition of UW,t h e r em u s t
exist a v1 ∈ N \ U and v2 ∈ U where (v1,v 2) ∈ AW.S i n c eu((v1,v 2)) = +∞, (23) is always
satisﬁed for such U.
Now consider any node set U ∈U W, and note that because U is inbound-closed, there
a r en oa r c si n t os e tU.S i n c e (a) = 0 for all a ∈ AW, (23) reduces to
0 ≤

v∈U
d(v) for all U ∈U W.

The necessary and suﬃcient conditions in Proposition 2 can be enforced through a set of
constraints on the nominal ﬂow variables, as proposed by the following theorem:
Theorem 2 A feasible solution x of the nominal problem (5) is also feasible for TRP2 if
and only if for every set of nodes U ∈U W2

a∈Δout(U)∩I
x(a) ≥ ϑ(U,k)
16Proof:L e tx be a feasible solution of the nominal problem (5) and δ ∈ ϕk. By deﬁnition of
Ix,δ it is clear that
t 
s=1
I
x,δ(v
d
s)=x(v
d
t,v
d
t+1)+σ((v
d
t,v
d
t+1)) ∀ d ∈ D
and therefore that 
v∈U
I
x,δ(v)=

a∈Δout(U)∩I
x(a)+

d∈D
σ(a
d)
for every U ∈U W,w h e r ead ∈ Δout(U) ∩ I is the inventory arc for depot d in cut Δout(U).
Thus, by Propositions 1 and 2, solution x is feasible for ROP2 if and only if

v∈U
I
x,δ(v)=

a∈Δout(U)∩I
x(a)+

d∈D
σ(a
d) ≥ 0 ∀U ∈U W2 (24)
holds for each δ. But since δ ∈ ϕk, −

d∈D σ(ad) can be bounded:
−

d∈D
σ(a
d) ≤ ϑ(U,k) ∀d ∈ D.
We note that this bound is tight for at least one δ ∈ ϕk (namely, δ(v)=−ˆ b(v) for all
v ∈ η(U,k)). Thus, condition (24) simpliﬁes to

a∈Δout(U)∩I
x(a) ≥ ϑ(U,k) for all U ∈U W2.

As an aside, we note that the conditions in Theorem 2 (and the techniques used to
develop the theorem) could also be used for the inventory robust problem TRP1 given an
appropriately-deﬁned recovery network GW1 and set UW1.
Using Theorem 2, an alternative integer programming formulation for TRP2 is:
min c
Tx
s.t. Ax = b

a∈Δout(U)∩I
x(a) ≥ ϑ(U,k) for all U ∈U W2
x ∈ Z Z
|A|
+
Observe that the size of the constraint set specifying necessary and suﬃcient conditions for
a feasible solution to TRP2 is independent of the size of the realization set characterized
by ϕk, and that the number of variables in the robust formulation is equal to the number
in the nominal problem. However, the formulation requires a separate constraint for each
element of UW2, i.e., for each inbound-closed node set. Fortunately, due to the structure
17of network, the number of such sets should be relatively small for practical instances; a
demonstration is provided in the computational study reported in Section 5. Note that the
number of inbound-closed node sets is relatively small because the time-space network has
inventory arcs connecting all nodes associated with a speciﬁc depot across time and because
repositioning travel times are short compared to the planning horizon.
4.2.3 A Restricted Inventory-Pooling Robust Repositioning Problem
Given a set of depots that pool inventory to hedge against uncertainty, a decision-maker may
wish to limit further the options considered for reactive repositioning during the planning
phase. One approach with practical appeal designates a priori those depots that serve only
as providers of reactive resources, and those that serve only as recipients. Suppose that D is
partitioned into two subsets: depots in Ds can reposition resources reactively to other depots,
but do not receive such support, while those in Dr may only receive reactive resources. For
example, in a geographic region an operator may have a large hub depot, and many smaller
depots. The operator then might include the hub in Ds, and the smaller depots in Dr.
A recovery set W3 can be speciﬁed for this scenario by a simple modiﬁcation of W2:
W3 = {w ∈ Z Z
|A| | w(a) ≥ 0 ∀ a ∈ R,
w(a)=0 ∀ a ∈{ (v
j
0,u) ∈ R}∪{ (v
a
t,v
b
t+h) ∈ R | a ∈ Dr or b ∈ Ds}},
and a restricted inventory-pooling robust repositioning problem is
TRP3 = TRP(W3,ϕ k).
While it is not diﬃcult to extend the analysis developed in Section 4.2.2 to determine
a tight set of necessary and suﬃcient conditions deﬁning feasible solutions x for TRP3,i t
turns out that these problems tend to require larger sets of constraints; the intuition behind
this result is that fewer available reactive arcs lead to fewer reactive ﬂow paths and therefore
more competing arc sets and associated inbound-closed node sets. Since eﬀective solution
procedures may therefore require techniques to generate such constraints dynamically, we
develop in this section some additional concepts that should prove useful for such techniques.
In the TRP3 setting, each depot in Ds must not dispatch resources reactively that it will
need later to cover its own needs. Recall that given a nominal solution x and a realization
δ ∈ ϕk, the inventory available at time t at depot d ∈ Ds is given by
t 
s=1
I
x,δ(v
d
s)=x(v
d
t,v
d
t+1)+σ((v
d
t,v
d
t+1)) ∀ d ∈ D.
Furthermore, any resources that are reactively repositioned from depot d at or before time
t will reduce this available inventory. Since this adjusted inventory cannot fall below zero,
we deﬁne the available container support Sx,δ(vd
t)a td at time t as the maximum num-
ber of resources that can be reactively repositioned from depot d by time t given nominal
18ﬂow x and uncertain outcome δ, such that no container shortage occurs at d after time t.
Mathematically,
S
x,δ(v
d
t)=

0i f t =0
minj{x(vd
j,vd
j+1)+σ((vd
j,vd
j+1)) | t ≤ j ≤ ρ} otherwise
Note that for a ﬁxed d, Sx,δ(vd
t)i sanon-decreasing function of t. Support at time 0 is
deﬁned again to specify that no reactive repositioning is allowed at that time epoch.
Following the approach for TRP2, we ﬁrst deﬁne a recovery network GW3 that will
be used to develop conditions for the existence of a feasible recovery ﬂow given a nominal
problem solution. The network GW3 is speciﬁed using the procedure in Section 4.2.2; the arc
set AW3 thus contains no repositioning arcs outbound from depots in Dr and none inbound
to depots in Ds.
The supply vector d in this case can be speciﬁed using the deﬁnitions of Ix,δ and Sx,δ.
For nodes associated with depots in Dr, the deﬁnition is unchanged. However, for nodes
associated with depots in Ds, the net supply is equal to the incremental support available
at time t:
d(v
d
0)=0∀ d ∈ D
d(v
d
t)=I
x,δ(v
d
t) ∀ d ∈ Dr,t=1 ,···,ρ
d(v
d
t)=S
x,δ(v
d
t) −S
x,δ(v
d
t−1) ∀ d ∈ Ds,t=1 ,···,ρ
d(s)=−

v∈N\{s}
d(v)
A negative net supply at some node vd
t where d ∈ Dr indicates a demand for resources
that must be served from inventory, or via reactive repositioning. The net supplies for nodes
vd
t where d ∈ Ds specify the maximum number of additional units that can be repositioned
out of depot d at time t so that no container shortage occurs later in time. Note that by
the deﬁnition of support, a negative net supply can only occur at such a node when t =1 ;
in this case, there exists no feasible recovery ﬂow.
Let GW3(x,δ) represent the recovery network GW3 along with the associated net supply
vector d. Again, a feasible ﬂow in this network corresponds one-to-one with a valid recovery
vector for a given realization δ.
Proposition 3 A feasible solution x of the nominal problem (5) is a member of the recov-
erable set H(W3,δ) for a given δ if and only if there exists a feasible ﬂow in GW3(x,δ).
Proof: Parallel to proof of Proposition 1. 
While valid necessary and suﬃcient conditions for the existence of a feasible ﬂow in
GW3(x,δ) are given by Proposition 2 using set UW3, we now develop an explicit representation
of these conditions using the special structure of W3. To do so, we ﬁrst introduce some
19additional notation. Given a set of inventory arcs α ⊆ I,l e tD(α) be the set of depots
corresponding to α and let T(α) be the set of tail nodes of arcs in α. Furthermore, let C(α)
be the set of nodes from which the tail nodes of arcs in α can be reached, i.e., the set of
nodes from which there exists a directed path to the tail node of an arc in α.N o t e t h a t
T(α) ⊆ C(α), and that C(α) is an inbound-closed set.
We can determine the existence of a feasible ﬂow in GW3(x,δ) by considering only sets of
nodes C(α) deﬁned by sets of competing inventory arcs α at depots in Dr,w h e r ee a c ha r c
a ∈ α has a shortage with respect to δ: x(a)+σ(a) < 0.
Proposition 4 There exists a feasible ﬂow in GW3(x,δ) if and only if
d(v
d
1)=S
x,δ(v
d
1) ≥ 0 ∀ d ∈ Ds (25)
and 
v∈C(α)
d(v) ≥ 0 (26)
for all α ⊆ I where α is competing, D(α) ⊆ Dr,a n dx(a)+σ(a) < 0 for each a ∈ α.
Proof: From Proposition 2, necessary and suﬃcient conditions for the existence of a feasible
ﬂow in GW3(x,δ)a r e 
v∈U
d(v) ≥ 0 ∀ U ∈U W3 (27)
It is now shown that the conditions in the proposition are equivalent to the conditions given
by (27).
The necessity of (25) and (26) is clear, since each constraint in the two sets corresponds
directly to some set U ∈U W3 for which the expression in (27) must hold. For each d ∈ Ds,
(25) corresponds to U = {vd
0,vd
1} which is clearly inbound-closed by deﬁnition of Ds.E a c h
C(α) generating a constraint (26) is also inbound-closed. Further, the arc set Δout(C(α))∩I
can be shown to be competing. This set is comprised of α and α,w h e r ee a c ha ∈ α is
associated with a diﬀerent depot d ∈ Ds. Therefore, since α is a competing arc set, and no
path exists containing arcs both in α and arcs in α by deﬁnition of C(α), and no path exists
containing more than one arc α by deﬁnition of Ds, α ∪ α is competing. Thus, constraint
(26) corresponding to C(α) also has a corresponding constraint in (27).
We now show the suﬃciency of the conditions by showing that if they hold, conditions
(27) hold for all U ∈U W3. Consider any U ∈U W3,a n dl e tDu ⊆ Dr be the set of depots d
where there exists an arc ad ∈ Δout(U) ∩ I satisfying x(ad)+σ(ad) ≥ 0. Note then that for
each d ∈ Du, 
v∈V d∩U
d(v)=x(a
d)+σ(a
d) ≥ 0. (28)
We claim ﬁrst then that the conditions for U in (27) are redundant with those for  U =
U \

d∈Du(V d ∩ U) in this case. Clearly this is true if  U = ∅.I f U  = ∅,n o t et h a t U ∈U W3
since the subset Δout( U) of competing arcs Δout(U)∩I is competing, and since no outbound
20reactive repositioning arcs exist in AW3 from any depot d ∈ Du the set  U remains inbound-
closed. Suppose ﬁrst that  U contains only nodes associated with depots in Ds.I nt h i sc a s e ,
conditions (25) guarantee that
t
s=1 d(vd
s) ≥ 0 for any 0 ≤ t ≤ ρ by deﬁnition of Sx,δ,a n d
that therefore for any such  U, (27) holds. Along with (28), this in turn implies that (27) is
satisﬁed for U.
Finally, suppose instead that  U contains nodes for each depot in some set  Dr ⊆ Dr,i n
addition perhaps to nodes for some depots in Ds.L e tα ⊂ Δout( U) ∩ I where D(α)= Dr.
Clearly, α is competing, and x(a)+σ(a) < 0 for each a ∈ α by the deﬁnition of  U. Further,
C(α) ⊆  U, where any additional nodes in  U must be associated with depots in Ds.S i n c e
d(vd
t) ≥ 0 for d ∈ Ds by (25) and the deﬁnition of Sx,δ, if (26) holds for C(α) then (27) holds
for  U, and ﬁnally (28) implies further that (27) is also satisﬁed for U. 
Proposition 4 can now be used to specify necessary and suﬃcient conditions for a feasible
nominal repositioning plan x to be a feasible solution to TRP3.T od os o ,w eﬁ r s ti d e n t i f y
sets of arcs, denoted vulnerable, that require a constraint (26) to protect against a joint
container shortage that will arise for at least one uncertain realization δ ∈ ϕk:
Deﬁnition 5 Given a feasible solution x to the nominal problem (5), a set of inventory arcs
α ⊂ I that are competing in GW3 and where D(α) ⊆ Dr is vulnerable if there exists a δ ∈ ϕk
such that x(a)+σ(a) < 0 for all a ∈ α.
Let Ψ(x)={α ⊂ I | α is vulnerable}.I fα is vulnerable then there is δ ∈ ϕk such that
x(a)+σ(a) ≤− 1 for each a ∈ α. Therefore, if α is vulnerable then
1. Each arc a ∈ α is weak, and
2.

a∈α x(a)+|α|≤ϑ(ˆ V (α),k).
where ˆ V (α)=

a∈α ˆ V (a), and ˆ V (a)=V d
t for a =( vd
t,vd
t+1) ∈ I.
To guarantee the feasibility of x by Proposition 4, it is necessary to ensure that (26)
is satisﬁed only for vulnerable arc sets α. To do so, we introduce the concept of layer
inequalities.L e tD (α) ⊆ D \ D(α) be the set of depots with nodes from which an arc in α
can be reached. Let td
α =m a x {t : vd
t ∈ C(α)} for all d ∈ D (α). Finally, let
I
d(α)=

(v
d
t,v
d
t+1) ∈ I | t ≥ t
d
α

∀ d ∈ D
 (α).
Deﬁnition 6 A layer of a vulnerable α ∈ Ψ(x),d e n o t e dθ(α) ⊂

d∈D(α) Id(α),i sas e to f
inventory arcs where
|θ(α) ∩ I
d(α)| =1 ∀ d ∈ D
 (α).
Each layer of α, therefore, contains one inventory arc from each d ∈ D (α) departing at some
time greater than or equal to td
α.A ne x a m p l eo fal a y e ri ss h o w ni nF i g u r e4 .
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Figure 4: An example layer for a given vulnerable arc set α.
Let Θ(α)={θ(α) ⊂ I | θ(α)i sal a y e ro fα}.G i v e nα and a layer θ(α), let
 U(α,θ(α)) = ˆ V (α) ∪ ˆ V (θ(α))
Deﬁnition 7 Given a feasible solution x to the nominal problem (5), a vulnerable set α ∈
Ψ(x), and a layer θ(α) ∈ Θ(α),l e t

a∈α
x(a)+

a∈θ(α)
x(a) ≥ ϑ

 U(α,θ(α)),k

be the layer θ(α) inequality.
We are now ready for the main theorem in this subsection:
Theorem 3 A feasible solution x for the nominal problem (5) is also a feasible solution for
TRP3 if and only if
x(a) ≥ ϑ(V
d
t ,k) ∀ a =( v
d
t,v
d
t+1) ∈ I where d ∈ Ds
and for every vulnerable set α ∈ Ψ(x), the layer θ(α) inequality is satisﬁed for each θ(α) ∈
Θ(α).
Proof:L e tx be a feasible solution of the nominal problem (5). By Propositions 3 and 4, x
is also a feasible solution for TRP3 if and only if conditions (25) and (26) are satisﬁed for
all δ ∈ ϕk.
First we consider conditions (25). By the deﬁnition of Sx,δ, these conditions become
min
1≤j≤ρ

x(v
d
j,v
d
j+1)+σ((v
d
j,v
d
j+1))

≥ 0 ∀ d ∈ Ds ∀ δ ∈ ϕk,
22which are equivalent to the following sets of constraints for each d ∈ Ds:
x(v
d
t,v
d
t+1) ≥− σ((v
d
t,v
d
t+1)) ∀ t ∈{ 1,···,ρ}∀ δ ∈ ϕk. (29)
For any δ ∈ ϕk,
−σ((v
d
t,v
d
t+1)) ≤ ϑ(V
d
t ,k)
where we note that this bound is tight for at least one δ ∈ ϕk. Therefore (29) simpliﬁes to
x(v
d
t,v
d
t+1) ≥ ϑ(V
d
t ,k) ∀ t ∈{ 1,···,ρ},
which must hold for all d ∈ Ds.T h u s ,
x(a) ≥ ϑ(V
d
t ,k) ∀ a =( v
d
t,v
d
t+1) ∈ I where d ∈ Ds.
Now consider conditions (26). Using the deﬁnition of vulnerable arcs, these conditions
become 
v∈C(α)
d(v) ≥ 0 ∀ α ∈ Ψ(x), (30)
which again by Proposition 3 must hold for all δ ∈ ϕk. The sum can be rewritten by
partitioning the depots into those associated with the vulnerable arcs and those providing
reactive repositioning support to the vulnerable arcs, and simpliﬁed as follows:

v∈C(α)
d(v)=

d∈D(α)

v∈C(α)∩V d
d(v)+

d∈D(α)

v∈C(α)∩V d
d(v)
=

d∈D(α)

v∈C(α)∩V d
I
x,δ(v)+

d∈D(α)
td
α 
s=1

S
x,δ(v
d
s) −S
x,δ(v
d
s−1)

=

a∈α
x(a)+

d∈D(α)
σ(a
d)+

d∈D(α)
S
x,δ(v
d
td
α)
=

a∈α
(x(a)+σ(a)) +

d∈D(α)
min
a∈Id(α)
{x(a)+σ(a)}.
where ad is the inventory arc for depot d in α. Thus, the condition for a speciﬁc α in (30)
can now be replaced by a set of inequalities, one for each layer θ(α) ∈ Θ(α):

a∈α
(x(a)+σ(a)) +

a∈θ(α)
(x(a)+σ(a)) ≥ 0.
Rewriting yields 
a∈α
x(a)+

a∈θ(α)
x(a) ≥−

a∈α
σ(a) −

a∈θ(α)
σ(a). (31)
Since δ ∈ ϕk, we have a tight bound of the right-hand side of (31) using ϑ( U(α,θ(α)),k),
therefore 
a∈α
x(a)+

a∈θ(α)
x(a) ≥ ϑ( U(α,θ(α)),k)
23which is the layer θ(α) inequality. 
Theorem 3 allows TRP3 to be formulated as the following integer program:
min c
Tx
s.t. Ax = b
x(a) ≥ ϑ(V
d
t ,k) ∀ a =( v
d
t,v
d
t+1) ∈ I, d∈ Ds

a∈α
x(a)+

a∈θ(α)
x(a) ≥ ϑ(˜ U(α,θ(α)),k) ∀ α ∈ Ψ(x), ∀θ(α) ∈ Θ(α)
x ∈ Z Z
|A|
+
Note that the layer inequality constraints are speciﬁed for each vulnerable set α, and that the
vulnerable arc sets depend on the solution x. If, alternatively, the layer inequality constraints
are speciﬁed for each competing arc set α in GW3 regardless of x (where D(α) ⊆ Dr), the
formulation remains valid and the dependence on x has been removed. However, Theorem
3 indicates that a given solution x can be checked for feasibility to TRP3 using potentially
far fewer constraints. This suggests that cutting plane algorithms, in which layer inequality
constraints are added as necessary during solution, may be appropriate for solving TRP3.
Future research may explore computational approaches along these lines.
4.3 Alternative Uncertainty Sets
Although the results developed above have assumed perturbation sets of the form speciﬁed
by (7), it turns out that several diﬀerent types of “budget” uncertainty sets may be used
without changing the fundamental results. We now show that diﬀerent budget uncertainty
sets lead only to diﬀerent speciﬁcations of the vulnerability ϑ of a node set V . In this section,
let ϑ(V,ϕ) represent the vulnerability of node set V given an uncertainty set represented by
the perturbation set ϕ.
1. Maximum Scaled Deviation Per Depot: Rather than limiting the maximum scaled
deviation from the nominal net supply for all depots jointly, a decision-maker may
wish to limit each depot’s deviation separately. Assuming for simplicity that each
depot has an identical budget k, the alternative perturbation set for this case is given
by ϕD
k = {δ ∈ Z Z
|N| : δ(v)=ˆ b(v)z(v),

v∈V d |z(v)|≤k ∀ d ∈ D, |z(v)|≤1 ∀ v ∈
V,δ (s)=−

v∈V δ(v)}. In this case, the vulnerability of a set V ⊆Vof nodes can
be determined by
ϑ(V,ϕ
D
k )=m a x
z


v∈V
ˆ b(v)z(v):

v∈V ∩V d
|z(v)|≤k ∀ d ∈ D,|z(v)|≤1 ∀ v ∈ V

,
a simple optimization problem similar to that given by (8) which can be solved by
summing for each depot d the k largest values of ˆ b(v) for nodes v ∈ V ∩ V d,a n dt h e n
adding the sums for all depots.
242. Telescoping Maximum Scaled Deviation: One limitation in applying uncertainty set ϕk
to problems with time-space nodes is that as the value of k is increased, the method
may generate very conservative decisions in the ﬁrst few planning periods since a large
proportion of the demands may simultaneously take on their worst case values. This
limitation can be avoided by using a telescoping uncertainty set. Let κ = {k1,k 2,...,kρ}
be a vector of budget parameters, kt ≤ kt+1, where parameter kt represents the max-
imum number of time-space net supplies that may take on their worst-case value by
time period t. If we deﬁne Vt = ∪d∈DV d
t , the perturbation set for this case is given by
ϕT
k = {δ ∈ Z Z
|N| : δ(v)=ˆ b(v)z(v),

v∈Vt |z(v)|≤kt ∀ t ∈{ 1,...,ρ}, |z(v)|≤1 ∀ v ∈
V,δ (s)=−

v∈V δ(v)}. Then, the vulnerability of V ⊆Vcan be determined by
ϑ(V,ϕ
T
k)=m a x
z


v∈V
ˆ b(v)z(v):

v∈V ∩Vt
|z(v)|≤kt ∀ t ∈{ 1,...,ρ} , |z(v)|≤1 ∀ v ∈ V

.
This optimization problem is also easy to solve, given that the nodes in V are sorted
by non-decreasing order of ˆ b(v): set z(vd
t) = 1 for the largest value of ˆ b(vd
t), as long
as

v∈V ∩Vτ |z(v)|≤kτ for τ ≥ t, then proceed to the next largest value of ˆ b(v)a n d
repeat. Note that it would also be simple to construct such a telescoping maximum
scaled deviation uncertainty set where the maximums were applied per depot rather
than system-wide.
3. Maximum or Telescoping Maximum Absolute Deviation: Finally, while budget uncer-
tainty sets that limit the maximum total scaled deviation from nominal have the beneﬁt
of being independent of the vectors b and ˆ b, there may be cases where the decision-
maker would rather limit the maximum absolute deviation from nominal for which he
would like to plan; in fact, generating an appropriate value for such a statistic may
be relatively simple from an analysis of past forecast accuracy. In the non-telescoping
case, such a perturbation set could be represented by ϕA
k = {δ ∈ Z Z
|N| : δ(v)=
ˆ b(v)z(v),

v∈V ˆ b(v)|z(v)|≤k,|z(v)|≤1 ∀ v ∈V,δ (s)=−

v∈V δ(v)}.I nt h i sc a s e ,
the vulnerability of V ⊆Vcan be determined simply by
ϑ(V,ϕ
A
k )=m i n

k,

v∈V
ˆ b(v)

.
A telescoping set and vulnerability could be similarly deﬁned.
4.4 Joint Realizations and Conservatism
Lastly, it is important to note that by applying the TRP framework to repositioning problems
using a perturbation set ϕk, the operator protects future feasibility for every realization b+δ
with δ ∈ ϕk. This may be overly conservative, since this set of realizations may be a superset
of the possible realizations of the net supply vector  b given that the components  b(v)m a y
not be independent.
25Randomness in  b may result from several sources. Examples include: (1) more (or less)
customer demand on individual customer origin-destination lanes, (2) late (or early) arrival
of forecasted customer demand, (3) late (or early) return of empty resources by customers,
and (4) travel time for moves of loaded resources. While each source may clearly lead to
variation in the components of  b, it is also clear that the changes in these components may
often be negatively correlated. For example, if more demand materializes along a speciﬁc
lane than expected, the result will be a negative perturbation in net supply at the origin
depot and a corresponding positive perturbation at the destination depot at a later time
epoch. Changes of the latter three types may actually induce correlated perturbations at
even larger sets of nodes.
Although this is the case, it should be clear that ignoring such correlations by considering
all realizations speciﬁed by the perturbation sets ϕk can only be more conservative than
necessary, since the correlated perturbations are members of the set. Whether or not this
leads to overly conservative solutions depends on the application context.
As a ﬁnal note, it may be possible to reﬁne the methodology presented here to explicitly
handle uncertainty sets with component-wise dependence. For example, it may be possible
in the TRP2 framework to develop a better (smaller) estimate of the true potential vulner-
ability of a node set U ∈U W given negative correlations between the realized perturbations
at nodes included in the set. We believe that this is an interesting avenue for additional
research.
5 Using the Robust Repositioning Models in Practice
Although the sets of constraints required to specify the robust repositioning problems TRP2
and TRP3 grow large as the number of spatial locations grows, many real-world reposition-
ing problems can be decomposed geographically such that the approaches proposed in this
paper should be tractable. Furthermore, since recovery costs are ignored, it may be better
that the user not include certain high-cost repositioning moves as allowable reactive moves.
To illustrate these ideas, we will consider example problem instances based on those that
arise for a major tank container ﬂeet operator. The company moves loads globally using
ocean transportation, and faces signiﬁcant loaded ﬂow imbalance. Container depots are lo-
cated near seaports worldwide, and can be naturally grouped into regions: e.g.,S o u t h e a s t
Asia, East Coast North America, Northern Europe, etc. While depots within a region might
pool inventory to hedge against uncertainty, it might not be practical to allow reactive shar-
ing across regional boundaries. This scenario can be modelled using a simple modiﬁcation of
TRP2 or TRP3 where inter-regional repositioning arcs are included in the nominal prob-
lem network G, but excluded from the speciﬁcation of GW. It should be clear, then, that
the conditions in Theorems 2 and 3 decompose by region, leading to much smaller sets of
constraints guaranteeing feasibility. Such decomposition also could allow the manager to
specify certain regions where complete reactive pooling of the type speciﬁed by TRP2 is
26allowed, and other regions where the restricted reactive pooling of TRP3 is used.
The idea of partitioning a service area into regions is incorporated in the computational
study now described. The computational experiment demonstrates that realistic instances of
the empty repositioning problem can be solved eﬀectively with the proposed robust optimiza-
tion framework, and provides insight into how diﬀerent levels of conservatism (determined
by parameter k) and diﬀerent degrees of ﬂexibility for performing reactive repositioning (de-
termined by the recovery constraints) aﬀect the cost of a repositioning plan and therefore
the price of robustness.
Consider now an example problem setting representative of those found in the tank
container industry. Twenty depots, each located nearby a seaport of global importance, were
chosen to be part of the network where the tank container operator provides transportation
services. The depots were partitioned into eight geographic regions as described in Table 1.
Transportation times between seaports were determined using a published schedule of port-
to-port sailing for a large ocean carrier, in which the largest time corresponded to 5 weeks
between ports in the east coast of North America and some ports in Asia. Transportation
costs were assumed to be proportional to transportation times.
Region Depots
1. South East Asia Singapore, Port Kelang
2. East Asia Hong Kong, Shanghai, Busan
3. Japan Kobe, Tokyo
4. Northern Europe Southampton, Rotterdam, Hamburg
5. Southern Europe Algeciras, Gioia Tauro
6. North America West Los Angeles, San Francisco, Seattle
7. North America East New York, Norfolk, Savannah
8. South America Buenos Aires, Rio de Janeiro
Table 1: Regions and depots in the computational test network.
In order to generate point forecasts of the net expected supply for each time period
for each depot (i.e., the vector of nominal values), a total of 3,000 customer requests for
loaded containers were randomly generated uniformly over a time period of 57 weeks. Each
request requires a number of containers, which was randomly generated uniformly from
the set {1,2,3,4,5}. Each request has an associated origin depot and destination depot
(the determination of which is described in the following paragraph), where containers are
assumed to be sourced from and returned to, respectively. Aggregating across all requests,
the weekly net inﬂow of empty containers was calculated for each depot for each week; this
value was then used as the corresponding point forecast b(v)a te a c hn o d ev. Uncertain
intervals were then constructed assuming ﬂuctuations of up to 10% of nominal value: ˆ b(v)=
 0.10b(v) .
To incorporate geographic trade imbalances into the test problem, the origin region and
destination region of each request was randomly generated using the probabilities given in
Table 2. Within in a region, a speciﬁc depot is randomly selected with equal probability.
For this distribution data, regions in North America and Europe are on average net sources
27of empty containers, while regions in Asia and South America correspond to net sinks.
Conditional probability of destination region
Region Probability of Origin 1 2 3 4 5 6 7 8
1 0.15 0 0.10 0.10 0.20 0.15 0.20 0.20 0.05
2 0.35 0.05 0 0.05 0.15 0.10 0.30 0.30 0.05
3 0.10 0.05 0.05 0 0.15 0.10 0.30 0.30 0.05
4 0.10 0.10 0.20 0.10 0 0.10 0.20 0.25 0.05
5 0.05 0.10 0.25 0.15 0.05 0 0.15 0.25 0.05
6 0.05 0.10 0.30 0.15 0.20 0.15 0 0.00 0.10
7 0.10 0.10 0.30 0.15 0.20 0.15 0.00 0 0.10
8 0.10 0.05 0.05 0.10 0.15 0.15 0.20 0.30 0
Table 2: Origin-destination distribution information for loaded demands between regions for
computational test.
To avoid beginning and ending eﬀects created by this approach for generating time-space
net supplies, we truncated the problem horizon. The ﬁrst 9 weeks and the ﬁnal 8 weeks were
eliminated from the initial 57 weeks of data, resulting in an instance with a 40 week planning
horizon. The size of the container ﬂeet was set at 600. Initial inventories of containers at
each depot were determined proportional to the probability of a demand originating in its
corresponding region.
40-week Total Plan Cost
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74,000
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76,000
77,000
78,000
0123456789
k
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Figure 5: Total plan cost by ﬂeet size and value of control parameter k for TRP1 and
TRP2.
The instance was solved using TRP1 and TRP2, where for the latter, reactive repo-
sitioning was only allowed between depots in the same region. Control parameter k was
varied from 0 (i.e., solution to the nominal problem) to 9. Figure 5 summarizes cost results.
28Interestingly, there are no feasible solutions for TRP1 for values of k greater than 7. Note
also that the total 40-week plan cost for TRP2 increases only 3.6% from k =0t ok =9 .
All solutions were obtained using CPLEX 9.0 with default parameter values on a PC
with a 1.6 GHz processor and 1Gb of memory. In all cases it took fewer than 4 seconds of
computation time to instantiate and solve an instance.
Lastly, to examine how decisions change when using a robust repositioning approach,
we examine the planned average inventory levels at depots that result for diﬀerent levels
of k for both TRP1 and TRP2. To avoid any bias resulting from our choice of initial
inventory locations, a 2-phase approach was employed for this analysis. In Phase I, we solve
the full 40-week problem, and assume that decisions for the ﬁrst 12 weeks of the plan are
implemented. Based on these decisions, we update the nominal net supply values for weeks
13 through 17 (recall that the maximum transportation time is 5 weeks). Then, in Phase II,
we solve a 28-week instance corresponding to weeks 13 through 40. Our inventory analysis
is based on the results of the 28-week repositioning instance solved in Phase II.
Figures 6 and 7 summarize average inventory by region for diﬀerent levels of k for TRP1
and TRP2, respectively; note that these ﬁgures include regions that are net demanders of
empty containers. Not unexpectedly, observe that in both cases, average inventory per region
increases as the value of k increases. At k = 0, which corresponds to the nominal problem,
little inventory is kept at these depots; on the other hand, for values of k>0, safety-stock
inventory starts being consider in the repositioning plan in order to hedge against uncertainty.
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Figure 6: Average inventory per region by value of control parameter k for TRP1 given a
ﬂeet size of 600 containers.
29The eﬀect of inventory pooling can be observed by contrasting Figures 6 and 7. When
reactive repositioning is allowed between depots in the same region, the plan is recover-
able with respect to the same level of uncertainty, deﬁned by parameter k, with far fewer
containers of inventory per region.
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Figure 7: Average inventory per region by value of control parameter k for TRP2 given a
ﬂeet size of 600 containers.
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