Generalization ability of neural networks is very important and a rule of thumb for good generalization in neural systems is that the smallest system should be used to fit the training data. Unfortunately, it is normally difficult to determine the optimal size of networks, particularly, in the sequential training applications such as online control. In this paper, an online training algorithm with a dynamic pruning procedure is proposed for the online tuning and pruning the neural tracking control system. The conic sector theory is introduced in the design of this robust neural control system, which aims at providing guaranteed boundedness for both the input-output signals and the weights of the neural network. The proposed algorithm is applied to a multilayer perceptron with adjustable weights and a complete convergence proof is provided. The neural control system guarantees the closed-loop stability of the estimation, and in turn, a good tracking performance. The performance improvement of the proposed system over existing systems can be qualified in terms of better generalization ability, preventing weight shifts, fast convergence and robustness against system disturbance. r
Introduction
Recently, extensive research and significant progress have been made in the area of robust discrete time neural controller designed for nonlinear system [25, 14, 5, 30, 7, 10, 21, 2, 15, 18, 19, 23, 28, 31] . However, when a neural system is used to handle unlimited examples, including training date and testing data, an important issue is how well it generalizes to patterns of the testing data, which is known as generalization ability [1, 12] . For large discrete time domain sequential signals such as online control applications, it is usually impossible to cover every sample data even with proper training [9, 11] . One would like the system to generalize from training samples to the underlying function and give reasonable answers to novel inputs with the existing training data. A rule of thumb for obtaining good generalization is to use the smallest system that fits the data. When a network has too many free parameters (i.e. weights and/or units), it may end up by just memorizing the training patterns. Both theoretical [1] and practical results [6, 12] show that networks with minimal free parameters exhibit better generalization performance, which can be illustrated by recalling the analogy between neural network learning and curve fitting. Moreover, knowledge embedded in smaller trained networks is presumably easier to interpret and thus the extraction of simple rules can hopefully be facilitated. Lastly, from an implementation standpoint, small networks only require limited resources in any physical computational environment.
In this paper, a dynamic training and pruning algorithm for a generic neural control systems is proposed in which the impact of pruning is taken as a dynamic term and a general stability proof for the neural control system is derived. The plant under consideration is a nonlinear dynamic system and neural network is applied in the system to estimate the nonlinear function in the closedloop. Conic sector theory [17, 20] is introduced to design the robust control system, which aims to provide guaranteed boundedness for both the input-output signals and the weights of the neural network. The neural network is trained by this algorithm in the close-loop to provide an improved training and generalization performance over the standard back-propagation algorithm, in terms of guaranteed stability of the weights, which in turn, yields good tracking performance for the dynamical control system.
Since the stability is the primary concern of a closed-loop system, instead of a direct convergence analysis in [29] , we take the traditional approach of adaptive control system to provide a robust input-output (I/O) stability design and analysis for the neural control system, which does not require the weights to converge to the ideal values. And different to [16] , we treat the effect of pruning as a dynamic term, which will be discussed in the robustness analysis part. The conic sector theory is applied to isolate the learning and pruning part from the rest of the closed-loop system. A special normalized cost function is provided to the algorithm to reject disturbance and solve the so-called vanished cone problem. The improved performance of the proposed algorithm can be described in terms of better generalization ability, preventing weight shifting, fast convergence and robustness against system disturbance.
NN tracking controller and the dynamic training and pruning algorithm

Design of the controller
A dynamic control system can be presented at an input-output form [25, 24] as the following:
where f kÀ1 2 R m is a dynamic nonlinear function, e k 2 R m denotes the system noise vector and u kÀ1 2 R m is the control signal vector. The tracking error of the control system can be defined as
where d k 2 R m is the command signal. Define the control signal as
where k v is the gain parameter of the fixed controller and f kÀ1 is the estimate of the nonlinear function f kÀ1 by the neural network. Then the error vector can be presented as
to train the neural network as shown in Fig. 1 where thed k denotes the impact of the pruning over the whole system which will be further investigated in Sections 3 and 4. Note that the training error e k may not be directly measurable, so we should use the tracking error to generate it using the closed-loop relationship (1), (3) and (4)
Basic form of adaptive simultaneous perturbation algorithm
The adaptive simultaneous perturbation (ASP) approach [27] is composed of two parallel recursions: one for the weights W and one for the Hessian of the loss function, LðW Þ. The two core recursions are, respectively:
where a k is a non-negative scalar gain coefficient, G k ðŴ kÀ1 Þ is the input information related to the gradient or the gradient approximation. M k is a mapping designed to cope with possible non-positive definiteness of H k , andĤ k is a per-iteration estimation of the Hessian discussed below. The parallel recursions can be implemented onceĤ k is specified and the formula for estimating the Hessian at each iteration can be presented aŝ
where
with D k ¼ ðD k1 ; D k1 ; . . . ; D kp Þ T is generated via Monte Carlo according to conditions specified in [26, 29] and r k ¼ ðD
T is generated in the same statistical manner as D k , but independently of D k , and
T . c k is a positive scalar satisfying certain regularity conditions [26, 29] and withc k satisfying conditions similar to c k . The output of a three-layer neural network can be presented aŝ
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where the input vector x kÀ1 2 R n i of the neural network is
v kÀ1 2 R p v is the weight vector of the output layer, and w kÀ1 2 R p w is the weight vector of the hidden layer of the neural network with p v ¼ m Â n h and p w ¼ n h Â n i , where n i and n h are the number of the neurons in the input and hidden layers of the network, respectively. Hðŵ kÀ1 ; x kÀ1 Þ 2 R mÂPv is the nonlinear activation function matrix: with h kÀ1;i is the nonlinear activation function
which is the gain parameter of the threshold function.
Hessian based pruning
The basic idea of this approach is to use the information on the second-order derivatives of the error surface in order to make a trade-off between network complexity and training error minimization. A similar idea was originated from optimal brain damage (OBD) procedure [13] or optimal brain surgeon (OBS) procedure [8] . The starting point in the construction of such a model is the approximation of the cost function x av using a Taylor series about the operating point, described as follows:
where DŴ k is a perturbation applied to the operating point W k , with the G k ðŴ k Þ is the gradient vector and H k ðŴ k Þ is the per-iteration estimated Hessian matrix. The requirement is to identify a set of parameters whose deletion from multilayer perceptron that cause the minimal increase in the value of the cost function x av . However, for our dynamic pruning algorithm, the criteria for pruning should be based on a consecutive L-step information (the estimation error of all these L steps are smaller than the criteria, so we regard it reaches a local minimum), where L is a finite positive integer. So
To solve this problem in practical terms, the following approximations are made:
(1) Quadratic approximation: The error surface around a local minimum or global minimum is nearly ''quadratic''. Then the higher-order terms in Eq. (16) 
The goal of OBS is to set one of the synaptic weights to zero to minimize the incremental increase in x av given in Eq. (17) . LetŴ ki denote this particular synaptic weight. The elimination of this weight is equivalent to the condition
where I i is the unit vector whose elements are all zero, except for the ith element, which is equal to unity. And the goal is to minimize the quadratic term 1 2 DŴ T kH L ðŴ k ÞDŴ k with respect to the perturbation DŴ k , subject to the constraint that I T i DŴ k þŴ ki is zero, and then minimize the result with respect to the index i.
To solve this constraint optimization problem, the following penalty function is used:
where l is the Lagrange multiplier. Apply the derivative of the risk function S with respect to DŴ k , use the constraint of Eq. (18), and matrix inversion, the optimum solution of the weight vectorŴ k is
and the corresponding optimum value of the risk function S for element W i is
where H À1 is the inverse of the Hessian matrixH L , and ½H À1 i;i is the iith element of the inverse matrix. The value S i optimized with respect to DŴ k , subject to the constraint that the ith synaptic weightsŴ ki be eliminated, is called the saliency ofŴ ki .
In this method, the weight corresponding to the smallest saliency is the one selected for deletion. Moreover, the corresponding optimal changes in the remainder of the weights are given in Eq. (20) .
And till now, the idea of this novel dynamic training and pruning (DTP) algorithm is going to be established. The perturbation is applied to update the weights of both layers by using ASP algorithm and some useful information is extracted in this process to do the pruning when some criteria are satisfied. The detailed steps for implementing this novel algorithm are illustrated next.
Remark 1.
To simplify the notation, we could define the overall estimate parameter vectorŴ k ¼ ½v
However, for a multilayered neural network, it may not be possible to update all the estimated parameters with a single gradient approximation function to meet the stability requirement. Therefore, it is better that the estimated parameter vectorsv k andŵ k are updated separately in the DTP algorithm using different gradient approximation functions as in the standard BP training algorithm. This point will be explored further in the robustness analysis in the next section.
The DTP algorithm
Summary of the DTP algorithm for neural controller
Step 1. Initializing: Form the new input vector x kÀ1 of the neural network defined in Eq. (13).
Step 2. Calculating the outputf kÀ1 of the neural network: Use the input state x kÀ1 and the existing or initial weights of the network in the first iteration.
Step 3. Calculating the control input u kÀ1 by using
Step 4. Evaluating the estimation error e k by feeding the tracking error signal s k into a fixed filter.
Step 5. Evaluate the squared error of L consecutive training samples: If all of them are less than the criteria for pruning x (where we assume it reaches a local minimum), goto step 6; else, goto step 7.
Step 6. Do the pruning by choosing the weight corresponding to the minimum saliency, then goto step 7.
Step 7. Updating the weights for the output layer
and hidden layer Step8. Go back to step 2 to continue the iteration.
After summarizing the DTP algorithm, it is necessary to investigate the robustness for this algorithm.
Conic sector condition for the robustness analysis of the learning law in the output layer
The general idea is that we do not deal with the convergence property of the parameter estimate of the dynamic training and pruning algorithm directly, which is well established under certain conditions. Rather we shall prove the tracking error and the parameter estimation error of the output layer of the neural network, which are derived after pruning, are bounded using the conic sector theory under some mild assumptions. Furthermore, the boundedness condition for the parameter estimation error of the hidden layer is also derived in the next section. The purpose of the training algorithm is to make the estimate parameter vectorŴ k approximate the optimal one, and in turn, to produce an optimal tracking error for the control system. To do this, one important condition is that the time-vary equation should be bounded as required for adaptive control systems. To guarantee the boundedness condition, the robust neural controller uses a normalized DTP algorithm. In this paper, the robustness of the system is analyzed using the conic sector theory. A two-stage normalized training strategy is proposed for the DTP algorithm with guaranteed I/O stability using conic sector condition, which also provides guidelines for the selection of the DTP learning parameters and normalization to obtain an improved performance.
As for this training and pruning algorithm, it is more convenient to analyze the conic conditions for the training and pruning processes separately.
Conic sector condition for the training process in the output layer
We use k:k to denote the Frobenius norm of a matrix and Euclidean norm of a vector in this paper [4] . The stability of the input-output neural control system can be analyzed by the conic sector theory. The main concern is with the discrete time tracking error signal s k , which is an infinite sequence of real vectors. Consider, the extended space L 2e , in which the variable truncations lie in L 2 with
8t 2 Z þ (the set of positive integer). The following theory is a necessary extension to the conic sector stability of Safanov [20] for discrete time control systems. Theorem 1. Consider the following error feedback system:
for some s; Z; g40, then the above feedback system is stable with
Proof. See Corollary 2.1 [3] . & Note that operator H 1 represents the training algorithm here, the input error signal is the tracking error s k defined in Eq. (2) and the output is F k , which will be defined later and is related to the weight error vectors, and in turn, the estimation parameter error vector e k and tracking error s k through Eq. (5). H 2 usually represents the mismatched linear model uncertainty in a typical adaptive linear control system and will be defined later in this section.
The first step to use the conic sector stability Theorem 1 is to restructure the control system into an equivalent error feedback system as shown in Fig. 2 
where v Ã 2 R p v is the ideal weight vector in the output layer of the neural network, w Ã 2 R p w is the desired weight vector of the hidden layer. Therefore, the parameter estimate error vectors can be defined asṽ
for the output and hidden layers, respectively.
Assumptions. (a) The sum of the system disturbance e k is L2 norm bounded.
(b) The ideal weight vector v Ã and w Ã are L2 norm bounded. Now we are ready to establish the relationship between the tracking error signal s k and the parameter estimate vectors of the neural network, which is referred to the operator H 1 in Theorem 1 (i.e. the DTP algorithm). According to Eq. (4) the error signals can be extended as
where the operator H 2 ¼ 1 and
with D (30) and with definitions in equation, we have a gradient approximation using the simultaneous perturbation vector D v k 2 R p v to stimulate the weights of the output layer:
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Since in the basic form of ASP, H k is actually the sample mean ofĤ k during the period, which is
and according to the definition ofĤ k , we can get 
After we define the M v k , which is after the mapping of H v k
and consider the pruning, we have a normalized learning law for the weight of the output layer:
where r is the bounded normalization factor, which is traditionally used in adaptive control system to bound the signals in learning algorithm [3] , is defined as
withr40; u 2 ð0; 1Þ. Then the stability analysis of the robust neural controller can be justified by the conic sector condition, which requires the feedback system in Fig. 2 to meet certain dissipative condition as in Theorem 1 and can be justified as in the following theorem. Proof. As an easy starting point, we establish the conic sector condition between the estimate error e k and the output F v k first and then extend to the tracking error s k later. Using the learning law, we have
Consider the property of the gradient of the square error signal around attractor basin [25] À qðe
and the trace property
Eq. (48) can be rewritten as
Summing the above equation upon to N steps, we are able to establish the conic condition with a constant s v for the estimate error e k as the input in Theorem 1 and the output F v k similar to Ref. [22] :
by selecting a suitable normalized factor r v k to obtain the constant number
Note that the conic sector condition guarantees that the estimate error e k and the output F v k ¼ ÀHðŵ kÀ1 ; x kÀ1 Þṽ k are bounded according to Theorem 1, and in turn, the parameter estimate errorṽ k .
The specified normalized factor r v k plays two important roles. Firstly, it guarantees s v o1 to avoid the so-called vanished cone problem [3] ; secondly, it guarantees the sector conditions of Theorem 1 to be simultaneously satisfied by both the original feedback system and the normalized equivalent feedback system. Therefore, both conditions (a) and (b) of Theorem 1 for e k are fulfilled.
According to Theorem 1,
Þṽ kÀ1 2 L 2 leads to the bounded parameter estimation errorṽ kÀ1 for the training process of the output layer. &
Conic sector condition for the pruning process in the output layer
However, from the criterion of pruning, we know that there is pruning once per step at most. So here a new term e p k is defined to denote the estimation error instead. 
where the Dv kÀ1 is the added perturbation for pruning. According to the pruning criteria and Eq. (20), we know
with i denoting the specific weight to be pruned, I kÀ1;i is a unit vector whose elements are all zero, except for the ith element, which is equal to unity.Ĥ 
From the basic concept of pruning, we know that some weight is deleted during the pruning. For example, let v p kÀ1 2 R n denote the weight vector after pruning ofv kÀ1 , and we assume that the nth weightv k;n is pruned, so we havê
which shows that the Dv kÀ1 is related to the current weight value, so from Theorem 2, kDv kÀ1 k is a bounded term. For the convenience of the analysis later, we can rewrite the e p k as a term so that it can describe the estimation error with pruning
where t And similarly, we have the learning law for the output layer after pruning:
After reconstruct a new feedback system by using the new input e pT k and output term
, we can justify the conic sector condition for the learning law with pruning for the output layer as in Fig. 3 kṽ
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Consider the trace property
And from
Summing the above equation upon to N steps, we are able to establish the conic condition with a constant s v for the estimate error e p k as the input in Fig. 3 and the output F 
by selecting a suitable normalized factor r v k to obtain the constant number s v such that
Note that the conic sector condition guarantees that the estimate error e p k and the output F As justified in Remark 1, the hidden layer parameter of the network should be estimated separately. Therefore, a conic sector condition will be established for the hidden layer training in this section.
Conic sector condition for the training process in the hidden layer
Similar to the error equation Eq. (24), one can rewrite it as 
After we definê (14), and l min a0 is the minimum non-zero value of the parameterm kÀ1;i defined inÕ kÀ1 .
Using the similar way to the proof of Theorem 2, we have Proof. See Corollary 1 [25] . &
Simulation results
Consider a discrete-time single-link manipulator [25] 
where y is the tracking position signal, u is the control signal T ¼ 0:002 s is the sampling time, and d is the disturbance generated from a normally distributed random number with the bound kdðkÞkpd m ¼ 0:2. And it can be converted to the form as follows: 
where x 2d is the desired trajectory signal. The control signal is defined as
wheref ðkÞ is the output of a three-layered NN, with three input neurons, 100 hidden layer neurons initially and one output neuron, to estimate f ðxðkÞÞ. First, the feed-forward neural network with 100 hidden neurons is initially used. By the definition of the perturbation, D k is generated as a vector with 100 components satisfying some regularity conditions (e.g., D k being a vector of independent Bernoulli AE1 random variables satisfies these conditions). Once the perturbation is decided, the gradient approximation of the output layer can be obtained by Eq. (31), and in turn, the Hessian matrix for the output layer using Eq. (34). Similarly, Eqs. (59) and (67) can be applied to update the parameters in the hidden layer through Eqs. (35) and (68). Fig. 4 shows the output of the plant using the standard ASP algorithm without pruning using the command signal x 2d ¼ sinðp=5ÞkT and Fig. 5 shows the result by using DTP algorithm, in which the overfitting has been removed.
And the similar results can be obtained when the command signal is switched to square signal. Fig. 6 shows the system output by using the standard ASP algorithm without pruning, in which the overfitting may not be avoided. And Fig. 7 shows the result by DTP algorithm, where the overfitting has been removed.
When the criterion for pruning is not satisfied, which means pruning is not necessary, the system with DTP algorithm still performs better than the standard BP algorithm. Fig. 9 shows the system output with DTP based controller and Fig. 8 shows the result with standard BP algorithm by using the same number neurons in the hidden layer. And it can be explained by the reason of weight drifting, which can be illustrated in Figs. 11 and 10.
Conclusion
The DTP based pruning method for neural controller has been developed to obtain the guaranteed stability with improved generalization ability. A complete stability analysis is performed for this closed-loop control system. Simulation results show that the proposed neural controller performs better than a neural controller based on the standard back-propagation algorithm or standard ASP algorithm without pruning in case of overfitting. 
