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Abstract
Humans are capable of learning new tasks without for-
getting previous ones, while neural networks fail due to
catastrophic forgetting between new and previously-learned
tasks. We consider a class-incremental setting which means
that the task-ID is unknown at inference time. The imbal-
ance between old and new classes typically results in a bias
of the network towards the newest ones. This imbalance
problem can either be addressed by storing exemplars from
previous tasks, or by using image replay methods. However,
the latter can only be applied to toy datasets since image
generation for complex datasets is a hard problem.
We propose a solution to the imbalance problem based
on generative feature replay which does not require any ex-
emplars. To do this, we split the network into two parts:
a feature extractor and a classifier. To prevent forget-
ting, we combine generative feature replay in the classifier
with feature distillation in the feature extractor. Through
feature generation, our method reduces the complexity of
generative replay and prevents the imbalance problem.
Our approach is computationally efficient and scalable to
large datasets. Experiments confirm that our approach
achieves state-of-the-art results on CIFAR-100 and Ima-
geNet, while requiring only a fraction of the storage needed
for exemplar-based continual learning. Code available at
https://github.com/xialeiliu/GFR-IL.
1. Introduction
Humans and animals are capable of continually acquir-
ing and updating knowledge throughout their lifetime. The
ability to accommodate new knowledge while retaining pre-
viously learned knowledge is referred to as incremental or
continual learning, which is essential to building scalable
∗Both authors contributed equally.
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Figure 1. Comparison of generative image replay and the proposed
generative feature replay. Instead of replaying images x the pro-
posed method uses a generator G to replay features u. To prevent
forgetting in the feature extractor F we apply feature distillation.
Feature replay allows us to train classifiers H which do not suffer
from the imbalance problem common to class-incremental meth-
ods. Furthermore, feature generation is significantly easier than
image generation and can be applied to complex datasets.
and reusable artificially intelligent systems. Current deep
neural networks have achieved impressive performance on
many benchmarks, comparable or even better than humans
(e.g. image classification [13]). However, when trained
for new tasks, these networks almost completely forget the
previous ones due to the problem of catastrophic forget-
ting [31] between the new and previously-learned tasks.
To overcome catastrophic forgetting several approaches,
inspired in part by biological systems, have been pro-
posed. The first category of approaches use regulariz-
ers that limit the plasticity of the network while training
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on new tasks so the network remains stable on previous
ones [1, 19, 23, 24, 56]. Another type of approach involves
dynamically increasing the capacity of the network to ac-
commodate new tasks [21, 44], often combined with task-
dependent masks on the weights [28, 29] or activations [45]
to reduce the chance of catastrophic forgetting.
A third category of approaches relies on memory replay,
i.e. replaying samples of previous tasks while learning with
the samples of the current task. These samples could be
real ones (’exemplars’), like in [4, 25, 41] in which we re-
fer to the process as ’rehearsal’ or could be synthethic ones
obtained through generative mechanisms, in which case
we refer to the process as ’pseudo-rehearsal’ [43, 46, 49].
Incremental learning methods are typically evaluated and
designed for a particular testing scenario [48]. Task-
incremental learning considers the case where the task ID
is given at inference time [25, 29, 45]. Class-incremental
learning considers the more difficult scenario in which the
task ID is unknown at testing time [14, 41, 50].
Recently, research attention has shifted from task-
incremental to class-incremental learning. The main ad-
ditional challenge, which class-incremental methods have
to address, is balancing the different classifier heads. The
imbalance problem occurs because during training of the
current task there is none or only limited data available
from previous tasks, which biases the classifier towards the
most recently learned task. Various solutions to this prob-
lem have been proposed. iCarL[41] stores a fixed budget
of exemplars from previous tasks in a way that exemplars
approximate the mean of classes in the feature space. The
nearest-mean classifier is used for inference. Wu et al. [50]
found that the last fully-connected layer has a strong bias
towards new classes, and corrected the bias with a linear
model estimated from exemplars. Hou et al. [14] replace the
softmax with a cosine similarity-based loss, which, com-
bined with exemplars, addresses the imbalance problem.
All these methods have in common that they require stor-
age of exemplars. However, for many applications – espe-
cially due to privacy concerns or storage restrictions – it is
not possible to store any exemplars from previous tasks.
The only methods which successfully addresses the im-
balance problem without requiring any exemplars are meth-
ods performing generative replay [46, 49]. These meth-
ods train a generator continuously to generate samples of
previous tasks, and therefore prevent the imbalance prob-
lem. Thus, these methods report excellent results for class-
incremental learning. However, they have one major draw-
back: the generator should accurately generate images from
previous task distributions. For small data sets like MNIST
and CIFAR-10 this is feasible, however, for larger datasets
with more classes and larger images (like CIFAR-100 and
ImageNet) these methods yield unsatisfactory results.
In this paper, we propose a novel approach based on gen-
erative feature replay to overcome catastrophic forgetting in
class-incremental continual learning. Our approach is mo-
tivated by the fact that image generation is a complex pro-
cess when the number of images is limited or the number of
classes is high. Therefore, instead of image generation we
adopt feature generation which is considerably easier than
accurately generating images. We split networks into two
parts: a feature extractor and a classifier. To prevent forget-
ting in the entire network, we combine generative feature
replay (in the classifier) with feature distillation on the fea-
ture extractor. To summarize, our contributions are:
• We design a hybrid model for class-incremental learn-
ing which combines generative feature replay at the
classifier level and distillation in the feature extractor.
• We provide visualization and analysis based on Canon-
ical Correlation Analysis (CCA) of how and where net-
works forget in order to offer better insight.
• We outperform other methods which do not use exem-
plars by a large margin on the ImageNet and CIFAR-
100 datasets. Notably, we also outperform methods
using exemplars for most of the evaluated settings. Ad-
ditionally, we show that our method is computationally
efficient and scalable to large datasets.
2. Related Work
2.1. Continual learning
Continual learning can be divided into three main cate-
gories as follows (more details in the surveys [7, 36]):
Regularization-based methods. A first family of tech-
niques is based on regularization. They estimate the rele-
vance of each network parameter and penalize those param-
eters which show significant change when switching from
one task to another. The difference between these methods
lies on how the penalization is computed. For instance, the
EWC approach in [19, 24], weights network parameters us-
ing an approximation of the diagonal of the Fisher Informa-
tion Matrix (FIM). In [56], the importance weights are com-
puted online. They keep track of how much the loss changes
due to a change in a specific parameter and accumulate this
information during training. A similar approach is followed
in [1], but here, instead of considering the changes in the
loss, they focus on the changes on activations. This way,
parameter relevance is learned in an unsupervised manner.
Instead of regularizing weights, [15, 23] align the predic-
tions using the data from the current task.
Architecture-based methods. A second family of methods
to prevent catastrophic forgetting produce modifications in
a network’s morphology by growing a sub-network for each
task, either logically or physically [21, 44]. Piggyback [28]
and Packnet [29] and learn a separate mask for each task,
while HAT [45] and Ternary Feature Masks [30] learn a
mask on the activations instead of for each parameter.
Rehearsal-based methods. The third and last family of
methods to prevent catastrophic forgetting are rehearsal-
based. Existing approaches use two strategies: either store
a small number of training samples from previous tasks
or use a generative mechanism to sample synthetic data
from previously learned distributions. In the first cate-
gory, iCaRL [41] stores a subset of real data (called ex-
emplars). For a given memory budget, the number of ex-
emplars stored should decrease when the number of classes
increases, which inevitably leads to a decrease in perfor-
mance. A similar approach is pursued in [25], but the gra-
dients of previous tasks are preserved. An improved ver-
sion of this approach overcomes some efficiency issues [5].
In [14] the authors propose two losses called the less-forget
constraint and inter-class separation to prevent forgetting.
The less-forget constraint minimizes the cosine distance be-
tween the features extracted by the original and new mod-
els. The inter-class separation separates the old classes from
the new ones with the stored exemplars used as anchors.
In [50, 2], a bias correction layer to correct the output of the
original fully-connected layer is introduced to address the
data imbalance between the old and new categories. In [38],
they propose to store activations for replay and a slow-down
learning at all the layers below the replay layer.
Methods in the second category do not store any exem-
plars, but introduce a generative mechanism to sample data
from. In [46], memory replay is implemented with an un-
conditional GAN, where an auxiliary classifier is required
in order to determine which class the generated samples be-
long to. An improved version of this approach was intro-
duced in [49], where they use a class-conditional GAN to
generate synthetic data. In contrast, FearNet [17] uses a
generative autoencoder for memory replay and [53] gen-
erates intermediate features. Using the class statistics from
the encoder, synthetic data for previous tasks is generated
based on the mean and covariance matrix. The main limita-
tion of this approach is the assumption of a Gaussian distri-
bution of the data and the reliance on pretrained models.
2.2. Generative adversarial networks
Generative adversarial networks (GANs) [11] are able
to generate realistic and sharp images conditioned on ob-
ject categories [12, 39], text [42, 57], another image (image
translation) [18, 58] and style transfer [10]. In the context
of continual learning, they were successfully been used for
memory replay, by generating synthetic samples from pre-
vious tasks [49]. Here we are going to analyze the GANs
limitations and argue why GANs for feature generation are
preferable over image generation.
Adversarial image generation. Although GANs achieved
impressive performance recently, in order to generate high-
resolution images [3, 16], they are not immune to common
GAN problems such as stability (solutions are available at a
high computational costs) and the need for a large training
set of real images. Additionally, the generation of high-
resolution images does not guarantee that they are able to
capture a large enough variety of visual concepts with a
good discriminative power [6]. Only recently, the authors
in [27] proposed to uses high resolution images.
However, they are not yet sufficient to generate high
quality images for the downstream tasks, for instance train-
ing a deep neural network classifier. In the case of few-shot
and zero-shot learning, only few samples or no sample are
existing to train the GANs, which results in even more chal-
lenges to generate useful images.
Adversarial feature generation. Recently, feature gener-
ation has appeared as an alternative to image generation,
especially for the cases of few-shot learning, demonstrating
superior performance. In [51], they propose a GAN archi-
tecture with a classifier on top of the generator, in order
to generate features that are better suited for classification.
The same idea is further improved in [52], where they com-
bine a better feature generator by combining the strength
of a VAE and a GAN. In the current work, we use adver-
sarial feature generation for memory replay in a continual
learning framework. As demonstrated in [51, 52], feature
generation has achieved superior performance compared to
image generation for zero-shot and few-shot learning.
3. Forgetting in feature extractor and classifier
In this section, we take a closer look at how forgetting
occurs at different levels in a CNN.
3.1. Class-incremental learning
Classification model and task. We consider classification
tasks learned from a dataset D = {(xi, yi)}Ni=1, where
xi ∈ X is the ith image, yi ∈ C is the corresponding
label (from a vocabulary of K classes) and N is the size
of the dataset. The classifier network has the form y˜ =
M (x; θ, V ) = H (F (x; θ) ;V ) , where we explicitly dis-
tinguish between feature extractor F (x; θ), parametrized
by θ, and classifier H (u;V ) = A (V u), where V is a
matrix projecting the output of the feature extractor u to
the class scores (in the following we omit parameters θ
and V ), and A is the softmax function that normalizes the
scores to class probabilities. During training we minimize
the cross-entropy loss between true labels and predictions
LCE (D) = −ΣNi=1yi · log y˜i, where yi is the one-hot rep-
resentation of class label yi ∈ C.
Continual learning. We consider the continual learning
setting where T classification tasks are learned indepen-
dently and in sequence from the corresponding datasets
D1, . . . ,Dt, . . . ,DT . The resulting modelMt after learning
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Figure 2. Canonical Correlation Analysis (CCA) similarity of different continual learning methods performed on equally distributed 4-task
scenario on CIFAR-100. The vertical axis shows the evolution over time of the correlation for given task activations. The horizontal axis
shows correlation at different layers of the network.
task t has feature extractor Ft and classifierHt . We assume
that the classes in each task are disjoint, i.e. Ct
⋂ Ct′ = ∅ for
all t′ 6= t. Ideally, after learning task t, the model can per-
form inference on all tasks t′ ≤ t (i.e. it remembers current
and previous tasks). We consider class-incremental learn-
ing in this work, where task-ID is unknown and it requires
predictions over all the classes learned so far.
3.2. Forgetting analysis of various methods
Fine-tuning. In Figure 2 (far left) we illustrate the effect of
continual learning (via simply fine-tuning the network on
new tasks) on features extracted at different layers of the
network. Forgetting is measured using Canonical Correla-
tion Analysis (CCA) similarity∗ between the features ex-
tracted for task t′ ≤ t by model Mt and the optimal model
Mt′ (i.e. trained at time t′ withDt′ ). Earlier features remain
fairly correlated, while the correlation decreases progres-
sively with increasing layer depth. This suggests that for-
getting in higher-level features is more pronounced, since
they become progressively more task-specific, while lower
features are more generic.
Learning without forgetting. A popular method to pre-
vent forgetting is Learning without Forgetting (LwF) [23],
which keeps a copy of the model Mt−1 before learning
the new task and distills its predicted probabilities into the
new model Mt (which may otherwise suffer interference
from the current task t). In particular, LwF uses a modified
cross-entropy loss over each head of previous tasks given
∗CCA similarity computes the similarity between distributed repre-
sentations even when they are not aligned. This is important, since learning
new tasks may change how different patterns are distributed in the repre-
sentation. We use SVCCA [40] which first removes noise using singular
value decomposition (SVD).
by LLwF (Xt) = −Ex∼XtΣt−1j=1y˜t−1,j · log y˜t,j .
Note that the probabilities y˜t−1,j and y˜t,j are always
estimated with current input samples x ∈ Xt, since data
from previous tasks is not available. Since tasks are dif-
ferent, there is a distribution shift in the visual domain (i.e.
y˜t−1,j if extracted from x ∈ Xt−1 instead of x ∈ Xt),
which can reduce the effectiveness of distillation when the
domain shift from Xt−1 to Xt is large. Figure 2 shows how
LwF helps to increase the CCA similarity for previous tasks
at the classifier, effectively alleviating forgetting and main-
taining higher accuracy for previous tasks than fine tuning.
However, the correlation at middle and lower-level layers in
the feature extractor remains similar or lower to the case of
fine tuning. This may be caused by the fact that the distil-
lation constraint on the probabilities is too loose to enforce
correlation in intermediate features.
Generative image replay. The lack of training images for
previous tasks in continual learning has been addressed with
a generator of images from previous tasks and using them
during the training of current and future tasks [34, 35, 46,
49]. We consider conditional GAN with Projection Dis-
criminator [33], which can control the class of generated
images. At time t, the image generator samples images
xˆ = Gt−1 (c, z) where c is the desired class and z is a
random latent vector sampled from a simple distribution
(typically a normalized Gaussian). These generated images
are combined with current data in an augmented dataset
D′t = {(xˆi, yi)}NRi=1∪Dt, where xˆi = Gt−1(yi, zi) and NR
is the number of replayed images for previous tasks (typi-
cally distributed uniformly across tasks and classes).
Generative image replay, while appealing, has numerous
limitations in practice. First, real images are high dimen-
sional representations and the image distribution of a partic-
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Figure 3. Proposed framework. Distillation and feature generation are used during training to prevent forgetting previous tasks. Once the
task is learned, the feature generator is updated with adversarial training and distillation to prevent forgetting in the generator.
ular task lies in a narrow yet very complex manifold. This
complexity requires deep generators with many parameters
and are computationally expensive, difficult to train, and of-
ten highly dependent on initialization [26]. Training these
models requires large amounts of images, which is rarely
the case in continual learning. Even with enough training
images, the quality of the generated images is often unsat-
isfactory as training data for the classifier, since they may
not capture relevant discriminative features. Figure 2 shows
the CCA similarity for class-conditional GAN. It shows a
similar pattern to LwF and fine tuning with the similarity
decreasing especially in intermediate layers.
4. Feature distillation and generative feature
replay
In the previous analysis of forgetting in neural networks,
we saw that generative image replay yields unsatisfactory
results when applied to datasets that are difficult to generate
(like CIFAR-100). We also observed that feature distillation
prevents forgetting in the feature extractor. Therefore, to
obtain the advantage of replay methods, which do not have
the imbalance problem arising from multiple classification
heads, we propose feature replay as an alternative to image
replay. We combine feature distillation and feature replay in
a hybrid model that is effective and efficient. (see Figure 1
right).
Specifically, we use distillation at the output of the fea-
ture extractor in order to prevent forgetting in the feature
extractor, and use feature replay of the same features to pre-
vent forgetting in the classifier and to circumvent the clas-
sifier imbalance problem. Note that feature distillation has
also been used in other applications [32, 47, 55].
Our framework consists of three modules: feature ex-
tractor, classifier, and feature generator. To prevent forget-
ting we also keep a copy of the feature extractor, classifier
Algorithm 1 : Class-incremental task learning.
Input: Sequence D1, . . . ,DT , where Dt = (Xt, Ct).
Require: Feature extractor F0, Classifier H0,
Generator G0. All trained end-to-end.
for t = 1, . . . , T
if t = 1
Step 1: Train F1 and H1 with D1.
Step 2: Train G1 with u1 = F1(xi),∀xi ∈ D1.
else
Step 3: Train Ft and Ht with Dt and generated
features uˆt′ = Gt−1(Ct′ , z), where Ct′ is
all previous classes.
Step 4: Train Gt with ut = Ft(xi),∀xi ∈ D1 and
uˆt′ = Gt−1(Ct′ , z)
end for
and feature generator from the previous set of tasks. Fig-
ure 3 illustrates continual learning in our framework. The
classifier Ht and feature extractor Ft for task t are implic-
itly initialized withHt−1 and Ft−1 (which we duplicate and
freeze) and trained using feature replay and feature distilla-
tion. When the feature extractor and classifier are trained,
we then freeze them and then train the feature generatorGt.
A detailed algorithm is given in Algorithm 1.
4.1. Feature generator
To prevent forgetting in the classifier we train a feature
generator Gt to model the conditional distribution of fea-
tures pu (u|c) as uˆ = Gt (c, z), and sample from it when
learning future tasks. We consider two variants: Gaussian
class prototypes, conditional GAN with replay alignment.
Gaussian class prototypes. We represent each class
c of a task t as a simple Gaussian distribution
Gt(c, z) = N (u;µ(c)t ,Σ(c)t ), where N (·; ·, ·) is a Gaus-
sian distribution whose parameters are estimated using
{ui = Ft (xi) ,∀ (xi, yi) ∈ Dt, yi = c}. This variant has
the advantage of compactness and efficient sampling.
Conditional GAN with replay alignment. To generate
more complex distributions and share parameters across
classes and tasks, we propose to generate the feature extrac-
tor distribution with GANs. We use the Wasserstein GAN
and adapt it to feature generation and continual learning us-
ing the following losses (between learning tasks t and t+1):
LWGANDt (Xt) = +Ez∼pz,c∈Ct [Dt (c,Gt (c, z))] (1)
−Eu∼Dt [Dt (c, Ft (x))]
LWGANGt (Xt) = −Ez∼pz,c∈Ct [Dt (c,Gt (c, z))] . (2)
A replay alignment loss LRAGt is also added:
LRAGt = Σt−1j=1Σc∈CjEz∼pz
[
‖Gt (c, z)−Gt−1 (c, z)‖22
]
.
(3)
which can be seen as a type of distillation [49]. This replay
alignment loss encourages the current generator Gt to re-
play exactly the same features asGt−1 when conditioned on
a given previous class c and a given latent vector z. We use
a discriminatorDt during the adversarial training, which al-
ternates updates of Dt and Gt (i.e. minDt LWGANDt (Xt) and
minGt LWGANGt (Xt) + LRAGt , respectively).
4.2. Feature extractor with feature distillation
We prevent forgetting in Ft by distilling the features ex-
tracted by Ft−1 via the following L2 loss:
LFDFt (Xt) = Ex∼Xt [‖Ft (x)− Ft−1 (x)‖2] . (4)
Note that there are no separate losses for each head (like
in [23]) because the feature u = F (x) is shared among
tasks. Also, the loss can be applied on any feature (e.g.
tensors). Note in Fig. 2 (center) how the CCA similarity of
our approach compared to LwF increases, which indicates
that there is less forgetting.
4.3. Algorithm of class-incremental learning
We are interested in a single head architecture that pro-
vides well-calibrated, task-agnostic predictions, which nat-
urally arises if all tasks are learned jointly when all data is
available. In our case we extend the last linear layer Vt−1
to Vt by increasing its size to accommodate the new classes
Ct. The softmax is also extended to this new size. During
training we combine the available real data for the current
task (fed to Ft) with generated features for previous tasks
{(uˆi, yi)}NRi=1. Since we only train a linear layer with fea-
tures, this process is efficient.
Figure 2 (far right) shows that our method preserves sim-
ilar representations for previous tasks at all layers, includ-
ing the classifier. Our combination of distillation and replay
maintains higher accuracy across all tasks, effectively ad-
dressing the problems of forgetting and task aggregation.
5. Experimental results
We report experiments evaluating the performance of our
approach compared to baselines and the state-of-the-art.
Datasets. We evaluate performance on ImageNet [8] and
CIFAR-100 [20]. ImageNet-Subset contains the first 100
classes in ImageNet in a fixed, random order. We resize
ImageNet images to 256×256, randomly sample 224×224
crops during training, and use the center crop during testing.
CIFAR-100 images are padded with 4 pixels, from which
32×32 crops are randomly sampled. The original center
crop is used for testing. Random horizontal flipping is used
as data augmentation for both datasets.
Training. We use Pytorch as our framework [37]. For
CIFAR-100, we modify the ResNet-18 network to use 3×3
kernels for the first convolutional layer and train the model
from scratch†. We train each classification task for 201
epochs and GANs for 501 epochs. For ImageNet, we use
ResNet-18 and also train the model from scratch. We train
each classification task for 101 epochs and GANs for 201
epochs. The Adam optimizer is used in all experiments,
and the learning rate for classification and GANs are 1e-
3 and 1e-4, respectively. The classes for both datasets are
arranged in a fixed random order as in [14, 41]. The coeffi-
cient of distillation loss is set to 1.
Evaluation. The first evaluation metric is the average over-
all accuracy as in [14, 41]. It is computed as the average ac-
curacy of all tasks up to the current task. The second evalua-
tion metric is the average forgetting measure as in [4]. It de-
fines forgetting for a specific task as the difference between
the maximum accuracy achieved on that task throughout
the learning process and the accuracy the model currently
achieves for it. The average forgetting is computed by aver-
aging the forgetting for all tasks up to the current one. More
evaluation metrics can be found in [9, 22]
5.1. Class-incremental learning experiments
We first compare our approach with other methods on
ImageNet-Subset and CIFAR-100. We use half of the
classes from each dataset as the first task and split the re-
maining classes in 5, 10 and 25 tasks with equally dis-
tributed classes (as also done in [14]). In figures and ta-
bles “Ours Gaussian” indicates our method with Gaussian
replay and “Ours” indicates our method with generative fea-
ture replay. We compare our approach with several meth-
ods: LwF [23], EWC [19], MAS [1], iCaRL [41] and Re-
balance [14]. iCaRL-CNN uses a softmax classifier while
iCaRL-NME uses the nearest mean classifier. The first three
methods are trained without exemplars and iCaRL and Re-
balance store 20 samples per class. For the first three meth-
ods, we train a multi-head network, where each task has
†This network setting was also used for the computation of Figure 2.
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Figure 4. Comparison in the average accuracy (Top) and the average forgetting (Bottom) with various methods on ImageNet-Subset. The
first task has the half number of classes, and the remaining classes are divided into 5, 10, 25 tasks respectively. The lines with symbols are
methods without using any exemplars, and without symbols are methods with 2000 exemplars. (Joint Training: 77.6)
Table 1. Memory use comparison between exemplar-based meth-
ods, generative image replay (MeRGAN), and Ours.
Method Datasets Image Size Exemplar ResNet-18 GAN
Exemplar-based
CIFAR-100 32x32x3 2000 (6.2 Mb) 42.8 Mb ∗ –
ImageNet-100 256x256x3 2000 (375 Mb) 45 Mb –
ImageNet-1000 256x256x3 20000 (3.8 Gb) 45 Mb –
MeRGAN – – – 45 Mb 8.5 Mb
Ours – – – 45 Mb 4.5 Mb
a separate head since they will not work with single-head
when there are no exemplars. We simply pick the maximum
probability across all heads as the chosen output.
Comparative analysis on ImageNet-Subset. We re-
port the average accuracy and the average forgetting on
ImageNet-Subset in Figure 4. It is clear that using exem-
plars for iCaRL and Rebalance is superior to most meth-
ods without exemplars, such as LwF, MAS and EWC. Our
method with Gaussian replay performs similarly to iCaRL-
NME and much better than iCaRL-NME in the 5 and 10
task setting. Surprisingly, it outperforms both iCaRL-CNN
and iCaRL-NME by a large margin in the 25-task setting.
By using GANs for replay, our method shows significant
improvement compared to Gaussian replay and outperforms
the state-of-the-art method Rebalance by a large margin.
The gain increases with increasing number of tasks. It
achieves the best results in all settings in terms of both aver-
age accuracy and forgetting. It is important to note that for
our methods we do not need to store any exemplars from
previous tasks and generated features are dynamically com-
bined with current data. A comparison with other methods
on ImageNet-1000 is in Appendix A.
Comparative analysis on CIFAR-100. Results for
CIFAR-100 are shown in Figure 5. Our method with gener-
ative feature generation outperforms iCaRL, LwF, MAS and
EWC by a large margin and achieves comparable results as
Rebalance in the case of 5 and 10 tasks. We achieve slightly
worse results in the 25-task setting compared to Rebalance,
which might be because features from low resolution im-
ages are not as good as those learned from ImageNet. In
contrast, for both iCaRL and Rebalance, 2000 exemplars in
total must be stored. It is interesting that our method with
Gaussian replay performs quite well compared to iCaRL,
but slightly worse than Rebalance.
5.2. Comparison of storage requirements
In Table 1 we compare the memory usage of exemplar-
based methods iCaRL [41] and Rebalance [14], the gener-
ative image replay method MeRGAN [49], and our gener-
ative feature replay. Exemplar methods normally store 20
images per class (from ImageNet or CIFAR-100), and the
memory needed thus increases dramatically from 6.2MB to
375MB for 100 classes. Our approach, however, requires
only a constant memory of 4.5MB for the generator and
discriminator. For 256×256×3 images, our model is equiv-
alent to only 24 total exemplars. Note that it is hard for
exemplar-based methods to learn with only 24 exemplars.
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Figure 5. Comparison in the average accuracy (Top) and the average forgetting (Bottom) with various methods on CIFAR-100. The lines
with symbols are methods without using any exemplars, and without symbols are methods with 2000 exemplars. (Joint Training: 72.0)
For larger numbers of classes such as full ImageNet-1000,
it takes 3.8GB to store 20 samples per class. MeRGAN re-
quires 8.5MB of memory, which is almost double the mem-
ory usage of ours. However, MeRGAN has difficulty gen-
erating realistic images for both CIFAR-100 and ImageNet
and therefore obtains inferior results.
5.3. Generation of features at different levels
For our ablation study we use CIFAR-100 with 4 tasks
with an equal number of classes. In Table 2 we look for the
best depth of features to apply replay and distillation. We
found that replaying at shallower depth results in dramati-
cally lower performance. This is probably caused by: (1)
the complexity of generating convolutional and lower-level
features compared to the generation of linear high-level fea-
tures from Block 4 (Ours); and (2) the difficulty of keeping
the head parameters unbiased towards the last trained task
when moving replay down in the network.
6. Conclusions
We proposed a novel continual learning method that
combines generative feature replay and feature distillation.
We showed that it is computationally efficient and scalable
to large datasets. Our analysis via CCA shows how catas-
trophic forgetting manifests at different layers. The strength
of our approach relies on the fact that the distribution of
high-level features is significantly simpler than the distribu-
tion at the pixel level and therefore can be effectively mod-
Table 2. Ablation study of replaying different features on CIFAR-
100 for the 4-task scenario. For generative image replay, we use
MeRGAN [49], Blocks 1, 2, and 3 are the features after the corre-
sponding residual block in ResNet. Block 4 is the high-level linear
features for our method. Average accuracy of all tasks is reported.
T1 T2 T3 T4
Image (MeRGAN) 82.4 37.7 17.8 9.7
Block 1
80.7
41.6 26.5 20.1
Block 2 41.0 26.5 20.0
Block 3 51.1 37.0 26.6
Block 4 (Ours) 57.6 48.2 41.5
eled with simpler generators and trained on limited samples.
We perform experiments on the ImageNet and CIFAR-100
datasets. We outperform other methods without exemplars
by a large margin. Notably, we also outperform storage-
intensive methods based on exemplars in several settings,
while the overhead of our feature generator is small com-
pared to the storage requirements for exemplars. For future
work, we are especially interested in extending the theory
to feature replay for continual learning of embeddings [54].
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Table 3. Ablation study of different regularization methods on
CIFAR-100 for the 4-task scenario.
T1 T2 T3 T4
EWC + GAN
81.9
40.8 26.8 21.2
MAS + GAN 40.2 26.0 20.9
Feature Distillation + GAN 58.4 48.8 42.2
Appendices
A. Comparative analysis on ImageNet-1000
The average accuracy and forgetting on ImageNet-1000
are shown in Figure 6. We can see that our proposed method
outperforms iCaRL by a large margin in 5, 10 and 25 tasks.
Compared to the state-of-the-art method Rebalance, we ob-
tain slightly better accuracy in 5 tasks, and the gap is en-
larged in both 10 and 25 tasks. In terms of the average
forgetting, our method surpasses all methods by more than
10%. It is important to note that for both iCaRL and Rebal-
ance, they need to store 20000 exemplars in order to train in
a continual setting. It takes about 3.8 Gb memory for these
exemplar-based methods, while for our proposed method,
we only need to store a generator and a discriminator with
4.5 Mb memory.
B. Ablation study on different regularization
For our ablation study we use CIFAR-100 with 4 tasks of
equal number of classes. In Table 3 we compare different
regularization methods in feature extractor, where feature
distillation clearly outperforms MAS and EWC. This shows
that adding constraints on features is superior to constrain-
ing in parameter space. This guarantees that the generated
features are closer to the real ones.
C. T-SNE on generated features
Here we show the T-SNE visualization of generated fea-
tures using GANs and real features extracted from images
(see Figure 7). We can see that the distributions of gener-
ated features and real features are very close, which allows
our proposed method to train the classifier jointly with cur-
rent data. There are clusters in the figures, which represents
the distributions of different classes.
D. Architecture details
Generator and Discriminator consist of two hidden layer
of 512 neurons followed by LeakyReLU with parameter
0.2. We concatenate Gaussian noise z of 200 dimensions
and one-hot vectors as input of Generator. More details can
be seen in the available code.
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Figure 6. Comparison in the average accuracy (Top) and the average forgetting (Bottom) with various methods on ImageNet-1000. The
first task has the half number of classes, and the remaining classes are divided into 5, 10 and 25 respectively. The lines with symbols are
methods without using any exemplars, and without symbols are methods with 20000 exemplars.
5-task setting 10-task setting 25-task setting
Figure 7. Real features (Red) and Generated features (Blue) on ImageNet-Subset of first task after training all tasks in 5, 10 and 25 tasks
setting, respectively.
