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1. Introduction
This paper brings together two hitherto disparate research areas: real-time numerical-experimental substructure-based testing of structures under dynamic loading as discussed by Wagg and Stoten [1] and Darby et al. [2] ; and bond graph based physical-model-based control as introduced by Sharon et al. [3] and extended by Gawthrop [4] , Costello and Gawthrop [5] and, in particular the virtual actuator approach of Gawthrop et.al. [6, 7] .
Real-time dynamic substructuring is a novel experimental testing technique which can be used to test individual components of engineering systems. This type of testing has been developed from experimental testing of large scale structures using multiple time scales [8, 9] . The basic concept is that a complete model of the system is made by combining an experimental part with a numerical part.
Originally this was done for situations where numerical models of the experimental part were unreliable -such as failure of concrete columns under earthquake loading [10] . However, the technique has now been developed for a broader range of applications and in fact can now also be viewed as an advanced form of component testing. In the fields of mechanical and aerospace engineering, physical components are often tested to either characterise or improve the design performance. Substructure testing offers a way of accurately testing nonlinear components which can be useful in many applications in these fields. Some examples are described in [11] in connection with aerospace engineering. To carry out a substructuring test the component of interest is isolated and fixed into an experimental test system. To link the experimental substructure to the numerical substructure, a set of transfer systems are controlled to follow the appropriate output from the numerical model. At the same time the forces between the transfer systems and experimental substructure are fed back into the numerical model to give a issue [14] .
The bond graph approach to modelling of dynamic systems, introduced by Henry Paynter of MIT [15] , is well established [16, 17, 18, 19, 20, 21] . The authors believe that the approach provides a natural conceptual framework for reasoning about substructuring.
As noted by Wagg and Stoten [1] , the key issue of substructuring to be resolved is the synchronisation of the motion of the physical substructure and the computer-based numerical substructure. There are two distinct problems here: the fact that the numerical integration implicit in the numerical substructure introduces errors and the fact that there is usually a dynamical system (the transfer system) interposed between the computer and the physical systems. In this paper, the former is referred to as the numerical synchronisation problem and the latter as the physical synchronisation problem. The numerical synchronisation problem is essentially an issue of numerical analysis. It has been discussed by, for example, Darby et al. [2] and Algaard et al. [22] . Although important, it is not the subject of this paper.
The physical synchronisation is essentially a control problem, with the response delay of the actuator being the critical issue for the substructuring algorithm. Delay compensation is a well known issue for real-time substructuring, with a number of single step forward prediction approaches having already been presented by Horiuchi et al. [23] , Darby et al. [13] along with other compensation techniques such as Horiuchi and Konno [24] which have shown to improve accuracy. A more generic approach is presented by Wallace et al. [14] which allows multiple and fractions of one time step to be predicted without interpolation. Given the insight afforded by the bond graph approach, this paper shows that an alternative solution to the physical synchronisation problem is provided by the virtual actuator in principle, be used in the case when the substructure is nonlinear. However, within the context of this paper, the virtual junction approach is applied to linear substructured systems.
The paper is organised as follows. Section 2 gives a bond graph based interpretation of substructuring. Section 3 introduces virtual junctions and actuators and section 4 illustrates the method using a previously used example [1] . Section 5 discusses an experimental verification of the approach, and Section 6 concludes the paper and discusses some possible extensions. Following Wagg and Stoten [1] and Darby et al. [2] , this paper considers real-time dynamic substructuring whereby a dynamic system is substructured into two parts: numerical substructure to be simulated numerically and Substructuring can be readily described in bond graph terms as follows. Given the bond graph of a dynamic system, choose the set of components forming the physical substructure and mark all bonds external to this substructure, in general there will be N ≥ 1 such bonds and the remaining components will form the numerical substructure. Thus each of the two substructures has N ports connected by the N marked bonds. In the case of mechanical systems, each port will correspond to a force-velocity pair; in general this can be any effort-flow pair.
Bond Graph Substructuring
This decomposition is depicted in Figure 1 
and thus both the numerical and physical substructures may themselves contain many subsystems. In this case, the quantities in (1) can be regarded as vectors containing N components. The simulation example of Section 4 has N = 1; the experimental example of Section 5 has N = 2.
As pointed out previously, [1, 2] it is often not possible to connect the two substructures of Figure 1 (a) because it is not physically possible to directly apply the signal implied by the numerical substructure to the physical system. In bond graph terms, the two systems of Figure 1 Assumption 1 is not essential but simplifies the development; assumption 2 is essential for this paper but could be removed as discussed in Section 6; assumption 3 is the main issue addressed here.
The fact that the substructured system of Figure 1 (a) cannot be directly implemented but rather must be approximated by Figure 1 (b) means that (1) no longer holds and must be replaced by: 
A similar problem has been noted in the context of bond graph based physical-model based control [6, 7] . This paper applies the (suitably modified) solution of this control problem to the substructuring problem. In particular, it is shown constructively in Section 3 that if the augmented physical substructure aPhy of Figure 1 (b) is given by Figure 2 (a), then the three-port (each port corresponding to N bonds) virtual junction VJ component can, in certain circumstances, provide a solution to the exact synchronisation problem.
Virtual junctions and Actuators
The virtual actuator approach to control system design was introduced by Gawthrop et al. [6] and experimentally verified by [7] in the context of control system design. The same concepts are used in this paper in the context of substructuring; this section gives a brief overview of the approach.
The virtual junction component appearing in Figure 1 (b) has three ports labelled: The purpose of the virtual junction is to make the input-output properties of the systems of Figure 1 (a) and 1(b) identical. For example, this can be done if the virtual junction implements the equations:
where
The design of the virtual junction component is considered in detail elsewhere [7, 6] . The design for a particular example is discussed in Section 4. Given the structure of Figure 1 , there are two restrictions on the class of systems for which a virtual junction can be successfully implemented:
Assumption 4. The transfer system is stable and has stable zero dynamics. 
Assumption 4 ensures internal stability and assumption 5 ensures that the combined numerical substructure and virtual junction is proper and thus has a state-space realisation.
It is clear from this that an accurate model of the transfer system is required. Section 5 has more discussion on this point. Further, with reference to Figure 4 (b) the physical mass m 3 is controlled via the transfer system m t .
Simulation Example
As shown in Figure 5 , the Transfer system is based on the Mass substructure with the left-hand port connected to a zero velocity source. This gives a simpler situation than that of Figure 1 as both F T and v T are associated with a single port.
Following the approach of Section 2, the numerical system is obtained as in Figure 2 (a) by attaching the masses m 1 & m 2 to the virtual junction which is shown in expanded form in 3(a). The virtual junction transfer function representation is:
The overall system then consists of the numerical and physical systems connected as in Figure 1 .
As discussed in Section 2, the numerical simulation corresponds to a proper transfer function. The corresponding state-space matrices are: 
The desired system of Figure 4 (a) and the substructured system of Figure 1 were both simulated using the numerical parameters indicated in Figure 7 and the velocity of the third mass of the desired system (y d ), together with the corresponding velocity of the third mass of the substructured system (y s ), are plotted in Figure 7 (a). There is a transient error due to a non-zero initial condition being applied to the transfer system (initial velocity = 0.01). With zero initial conditions, y s = y d . Figure 7 (b) shows the control signal associated with the substructured system: the external force applied to the transfer system. The simulation code was automatically generated from the bond graph diagrams using MTT [25] . 
Experimental Example
The model to be simulated appears in Figure 8 ; it has been divided into physical and numerical substructures and the parameters are given in the caption. The physical substructure is modelled as Figure 10 . Thus the substructured model corresponding to this example appears in Figure 1 spring k 1 and another between the mass m t2 and the spring k 2 . The left-hand mass m t1 , together with the actuator, forms the scalar transfer system tra of Figure 11 (a); two instances of tra are combined in There were two sets of experiments: identification of a dynamical model of the transfer system (Section 5.1) and validation of the bond graph approach to substructuring (Section 5.2).
Transfer system identification
The left-hand transfer system has the following components:
1. the linear actuator, comprising an AC servo motor and associated power amplifier driving a ballscrew mechanism;
2. the mass m t1 of Figure 9 , equal to 2.2 kg;
3. the LVDT sensor measuring the position x 1 of the mass m t1
The right-hand transfer system was similar.
As discussed in section 3, the virtual junction approach requires an accurate model of the transfer system. Unfortunately, AC servos are non-linear [26] and difficult to characterise from first principles as is the ball screw mechanism. Analysis of experimental measurements of step responses showed that the dynamical response of the servo motor/ball-screw was indeed dependent on the form of the input signal.
Most actuators used in this context are indeed non-linear and this must therefore be an important consideration in transfer system design. In particular, it is well-known that the use of feedback reduces uncertainly and nonlinearity. For this reason, a variable-gain proportional digital controller with gain g 1 , sample interval ∆ = 1ms, setpoint x d1 and described by Sequences of input (x d1 ) and output (x 1 ) data were measured when the mass was disconnected from the spring k 1 for three values of g 1 . Using the "frequency-sampling filter" method of Wang and Cluett
[27], a step response (relating x d1 and x 1 ) was identified for each of the three values of gain and plotted in Figure 12 (a). Although the bond graph of Figure 11 does not correspond in detail to the actual transfer system, it is physically plausible in the sense of Gawthrop [28] and so its parameters can be estimated using the sensitivity bond graph approach [29] . The mass m t1 is known, and so the two remaining parameters (spring stiffness k t1 and damping c t1 are identified and appear in Table I . We necessarily the same regardless of its mechanical similarity. In fact it can be seen from Table I that the dynamics from Transfer System 2 are quite different.
The step responses of this physically plausible model are compared with the data-based step response of 12(a) for g 1 = 1.0 in Figure 12 (b). The match is not perfect, but the identified model was used for the experiments of Section 5.2.
Experimental validation
Synchronisation subspace plots are used to show the effectiveness of the control algorithm by plotting the desired verses actual responses, [30] . A subspace plot shows the amplitude accuracy and the magnitude of delay coupled together at any one time interval. Perfect synchronisation is represented by a straight line at an angle of 45 • to the horizontal with maxima and minima of the reference signal.
Any reduction in synchronisation can be seen as a deviation from this idealised line. The result of varying the amplitude accuracy is to change the angular orientation of the subspace plot compared to the idealised line whereas a constant delay between the reference signal and the response results in transforming the idealised straight line into an ellipse.
For constant wall excitation conditions these plots builds up into a repeating periodic pattern, which can appear complex. However, the individual components of amplitude and delay produce their own specific and identifiable patterns if evaluated separately. We use subspace plots as they allow the controller effectiveness to be characterised in an online procedure, important for real-time testing, and displays far more information than can be interpreted from simply observing the error between the two signals.
First, we investigate the case where the wall excitations are equal and opposite. To achieve synchronisation, the actual displacement of the transfer system, x i , must be equal to the desired output from its respective numerical model (NM), z i , where i = 1, 2 according to the transfer system being observed. Figure 13 shows the results of both transfer systems for a sinusoidal excitation of 5Hz from each wall, r 1 and r 2 . We compare the effectiveness of the control algorithm when the virtual junction is included in the numerical model, (b) and (d), to when there is no plant model included, (a) and (c). We can clearly see that the constant phase delay caused by the mechanical characteristics of each transfer system has been effectively removed by the inclusion of the virtual junction in both transfer systems. Comparing the shape of the subspace plots (a) and (c) we can see that although the transfer systems are the same type of actuator they have slightly differing mechanical properties due to differing frictional characteristics as predicted by the transfer system identification in Section 5.1. This is why we must use a separate model for each transfer system in its respective virtual junctions to account for these mechanical variations.
The transfer system models are found though the system identification process as described in of the control algorithm a feed-forward process, which means that the plant cannot not be subject to frequency dependant behaviour. Figure 14 shows the results when the wall excitations are not equal and opposite, thus the transfer systems must now be controlled to a compound sinusoid. We can see from (b) and (d) that again the inclusion of the virtual junction has a beneficial effect on the synchronisation compared to when just the simple numerical model is used, (a) and (c), but not to such a same extent as in Figure 13 . This is due to the the transfer system models loosing coherence at the low frequencies.
We can also see this when we introduce a sinusoidal sweep as the wall inputs. Figure 15 shows the case where we have a sweep from 1Hz to 5Hz for the left hand wall excitation, r 1 , and a sweep from 3Hz to 4Hz for the right hand wall excitation, r 2 . Although we again see a much higher level of synchronisation when the virtual junction is included in the numerical model, (b) and (d), we cannot achieve the high level of coherence as seen from Figure 13 , again due to the frequency dependent characteristics of the transfer systems.
We can see from these results that the phase inversion achieved by the virtual junction has a significant effect on increasing the synchronisation of the transfer systems. However, to increase its effectiveness over the whole plant frequency range the transfer system models could be replaced by an on-line system identification. This would close the control loop round the phase inversion stage of the virtual junction and make the it possible to achieve high levels of synchronisation for compound sinusoids caused by out of phase wall excitations.
Conclusions
A bond graph approach to real-time numerical-physical substructuring has been introduced which not only gives new insight into substructuring but also provides a solution to the problem of synchronising the numerical and physical substructures. The experimental results highlighted the need for an accurate model of the transfer system. Three techniques were used to achieve this: feedback control to reduce non-linearity and the effect of poorlyknown parameters; bond graph modelling to give physical insight and system identification to tune physical parameters.
There are a number of topics that will be the subject of further investigation by the authors:
Transfer system design In the light of the experiments reported here, future work will pay close attention to the design transfer system and associated control system. In particular the use of non- linear modelling and control system design will be investigated. Once again, the bond graph approach can be used not only for modelling and control design but also for actuator sizing [31, 32, 33] .
Virtual sensors Sections 2 and 4 assumes that the output of the physical system (in this case F P )
is available for measurement. If this is not the case, or the measurement is badly corrupted by noise, then the virtual sensor approach may be used. This has been previously used in the context of Physical
Model Based Control [4, 34] and is based on the bond graph analogue to an observer or Kalman filter [35] .
Backstepping The relation between the bond graph approach and the backstepping approach of Krstic et al. [36] was noted by [37, 38] . The relationship with the virtual actuator approach is noted by [6, 7] . A non-bond graph approach based on backstepping is therefore a possibility.
On-line System Identification The Experimental validation section, 5.2, highlights the need for the models of the transfer systems to be calculated in an on-line system identification procedure. If this can be achieved as part of the numerical model stage then frequency dependent behaviour and changing plant conditions could be effectively controlled.
Non-Linear Substructure
The ability to test to non-linear substructures would enable more realistic structures to be investigated moving towards real industrial applications. Additionally, a non-linear substructure will highlight the difficulties experienced due to cross-coupling between the transfer systems in multi degree of freedom substructuring.
