Abstract-A non-dominated multiobjective evolutionary algorithm for extracting fuzzy rules in subgroup discovery (NMEEF-SD) is described and analyzed in this paper. This algorithm, which is based on the hybridization between fuzzy logic and genetic algorithms, deals with subgroup-discovery problems in order to extract novel and interpretable fuzzy rules of interest, and the evolutionary fuzzy system NMEEF-SD is based on the well-known Nondominated Sorting Genetic Algorithm II (NSGA-II) model but is oriented toward the subgroup-discovery task using specific operators to promote the extraction of interpretable and high-quality subgroup-discovery rules. The proposal includes different mechanisms to improve diversity in the population and permits the use of different combinations of quality measures in the evolutionary process. An elaborate experimental study, which was reinforced by the use of nonparametric tests, was performed to verify the validity of the proposal, and the proposal was compared with other subgroup discovery methods. The results show that NMEEF-SD obtains the best results among several algorithms studied.
I. INTRODUCTION

D
ATA mining displays supervised as well as nonsupervised learning approaches. Generally, supervised learning methods have a predictive nature, while nonsupervised ones have a descriptive nature. Currently, several techniques are located halfway between descriptive and predictive data mining, such as subgroup discovery (SD) [1] , contrast-set mining [2] , and emerging-pattern mining [3] , which has aroused the interest of researchers. These techniques are known as "Supervised Descriptive Rule Induction" [4] because they combine the features of both types of induction and their main objective is to extract from the data descriptive knowledge that concerns a property of interest. This paper focuses on SD, which is a form of supervised inductive learning of subgroup descriptions in which, given a set of data and having a property of interest to the user, the algorithm attempts to locate subgroups that are "most interesting" for the user. SD has the objective to discover properties of interest to subgroups and, in the process, obtain simple rules, with high generality, accuracy, and interest. Nowadays, SD is under application to problems in a variety of fields such as medicine [5] , [6] , marketing [7] , and e-learning [8] .
In recent years, new algorithms for SD have been developed using soft-computing techniques such as fuzzy rules [9] and genetic algorithms (GAs) [10] . The conjunction of these techniques is called genetic fuzzy systems (GFSs) [11] , [12] , which has triggered considerable attention in the computational intelligence community. Several useful tools have been provided for the SD task; see, for instance, the KEEL Data Mining tool [13] .
The induction of rules describing subgroups can be considered a multiobjective problem, since there are different quality measures which can be used for the evaluation of an SD rule. Therefore, multiobjective evolutionary algorithms (MOEAs) are adapted to solve problems in which different objectives must be optimized [14] , [15] . In particular, Non-dominated Sorting Genetic Algorithm II (NSGA-II) [16] is a high-quality exponent of this type of algorithm that is widely used in GFSs [17] . This paper describes a proposal based on the NSGA-II approach for the induction of fuzzy rules that describe subgroups: the non-dominated multiobjective evolutionary algorithm for extracting fuzzy rules in subgroup discovery (NMEEF-SD). As a novelty, this algorithm permits the selection of different combinations of quality measures as objectives in the evolutionary process and introduces an operator to promote diversity in the process.
In order to verify the validity of the model presented, an elaborate experimental study of SD was performed for the evolutionary SD algorithms NMEEF-SD, Subgroup Discovery Iterative Genetic Algorithm (SDIGA) [7] , and Multi-objective Evolutionary Subgroup DIscovery Fuzzy rules (MESDIF) [18] , as well as the classical SD algorithms CN2-SD [1] and Apriori-SD [19] . These studies were reinforced by the use of nonparametric tests for comparison and show good results in the quality measures analysis and in the interpretable analysis obtained by NMEEF-SD. Furthermore, an analysis of scalability and time complexity is performed among NMEEF-SD, CN2-SD, and Apriori-SD.
The paper is organized as follows: Section II provides a short description of SD, the quality measures used, and a presentation of the GFS for SD. Section III describes the proposed NMEEF-SD algorithm. Section IV discusses the tests conducted on the datasets for the compared algorithms. Section IV-A shows the experimental framework. Section IV-B contains the study with different combinations of quality measures for NMEEF-SD. Section IV-C includes a study of the evolutionary algorithms for SD. Section IV-D shows the behavior of the NMEEF-SD algorithm versus classical algorithms for SD. Section IV-E presents an analysis of time complexity and scalability. Section IV-F displays different rules obtained. Finally, some concluding remarks are outlined in Section V.
II. SUBGROUP DISCOVERY
The SD task was initially formulated by Klösgen [20] and Wrobel [21] and is defined as follows: "Given a population of individuals and a property of those individuals we are interested in, find population subgroups that are statistically 'most interesting,' i.e. are as large as possible and have the most unusual statistical characteristics with respect to the property of interest."
The objective of any SD algorithm is to discover properties of interest of subgroups by obtaining simple rules (i.e., with an understandable structure), which are highly significant and have high support (i.e., covering many of the instances of the objective property).
An induced subgroup can be represented as
where the property of interest for SD is the class value Class that appears in the consequent part of the rule, and the antecedent part Cond is a conjunction of features (attribute-value pairs) selected from the features describing the training instances [22] . Different classical proposals on SD algorithms can be found: EXPLORA [20] was the first approach for SD; Multi-relational Discovery Of Subgroups (MIDOS) [21] , which applies the EX-PLORA approach to multirelational databases; Apriori-SD [19] , which was developed by adapting to SD the classification-rulelearning algorithm Apriori-C [23] , which is a modification of the original Apriori association-rule-learning algorithm [24] ; CN2-SD [1] , which is based on the CN2 classification-rule algorithm [25] ; Relational Subgroup Discovery (RSD) [26] , which is an upgrade of the CN2-SD algorithm which enables relational SD; or SD-MAP [27] , which is an exhaustive SD algorithm based upon the FP-growth algorithm [28] for mining association.
A. Quality Measures for Subgroup Discovery
The quality measures used in an SD algorithm are the key factors for obtaining accurate, simple, and interpretable rules. Different studies cater to objective quality measures applied to the descriptive induction process [22] , [29] , but it is difficult to reach an agreement on their use. The most used quality measures in the SD literature, which, therefore, are considered in this study, are the following: r Support of a rule: the frequency of correctly classified examples covered by the rule [1] . It can be computed as
where a rule R i n(Class j · Cond i ) is the number of examples that satisfy the conditions and belong to the value for the target variable, and n s is the number of examples. Another way to measure support is by considering the Support based on examples of the class, which is defined as the degree of coverage that the rule offers to examples of that class [7] Sup c (
where n(Class j ) is the number of examples of the class. In this paper, we use this expression for the support measure.
The support for a set of rules is computed as
r Confidence of a rule: a standard measure that determines the relative frequency of examples that satisfy the complete rule among those that satisfy only the antecedent. It can be computed with different expressions, for example [30] Cnf(
where n(Cond i ) is the number of examples that verify the condition. The confidence for a set of rules is computed as
Cnf(R i ).
r Significance of a rule: the significance of a finding, if measured by the likelihood ratio of a rule [20] Sig(
where p(Cond i ), which is computed as n(Cond i )/n s , is used as a normalized factor, and n c is the number of classes. It must be noted that, although each rule stands for a specific class value, the significance measures the novelty in the distribution impartially for all the class values.
The significance for a set of rules is computed as
r Unusualness of a rule: the weighted relative accuracy of a rule [31] WRAcc(
The weighted relative accuracy of a rule can be described as the balance between the coverage of the rule p(Cond i ) and its accuracy gain p(Class j .Cond i ) − p(Class j ).
The unusualness for a set of rules is computed as
WRAcc(R i ).
B. GFSs for Subgroup Discovery
A GFS is basically a fuzzy system augmented by a learning process based on evolutionary computation, which includes GAs, genetic programming, and evolutionary strategies, among other evolutionary algorithms [32] . Fuzzy systems are one of the most important areas for the application of the fuzzy set theory [33] , [34] . Usually, these kinds of systems consider a model structure in the form of fuzzy rules. They are called fuzzyrule-based systems (FRBSs), which have demonstrated their ability with respect to different problems like control problems, modeling, classification, or data mining in a large number of applications. The pioneering works in application of FRBSs to these types of problems can be found in [35] - [38] , respectively. FRBSs provide us a comprehensible representation of the extracted knowledge and, moreover, a suitable tool for processing the continuous variables.
The first step in designing a GFS is to decide which parts of the fuzzy system are subjected to optimization for coding the problem solution into chromosomes. GFS approaches can be divided into two processes: tuning and learning. In SD, learning processes must be used due to the fact that interpretability is a crucial issue, and with tuning processes, it could be decreased. Many of the approaches for automatic learning focus on the extraction of descriptive rules for data mining; for instance, in [39] - [41] , some of the most cited papers based on the extraction of association rules can be found, and in [42] - [48] , some of the latest approaches presented for association fuzzy rules can be observed, or an approach for SD can be found in [7] .
Within the task of learning rules in an FRBS, two approaches are used in order to encode the individuals of the population [11] : the "Chromosome = Set of rules" approach, also called the Pittsburgh approach, in which each individual represents a set of rules; and the "Chromosome = Rule" approach, in which each individual codifies a single rule, and the whole rule set is provided by combining several individuals in the population. Within this approach, there are three generic proposals: Michigan [49] , iterative rule learning (IRL) [50] , and the "cooperative-competitive" approach [51] .
Currently, GFSs are being applied in real-world applications to solve complex problems. The research in this area is growing and a number of open problems and future directions can be found in [52] - [55] and in the review in [12] .
To our knowledge, there are few previous evolutionary proposals in literature for extracting fuzzy rules for SD.
r SDIGA [7] is a GA which follows the iterative rule-learning approach in which each chromosome represents a rule, but the GA solution is the best individual, obtained and the global solution is formed by the best individuals obtained when the algorithm is run multiple times. SDIGA considers linguistic fuzzy rules and uses support, confidence, and interest as quality measures.
r MESDIF [56] is a multiobjective evolutionary algorithm for SD based on the SPEA2 approach [57] , which applies the concepts of elitism in rule selection (using a secondary or elite population) and optimal solution search in the Pareto front. In order to preserve diversity at a phenotypic level, the algorithm uses a niching technique that considers the proximity in values of the objectives and an additional objective based on novelty to promote rules that give information on examples not described by other rules of the population. It considers linguistic fuzzy rules and uses support and confidence as quality measures.
III. NON-DOMINATED MULTIOBJECTIVE EVOLUTIONARY ALGORITHM FOR EXTRACTING FUZZY RULES IN SUBGROUP DISCOVERY
NMEEF-SD is a GFS whose objective is to extract descriptive fuzzy and/or crisp rules for the SD task, depending on the type of variables present in the problem.
There are several quality measures currently utilized for SD, but as mentioned previously, there is no consensus on which are the most suitable. The idea of this proposal is to include some quality measures in order to obtain rules with suitable values not only in the selected quality measures but in the others as well. The best way to obtain solutions with a good compromise between the quality measures for SD is through an MOEA approach. In this sense, NMEEF-SD has a multiobjective approach based on NSGA-II [16] , which is a computationally fast MOEA based on a non-dominated sorting approach, and on the use of elitism. The proposed algorithm is oriented toward SD and uses specific operators to promote the extraction of simple, interpretable, and high-quality SD rules. The proposal permits a number of quality measures to be used both for the selection and the evaluation of rules within the evolutionary process.
As the general objective of NMEEF-SD is to obtain a set of rules, which should be general and accurate, the algorithm includes components which enhance these characteristics. In particular, diversity is enhanced in the population by the use of a new operator to perform a re-initialization based on coverage, in addition to a niching technique (the crowding distance in the selection operator). To promote generalization, as well as the objectives considered in the evolutionary approach, the algorithm includes operators of biased initialization and biased mutation. Finally, to ensure accuracy in addition to the objectives, NMEEF-SD returns as its final solution those rules which reach a predetermined confidence threshold.
NMEEF-SD has advantages over other existing algorithms for SD, which are confirmed by experiments (shown in Section IV-A) on a large set of databases. With respect to the classical (not evolutionary) algorithms developed thus far, NMEEF-SD permits the use of numerical features without the need for a previous discretization; it also uses fuzzy rules, which contribute to the interpretability of the extracted rules since it uses a knowledge representation close to the expert. With respect to the other evolutionary algorithms, NMEEF-SD offers more flexibility through the ability to select different quality measures and a powerful multiobjective evolutionary model based on the well-known NSGA-II algorithm.
Next, the structure and representation of the rules used in NMEEF-SD are depicted in Section III-A. Afterward, the quality measures considered as objectives in the algorithm are explained in Section III-B. Furthermore, the operation of the algorithm and its components are outlined in Section III-C. Finally, in Section III-D, a comparison between the evolutionary fuzzy algorithms for SD can be observed.
A. Rule Structure and Representation in NMEEF-SD
With respect to the rule structure, NMEEF-SD uses fuzzy logic to represent the continuous variables by means of linguistic variables that allow us in data mining processes to use numerical features without the need to increase the interpretability of the extracted knowledge by their discretization. The continuous variable are considered linguistic, and the fuzzy sets corresponding to the linguistic labels can be specified by the user or defined by means of a uniform partition if the expert knowledge is not available. In this paper, uniform partitions with triangular membership functions are used, as shown in Fig. 1 
where Antecedent P art Compatibility (AP C) is the degree of compatibility between an example and the antecedent part of a fuzzy rule, i.e., the degree of membership for the example to the fuzzy subspace delimited by the antecedent part of the rule, where we have the following.
is the linguistic label number l n v of the variable n v .
) is the degree of membership for the value of the feature n v for the example E k to the fuzzy set corresponding to the linguistic label l n v for this variable (n v ).
r T is the t − norm selected to represent the meaning of the AND operator (the fuzzy intersection), which, in our case, is the minimum t − norm. 2) An example E k is covered by a rule R i if
This means that an example is covered by a rule if the example has a degree of membership higher than 0 to the fuzzy input subspace delimited by the antecedent part of the fuzzy rule, and the value indicated in the consequent part of the rule agrees with the value of the target feature for the example. For the categorical variables, the degree of membership is 0 or 1. On the other hand, in NMEEF-SD, each candidate solution is coded according to the "Chromosome = Rule" approach, where only the antecedent is represented in the chromosome, and the consequent is prefixed to one of the possible values of the target feature in the evolution. Therefore, the algorithm must be executed as many times as the number of different values the target variable contains.
NMEEF-SD uses an integer representation model with as many genes as variables contained in the original dataset without considering the target variable. The set of possible values for the categorical features is that indicated by the problem, and for numerical variables, it is the set of linguistic terms determined heuristically or with expert information. In Fig. 2 , we can observe a representation for a rule with continuous and discrete variables for the value of target variable Positive. 
B. Quality Measures Considered as Objectives
The goal of any multiobjective optimization algorithm is to find the decision vectors, which correspond to objective vectors and cannot be improved in a dimension without degrading one-another, which is called optimal Pareto front [15] . In SD, maximization of the quality measures is required, not only for the measures selected as objectives in the algorithm but for the other measures used in SD as well.
In the NMEEF-SD algorithm, the quality measures considered as objectives in the evolutionary process can be selected. This permits us to study the combinations of quality measures that provide better results for the problem to solve.
Following are the quality measures and their characteristics that can be selected in this proposal. r Fuzzy confidence shows the precision of the subgroups and is defined as [7] :
r Unusualness (9) attempts to obtain a tradeoff between generality, interest, and precision in the results.
C. Evolutionary Model
NMEEF-SD is an MOEA based on the NSGA-II approach [16] oriented toward the extraction of a set of rules for the SD task. Therefore, some changes are performed with respect to the NSGA-II approach. r A biased initialization operator is employed. r A biased mutation operator is used. r An operator called re-initialization based on coverage is used to prevent the algorithm falling into a local maximum.
r The algorithm only returns the non-dominated solutions of the Pareto, which are obtained at the end of the evolutionary process and reach a predetermined confidence threshold. The algorithm begins with an initial population (P t ) of a predetermined size and produces an offspring population (Q t ) with the same size. These two populations are joined to form a new population (R t ), where the fast non-dominated sort is applied, and the algorithm forms different fronts in the following way: "The first front (F 1 ) comprises the non-dominated individuals of this population, which is the Pareto front; the second front (F 2 ) comprises the individuals dominated by one individual; the third front (F 3 ) comprises the individuals dominated by two, and so on."
The operation scheme of the algorithm NMEEF-SD can be observed in Fig. 3 .
A new operator has been added in order to obtain the population of the next generation (P t+1 ), where the algorithm first checks the Pareto front, as can be observed in Fig. 3 . If the Pareto front covers no new example during a period of the evolutionary process, a re-initialization based on coverage is carried out. Otherwise, the algorithm obtains the population for the next generation (P t+1 ) introducing, in order, the first complete fronts of R t which fit the size of the population. When the number of individuals of the next front to introduce (F i ) exceeds the number of individuals to introduce in the population P t+1 , the first individuals of front F i are introduced, where the individuals in the front are ordered from highest to lowest crowding distance values.
At the end of the evolutionary process, the algorithm returns the Pareto front (i.e., the front F 1 ) as the set of optimal solutions. The individuals obtained are those that reach a predetermined fuzzy confidence threshold.
The operation scheme of the algorithm NMEEF-SD can be observed in Fig. 4 .
The main aspects considered in the algorithm are presented next.
r Biased initialization: The objective is to obtain an initial population with general individuals which cover a high number of examples. This operator generates some of the individuals of the population using only a maximum percentage of variables for each rule. In this way, this initialization operator generates 75% of the individuals of the population with only a maximum of 25% of the variables in each rule, while the rest of the individuals (25%) are generated randomly. This operator allows the algorithm to begin with a set of rules with high generality because most of the generated individuals are rules with a low number of variables. r Genetic operators: These operators allow us to generate the offspring population (Q t ) departing from the population P t . The population Q t is obtained using the standard operators' tournament selection [58] and multipoint crossover [59] and a biased mutation operator presented in [7] .
r Re-initialization based on coverage: The last step for each generation is to generate the population for the next generation (P t+1 ). Before carrying out this step, a verification is performed on the Pareto to see whether or not it evolves. We consider that the Pareto evolves if it covers at least one example of the dataset not covered by the Pareto of the previous generation. If the Pareto does not evolve for more than 5% of the evolutionary process (quantified through the number of evaluations) re-initialization is performed through the following steps.
a) The nonrepeated individuals of the Pareto front are directly replicated in the population of the next generation (P t+1 ). b) This population is completed with individuals generated through initialization based on coverage, as explained next. This operator generates individuals covering examples of the dataset up to the moment. To avoid the generation of very specific rules, this operator generates individuals with a maximum of 90% of the variables taking part in the rule. With this biased initialization of the individuals, we achieve new rules, which probably cover more examples since they tend to be more general.
This operator allows us to improve the diversity in the evolutionary process. It also prevents the algorithm from entering a local maximum. The improvement of diversity achieved by this operator has been demonstrated by statistical tests of the results obtained by the algorithm, which are available on the Web site containing additional material on this work (http://simidat.ujaen.es/NMEEF-SD). The use of this new operator, together with the crowding distance operator, aims to obtain a good balance between convergence and diversity.
r Stop condition: The evolutionary process ends when the maximum number of evaluations is reached. The algorithm returns only the rules in the Pareto which reach a predefined confidence (14) threshold. Table I shows a comparison of the features of the evolutionary algorithms for SD: SDIGA, MESDIF, and NMEEF-SD.
D. NMEEF-SD Versus the Remaining Evolutionary Fuzzy Algorithms for Subgroup Discovery
In this table, it can be seen that, with respect to SDIGA, NMEEF-SD uses a multiobjective approach more suited to the optimization of several objectives in the evolutionary process; with respect to MESDIF, NMEEF-SD uses a powerful multiobjective evolutionary model based on the well-known NSGA-II algorithm. NMEEF-SD also offers, with respect to SDIGA and MESDIF, more flexibility because of its ability to select different quality measures as objectives in the evolutionary process.
In SDIGA, the generality of the rules is enhanced by the application of the local search, while in MESDIF and NMEEF-SD, the generality is promoted by means of a biased initialization of the population.
Diversity is promoted in MESDIF using a niches technique (density as defined in SPEA2) and an objective in the evolutionary process (the original support) and, in NMEEF-SD, by means of a niches technique (the crowding distance as defined in NSGA-II) and re-initialization based on coverage operator.
IV. EXPERIMENTAL STUDY
In this experimental study, the aim was to analyze which combinations of quality measures used in the evolutionary process of NMEEF-SD offer better results and to compare the performance of the algorithm with other SD algorithms (both evolutionary and nonevolutionary). Therefore, we first studied the behavior of the NMEEF-SD algorithm with respect to the use of different combinations of quality measures within the evolutionary process.
The best combination was then compared with other evolutionary and classical SD algorithms. The experimentation was undertaken with real datasets from UCI repository [60] . The properties of these datasets are presented in Table II: For this purpose, the experiments performed are described in the following sections: r In Section IV-A, the experimental framework for the evolutionary and classical algorithms is presented, and the statistical tests used for the comparisons are introduced.
r In Section IV-B, an analysis of NMEEF-SD algorithm with different quality measures as objectives in the evolutionary process is performed using three different approaches, and then, the best combination of quality measures for NMEEF-SD is selected.
r In Section IV-C, a study comparing NMEEF-SD with the evolutionary algorithms for SD (SDIGA and MESDIF) is presented. For this comparison, the best result for each algorithm was selected for each dataset with different levels of granularity.
r In Section IV-D, the results of NMEEF-SD algorithm are compared with the best results of the classical algorithms for SD (CN2-SD and Apriori-SD). r In Section IV-E, time complexity and scalability studies for NMEEF-SD, CN2-SD, and Apriori-SD are performed.
r Finally, in Section IV-F, rules extracted by NMEEF-SD, CN2-SD, and Apriori-SD are shown. Statistical analyses were used in order to find significant differences among the results obtained by the methods studied following the recommendations performed in [61] .
A. Experimental Framework
The experimentation for the evolutionary algorithms was carried out with the parameters shown in Table III over a tenfold cross validation for each dataset. These parameters were established from various experimental studies which allowed us to determine the values that performed better in the algorithms.
With respect to the experimentation for the classical SD algorithms, a previous discretization of the datasets with continuous variables was needed, as these algorithms are not able to conduct continuous variables. The discretization process used is the Fayyad discretize [62] , i.e., the one used in the papers describing CN2-SD [63] and Apriori-SD [19] , and in scalability studies with Apriori-SD [64] . In addition, we used the multiplicative weights 0.3, 0.5, 0.9, and the additive weight for CN2-SD, while we used different minimum confidence values, 0.6, 0.7, 0.8, and 0.9 for Apriori-SD.
The results shown for the experiments are the average of the results obtained for each dataset for the different executions, i.e., 50 for evolutionary algorithms (five per group of cross validation, because these algorithms are nondeterministic) and ten for classical ones (one per group). The quality measures shown in the result tables are the average results for the rule sets: number of rules (n r ), number of variables (n v ), significance (SIG), unusualness (WRAcc), and support (SUP c ). Furthermore, for the evolutionary algorithms that obtain fuzzy rule, the fuzzy confidence (FCNF) is used, while for the classical algorithms which extract crisp rules, standard confidence (CNF) is used.
For reasons of brevity, the paper only includes the results obtained by the statistical tests. For more details, please visit the Web site (http://simidat.ujaen.es/NMEEF-SD) associated with this work. It contains the partitioned datasets used in the present analysis so that any interested researcher can use them to include his own results and extend the present comparison. The tables with all the results are also available so that they can be used as a reference for future comparisons using the same dataset partitions.
To perform the statistical analysis in order to find significant differences between the algorithms, we used nonparametric tests, following the recommendations made in [65] , providing a set of simple, safe, and robust methods for statistical comparisons. We employed different approaches for multiple comparison: the Iman and Davenport test [66] and the Holm method [67] . Detailed information related to these statistical tests is available in [68] and [69] and on the website http://sci2s.ugr.es/sicidm/.
In all the experiments, we have used a level of significance of α = 0.05. For all of them, the results of the different statistical tests applied are shown in two tables: one for the ImanDavenport test and another for the Holm tests. 1) Iman-Davenport test shows whether there are significant differences between the results of different algorithms. The tables of results for this test show the name of the statistic M ethod, the T est value for the method, the Distribution value it employs, and the p − V alue. The Distribution value for Iman-Davenport is employed through an F -distribution, for example, for 30 datasets and three algorithms, we employ an F -distribution with two and 58 degrees of freedom. Furthermore, the highest of the two values compared (T est value and Distribution value) are marked in bold, and as the smallest corresponds to the value given by the statistic, it informs of the rejection of the null hypothesis of equality of means. In this case, there are significant differences among the results in all the datasets. 2) The Holm test is applied when significant differences among the algorithms are found in the Iman-Davenport test. To be able to apply the Holm test, it is first necessary to obtain the Friedman ranking, through the computation of the average values of the different algorithms for all datasets. The algorithm with the best result in this ranking is considered the control algorithm (Alg Cont ), which controls the Holm test. In the result tables for the Holm test, the algorithms are shown in descending order of z. Thus, by using the normal distribution, we can obtain the corresponding p − V alue associated with each comparison and this can be compared with the associated α/i in the same row of the table to show whether the associated hypothesis of equal behavior is rejected in favor of the best ranking algorithm or not.
3) p − V alue is the value which denotes the point where there are significant differences in the comparison. As we use a level of confidence of α = 0.05, all p − V alues lower than this value show us significant differences in the comparison. The lower the p − V alue, the more significant the result.
B. Quality Measures Analysis
The optimization of quality measures is a fundamental objective for an SD algorithm. With the use of the multiobjective approach in NMEEF-SD algorithm, it is possible to study different combinations of quality measures as objectives in the evolutionary process and then compare the results obtained in order to choose the best one.
To the best of our knowledge, there are no current studies on determining the most suitable quality measures for an SD algorithm. In this study, several combinations of quality measures in NMEEF-SD were considered. A combination of quality measures can be considered the best if it obtains the best results, not only in the quality measures used in the evolutionary process but in the other measures as well.
The following combinations were studied: 1) support (3) and unusualness (9), labeled with the abbreviation SU; 2) support and confidence (14), labeled with the abbreviation SC; 3) support, confidence, and unusualness, labeled with the abbreviation SCU. The complete results table can be found on the website associated with this paper (http://simidat.ujaen.es/NMEEF-SD).
The statistical studies which support this work offer accuracy, conciseness, and clarity, and they were performed for the quality measures of significance, unusualness, support, and confidence. These measures were studied independently through the different nonparametric tests mentioned above. The results of these tests show the existence or not of significant differences between the algorithms for each measure. The level of confidence used was α = 0.05 in all the experiments.
In Table IV , the results of the Iman-Davenport test for each quality measure can be observed, where the results obtained Table V , highlighting the fact that the combination of the quality measures SU obtains the best results with significant differences with respect to the other combinations of quality measures. Therefore, the best combination of quality measures for the evolutionary approach NMEEF-SD with respect to the dataset studied is the use of SU. The use of support in the evolutionary process aims to obtain generality in subgroups, while unusualness provides a relative accuracy measure with respect to the coverage of the rule and the accuracy gain. These measures allow us to obtain a good balance between precision, interest, and coverage.
In the following sections, the version of the NMEEF-SD algorithm using the combination of SU was considered.
C. Comparison of the Existing Evolutionary Algorithms for Subgroup Discovery
In this study, a comparison between NMEEF-SD and the other evolutionary algorithms for SD, SDIGA, and MESDIF can be observed. Complete tables of results are available on the website associated with this paper (http://simidat.ujaen.es/ NMEEF-SD).
The results of the statistical study can be observed in Tables VI  and VII.  Table VI shows that the Iman-Davenport test finds significant differences in all the quality measures, and therefore, it is necessary to apply the Holm test to entail these differences.
The results of the Holm test for each quality measure are shown in Table VII , where the NMEEF-SD algorithm obtained significant differences with respect to the others. Therefore, NMEEF-SD is the evolutionary algorithm which obtains the best results for the datasets studied.
These results show that NMEEF-SD obtains significantly better results than the other evolutionary algorithms for SD, not only for the quality measures used in the evolutionary process but for the rest of quality measures studied as well, obtaining a good balance between them.
D. Comparison of NMEEF-SD and the Classical-Subgroup Discovery Algorithms
In this section, the main objective was to search for significant differences between the algorithms NMEEF-SD and the classical CN2-SD and Apriori-SD. For this purpose, a subset of 20 datasets from the datasets of Table II was used. This is because the classical algorithms do not work properly with high-dimensional datasets. This subset comprises datasets Appendicitis, Australian, Balance, Breast-w, Bridges, Bupa, Car, Cleveland, Diabetes, Echo, German, Haberman, HayesRoth, Heart, Hepatitis, Iris, Led, Tic-tac-toe, Vote, and Wine. Complete tables of results are available on the website associated with this paper (http://simidat.ujaen.es/NMEEF-SD).
Once more, we first applied the Iman-Davenport test to the results of the three algorithms compared, whose results are shown in Table VIII for the quality measures (Qua mea ) studied. This table shows the following. 1) In significance (SIG), it can be observed that there are no significant differences between the algorithms because the null hypothesis was not rejected. 2) In unusualness (WRAcc), support (SUP c ), and confidence (CNF), there are significant differences between the algorithms, because the null hypothesis was rejected. Therefore, it was necessary to apply the Holm test for unusualness, support, and confidence in order to find which algorithm had significant differences with respect to the others and achieves greater detail and accuracy. The results for the Holm test for these measures can be observed in Table IX. The analysis of the results in Table IX shows the following. 1) In unusualness (WRAcc), the hypothesis was rejected for all the algorithms, and the associated hypothesis of the same behavior was rejected in favor of the best ranking algorithm, leading us to conclude that NMEEF-SD has significant differences in all the algorithms in this quality measure. 2) In support (SUP c ), the results show that the hypothesis was rejected in favor of the control algorithm; therefore, NMEEF-SD has significant differences with respect to the rest of the algorithms. 3) In confidence (CNF), it can be observed that NMEEF-SD is the control algorithm and obtains significant differences with respect to CN2-SD but not with respect to Apriori-SD. In SD, it is considered that an algorithm shows good behavior if it obtains good results with respect to the different quality measures, considering a good relationship between support and confidence, as well and, furthermore, obtaining simple, general, and accurate subgroups. In this sense, NMEEF-SD is the algorithm which obtains the best results in this experimentation. Specifically, this algorithm obtains the best results in support, unusualness, and confidence, while in significance, the algorithms studied obtain similar results.
E. Time Complexity and Scalability Analysis
Another important aspect involved in comparison of different algorithms is the cost in time and the scalability of each algorithm. In order to estimate the cost in time of the algorithms studied, an empirical study was performed that considered the execution time of the different algorithms in the training sets. In Table X , the average time in seconds for the experiments performed for each algorithm in the different datasets can be observed, where the best values are highlighted. These experiments were carried out using a computer with an Intel Core 2 Duo with a microprocessor of 2.4 GHz and 4 GB of RAM.
The results show that NMEEF-SD obtains the best average results in the total experimentation with a value lower than 5 s. This is because the complexity time for NMEEF-SD is related to the number of classes and instances of the dataset, while in CN2-SD and Apriori-SD, the time is related to the number of variables and instances of the dataset.
In order to further study the scalability of the algorithms CN2-SD, Apriori-SD, and NMEEF-SD, the dataset Nursery was used. This dataset was resized in multiples of ten, and for every set, the execution time for each algorithm was measured. In  Fig. 5 , the complete results with respect to the number of instances and seconds can be observed, where this axis is shown in logarithmic scale. In this figure, it can be observed that, in this dataset, NMEEF-SD obtains good results with respect to the other algorithms with a large time difference, where the growth of the distribution function of time for NMEEF-SD is lower than the function of the classical algorithms studied.
F. Rules Obtained for NMEEF-SD, CN2-SD, and Apriori-SD in Different Datasets
The number of rules and variables obtained by the SD algorithms offers information about the interpretability of the subgroup obtained for the algorithms in SD. In Table XI , the average of the number of rules and variables for NMEEF-SD, CN2-SD, and Apriori-SD is shown. In this table, it can be observed that the algorithm with the best interpretability is NMEEF-SD because it obtains few rules with few variables.
Some rules from the dataset Diabetes obtained by the algorithms NMEEF-SD, CN2-SD, and Apriori-SD can be observed in Table XII . Diabetes is a real-world dataset with 768 examples and eight features (preg, plas, pres, skin, insu, mass, pedi, and age), where all them are continuous variables. Furthermore, this dataset has two values for class variable: P ositive and Negative.
In Table XII , all the subgroups obtained by NMEEF-SD for a group of cross validation are shown, while for CN2-SD and Apriori-SD, only one rule of each class is shown, because the number of rules obtained for these classical algorithms is too big. The rules were obtained for NMEEF-SD using three linguistic labels for the continuous variables, so LL 1 = Low, LL 2 = Medium, and LL 3 = High, while classical algorithms were discretized by the Fayyad method.
For NMEEF-SD, the values of the quality measures of significance, unusualness, support, and confidence are shown for each rule. For CN2-SD, the percentage of samples covered the class by the rule and the percentage of samples of the other classes are shown, and for Apriori-SD, the number of samples for the different classes are shown . TABLE IX  HOLM TEST TABLE FOR THE QUALITY MEASURES WITH SIGNIFICANT DIFFERENCES BETWEEN THE ALGORITHMS   TABLE X  TIMES IN SECONDS FOR THE ALGORITHMS STUDIED IN THE DIFFERENT DATASETS Fig. 5 . Scalability study for CN2-SD, Apriori-SD, and NMEEF-SD in the dataset Nursery. In this paper, a multiobjective algorithm for extracting fuzzy rules in SD has been proposed. The main objective of this GFS is to extract a set of simple and descriptive rules for SD with proper quality values by taking into consideration different quality measures usually used in descriptive and predictive data mining.
NMEEF-SD follows a multiobjective approach of NSGA-II but is oriented toward SD, and it uses specific operators to promote the extraction of simple, interpretable, and high-quality SD rules. The algorithm can use different combinations of quality measures for both the evaluation and the selection of the rules. It also includes components to enhance diversity, generality, and accuracy among the rules. In particular, diversity is enhanced in the population by using an operator of re-initialization based on coverage and a niching technique (the crowding distance in the selection operator) used in the NSGA-II-based models. To enhance generalization, the algorithm includes operators of biased initialization and biased mutation, as well as the objectives considered in the evolutionary approach, and to assure accuracy, in addition to the objectives, NMEEF-SD returns as its final solution those rules of the Pareto front, which reach a certain fuzzy confidence threshold.
An elaborate experimental study has been performed for the NMEEF-SD and other subgroup discovery methods such as CN2-SD, Apriori-SD, MESDIF, and SDIGA supported by the use of nonparametric tests for comparison. This study shows that the algorithm obtains the best results using the quality measures of support and unusualness as objectives of the evolutionary process. In addition, good results were obtained for NMEEF-SD in comparison with other existing algorithms, where NMEEF-SD obtains significant differences with respect to the other algorithms in most of the quality measures. Furthermore, a study of time complexity and scalability has been presented, showing the superiority of NMEEF-SD in the use of different types of datasets.
All in all, NMEEF-SD is a robust algorithm which obtains better results using unusualness and support to guide the genetic search, obtaining simple, accurate, and interpretable subgroup descriptions which achieve competitive results not only for the quality measures used in the evolutionary process but for the other quality measures considered for SD as well.
