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The invariant imbedding concept is used to obtain some unusual missing 
boundary conditions. It is shown that this concept is very versatile and can be used 
in a variety of ways depending on the ingenuity of the user. One problem solved 
is to obtain the proper initial conditions so that the Van Der Pal equation will have 
a solution with a given period. The other problem considered is the estimation of 
reactor length with a very nonlinear reaction term. Q 1989 Academic Press. Inc 
INTRODUCTION 
Invariant imbedding has been shown to be an effective tool for solving 
boundary value problems [l-5]. In this paper, invariant imbedding is 
shown to be a very versatile and useful tool for some unusual boundary 
value problems. One problem is to obtain the proper initial conditions so 
that the Van Der Pol equation will have a solution with a given period. 
The second problem solved is the estimation of reactor length in which the 
problem is very nonlinear and has the Arrhenius reaction term. Both 
problems are solved easily and routinely on a personal computer. It is also 
shown that invariant imbedding is a concept and this concept can be used 
in a variety of ways depending on the ineguinity of the user. 
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A SPECIAL BOUNDARY VALUE PROBLEM 
To illustrate the approach, consider the following simple problem first: 
(1) 
4 z = g(x, y, t) = 6y + 12x2 (2) 
with boundary condition 
x(0) = xg = c, (3) 
x(tr)=x,= c,. (4) 
Equations (1) and (2) actually represent a tabular flow reaction. Notice 
that the boundary conditions are given for x only. The boundary 
conditions do not involve y at all. This problem can also be solved by 
invariant imbedding. In fact, we can establish four invariant imbedding 
equations which can be used to obtain any missing condition. These four 
invariant imbedding equations are [ 1, 51 
=~(C,+f(C,,r(C,,a+d),a)d,u+A)+O(A) 
s(C,, a) = s(C, +f(C,, r(Clu), a)d, a + A) + O(d) 
P(C4, a) -fMC‘l, a), c,, a)A 
(5) 
(6) 
=P(c4 - MP(C,, a), Cd, a), c,, a)4 u - A) + O(A) (7) 
nc,, a) = nc, -MC,, a), cl, a)4 U-A) + O(A), (8) 
where it has been assumed that A is very small and 
r( C,, a) = the initial condition for y(u) provided that the 
process starts at t = a and with x(u) = C, 
s( C, , a) = the final condition x(tJ provided that the process 
begins at t=u and with x(u)= C, 
P(C4, a) = the final condition x(tf) provided that the process 
begins at t = a with y( [/) = C, 
T(C,, a) = the initial condition y(u) provided that the 
process begins at t = a with y( T,) = C,. 
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Furthermore, the other two end conditions are assumed as y(O) = 3 and 
JJ(lf-)= Cd. 
The initial conditions for Eq. (5)-(S) can be obtained easily. Obviously 
at a = tf, we have 
r(C,, t,)=O (5a) 
s(C, > {f) = c,. (6a) 
Similarly, at a = 0, we have 
P(C,,O)=O (7a) 
T(C,, 0) = CA. @aI 
Thus, Eq. (St(S) can be solved easily with the initial conditions (5a)-(Sa) 
provided that C, and C, are known. Furthermore, from the definitions of 
these functions, we have 
x(q) = s(C, 3 0) +P(c,T f/J 
~(0) = r(C1, 0) + T(C,, fr). 
From Eq. (4), Eq. (9) becomes 
(9) 
(10) 
(11) 
Since both C, and C2 are given for the problem represented by Eq. (l)-(4), 
we can calculate P(C4, rr). However, since C, and C, appear implicitly in 
the above equations, interpolation of tables may be needed. 
TABLE I 
Experiment 1: AC = 0.1; At = 0.0 I 
Cl f-Cc,, 0) s(c*, 0) c4 P(C‘l, 0.5) 
0 0 
0.1 - 0.01848 
0.2 - 0.07085 
0.3 -0.15350 
0.4 - 0.26374 
0.5 - 0.39948 
0.6 - 0.55901 
0.7 - 0.74095 
0.8 -0.94412 
0.9 SL - 1.16749 
1.0 - 1.41020 
0 0 
0.09343 -0.1 
0.17601 -0.2 
0.25004 ~ 0.3 
0.31719 - 0.4 
0.37866 -0.5 
0.43535 - 0.6 
0.48995 -0.7 
0.53700 -0.8 
0.58296 - 0.9 
0.62618 - 1.0 
0 
- 0.01672 
- 0.03354 
- 0.05046 
- 0.06747 
- 0.08459 
-0.10181 
-0.11914 
-0.13657 
-0.15413 
- 0.17079 
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TABLE II 
Experiment 2: dc = 0.01; dr = 0.01 
r(c,, 0) .dc1, 0) 
0 0 
0.1 -0.01813 
0.2 - 0.06968 
0.3 -0.15126 
0.4 - 0.2603 1 
0.5 - 0.39471 
0.6 - 0.55300 
0.1 - 0.73361 
0.8 - 0.93544 
0.9 - 1.15756 
1.0 - 1.39920 
0 0 
0.09371 -0.1 
0.17679 - 0.2 
0.25147 -0.3 
0.31929 - 0.4 
0.38143 - 0.5 
0.43876 - 0.6 
0.49196 - 0.7 
0.54159 -0.8 
0.58807 - 0.9 
0.63174 - 1.0 
0 
-0.01595 
-0.03197 
- 0.04807 
- 0.06425 
- 0.08050 
- 0.09683 
-0.11325 
-0.12975 
- 0.14633 
-0.16300 
To illustrate the procedure, the problem represented by Eq. (l)-(4) is 
solved with the numerical values 
C, = 0.83129, C, = 0.50764, t, = 0.5 (12) 
or the duration is 0 < t < 0.5. Since the results depend on the step size, the 
following three different experiments with different step sizes are used: 
Experiment 1. dt=Lla=O.Ol, L4C,=dC4=0.1. 
Experiment 2. dt = da = 0.01, AC1 = AC, = 0.01. 
Experiment 3. At = da = 0.005, AC, = AC, = 0.01. 
The numerical results are listed in Tables I, II, and III for the three 
experiments. 
TABLE III 
Experiment 3: AC = 0.01; At = 0.005 
0 0 
0.1 - 0.01806 
0.2 -0.06813 
0.3 -0.15012 
0.4 - 0.25876 
0.5 - 0.39045 
0.6 - 0.51974 
0.7 -0.71361 
0.8 - 0.93017 
0.9 - 1.14536 
1.0 - 1.35734 
S(C,> 0) C.4 Ah. 0.5) 
0 0 
0.09397 -0.1 
0.17703 -0.2 
0.25782 -0.3 
0.32765 - 0.4 
0.38941 - 0.5 
0.44675 - 0.6 
0.49986 - 0.7 
0.55312 - 0.8 
0.59973 - 0.9 
0.64104 - 1.0 
0 
-0.01514 
- 0.03004 
- 0.04623 
-0.06114 
- 0.07954 
- 0.09206 
- 0.11023 
- 0.12452 
- 0.14352 
-0.16032 
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The missing final condition, C,, can be obtained in the following 
manner: 
1. Obtain s(C, , 0) = s(O.83129,O) by linear interpolation between 
C, = 0.8 and C, = 0.9 by using Table I. Thus, 
~(0.83 129, 0) = 0.55136. 
2. From Eq. (11) 
p( C,, 0.5) = 0.50764 - 0.55 136 = - 0.04372. 
3. Obtain C, by linear interpolation between -0.02 and -0.03, and 
we have 
p( -0.2726, 0.5) = - 0.04372. 
Thus, C4 = ~(0.5) = - 0.2726. 
Using the same procedure but with Tables II or III, we obtain the 
improved values 
C, = - 0.30456 (from Table II) 
C, = - 0.3932 (from Table III). 
The correct value for ~(0.5) is 
C, = ~(0.5 )= - 0.40607. 
Thus, a reasonably accurate result is obtained with reasonably small values 
of At, AC,, and AC,. 
THE INITIAL CONDITIONS OF A PERIODIC EQUATION 
To show the versatility of invariant imbedding, the nonlinear oscillator 
equation of Van Der Pol will be considered. The problem is to find the 
initial conditions so that the solution of the resulting initial value problem 
has a period T. The Van Der Pol equation can be represented as 
d2x 
z+E(X2- 1)$+x=0, 
where 
x = flow of current in an oscillator 
E = a positive constant. 
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Equation (13) can be expressed as a system of two simultaneous first-order 
differential equations 
(14) 
*= P&(x2-l)y-x=g(x 
dt 
y t) 9 3 ’ (15) 
The problem is to find the initial conditions 
x(0) = c, (16) 
Y(o)=~= 4 
dx(O) c 
(17) 
so that the periodic solution has a period T. When E < 1, the period is [6] 
T= 2n, (18) 
and when E > 1, the period is determined by 
T = 271/s(~), (19) 
where S(E) is a polynomial of E. For simplicity, we shall assume E = 0.1 
using the same equations as Eqs. (5k(8) except with t,-= T, this problem 
can be solved. Because of the periodic situation, Eqs. (9) and (10) now 
become 
x(0) = x(T) = . . . =C,=C2=s(CI,0)+p(C4, T) (20) 
y(O)=y(T)= ... =C,=C4=r(C1,0)+T(C4, T). (21) 
Even though both C, and C, are unknown, only one needs to be 
assumed. Thus, once C, or C4 is assumed, C4 or C,, respectively, can 
be obtained from Eqs. (20) and (21). This problem is solved with the 
numerical data 
t/= T= 14, AC1=AC4=0.1, At = Au = 0.1. (22) 
Equations (5t(8) can be solved easily to obtain the values of r, s, p, and 
T as functions of C, and C,. The results are listed in Table IV. For a given 
value of C, or C,, we can obtain the corresponding value of C, or C,, 
respectively, by using Table IV and Eqs. (20) or (21). For example, assume 
C, = 1, and we have from Table IV that 
~(l,O)=s(C,,O)=O.256x lo-‘. 
40%.:141:1-15 
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TABLE IV 
Initial Conditions for the Van Der Pal Equation 
‘(C,, 0) s(C, > 0) C4 P(C4, I) T(C,> 1) 
0 0 0 
0.2 1.907 0.370 x 1o-4 
0.4 1.905 0.192 x 1o-4 
0.6 1.880 0.996 x 1O-5 
0.8 1.828 0.511 x 10-j 
1.0 1.747 0.256 x lo-’ 
1.2 1.632 0.124 x 1O-5 
1.4 1.473 0.562 x 1O-6 
1.6 1.258 0.231 x 1O-6 
1.8 0.955 0.796 x lo-’ 
2.0 0.463 0.155x lo-’ 
0 
- 0.2 
- 0.4 
-0.6 
- 0.8 
- 1.0 
- 1.2 
- 1.4 
- 1.6 
- 1.8 
- 2.0 
0 
- 1.873 
- 1.852 
- 1.811 
- 1.749 
- 1.665 
- 1.556 
- 1.416 
- 1.232 
- 0.976 
- 0.525 
0 
-0.288 x 10m3 
-0.174x 10-j 
-0.107x lo-’ 
-0.651 x lo-” 
- 0.391 x 1o-4 
- 0.232 x lo-“ 
-0.132 x 10m4 
-0.695 x lo-’ 
-0.318 x 1O-5 
-0.908 x 1O-6 
From Eq. (20), we have 
With p(C,, T) given, C, can be obtained from Table IV as 
C4 = - 1.7981. 
Similarly, if we assume C, = 2, we obtain C4 =0 and C, = 0.9928, 
c, = - 1.6851. 
By using any of three sets of initial conditions obtained above, the 
Van Der Pol equation can be integrated and the resulting solution should 
have a period T. Obviously any other set of initial conditions within the 
range of Table IV can also be obtained by the above procedure. 
ESTIMATION OF THE DURATION OF AN ADIABATIC REACTOR 
Invariant imbedding also can be used to estimate the required length of 
a process. This concept has been discussed in Ref. [3]. A much more com- 
plicated example will be used to show the effectiveness of this approach. 
The adiabatic tabular chemical reactor with axial mixing will be 
considered. The system can be represented by 
1 d=x dx -----fiX2exp 
M dt dt (23) 
(24) 
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where 8 is temperature and x is concentration. These two equations can be 
written as a system of first-order equations: 
(25) 
d2x dx, 
~=~=Mx,+Mfix~exp (26) 
(27) 
d28 dxq 
z=dt=Mxq-MjQxfe,p 
The boundary conditions for Eqs. (25)-(28) are 
x(o)=x,(o)=cy (29) 
(30) 
e(0) =x,(O) = c; (31) 
e(T)=x,(T)=c; (32) 
X(T)=x,(T)=C;, (33) 
where T = tr or 0 < t < T. In order to find the duration of the process T let 
us define 
T(C,, C,, C,, C4, a) = the duration of the process provided that the pro- 
cess begins at t = a and with x,(a) = C,, x2(u) = C,, 
x3(a) = C3 and x4(u) = C,. (34) 
The invariant imbedding equation for this process is 
g.f* +g.f2+gf3+gf4= - 1, 
I 2 3 4 
(35) 
where fi, f2, f3, and f4 are defined by Eqs. (25) to (28). The characteristic 
equation of Eq. (35) is 
dc, dG dC3 -= 
c2 MC, + hi/K: exp( - EfRC,) 
=- 
C, 
dC4 dT 
= MC, - MQj?C T exp( - EIRC,) = 7’ (36) 
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From the first and last terms of Eq. (36), we have 
dCI dT -=- 
c, -1’ 
Integrating, we have 
(37) 
In order to solve the above equation, C2 must be expressed in terms of CL, 
or C, as a function of Cr. This expression can be obtained by solving the 
equations 
$$ = MC4 - flQjC T exp 
1 
(38) 
(39) 
(40) 
with boundary conditions 
c&c;) = c; (384 
c,(cy) = c; (394 
C,( CT) = cr. VW 
Equations (38)-(40) are obtained from Eq. (36). The problem represented 
by Eqs. (38~(40) can be solved easily by quasilinearization: 
This problem is solved by using the numerical values 
x(0) = C; = 0.06, E/R = 22,000 
dx(O) - = c!j = 0.005, 
dt 
Q=lOOO 
(41) 
O(O) = C; = 1255. p=o.5 x lo8 
8(T) = CT = 1261.6267, AC, = O.oooO663 
x(T) = CT= 0.05337. 
To solve Eqs. (38)-(40) by quasilinearization, initial approximations for 
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TABLE V 
C, as a Function of C1 
c, c2 
0.06 - 0.004999 
0.059337 -0.005189 
0.058674 - 0.005443 
0.058011 - 0.005769 
0.057348 - 0.006171 
0.056685 - 0.006649 
0.056022 - 0.007202 
0.055359 - 0.007826 
0.054696 -0.008515 
0.054033 - 0.00926 1
0.05337 - 0.01006 
Cz, Cj, and C4 as a function of C, must be assumed. The problem was 
solved with the following three different sets of initial approximations: 
Set (1): C,(O.O6) = - 0.005, C,(O.O6) = 1255, CJO.06) = 5 
Set (2):C,(O.O6) = - 0.005, CJO.06) = 1255, C,(O.O6) = 8 
Set (3):C,(C,)= -0.005, C,(C,)= 1255, C4(C,)=5 
for 0.05337 6 C, 6 0.06. 
According to Eq. (37), the lower limit on C, is Cr. Notice that we have 
divided the range of C, into 100 intervals for the integration of Eqs. 
WH40). 
Using Set (1) as the initial approximation, three quasilinearization itera- 
tions are needed to obtain four digit accuracy. Four iterations are needed 
for the same accuracy if the initial approximations listed as Set (2) or 
Set (3) are used. The results with Cz as a function of C, are listed in 
Table V. 
Using the results in Table V Eq. (37) can be integrated. The value of T 
obtained from this integration is 0.997. The correct value of T should 
be 1.0. 
DISCUSSION 
The versatility of invariant imbedding is shown clearly in this work. 
Notice that once one problem is solved, a set of related problems is also 
solved. Thus, this approach is ideally suited for sensitivity analysis. 
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Furthermore, the number of boundary conditions or data also can be over- 
specified. In that case, least square can be used to reduce this overspecifica- 
tion. In actual practice, overspecification is desirable because the more data 
are used, the more accurate the results are. 
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