This paper studies how to design a platform to optimally control constrained multi-agent systems with a single coordinator and multiple strategic agents. In our setting, only the coordinator applies control inputs, however, it must do so based on information provided by the agents. One major challenge is that if the platform is not correctly designed then the agents may provide false information to the coordinator in order to achieve improved outcomes for themselves at the expense of the overall system efficiency. Here, we design an interaction mechanism between the agents and the coordinator such that the mechanism: ensures agents truthfully report their information, has low communication requirements, and leads to a control action that achieves efficiency by achieving a Nash equilibrium. We illustrate our proposed mechanism in a model predictive control (MPC) application involving heating, ventilation, air-conditioning (HVAC) control by a building manager of an apartment building.
I. INTRODUCTION
Many systems have dynamics influenced by agents, including power systems [1] , communication networks [2] , water systems [3] , and heating, ventilation, and air-conditioning (HVAC) automation [4] . These systems are characterized by information flows and the order of computations. For cooperative agents, various distributed model predictive control (MPC) schemes have been designed. A system-level control policy was obtained by aggregating locally-computed inputs [5] , [6] , and central platforms that compute a control based upon information sent by agents have also been designed [7] .
Distributed control with strategic agents is less wellstudied. The competitive nature of agents and asymmetries of information reward tactical behavior, ultimately leading to instability or poor performance [8] - [11] . We focus our attention on the case where equilibrium behavior can be described as a Nash equilibrium of some non-cooperative game [12] that may be inefficient [13] . A common way to overcome such inefficiencies is to force agents to coordinate their goals with the system-wide goal [14] , [15] . However, this approach requires strong assumptions that the agents' utility functions are common knowledge and/or agents are honest when transmitting information [16] . Another line of work [17] , [18] provides pricing schemes to induce or manage agents' behavior in the equilibrium.
A. Contributions
In this paper, we study the case of strategic agents under weaker assumptions than past work like [16] , [19] . In particular, the agents exchange information only with a central platform that is responsible for the control decision. Our goal is to design the interaction mechanism to ensure not only efficiency of the resulting control policy but also honest reporting from the agents. Originally, the study of such mechanisms [20] was concerned with the design of incentives to ensure efficient allocation of commodities amongst market participants, whilst ensuring truthfulness. The classical VCG mechanisms [21] - [23] are an example of such. Our first contribution lies in providing a mechanism that enjoy those properties when applied to an optimal control setting.
A major hurdle in implementing such mechanisms is their steep communication needs [11] , [24] , [25] . But, minimal strategy spaces that elicit efficient Nash equilibrium in convex environments have been developed [26] . A second contribution of our work is to provide communication protocols that are of low complexity order: We avoid communicating the entire utility function by the agents and instead resort to vector-valued messages inspired by surrogate optimization [24] , [27] . Hence, our goal in this paper is to provide a platform where (i) agents provide low-dimensional information, (ii) agents are honest, and (iii) an efficient control policy is implemented in the Nash equilibrium.
Lastly, we demonstrate the practical usefulness of our designed platform by conducting a simulation analysis of HVAC automation [28] . The situation we consider involves an apartment building where each apartment has its own preferences on desired room temperature versus the amount of energy consumption. The thermal dynamics of each apartment are coupled, and more efficient control is possible through coordination. Our simulations quantify the performance improvement possible through the use of our central platform in coordinating agents. In fact, this HVAC setup is similar to the setup in [18] . However, a major difference is that in [18] the central platform knows each agents' utility function and can set prices on the control inputs to induce agents' behavior. In contrast, we allow the agents to be strategic with respect to how they communicate information about their utility function to the central platform.
B. Outline
Sect. II defines the system model, and Sect. III defines the mechanism and how agents interact with it. In Sect. IV, we provide a Nash equilibrium characterization of the agents' equilibrium behavior. We conclude with Sect. V, where we provide a case study in the context of HVAC automation. where x k ∈ R n is the state vector, and u k ∈ R m is the input signal. Suppose this system is composed of I interconnected and non-overlapping subsystems that are each associated to an agent. Let [I] denote the set {0, ..., I}. We let x (i) k ∈ R ni denote the state vector of subsystem i at period k. Then we have x k = (x (1) k , ..., x (I) k ) and I i=1 n i = n. In addition, we can also partition the inputs where u
II. SYSTEM MODEL

Consider a system which obeys linear dynamics
The diagonal block A ii of A gives the subsystem dynamics for the i-th agent. Influence by other agents is described by off-diagonal blocks A ij of A when subsystem j impacts i. We assume agent i's input only affects states in their subsystem; hence, the input matrix B = diag(B 1 , ..., B I ) is block-diagonal. Let N i be the set of neighboring subsystems of subsystem i. Then the dynamics for the i-th subsystem is
So we recover Eq.(1) by stacking Eq.(2) for all agents. We assume each agent only knows their own local dynamics A ii and B i . Since agents do not know the j∈Ni A ij x (j) k part of their dynamics, a central platform is needed through which each agent can receive this information.
Each subsystem has state
u } that are polytopes containing the origin. Here, {G
are matrices and vectors with appropriate dimensions, respectively. Lastly, each agent i has their own cost function
where l i (·, ·) and g i (·) are stage and terminal costs, and T is control horizon. We assume each agent's stage and terminal costs are strictly convex, differentiable, and take their minimum at the origin. The cost function is the agents private information, and their goal is to minimize it.
B. Principal Model
The central platform is operated by a coordinator that we call the principal. We assume the principal has complete knowledge about the dynamics of the system (i.e., matrices A and B) and constraints (i.e., the sets X i , U i , ∀i ∈ [I]), and importantly the principal is who gets to apply a control input to the entire system (restated, the agents do not directly provide control inputs). In this framework, if the principal knew the objective function of each agent, then they could compute a control sequence by solving the following convex optimal control problem (OCP-T):
Throughout the paper we let (x * , u * ) denote the optimal solution of (OCP-T), which we call the efficient trajectory.
However, solving this problem is not possible for the principal, since it does not know the objective functions of each agent. It then needs to elicit information from each agent. The need of information gives birth to two major issues, which are the central focus of this work: (1) The agents may not be able/not desire to transmit their entire cost functions to the principal, as each cost function is infinite-dimensional and their private information; (2) The agents are strategic and may not tell the truth. Therefore in order for the principal to solve (OCP-T) it also needs to design a mechanism that provides incentives to each agent to tell the truth. Hence, the principal is faced with both an optimal control problem and a mechanism design problem.
III. MECHANISM SPECIFICATION
As described in the previous section, the principal's goal is to solve (OCP-T). Towards that goal, the principal resorts to approximate the objective function based on a finite number of parameters that the agents can report, and then the principal will minimize this approximated function.
A. Definition of the Mechanism
Let a mechanism M be a tuple (M 1 , ..., M I , z, p), where M i is the set of allowable messages agent i can send to the principal, and z(·) is the outcome function that determines the outcome z(m) for any message profile m = (m 1 , ..., m I ) ∈ M 1 × ... × M I . Here, the outcome function maps a message profile m to a state/input trajectory (x, u):
where z i (m) refers to the state/input trajectory associated with agent's i subsystem. Next, we define p(m) to be a nonnegative vector of "fees" for each agent.
The mechanism M together with the cost functions of each agents
) among the agents. We define the Nash equilibrium (NE) of this game as a message profile m * such that
where the compact notation m * −i denotes the vector of messages from all agents except i. The fee p i increases costs for agent i, which is undesirable since agents are minimizing. The goal of the principal is to design the mechanism such that the efficient trajectory (x * , u * ) can be implemented as the Nash equilibrium of the game N. Implementation means that the trajectory corresponding to the Nash equilibrium of the game induced by the mechanism is equal to the efficient trajectory.
B. Low-Communication Mechanism
We specify our low-communication mechanism as follows: Each agent i reports messages m i ∈ M i of the form
where v (i) ∈ R ni×(T +1) are weights for every state of subsystem i for each stage; w (i) ∈ R mi×T are weights for every control input of subsystem i for each stage; λ i ∈ R ni×T are weights representing the "sensitivity" of agent i dynamics in cost function for each stage;
is a reference trajectory for the states of subsystem i. Restated, each agent provides some open-loop trajectory coupled with state and input bounds, as well as scalars measuring the "impact" of states, inputs, and dynamics in its cost function. We highlight the fact that the message sent by the agents is a vector of finite dimension instead of a function, which is in line with previous work on low-communication mechanisms [25] .
In addition, the principal announces a single real-valued function f : R×R → R to all agents to be used as a surrogate function for their cost functions. Namely, for each agent i the principal forms the surrogate function
as an approximation of the agent's stage cost l i (·, ·). The notation f (·; ·) indicates the second argument is a parameter of the function and not a variable. We further only consider functions f (·; v) that are strictly convex for all possible parameters v ∈ R. Lastly, for simplicity we let the principal announce the same function for both states and inputs. But one could consider different functions for states and inputs -the key property being that it is the same function for all agents. Then the principal forms the surrogate function
as an approximation of agent's terminal cost g i (·). Based on a message profile m, the principal formulates the following surrogate optimal control problem (OCP-S):
where we explicitly consider the desired operational bounds reported by each agentJ (i) k for every stage k. Since f is strictly convex, this optimization problem has an unique solution that we call (x(y * ), y * ). Note that this notation means the y * are the optimal inputs for OCP-S. Then, given a message profile m, we have that z(m) = (x(y * ), y * ). That is, the outcome function of the mechanism z(m) outputs exactly the state/input trajectory of the optimal solution of OCP-S. We also define λ * (i) to be the optimal lagrange multipliers associated with Eq.(2) for every agent i. Now, suppose the principal solved OCP-S once successfully. The principal sends the following reference trajectory c (i) to agent i:
wherex (j) is part of the message m j as per (7) . Observe that the reference trajectory sent to agent i does not depend upon solving OCP-S. Moreover the principal will assign the following fees to each agent:
wherex (i) (c (i) ) is a state reference trajectory computed by the principal for agent i given that the other agents behave according to c (i) . For example, the principal can solve another round of OCP-S but now excluding agent i's contribution to the objective function in order to obtain x (i) (c (i) ) (in a way akin to VCG mechanisms [23] ). The key observation here is that the reference trajectoryx (i) (c (i) ) does not depend on the message sent by agent i. The first term of the fee penalizes deviations of the computed optimal state trajectory x (i) (y * ) fromx (i) (c (i) ). The second term penalizes mismatches between the reportedx (i) and the optimal state trajectory x (i) (y * ). The third term penalizes deviations from the reported sensitivity vectorλ (i) and the optimal lagrange multipliers λ * (i) of OCP-S associated with the dynamics of agent i. Lastly the vectors Λ −i,k are computed by the principal as follows:
where we, once again, note that this vector does not depend on the message sent by agent i.
IV. EQUILIBRIUM CHARACTERIZATION
With the mechanism defined, we can now characterize the equilibrium behavior of agents interacting via this mechanism. The goal of this section is to characterize the Nash equilibrium (NE) of the resulting game, which is a message profile m * . Our analysis begins by showing that in a NE m * , each agent i reports a specific type of state reference trajectories to the principal.
Lemma 1: Let m * = (v * , w * ,λ * ,J * ,x * ) be a NE of the game induced by the mechanism. Then every agent i ∈ I reportsx (i) * = x (i) (y * ) andλ (i) * = λ (i) * . In addition, the principal sends the following references to the agents:
Proof: Suppose all agents adhere to the message profile m * , except agent i which reports some message m i = (v (i) , w * (i) ,λ (i) , J * (i) ,x (i) ). Since m * is a NE, this deviation should give a higher cost for agent i, that is:
Now, observe that the outcome function z(m) only depends on the (v * , w * ,J * ) components of the message m * . Then substituting into (12) gives that
for all possible sensitivities and state trajectory reports (λ (i) ,x (i) ). Hence (λ * (i) ,x * (i) ) is the solution of the following minimization problem:
which achieves the minimum when (λ * (i) ,x * (i) ) = (λ * (i) x (i) (y * )). Then by definition of c (i) it directly follows that
Next, observe that each agent can only "measure" the impact of other subsystems in its dynamics via the reference signal c (i) that is sent by the principal. We say an state/input sequence (x (i) ,ǔ (i) ) is feasible for agent i if it is feasible for the agent's subsystem given the reference c (i) . We proceed to show that given the reference c (i) , any feasible state/input sequence (x (i) ,ǔ (i) ) can be achieved by agent i. That is, agent i can send a message that makes the principal compute the input y * (i) =ǔ (i) and x (i) (y * ) =x (i) as it solves the problem OCP-S, given that OCP-S is feasible.
Lemma 2: For any agent i, given a feasible state/input sequence (x (i) ,ǔ (i) ) there exists a messagem i such that z i (m i , m −i ) = (x (i) ,ǔ (i) ) for all possible messages of the other agents m −i , given that the resulting optimization problem (OCP-S) is feasible for (m i , m −i ).
Proof: Fix some agent i and a feasible state/input sequence (x (i) ,ǔ (i) ). We prove this lemma by constructing the messagem i . Specifically, suppose agent i chooses x
k . This choice constrains OCP-S to require that y * (i) =ǔ (i) and x (i) (y * ) =x (i) . Then for any message m −i , OCP-S is either infeasible or returns the desired solution for agent i, regardless of the message of other agents.
What this lemma implies is that given the Nash equilibrium message profile m * , agent i can unilaterally deviate in such a way that the principal will compute (x (i) ,ǔ (i) ) as part of the optimal solution, as long as OCP-S is feasible. We proceed in writing the agent's optimal control problem (OCP-A) in equilibrium:
where the equilibrium fee, according to Lemmas 1 and 2 is given by:
where
Thus in order for a message profile m * to be a NE, we must have that the optimal solution (x(y * ), y * ) for OCP-S must also be an optimal solution for each agents' OCP-A. Since both OCP-S and OCP-A are convex problems, it is enough to require that (x * (i) (y * ), y * (i) ) satisfy the KKT conditions for OCP-A for every agent i. Next we present our main theorem, which shows that the efficient trajectory (x * , u * ) can be implemented as a Nash equilibrium of the game induced by the mechanism:
Theorem 1: (Implementability): Let (x * , u * ) be the unique efficient trajectory. Let m * be a message satisfying the following:
∀i, j
∀i, h, k
where f (·) denotes the derivative of f (·). Then (x * , u * ) can be supported as a Nash equilibrium of the game induced by the mechanism, that is (x(y * ), y * ) = (x * , u * ). In addition m * is the equilibrium message sent by the agents. Proof: First, note OCP-T is an "aggregation" of each agent's problem: Instead of optimizing each agent separately with references c (i) for the neighbors, we optimize all agents at once. The KKT stationarity conditions for multipliers (ν, γ x , γ u ) of OCP-T, associated with the dynamics, state and input constraints respectively, are
for all j ∈ {1, . . . , n i }, h ∈ {1, . . . , m i } and k ∈ {1, ..., T − 1}. On the above we use the notation A li,j to denote the column j of matrix A li . In addition we let B ii,h denote the column h of B ii . Similarly, G ·,j,k represents the column j of the stage k constraints matrix G ·,k . Now, if the messages follow (21), then it is easy to see that (x * , u * ) satisfy the KKT conditions of OCP-S: .., T − 1} and for λ = ν, γ x = β x and γ u = β u . But in the equilibrium, Lemma 1 says that the reference trajectory c * (i) sent to each agent is exactly the one that would be obtained if each agent applied the input sequent y * (i) . Hence (x * , u * ) solves, not only OCP-S, but also each agent's problem when c * (i) is sent to the agents (OCP-A). This can be seen directly by using the multipliers λ (i) , γ (i)
x and γ (i) u for every agent's subproblem and verifying that (x * (i) , u * (i) ) solves the KKT conditions of OCP-A. As a result, no agent has incentive to deviate from m * i . Hence m * will be a Nash equilibrium of the game induced by the mechanism.
The above theorem can be viewed as follows: The mechanism is nash incentive compatible, as truthful reporting of the agent's own subsystem trajectory and marginal utility information is a nash equilibrium strategy. We finish this section with some remarks on Theorem 1:
At equilibrium, each agent reports the largest possible boundsJ * (i) so that OCP-S is always feasible at equilibrium. One may argue why do we include such reports in the message vector? Their presence is key to establishing Lemma 2, as they provide a "credible threat" to the mechanism (and thus to other agents). This forces that the solution (x(y * ), y * ) of OCP-S must solve each agent's subproblem at equilibrium. A similar argument with a numerical example is given in [25] in the context of routing. Lastly, OCP-S may be infeasible outside of equilibrium, since an agent could report an infeasible operational range. This issue can be overcome by assuming that the principal may apply some feasible control input if OCP-S ends up being infeasible. More importantly, in order for the agents to behave according to the equilibrium strategies, they need to know the optimal solution (x * , u * ) for OCP-T. This means that the agents need to "learn" the equilibrium by replaying the game and refining their messages. In the next section, we will provide one such simple learning process and, instead of theoretically proving its convergence to the Nash equilibrium defined in Theorem 1, we will present a test case on HVAC control in an MPC setting, where the game is replayed consecutively, but at each time, the initial conditionx 0 is different. This showcases the potential use of our mechanism when a learning protocol is used within the MPC framework.
V. HVAC CONTROL CASE STUDY
Consider a building manager who controls the HVAC system for four rooms. Each room occupant is an agent. Let 
the state be the room temperatures. The building manager can heat/cool each individual room:
be the inputs in each room. Fig.  1 shows the layout of the rooms with respect to each other. Using standard HVAC models [29] , the dynamics are
where ρ 1 = 1 + α + β + γ; ρ 2 = 1 + α + β + η; ρ 3 = 1 + α + γ + ν; ρ 4 = 1 + α + η + ν; and β, γ, η, ν are the heat transmission coefficients between rooms; and α is the heat coefficient with the outside. In addition, µ is the heat coefficient between the HVAC and each room. Note we treat the outside temperature as an exogenous disturbance vector. Now suppose each agent has the private cost function
is the agent's private information, namely: their desired room temperate and two scalars regulating the trade-off between comfort and energy usage. Following the setup of our mechanism, the building manager does not know the agent's private information nor the shape of their objective functions. The manager broadcasts the function f (T, u; v, w) = 1 2 (e − vT r ) 2 + 1 2 (wu) 2 , where T r is a reference temperature for the building manager.
We consider an MPC setting, where the principal's receding horizon OCP-S at stage t is given by
where A, B are given in (24) and b t+k|t is a prediction of −αT out t+k made at time t. Also, we use u 
where the neighborhoods N i match the room configurations. The principal also uses T * (i) t in order to compute the reference trajectory in the fee p i . After receiving such references, to be the lagrange multipliers associated with the dynamics. Then each agent updates the remaining according to (21) , which in our case reduces to v (i)
after taking the associated derivatives. Lastly,J
t . When t = 0, all weights are initialized to unit values. All optimization problems were solved using the optimization solver MOSEK [30] . We consider a optimal control length T = 5 and an MPC horizon of N = 15. We compare our mechanism-based MPC (M-MPC) with the perfectinformation case (P-MPC), where the principal knows the exact form of each V i . We also consider a "consensus"-type case, where no weights are updated and T r is set to the average of the desired temperatures (A-MPC). Fig. 2 shows the closed-loop state trajectory of the three approaches. It shows that our M-MPC closely tracks the P-MPC trajectory. Fig. 3 shows M-MPC recovers the P-MPC cost after a few time steps. Since we used true costs to compute P-MPC, this shows our mechanism recovers the efficient trajectory. In contrast, the case without information exchange behaves poorly. This example shows our mechanism can be used with MPC: at each stage an optimal control problem is solved, the first-stage control is applied, and agents update their messages based on knowledge received from the principal.
VI. CONCLUSION
We studied a dynamical system with several noncooperative strategic agents. We proposed a mechanism where the agents interact via a platform and characterized the equilibrium strategies. We provided an HVAC control test case to highlight the need of designing mechanisms that have low-communication requirements in an MPC setting. Our goal for future research is to rigorously find a learning process that allow agents to converge their messages to the equilibrium behavior and to explore conditions such that we can strengthen Theorem 1 toward strong implementability and uniqueness of the resulting equilibrium.
