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We review some recent progresses on the study of ultracold Fermi gases with synthetic spin-orbit
coupling. In particular, we focus on the pairing superfluidity in these systems at zero temperature.
Recent studies have shown that different forms of spin-orbit coupling in various spatial dimensions
can lead to a wealth of novel pairing superfluidity. A common theme of these variations is the
emergence of new pairing mechanisms which are direct results of spin-orbit-coupling-modified single-
particle dispersion spectra. As different configurations can give rise to single-particle dispersion
spectra with drastic differences in symmetry, spin dependence and low-energy density of states,
spin-orbit coupling is potentially a powerful tool of quantum control, which, when combined with
other available control schemes in ultracold atomic gases, will enable us to engineer novel states of
matter.
I. INTRODUCTION
The recent experimental realization of synthetic gauge
field in ultracold atomics gases has greatly extended the
horizon of quantum simulation in these systems [1–12]. A
particularly important case is the implementation of syn-
thetic spin-orbit coupling (SOC), a non-Abelian gauge
field, in these systems, where the internal degrees of free-
dom of the atoms are coupled to the atomic center-of-
mass motional degrees of freedom [4–6, 9, 10, 12]. In
condensed-matter materials, SOC plays a key role in
many interesting phenomena, such as the quantum spin
Hall effects, topological insulators, and topological super-
conductors [13–15]. Although the form of the synthetic
SOC currently realized in cold atoms differs crucially
from those in condensed-matter systems, there exist var-
ious theoretical proposals on realizing synthetic SOC
which can induce topologically nontrivial phases [16–
23]. Thus, the hope of simulating the various topolog-
ical phases, the topological superfluid state in particu-
lar, in the highly controllable environment of an ultra-
cold atomic gas stimulated intensive theoretical studies
on spin-orbit coupled Fermi gases [24–38]. Furthermore,
recent studies suggest that other exotic superfluid phases
and novel phenomena can be engineered with carefully
designed configurations [39–51]. As such, SOC has a
great potential of becoming a powerful tool of quantum
control in ultracold atomic gases.
In this review, we focus on the zero-temperature pair-
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ing physics in a spin-orbit coupled ultracold Fermi gas.
We will discuss the exotic superfluid phases in systems
with different spatial dimensions and with different forms
of SOC. A fundamentally important effect of SOC is the
modification of the single-particle dispersion spectra [52–
55]. We will start from there and show how this effect
leads to interesting pairing phases such as the topologi-
cal superfluid state, the various gapless superfluid states,
the SOC-induced Fulde-Ferrell (FF) state, and the topo-
logical FF state. We will also touch upon the topic of
exotic few-body states in spin-orbit coupled Fermi sys-
tems whose stability also benefits from the SOC-modified
single-particle dispersion.
The paper is organized as follows: in Sec. II, we briefly
introduce the implementation scheme of SOC in cur-
rent cold atom experiments. In Sec. III, we present
the single-particle dispersion spectra under various forms
of SOC. Then in Sec. IV, we analyze the general pair-
ing mechanism in these systems based on the modified
single-particle dispersion, and present the exotic super-
fluid phases and the rich phase diagrams under different
configurations. We further discuss the possibilities of en-
gineering novel pairing states and novel few-body states
in Sec. V. Finally, we summarize in Sec. VI.
II. IMPLEMENTING SYNTHETIC GAUGE
FIELD
The principle behind most of the proposals for an ar-
tificial gauge potential is based on the adiabatic theorem
and the associated geometrical phase [56]. In general, by
engineering the atom-laser interaction, the atoms experi-
ence an adiabatic potential when moving through space.
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2The resulting geometrical phase appearing in the effec-
tive Hamiltonian gives rise to the artificial gauge poten-
tial. To see this, we start from the full Hamiltonian
H = H0 + V [r(t)], (1)
where H0 = P
2/2m is the kinetic energy and V [r(t)]
describes the atom-laser coupling, whose spatial depen-
dence is related to the atomic motion.
Formally, let us expand the wave function at any given
time |Ψ(r, t)〉 onto the eigen basis {|φα(r)〉} of V (r)
|Ψ(r, t)〉 =
∑
α
cα(r, t)|φα(r)〉, (2)
where cα’s are the time-dependent expansion coeffi-
cients. Substituting the expansion above into the time-
dependent Schro¨dinger’s equation and projecting it into
the subspace of the α-th eigen state, we have
i~
∂
∂t
cα(r, t) = Eα(r)cα +
∑
β
〈φα|H0cβ(r, t)|φβ〉 , (3)
where Eα(r) satisfies V (r)|φα(r)〉 = Eα(r)|φα(r)〉. As-
suming the adiabatic condition, under which the slow
center-of-mass motion of an atom adiabatically follows
the fast internal dynamics governed by V (r), we may re-
tain only β = α in Eq. (3) to get
i~
∂
∂t
cα(r, t) = Eα(r)cα + 〈φα|H0cα|φα〉 , (4)
which effectively describes the motion of an atom in
the adiabatic potential Eα(r). To make the geometrical
phase stand out, we further examine the term involving
the kinetic energy
〈φα|H0cα|φα〉 = 1
2m
〈φα|P
∑
β
|φβ〉〈φβ | [Pcα|φα〉]

=
1
2m
(P−A)2 cα +Wcα. (5)
Here, the geometrical vector potential A =
i~ 〈φα|∇φα〉, and the geometrical scalar potential
W =
∑
β 6=α ~2 |〈φβ |∇φα〉|2 /2m. Hence, apart from an
energy shift due to the scalar potential W , the effective
Hamiltonian for an atom in the adiabatic potential
Eα(r) can be written as
Heff =
1
2m
(P−A)2 + Eα(r). (6)
The physical implication is just what we have stated
at the beginning, for a particle moving in an adiabatic
potential, its external motion adiabatically follows the in-
ternal dynamics at each spatial location. As a result, the
internal states of the particle may change as the particle
is moving through space. When the change in internal
states involves only a phase factor, the gauge potential
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FIG. 1: Schematics on the experimental implementation of
SOC in cold atoms. Ω is the effective Rabi frequency of the
Raman process, δ is the two-photon detuning. The pseudo-
spin states (| ↑〉, | ↓〉) are hyperfine states within the ground
state hyperfine manifold.
associated with the geometrical phase is Abelian, as is
the case for synthetic electromagnetic fields. When the
change in internal states involves a general rotation in the
Hilbert space spanned by the internal states, the gauge
potential associated with the geometrical phase can be
non-Abelian, as is the case for synthetic SOC.
Experimentally, the adiabatic potential is typically
generated by coupling the internal states of an atom with
lasers, and it was Spielman’s group at NIST that had first
realized a uniform vector gauge potential in a BEC of
87Rb atoms [1]. The scheme utilizes Raman lasers to cou-
ple hyperfine states in the ground state manifold of 87Rb,
such that when an atom jumps from one internal state
to another via the Raman process, its center-of-mass mo-
mentum also changes. Applying a similar scheme, vor-
tices were later observed in a BEC of 87Rb with synthetic
magnetic field, followed by the implementation of syn-
thetic electric field [2, 3]. In 2010, via a slightly modified
Raman scheme (see Fig. 1), Spielman’s group was able
to generate synthetic SOC, a non-Abelian version of the
synthetic gauge field, in a BEC of 87Rb atoms [4, 57, 58].
This was soon followed by the realization of synthetic
SOC in ultracold Fermi gases by the ShanXi group and
the MIT group in 2012 [5, 6]. In the following, we will ad-
dress the currently realized synthetic SOC in cold atomic
gases as the NIST SOC.
In the case of the NIST SOC, the effective single-
particle Hamiltonian can be written as
H =
∑
k
~2
2m
(k+ k0xσz)
2 − δ
2
σz +
Ω
2
σx (7)
⇒ ~
2
2m
(k+ k0xσx)
2 − δ
2
σx − Ω
2
σz (8)
where we have rotated the spin basis in the second line
so that the effective Hamiltonian takes the form of an
equal mixture of Rashba (kxσx + kyσy) and Dresselhaus
(kxσx − kyσy) SOC. At the moment, only the effective
one-dimensional SOC in the form of Eq. (8) has been
implemented experimentally. Note that in Eq. (8), the
effective Rabi-frequency Ω and the two-photon detuing δ
3can be seen as Zeeman fields perpendicular and parallel
to the direction of SOC, respectively.
III. SINGLE-PARTICLE DISPERSION UNDER
SOC
A fundamental effect of SOC in ultracold Fermi gases is
the modification of the single-particle dispersion. Under
SOC, both the symmetry and the low-energy density-of-
states are different, leading to unconventional BEC in
Bose systems, and exotic pairing states in Fermi systems
with attractive interactions. In this section, we will focus
on the single-particle dispersion under typical forms of
SOC, and discuss their potential impact on many-body
systems.
A. Rashba SOC
The single-particle Hamiltonian under the Rashba
SOC can be written as
H =
∑
k,σ
ka
†
k,σak,σ +
∑
k
[
α (kx − iky) a†k,↑ak,↓ +H.C.
]
,
(9)
where k = ~2k2/2m, a†k,σ (ak,σ) is the creation (anni-
hilation) operator for the pseudo-spin σ = {↑, ↓}, α is
the SOC strength, and H.C. stands for Hermitian con-
jugate. The pseudo-spin here is related to the adiabatic
potential, and its exact relation with the hyperfine states
is scheme dependent. The Hamiltonian can be diago-
nalized by introducing the annihilation operators in the
so-called helicity basis
ak,+ =
1√
2
(
eiϕkak,↑ + ak,↓
)
, (10)
ak,− =
1√
2
(
eiϕkak,↑ − ak,↓
)
, (11)
with ϕk = arg(kx + iky). The diagonalized Hamiltonian
H =
∑
k,λ=±
ξλa
†
k,λ, (12)
where ξ± = k±αk are the resulting single-particle eigen
energies.
The single-particle spectra under Rashba SOC is illus-
trated in Fig. 2, where it is clear that SOC breaks the
inversion symmetry and splits the spin spectra into two
helicity branches. Due to the symmetry of the Rashba
SOC, points of the lowest energy in the lower helicity
branch form a ring in momentum space, and the ground
state is infinitely degenerate in this case [see Fig. 2(c)].
Correspondingly, the density-of-states for a Rashba spin-
orbit coupled spectra in three dimensions is a constant
at the lowest energy. This peculiar single-particle spectra
and density of states naturally lead to interesting many-
body phenomena [52–55].
(a) (b) 
(c) (d) 
𝑘𝑥 
FIG. 2: Illustration of the single-particle dispersion spectra
under SOC. (a) The dashed curve represents the free-particle
spectra (k); the solid curves are the spectra for the helic-
ity branches (ξ±). (b) The spectra of the helicity branches
under SOC and an out-of-plane Zeeman field (hσz). (c) The
single-particle spectrum of the lower helicity branch under the
Rashba SOC, three-dimensional view. (d) The single-particle
spectrum of the lower helicity branch under the NIST SOC,
three-dimensional view.
For noninteracting bosons, as the ground-state degen-
eracy is infinite, BEC is no longer possible at zero temper-
ature even in three dimensions. However, a weak interac-
tion can induce a spontaneous symmetry breaking, and
the bosons will condense to either one point or two oppo-
site points on the degenerate ring in momentum space,
depending on the interaction parameters. This leads to
the so-called plane-wave phase and the stripe phase in a
uniform interacting Bose gas with Rashba SOC [52, 53].
For a noninteracting Fermi gas at zero temperature,
atoms occupy all the low-energy states up to the Fermi
energy. As the atom number density increases, the topol-
ogy of the Fermi surface changes and the system un-
dergoes a Lifshitz transition. Furthermore, it has been
shown that for atoms with attractive s-wave interaction
between the spin species and with Rashba SOC, the two-
body bound state energy is enhanced due to the increased
density of states at low energies [54, 55]. In fact, a
two-body bound state exists in three dimensions even
in the weak-coupling limit, similar to the case of a two-
dimensional problem without SOC, suggesting an effec-
tive reduction of dimensions, which is consistent with the
SOC-modified density of states.
4FIG. 3: Experimental observation of the Lifshitz transition
for a noninteracting degenerate Fermi gas with spin-orbit cou-
pling [5]. Reprinted with permission from the American Phys-
ical Society.
B. NIST SOC
The single-particle Hamiltonian under the NIST SOC
can be written as
H =
∑
k,σ
ka
†
k,σak,σ +
∑
k
h
(
a†k,↑ak,↓ +H.C.
)
+
∑
k
αkx
(
a†k↑ak↑ − a†k↓ak↓
)
, (13)
where a†k,σ (ak,σ) is the creation (annihilation) operator
for different hyperfine states. Compared with Eq. (8),
the SOC parameter α is related to the momentum trans-
fer of the Raman process, and the effective Zeeman field
h is proportional to the effective Rabi-frequency. The
helicity basis that diagonalizes the Hamiltonian becomes
ak,± = ±β±k ak,↑ + β∓k ak,↓, (14)
with β±k =
[√
h2 + α2k2x ± αkx
]1/2
/
√
2[h2 + α2k2x]
1/4.
The single-particle dispersion of the helicity branches
ξ± = k ±
√
h2 + α2k2x. When h < mα
2/~2, the de-
generate ground state manifold consists of two points in
momentum space, in contrast to a ring under the Rashba
SOC [see Fig. 2(d)]. The spin components of the helic-
ity branches are momentum dependent under the NIST
SOC, which is also different from that of the Rashba
SOC. Although these differences can lead to drastically
different many-body effects, as we will show later, cold
atomic gases under the NIST SOC still preserve many
of the interesting properties of those under the Rashba
SOC. For example, in a BEC under the NIST SOC,
the stripe phase and the plane-wave phase can still be
identified in the finite-temperature phase diagram [11].
While in a noninteracting degenerate Fermi gas, topo-
logical changes of the Fermi surface have been observed
experimentally (see Fig. 3).
C. Other forms of SOC
Besides the Rashba and the NIST SOC, the isotropic
SOC of the form k ·σ, or the three-dimensional SOC, has
also been discussed recently by various authors [22, 23,
36, 38, 45, 46, 54, 59]. For bosons, spin textures of the
ground state under an isotropic SOC may acquire inter-
esting topology. For fermions, it is expected that the sys-
tem under appropriate parameters can behave like three-
dimensional topological insulators or Weyl semimetals.
Additionally, the application of an effective Zeeman field
can deform the single-particle dispersion spectra along
the direction of the field. As we will see later, this would
lead to novel pairing states under attractive inter-particle
interactions. Other more exotic forms of synthetic SOC
exist and have been discussed in the literature [60–62]. A
common feature of these SOCs is the absence of counter-
parts in naturally occurring condensed-matter systems,
which makes the quantum simulation of systems with
exotic forms of SOC in ultracold atomic gases more ap-
pealing.
IV. PAIRING PHYSICS UNDER SOC
With the understanding of single-particle dispersions
under SOC, we now examine the pairing physics in an at-
tractively interacting Fermi gas with SOC. We start with
the conventional BCS pairing mechanism in the weak-
coupling limit, which should help us to appreciate the
fundamentally new pairing mechanisms in a spin-orbit
coupled Fermi gas.
A. Interbranch pairing and intrabranch pairing
It is well known that a two-component Fermi sea with-
out spin imbalance becomes unstable in the presence of
a small attractive interaction. The resulting Cooper in-
stability leads to a BCS ground state, which is the ba-
sis for understanding conventional superconductivity in
most metals at low enough temperatures. In ultracold
Fermi gases, pairing superfluidity has been experimen-
tally observed thanks to the Feshbach resonance tech-
nique [63, 64]. The effective BCS mean-field Hamiltonian
of such a system can be written as
H − µN =
∑
k
[
a†k↑ a−k↓
] [
k − µ ∆
∆∗ −(k − µ)
] [
ak↑ a
†
−k↓
]
+
∑
k
(k − µ)− |∆|
2
U
, (15)
5(a) 
(c) 
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FIG. 4: Schematics of the pairing mechanisms. (a) Illustra-
tion of the BCS pairing mechanism. (b) Illustration of the
conventional FF pairing mechanism. (c) Pairing mechanism
under SOC and an out-of-plane Zeeman field. (d) Pairing
mechanism of the SOC-induced FF state with both out-of-
plane and in-plane Zeeman fields. In all figures, the thin red
(blue) curve represents the particle (hole) dispersion of the
noninteracting system, the thick solid (dashed) curve repre-
sents the quasiparticle (quasihole) dispersion under the pair-
ing interaction. The horizontal green line is the Fermi energy.
See Ref. [47]
where U is the bare interaction rate, ∆ = U〈a−k↓ak↑〉 is
the pairing order parameter, and µ is the chemical poten-
tial, which, in the weak-coupling limit, is essentially the
Fermi energy of the system. Under the Hamiltonian (15),
the BCS pairing mechanism in the weak-coupling limit
can be schematically illustrated as Fig. 4(a). The disper-
sion of the spin-up particles crosses that of the spin-down
holes at the Fermi surface, where the pairing mean field ∆
couples the two branches, leading to an avoided crossing
and the quaiparticle (quasihole) dispersions. From the
positions of the avoided crossings, we see that the pairing
state in this case has zero center-of-mass momentum. In
the presence of a spin imbalance, or an effective Zeeman
field, the Fermi surface mismatch between the two spin
species can lead to competition between the BCS pair-
ing mechanism and the Fulde-Ferrell-Larkin-Ovchinnikov
pairing mechanism [65]. In the latter case, the disper-
sion of the minority spin species is shifted so that pair-
ing can take place near the Fermi surface [see Fig. 4(b)],
thus leading to a finite center-of-mass momentum pairing
state. In both of these cases, an important feature is that
pairing involves both the particle and the hole branches
of different spin species. We address this kind of pair-
ing mechanism as interbranch pairing. Note in Fig. 4(b)
and in the rest of the review, we consider the simple case
where pairing occurs with a single-valued center-of-mass
momentum, the so-called Fulde-Ferrell (FF) state.
Under SOC, with different single-particle dispersions,
a new pairing mechanism emerges, which becomes more
transparent and also physically more interesting in the
presence of effective Zeeman fields. Extending the BCS
mean-field theory, we may write down the effective mean-
field Hamiltonian of a two-component Fermi gas under
the Rashba SOC and an effective out-of-plane Zeeman
field
Heff =
1
2
∑
k

ξk + h 0 αke
iϕk ∆
0 −(ξk + h) −∆∗ αke−iϕk
αke−iϕk −∆ ξk − h 0
∆∗ αkeiϕk 0 −(ξk − h)

+
∑
k
(k − µ)− |∆|
2
U
, (16)
where h is the effective Zeeman field along the z direction.
The Hamiltonian above is written the pseudo-spin ba-
sis
{
ak↑, a
†
−k↑, ak↓, a
†
−k↓
}T
. Under SOC, the mean-field
ground state of the system has both s- and p-wave pairing
components, as both
∑
k〈a−k↓ak↑〉 and
∑
k〈a−kσakσ〉
(σ =↑, ↓) are finite [27, 55]. Starting from the Hamil-
tonian above, we now examine the pairing mechanism in
the weak-coupling limit.
In the absence of any Zeeman fields, as illustrated in
Fig. 2(a), the two helicity branches cross at the origin in
momentum space. Under an effective out-of-plane Zee-
man field, i.e., when h is finite, the helicity branches are
coupled and a gap opens up at the origin [see Fig. 4(c)].
When the chemical potential lies in this gap, as is the
case in Fig. 4(c), pairing can occur within the lowest he-
licity branch, leading to the opening of pairing gaps at
the crossings of the particle and hole dispersions of the
lower branch. This is possible since SOC mixes differ-
ent spin species so that s-wave pairing between spin-up
and spin-down atoms can happen within the same helic-
ity branch. We call this pairing mechanism intrabranch
pairing. As we will demonstrate in the next section, for
a Rashba SOC, this is the pairing scenario that results in
the exotic topological superfluid state. When the chem-
ical potential lies above the gap, or when the interac-
tion becomes stronger, interbranch pairing becomes im-
portant and competes with intrabranch pairing. From
the location of the avoided crossings, we see that pairing
states in this case have zero center-of-mass momentum.
When an in-plane Zeeman field is added, the single-
particle dispersion spectra become deformed. As shown
in Fig. 4(d), in this case, intrabranch pairing naturally
leads to pairing states with finite center-of-mass mo-
menta. Apparently, these SOC-induced FF pairing states
are the result of interplay between SOC and Fermi sur-
face asymmetry, and are different in mechanism from the
conventional FF (cFF) states discussed previously.
With these qualitative analysis in the weak-coupling
limit, we have already seen the various possibilities of
exotic pairing states under SOC. In the following, let us
see some more concrete examples.
6FIG. 5: Typical phase diagram in the α-µ plane for a two-
dimensional Fermi gas under Rashba SOC and an out-of-plane
Zeeman field h. The first-order phase transition is shown in
red solid curve while the second-order phase transitions are
shown in dash-dotted black curves. The thin dashed curve
in the topological superfluid (TSF) region marks the ∆/h =
10−3 threshold. The effective Zeeman field h is taken to be
the energy unit, while the unit of momentum kh is defined
through ~2k2h/(2m) = h. Here, VAC represents the vacuum.
See Ref. [28].
B. Topological superfluid state and gapless
superfluid state
Perhaps the most important exotic pairing state in a
spin-orbit coupled Fermi system is the topological su-
perfluid state in two dimensions, originally investigated
in the context of semiconductor/superconductor heter-
structures with Rashba SOC, s-wave pairing order and
an out-of-plane Zeeman field [13–15]. As has been shown
in Ref. [24, 25], SOC breaks the inversion symmetry
and mixes up different spin components in the helicity
branches. The introduction of the external Zeeman field
breaks the time-reversal symmetry and opens up a gap
between different helicity branches. In the weak-coupling
limit, when the Fermi surface of the system lies in this
gap, the ground state of the system becomes a topological
superfluid state with Majorana zero modes on the bound-
aries or at the cores of vortex excitations. Importantly,
these non-Abelian Majorana zero modes are protected
by a bulk gap and are therefore useful for fault-tolerant
topological quantum computation [66].
The stabilization of the topological superfluid state can
be understood as the direct result of intrabranch pairing,
which leads to a mixture of s- and p-wave symmetries
in the pairing order parameter [27, 55]. In parameter
regions where the p-wave pairing dominates, the px± ipy
symmetry of the pairing order parameter inherited from
the Rashba SOC allows one to map the system onto a
p-wave superfluid with the corresponding symmetry [25].
In the context of ultracold atomic gases, a natural
question is whether the topological superfluid state and
the associated Majorana zero modes can be prepared
and probed. Although the experimental realizaiton of
the Rashba SOC has not been achieved yet, there have
been various theoretical proposals on its implementation
in cold atoms, which gives rise to even more theoretical
characterizations of the topological superfluid phase and
the related phase transitions in the context of ultracold
Fermi gases. In two dimensions, it is found that a topo-
logical superfluid phase which supports Majorana zero
modes can be stabilized [24, 25]. In a uniform system,
these different phases will give rise to phase-separated
states with various first-order boundaries (see Fig. 5).
In a trapping potential, which is more relevant to the
experimental conditions, these different phases naturally
separate in space, leading to shell structures similar to
those in a polarized Fermi gas [28].
Another intriguing finding on the mean-field phase di-
agram Fig. 5 is the absence of a normal phase, even in the
limit of large magnetic field αkF /h→ 0. Instead of being
zero in the case without SOC, here, the order parameter
decreases exponentially with increasing h, but remains
finite within the entire SF and TSF regime. This some-
what counterintuitive result is an artifact of the mean-
field approach, which completely neglects quantum and
thermal fluctuations. A more careful analysis incorpo-
rating particle-hole fluctuations in the large-Zeeman-field
limit shows that there exits a so-called polaron-molecule
transition, suggesting that the true ground state is a nor-
mal phase, at least in the weak-coupling regime [42].
When the Rashba SOC is replaced by the less symmet-
ric NIST SOC, the topological superfluid phase would
be replaced by various nodal superfluid phases (nSF1
and nSF2), with either two or four discrete nodal points
along the direction with no SOC. The mean-field zero-
temperature phase diagram in two dimensions is shown
in Fig. 6(a). Note that the cFF phase is due to the inter-
branch pairing mechanism and not the SOC-induced FF
states that we have discussed previously. In three dimen-
sions, neither the Rashba SOC nor the NIST SOC would
lead to a topological superfluid, as the pairing superfluid
phases therein are either fully gapped trivial superfluid
(SF) state or nodal superfluid phase. Interestingly, for
gapless superfluid states in a three dimensional Fermi
gas with the NIST SOC, the nodal points typically form
closed surfaces in momentum space [44].
C. SOC-induced FF pairing and topological FF
state
An important consequence of the intrabranch pairing is
the dramatically enhanced FF pairing states under SOC
and Fermi surface asymmetry. As illustrated in Fig. 4(c),
under an additional in-plane Zeeman field, the Fermi sur-
face is deformed, such that it no longer has inversion sym-
metry along the axis of the transverse field. In the weakly
interacting limit, it is clear that a simple BCS pairing
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FIG. 6: Typical phase diagrams for a two-dimensional Fermi gas under: (a) NIST SOC without two-photon detuning (no
in-plane Zeeman field); (b) NIST SOC with finite two-photon detuning (finite in-plane Zeeman field); (c) Rashba SOC with
both the out-of-plane and in-plane Zeeman field. The solid curves are first-order boundaries, the dashed curves represent
continuous phase boundaries. Here, VAC represents the vacuum, and N represents normal state. See Ref. [34, 47]
state with zero center-of-mass momentum becomes ener-
getically unfavorable. This opens up the possibility of an
exotic FFLO-like pairing state with finite center-of-mass
momentum [47]. From the general argument above, we
may further infer that such a pairing state is a natu-
ral result of the co-existence of SOC and Fermi surface
asymmetry, and should generally exist in such systems,
regardless of the exact type of SOC in the system. In-
deed, these exotic pairing states have been reported to
exist in various systems of different dimensions and with
different forms of SOC [32–38, 44–46, 67, 68].
To illustrate this, we first consider an experimentally
relevant system, where the NIST SOC is imposed on a
two-dimensional Fermi gas with effective axial and trans-
verse Zeeman fields. Similar to the Rashba case, a mean-
field description of the pairing states here can be seen as
a natural extension of the standard BCS theory
Heff =
1
2
∑
k

λ+k 0 h ∆Q
0 −λ+Q−k −∆∗Q −h
h −∆Q λ−k 0
∆∗Q −h 0 −λ−Q−k

+
∑
k
ξ|Q−k| − |∆Q|
2
U
, (17)
where λ±k = ξk ± αkx ∓ hx, the order param-
eter ∆Q = U
∑
k 〈aQ−k↓ak↑〉. The Hamiltonian
(17) has been written under the hyperfine-spin basis{
ak↑, a
†
Q−k↑, ak↓, a
†
Q−k↓
}T
. Again, the SOC parameter
α is related to the momentum transfer of the Raman pro-
cess in the NIST scheme, and the effective Zeeman field h
and hx are proportional to the effecitve Rabi-frequency
and the two-photon detuning of the Raman lasers, re-
spectively. The zero-temperature thermodynamic poten-
tial can be obtained by diagonalizing the effective Hamil-
tonian
Ω =
∑
k
ξ|Q−k| +
∑
k,ν
θ(−Eηk,ν)Eηk,ν −
|∆Q|2
U
, (18)
where the quasiparticle (quasihole) dispersion Eηk,ν (ν =
1, 2, η = ±) are the eigenvalues of the matrix in Hamil-
tonian (17), and θ(x) is the Heaviside step function.
From the previous general analysis in the weak-
coupling limit, the BCS pairing states with zero center-of-
mass momentum would become unstable against an FF
pairing state under the Fermi surface asymmetry. This
implies an instability of the BCS state with finite hx.
This point can be demonstrated by performing a small
Q expansion around the local minimum in the thermody-
namic potential landscape that corresponds to the BCS
pairing state
Ω(∆, Qx) = Ω0(∆) + Ω1(∆)Qx + Ω2(∆)Q
2
x +O(Q3x),
(19)
where we have assumed Q = (Qx, 0). It is then straight-
forward to demonstrate numerically that for hx = 0, we
have Ω1 = 0, Ω2 > 0; while for hx 6= 0, we have Ω1 6= 0,
which has an opposite sign to that of hx. This is a di-
rect evidence that the BCS pairing state in the presence
of Fermi surface asymmetry and SOC becomes unstable
against an FF state, with the center-of-mass momentum
Q opposite to the direction of the transverse field hx.
A qualitative understanding of these FF states is that
the combination of SOC and Fermi surface asymmetry
shifts the local minima that corresponds to BCS pairing
states (Q = 0) onto the finite-Q plane. This is further
reflected by the observation that the magnitude of the
center-of-mass momentum Q decreases as Fermi surface
asymmetry becomes smaller, i.e., with increasing chemi-
cal potential µ or SOC strength α [47, 48].
We show the mean-field phase diagram in Fig. 6(b).
Recalling Fig. 5, it is clear that the topological superfluid
state under the Rashba SOC is now replaced by a nodal
FF (nFF) state, while the trivial superfluid state is re-
placed by a gapped FF (gFF) state. These SOC-induced
FF states originate from intrabranch pairing, and are dif-
ferent in mechanism from the conventional FF state.
Among these SOC-induced FF states, perhaps the
most interesting case is the topological FF (tFF) state,
where the pairing state can have nonzero center-of-mass
momentum and topologically nontrivial properties simul-
taneously [32–35]. This exotic pairing phase can be un-
derstood as derived from a typical topological super-
8sin𝜃 + 𝑈 
cos2𝜃 
cos 𝜃 
0 
1 
𝑘𝑥 
Impurity 
FIG. 7: Schematics of the three-component Fermi system in
Sec. V A. The impurity atoms interact only with the spin-
up atoms in a spin-orbit coupled Fermi gas. The fractions
of spin components in both helicity branches are momentum
dependent, as characterized by cos θ = −β−k and sin θ = β+k ,
where β±k is defined in Sec. III. See Ref. [49].
fluid phase in two dimensions, where Rashba SOC, s-
wave pairing order and an out-of-plane Zeeman field co-
exist. With the addition of another effective Zeeman
field in the transverse direction, the Fermi surface be-
comes asymmetric, and according to the preceding anal-
ysis, the ground state of the system necessarily acquires
a nonzero center-of-mass momentum. More importantly,
the ground state would inherit all topological properties
from the topological superfluid state, provided that the
deformation of the Fermi surface should not be drastic
enough to close the bulk gap. The phase diagram of a
two-dimensional Fermi gas under Rashba SOC and cross
Zeeman fields is shown in Fig. 6(c). Apparently, the sta-
bility region of the tFF state roughly corresponds to the
topological superfluid state in Fig. 5.
V. ENGINEERING NOVEL STATES
An advantage of ultracold atomic gases is their highly
tunable parameters. While SOC provides the possibil-
ity of engineering single-particle dispersion, in principle,
one can also change the interaction strength via the well-
established Feshbach resonance technique. In fact, when
combining SOC with other available tools in ultracold
atomic gases, we can engineer highly nontrivial states.
A. Engineering FF state
As an example, we consider a three-component Fermi
gas, where one fermion species (‘impurity’) is tuned close
to a wide Feshbach resonance with one of the spin-
species in a two-component Fermi gas under the NIST
SOC [49]. The pairing mechanism here is illustrated in
Fig. 7. Under the NIST SOC, the spin components in
both helicity branches are momentum dependent. The
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FIG. 8: (a) Competition between molecules of different
center-of-mass momenta as the actual Fermi energy changes.
Molecular energies EM relative to the Fermi energy Eh as
functions of the center-of-mass momentum Qx, with h/EF =
1.2 (solid), h/EF = 1 (dashed), and h/EF = 0.8 (dash-
dotted). The unit of energy is the Fermi energy EF of a
two-component, noninteracting Fermi gas in the absence of
SOC and with the same total number density. (b) Typical
phase diagram in the (µb/E0, (k0as)
−1) plane in a Li-K-K
system. The red (blue) curve shows the transition boundary
between the normal state (N) and FF states with different
center-of-mass momentum (FF1 and FF2). See Ref. [49].
pairing states naturally acquire a nonzero center-of-mass
momentum, which is dependent on the position of the
Fermi surface as well as the interaction strength. For in-
stance, in the weak-coupling limit, when the Fermi sur-
face lies in the lower branch, the center-of-mass momen-
tum is negative, since the pairing is lower-branch domi-
nated; while if the Fermi surface lies in the upper branch,
the center-of-mass momentum can be positive, as the
ground state is the result of the competition between
lower-branch-dominated pairing and the upper-branch-
dominated pairing. This can lead to the competition
between pairing states with different center-of-mass mo-
mentum, as illustrated in Fig. 8. Apparently, the FF
pairing states in this system is different from the SOC-
induced FF states discussed previously. Qualitatively, we
are replacing the Fermi surface asymmetry in the previ-
ous section with the asymmetry in the spin degrees of
freedom of the helicity basis.
A notable feature of the current system is that the two-
body bound state is suppressed by SOC. In the absence
of SOC, the spin-down atoms are decoupled, and the two-
body bound state between the ‘impurity’ and the spin-up
atom emerges at resonance with a−1s = 0, where as is the
scattering length between the spin-up atom and the ‘im-
purity’ atom. Under SOC, this two-body bound state
threshold is pushed toward the BEC limit with a−1s > 0
(see Fig. 9). Roughly, as SOC establishes ‘correlation’
between the spin-up and the spin-down atoms, it is more
difficult for the ‘impurity’ and the spin-up atoms to com-
bine and form a bound state. As we will see later, a
more rigorous description of this peculiar ‘correlation’ is
the symmetry in the SOC-modified single-particle dis-
persion. This suppression of two-body bound state nat-
urally leads to the question of the stability of three-body
bound states, i.e., whether a three-body bound state can
be more stable than the two-body bound state in certain
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FIG. 9: Two-body bound state threshold for varying SOC
parameter h and a fixed αk0/E0 = 1. The mass ratio η =
ma/mb, where mb is the mass of the impurity atom, ma is the
mass of the atoms under SOC. Here, η = 1 (solid), η = 6/40
(dashed), and η = 40/6 (dash-dotted). The unit of energy
E0 = 2maα
2/~2, and the unit of momentum k0 = 2maα/~2.
See Ref. [49].
parameter region?
B. Exotic trimer states under SOC
A short answer to the question above is: not with the
NIST SOC [49]. However, it is possible to stabilize three-
body bound states, or trimers, if we consider other forms
of SOC, especially those with a high symmetry. Indeed,
if we replace the NIST SOC with the Rashba SOC in
the previously discussed three-component Fermi system,
trimers can be stabilized even in the absence of any two-
body bound states [51]. The stabilization of this so-called
Borromean state can be understood from the special sym-
metry of the Rashba-modified single-particle dispersion
spectra (see Fig. 10). As illustrated in Fig. 2(c), under
the Rashba SOC, the degenerate subspace of the single-
particle ground state forms a ring in momentum space.
With such a spectral symmetry, the scattering within the
lowest-energy subspace is blocked due to the total mo-
mentum conservation (see Fig. 10), which effectively sup-
presses the formation of a two-body bound state. In con-
trast, the three-body scattering is not blocked. Under the
NIST SOC, the single-particle dispersion spectra have
less symmetry. Hence, although the two-body bound
states are also suppressed in those systems, they remain
to be energetically more favorable than the trimers.
Borromean states have been found before in differ-
ent physical systems. However, previously studied Bor-
romean states are nonuniversal, with properties depen-
dent on the short-range details of the two-body interac-
tion potential [69–71]. Here, the Borromean states are
universal, with properties only dependent on the two-
body s-wave scattering length and the SOC coupling
strength. Furthermore, near the trimer threshold of such
a system, three-body resonances should give rise to in-
FIG. 10: (Upper panel) Illustration of the Borromean bind-
ing mechanism in the the three-component Fermi system in
Sec. V B. In this a˜ − a˜ − b system, a˜ atoms are subject to
the Rashba SOC, and b serves as the ‘impurity’. (Upper left)
The two-body scattering within the lowest-energy subspace
of the a˜ − b system cannot proceed due to the conservation
of total momentum. (Upper right) The three-body scattering
within the lowest energy subspace of the a˜ − a˜ − b system
is allowed (green dashed arrows). (Lower panel) Phase dia-
gram for the system in Sec. V B on the (1/(λas), η) plane,
where λ = maα/~2. The lower and upper solid curves respec-
tively represent the threshold of Borromean (‘B’) state and
the boundary at which the ordinary trimer (‘T’) merges into
the atom-dimer continuum (‘AD’). The blue dashed curve is
the dimer threshold, which is also the boundary between ‘B’
and ‘T’ for η > 0.39. See Ref. [51]
teresting many-body states with exotic few-body corre-
lations. The universal Borromean state in the spin-orbit
coupled Fermi system is thus highly nontrivial. Note that
universal trimers have also been identified in a related
system, where an atom under isotropic SOC interacts
with two other atoms [50]. Both of these cases suggest
that exotic few-body states may be stabilized by intro-
ducing SOC as another dimension of control.
VI. SUMMARY
In this brief review, we have focused on the general
pairing mechanism in a spin-orbit coupled Fermi gas. As
SOC changes the single-particle dispersion spectra, pair-
ing superfluidity in the system takes on many new and
exotic forms: topological superfluid, SOC-induced FF
state, topological superfluid so on so forth. Besides these
exotic pairing states, SOC can also lead to novel uni-
versal trimer states, which features exotic few-body cor-
relations upon which even more interesting many-body
10
phases may emerge. In all these cases, by modifying the
single-particle dispersion, SOC proves to be a powerful
tool of quantum control, which, when combined with the
outstanding tunability of ultracold atomic gases, is play-
ing an increasingly important role in fulfilling the poten-
tial of quantum simulation with ultracold atomic gases.
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