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Resumen
Los modelos de teora de respuesta al tem permiten denir una esala para variables
que en prinipio no pueden ser medidas diretamente. En este trabajo se presenta una
propuesta para denir de forma empria los diferentes puntos de orte de los niveles de
desempe~no para el proedimiento de anlaje de la esala propuesto por Beaton y Allen
(1992) a partir de los parametros de los items que la onforman; ademas, se presentan el
modelamiento y estimaion onjunta de la variable latente (habilidad) omo una funion
lineal de un onjunto de ovariables para modelos de respuesta al tem para items de res-
puesta diotoma y para items de respuesta ordinal. La identiabilidad y la estimaion
maximo-verosmil de los parametros son abordados para ada uno de los modelos propues-
tos, y se presentan reomendaiones para el modelamiento del parametro de habilidad en
ontextos apliados teniendo en uenta las limitaiones y las araterstias enontradas
para los modelos analizados.
Palabras lave: Teora de Respuesta al

Item, TRI, Modelo de Respuesta Graduada, GRM,
Modelo TRI logstio de 3 parametros, TRI-3PL, modelamiento de la habilidad, regresion
latente, niveles de desempe~no, anlaje de la esala, Modelos Lineales y No lineales Mixtos
Generalizados, GLMM, GNLMM, GLLAMM, uestionario `Personas en mi vida'.
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Abstrat
Item response models allow an unobservable latent variable (ability) to be saled. In this
doument an empirial method to obtain anhoring levels (Beaton & Allen, 1992) to give
substantive interpretation to a sale is proposed, and models that allow jointly onsidering
the item response model and a strutural linear model for ability are presented for both
dihotomous and ordinal item responses. Identiability and maximum likelihood estimation
are disussed for all models and the ndings and limitations enountered are used to guide
the applied use of these models.
Key words: Item Response Theory, IRT, Graded Response Model, GRM, Three-parameter
logisti IRT model, 3PL-IRT, modelling abilities, latent regression, performane levels, sale
anhoring, Generalized Linear and Non-linear Mixed Models, GLMM, GNLMM, GLLAMM,
`People in my life' questionnaire.
 Apartes del aptulo 2 de este doumento fueron publiados en Una
propuesta para la obtenion de niveles de desempe~no en los modelos de Teora
de Respuesta al

Item, Avanes en Mediion (2008), Vol 6(1), 45{54, (ISSN
1692-0023).
 Apartes del 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omo Regresion latente en modelos
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 Apartes del aptulo 3 fueron publiados en Regresion latente en modelos de
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I suppose it is tempting, if the only tool you have is a hammer,
to treat everything as if it were a nail.
|Abraham Harold Maslow
Thanks to people in my life
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1. Introduion
En diversos ampos, en espeial en las ienias soiales, es freuente que el interes
dentro de una investigaion reaiga sobre el estudio de araterstias que no son medibles
u observables diretamente, sino inferidas a partir de otras que s lo son. Por ejemplo, hay
araterstias omo el nivel de alidad de vida de una persona que padee aner, o omo
es la relaion afetiva entre un ni~no y sus padres, que al no poder ser medidas diretamente
requieren la adquisiion de informaion obtenida de otras variables, omo el nivel de dolor
peribido. En estos asos, la informaion que se puede obtener es vista omo un indiador
de la araterstia {v.g. sobre un ni~no que siente onanza en la exploraion de un sitio
on el que no esta familiarizado y busa a su madre on periodiidad, se puede deir que
demuestra seguridad en su relaion de apego on ella. En general, esta informaion se
reoleta empleando instrumentos de observaion de las ondutas de las personas o de
uestionarios en que se pregunta por aspetos relaionados on la variable de interes. Es
laro que para estas variables, al no ser observables diretamente, no se posee una esala
denida e interpretable de antemano (Bartholomew, 1980).
Con el n de analizar y modelar estas variables no observables, a partir de un on-
junto de variables observadas, apareen los modelos de rasgo o estrutura latente (Lord,
1950; Lazarsfeld, 1955; Birnbaum, 1968), onoidos omo modelos de respuesta al tem
uanto se asume que la variable no observada es ontinua (Mu~niz, 1997). En estos modelos
se busa representar on laridad la relaion entre los diversos reativos, items o ondu-
tas observadas on la variable no observable de interes, tambien llamada variable latente.
Conretamente, se establee una relaion funional entre la probabilidad de que un sujeto de
ierta respuesta a un reativo y la magnitud que el o ella posee en la variable latente (Lord,
1980; Bartholomew, 1983). Por uanto relaionan una antidad de variables observadas
on un menor numero de variables latentes no observables, estos modelos se relaionan es-
trehamente on el analisis fatorial (Green, 1952; Bartholomew, 1980, 1984; Takane & de
Leeuw, 1987; Ferrando, 1996; Sammel, Ryan & Legler, 1997; Mu~niz, 1997; van der Linden
& Hambleton, 1997; Rabe-Hesketh, Skrondal & Pikles, 2004a) y on los modelos lineales
jerarquios o multinivel (Adams, Wilson & Wu, 1997; Fox & Glas, 2001; Kamata, 2001;
Raudenbush, Johnson & Sampson, 2003; Rabe-Hesketh et al., 2004a).
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La interpretaion de la esala que proveen los modelos de respuesta al tem es uno
de los prinipales asuntos pratios que deben abordar el onstrutor de instrumentos, el
profesional que aplia e interpreta uestionarios de evaluaion y la persona que responde a
los mismos. El primer paso para lograr esta interpretaion es la estimaion de los parametros
involurados en el modelo. El segundo paso es dar uenta de que representan los diferentes
valores de la esala de mediion y que posteriormente seran asignados a un sujeto a quien
se evaluan sus apaidades o preferenias mediante la apliaion del instrumento. Una
herramienta interesante, que ha adquirido importania en la interpretaion de evaluaiones
naionales de ompetenia es el proedimiento de anlaje de la esala (Beaton & Allen, 1992;
Beaton & Johnson, 1992; Andrade, Tavares & Valle, 2000; National Center for Eduation
Statistis [NCES℄, 2005; Pinto Heydler, 2006).
Un ambito en el que los modelos de respuesta al tem han tenido gran apliaion y
desarrollo es el area de evaluaion psiologia, y en espeial el area de evaluaion eduativa.
En el ontexto de la evaluaion eduativa masiva se ha impuesto el uso de la Teora de
la Respuesta el

Item (TRI) para llevar a abo los analisis orrespondientes a las pruebas
apliadas y para entregar los resultados de los estudiantes evaluados on las mismas, pues los
modelos TRI, al estableer una relaion funional entre la probabilidad de que ada evaluado
de ierta respuesta y la magnitud de atributo del evaluado, onsiguen que la estimaion de
las araterstias de la prueba utilizada no dependa de la muestra partiular de alumnos
evaluados, y que la estimaion de la habilidad de los estudiantes no dependa de la muestra
partiular de preguntas apliadas. Se enuentra que, por ejemplo, la Evaluaion Naional de
Progreso Eduativo {National Assessment of Eduational Progress{ (Beaton & Allen, 1992;
National Center for Eduation Statistis [NCES℄, 2001) realizada anualmente en Estados
Unidos desde los a~nos 80, el Estudio Internaional de Tendenias en Matematias y Cienia {
Trends in International Mathematis and Siene Study (TIMSS){ (NCES, 2005; Foy, Galia
& Li, 2008/2009), los estudios internaionales sobre lenguaje y matematia efetuados por el
Laboratorio Latinoameriano de Evaluaion de la Calidad de la Eduaion de la UNESCO
(Laboratorio Latinoameriano de Evaluaion de la Calidad de la Eduaion [LLECE℄, 2001;
Casassus, 2004), el Sistema de Evaluaion del Rendimiento Esolar del Estado de S~ao Pablo
- SARESP implementado por la Seretaria Estatal de Eduaion de S~ao Pablo (Andrade
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et al., 2000), las pruebas SABER, el Examen de Estado (a partir del a~no 2000) y las
pruebas ECAES apliados en el pas por el Instituto Colombiano para el Fomento de la
Eduaion Superior - ICFES (Torre et al., 2000; Pardo, s.f.; Rodrguez, Casas & Medina,
2005), emplean estos modelos para la obtenion de los resultados de interes para ada una
de las evaluaiones.
En este tipo de evaluaiones hay dos aspetos a analizar que resultan espeialmente
relevantes para el proeso en s mismo y que requieren de un tratamiento estadstio adi-
ional al uso de la TRI. Por una parte, es laro que la araterstia evaluada en el individuo,
omo puede ser el aso del onoimiento en matematia, depende de diferentes fatores omo
el estrato, el grado esolar o la edad (LLECE, 2001; Pinto Heydler, 2006). Por otra, se en-
uentra el interes en la evaluaion de la efetividad de la eduaion, donde un area de
interes es la identiaion de las araterstias de las esuelas eientes y uyos estudios se
realizan, en general, empleando un dise~no de reoleion jerarquia {estudiantes anidados
en esuelas, esuelas en muniipios, y as suesivamente (Adams et al., 1997; Fox, 2005).
En ambas situaiones se requiere de un analisis de la araterstia evaluada que supera la
estimaion de su magnitud y que requiere un modelamiento de diha araterstia a partir
de un onjunto de variables adiionales y no solo de las respuestas obtenidas en las variables
observadas (Adams et al., 1997; Fox & Glas, 2003; Fox, 2005; Pinto Heydler, 2006). Por
ejemplo, en el primer aso es neesario tener en uenta el estrato y la edad en la estimaion
de la habilidad y no solo las respuestas a los reativos; en el segundo, hay que tener en
uenta la instituion a la que pertenee el estudiante.
Las aproximaiones al analisis de estos problemas se pueden dividir en dos vertientes.
Por una parte, se enuentran propuestas que en un primer momento realizan las estimaiones
de la araterstia evaluada de interes de auerdo on el modelo de respuesta altem elegido,
as omo los parametros de los items orrespondientes, y en un segundo momento, toman
estas estimaiones omo variable respuesta de un modelo que involura las variables de
interes adiionales (LLECE, 2001; Andrade, 2006; Foy et al., 2008/2009). Por otra parte,
se enuentran aproximaiones que intentan modelar simultaneamente toda la informaion
(Mislevy, 1985; Sammel et al., 1997; Adams et al., 1997; Fox & Glas, 2003; Christensen,
Bjorner, Kreiner & Petersen, 2004; Fox, 2005; Pinto Heydler, 2006). Por ejemplo, Adams et
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al. (1997) muestran que la segunda forma de abordar el analisis ofree una mejor estimaion
de los parametros relaionados on las variables adiionales involuradas en el problema, al
utilizar una lase de modelos de respuesta al tem que suelen reibir el nombre de modelos
de Rash; y Mislevy (1987) se~nala que se puede ganar preision en las estimaiones de los
parametros de los items.
El modelamiento onjunto de la araterstia latente y de su relaion on otras va-
riables relevantes en una situaion espea de evaluaion es de espeial importania para
la adeuada interpretaion de las relaiones busadas entre ambos onjuntos de variables
(Mislevy, Beaton, Kaplan & Sheehan, 1992; Adams et al., 1997). En la utilizaion de los
modelos de la Teora de Respuesta al

Item para este n se ha avanzado en el onjunto de
modelos onoidos omo modelos de Rash (Zwinderman, 1991; Adams et al., 1997) y de
algunos modelos basados en la ojiva normal (Fox & Glas, 2001; Fox, 2004, 2005); en el primer
aso estimando por maxima-verosimilitud, y en el segundo realizando estimaion bayesiana
por Cadenas de Markov va Monte Carlo (MCMC por su sigla en ingles). En estos dos asos
la estimaion de los parametros de regresion asoiados on la habilidad es realizada de forma
onjunta on la estimaion de los parametros de los items del modelo TRI. Tambien existen
avanes en el modelamiento de la habilidad para modelos logstios de uno, dos y tres
parametros para respuestas diotomas, empleando estimaion maximo-verosmil (Mislevy,
1985, 1987; Mislevy et al., 1992; Cepeda C. & Pelaez A., 2004; Pinto Heydler, 2006; Antal,
2007); as omo para modelos de respuesta ordinal (Antal, 2007; Foy et al., 2008/2009).
Para estos asos la estimaion se ha entrado en obtener uniamente las estimaiones de
los parametros de regresion asoiados on la habilidad, mientras que los parametros de los
items se onsideran onoidos. En los asos de los modelos TRI logstios de tres parametros
para respuestas diotomas, y los modelos TRI para respuestas ordinales, en general, no se
enuentran propuestas para obtener la estimaion onjunta de ambos tipos de parametros
(parametros de los items y parametros de regresion); sin embargo, existen modelos en los
que la estimaion onjunta on modelos TRI para respuestas ordinales puede plantearse
omo un aso partiular (Rabe-Hesketh et al., 2004a).
Salvo unas poas de las propuestas itadas (Adams et al., 1997; Fox & Glas, 2001),
en general, los modelos onjuntos no han sido evaluados respeto a la reuperaion de los
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parametros, ni las propiedades de sus estimadores han sido estudiadas, sino que se han
limitado a ser ajustados en datos partiulares omo proof of onept del modelo propuesto
(Rabe-Hesketh et al., 2004a) o a presentar el algoritmo propuesto para implementar el
metodo (Antal, 2007). Ademas, se enuentra que para aquellos modelos para los que se
ha propuesto una estimaion onjunta, no se ha propuesto una estimaion que onsidere
onoidos los parametros de los items del modelo TRI, y vieversa.
1.1. Planteamiento del problema
Al utilizar modelos de respuesta al tem en la estimaion de un atributo no observable
se presentan varios retos en la interpretaion de los resultados obtenidos. En partiular, en
este esrito se ha heho referenia a dos; por una parte, al problema de la interpretaion
sustantiva de las estimaiones de la habilidad enontradas para distintos sujetos evaluados
en terminos del atributo que busa medirse on los modelos TRI; y por otra, al problema de
estimar e interpretar de forma orreta las relaiones que pueden existir entre el atributo no
observable y otras variables que araterizan a los individuos, dada una situaion espea
de evaluaion.
En este trabajo se abordan estos dos retos en el aso partiular de evaluaiones en
que los reativos empleados se enuentren en un nivel de mediion ordinal y que el modelo
TRI utilizado para relaionar estos reativos on el atributo no observable pertenezan al
onjunto de modelos TRI logstios. Se muestra, ademas, omo este modelamiento se da
en el aso de los modelos TRI logstios uando los reativos son diotomos. En ambos
asos se evaluan las aproximaiones de estimaion onjunta de todos los parametros y de
estimaion de solo los parametros de regresion onsiderando que los parametros de los items
son onoidos.
1.2. Objetivos
Plantear un modelo lineal del parametro de habilidad en modelos de respuesta al tem
logstios para respuestas ordinales, hallar sus estimaiones y evaluar las dos aproximaiones
a la estimaion del modelamiento onjunto, on el n de ofreer una herramienta y guias
de aion para la soluion a un problema onreto que se presenta en la utilizaion de los
modelos TRI.
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1.2.1. Espeos
1. Produir un proedimiento emprio para el estableimiento de niveles de desempe~no
en modelos TRI de respuesta diotoma.
2. Produir un proedimiento emprio para el estableimiento de niveles de desempe~no
en modelos TRI de respuesta ordinal.
3. Plantear un modelo lineal del parametro de habilidad en modelos TRI logstios de
tres parametros para respuestas diotomas.
4. Plantear un modelo lineal del parametro de habilidad en modelos TRI logstios para
respuestas ordinales.
5. Hallar los estimadores de los parametros del modelo planteado a partir de la funion
de verosimilitud.
6. Evaluar la reuperaion de los parametros en los modelos propuestos mediante las dos
aproximaiones de estimaion presentadas.
7. Evaluar el modelo propuesto en su implementaion a una prueba en el ontexto edu-
ativo.
1.3. Metodologa
Los diferentes aptulos de este doumento abordan uno o varios de los objetivos
espeos de este trabajo. Los objetivos espeos 1 y 2 se abordan de forma teoria tras
la presentaion de los orrespondientes modelos TRI y de los requerimientos denidos para
el anlaje a un onjunto de niveles de desempe~no on el n de produir un proedimiento
que se ajuste a los mismos. Los objetivos espeos 3 a 5 se abordan de forma teoria
partiendo del modelo TRI onsiderado, analizando la identiabilidad del modelo obtenido
para las dos aproximaiones de estimaion y obteniendo los elementos de los gradientes
y de las matries hessianas neesarios para busar las estimaiones maximo-verosmiles
mediante el algoritmo de Newton-Raphson. El objetivo espeo 6 se aborda de forma
empria mediante el dise~no de experimentos de Monte Carlo para evaluar por simulaion las
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estimaiones de los parametros obtenidas bajo diferentes ondiiones empleando los modelos
propuestos. Finalmente, el objetivo espeo 7 se aborda de forma empria mediante la
apliaion de los proedimientos propuestos y el analisis de los resultados obtenidos a la
informaion reogida en un estudio previo para la estandarizaion del uestionario `Personas
en mi vida' realizado por Camargo, Meja, Herrera y Carrillo (2005).
As, el aptulo 2 de este doumento hae una breve presentaion de la Teora de
Respuesta al

Item haiendo enfasis en los modelos para items de respuesta diotoma; all
tambien se plantea el problema de la interpretaion de la esala de habilidad y se presentan
(a) el proedimiento de anlaje de la esala introduido por Beaton y Allen (1992) y (b)
una propuesta para la obtenion de los niveles de desempe~no en modelos para respuestas
diotomas. Ademas, se ilustra la utilizaion del anlaje de la esala on una apliaion de
la propuesta al analisis de una esala del uestionario `Personas en mi vida'.
En el aptulo 3 se introdue el el modelamiento onjunto de una variable latente omo
funion lineal de un onjunto de ovariables para el aso de items diotomos y modelos TRI
logstios de tres parametros. Se estudia la reuperaion de los parametros por diferentes
modelos y estrategias de estimaion, y por ultimo se presenta su apliaion al analisis de
datos del uestionario `Personas en mi vida' junto on informaion soiodemograa de la
muestra evaluada.
El aptulo 4 presenta algunos modelos TRI para el analisis de items ordinales; ademas
se presenta una extension del proedimiento de anlaje y de la propuesta de obtenion de
niveles de desempe~no para este tipo de items y su apliaion a una esala del uestionario
`Personas en mi vida'. El aptulo 5 presenta el modelamiento onjunto de variables asoi-
adas on la habilidad on modelos TRI para respuestas ordinales y lo enmara en las familias
de modelos lineales y no lineales mixtos generalizados; ademas, se estudia la reuperaion
de los parametros y se presenta su apliaion a una esala del uestionario `Personas en mi
vida' junto on informaion soiodemograa de la muestra.
Finalmente, en el aptulo 6 se disuten los resultados de las propuestas presentadas en
los aptulos 2 a 5, y se haen reomendaiones generales para el analisis de datos teniendo
en uenta las araterstias y limitaiones enontradas.
2. Aspetos generales de los modelos de Teora de Respuesta al

Item
para respuestas diotomas
El supuesto basio de los modelos de la Teora de Respuesta al

Item (TRI o IRT por
su sigla en ingles) es que existe una relaion funional entre la magnitud en la araterstia
latente y la probabilidad de que un individuo de o presente ierta respuesta en las variables
observadas (Holland, 1981; Bartholomew, 1980). En estos modelos se aostumbra denomi-
nar atributo o habilidad a la variable latente de interes, y reativo o tem a ada una de
las variables observadas (Hambleton, Swaminathan & Rogers, 1991; Andrade et al., 2000;
Baker, 2001); esta onvenion se seguira en el resto de este doumento.
El segundo supuesto en el que se sustentan los modelos TRI es la independenia loal
entre los items; es deir que para un individuo on ierto nivel de habilidad, la respuesta que
da a un tem es estadstiamente independiente de la respuesta que de a otro tem (Lord
& Novik, 1968; Bartholomew, 1980, 1984, 2007; Hambleton et al., 1991; Mu~niz, 1997;
Andrade et al., 2000).
Estos dos supuestos se pueden expresar de la siguiente forma:
Pr(U
ij
= u
ij
j
j
)  f
i
(
j
;u
ij
) (1)
Pr((U
ij
; U
kj
) = (u
ij
; u
kj
)j
j
) = Pr(U
ij
= u
ij
j
j
) Pr(U
kj
= u
kj
j
j
) (2)
donde 
j
es la magnitud de atributo del individuo j, U
ij
es la variable que representa la
repuesta al tem i por el individuo j, u
ij
es una realizaion de la variable U
ij
, y f
i
es la
funion espea al tem i, on dominio en la magnitud del atributo y rango el intervalo
(0; 1), que india la probabilidad de enontrar la respuesta u
ij
en U
ij
para una magnitud 
j
del atributo.
De auerdo on que supuestos adiionales se impongan sobre 
j
, U
ij
y f
i
, se obtienen
diferentes modelos TRI. Los modelos mas utilizados onsideran que  es un numero entre
 1 e1, y U
ij
puede tomar valores 0 o 1 (o inorreto y orreto, respetivamente), es deir,
son modelos en los que el atributo es unidimensional y los items son diotomos (Andrade
et al., 2000). En estos asos, la graa de la funion f
i
es freuentemente llamada Curva
Caraterstia del

Item (CCI, Hambleton et al., 1991; van der Linden & Hambleton, 1997;
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Andrade et al., 2000). Finalmente, de auerdo on la forma y parametrizaion espea de
la funion f
i
, surgen diferentes modelos.
Entre los modelos unidimensionales para respuestas diotomas se plantearon, en
primer lugar, los modelos de ojiva normal (Lord, 1950; Mu~niz, 1997), apoyados en la ana-
loga on el analisis fatorial (Lord & Novik, 1968; Lord, 1980; Ferrando, 1996); posterior-
mente, los modelos logstios (Rash, 1960; Birnbaum, 1968; Wright & Stone, 1979/1998),
apoyados en una mayor exibilidad matematia y en que proveen una buena aproximaion
a los modelos de ojiva normal (Birnbaum, 1968). Entre los modelos logstios, el mas
ompleto es el llamado modelo de tres parametros (TRI-3PL, Andrade et al., 2000).
2.1. El modelo logstio de tres parametros
Los modelos TRI mas utilizados en la evaluaion de atributos unidimensionales, para
los uales se han observado reativos diotomos, son los logstios, muho mas manejables
matematiamente que los modelos de ojiva normal. Los prinipales son los de uno (tambien
onoido omo modelo de Rash), dos y tres parametros, aunque el mas general es el modelo
de tres parametros (TRI-3PL). Los otros se pueden obtener omo asos espeiales de este
ultimo.
El modelo TRI-3PL (Birnbaum, 1968; Mislevy & Bok, 1997; Andrade et al., 2000;
Baker, 2001) esta dado por
Pr(U
ij
= 1j
j
; a
i
; b
i
; 
i
) = 
i
+ (1  
i
)
1
1 + e
 Da
i
(
j
 b
i
)
(3)
on i = 1; 2; : : : ; I y j = 1; 2; : : : ; n, donde U
ij
es una variable diotoma que toma el valor 1
uando el individuo j responde orretamente altem i, y 0 si no responde en forma orreta;

j
y b
i
se enuentran en la misma esala y toman valores entre  1 e1, aunque usualmente
toman valores entre  4 y 4, ademas, en el punto b
i
se tiene el punto de inexion en la CCI;
a
i
es proporional a la pendiente de la CCI en el punto b
i
; 
i
india la probabilidad de que
un individuo responda orretamente al tem i uando su valor de atributo tiende a menos
innito ( !  1), y D es un fator de esala onstante para todos los items y toma valores
1 o 1:7.
De estas propiedades de los parametros se derivan las siguientes interpretaiones para
ada uno de ellos: 
j
representa la magnitud de atributo del individuo j; a
i
es el parametro
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llamado de disriminaion del tem i; b
i
orresponde al parametro de diultad, tambien
llamado de posiion o umbral, del tem i; 
i
es onoido omo el parametro de adivinaion
o pseudoazar. En uanto a D, uando toma el valor 1:7, las urvas araterstias de los
items son pratiamente identias a las orrespondientes de los modelos de ojiva normal
(Birnbaum, 1968).
El modelo logstio de dos parametros se obtiene uando se toma 
i
igual a ero en los
I items onsiderados; el modelo de un parametro, uando ademas se toma a
i
igual a uno.
En el modelo TRI-3PL no se onsidera propiamente la funion de probabilidad logstia,
pero en los modelos de uno y dos parametros s; por esta razon, el nombre tambien es
utilizado en el modelo de tres parametros (van der Linden & Hambleton, 1997).
En la gura 1 se representa una urva araterstia de un tem. En ella se apreian
los valores orrespondientes a los parametros del tem.
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Figura 1. Curva Caraterstia del

Item.
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2.1.1. Estimaion de los parametros
En el aso mas freuente es neesario estimar los parametros de ada tem y el nivel
de atributo de ada individuo a partir del mismo onjunto de respuestas (Baker & Kim,
2004); este se presenta, por ejemplo, uando se aplia una prueba de onoimientos a un
onjunto de estudiantes y se requiere dar uenta de la alidad y las araterstias de la
prueba, y evaluar a los estudiantes. Sin embargo, tambien se presentan situaiones en las
que los parametros de los items son onoidos, omo en el aso de la apliaion de tests
adaptativos omputarizados, donde las preguntas apliadas provienen de un bano de items
debidamente alibrados.
Puesto que se ha espeiado ompletamente la forma de la funion f
i
, que modela
la probabilidad de ada respuesta dada por todos los sujetos a todos los items, resulta
natural que se proponga usar el proedimiento de maxima verosimilitud para realizar la
estimaion de los parametros (Birnbaum, 1968; Lord, 1980; van der Linden & Hambleton,
1997). Adoptando la notaion empleada en Andrade et al. (2000), el logaritmo de la funion
de verosimilitud de las respuestas observadas esta dado por
l(; ) =
I
X
i=1
n
X
j=1
(u
ij
logP
ij
+ (1  u
ij
) logQ
ij
) (4)
on  vetor de habilidades de los individuos,  matriz de parametros de los items donde
ada la 
i
= (a
i
; b
i
; 
i
), P
ij
:= Pr(U
ij
= 1j
j
; 
i
) y Q
ij
:= 1  P
ij
.
Para el aso de estimaion mas omun, es deir, para aquel en que se desea estimar
los parametros de los individuos (
j
) y los de items (
i
), los estimadores de maxima verosi-
militud de 
j
y 
i
, i = 1; 2; : : : ; I y j = 1; 2; : : : ; n, son aquellos que dan soluion al sistema
de euaiones
l(;)

j
=0
l(;)

i
=0
(5)
Sin embargo, bajo estas ondiiones, el modelo planteado para la estimaion no es
identiable (Lord & Novik, 1968; Lord, 1980; Bartholomew, 1984; Hambleton et al., 1991)
y, por onsiguiente, no es posible hallar una unia soluion para las euaiones en (5), es
deir, onjuntos diferentes de valores de los parametros generan la misma probabilidad de
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una respuesta a un tem i por un individuo j. Esto se puede ver laramente si tomamos


j
= s
j
+ l y 

i
= (a

i
; b

i
; 

i
), on b

i
= sb
i
+ l, a

i
= a
i
=s y 

i
= 
i
, entones
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=Pr(U
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= 1j
j
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(6)
Teniendo en uenta este problema en la determinaion de los parametros, se neesita
de algun tipo de restriion que permita identiar el modelo. En (6) puede verse que los
distintos onjuntos de parametros dieren basiamente en la metria en que se expresan
{ esto es, dos onjuntos de parametros (
j
; 
i
) y (

j
; 

i
) dieren en su loalizaion y en su
dispersion. Resulta laro que para soluionar esta falta de identiabilidad del modelo es
suiente on la eleion de alguna metria arbitraria para los valores de las habilidades o
de los valores de diultad.
Cuando se adopta esta aproximaion para realizar la estimaion de todos los parame-
tros de los tems y de los individuos, el proedimiento es llamado estimaion por maxima
verosimilitud onjunta. La seleion de metria usual onsiste en tomar omo restriio-
nes a la metria una media de ero y una desviaion estandar de uno para los valores de
habilidad de los n individuos evaluados (Hambleton et al., 1991). Teniendo esto en uenta,
el proedimiento de estimaion onjunta se realiza de forma iterativa empleando metodos
numerios a partir de algunos valores iniiales hasta lograr onvergenia en las estimaiones
(Lord & Novik, 1968; Baker & Kim, 2004).
El metodo de maxima verosimilitud onjunta presenta varios inonvenientes (Lord,
1986; Hambleton et al., 1991; Baker & Kim, 2004). En primer lugar, no existen estimaiones
para los patrones perfetos de respuesta: aquellos patrones en los uales un individuo res-
ponde orreta o inorretamente todos los items, o para los que todos o ningun individuo
responden orretamente algun tem. En segundo lugar, los metodos numerios para hallar
las estimaiones pueden fallar, es deir, no produir estimaiones estables, en el aso de los
modelos de dos y tres parametros. Finalmente, las estimaiones obtenidas en los modelos
de dos y tres parametros no son onsistentes.
La soluion a los inonvenientes se~nalados de la estimaion onjunta se obtiene al
asumir alguna distribuion a priori para los diferentes parametros desonoidos 
j
y 
i
, o
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en el aso de los modelos de un parametro, tambien es posible ondiionar por el numero de
respuestas orretas por individuo o por tem. En este maro, se puede optar por proedi-
mientos de estimaion bayesiana, o por proedimientos de estimaion marginal (Andersen,
1983). Entre estos dos enfoques, la estimaion por maxima verosimilitud marginal es es-
peialmente interesante, pues permite obtener estimaiones onsistentes, aun uando no
se posea informaion adiional sobre los items, siempre que la forma de la distribuion
elegida este bien espeiada (Hambleton et al., 1991; van der Linden & Hambleton, 1997;
Christensen, Bjorner, Kreiner & Petersen, 2002).
Para la estimaion por maxima verosimilitud marginal, se asume alguna distribuion
g

() para los parametros de los individuos (Bartholomew, 1980; van der Linden & Ham-
bleton, 1997; Andrade et al., 2000), usualmente normal estandar, lo ual permite obtener la
marginal de la verosimilitud por integraion respeto a . As, la funion de verosimilitud
marginal resulta
L() =
I
Y
i=1
Z

P
u
ij
ij
Q
1 u
ij
ij
g

() d (7)
Para obtener la funion de verosimilitud marginal existen varios metodos en la resoluion
de (7) tales omo el metodo de uadratura gaussiana (Cohen & Jiang, 1999; Andrade et al.,
2000; Rizopoulos, 2006). Una vez estimados los parametros de los items, estos se asumen
onoidos y se proede a estimar los parametros de los individuos.
Ahora bien, en el aso en que los parametros de los items o de los individuos son
onoidos o asumidos por alguno de los proedimientos menionados, la estimaion del
onjunto de parametros desonoidos es estimado por maxima verosimilitud ondiional
(Mu~niz, 1997; Hambleton et al., 1991; Andrade et al., 2000). En este aso, la funion
de verosimilitud (4) es ondiionada por los valores onoidos; esto tambien ondiiona
la metria de las estimaiones y, por onsiguiente, elimina la falta de identiabilidad del
modelo que se presenta uando todos los parametros son desonoidos. Si los parametros
desonoidos son las habilidades de los sujetos, solo se requiere resolver el primer onjunto
de euaiones en (5); mientras que si los parametros desonoidos orresponden a los items,
solo se requiere resolver el segundo onjunto. Bajo estas ondiiones, las euaiones de
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estimaion en (5) estan dadas por (Andrade et al., 2000)
l()

j
= D
I
X
i=1
a
i
(1  
i
)(u
ij
  P
ij
)W
ij
= 0 (8)
l()
a
i
= D(1  
i
)
n
X
j=1
(u
ij
  P
ij
)(
j
  b
i
)W
ij
= 0 (9)
l()
b
i
=  Da
i
(1  
i
)
n
X
j=1
(u
ij
  P
ij
)W
ij
= 0 (10)
l()

i
=
n
X
j=1
(u
ij
  P
ij
)
W
ij
P

ij
= 0 (11)
donde W
ij
=
P

ij
Q

ij
P
ij
Q
ij
, on P

ij
=
 
1 + e
 Da
i
(
j
 b
i
)

 1
y Q

ij
= 1   P

ij
, es una ponderaion
tomada para el manejo de (4) teniendo en uenta que las variables U
ij
siguen una dis-
tribuion Bernoulli (Andrade et al., 2000; de Boek & Wilson, 2004b; Rizopoulos, 2006;
Gelman & Hill, 2007). Las euaiones de estimaion orrespondientes a los parametros de
los items, uando se realiza el proedimiento de maxima verosimilitud marginal, pueden
enontrarse en Andrade et al. (2000, pp. 51{67), de auerdo on el metodo espeo
empleado.
En todos los asos, el sistema dado por (5) es un sistema no lineal; para hallar sus
soluiones se emplean metodos numerios omo los algoritmos de Newton-Raphson, Fisher
soring o Esperanza-Maximizaion (Andrade et al., 2000).
2.2. Interpretaion de la esala de habilidades
Como se anoto previamente, la esala de las variables latentes no esta denida de
antemano; por onsiguiente, no es interpretable de forma natural. Una vez estimados
los parametros neesarios, es neesario dar una interpretaion a la esala de habilidades
obtenida. Este problema se aborda dando un sentido a las araterstias de los individuos
on ierto nivel de atributo, tomando omo referenia aquel onjunto de items que mejor
desribe diho nivel (Wright & Stone, 1979/1998; Andrade et al., 2000).
Birnbaum (1968), por ejemplo, entra su atenion en el uso de los modelos TRI en
el analisis de pruebas psiologias uya interpretaion se basa en un riterio adiional a la
prueba analizada, omo puede ser el exito en la nalizaion de los estudios uando se estudia
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una prueba de admision {sobre el tema de validez de riterio se puede onsultar ualquier
manual de psiometra, en espa~nol puede onsultarse, por ejemplo, a Mu~niz (1996). Este
autor presenta un metodo para lograr la mejor disriminaion entre dos puntos de la esala
mediante la asignaion de pesos en una ombinaion lineal de todos los items apliados. En
Wright y Stone (1979/1998) se enuentra un metodo de alibraion para el modelo de Rash
basado en los errores estandar de las estimaiones de los parametros b
i
; este proedimiento
busa desribir el ontinuo de la esala latente. Beaton y Allen (1992) presentan un metodo
de anlaje de la esala que proura desribir diferentes puntos en la esala de habilidades
teniendo en uenta la apaidad de los tems para disriminar entre dihos puntos. En este
texto se manejara el proedimiento de anlaje de la esala omo base para dar interpretaion
a la esala de habilidades (Beaton & Allen, 1992; Andrade et al., 2000).
El anlaje de la esala requiere la seleion de varios niveles de desempe~no sobre la
metria de las estimaiones de los parametros de los items, o sobre alguna trasformaion
lineal de los mismos, omo la presentada en (6) (Beaton & Johnson, 1992; Beaton & Allen,
1992; Andrade et al., 2000). El proedimiento onsiste en seleionar los items en la veindad
de ada nivel de desempe~no que mejor diferenian entre los individuos en ese nivel y el nivel
previo. Para esto, proponen los siguientes riterios sobre las probabilidades de respuesta
orreta o positiva de ada nivel de habilidad 
p
:
 Pr(U = 1j
p
)  0:65
 Pr(U = 1j
p 1
) < 0:5
 Pr(U = 1j
p
)  Pr(U = 1j
p 1
)  0:3
Se die que un tem U pertenee al nivel de desempe~no 
p
si y solo si umple los
tres riterios anteriores (Beaton & Allen, 1992; Andrade et al., 2000; Pinto Heydler, 2006).
Bajo este proedimiento, se tiene que ada tem solo puede pertener a uno o a ningun nivel
de desempe~no, y que puede presentarse el aso de que ningun tem resulte anlado a los
niveles de desempe~no propuestos (Beaton & Allen, 1992). El prinipal inonveniente que
presenta este proedimiento proviene de la neesidad de jar los niveles de desempe~no on
antiipaion.
A ontinuaion, se presenta un proedimiento emprio para la seleion de los niveles
de desempe~no 
p
, p = 0; 1; : : : ; P , para el onjunto de items. Este proedimiento se inspira
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en el presentado por Pinto Heydler (2006) y en el proedimiento de Construion de una
variable para la alibraion en el modelo de Rash propuesto porWright y Stone (1979/1998,
Cap. 4). Los riterios propuestos por Beaton y Allen (1992) para anlar untem de la esala
se ilustran en la gura 2.
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l
)
Figura 2. Criterios de anlaje.
En primer termino, se puede apreiar que para el tem es posible busar un par de
puntos en la esala de habilidad, llamemoslos 
l
y 
h
, que umplan los riterios neesarios
para el anlaje y para los que ualquier pareja ordenada de puntos (
1
; 
2
) en la que 
1
 
l
y 
2
 
h
permitira anlar al tem en el nivel 
2
respeto al nivel 
1
, y en la que 
1
> 
l
o 
2
< 
h
no permitira anlar al tem. Ademas, la pareja (
l
; 
h
) proporiona el intervalo
mas orto en la esala de habilidades para el ual es posible anlar al tem.
Es fail ver que en los modelos de uno y dos parametros, la pareja (
l
; 
h
) esta dada
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por los valores de  tales que Pr(U
i
= 1j
l
) = 0:35 y Pr(U
i
= 1j
h
) = 0:65, respetivamente.
En el modelo de tres parametros este intervalo esta dado por los valores de  tales que:
 Pr(U
i
= 1j
l
) =

i
+1
2
  0:15 y Pr(U
i
= 1j
h
) =

i
+1
2
+ 0:15, si 
i
< 0:3,
 Pr(U
i
= 1j
l
) = 0:35 y Pr(U
i
= 1j
h
) = 0:65, si 0:3  
i
< 0:35,
 Pr(U
i
= 1j
l
) = 0:5    y Pr(U
i
= 1j
h
) = 0:8   , si 0:35  
i
< 0:5, on
(0:5   
i
) >  > 0
y que ninguna pareja (
l
; 
h
) umple los tres riterios si 
i
 0:5. Sin embargo, onviene
reordar que uando el parametro 
i
es muy grande (
i
> 0:35) se suele onsiderar que
el tem presenta poa utilidad en la onstruion de la esala y se eliminan de la misma
(Martnez, 2005).
Alternativamente, es posible obtener una aproximaion a los valores de 
h
y 
l
par-
tiendo de los puntos eranos al umplimiento de los primeros dos riterios de anlaje y
alejandose de ellos progresivamente haia  1 para 
l
, y haia 1 para 
h
, hasta que se
verique el terer riterio de anlaje. Esto es espeialmente util si se desea enontrar el
intervalo (
l
; 
h
) para algun tem uyo parametro 
i
sea mayor que 0:35.
Una manera de realizar esta aproximaion es onstruyendo para el tem una tabla de
doble entrada omo la presentada en la tabla 1, en la que se presenta, para distintos valores
de 
h
y 
l
, la probabilidad de aertar el tem dado el  respetivo. En ada interseion
entre 
h
y 
l
se presenta la diferenia entre ambos valores; debajo, la diferenia entre las
respetivas probabilidades de aertar el tem (Pr(U = 1j
h
)  Pr(U = 1j
l
)).
Para el tem ejempliado en la tabla 1, se puede observar que los puntos ( 1:4; 1:1)
onstituyen el mejor punto de partida para la aproximaion, pues son el par que umple las
primeras dos ondiiones de anlaje, y son los mas eranos a los lmites denidos en las
mismas. Al alejarse de este punto, se puede ver que las parejas ( 1:6; 1:1), ( 1:5; 1:0)
y ( 1:4; 0:9) umplen los tres riterios de anlaje, produen el mismo valor  = 0:5, que
es el mas peque~no para las parejas de puntos tabuladas, y umplen los riterios de anlaje,
por lo ual las tres parejas son los mejores andidatos para aproximar (
l
; 
h
). En este aso,
podra tomarse ualquiera de las tres; sin embargo, puede verse que el intervalo ( 1:5; 1:0)
umple mejor los tres riterios, pues es el que produe la diferenia mas grande entre las
probabilidades de aierto en los lmites (terer riterio para el anlaje). Se onluye que el
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Tabla 1. Aproximaion al nivel de desempe~no del tem.

h
-1.2 -1.1 -1.0 -0.9 -0.8 -0.7

l
0.59 0.67 0.73 0.79 0.84 0.88
-1.3 0.52 0.1 0.2 0.3 0.4 0.5 0.6
0.07 0.16 0.21 0.27 0.32 0.36
-1.4 0.45 0.2 0.3 0.4 0.5 0.6 0.7
0.15 0.22 0.28 0.34 0.39 0.43
-1.5 0.38 0.3 0.4 0.5 0.6 0.7 0.8
0.21 0.28 0.35 0.41 0.46 0.49
-1.6 0.32 0.4 0.5 0.6 0.7 0.8 0.9
0.27 0.34 0.41 0.47 0.52 0.56
-1.7 0.27 0.5 0.6 0.7 0.8 0.9 1.0
0.32 0.39 0.46 0.52 0.57 0.61
-1.8 0.23 0.6 0.7 0.8 0.9 1.0 1.1
0.36 0.44 0.50 0.56 0.61 0.65
Nota: a = 1:933; b =  1:262;  = 0:098;D = 1:7
intervalo que mejor se aproxima es [
l
; 
h
℄ = [ 1:5; 1:0℄.
Una vez determinados los intervalos [
l
; 
h
℄ para ada tem, el objetivo es enontrar
el onjunto de 
p
, p = 0; 1; : : : ; P , tal que sea posible anlar a los items en P niveles, on
1 < P < I. El proedimiento presentado por Pinto Heydler (2006) se puede expresar por
los siguientes pasos:
1. Ordenar los I items asendentemente de auerdo on el 
l
hallado para ada uno de
ellos.
2. Tomar omo nivel 
0
el menor de estos 
l
.
3. Si p = 1, tomar omo andidato para 
1
, llamemoslo 

1
, al 
h
del tem que produjo

0
. Si p > 1, tomar al 
h
del tem siguiente al que produjo 
p 1
omo andidato para

p
.
4. Comparar el andidato on el intervalo hallado para el siguiente tem: Si 
l
< 

p
< 
h
,
se proede a tomar el 
h
de este tem omo nuevo andidato y se repite la omparaion
on el siguiente intervalo. Si 

p
 
h
, se onserva 

p
omo andidato y se repite la
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omparaion on el siguiente intervalo. Si 

p
 
l
, entones 

p
determina el nivel de
desempe~no 
p
.
5. Repetir los pasos 3 y 4 para determinar 
p
para los niveles p = 2; : : : ; P hasta haber
omparado los I items.
As omo el proedimiento propuesto por Beaton y Allen (1992) puede ser inapaz de
anlar todos los items que omponen una prueba, el proedimiento reien presentado puede
no lograr enontrar un numero de niveles de desempe~no on P > 1 a partir de todos los
items de la prueba. Esto se ilustra a ontinuaion tomando dos onjuntos de parametros
de items. El primer onjunto orresponde a los parametros empleados en Pinto Heydler
(2006); el segundo, a un onjunto simulado de items. La tabla 2 muestra los parametros
de los items orrespondientes a ada uno de estos onjuntos; en la tabla 3 se presentan los
intervalos [
l
; 
h
℄ enontrados para ada uno de estos items.
Al realizar el proedimiento propuesto para la identiaion de los niveles de de-
sempe~no en estos dos onjuntos de items, se obtienen los siguientes niveles de desempe~no:
Pinto (
0
; 
1
) = ( 3:43; 3:17)
Simulaion (
0
; 
1
; 
2
; 
3
) = ( 3:42; 2:07; 1:71; 3:84)
En el onjunto de Pinto Heydler (2006), todos los items quedan anlados en el nivel
1; en el segundo onjunto, los items 1 al 5 quedan anlados en el nivel 1, los items 6 al
15 quedan anlados en el nivel 2 y los items 16 al 20 quedan anlados en el nivel 3. Por
proedimiento, ningun tem queda anlado en el nivel 0 en un onjunto estudiado.
Se puede ver, que en el aso del onjunto de items tomado de Pinto Heydler (2006),
el proedimiento no logra identiar distintos niveles de desempe~no que agrupe los items en
varios niveles diferentes, mientras que s logra identiar laramente tres niveles separados
en el onjunto de items de la presente simulaion. En la gura 3 se representan los intervalos
de los dos onjuntos de items ordenados de auerdo on el valor de 
l
enontrado para ada
uno de ellos; en esta gura se puede ver laramente que el proedimiento propuesto es
apaz de identiar los sitios de la graa donde se presentaran \saltos" entre los intervalos
aproximados de anlaje de los items, y que si no se presentan estos \saltos", el proedimiento
no puede identiar varios niveles.
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(b) Ejemplo 2
Figura 3. Aproximaion graa a los niveles de desempe~no en la prueba denida (a) por los
parametros de Pinto Heydler (2006) y (b) por los parametros simulados para este trabajo.
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Tabla 2. Parametros de los items para los onjuntos de ejemplo.
Pinto Simulaion

Item a b  a b 
1 1.2  2.6 0.26 1.5  2.9 0.04
2 1.5  2.5 0.28 1.5  2.9 0.19
3 1.2  2.2 0.29 1.4  2.7 0.28
4 1.4  2.0 0.27 1.7  2.7 0.13
5 1.2  1.8 0.26 1.6  2.6 0.10
6 1.0  1.5 0.29 1.4  1.4 0.06
7 1.1  1.1 0.30 1.7  1.2 0.24
8 1.2  0.8 0.27 1.5  0.7 0.10
9 1.3  0.2 0.26 1.7  0.7 0.19
10 1.4 0.0 0.28 1.2  0.5 0.22
11 1.4 0.7 0.29 1.5 0.3 0.17
12 1.6 0.9 0.25 1.0 0.4 0.10
13 1.5 1.3 0.27 1.0 0.5 0.28
14 1.2 1.4 0.26 1.7 0.7 0.15
15 1.4 1.9 0.25 1.2 1.1 0.15
16 1.1 2.2 0.29 1.6 2.7 0.14
17 1.0 2.3 0.27 1.7 2.7 0.12
18 1.5 2.5 0.29 1.3 2.9 0.22
19 1.6 2.6 0.28 1.6 3.1 0.12
20 1.3 2.7 0.30 1.9 3.5 0.05
Nota: D = 1
En aquellos asos en que el proedimiento anterior falla en enontrar P > 1 niveles de
desempe~no a partir del onjunto ompleto de items, se podran eliminar algunos items de
la desripion por niveles de desempe~no. Este proeso de eliminaion de items no puede ser
automatizado, y en su realizaion debe reordarse que estos items uniamente se ignoran en
la onstruion de desripiones de las apaidades o de las araterstias de los individuos
uya habilidad se enuentra por enima de alguno de los niveles de desempe~no enontrados.
Para el primer onjunto de datos de ejemplo (Pinto Heydler, 2006), puede verse en la
gura 3(a) que los items 8, 9 y 10 podran ser eliminados del onjunto para efetos de la
utilizaion del proedimiento propuesto, y que al apliarlo nuevamente, se enontraran los
niveles (
0
; 
1
; 
2
) = ( 3:43; 0:60; 3:17). De este modo, los items 1 a 7 de este onjunto
quedan anlados en el nivel 1 y los items 11 a 20 quedan anlados en el nivel 2. Sin
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Tabla 3. Intervalos de anlaje aproximados para los onjuntos de ejemplo.
Pinto Simulaion

Item 
l

h

l

h
1  3.32  1.88  3.33  2.47
2  3.09  1.91  3.42  2.38
3  2.95  1.45  3.33  2.07
4  2.62  1.38  3.12  2.28
5  2.52  1.08  3.03  2.17
6  2.40  0.60  1.87  0.93
7  3.43  1.10  1.69  0.71
8  1.53  0.07  1.16  0.24
9  0.86 0.46  1.16  0.24
10  0.63 0.63  1.18 0.18
11 0.06 1.34  0.20 0.80
12 0.37 1.43  0.29 1.09
13 0.72 1.88  0.39 1.39
14 0.68 2.12 0.27 1.13
15 1.29 2.51 0.49 1.71
16 1.38 3.02 2.24 3.16
17 1.43 3.17 2.28 3.12
18 1.90 3.10 2.28 3.52
19 2.05 3.15 2.66 3.54
20 0.73 2.70 3.16 3.84
embargo, puede observarse que la ubiaion de estos \saltos" produe una agrupaion de
los intervalos obtenidos para los tems ordenados de auerdo on los valores de sus lmites.
Por lo anterior, un resultado similar puede obtenerse mediante un analisis de lasiaion
(Daz Monroy, 2008) o de onglomerados a partir de las distanias entre items denidas
por los lmites inferiores y superiores, donde el objetivo es, entones, busar agrupaiones
de items tales que sus intervalos sean similares para la ual no se requiere eliminar items.
Teniendo en uenta el objetivo de busar estas agrupaiones de items, paree apropia-
do emplear un metodo jerarquio de lasiaion para determinar los grupos a partir de
los uales se deniran los niveles para el anlaje de la esala. De este modo, la tarea de
enontrar los valores del atributo a partir de los uales se denen los niveles de desempe~no es,
prinipalmente, un problema de determinar en que nivel del dendrograma denir las lases
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de la lasiaion. Esto se puede realizar por una deision arbitraria a partir de losndies de
nivel del dendrograma, o a partir del onoimiento previo sobre la estrutura de la prueba
analizada, o inluso, de forma automatia, omo lo permite el paquete dynamiTreeCut
para R (Langfelder, Zhang & Horvath, 2008).
El proedimiento que se propone, entones, onsiste en:
1. Determinar las agrupaiones de preguntas, a partir de un analisis de lasiaion
jerarquio.
2. Obtener los 
h
maximos de ada agrupaion y el menor de todos los 
l
.
3. Los valores de este onjunto, ordenados de menor a mayor, se toman omo lo valores
de la habilidad (
p
) que denen los P niveles de desempe~no.
En la gura 3 puede verse que si el onjunto de intervalos presenta los \saltos" previa-
mente se~nalados, y tras el analisis de lasiaion se seleiona un numero de agrupaiones
mayor al numero de saltos, los niveles produidos por el proedimiento presentado previa-
mente tambien seran tomados en la deniion de los niveles de desempe~no mediante este
ultimo proedimiento.
Las guras 3(a) y 3(b) representan tambien los grupos de preguntas enontrados por
este proedimiento mediante diferentes estilos de lnea. En el aso del onjunto de tems
tomados de Pinto Heydler (2006), este proedimiento identia los niveles (
0
; 
1
; 
2
; 
3
; 
4
) =
( 3:43; 0:60; 0:63; 2:70; 3:17), al realizar la lasiaion jerarquia mediante el algoritmo
de Ward y ortar el dendrograma en uatro grupos; para el segundo onjunto de items, se
identian los niveles (
0
; 
1
; 
2
; 
3
; 
4
) = ( 3:42; 2:07; 0:18; 1:71; 3:84),
Una vez determinados los niveles de desempe~no, se proede, entones, a dar sentido a
ada uno ellos teniendo en uenta aquellos items que perteneen a ada uno de ellos. Estas
interpretaiones de los onjuntos de items anlados en distintos niveles busan dar gene-
ralizaiones sobre las habilidades de la poblaion de examinados, as omo a la hipotetia
poblaion de items que satisfaen los riterios para el respetivo nivel de desempe~no; por
onsiguiente, la interpretaion de los items debera, en prinipio, ser realizada por espeia-
listas en el area espea que la esala pretende evaluar. Las generalizaiones que ellos dan
a los niveles de desempe~no permiten, por una parte, generar teora sobre la relaion entre
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la habilidad de los examinados y los items que omponen la prueba, y por otra, resumir
las onlusiones sobre los resultados de la esala para un publio poo tenio en el area
(Beaton & Allen, 1992).
2.3. Apliaion: `Personas en mi vida'
A ontinuaion se presenta el analisis de una esala del uestionario `Personas en mi
vida' empleando modelos TRI-3PL y utilizando el proedimiento de anlaje de la esala
para interpretar los resultados.

Este es un uestionario de autorreporte dise~nado por Cook,
Greenberg y Kushe (1995) para evaluar las perepiones de los ni~nos sobre sus relaiones
afetivas on los padres, maestros y pares en la edad esolar; se deriva del IPPA (Inventario
de Apego on Padres y Pares), dise~nado por Armsden y Greenberg (1987), el ual evalua
las perepiones de los adolesentes sobre sus relaiones afetivas on padres y pares.
El uestionario `Personas en mi Vida' esta ompuesto por 78 items distribuidos en
ino partes: relaiones on padres, pares, profesores, esuela y veindario. Cada una de
estas partes ontiene sus respetivas esalas. La primera parte se ompone de tres esalas:
onanza, omuniaion y alienaion; la segunda la omponen onanza, omuniaion,
alienaion y delinuenia; la terera se integra por aliaion y alienaion respeto a los
profesores; la uarta por aliaion y peligrosidad esolar; y la ultima esta integrada por las
esalas de barrio positivo y peligrosidad del barrio.

Este es un instrumento de autorreporte
espeo para ni~nos esolarizados entre 9 y 12 a~nos. Cada pregunta es respondida por
el ni~no en una esala Likert ordenada de 1 a 4 (`Nuna' a `Siempre') de auerdo on la
freuenia on que el o ella misma evalua que le seede la situaion desrita por el tem.
El presente analisis se realizo a partir de una adaptaion del uestionario al espa~nol
apliada en ni~nos y ni~nas de Bogota por Camargo y Meja (2005), y analizada desde la teora
lasia de los tests (TCT o CTT por su sigla en ingles) (Camargo et al., 2005; Camargo,
Meja, Herrera & Carrillo, 2007).
2.3.1. Partiipantes
Se trabajo on una muestra no aleatoria de 2274 ni~nos (49.2% ni~nas y 50.8% ni~nos)
entre los 8 y 14 a~nos de edad (media = 10.84, D.E. = 1.17), los uales se enontraban
estudiando en instituiones eduativas bogotanas: 6 publias y 4 privadas. La muestra se
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distribuyo de auerdo on las araterstias soioeonomias de Bogota, de manera que el
47.5% de los ni~nos pertenea al estrato bajo (estratos 1 y 2), el 50.7% al estrato medio
(estratos 3 y 4) y el 1.6% al estrato alto (estratos 5 y 6).
2.3.2. Proedimiento
Se analizaron las respuestas de los 2274 ni~nos a las 78 preguntas que onforman el
uestionario `Personas en mi vida'. Para ada una de las partes de que onsta la prueba,
se evaluo la dimensionalidad del onjunto de items que la omponen, teniendo en uenta la
estrutura de esalas propuestas por los autores del instrumento y habiendo aliado las
preguntas de forma diotoma (0 si el ni~no respondio `Nuna' o `Algunas vees' le ourra la
situaion desrita, y 1 si el ni~no respondio que `Muhas vees' o `Siempre'). En todos los
asos la estrutura teoria y la hallada en la muestra oiniden, exepto para las esalas de
omuniaion y onanza de las partes orrespondientes a padres y pares las uales apareen
reunidas en un solo fator (Camargo & Meja, 2005).
Se tomo una de las esalas de la prueba, la ual reibio el nombre de Aliaion,
ompuesta por 16 items de Comuniaion y Conanza de la parte de Padres, los items que
omponen esta esala se presentan en el Apendie A. Esta esala fue analizada on un
modelo TRI-3PL on D = 1, estimando por maxima verosimilitud marginal on el paquete
ltm para R (Rizopoulos, 2006). En el analisis de esta prueba, es laro que el parametro
 no puede ser interpretado en el sentido de pseudoazar o adivinaion, puesto que no hay
respuestas orretas o inorretas; en este aso, la interpretaion mas apropiada para este
parametro sera una tendenia a responder la pregunta por deseabilidad soial, es deir,
a indiar que se esta de auerdo on lo desrito en el reativo aun uando no desribe la
realidad del sujeto on el n de presentar una imagen favorable de s mismo ante la persona
que aplia la prueba o el reeptor de los resultados (Brown, 1980).
2.3.3. Resultados
En la tabla 4 se presentan las estimaiones del modelo TRI-3PL orrespondiente a
la esala de Aliaion de la seion de padres del uestionario. Los parametros de los
individuos, estimados por EAP (Esperanza a Posteriori), presentaron una media de  0:0219
y una desviaion estandar de 0:885; la distribuion de sus valores se enontro sesgada haia
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la izquierda, on un oeiente de asimetra de  0:497 (Mnimo= 2:914, Maximo=1:170).
Tabla 4. Parametros estimados para el fator de Aliaion (Comuniaion y onanza) on
respeto a los padres.

Item Asntota () Umbral (b) Disriminaion (a)
1 0.005 -1.305 1.937
2 0.009 -1.230 1.731
3 0.025 -2.289 1.473
4 0.002 -1.213 1.742
5 0.008 -2.502 1.753
6 0.009 -1.451 1.803
7 0.104 -1.259 1.931
8 0.398 -0.260 1.540
9 0.094 -0.296 1.725
10 0.019 -1.036 1.241
11 0.025 -0.365 1.465
12 0.371 -0.776 1.120
14 0.001 -1.303 1.948
15 0.007 -0.037 0.587
20 0.001 -1.901 1.665
21 0.001 -1.305 1.640
De auerdo on el proedimiento propuesto anteriormente, se hallan los intervalos
[
l
; 
h
℄, para adatem. Estos intervalos se presentan en la tabla 5 y se pueden ver ilustrados
en la gura 4.
En la gura 4 se presentan los intervalos ordenados y los grupos obtenidos mediante
una seleion automatia. Teniendo en uenta la baja disriminaion y elevada estimaion
de la asntota de los items 8, 12 y 15, estos no fueron inluidos en el proedimiento para
el anlaje de la esala y se se~nalan on otro tipo de lnea. El proedimiento identio
los siguientes niveles (
0
; 
1
; 
2
; 
3
) = ( 2:9; 1:5; 0:5; 0:2), donde los items 3, 5 y 20
perteneen al nivel 1, los items 1, 2, 4, 6, 7, 10, 14 y 21 perteneen al nivel 2 y los items 9
y 11 perteneen al nivel 3.
Teniendo en uenta los items anlados a ada nivel, se puede indiar que el nivel 1
se arateriza por un grado de onanza y omuniaion on los padres tal que se peribe
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Tabla 5. Intervalos de ada tem en el fator Aliaion Padres para la determinaion de
niveles de desempe~no.

Item Posiion por 
l

l

h
1 7 -1.6 -1.0
2 8 -1.6 -0.9
3 2 -2.7 -1.9
4 9 -1.6 -0.9
5 1 -2.9 -2.1
6 5 -1.8 -1.1
7 10 -1.6 -0.9
8 13 -1.3 0.2
9 16 -0.7 -0.1
10 12 -1.5 -0.5
11 15 -0.8 0.1
12 4 -2.0 -0.1
14 11 -1.6 -1.0
15 14 -1.1 1.0
20 3 -2.3 -1.5
21 6 -1.7 -0.9
que la relaion on ellos es positiva, aunque no neesariamente erana; en uanto al nivel
2, el grado es tal que se peribe que los padres muestran un verdadero interes por su hijo;
en el nivel 3, el grado es tal que el ni~no peribe una relaion aun mas erana, y reporta
que puede audir a sus padres en busa de apoyo emoional.
En la muestra de ni~nos a quienes se aplio el uestionario, utilizando la estimaion de
aliaion haia los padres de ada uno de ellos, el 42.24% esta en el nivel 3, el 27.38% esta
en el nivel 2, el 24.97% esta en el nivel 1, el 5.32% esta en el nivel 0 y el 0.09% esta por
debajo del nivel 0. De los ni~nos en ada nivel se espera que periban su relaion on sus
padres omo araterizada por aquello que arateriza el nivel, as omo por aquello que
arateriza los niveles menores. En uanto a los ni~nos que se ubian en el nivel 0, se puede
esperar que no periban ninguna de las araterstias desritas en los otros niveles en su
relaion on sus padres.
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Figura 4. Aliaion: intervalos de anlaje.
3. Modelamiento de la habilidad en modelos TRI logstios para
respuestas diotomas
En la investigaion apliada en ienias soiales es freuente enontrar estudios en los
que el atributo de interes es medido mediante un instrumento ompuesto por un onjunto
de preguntas o indiadores de diho atributo, y en los que, ademas, se desea relaionar
diho atributo on un onjunto de variables expliativas. En estos asos, el investigador
se enfrenta on el problema de dar uenta del atributo a traves de mediiones imperfetas
del mismo, para lo ual emplea algun modelo de medida, y de la estimaion del modelo
estrutural que relaiona al atributo on las variables expliativas. Respeto al modelo de
medida, la teora moderna de los tests uenta entre sus prinipales modelos on los de la
teora de respuesta al tem (TRI); mientras que para estimar las relaiones estruturales, es
freuente la propuesta de un modelo de regresion del atributo sobre las variables expliativas.
As, el uso de ambos modelos es una estrategia natural para dar uenta del problema de
investigaion. Freuentemente, esta toma la forma de la utilizaion del modelo de medida
basado en la TRI del atributo para, en un primer momento, obtener estimaiones del atribu-
to; y en un segundo momento, emplear el modelo de regresion tomando estas estimaiones
de la variable repuesta omo onoidas. Esta aproximaion en dos momentos o etapas
es, en general, ritiada porque las estimaiones de los oeientes de regresion pueden
resultar sesgados y sus errores estandar ser muy peque~nos (Adams et al., 1997; Christensen
et al., 2004). Este sesgo se relaiona on la atenuaion de la magnitud de la asoiaion
debida al error de mediion en el atributo (Thomas & Lu, 2005), o en terminos de la teora
lasia de los tests (TCT), a que la onabilidad del uestionario usado para la mediion del
atributo no es perfeta (Adams et al., 1997). En onseuenia, los oeientes estimados
y el modelo ajustado adolesen de problemas para su orreta interpretaion (Adams et
al., 1997). Otra forma de realizar esta estrategia se enuentra en proponer un modelo que
emplea onjuntamente ambos modelos. Esta segunda aproximaion se ha mostrado, en
general, mas apropiada en la estimaion de los efetos de interes, en espeial de los efetos
prinipales de las variables expliativas (Mislevy, 1985; Adams et al., 1997; Kamata, 2001;
Fox & Glas, 2001, 2003; Fox, 2004; Wang, Douglas & Anderson, 2002).
Esta segunda aproximaion se ha empleado, en partiular, en onjunion on los mo-
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delos TRI de ojiva normal (Fox & Glas, 2001, 2003; Fox, 2004, 2005), on los modelos TRI
logstios de la lase de modelos de Rash para estimar simultaneamente los parametros de
diultad del modelo de Rash y los parametros del modelo de regresion (Adams et al., 1997;
Kamata, 2001; Raudenbush et al., 2003; de Boek & Wilson, 2004a), en estudios longitudi-
nales de alidad de vida empleando el modelo de Rash (Bai, 2007); y, en menor medida,
on los modelos TRI logstios de 1, 2 o 3 parametros para respuestas diotomas para esti-
mar los parametros del modelo de regresion onjunto on un modelo TRI uyos parametros
de items son onoidos (Mislevy, 1985; Cepeda C. & Pelaez A., 2004; Pinto Heydler, 2006;
Antal, 2007).
La aproximaion al modelamiento onjunto en Fox (2003, 2004, 2005) y Fox y Glas
(2001, 2003) toma omo modelo de medida del atributo latente los modelos TRI de ojiva
normal de dos parametros uando los items son diotomos, y opta por un proedimiento
bayesiano para la estimaion de los parametros mediante un algortimo de muestreador de
Gibbs (MCMC). En Fox y Glas (2001) el proedimiento MCMC de estimaion es evaluado
en un estudio de simulaion empleando una prueba de 20 items y un modelo estrutural
multinivel para las habilides y 100 replias; asmismo, emplean el proedimiento para la
estimaion de un modelo estrutural multinivel sobre una prueba de matematias apliada
en esuelas primarias de los Pases Bajos y omparan sus resultados on los obtenidos me-
diante una aproximaion en dos etapas (usando estimaiones de la habilidad omo variable
respuesta en un modelo multinivel usual) utilizando el paquete HLM.
En Fox (2003), el proedimiento bayesiano de estimaion es omparado on la es-
timaion maximo-verosmil onjunta, mediante un algoritmo de Esperanza-Maximizaion
(EM), on el modelo TRI de ojiva normal de dos parametros. Esta omparaion es realizada
sobre las estimaiones obtenidas mediante ada proedimiento para un modelo estrutural
multinivel sobre una prueba de lenguaje apliada en esuelas primarias de los Pases Bajos.
En su estudio, Fox (2003) enuentran que las estimaiones puntuales obtenidas por ambos
proedimientos son muy similares tanto para los parametros de los items omo para los efe-
tos jos y aleatorios de la regresion; sin embargo, enuentran que los errores estandar del
proedimiento bayesiano son mayores que los de la estimaion maximo-verosmil. Ademas,
las estimaiones de los parametros de regresion por ambos proedimientos fueron ompara-
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dos on las obtenidas mediante la aproximaion en dos etapas utilizando el paquete HML;
las estimaiones puntuales y los errores estandar obtenidos en este aso fueron menores que
mediante los otros dos proedimientos. Al proponer los proedimientos dentro del ontexto
de los modelos multinivel, Fox (2003, 2004, 2005) y Fox y Glas (2001, 2003) denominan al
modelo onjunto omo modelo TRI multinivel (multilevel IRT model).
Zwinderman (1991) presenta la estimaion maximo-verosmil para el modelo on-
junto on el modelo de Rash, al ual denomina omo modelo de Rash generalizado on
variables preditoras, mientras que Adams et al. (1997) presentan la estimaion maximo-
verosmil para el modelo onjunto on la generalizaion del modelo de Rash onoida omo
logit multinomial de oeientes aleatorios (RCML por su sigla en ingles). Adams et al.
(1997) tambien denominan a su aproximaion onjunta omo modelo TRI multinivel, pero
a diferenia de Fox y Glas (2001) reonoen que el primer nivel esta dado por las respuestas
a los items. Tanto en Zwinderman (1991), omo en Adams et al. (1997), las estimaiones
maximo-verosmiles son halladas mediante un algoritmo EM. Zwinderman (1991) evalua
este proedimiento mediante simulaiones en 16 ondiiones diferentes que varan en lon-
gitud de prueba y tama~no de muestra on una replia en ada ondiion; ompara las
estimaiones de los parametros de regresion (sin inluir la varianza residual) del modelo
onjunto on las obtenidas por el proedimiento en dos etapas y enuentra que las esti-
maiones puntuales del modelo onjunto son mas eranas a los parametros generadores y
muestran errores estandar mas peque~nos que los del modelo en dos etapas. Adams et al.
(1997), por su parte, lo evalua mediante dos simulaiones on 100 replias ada una. En la
primera simulaion se evaluo la reuperaion de los parametros de los items y de regresion
(inluyendo la varianza residual del atributo latente) simultaneamente, on valores genera-
dos para 12 items y 500 evaluados. En esta, los valores de habilidad simulados umplan
simultaneamente on un modelo generador de regresion lineal simple ( = 
0
+ 
1
Y + ",
modelo ondiional), as omo on un modelo mas simple de media general ( =  + ",
modelo no ondiional). La reuperaion de los parametros ajustando estos dos modelos
se omparo on la obtenida en dos etapas empleando las estimaiones de habilidad omo
variable de respuesta. En la segunda simulaion utilizaron las estimaiones de una prueba
real (on 24 items) para denir los valores generadores de modelos analogos a la primera
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simulaion. En ambas simulaiones enontraron que la estimaion de los parametros de los
items haiendo uso del modelo onjunto en el modelo que llamaron ondiional, no mejora
onsiderablemente en omparaion on las obtenidas mediante el modelo no ondiional.
Ademas, enontraron diferenias entre las estimaiones obtenidas por el proedimiento en
dos etapas.
Cepeda C. y Pelaez A. (2004) evaluan la estimaion maximo-verosmil de los para-
metros de regresion (sin inluir la varianza residual) para el modelamiento onjunto on
modelos TRI de 3 parametros, uando los parametros de los items son onoidos, mediante
simulaiones en 4 ondiiones diferentes que varan en longitud de prueba y tama~no de
muestra on una replia en ada ondiion. Enuentran que las estimaiones del modelo son
eranas a los parametros generadores uando el tama~no de la muestra es grande (n = 500)
y se tiene una prueba de longitud media (I = 25); tambien onsideran una exploraion del
espaio parametrio para la estimaion de la varianza residual, estimando los parametros
de regresion para diferentes valores asumidos de 
2
y tomando aquel que maximiza la
verosimilitud entre aquellos evaluados. Cepeda C. y Pelaez A. (2004), ademas, onsideran
la posibilidad de la extension del modelo a un modelo jerarquio on variables expliativas
para los oeientes de las variables expliativas del atributo, aunque no lo inluyen dentro
del maro de un modelo mixto puesto que no onsideran efetos aleatorios asoiados a estos
oeientes.
En este aptulo se presenta el modelo onjunto de medida del atributo empleando
modelos TRI 3-PL y de regresion sobre un onjunto arbitrario de variables expliativas en
la seion 3.1. Se presenta la obtenion de las euaiones de estimaion del modelo on to-
dos los parametros desonoidos {parametros de items, parametros de regresion y varianza
residual{ y el algoritmo de estimaion por Newton-Rhapson de los mismos en la seion 3.2.
En la seion 3.3, el modelo propuesto es omparado on la primera estrategia (regresion
sobre estimaiones de la habilidad de las variables expliativas) mediante simulaiones de
Monte Carlo; ademas, el modelo propuesto se evalua para la estrategia de estimaion on-
junta y aquella en la que los parametros de los tems se onsideran onoidos. Por ultimo, en
la seion 3.4 se onsidera una apliaion del modelo a los datos del uestionario `Personas
en mi vida' analizados en la seion 2.3.
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3.1. Planteamiento del modelo
Al plantear que el parametro de habilidad de un modelo TRI 3-PL puede relaionarse
on un onjunto de variables preditoras, basiamente se esta armando que existe alguna
funion de las variables preditoras que permite expliar la variabilidad de la habilidad.
Teniendo en uenta que en los modelos TRI 3-PL, omo en los demas modelos TRI uni-
dimensionales, la magnitud de la habilidad toma valores en los reales, la forma planteada
para esta relaion ha sido la de un modelo lineal de la habilidad sobre los preditores; esto
es, se propone 
j
= X
t
j
 + "
j
, on E(") = 0 (Adams et al., 1997; Wang et al., 2002; Fox &
Glas, 2001; Fox, 2004; Cepeda C. & Pelaez A., 2004; Pinto Heydler, 2006). En este aso,
la probabilidad de que un individuo aierte ierto tem se puede expresar omo
p
ij
:= Pr(U
ij
= 1jX
j
;; "
j
; 
i
) = 
i
+ (1  
i
)
1
1 + e
 Da
i
(X
t
j
+"
j
 b
i
)
(12)
donde 
i
= (a
i
; b
i
; 
i
).
As omo el modelo TRI-3PL, (12) no esta identiado, y de forma analoga, las
soluiones no dieren salvo una onstante de esala y, en el aso de un modelo on interepto
para la habilidad, una onstante de loalizaion. Esto se puede ver si tomamos b

i
= sb
i
+ l,
a

i
= a
i
=s, 

i
= 
i
, 

= (s

0
+ l; s
 0
) y "

j
= s"
j
, donde p es el numero de olumnas de
X y 
 0
denota al vetor  sin el interepto, entones
Pr(U
ij
= 1jX
j
;

; "

j
; a

i
; b

i
; 

i
)=

i
+ (1  

i
)
1
1+e
 Da

i
(X
t
j


+"

j
 b

i
)
=
i
+ (1  
i
)
1
1+e
 D(a
i
=s)((sX
t
j
+l)+s"
j
 (sb
i
+l))
=
i
+ (1  
i
)
1
1+e
 Da
i
(X
t
j
+"
j
 b
i
)
=Pr(U
ij
= 1jX
j
;; "
j
; a
i
; b
i
; 
i
):
(13)
En el aso que el modelo no tenga interepto, la variaion de los valores de X entre sujetos
y la media de " = 0 garantizan que no haya indeterminaion en la loalizaion.
Si, ademas, para el termino "
j
se asume una distribuion g("
j
j), donde  es el vetor
de parametros que desribe la distribuion de "
j
, entones la probabilidad de que el individuo
j responda orretamente al tem i se puede expresar omo
P
ij
:= Pr(U
ij
= 1jX
j
;; ; 
i
) =
Z
<
p
ij
g("
j
j)d"
j
: (14)
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As, la funion de verosimilitud orrespondiente a los patrones de respuesta u dados
por una muestra de n sujetos a un onjunto I de items es igual a
L(; ; jU = u;X) =
I
Y
i=1
n
Y
j=1
P
u
ij
ij
Q
1 u
ij
ij
(15)
donde  es el onjunto de los 
i
= (a
i
; b
i
; 
i
) de todos los I items, u a la matriz de respuestas
observadas, Q
ij
:= 1 P
ij
y X a la matriz de dise~no de las variables expliativas onoidas.
En lo subsiguiente se supondra que todos los "
j
i:i:d
 N(0; 
2
), on lo ual  sera simplemente

2
.
3.2. Euaiones de estimaion
Las euaiones de estimaion de maxima verosimilitud del modelo (12) se pueden
obtener al derivar el logaritmo de la funion de verosimilitud (16) respeto a ada uno
de los parametros. En esta seion el vetor de todos los parametros se denotara por

t
= (
t
; 
2
; ve
t
()).
l() = logL() =
I
X
i=1
n
X
j=1
fu
ij
logP
ij
+ (1  u
ij
) logQ
ij
g (16)
Al derivar (16) respeto a ada uno de los parametros se obtiene:
l()

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P
n
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logP
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donde
P
ij

s
es:
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y,
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y
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j
j
2
)

s
son:
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
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= 1  p

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.
As, reemplazando (19 - 23) en (18), y a su vez reemplazando en (17) e igualando a
ero, se obtienen las euaiones de verosimilitud:
l
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De este modo, los estimadores maximo-verosmiles se obtienen por la soluion si-
multanea de las euaiones (24 - 28). La soluion de estas euaiones se puede obtener
por el metodo de Newton-Rhapson; por este proedimiento, la estimaion en la iteraion
n esima del algoritmo se dene por
b

(n)
=
b

(n 1)
+H
 1
(
b

(n 1)
)U(
b

(n 1)
), donde  es el
vetor de todos los parametros desonoidos, y H
 1
(
b

(n 1)
) y U(
b

(n 1)
) son la inversa de
la matriz hessiana y el vetor de derivadas pariales en el lado izquierdo de las euaiones
de verosimilitud en (24 - 28), respetivamente, evaluadas en las estimaiones obtenidas en
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la iteraion n   1. Los elementos de la matriz hessiana (H
 1
(
b

(n 1)
)) se presentan en el
Apendie B.
3.2.1. Regresion latente
Un aso partiular del modelamiento de la habilidad presentado en este aptulo se
da uando el interes reae uniamente en la estimaion de los parametros exlusivos de la
regresion, es deir, los parametros  y 
2
, teniendo los parametros del modelo de respuesta
al tem omo onoidos. Este aso espeial puede enontrarse bajo la denominaion de
regresion latente (Cepeda C. & Pelaez A., 2004; Wilson & de Boek, 2004; Antal, 2007),
y su soluion se obtiene resolviendo uniamente las euaiones (27) y (28). Si la soluion
a estas euaiones se busa empleando el algortimo de Newton-Raphson, omo se presento
en la seion anterior, es neesario obtener uniamente los elementos de la matriz hessiana
orrespondientes a los parametros  y 
2
. Notese, ademas, que en este aso el modelo esta
identiado.
Este aso se presenta, por ejemplo, uando se utiliza una prueba estandarizada y
alibrada mediante la TRI, por lo que se onsidera que los parametros  de los items
son onstantes onoidas para el analisis (Mislevy et al., 1992; Cohen & Jiang, 1999).
Finalmente, tambien se presenta omo una alternativa de estimaion de los parametros de
regresion uando primero se estiman los parametros de los items en la muestra, y usando
el modelo onjunto de regresion y de respuesta al tem, se emplean omo onoidos para
estimar uniamente los parametros del modelo de regresion; esta aproximaion puede verse
por ejemplo en el uso de la metodologa de valores plausibles (imputaiones multiples) usada
en evaluaiones de logro eduativo internaionales omo TIMSS (Foy et al., 2008/2009) o en
la aproximaion de Zwinderman (1991) para el modelo de Rash, donde los parametros de
los items pueden ser estimados al ondiionar la verosimilitud por la sumatoria de respuestas
orretas.
3.2.2. Calulo de esperanzas
En las euaiones (24-28) del gradiente del logaritmo de la funion de verosimilitud, as
omo en las euaiones (64) para obtener los elementos de la matriz hessiana, se requiere el
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alulo de varias integrales que son la esperanza de diferentes funiones de " y los parametros
del modelo bajo la distribuion g("j) asumida para los errores.
Con valores espeos de los parametros del modelo es posible evaluar el valor de
estas integrales por diferentes metodos. A ontinuaion se onsideran la aproximaion a la
integral por uadratura de Gauss-Hermite y por el metodo de Monte Carlo.
3.2.2.1. Cuadratura de Gauss-Hermite. El aso univariado de la uadratura de Gauss-
Hermite proporiona una aproximaion numeria al valor de las integrales de la forma:
I =
Z
1
 1
e
 t
2
f(t)dt; (29)
para las uales el valor de la integral obtiene por:
I 
n
X
i=1
w(t
i
)f(t
i
) (30)
donde t
i
orresponden a las raes del polinomio de Hermite de orden n, H
n
(t), y los pesos
w(t
i
) =
2
n 1
n!
p

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2
[H
n 1
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i
)℄
2
:
Ademas, para funiones de la forma f(x) = g(t)(2
2
)
1=2
exp

 
(t )
2
2
2

, la aproxi-
maion se puede reformular omo
Z
1
 1
f(t)dt 
n
X
i=1
m(t
i
)f(z
i
) (31)
donde m(t
i
) = w(t
i
) exp
 
t
2
i

p
2 y z
i
=  +
p
2t
i
. En general, esta aproximaion puede
ser muy eiente para integrar funiones que se pueden expresar omo el produto de un
polinomio y la funion de densidad normal (Migon & Gamerman, 1999; Bernardo & Smith,
2000).
La preision obtenida por la uadratura de Gauss-Hermite se halla al onsiderar el
termino de error de la aproximaion (Ralston & Rabinowitz, 1978/2001), el ual esta dado
por
R
n
(t) =
n!
p

2
n
(2n)!
f
(2n)
(t): (32)
Notese que la magnitud del error depende del orden del polinomio de Hermite empleado.
Ademas, si f(t) es un polinomio de grado 2n  1 o menos, la uadratura de Gauss-Hermite
provee un resultado exato del valor de la integral (Migon & Gamerman, 1999; Bernardo
& Smith, 2000).
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3.2.2.2. Integraion por Monte Carlo. El metodo de Monte Carlo permite la evalua-
ion de una integral mediante la identiaion de una variable aleatoria Y on soporte en
D y densidad p(y) y una funion g, tales que el valor esperado de g(Y ) sea el valor de la
integral (Ross, 1999; Gentle, 2003); esto es
I =
Z
D
f(y)dy =
Z
D
g(y)p(y)dy = E(g(Y )): (33)
En este aso, si se puede obtener una muestra aleatoria y
i
; : : : ; y
m
de una distribuion
on densidad p, entones el estimador de la integral I es
^
I =
1
m
m
X
i=1
g(y
i
): (34)
La preision del proedimiento se pude evaluar mediante la desviaion estandar del
estimador
^
I. En este aso, la magnitud del error depende del tama~no de la muestra obtenida
y es del orden O(m
 1=2
) (Gentle, 2003).
3.3. Implementaion del algoritmo y reuperaion de parametros
El modelo fue implementado en el lenguaje y paquete R (R Development Core Team,
2008). Para el proedimiento de optimizaion mediante el algortimo de Newton-Raphson se
empleo el paquete maxLik para R; este paquete permite tambien otros algoritmos de opti-
mizaion, tales omo el de Broyden-Flether-Goldfarb-Shanno (BFGS) y el de Nelder-Mead,
entre otros (Toomet & Henningsen, 2008). Para el alulo de las esperanzas requeridas medi-
ante uadratura de Gauss-Hermite se empleo la funion ghq del paquete glmmML (Brostrom,
2008) para su apliaion ordinaria y la funion integrate del lenguaje para su apliaion
adaptativa (adaptive Gaussian quadrature).
Para la implementaion del algoritmo, se reparametrizo el modelo de tal forma que
los parametros de pseudo-azar y el parametro de la varianza tuvieran rango en <. La
reparametrizaion se llevo a abo on las siguientes trasformaiones 1 a 1 de los parametros:

i
= logit(
i
) y & = log(
2
). Por la propiedad de invarianza de las estimaiones maximo-
verosmiles bajo trasformaiones 1 a 1 se garantiza que b
i
= logit
 1
(^
i
) y


2
= e
b&
, or-
responden a las estimaiones maximo-verosmiles de estos parametros (Bikel & Doksum,
1977). En el Apendie C se presentan las modiaiones derivadas de esta reparametrizaion
en las euaiones de verosimilitud.
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A ontinuaion se presenta un estudio de simulaion en el que se evalua la reuperaion
de los parametros originales que se onsigue mediante diferentes formas de realizar los
analisis. Los modelos que se ajustan en las simulaiones son los siguientes:
1. Regresion, sobre las variables expliativas, de las estimaiones de la habilidad obteni-
das on parametros de los items onoidos.
2. Regresion, sobre las variables expliativas, de las estimaiones de la habilidad obteni-
das on parametros de los items estimados a partir de los datos.
3. Modelo de regresion latente on parametros de los items onoidos.
4. Modelo de regresion latente on parametros de los items estimados a partir de los
datos.
5. Modelamiento y estimaion onjunta de los parametros de regresion, varianza residual
y de los parametros de los items.
6. Regresion, sobre las variables expliativas, de valores onoidos de la habilidad.
Cada uno de los modelos 1 a 6 representan posibles maneras de analizar diferentes asos
que se pueden presentar en la realidad. Los modelos 1 y 3 son posibles en el aso en que
una prueba alibrada ha sido utilizada para la mediion de la habilidad. Los modelos 2, 4
y 5 son posibles en el aso en que no se onoen los parametros de los items de la prueba
utilizada. Finalmente, el modelo 6 sirve para omparar las estimaiones que se obtienen en
los dos asos anteriores a partir de informaion indireta, on el hipotetio aso de onoer
los valores reales de la habilidad.
En estas simulaiones se busa, ademas, evaluar la reuperaion de los parametros
por ada uno de los modelos dadas diferentes logitudes de prueba y tama~nos de muestra.
Notese que para los modelos de regresion usual por mnimos uadrados ordinarios y para
los de regresion latente, interesa evaluar uniamente la reuperaion de los parametros de
regresion, mientras que en el modelo onjunto tambien es de interes evaluar la reuperaion
de los parametros de los items.
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3.3.1. Proedimiento
Se onsidero un dise~no fatorial on tres longitudes de prueba (I = 10; 30; 50) y ua-
tro tama~nos de muestra (n = 200; 400; 600; 800), lo que produjo un total de 12 ondiiones
experimentales diferentes. Para ada nivel de longitud de prueba elegido se simulo una
prueba de araterstias similares tomando una muestra de parametros de los items que la
onforman bajo las siguientes distribuiones: a) Disriminaion: a  U(0:6; 1:5); b) Diul-
tad: b  U( 2; 2), los valores simulados fueron estandarizados para failitar la omparaion
de las estimaiones teniendo en uenta la indeterminaion de la esala; y ) Pseudo-azar:
los 
i
fueron simulados a partir de una distribuion uniforme disreta on masa 0:5 en los
valores 0:1 y 0:2. Los valores simulados para las pruebas de ada longitud se presentan en
el Apendie C. Para ada tama~no de muestra se simulo una matriz de dise~no X de tama~no
n 3, donde ada X
t
j
= (1; x
j;2
; x
j;3
), on X
2
 U( 1; 1) y X
3
 U(0; 5). Los parametros
de regresion para todas las ondiiones fueron  = (0:5; 1:5; 0:2) y para ada tama~no
de muestra se simulo un vetor de errores ", donde ada "
j
se obtuvo a partir de una dis-
tribuion normal on media 0 y varianza 0:3 (& =  1:2039). El vetor de habilidades para
ada tama~no de muestra quedo determinado por  = X + ".
Para la estimaion de los parametros de regresion en los modelos 1, 2 y 6 se empleo
la estimaion por mnimos uadrados ordinarios (OLS); en los modelos 3 a 5 se obtuvo
la estimaion maximo-verosmil empleando el algoritmo de Newton-Raphson tal omo se
desribio en la seion 3.2.
En ada una de las doe ondiiones se simularon 20 replias de matries de respues-
ta que fueron empleadas para estimar los modelos 1 a 4 y 6; el modelo 5 fue estimado
uniamente en las primeras 5 replias de ada ondiion. El motivo para usar uniamente
las primeras replias en la evaluaion de este modelo fue de tiempo omputaional; esta
duraion, por modelo y replia, se presenta en la seion 3.3.3. Para los modelos 2 y 4 los
parametros de los items fueron estimados empleando el paquete Bilog 3.11 (Mislevy & Bok,
1997); en el Apendie C se presenta la sintaxis utilizada para estas estimaiones. Todas las
estimaiones de los items fueron trasformadas de forma que la media de las diultades fuera
ero on desviaion estandar uno. En los modelos 1 y 2 las estimaiones EAP (Expeted a
posteriori) (Bok & Aitking, 1981) de las habilidades fueron usadas omo variable respuesta.
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Para evaluar la reuperaion de los parametros de regresion onseguida on ada
modelo se tomo la estimaion de Monte Carlo del sesgo y del error uadratio medio
(ECM) de ada oeiente y de la varianza residual en ada una de las doe ondiiones;
ademas, se obtuvo la proporion de replias para las uales el intervalo aproximado del 95%
de onanza inluyo al parametro de interes; este intervalo se obtuvo para ada replia
omo
^

i
 z
1 =2
^
SE(
i
), donde  se jo en 0:05 por lo ual z
1 =2
= 1:96; para las
estimaiones obtenidas por maxima verosimilitud en los modelos de regresion latente y
estimaion onjunta, el error estandar se obtuvo a partir de
\
V ar() =  H
 1
(). Para
evaluar la reuperaion de los parametros de los items se tomo, en ada ondiion, la media
y desviaion estandar de la orrelaion entre los parametros originales y estimados, y la
media y desviaion estandar de la estimaion de Monte Carlo del ECM de los parametros
de disriminaion, diultad y pseudo-azar. En partiular para los parametros de pseudo-
azar, teniendo en uenta que se simularon uniamente dos posibles valores, se alulo la
orrelaion punto-biserial entre los parametros originales y los estimados.
3.3.2. Resultados
En esta seion se presentan los resultados orrespondientes a la reuperaion de los
diferentes parametros en la simulaion. En primer lugar, la seion 3.3.2.1 presenta la reu-
peraion de los parametros de los items mediante el Bilog 3.11 y mediante el proedimiento
propuesto de estimaion onjunta. Luego, la seion 3.3.2.2 presenta la reuperaion de los
parametros de regresion en los modelos de regresion latente (modelos 3 y 4). Finalmente, la
seion 3.3.2.3 presenta la reuperaion de los parametros de regresion en el modelo de esti-
maion onjunta (modelo 5). En las seiones 3.3.2.1 y 3.3.2.2 se ompara la reuperaion
de los parametros de regresion obtenida mediante mnimos uadrados ordinarios (OLS) al
emplear estimaiones de la habilidad omo variable respuesta (modelos 1 y 2) y los valores
reales de la misma (modelo 6).
3.3.2.1. Reuperaion de los parametros de los items. En la tabla 6 se presentan
los promedios y desviaiones estandar de las orrelaiones entre las estimaiones de los
parametros de los items obtenidas mediante Bilog y los parametros originales para ada
ondiion. En la tabla 7 se presentan los promedios y desviaiones estandar de los ECM de
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Tabla 6. Correlaion promedio entre los parametros originales y los parametros estimados
mediante Bilog en 20 replias.
a b 
Longitud Muestra Cor DE Cor DE Cor DE
10 200 0.28 0.33 0.96 0.02 0.21 0.27
400 0.28 0.39 0.96 0.02 0.25 0.31
600 0.42 0.28 0.97 0.02 0.34 0.23
800 0.52 0.23 0.98 0.01 0.26 0.28
30 200 0.49 0.11 0.95 0.01 0.08 0.15
400 0.59 0.16 0.96 0.01 0.09 0.13
600 0.67 0.07 0.97 0.01 0.10 0.16
800 0.70 0.08 0.97 0.01 0.15 0.14
50 200 0.62 0.07 0.95 0.01 0.20 0.09
400 0.64 0.07 0.96 0.01 0.28 0.10
600 0.72 0.09 0.97 0.01 0.30 0.10
800 0.73 0.06 0.97 0.01 0.26 0.06
las estimaiones obtenidas mediante Bilog y los parametros originales. Se puede apreiar
que la reuperaion de los parametros de diultad mediante el Bilog es muy erana a los
parametros originales, on orrelaiones altas y ECM peque~nos; los parametros de disri-
minaion presentan una reuperaion erana uando el tama~no de muestra es grande y la
prueba es larga, mientras que los parametros de pseudo-azar presentan una reuperaion
menos preisa.
En las tablas 8 y 9 se presentan las orrelaiones y ECM orrespondientes a las esti-
maiones obtenidas mediante la estimaion onjunta de los parametros. Se puede apreiar
que la reuperaion de los parametros de diultad mediante el modelo 5 es menos preisa
que la obtenida mediante el Bilog, on orrelaiones no muy altas y ECM no muy peque~nos,
las estimaiones de los parametros de disriminaion son muy impreisas salvo uando la
prueba es larga (50) y el tama~no de muestra es grande (800).
Si se observan, por ejemplo, las estimaiones de items obtenidas en las primeras tres
replias en la ondiion on longitud de prueba 10 y tama~no de muestra 200 (tabla 10), se
puede apreiar que el mayor aporte al ECM de las estimaiones de disriminaion proviene
de algunos items para los uales el valor estimado de disriminaion es muhsimo mas alto
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Tabla 7. Promedio del error uadratio medio para los parametros estimados mediante Bilog
en 20 replias.
a b 
Longitud Muestra ECM DE ECM DE ECM DE
10 200 0.20 0.16 0.08 0.03 0.01 0.00
400 0.22 0.15 0.06 0.03 0.01 0.00
600 0.17 0.08 0.06 0.03 0.01 0.00
800 0.14 0.10 0.04 0.02 0.01 0.00
30 200 0.21 0.06 0.10 0.03 0.01 0.00
400 0.13 0.05 0.07 0.03 0.01 0.00
600 0.09 0.03 0.06 0.02 0.01 0.00
800 0.09 0.04 0.05 0.02 0.01 0.00
50 200 0.11 0.03 0.10 0.02 0.01 0.00
400 0.11 0.04 0.07 0.01 0.01 0.00
600 0.07 0.03 0.05 0.01 0.01 0.00
800 0.06 0.02 0.05 0.01 0.01 0.00
Tabla 8. Correlaion promedio entre los parametros originales y los parametros estimados
por el modelo 5 en 5 replias.
a b 
Longitud Muestra Cor DE Cor DE Cor DE
10 200 0.06 0.25 0.62 0.21 0.15 0.24
400 0.28 0.31 0.67 0.15 0.34 0.28
600 0.39 0.26 0.71 0.13  0.01 0.33
800 0.22 0.30 0.73 0.20 0.35 0.10
30 200 0.17 0.22 0.66 0.28 0.22 0.18
400 0.16 0.22 0.74 0.07 0.07 0.15
600 0.08 0.18 0.79 0.05 0.00 0.25
800 0.25 0.28 0.78 0.08 0.22 0.19
50 200 0.25 0.21 0.75 0.19 0.33 0.34
400 0.10 0.09 0.51 0.25 0.03 0.16
600 0.17 0.21 0.76 0.05 0.05 0.13
800 0.27 0.24 0.69 0.11 0.07 0.19
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Tabla 9. Promedio del error uadratio medio para los parametros estimados por el modelo 5
en 5 replias.
a b 
Longitud Muestra ECM DE ECM DE ECM DE
10 200 14940501.58 33093716.00 0.69 0.38 0.07 0.04
400 5291.91 11752.21 0.59 0.26 0.07 0.01
600 10060.00 22493.80 0.51 0.23 0.08 0.04
800 11463.50 25619.66 0.49 0.36 0.06 0.03
30 200 58292303.50 130085964.98 0.65 0.55 0.06 0.03
400 612.10 1217.28 0.49 0.13 0.07 0.01
600 3663.86 8116.51 0.40 0.09 0.08 0.01
800 2.07 2.92 0.43 0.16 0.06 0.02
50 200 297992.93 625239.95 0.50 0.37 0.05 0.05
400 17562258.94 38052915.73 0.95 0.40 0.08 0.01
600 9.32 10.93 0.47 0.10 0.06 0.02
800 2.02 1.40 0.61 0.22 0.07 0.01
que los demas; asmismo, puede apreiarse que el mayor aporte al ECM de las estima-
iones de pseudo-azar proviene de algunos items para los uales el valor estimado tiende
a 0. Ademas, que las estimaiones de disriminaion son mayores uando las respetivas
estimaiones de pseudo-azar son grandes.
3.3.2.2. Reuperaion de los parametros de regresion en los modelos de regresion la-
tente. En las guras 5 y 6 se presentan las medias de las estimaiones obtenidas en ada
ondiion mediante el modelo de regresion latente tomando los valores onoidos de los
parametros de los items (modelo 3) y los valores estimados por Bilog (modelo 4), respeti-
vamente; ademas, se omparan estas estimaiones on las obtenidas mediante un modelo de
regresion empleando las estimaiones de habilidad (modelos 1 y 2), y los valores onoidos
de habilidad omo variables de respuesta (modelo 6). El valor verdadero del parametro se
representa por una reta horizontal en ada aso.
En las guras 5 y 6 se apreia que las estimaiones obtenidas por OLS empleando
estimaiones de la habilidad (modelos 1 y 2) presentan el mayor sesgo en la estimaion de
los parametros de la regresion, mientras que las estimaiones obtenidas por el modelo de
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Tabla 10. Parametros estimados por el modelo 5 en 3 replias en la ondiion on longitud
de prueba 10 y tama~no de muestra 200.
Replia 1 Replia 2 Replia 3

Item a b   a b   a b  
1 1.50  0.74  2.18 0.10 3.97  0.05  69.59 0.00 1.28  0.70  0.71 0.33
2 0.38  0.23  2.20 0.10 3.10 0.07  30.33 0.00 1.25  0.95  10.68 0.00
3 0.00  0.80  1.10 0.25 4.69 0.37  0.65 0.34 2.96 0.22 0.06 0.52
4 1.76 0.40  1.93 0.13 1.29 0.13  17.32 0.00 0.33  0.14  6.35 0.00
5 0.70 1.38  2.24 0.10 2.05 0.44  19.66 0.00 0.21 2.20  17.76 0.00
6 0.20 1.08  1.79 0.14 7.56 0.39  0.32 0.42 0.48  1.43  12.13 0.00
7 1.18  1.86  1.26 0.22 24.42  2.78  12.99 0.00 907.63  0.06 2.36 0.91
8 2.85  0.48  2.41 0.08 27229.65 0.29 0.70 0.67 471.08 0.10 0.87 0.71
9 0.72 0.50  1.25 0.22 5.05 0.72  0.13 0.47 1.85 0.82  0.60 0.35
10 0.74 0.75  2.35 0.09 2.30 0.41  167.16 0.00 0.65  0.07  9.72 0.00
Las estimaiones de 
i
han sido trasformadas al orrespondiente parametro de pseudo-azar 
i
para failitar la interpretaion.
regresion latente (modelos 3 y 4) son muho mas eranas a los parametros originales, y
las estimaiones obtenidas empleando los valores onoidos de las habilidades (modelo 6)
pareen insesgados. Tambien es posible observar que las estimaiones de los modelos de
regresion latente (modelos 3 y 4) son muy eranas a las estimaiones del modelo on
habilidades onoidas (modelo 6). Lo anterior ourre espeialmente uando los parametros
de los items son onoidos (modelo 3), y paree que las estimaiones por regresion latente
son tambien insesgadas. Ademas, puede verse que el sesgo empleando estimaiones de la
habilidad (modelos 1 y 2) se redue a medida que se inrementa el tama~no de la muestra,
y longitudes de prueba de I = 50 este es bastante peque~no. En uanto a las estimaiones
del modelo de regresion latente empleando valores estimados de los parametros de los items
(modelo 4), sobresale que la estimaion del interepto es mas erana a la obtenida mediante
la estimaion por OLS on habilidades estimadas (modelo 2) aunque paree mostrar un sesgo
que no disminuye on mayores tama~nos de muestra ni mayores longitudes de prueba.
En las guras 7 y 8 se presenta el promedio del error uadratio medio (ECM) de las
estimaiones obtenidas en ada ondiion mediante los modelos de regresion latente (mode-
los 3 y 4), los modelos de regresion empleando las estimaiones de habilidad (modelos 1 y 2)
y los valores onoidos de habilidad omo variables de respuesta (modelo 6). Relaionado
diretamente on el sesgo mostrado previamente, se evidenia que las estimaiones mediante
los modelos 1 y 2 empleando estimaiones de la habilidad presentan el mayor ECM, aunque
para longitudes de prueba de I = 30 o mas y parametros de los items onoidos este es tan
peque~no omo en los otros asos. El ECM para las estimaiones obtenidas por los modelos
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de regresion latente (modelos 3 y 4) resulta solo ligeramente mayor que el obtenido mediante
el modelo on habilidades onoidas (modelo 6).
En las guras 9 y 10 se presenta la proporion de inlusion de ada parametro de
regresion en los intervalos aproximados mediante los modelos de regresion latente (mode-
los 3 y 4), los modelos empleando las estimaiones de habilidad (modelos 1 y 2) y los valores
onoidos de habilidad omo variables de respuesta (modelo 6). Con una lnea horizontal
se representa el valor nominal de obertura del 95%. En uanto a las porporiones de in-
lusion enontradas a partir de las 20 replias de ada ondiion mediante la estimaion on
habilidades onoidas (modelo 6), paree orresponder on la proporion nominal del 95%,
mientras que mediante los otros modelos no paree ser as en todos los asos. Mediante el
modelo empleando estimaiones de la habilidad omo variable de respuesta uando los items
son onoidos (modelo 1), la proporion de inlusion del interepto paree orresponder al
valor nominal; sin embargo, para los otros parametros de regresion se observa una lara
subobertura que se orrige a medida que aumenta la longitud de la prueba. Mediante el
modelo que emplea estimaiones de la habilidad a partir de las estimaiones de los items
(modelos 2), se presenta tambien un subobertura que paree orregirse a medida que au-
menta la longitud de la prueba, aunque en la prueba de longitud 50 es aun bastante grande.
Ademas, puede verse que tanto en el modelo 1 omo en el 2 la obertura disminuye uando
aumenta el tama~no de la muestra.
Con respeto a la obertura de los intervalos obtenidos para los modelos de re-
gresion latente (modelos 3 y 4) paree haber una subobertura de los parametros uando los
parametros de los items son onoidos. La subobertura de los parametros paree, ademas,
aentuarse uando se inrementa la longitud de prueba. En ambio, uando los parametros
de los items han sido estimados, la obertura obtenida mediante el modelo de regresion
latente es espeialmente baja para el interepto. Mediante este modelo tambien se presenta
subobertura de los otros parametros de regresion; sin embargo, en este aso esta no paree
disminuir ni aumentar a medida que se aumentan la longitud de la prueba o el tama~no de
la muestra.
En la tabla C4 se presentan los valores de las medias de las estimaiones, de los
errores estandar y del error uadratio medio, y la proporion de inlusion de los parametros
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de regresion obtenidos en ada ondiion por los diferentes modelos. En la tabla puede
apreiarse que el error estandar estimado en los modelos de regresion latente resulta bastante
mas peque~no que el de los modelos estimados por OLS on estimaiones de la habilidad
omo variable de respuesta.
Respeto a la estimaion de la varianza residual del modelo, las guras 11 y 12 pre-
sentan la media de las estimaiones de & y su error uadratio medio. Se puede apreiar que
la estimaion mediante el modelo estimado por OLS on habilidades onoidas (modelo 6)
sobreestima la varianza de forma onsistente para los diferentes tama~nos de muestra y lon-
gitudes de prueba. Los modelos on habilidades estimadas (modelos 1 y 2) sobreestiman
la varianza, pero este sesgo disminuye a medida que se inrementa la longitud de prueba
aproximandose a la estimaion obtenida por el modelo on habilidades onoidas. Por su
parte, mediante los modelos de regresion latente (modelos 3 y 4) subestiman la varianza
residual, y paree que este sesgo no disminuye on el aumento del tama~no de la muestra o la
longitud de prueba. Los errores uadratios medios reejan lo observado en uanto al sesgo
presentado por ada uno de los modelos para la estimaion de la variablidad residual. En
la tabla C5 se presentan los valores de las medias de las estimaiones y el error uadratio
medio de & obtenidos en ada ondiion por los diferentes modelos.
3.3.2.3. Reuperaion de los parametros de regresion mediante el modelamiento de la
habilidad en el modelo TRI-3PL (estimaion onjunta). En la gura 13 se presentan las me-
dias de las estimaiones de los parametros de regresion obtenidas en ada ondiion mediante
el modelo de regresion latente tomando los valores de los parametros de los items estima-
dos (modelo 3) y los valores estimados por el modelo de estimaion onjunta (modelo 5);
ademas, se omparan estas estimaiones on las estimaiones obtenidas por OLS emple-
ando los valores onoidos de habilidad omo variables de respuesta (modelo 6). Esta gura
representa uniamente las medias de las primeras 5 replias generadas en ada ondiion,
que fueron las empleadas para la estimaion del modelo onjunto. El valor verdadero del
parametro se representa por una reta horizontal en ada aso.
En la gura 13 se apreia que las estimaiones obtenidas por el modelo onjunto de
la habilidad presentan el mayor sesgo en la estimaion de los parametros de la regresion
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de muestra omo la longitud de prueba, las estimaiones se aproximan a las obtenidas
mediante el modelo de regresion latente (modelo 4); on una longitud de prueba de I = 30
las estimaiones son muy similares entre ambos modelos y on una longitud de prueba de
I = 50 y tama~nos de muestra de n = 600 y n = 800 las estimaiones son pratiamente
iguales.
En la gura 14 se presenta el ECM de las estimaiones de los parametros de re-
gresion obtenidas en ada ondiion mediante los modelos 3, 5 y 6 en las primeras 5 replias
generadas en ada ondiion. Puede apreiarse que aunque el ECM del modelo onjunto
(modelo 5) disminuye a medida que aumentan el tama~no de muestra y la longitud de prueba,
es mayor que para el modelo de regresion latente (modelo 4) en todos los asos.
En la gura 15 se presenta la proporion de inlusion de ada parametro de regresion
en los intervalos de los modelos 3, 5 y 6. Con una lnea horizontal se representa el valor
nominal de obertura del 95%. La proporion de inlusion para el modelo onjunto (mode-
lo 5) paree aun menor que la del modelo de regresion latente on parametros de los items
estimados (modelo 4).
En la tabla C4 se presentan los valores de las medias de las estimaiones, las me-
dias de los errores estandar, el error uadratio medio y la probabilidad de obertura de
los parametros de regresion obtenidos en ada ondiion por los diferentes modelos. En
la misma tabla puede apreiarse que el error estandar estimado en el modelo onjunto
(modelo 5) resulta bastante mas peque~no que el de los modelos de regresion latente (mode-
los 3 y 4) y de los modelos de regresion on estimaiones de la habilidad omo variable de
respuesta (modelos 1 y 2).
Respeto a la estimaion de la varianza residual del modelo onjunto (modelo 5), la
gura 16 presenta la media de las estimaiones de & y su ECM, as omo los valores orres-
pondientes de los modelos de regresion latente (modelo 4) y de regresion on habilidades
onoidas (modelo 6). Se puede apreiar que la estimaion mediante el modelo onjunto
subestima la varianza, pero este sesgo disminuye a medida que se inrementa el tama~no de
la muestra y paree inrementarse a medida que se aumenta la longitud de prueba. En la
tabla C5 se presentan los valores de las medias de las estimaiones y el error uadratio
medio de & obtenidos en ada ondiion por ada modelo.
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3.3.3. Conlusiones
Los resultados sobre la orrelaion y el ECM promedio de las estimaiones de los
parametros de los items indian que los tama~nos de muestra a partir de los uales se obtu-
vieron las estimaiones maximo-verosmiles para el modelo onjunto son insuientes para
obtener estimaiones preisas de los mismos. Esto es aorde on los resultados de Hulin,
Lissak y Drasgow (1982), los uales indian que sin ontar on informaion auxiliar sobre
los sujetos, tama~nos de muestra superiores a n = 1000 son neesarios para obtener una
apropiada reuperaion de las CCI en los modelos TRI de tres parametros mediante pro-
edimientos de estimaion maximo-verosmiles, y que para una reuperaion preisa de los
parametros de los items pueden ser neesarias muestras aun mas grandes. Cabe alarar que
para las estimaiones de los items obtenidas mediante Bilog no se presenta esta situaion,
pues el metodo bayesiano de estimaion implementado en diho paquete se propuso para
los modelos TRI preisamente para obtener estimaiones mas estables (Lord, 1986).
A partir de los resultados de las simulaiones sobre el sesgo y el ECM de las estima-
iones, as omo la inlusion de los parametros de regresion en los intervalos de onanza,
para ada uno de los modelos evaluados, se pueden dar algunas reomendaiones para el uso
de los modelos en situaiones apliadas partiulares. Como se indio al presentar los seis
modelos utilizados, uno de los objetivos de las simulaiones fue evaluar el aso en que se uti-
liza una prueba previamente alibrada en el estudio o apliaion, por lo que los parametros
de sus items pueden onsiderarse omo onoidos, y el aso en que no se pueden onsiderar
onoidos y se estimaran en la apliaion.
En el primer aso, uando los parametros de los items son onoidos, resulta laro
que los parametros de regresion resultan estimados adeuadamente mediante el modelo de
regresion latente; ademas, es aparente que el modelo es mas util uando se emplean pruebas
ortas puesto que en el aso de I = 10 la obertura de los parametros de regresion por los
intervalos de onanza obtenidos es bastante erana al valor nominal, mientras que para
pruebas mas largas paree disminuir. Por su parte, los resultados sobre la varianza residual
sugieren que la misma debe interpretarse on autela; esto es espeialmente importante
uando se toman generalizaiones multinivel de estos modelos (v.g. Adams et al., 1997)
pues, en general, la varianza estimada del nivel mas bajo es empleada omo gua en la
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interpretaion de los omponentes de varianza en niveles mas altos (Bryk & Raudenbush,
1992); puede que en asos on tama~nos de muestra lo suientemente grandes este no sea un
inonveniente, pues paree que el sesgo de esta estimaion disminuye a medida que aumenta
el tama~no de muestra.
En el aso en que no se onoen los parametros de los items, es notorio uan similares
son las estimaiones de los parametros de regresion para los modelos de regresion latente
y de estimaion onjunta, a pesar de la impreision de las estimaiones de los parametros
de los items mediante el segundo. Sin embargo, teniendo en uenta que los ECM de las
estimaiones de los parametros de regresion y de la varianza son mayores para el modelo
onjunto, que el tiempo omputaional de este ultimo es muho mayor {mientras que en la
ondiion on I = 50 y n = 200 el tiempo promedio por replia del algoritmo de Newton-
Raphson fue de 28:84 minutos para el modelo de regresion latente, para el modelo de
estimaion onjunta fue de 4:02 horas en un equipo on proesador AMD de 789MHz bajo
Windows XP-SP2 y R version 2.6.0{ y que los intervalos de onanza del modelo de regresion
latente presentan una obertura mas erana a la nominal, resulta mas onveniente el uso
del modelo de regresion latente en este aso. Esto es, que uando los parametros de los
items no se onoen, se preferira utilizar primero algun proedimiento para estimar los
parametros de los items y luego emplear estos valores omo si fueran onoidos en el modelo
de regresion latente. En el aso de muestras realtivamente peque~nas omo las empleadas
en estas simulaiones, el proedimiento de estimaion bayesiana empleado por defeto por
el paquete Bilog paree adeuado para tal n.
En uanto a los modelos estimados por OLS empleando alguna estimaion de la
habilidad omo variable de respuesta, tanto en el aso en que los parametros de los items eran
onoidos, omo en el que fueron estimados, las estimaiones de los parametros de regresion
pareen inadmisibles. En ambos asos las estimaiones muestran un sesgo relaionado
inversamente on la longitud de la prueba y un ECM mayor que las estimaiones mediante el
modelo de regresion latente. La varianza residual tambien presenta un sesgo aparentemente
relaionado solo on la longitud de prueba; a diferenia de la estimaion mediante los
modelos de regresion latente. Teniendo en uenta lo anterior, en ambos asos {onoimiento
previo de los parametros de los items y desonoimiento de los mismos{ resulta preferible
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emplear un modelo de regresion latente.
3.4. Apliaion: `Personas en mi vida'
A ontinuaion se presenta el analisis de una esala del uestionario `Personas en mi
vida' empleando el modelo de regresion latente on el n de ver la relaion entre el sexo, el
setor del olegio (Oial o Privado) en que estudia y el estrato soioeonomio de los ni~nos
on su grado de aliaion haia sus padres. El uestionario fue desrito en la seion 2.3, los
items de la esala de Aliaion haia los padres se presentan en el Apendie A y la esala
fue analizada mediante un modelo TRI-3PL en la seion 2.3.3.
3.4.1. Partiipantes
Las araterstias de los partiipantes fueron desritas en la seion 2.3.1. De los
2274 ni~nos, se empleo la informaion de 1896 (47.8% ni~nas y 52.2% ni~nos) para los uales se
onto on registros ompletos en todas las preguntas de la esala as omo en las variables
soioeonomias empleadas. El 59.4% de los 1896 ni~nos estudia en olegio oial y el 40.6%
en olegio privado y la distribuion de ni~nos por estrato se puede ver en la tabla 11.
Tabla 11. Distribuion de freuenias de ni~nos por estrato.
Estrato Freuenia Porentaje
Soioeonomio
1 119 6.3
2 745 39.3
3 734 38.7
4 264 13.9
5 29 1.5
6 5 0.3
3.4.2. Proedimiento
Se analizaron las respuestas de los 1896 ni~nos a las 16 preguntas que onforman la
esala de Aliaion haia los Padres y la informaion sobre sexo, setor del olegio (O-
ial o Privado) en que estudia y estrato soioeonomio de ada uno de los ni~nos. Las
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variables sexo y setor fueron odiadas mediante variables `dummy', on el valor 1 re-
presentando a los ni~nos (sexo masulino) y a los estudiantes de olegios privados, respe-
tivamente. La variable estrato fue odiada mediante los oeientes de los polinomios
ortogonales de grado ino, asumiendo que las ategoras de estrato soioeonomio estan
igualmente espaiadas. Ademas, se onsidero una posible interaion entre las variables de
sexo y setor. De este modo, el modelo ajustado para la aliaion haia los padres fue:
 = 
0
+ 
1
I(Sexo = Masulino) + 
2
I(Setor = Privado) + 
3
p
1
+ 
4
p
2
+ 
5
p
3
+ 
6
p
4
+

7
p
5
+
8
I(Sexo = Masulino)I(Setor = Privado)+", donde "  N(0; exp(&)) y p
i
es el o-
eiente orrespondiente al polinomio de grado i; en la tabla 12 se presentan los oeientes
adeuados para ada estrato y grado del polinomio.
Tabla 12. Coeientes de los polinomios ortogonales de grado ino para la odiaion del
estrato soioeonomio.
Estrato Lineal Cuadratio Cubio Grado 4 Grado 5
1  0.5976 0.5455  0.3727 0.1890  0.0630
2  0.3586  0.1091 0.5217  0.5669 0.3150
3  0.1195  0.4364 0.2981 0.3780  0.6299
4 0.1195  0.4364  0.2981 0.3780 0.6299
5 0.3586  0.1091  0.5217  0.5669  0.3150
6 0.5976 0.5455 0.3727 0.1890 0.0630
Los parametros estimados en la seion 2.3.3 para la esala de Aliaion haia los
Padres, presentados en la tabla 4, fueron empleados omo valores onoidos en el modelo.
La estimaion de los parametros de regresion y del logaritmo de la varianza residual se
realizo usando el algoritmo de Newton-Raphson desrito en la seion 3.2.
3.4.3. Resultados
El algoritmo de Newton-Raphson para la estimaion de los parametros mediante el
modelo de regresion latente onvergio despues de 6 iteraiones. Las estimaiones, los errores
estandar y la razon entre estos dos se presentan en la tabla 13. A partir de la tabla 13 se
puede ver que los preditores on mayor relaion on la aliaion haia los padres son la
interaion entre sexo y setor y el omponente de tendenia lineal respeto al estrato; esta
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relaion se ilustra laramente en la gura 17 donde se presentan los valores de aliaion
predihos por el modelo de regresion latente para ada uno de los valores de las variables.
Puede obeservarse, ademas, una mayor similitud entre los valores de aliaion predihos
para los ni~nos de los estratos 3 a 6 omparados on los ni~nos de estratos 1 y 2.
Tabla 13. Estimaiones de los parametros del modelo de regresion para la esala de Aliaion
haia los Padres.
Termino
^
 SE(
^
) t
Interepto 0.0225 0.0627 0.3584
I(Sexo = Masulino)  0.0187 0.0350  0.5359
I(Setor = Privado)  0.0087 0.0538  0.1613
I(Sexo = Masulino) x I(Setor = Privado) 0.2468 0.0621 3.9743
Estrato (Lineal) 0.4664 0.1778 2.6237
Estrato (Cuadratio)  0.1381 0.1583  0.8725
Estrato (Cubio) 0.0415 0.1252 0.3314
Estrato (Cuarto grado) 0.0442 0.0883 0.5001
Estrato (Quinto grado)  0.0127 0.0501  0.2543
& = log(
2
)  0.1104 0.0963  1.1465
Teniendo en uenta la distribuion de los preditores en la muestra, el modelo planteado
y la estimaion de la varianza residual obtenida (
2
= exp(&) = 0:895) se puede estimar que
el porentaje de ni~nos en los diferentes niveles denidos en la seion 2.3.3 es de 47:29%
en el nivel 3, 30:24% en el nivel 2, 20:17% en el nivel 1, 2:18% en el nivel 0 y 0:12% por
debajo del nivel 0. Finalmente, la varianza de los valores predihos por el modelo (0:046) es
bastante peque~na omparada on la varianza residual estimada (0:895); en el ontexto de la
regresion por OLS, estos valores produiran un oeiente de determinaion R
2
= 0:0488,
lo ual india que las variables inluidas en el modelo no permiten expliar una proporion
importante de la variabilidad en la aliaion haia los padres en los ni~nos de la muestra.
Teniendo en uenta, ademas, los resultados del estudio de simulaion que indian que la
varianza residual paree ser subestimada por el modelo empleado, se puede prever que la
varianza expliada puede ser en realidad aun menor. Notese que usando los valores predi-
hos uniamente por el modelo para la habilidad, los ni~nos seran lasiados en el nivel
3 si pertenen a los estratos 4, 5 o 6, o si son ni~nos (sexo masulino) de estrato 3 que
estudian en el setor privado, mientras que los demas ni~nos y ni~nas quedara lasiados
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Figura 17. Valores de aliaion haia los padres predihos por el modelo de regresion latente.
en el nivel 2; sin embargo, esta lasiaion no hae uso de la informaion reogida por el
uestionario. Metodos para tener en uenta esta informaion se han desarrollado alrededor
de la metodologa de valores plausibles utilizada en evaluaiones internaionales y apoyada
en el metodo de imputaiones multiples de Rubin (Wu, 2005; Foy et al., 2008/2009).
4. Aspetos generales de los modelos de Teora de Respuesta al

Item
para respuestas ordinales
En el aptulo 2 se presentaron los supuestos generales de los modelos de Teora de Res-
puesta al

Item y, on mayor detalle, el modelo unidimensional logstio de tres parametros
(TRI-3PL) para items on respuestas diotomas en la seion 2.1. Asmismo, se presento
el proedimiento de anlaje de la esala de Beaton y Allen (1992) y se propuso un pro-
edimiento para determinar empriamente los valores del atributo para el anlaje de la
esala.
En este aptulo se introduen los modelos TRI para el analisis de items de respuesta
ordinal y se tratara de forma espeial el "Modelo de Respuesta Graduada" (en adelante
GRM, por la sigla en ingles para Graded Item Response Model) propuesto por Samejima
(1969). Ademas, se presenta una generalizaion del proedimiento de anlaje de la esala
presentado en la seion 2.2 para este modelo.
4.1. Modelos para items de respuesta ordinal
En muhos ontextos en los uales se emplean medidas indiretas para la reoleion
de informaion sobre el atributo no observable, estas medidas se enuentran en una esala
ordinal; por ejemplo, uando se utiliza un problema omo medida indireta y se tienen
en uenta los pasos neesarios para hallar su soluion dando una puntuaion graduada de
auerdo on el mayor o menor exito del evaluado en ompletar dihos pasos, o uando en
la mediion de una atitud, el enuestado puede responder seleionando una ategora
entre `muy favorable', `favorable', `indiferente', `desfavorable' o `muy desfavorable' respeto
a diferentes aspetos del objeto o tema de interes.
Samejima (1997) presenta un modelo general de respuesta graduada dentro del ual
distingue el aso homogeneo y el aso heterogeneo. Siguiendo la notaion utilizada en la
seion 2.1, el modelo general de respuesta graduada parte de expresar P
i(u
i
);j
:= Pr(U
ij
=
u
i
j
j
; 
u
i
), donde U
ij
es una variable aleatoria que denota la respuesta graduada al tem i, y
que puede tomar valores u
i
= (0; : : : ;m
i
), y 
u
i
representa el onjunto de parametros asoi-
ados al tem i y a la ategora u
i
. Samejima (1997, 1999) denota, ademas, M
i(u
i
);j
(u
i
j
j
; 
u
i
)
omo la probabilidad de que el individuo j, on magnitud de atributo 
j
, supere el umbral
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requerido para obtener la ategora u
i
en el tem i, dado que ya logro superar el umbral
neesario para la ategora (u
i
  1). Se asume una relaion direta entre la magnitud de
atributo y el ordenamiento de las ategoras del tem por lo que M
i(u
i
);j
(u
i
j
j
; 
u
i
) debe
ser no dereiente en . Ademas, puesto que todos los individuos pueden obtener, por lo
menos, un puntaje de 0 en el tem i, y ninguno puede obtener el puntaje (m
i
+1), se dene
M
i(u
i
);j
(u
i
j
j
; 
u
i
) =
8
>
<
>
:
1 para u
i
= 0
0 para u
i
= m
i
+ 1
para todo valor de 
j
. De este modo, P
i(u
i
);j
= [
Q
u
i
s=0
M
i(u
i
);j
(sj
j
; 
s
)℄[1   M
i(u
i
);j
(s +
1j
j
; 
s+1
)℄, P

i(u
i
);j
:= Pr(U
ij
 u
i
j
j
; 
u
i
) =
Q
u
i
s=0
M
i(u
i
);j
(sj
j
; 
s
) es la probabilidad de
que el individuo j logre superar los umbrales neesarios del tem i hasta la ategora u
i
,
y P
i(u
i
);j
= P

i(u
i
);j
  P

i(u
i
+1);j
. Bajo este maro, el proeso por el ual se generan las
respuestas a una ategora de un tem es el produto de la aumulaion de haber suesiva-
mente aeptado y rehazado diferentes ategoras, donde rehazar una ategora se dene
omo una mayor atraion de la siguiente ategora para el individuo, lo ual oinide on
el onepto de umbral empleado por Thurstone para el analisis de juiios omparativos
(Samejima, 1997; Ostini & Nering, 2006).
Es posible plantear muhos modelos dentro del esquema anterior, sin embargo, Samejima
(1996, 1999) propone tener en uenta ino riterios para deidir sobre la utilizaion de un
modelo espeo para analizar las respuestas a un onjunto dado de items. Los riterios
que se~nala son:
1. Veriaion de que el proeso psiologio que se presume subyae la generaion de los
datos es reogido apropiadamente por el modelo empleado.
2. Aditividad del modelo. Esto es que, suponiendo que las ategoras de respuesta or-
denada son mas bien arbitrarias, la ombinaion de ategoras o reategorizaiones
mas nas que las empleadas originalmente, produen expresiones para las P

i(u
i
);j
que
tienen la misma forma que las planteadas antes de la reategorizaion.
3. Generalizabilidad a un modelo de respuesta ontnua.
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4. Condiion de Maximo

Unio. Samejima (1997, 1999) dene esta ondiion mediante
la primera derivada parial del logaritmo de P
i(u
i
);j
respeto a ; as, requiere que


j
logP
i(u
i
);j
sea estritamente dereiente en  on asntota superior no negativa y
asntota inferior no positiva.
5. Ordenamiento de los puntos modales de las funiones P
i(u
i
);j
de auerdo on el orden
de los u
i
.
Si bien no es neesario que todos los riterios se veriquen para un modelo, uando
alguno los umple resulta bastante onveniente para su apliaion e interpretaion. Sin
embargo, el primer riterio, que no ata~ne a las propiedades matematias de las funiones
elegidas para modelar el proeso que genera las respuestas a los items, s es neesario para
la validez de ualquier modelamiento matematio (Ostini & Nering, 2006; Hunt, 2007).
Dentro de los posibles modelos dentro del esquema general, muhos modelos homogeneos,
es deir aquellos para los uales las funiones P

i(u
i
);j
son identias en su forma, umplen
los uatro ultimos riterios propuestos por Samejima (1997, 1999). Los modelos TRI de 3
parametros, por ejemplo, al ser interpretados dentro de este maro general no umplen on
el riterio 4 (Samejima, 1973, 1999).
Para los modelos heterogeneos, es deir aquellos para los uales las funiones P

i(u
i
);j
no son todas identias en su forma, no es senillo plantear modelos que umplan on todos
los riterios. En este aso, es espeialmente difil plantear modelos que umplan on el
riterio 2. Los prinipales modelos heterogeneos para respuestas ordinales, omo el modelo
de Credito Parial (PCM) (Masters & Wright, 1997), el modelo de Credito Parial Gene-
ralizado (GPCM) (Muraki, 1997) y el modelo de Esala de Puntuaion (RSM) (Andersen,
1997), perteneientes a la familia de modelos de Rash, no umplen este riterio (Samejima,
1997, 1999).
A ontinuaion se presenta on mayor detalle el modelo de respuesta graduada de
Samejima (1969), el ual pertenee al aso homogeneo.
4.2. El modelo de respuesta graduada
Puesto que en el aso homogeneo, todas las funiones P

i(u
i
);j
son identias en su
forma, y P

i(u
i
);j
representan las probabilidades aumuladas de que el individuo j haya, por
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lo menos, superado el umbral neesario para alanzar la ategora u
i
, es posible representar
P

i(u
i
);j
por
P

i(u
i
);j
=
Z
a
i
(
j
 b
i(u
i
)
)
 1
 (t)dx; (35)
es deir, por la funion de distribuion de la familia de loalizaion y esala de la densidad
 (t) on diferentes loalizaiones b
i(u
i
)
y parametros de esala 1=a
i
. Esto permite onsiderar
uniamente las P

i(u
i
);j
, u
i
= 1; : : : ;m
i
, y a partir de ellas enontrar las probabilidades de
que un individuo j elija la ategora u
i
para el tem i. En partiular, los modelos GRM
logstio y de ogiva normal propuestos por Samejima (1969) toman  (t) omo la funion
de densidad logstia y normal, respetivamente. Como se anoto en la seion 2.1, uando
se emplea la densidad logstia es usual reemplazar a
i
por Da
i
, on D = 1:702, en uyo
aso las graas de las P

i(u
i
);j
son pratiamente iguales a las obtenidas al usar la densidad
normal, omo se puede apreiar en la gura 18(b). A su vez, omo se puede apreiar en la
gura 18(a), las probabilidades P
i(u
i
);j
resultan muy similares.
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
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i
);j
Figura 18. Graas de P
i(u
i
);j
y P

i(u
i
);j
para  (t) normal y logstia en un tem on 3
ategoras y parametros a
i
= 1, b
i(1)
=  0:5 y b
i(2)
= 0:5.
Sin embargo, es importante anotar que aunque las P

i(u
i
);j
obtenidas por las den-
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sidades logstia on D = 1:702 y normal sean muy similares, las probabilidades ondi-
ionales (M
i(u
i
);j
) de superar el umbral para u
i
para el individuo j, dado que supero el
umbral para (u
i
  1), no lo son (Samejima, 1997). Teniendo en uenta que P

i(u
i
);j
=
Q
u
i
s=0
M
i(u
i
);j
(sj
j
; 
s
), se tiene que M
i(u
i
);j
= P

i(u
i
);j
=P

i(u
i
 1);j
; para el GRM de ogiva
normal es
M
i(u
i
);j
=
(a
i
(   b
i(u
i
)
))
(a
i
(   b
i(u
i
 1)
))
; (36)
la ual tiene omo asntotas inferior y superior los valores 0 y 1, respetivamente, mientras
que para el GRM logstio es
M
i(u
i
);j
=
1 + e
 Da
i
( b
i(u
i
 1)
)
1 + e
 Da
i
( b
i(u
i
)
)
; (37)
la ual tiene omo asntotas inferior y superior los valores exp(Da
i
(b
i(u
i
 1)
  b
i(u
i
)
)) y 1,
respetivamente. En el GRM logstio, es laro que la probabilidad ondiional de superar el
umbral para la ategora u
i
dado que se supero el umbral neesario para la ategora (u
i
 1)
uando la magnitud de atributo es baja es mayor que para el GRM de ogiva normal, y que
esta probabilidad es todava mayor uanto menor sea la diferenia entre los parametros
b
i(u
i
)
y b
i(u
i
 1)
. Lo anterior se puede apreiar en la gura 19 donde se presenta la graa
de M
2;j
dados los parametros usados para las guras 18(a) y 18(b).
Finalmente, se puede observar que uando u
i
= (0; 1), los modelos GRM se reduen a
los modelos para respuestas diotomas de dos parametros y que, as omo se se~nalo para los
modelos de respuesta diotoma, los modelos GRM no estan identiados uando todos los
parametros a
i
, b
i(u
i
)
y 
j
son desonoidos a menos que se impongan iertas restriiones
sobre ellos.
4.2.1. Estimaion de parametros
De forma analoga a omo se presento en la seion 2.1.1, se puede expresar el logaritmo
de la funion de verosimilitud para una matriz de respuestas observadas por
l(; ) =
I
X
i=1
n
X
j=1
m
i
X
s=0
I
j
(i(s)) log P
i(s);j
(38)
donde  es el vetor de habilidades de los individuos,  matriz es una matriz I max(m
i
)
de parametros de los items donde ada la 
i
= (a
i
; b
i(1)
; : : : ; b
i(m
i
)
) e I
j
(i(s)) es la funion
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Figura 19. Graas de M
2;j
para  (t) normal y logstia en un tem on 3 ategoras y
parametros a
i
= 1, b
i(1)
=  0:5 y b
i(2)
= 0:5 en ambos asos.
indiadora que representa si el individuo j seleiono la ategora s en el tem i; notese
que no se denen parametros b
i(0)
para ningun tem, puesto que por deniion P

i(0);j
= 1.
Asimismo, para el aso en que se desea estimar los parametros de los individuos (
j
) y
los de items (
i
) simultaneamente, los estimadores de maxima verosimilitud de 
j
y 
i
,
i = 1; 2; : : : ; I y j = 1; 2; : : : ; n, son aquellos que dan soluion al sistema de euaiones
l(;)

j
=0
l(;)

i
=0
(39)
Teniendo en uenta onsideraiones similares a las presentadas para el modelo TRI-
3PL, no existe una soluion unia para el sistema de euaiones en (39) y es neesario
imponer restriiones sobre algunos parametros (Bartholomew, 1983); del mismo modo, si
uno de los onjuntos de parametros es onoido, el modelo estara identiado y solo sera
neesario resolver el otro onjunto de euaiones. Las euaiones de estimaion en (39)
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estan dadas por
l()

j
= D
I
X
i=1
a
i
m
i
X
s=0
I
j
(i(s))
P
i(s);j
[W
i(s);j
 W
s+1;j
℄ = 0 (40)
l()
a
i
= D
n
X
j=1
m
i
X
s=0
I
j
(i(s))
P
i(s);j
[W
i(s);j
(
j
  b
s
) W
s+1;j
(
j
  b
s+1
)℄ = 0 (41)
l()
b
i(k)
= Da
i
n
X
j=1
m
i
X
s=0
I
j
(i(s))W

i(s);j
P
i(s);j
= 0; (42)
on W

i(s);j
=
8
>
<
>
:
 W
i(s);j
si k = s
W
i(s+1);j
si k = s+ 1
donde W
i(s);j
= P

i(s);j
Q

i(s);j
, on P

i(s);j
omo se denio previamente y Q

i(s);j
= 1  P

i(s);j
.
En todos los asos, el sistema dado por (39) es un sistema no lineal y para hallar sus
soluiones se emplean metodos numerios. Debe anotarse que, uando ningun individuo
seleiono la ategora r del tem i, el parametro b
r
para ese tem no es estimable, lo ual
redue en uno el numero de ategoras para el mismo.
4.3. Anlaje de la esala para el modelo de respuesta graduada
Para la deniion de un proedimiento de anlaje de la esala para el GRM, se tendran
en uenta dos araterstias de este modelo TRI omo base de una generalizaion del
proedimiento de Beaton y Allen (1992). En primer lugar, el GRM propuesto por Samejima
(1969) se puede onsiderar omo la formalizaion dentro de los modelos TRI de los modelos
de esalamiento de Thrustone (Samejima, 1997; Ostini & Nering, 2006). Por otra parte,
se tiene que las funiones P

i(u
i
);j
del GRM tienen la misma forma que el modelo TRI de 2
parametros para respuestas diotomas.
Bajo el modelo de Thrustone, la distania entre las urvas aumuladas de los umbrales
entre ategoras dene el anho de las orrespondientes ategoras de respuesta sobre el
ontinuo del atributo latente (Masters & Wright, 1997). En el GRM, esto orresponde
a las distanias entre las funiones P

i(u
i
);j
, de modo que el proedimiento de Thrustone
produe un mapeo de las ategoras de respuesta sobre la esala de habilidad a partir de las
loalizaiones b
i(u
i
)
, omo se muestra en la gura 20.
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Figura 20. Regiones de medida para un GRM logstio en un tem on 3 ategoras y
parametros a
i
= 1, b
i(1)
=  0:5 y b
i(2)
= 0:5 mediante el proedimiento de Thrustone
apliado a las P

i(u
i
);j
.
As omo el proedimiento de Thrustone resulta analogo al utilizado en el modelo de
Rash para respuestas diotomas (Wright & Stone, 1979/1998; Masters & Wright, 1997),
para ada una de las P

i(u
i
);j
empleando el valor de  tal que P

i(u
i
);j
= 0:5, puede tomarse
el proedimiento de Beaton y Allen (1992) sobre las P

i(u
i
);j
. Para los modelos GRM, la
utilizaion de los riterios de Beaton y Allen (1992), presentados en la seion 2.2, implia
busar los valores de habilidad para los uales P

i(u
i
);j
= 0:35 y P

i(u
i
);j
= 0:65. En la gura 21
se ilustran los dos asos que pueden ourrir uando se aplian los riterios a las P

i(u
i
);j
de
un tem on tres ategoras.
En la gura 21(a) se apreia el aso en que los intervalos de anlaje obtenidos por la
apliaion de los riterios a las P

i(u
i
);j
no se intersetan. En este aso, existe un intervalo
entre b
i(u
i
)
y b
i(u
i
+1)
para el ual un individuo on habilidad dentro de ese intervalo proba-
blemente dara la respuesta orrespondiente a la ategora u
i
, puesto que en diho intervalo
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P

i(u
i
);j
> 0:65 y P

i(u
i
+1);j
< 0:35. Es fail ver que estos intervalos no se intersetan uando
a
i
(b
i(u
i
+1)
  b
i(u
i
)
) >
2
D
log(
13
7
)  1:238=D, en este aso, resulta onveniente onservar los
intervalos obtenidos de P

i(u
i
);j
y P

i(u
i
+1);j
para difereniar las regiones de habilidad en las
uales la respuesta al tem i es probablemente menor que u
i
, u
i
o mayor que u
i
. Sin em-
bargo, uando a
i
(b
i(u
i
+1)
 b
i(u
i
)
) 
2
D
log(
13
7
) no es util onservar el intervalo obtenido para
P

i(u
i
+1);j
, puesto que no se pueden difereniar estas tres regiones; en este aso, omo se
ilustra en la gura 21(b), se pueden difereniar laramente las regiones donde la ategora
probablemente sera menor que u
i
o sera mayor o igual que u
i
, lo ual es indiado uniamente
a partir del intervalo obtenido para P

i(u
i
);j
.
De lo anterior se puede plantear el siguiente algoritmo para la seleion de los inter-
valos de ada tem:
1. Tomense i = s = 1.
2. Para el tem i obtener 
l
i;s
= f : P

i(u
i
);j
= 0:35g y 
h
i;s
= f : P

i(u
i
);j
= 0:65g.
3. Haer s = s+ 1.
4. Si s = m
i
+ 1, haer i = i + 1 y seguir al paso 6. Si s < m
i
+ 1, alular d =
a
i
(b
i(s)
  b
i(s 1)
).
5. Si d >
2
D
log(
13
7
), seguir al paso 2. Si d 
2
D
log(
13
7
), seguir al paso 3.
6. Si i < k + 1, haer s = 1 y seguir al paso 2. Si i = k + 1, termina el proeso de
obtenion de intervalos.
Mediante el algoritmo anterior se obtiene un onjunto de intervalos analogos a los
obtenidos en el aso de items diotomos en la seion 2.2; este onjunto ontiene entre I
y
P
I
i=1
m
i
intervalos. En la gura 22 se presentan los intervalos para un onjunto de tres
items sobre las atitudes respeto al ambiente de 291 personas en la Enuesta Britania
sobre Atitudes Soiales (Brook, Taylor & Prior, 1991; Rizopoulos, 2006). Los items fueron
respondidos en una esala de tres ategoras: \Poo preoupado" (Cat 0), \Ligeramente
preoupado" (Cat 1) y \Muy preoupado" (Cat 2), on respeto a \Poluion en ros y mares"
(it1), \Desehos radiativos" (it2) y \Poluion en el aire" (it3). La tabla 14 muestra los
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Figura 21. Regiones de medida para un GRM logstio mediante el proedimiento de Beaton
y Allen (1992) apliado a las P

i(u
i
);j
de un tem on 3 ategoras y parametros (a) a
i
= 1:5,
b
i(1)
=  0:7 y b
i(2)
= 0:7 y (b) a
i
= 0:35, b
i(1)
=  0:7 y b
i(2)
= 0:7.
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parametros de los items que los produjeron, estimados mediante el paquete ltm (Rizopoulos,
2006), as omo los intervalos para ada b
i(u
i
)
.
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Figura 22. Intervalos proedimiento Beaton y Allen (1992) enuesta de Atitud sobre el
Ambiente. iti:j representa la ategora j del tem i.
Se puede apreiar que para los intervalos obtenidos de este modo, si se aplia el
proedimiento propuesto en la seion 2.2 se obtiene que los niveles estan determinados por
(
0
; 
1
; 
2
) = ( 2:76; 1:6; 0:27). La araterizaion de ada nivel se puede realizar de
forma analoga teniendo en uenta de que P

i(u
i
);j
se originan los intervalos. En este ejemplo,
es senillo observar que los individuos on una magnitud de atributo superior a 
2
=  0:27
probablemente muestran una gran preoupaion por los tres aspetos sobre el ambiente;
aquellos on una magnitud de atributo entre 
1
=  1:6 y 
2
, probablemente muestran solo
una ligera preoupaion por los tres aspetos o quiza bastante preoupaion por alguno
de los aspetos mientras que solo una preoupaion ligera en los otros; aquellos on una
magnitud de atributo entre 
0
=  2:76 y 
1
, probablemente muestran poa preoupaion
por alguno de los aspetos y ninguna preoupaion por los demas; y aquellos on una
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Tabla 14. Parametros e intervalos Atitud sobre el Ambiente.

Item a
i
b
i(1)

l
i;1

h
i;1
b
i(2)

l
i;2

h
i;2
it1 2.34 -2.50 -2.76 -2.23 -1.06 -1.32 -0.79
it2 3.12 -1.79 -1.99 -1.60 -0.78 -0.98 -0.58
it3 3.28 -2.16 -2.35 -1.97 -0.46 -0.65 -0.27
magnitud de atributo inferior a 
0
probablemente no muestran preoupaion alguna por
ninguno de los aspetos.
4.4. Apliaion: `Personas en mi vida'
A ontinuaion se presenta el analisis de la esala de Aliaion haia los padres del
uestionario `Personas en mi vida' empleando el GRM logstio y utilizando el proed-
imiento de anlaje de la esala para interpretar los resultados. El uestionario se desribio
en la seion 2.3 y la esala de Aliaion haia los Padres fue analizada mediante un modelo
TRI-3PL en la seion 2.3.3.
4.4.1. Partiipantes
Las araterstias de los partiipantes fueron desritas en la seion 2.3.1. De los
2274 ni~nos, se empleo la informaion de 1908 (49.21% ni~nas y 50.79% ni~nos) para los uales
se onto on registros ompletos en todas las preguntas de la esala.
4.4.2. Proedimiento
Se analizaron las respuestas de los 1908 ni~nos a las 16 preguntas que onforman
la esala de Aliaion haia los Padres {los items se presentan en el Apendie A. Esta
esala fue analizada on un GRM logstio on D = 1, estimando por maxima verosimilitud
marginal on el paquete ltm para R (Rizopoulos, 2006). Las ategoras de respuesta para
las preguntas fueron: \Nuna" (Cat 0), \Algunas Vees" (Cat 1), \Muhas vees" (Cat 2)
y \Siempre" (Cat 3).
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4.4.3. Resultados
En la tabla 15 se presentan las estimaiones de los parametros de los items del
GRM orrespondiente a la esala de Aliaion de la seion de padres del uestionario.
Los parametros de los individuos, estimados por EAP (Esperanza a Posteriori), presen-
taron una media de  0:004 y una desviaion estandar de 0:915; la distribuion de sus
valores se enontro sesgada haia la izquierda, on un oeiente de asimetra de  0:341
(Mnimo= 3:507, Maximo=1:705).
Tabla 15. Parametros estimados para el fator de Aliaion on respeto a los padres
mediante el GRM.

Item a
i
b
i(1)
b
i(2)
b
i(3)
1 1.67  2.77  1.42  0.80
2 1.47  3.35  1.34  0.38
3 1.21  4.04  2.69  1.95
4 1.75  2.85  1.19  0.20
5 1.47  4.45  2.90  2.09
6 1.54  3.04  1.58  0.75
7 1.51  3.36  1.55  0.70
8 0.75  4.14  1.60  0.03
9 1.59  2.10  0.49 0.43
10 1.15  2.57  1.15  0.09
11 1.40  1.85  0.44 0.48
12 0.69  4.20  2.15  1.21
14 1.78  3.04  1.44  0.39
15 0.51  2.62  0.27 1.67
20 1.70  2.94  2.00  1.19
21 1.35  3.16  1.44  0.36
De auerdo on el proedimiento propuesto en la seion 2.2, se hallan los intervalos
[
l
; 
h
℄. Estos intervalos se presentan en la tabla 16 y se pueden ver ilustrados en la gura 23.
Teniendo en uenta la baja disriminaion de los items 8, 12 y 15, no se les onsidero
para la deniion de los niveles de desempe~no. En la gura 24 se muestra el dendrograma
orrespondiente al proedimiento de lasiaion jerarquia mediante el algoritmo de Ward.
Si bien se puede ver que un orte en tres agrupaiones resulta adeuado, se opto por obtener
Modelamiento TRI para respuestas ordinales 80
seis agrupaiones de preguntas a partir del orte se~nalado en la gura 24 puesto que el par
de intervalos para la ateogra 3 de los items 9 y 11 (IT9.3 e IT11.3) resultan interesantes
desde el punto de vista del ontenido de la prueba.
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Figura 23. Intervalos proedimiento Beaton y Allen (1992) esala de Aliaion respeto a
los Padres. ITi:j representa la ategora j del tem i.
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Tabla 16. Intervalos de ada tem en el fator Aliaion Padres para la determinaion de
niveles de desempe~no mediante el GRM.

Item u
i
Posiion por 
l

l
i;u
i

h
i;u
i
Nivel de anlaje
1 1 15  3.14  2.40 2
2 1 6  3.77  2.93 2
3 1 4  4.55  3.53 1
4 1 13  3.20  2.50 2
5 1 3  4.87  4.03 1
6 1 9  3.45  2.64 2
7 1 7  3.77  2.95 2
8 1 2  4.96  3.32 |
9 1 18  2.49  1.71 3
10 1 16  3.11  2.03 2
11 1 21  2.29  1.41 3
12 1 1  5.10  3.30 |
14 1 10  3.39  2.69 2
15 1 5  3.82  1.41 |
20 1 12  3.30  2.57 2
21 1 8  3.62  2.70 2
1 2 26  1.79  1.05 4
2 2 27  1.76  0.92 4
3 2 14  3.20  2.17 2
4 2 30  1.55  0.84 4
5 2 11  3.33  2.48 2
6 2 22  1.98  1.18 4
7 2 23  1.96  1.14 4
8 2 19  2.42  0.78 |
9 2 33  0.88  0.10 5
10 2 28  1.69  0.61 4
11 2 34  0.88 0.01 5
12 2 17  3.05  1.25 |
14 2 25  1.79  1.10 4
20 2 20  2.36  1.64 3
21 2 24  1.90  0.98 4
2 3 36  0.80 0.04 5
4 3 38  0.55 0.16 5
6 3 31  1.15  0.34 5
7 3 32  1.11  0.28 5
9 3 40 0.04 0.82 6
11 3 39 0.03 0.92 6
14 3 37  0.74  0.04 5
15 3 41 0.46 2.87 |
20 3 29  1.55  0.83 4
21 3 35  0.82 0.10 5
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Figura 24. Dendrograma de los intervalos de la esala de Aliaion respeto a los Padres.
ITi:j representa la ategora j del tem i.
De este modo, se denen P = 6 niveles para la esala de aliaion respeto a los padres
a partir de los valores (
0
; 
1
; 
2
; 
3
; 
4
; 
5
; 
6
) = ( 4:87; 3:53; 2:03; 1:41; 0:61; 0:16; 0:92).
Teniendo en uenta los intervalos que se anlan en ada nivel y el tipo de respuesta que
representan, se puede deir que en el nivel 0, y por debajo, el ni~no peribe que no es aep-
tado tal omo es por sus padres, piensa que nuna puede onar en ellos y que no puede
expresar sus sentimientos y pensamientos a sus padres, pues ellos no lo entenderan. En
el nivel 1, el ni~no peribe que tan solo en oasiones sus padres se preoupan por el y lo
aeptan omo es; en general peribe que sus padres no lo esuhan, no estan orgullos de el,
ni respetan sus sentimientos y que el no puede ontar on ellos para resolver sus problemas.
En el nivel 2, el ni~no siente que sus padres suelen preouparse por el y lo aeptan omo
es; sin embargo, el ni~no peribe muy poo que sus padres le presten atenion, o que se
sientan orgullosos de el y se interesen por sus sentimientos; el ni~no por demas asi no siente
que pueda ontar on sus padres y ree que on ellos no puede ompartir sus sentimientos
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y pensamientos ni puede audir a ellos para resolver alguna diultad. En el nivel 3, el
ni~no ree que es posible en algunas oasiones ompartir sus sentimientos y pensamientos,
y audir aellos uando tiene algun problema; el ni~no suele sentir que se lleva bien on sus
padres, que estos lo aeptan omo es y se preoupan por el. En el nivel 4, el ni~no siente
que siempre se lleva bien on sus padres y suele pensar que puede onar en ellos y ontar
on su olaboraion para resolver algun problema; el ni~no usualmente siente que sus padres
estan orgullosos de el, que le prestan atenion, respetan sus sentimientos y le preguntan si
saben que algo le molesta. En el nivel 5, el ni~no peribe que puede aerarse a sus padres
si tiene algun problema y que puede ompartir on ellos sus sentimientos y pensamientos
en muhas oasiones; el ni~no se siente ompletamente seguro de que puede onar en sus
padres, que ellos estan orgullosos de el, que le prestan atenion y lo entienden. En el nivel
6, el ni~no siente la seguridad sobre su relaion on sus padres propia del nivel 5, y ademas
siente que siempre es posible ompartir sus sentimientos y pensamientos on sus padres,
y audir a ellos uando tiene un problema. En la muestra de ni~nos a quienes se aplio el
uestionario, utilizando la estimaion de aliaion haia los padres de ada uno de ellos,
el 16.35% esta en el nivel 6, el 26.36% esta en el nivel 5, el 33.49% esta en el nivel 4, el
18.03% esta en el nivel 3, el 3.56% esta en el nivel 2, el 2.2% esta en el nivel 1 y ninguno se
enuentra por debajo del nivel 1.
5. Modelamiento de la habilidad en modelos TRI para respuestas
ordinales
En el aptulo 3 se presento el modelamiento de la habilidad en el ontexto de los
modelos TRI-3PL. En este aptulo se presenta el modelamiento de la habilidad para los
TRI-GRM; a diferenia del aptulo 3, en este se enmarara el modelamiento de la habilidad
dentro de los modelos lineales y no lineales generalizados mixtos para en este ontexto
obtener las estimaiones de los parametros. En la seion 5.1 se presentan brevemente los
modelos lineales generalizados mixtos y los modelos no lineales generalizados mixtos, as
omo los metodos de estimaion de parametros en ada uno de ellos. En la seion 5.2 se
muestra la relaion que hay entre los modelos de respuesta al tem y los modelos mixtos
generalizados a partir de lo ual se enmarara el modelamiento de la habilidad. En la
seion 5.3 se enmara el modelamiento de la habilidad junto on los GRM dentro de los
modelos mixtos generalizados; en esta seion tambien se presenta un estudio de simulaion
on el n de evaluar la reuperaion de los parametros de regresion del modelo. Finalmente,
en la seion 5.5 se onsidera una apliaion del modelo a los datos de una esala del
uestionario `Personas en mi vida' analizados en las seiones 3.4 y 4.4.
5.1. Modelos lineales y no lineales mixtos generalizados
Los modelos lineales mixtos generalizados (GLMM) se pueden ver omo modelos que
amplan los modelos lineales generalizados por la inlusion de efetos aleatorios on los uales
se modela la asoiaion entre observaiones, o omo generalizaiones de los modelos lineales
mixtos en los que la variable de respuesta sigue una distribuion no neesariamente normal,
pero que pertenee a la familia explonenial. Los modelos no lineales mixtos generalizados
(GNLMM), ademas, permiten relaiones no lineales entre la variable de respuesta y las
ovariables del modelo (Molenberghs & Verbeke, 2004).
En esta seion se presentan brevemente los GLMM y los GNLMM, as omo los
metodos de estimaion que se pueden emplear para obtener las estimaiones de los parametros
en estos modelos. En la seion 5.1.1 se onsideran los GLMM y en la seion 5.1.2, los
GNLMM.
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5.1.1. Modelos lineales mixtos generalizados
En esta seion se presentan los GLMM omo una generalizaion de los modelos
lineales generalizados (GLM); en primer lugar, se onsideran los GLM, sus omponentes
generales y algunas onsideraiones para los asos de variables de respuesta ordinal; luego,
se presenta la extension de los GLM a los GLMM para onsiderar efetos aleatorios que
permiten modelar la asoiaion entre observaiones; nalmente, se introdue la estimaion
de los parametros en los GLMM.
5.1.1.1. Modelos lineales generalizados. Los GLM se denen por tres omponentes.
El omponente aleatorio, que espeia la distribuion que siguen las observaiones de la
variable de respuesta Y; el omponente sistematio, que espeia las ovariables X usadas
omo preditores; y la funion de enlae entre los los omponentes aleatorio y sistematio.
La distribuion empleada para el omponente aleatorio en los GLM debe perteneer a
la familia exponenial, y su valor esperado  = E(Y) es modelado por el omponente
sistematio omo un preditor lineal a partir de las ovariables,  =
P
p
1
x
j

j
, mediante una
funion de enlae, 
i
= g(
i
), monotona y difereniable (MCullagh & Nelder, 1989).
En el aso de variables de respuesta ordinal, MCullagh y Nelder (1989) onsideran dos
asos: aquel en que las ategoras de respuesta son elegidas y denidas de forma arbitraria
o subjetiva, y aquel en que estas no son elegidas de forma arbitraria y tienen un puntaje
asoiado. En el primer aso, es importante que la naturaleza de las onlusiones no se
vea afetada por la eleion espea de ategoras, ni por un ambio en la misma; este
tipo de onsideraiones, omo se meniono en la seion 4.1, hae que los modelos en los
que las funiones aumuladas de probabilidad tienen la misma forma sean modelos mas
apropiados en este aso y esto se onsigue failmente modelando diretamente las funiones
de probabilidad aumulada en lugar de las probabilidades de ada ategora (MCullagh &
Nelder, 1989). En el segundo aso, las ategoras no son elegidas de forma arbitraria, por
lo ual la ombinaion o el ambio de ategoras no tiene sentido; si para estas ategoras
se uenta on puntajes uya distania sea un medida apropiada de la distania entre las
ategoras, MCullagh y Nelder (1989) indian dos posibles modelos para usar los puntajes
omo parte del modelo dentro de un modelo de las probabilidades aumuladas o dentro
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de un modelo log-lineal. Cabe anotar que los GLM para respuestas ordinales en los que se
modelan las probabilidades aumuladas, resultan en modelos on una respuesta multivariada
dada por un vetor on distribuion multinomial (MCullagh & Nelder, 1989; Tuerlinkx &
Wang, 2004).
5.1.1.2. Modelos lineales mixtos generalizados. Para la deniion de los GLMM, los
omponentes aleatorio y sistematio de los GLM son modiados omo sigue: el omponente
aleatorio espeia la distribuion de la variable de respuesta ondiionada por un onjunto
de efetos aleatorios que varan entre observaiones; as, en lugar del valor esperado de la
variable de respuesta, el omponente sistematio modela el valor esperado ondiionado por
los efetos aleatorios, 
j
= E(Y
j
j#
j
); el omponente sistematio se modia para inluir los
efetos aleatorios orrespondientes a ada observaion, de modo que el preditor lineal es

j
= X
t
j
+Z
t
j
#
j
, donde X y Z son matries de dise~no,  es el vetor de parametros jos y
#
j
es el vetor de efetos aleatorios asoiados a la observaion j (Molenberghs & Verbeke,
2004).
En los GLMM se asume que, ondiionadas por los efetos aleatorios, las observaiones
son independientes; de este modo, los GLMM introduen dependenia entre las observa-
iones al onsiderar efetos aleatorios omunes entre ellas on lo ual es posible modelar
mediiones repetidas, as omo anidamiento de observaiones en diferentes niveles. Por lo
anterior, los GLMM son llamados modelos ondiionales, en oposiion a los modelos llama-
dos marginales, tales omo las euaiones de estimaion generalizadas (GEE, por su sigla en
ingles) que tambien permiten modelar mediiones repetidas (Liang & Zeger, 1986; Molen-
berghs & Verbeke, 2004). En este sentido, es importante se~nalar que las aproximaiones
ondiional y marginal dieren tambien en la interpretaion de los oeientes para los efe-
tos jos, pues en la primera estos reejan los ambios en el preditor lineal para los sujetos
que son observados repetidamente, mientras que en la segunda reejan los ambios en el
promedio poblaional del que los sujetos son una muestra (Molenberghs & Verbeke, 2004).
5.1.1.3. Estimaion de parametros en los modelos lineales mixtos generalizados. La
estimaion y la inferenia sobre los parametros en los GLMM se apoya en la marginalizaion
del modelo on respeto a los efetos aleatorios. As, la funion de densidad marginal para el
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vetor de observaiones Y
j
esta dada por f
j
(y
j
) =
R
f
j
(y
j
j#
j
)g(#
j
)d#
j
, donde la densidad
f
j
(y
j
j#
j
) es denida por el omponente aleatorio del GLMM y g representa la densidad
onoida o asumida para la distribuion de los omponentes aleatorios, y usualmente se toma
omo normal multivariada on vetor de medias ero y matriz de varianzas y ovarianzas
desonoida (Molenberghs & Verbeke, 2004).
En general, para los GLMM, la distribuion marginal no puede ser derivada analti-
amente, salvo en el aso espeial de los modelos lineales mixtos (LMM). Por esto se han
propuesto varios metodos para obtener las estimaiones de los parametros tales omo el
uso de metodos de Monte Carlo mediante adenas de Markov en un maro bayesiano, y
aproximaiones de la integral o aproximaiones del integrando en un maro de estimaion
maximo-verosmil (Molenberghs & Verbeke, 2004; Bates, 2009a). En la seion 3.2.2 se pre-
sentaron las estrategias de Monte Carlo y de uadratura de Gauss-Hermita para la aproxi-
maion de la integral en la estimaion maximo-verosmil del modelamiento de la habilidad
en modelos TRI-3PL. En Tuerlinkx et al. (2004) puede enontrarse una introduion breve
a los metodos de Laplae y de uasiverosimilitud para la aproximaion del integrando en el
ontexto de los GLMM.
5.1.2. Modelos no lineales mixtos generalizados
En esta seion se presentan los GNLMM y un subonjunto de estos modelos de-
nominados modelos lineales latentes y mixtos generalizados (GLLAMM) introduido por
Rabe-Hesketh et al. (2004a); en primer lugar se presentan los modelos no lineales mix-
tos (NLMM) omo una generalizaion de los LMM, seguidos por su generalizaion a los
GNLMM. Luego se presenta el aso de los GLLAMM y la estimaion de parametros en
estos modelos.
5.1.2.1. Modelos no lineales mixtos. Los NLMM pueden verse omo generalizaion de
los modelos no lineales (NLM) o de los LMM. En la seion 5.1.1 se desribieron los GLMM,
de los uales los LMM pueden onsiderarse omo un aso partiular en los que uando el
omponente aleatorio del modelo esta dado por la distribuion normal y la funion de
enlae es la funion identidad. Los NLMM omparten estos dos omponentes on los LMM
y modian el omponente sistematio; Pinheiro y Bates (2000) presentan los NLMM de
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modo que el omponente sistematio del modelo esta dado por f(
j
; 
j
), donde f es una
funion difereniable, de valor real, de un vetor de parametros 
j
y un vetor de ovariables

j
, y no lineal en por lo menos un elemento del vetor de parametros 
j
; donde 
j
, a su
vez, se modela omo 
j
= A
j
 + B
j
b
j
, on b
j
 N(0;	). Otras parametrizaiones de
los NLMM son posibles, Pinheiro y Bates (2000) adoptan la anterior porque al expresar el
modelo de los oeientes 
j
en funion de las matries A y B se simplia el alulo de
las derivadas on respeto a  y b (p. 307).
5.1.2.2. Modelos no lineales mixtos generalizados y modelos lineales latentes y mixtos
generalizados. Los NLMM se pueden generalizar a los GNLMM de forma similar a omo
se presentaron los GLM y los GLMM, es deir, deniendo los tres omponentes (aleatorio,
sistematio y funion de enlae) on los que se efetua la generalizaion a respuestas no
gausianas. As, un GNLMM sera denido en el omponente aleatorio por la eleion de una
distribuion en la familia exponenial para las observaiones Y, un omponente sistematio
que modela el valor esperado de Y dado un vetor de efetos aleatorios, por una funion
difereniable, de valor real, de un vetor de parametros 
j
y un vetor de ovariables 
j
,
que es no lineal en por lo menos uno de los , mediante una funion de enlae monotona y
difereniable.
Los GLLAMM son una familia de GNLMM propuesta por Rabe-Hesketh et al. (2004a),
en los que el omponente sistematio, f(;), tiene una forma partiular de parametrizaion
en la que la no linealidad se da por terminos bilineales de parametros jos y efetos aleatorios
desonoidos, respeto a un onjunto de ovariables, y en el que los efetos aleatorios estan
dados por una estrutura jerarquia o multinivel. Rabe-Hesketh et al. (2004a) expresan el
omponente sistematio omo
 = 
t
x+
L
X
l=2
M
l
X
m=1

(l)
m

(l)
m
z
(l)
m
(43)
donde el primer elemento de 
(l)
m
suele jarse en 1, los elementos de x son las ovariables
asoiadas on los efetos jos , y el m-esimo efeto aleatorio en el nivel l es multipliado
por una ombinaion lineal de parametros desonoidos 
(l)
m
(pesos fatoriales) y ovariables
z
(l)
m
. Rabe-Hesketh et al. (2004a), ademas, expresan todas las euaiones de los niveles 2 y
superiores omo un modelo estrutural en el que  = B+  w+ , donde B es una matiz
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de parametros desonoidos que establee las relaiones estruturales entre los distintos
efetos aleatorios en distintos niveles,   es una matriz de parametros desonoidos que
estableen las relaiones entre un onjunto de ovariables w y los efetos aleatorios en el
modelo, y  representa los errores para ada efeto aleatorio en ada nivel; asumiendo que
los efetos aleatorios en el mismo nivel pueden orrelaionarse entre s, pero que los efetos
aleatorios de distinto nivel son independientes, la matriz de varianzas y ovarianzas de los
errores, , se expresa omo una matrix bloque diagonal on bloques 
(l)
que representan las
ovarianzas entre los errores en el nivel (l). Esto permite expresar los modelos de euaiones
estruturales omo asos espeiales de los GLLAMM.
El modelo reduido que se desprende de la expresion multinivel de los GLLAMM
puede presentarse on la parametrizaion del modelo no lineal presentado por Rijmen,
Tuerlinkx, De Boek y Kuppens (2003):
 = X
1
+ Z#
1
+A
2
+B#
2
(44)
donde las matriesX y Z orresponden a ovariables onoidas, las matriesA y B a ovari-
ables desonoidas, 
t
= (
t
1
;
t
2
) es un vetor de parametros de efetos jos y #
t
= (#
t
1
;#
t
2
)
es un vetor de efetos aleatorios. En las seiones posteriores, se usara alguna de las dos
parametrizaiones de auerdo on ual se onsidere mas lara en ada ontexto.
5.1.2.3. Estimaion de parametros en los modelos lineales latentes y mixtos gen-
eralizados. Rabe-Hesketh et al. (2004a) presentan la estimaion maximo-verosmil de los
parametros orrespondientes a los efetos jos, , los pesos fatoriales, , y los elementos
de la matriz de varianzas y ovarianzas entre los efetos aleatorios, , a partir de la margi-
nalizaion de la verosimilitud respeto a los efetos aleatorios seuenialmente, en ada uno
de los niveles inluidos en el modelo, desde el mayor nivel de anidamiento hasta el menor.
Puesto que la formulaion de los GLLAMM es la de un modelo generalizado, salvo para los
asos partiulares de modelos en los que la distribuion de las observaiones sea gausiana
y la funion de enlae sea la funion identia, las integrales dadas por la marginalizaion
respeto a los efetos aleatorios no pueden derivarse analtiamente. De forma similar a
los GLMM, se pueden proponer diferentes alternativas para el alulo de estas integrales y
para la maximizaion de la verosimilitud marginalizada; Rabe-Hesketh et al. (2004a) optan
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por utilizar la aproximaion a la integral por el metodo de uadratura Gauss-Hermite y por
optimizar mediante el algoritmo de Newton-Raphson. Este algoritmo lo han implementado
en el paquete gllamm para Stata (Rabe-Hesketh, Skrondal & Pikles, 2004b).
5.2. Relaion entre modelos TRI y modelos mixtos generalizados
En esta seion se presenta la relaion entre los modelos TRI on los modelos mixtos
generalizados. La seion 5.2.1 aborda esta relaion para la familia de modelos de Rash
y los modelos de ogiva normal de un parametro; la seion 5.2.2 la aborda para los mod-
elos logstio y de ogiva normal de dos parametros, as omo para los GRM; nalmente,
la seion 5.2.3 la aborda para los modelos de tres parametros. Cabe alarar que todos
los modelos menionados no estan identiados a menos que se impongan restriiones adi-
ionales sobre la esala y la loalizaion de la habilidad o de los parametros de diultad.
5.2.1. Modelos TRI de un parametro y modelos de Rash
En la euaion (3) se presento la expresion on la ual se dene el modelo TRI logstio
de tres parametros; en la seion 2.1 donde se introdujo, tambien se indio que los modelos
de un parametro se pueden expresar omo un aso espeial de (3) donde los parametros de
disriminaion y pseudo-azar son iguales a 1 y 0, respetivamente, por lo que los modelos
logstios de un parametro se pueden expresar omo
logit(Pr(U
ij
= 1j
j
; b
i
)) = 
j
  b
i
: (45)
De forma analoga, se puede mostrar que los modelos TRI de ogiva normal de un parametro
se pueden expresar omo
probit(Pr(U
ij
= 1j
j
; b
i
)) = 
j
  b
i
: (46)
Es fail ver que tanto (45) omo (46) se pueden expresar omo
g(E(U
ij
j
j
; b
i
)) = X
t
h
 + Z
t
h
#; (47)
donde g es la funion de enlae que relaiona al valor esperado de U
ij
on 
j
y b
i
, X es
una matrix de dise~no In I que india si la h-esima respuesta orresponde al tem i, Z es
una matriz de dise~no In  n que india si la h-esima respuesta fue dada por el individuo
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j,  es un vetor donde el i-esimo elemento orresponde a  b
i
y # es un vetor donde el
j-esimo elemento orresponde a 
j
. Si se asume que 
j
 N(0; 
2
), tal omo se plantea
al estimar por maxima verosimilitud marginal (f. seion 2.1.1), el modelo en (47) se
reexpresa haiendo que Z sea un vetor de unos de longitud In y # por un vetor de
longitud uno que representa el efeto aleatorio de la habilidad. De este modo, (47) expresa
un GLMM en el que las diultades de los items representan efetos jos y las habilidades
de los individuos un efeto aleatorio (Rijmen et al., 2003). De este modo, los modelos TRI
logstios y de ojiva normal de un parametro, as omo el modelo de Rash para respuestas
diotomas (teniendo en uenta que su formulaion es exatamente igual a (45)), pueden
expresarse omo un GLMM.
Otros modelos de la familia de Rash tambien pueden representarse de manera similar
a (47) y, por onsiguiente, pueden expresarse omo asos de GLMM (Kamata, 2001). En
partiular, el PCM (Masters & Wright, 1997) y el RSM (Andersen, 1997), que son los
prinipales modelos para respuestas ordinales de la familia de modelos de Rash, pueden
expresarse por
g(E(U
ijk
j
j
; b
i(k)
)) = X
t
h
 + Z
t
h
#; (48)
donde U
ijk
es una variable aleatoria que toma el valor 1 si el sujeto j eligio la ategora k
del tem i, el valor 0 si el sujeto eligio la ategora k  1 y no esta denida uando el sujeto
eligio otra ategora, Z y # tienen la misma forma que en (47), y X y  dependen de ual de
los dos modelos se estime; para el PCM, X es una matriz de dise~no (2In q)
P
I
i=1
m
i
que
india si la h-esima respuesta esta en alguna de las ategoras adyaentes al k-esimo umbral
del tem i, on m
i
igual al numero de ategoras del tem i menos 1 (omo se represento
en la seion 4.1) y q igual al numero de observaiones para las que U
ijk
no esta denida,
y  es un vetor de longitud
P
I
i=1
m
i
on elementos  b
i(k)
, k = (1; : : : ;m
i
); para el RSM,
X es una matriz de dise~no (2In  q) (I +M   2) que india si la h-esima respuesta esta
en alguna de las ategoras adyaentes al k-esimo umbral y si orresponde al tem i, on
M igual al numero de ategoras omun a todos los items y  es un vetor de longitud
(I +M   2) on elementos  b
i
y  Æ
k
, donde Æ
k
es el ambio en la diultad, para todos los
items, para la ategora de respuesta k respeto a la diultad del tem b
i
, k = (2; : : : ;M).
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5.2.2. Modelos TRI de dos parametros y GRM
En la seion 2.1 se indio que los modelos TRI logstios de dos parametros se pueden
expresar omo un aso espeial del modelo de tres parametros denido por (3), donde los
parametros de pseudo-azar son todos iguales a 0. De forma analoga a los modelos de un
parametro, el modelo logstio de dos parametros (TRI-2PL) puede expresarse omo
logit(Pr(U
ij
= 1j
j
; a
i
; b
i
)) = a
i
(
j
  b
i
): (49)
El modelo (49) puede, a su vez, expresarse omo
g(E(U
ij
j
j
; a
i
; b
i
)) = X
t
h
 +A
t
h
#; (50)
donde g, X, y # se denen igual que para (47), y A es una matrix In  n on elementos
a
i
si la h-esima respuesta fue dada por el sujeto j al tem i y 0 en otro aso, mientras que
el i-esimo elemento de  es igual a  a
i
b
i
. Si en (50) se asume que 
j
 N(0; 
2
), on lo
ual se reexpresa A omo un vetor de longitud In on elementos a
i
y # omo un vetor de
longitud uno, entones el modelo representa un modelo mixto generalizado; sin embargo,
este no es un modelo lineal puesto que el termino A
t
h
# = a
i
# representa un produto de
parametros desonoidos y es, por tanto, un termino no lineal en el modelo.
As mismo, los GRM se pueden expresar omo
g(E(U
ijk
j
j
; a
i
; b
i(k)
)) = X
t
h
 +A
t
h
#; (51)
donde U
ijk
es una variable aleatoria que toma el valor 1 si el sujeto j eligio la ategora k
del tem i o una superior y el valor 0 si el sujeto eligio la ategora k   1 o una inferior, g,
y # se denen igual que para (47), X es una matriz de tama~no In
P
I
i=1
m
i

P
I
i=1
m
i
que
india si la h-esima respuesta orresponde al tem i, a la opion i(k) y al evaluado j, A es
una matriz de tama~no In
P
I
i=1
m
i
 I o un vetor de longitud In
P
I
i=1
m
i
que se dene
de forma analoga que para (50), mientras que  es un vetor de longitud
P
I
i=1
m
i
on
elementos  a
i
b
i(k)
, k = (1; : : : ;m
i
). De este modo puede verse que los modelos TRI-2PL y
los GRM, entre otros modelos de la TRI omo el modelo de ogiva normal de dos parametros,
se pueden expresar omo modelos no lineales generalizados mixtos (GNLMM) donde la no
linealidad del modelo proviene uniamente de terminos bilineales (Rijmen et al., 2003).
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5.2.3. Modelos TRI de tres parametros
El modelo logstio de tres parametros (3), por su parte, puede expresarse omo
E(U
ij
j
j
; a
i
; b
i
; 
i
) = 
i
+ (1  
i
)g(X
t
h
 +A
t
h
#); (52)
donde g es la funion logstia, 
i
es el parametro de pseudo-azar y X, A,  y # se denen
igual que para (50). En este aso, el modelo (52) expresa, as omo el modelo (50), un
GNLMM, pero a diferenia de este ultimo, la no linealidad del modelo proviene no solo de
terminos bilineales, sino tambien de la interaion entre la funion logstia y los parametros
de pseudo-azar.
5.3. Modelamiento de la habilidad en modelos TRI ordinales
En esta seion se presenta el modelamiento de la habilidad en los GRM de manera
similar a omo se planteo diho modelamiento en modelos TRI-3PL, salvo que enmarado en
los GLLAMM, pues omo se mostro en la seion 5.2.2, los GRM pueden expresarse omo
GNLMM donde la no linealidad del modelo proviene uniamente de terminos bilineales
en el mismo. Tambien de forma analoga a la presentaion que se hizo para los modelos
TRI-3PL, se presentara un modelo de regresion latente para los GRM; por su parte, el
modelo de regresion latente se puede enmarar dentro de los GLMM. Finalmente, se presenta
un estudio de simulaion para evaluar la reuperaion de los parametros tanto para el
modelamiento de la habilidad, omo para el modelo de regresion latente.
En la seion 5.2.2 se expresaron los GRM omo un GNLMM; a partir de (51) se
pude expresar el modelo al nivel de una observaion omo
g(E(U
ijk
j
j
; a
i
; b
i(k)
)) = a
i

j
  a
i
b
i(k)
; (53)
y tomando omo modelo para la habilidad 
j
= X
t
h
 + "
j
, se obtiene el siguiente modelo:
g(E(U
ijk
jX
t
h
;; "
j
; a
i
; b
i(k)
)) = a
i
(X
t
h
 + "
j
  b
i(k)
): (54)
As omo el modelo propuesto para el modelamiento de la habilidad en el aptulo 3 y
los GRM presentados en el aptulo 4, el modelo en (54) no esta identiado, y de forma
analoga, las soluiones no diferen salvo por una onstante de esala y una onstante de
loalizaion.
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Asumiendo que los "
j
 N(0; 
2
), se puede enontrar de forma similar a omo se hizo
para el modelo (12) que las euaiones de verosimilitud para la estimaion de los parametros
del modelo (54) son:
l
a
i
= D
n
X
j=1
m
i
X
s=0
I
j
(i(s))
p
i(s);j
Z
<

W
i(s);j
(X
t
j
 + "
j
  b
i(s)
) W
i(s+1);j
(X
t
j
 + "
j
  b
i(s+1)
)
	

g("
j
j
2
)d"
j
= 0 (55)
l
b
i(k)
= Da
i
n
X
j=1
m
i
X
s=0
I
j
(i(s))
p
i(s);j
Z
<
W

i(s);j
g("
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donde I
j
(i(s)), P
i(s);j
, W
i(s);j
y W

i(s);j
se denen de forma analoga a omo de denieron en
el aptulo 4 y p
i(s);j
=
R
P
i(s);j
g("
j
j
2
)d"
j
, las uales se podran resolver de forma similar
a las halladas en el aso del modelamiento de la habilidad en modelos TRI-3PL, omo se
mostro en el aptulo 3. En el Apendie D se presentan los elementos de la matriz hessiana
orrespondientes.
Ademas, bajo esta parametrizaion del modelo es senillo mostrar omo el mode-
lamiento de la habilidad en los GRM puede tomarse omo un aso espeial de los GLLAMM;
as, siguiendo la notaion de Rabe-Hesketh et al. (2004a), el modelo (54) puede reexpresarse
omo un GLLAMM on dos niveles donde las respuestas a los items por ada evaluado son
las unidades de primer nivel, los evaluados orreponden a las unidades de segundo nivel y
se dene una sola dimension para el modelo estrutural; as, el modelo expresado omo un
GLLAMM es:
g(E(U
ijk
jx
ijk
;; 
(2)
1;j
;
1;i
; z
(2)
1
)) = 
t
x
ijk
+ 
(2)
1;j

(2);t
1;i
z
(2)
1;ijk
(59)

1;j
= 
t
w
j
+ 
j
(60)
donde U
ijk
, g,  y X se denen igual que para (51), 
(2)
1
se dene igual que # en (51), 
(2)
1
es un vetor de longitud I on elementos a
i
, y Z es un vetor de unos de longitud In,  es
un vetor de longitud p,W es una matriz de tama~no np que ontiene las ovariables para
Modelamiento TRI para respuestas ordinales 95
ada uno de los efetos aleatorios en  y  es un vetor de longitud n que orresponde a los
errores de ada efeto aleatorio y para el ual uniamente es neesario estimar el parametro

2
.
5.3.1. Regresion latente para GRM
El modelo de regresion latente, omo se presento en el aptulo 3, orresponde al
modelo que se obtiene uando los valores de los parametros de los items son onoidos o
son estimados por separado y tratados omo onoidos en el modelo de la habilidad. Si
los parametros  y  en el modelo (59) son onoidos, entones el modelo reduido que se
obtiene de (59) y (60) es
g(E(U
ijk
jx
ijk
;; 
(2)
1;j
;
1;i
; z
(2)
1
)) = b
ijk
+ 
t
~
W
ijk
+A
ijk

j
(61)
donde b es un vetor de longitud In
P
I
i=1
m
i
uyos elementos son los valores  a
i
b
i(k)
orrespondientes uando la observaion representa la respuesta del evaluado j on respeto
a la ategora k del tem i,
~
W es una matriz de tama~no In
P
I
i=1
m
i
 p que ontiene las
ovariables del modelo para la habilidad y uyas las son iguales a los vetores a
i
w
t
j
uando
la observaion orresponde a la respuesta del evaluado j al item i y A es un vetor de
longitud In
P
I
i=1
m
i
on elementos a
i
uando la ijk-esima observaion orresponde al item
i. Es fail ver que el modelo (61) es un GLMM on un onjunto de efetos jos , un efeto
aleatorio  y un oset b.
5.4. Reuperaion de parametros
A ontinuaion se presenta un estudio de simulaion en el que se evalua la reuperaion
de los parametros originales que se onsigue mediante diferentes formas de realizar los
analisis. Los modelos que se ajustan en la simulaion son los siguientes:
1. Modelo no lineal, en el maro de los GLLAMM, en el que se estiman tanto los
parametros de regresion, la varianza residual y los parametros de lo items. Este mo-
delo se estimo mediante el paquete gllamm para Stata (Rabe-Hesketh et al., 2004b)
y mediante una implementaion en R del algoritmo de Newton-Raphson similar a la
realizada para el modelamiento on modelos TRI-3PL empleando el paquete maxLik
(Toomet & Henningsen, 2008).
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2. Regresion latente, en el maro de los GLMM, on parametros de los items estimados
a partir de los datos. Este modelo se estimo mediante el paquete gllamm para Stata
(Rabe-Hesketh et al., 2004b) y mediante el paquete lme4 para R (Bates, 2007). Los
parametros de los items se estimaron mediante el paquete ltm para R (Rizopoulos,
2006).
3. Modelo de regresion, sobre las variables expliativas, de valores onoidos de habili-
dad. Este modelo fue estimado por mnimos uadrados ordinarios (OLS) mediante el
paquete lm para R (R Development Core Team, 2008).
Estos modelos son analogos a los modelos 5, 4 y 6 del estudio de simulaion presentado
en el aptulo 3 sobre la reuperaion de parametros en el modelamiento de la habilidad
en modelos TRI-3PL logstios on respuestas diotomas, respetivamente. Estos modelos
se eligieron teniendo en uenta los resultados enontrados en el aptulo 3, onsiderando
que las relaiones observadas entre los modelos elegidos y los no inluidos en este estudio
apliaran para el ontexto de los modelos TRI para respuestas ordinales.
Para el modelo 3 interesa uniamente evaluar la reuperaion de los parametros de
regresion, mientras que los modelos 1 y 2 tambien es de interes evaluar la reuperaion de
los parametros de los items. El interes de estimar el modelo 2 mediante los dos paquetes
menionados radia en poder saber uan interambiables pueden tomarse las estimaiones
obtenidas por ada uno en la medida en que el paquete gllamm emplea la aproximaion
por uadratura gausiana y optimiza por Newton-Raphson, mientras que el paquete lme4
emplea la aproximaion de Laplae y optimiza por un algoritmo de mnimos uadrados
iterativamente reponderados y penalizados (Bates, 2009a, 2009b), as omo por la disponi-
bilidad de ada uno de los paquetes teniendo en uenta la naturaleza omerial del ambiente
estadstio del primero y libre del segundo. De forma analoga a la estimaion del modelo 2,
es de interes estimar el modelo 1 mediante las dos implementaiones se~naladas.
5.4.1. Proedimiento
Se onsideraron dos ondiiones de tama~no de muestra (n = 200; 800) y una sola
longitud de prueba (I = 30). La prueba simulada onsto de items de respuesta ordinal on
4 ategoras de respuesta ada una, para la ual los parametros de los items se simularon
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on las siguientes distribuiones: disriminaion: a  U(0:7; 1:5); umbral entre la primera
y la segunda ategora: b
i(1)
 U( 2; 0); umbral entre la segunda y la terera ategora:
b
i(2)
+ d; d  U(0:25; 1:5); y umbral entre la terera y la uarta ategora: b
i(3)
+ d; d 
U(0:25; 1:5). Para failitar la omparaion de las estimaiones on los valores originales,
teniendo en uenta la indeterminaion de la esala, se jo la disriminaion del primer tem
en 1 y su primer umbral en 0. Los valores simulados se enuentran en el Apendie E. Para
ada tama~no de muestra se simulo una matriz de dise~no X de tama~no n3, on las mismas
araterstias usadas en la simulaion presentada en la seion 3.3. Los parametros de
regresion, as mismo, fueron  = (0:5; 1:5; 0:2), y el vetor de errores  fue simulado a
partir de una distribuion normal on media 0 y varianza 0:3. El vetor de habilidades para
ada ondiion quedo determinado por  = X + .
En ada una de las dos ondiiones se simularon 20 replias de matries de respuesta
que fueron empleadas para estimar los modelos 1 a 3. Para el modelo 1, la disriminaion
del primer tem se jo en 1 y su primer umbral en 0 para haer las estimaiones obtenidas
diretamente omparables on los parametros originales. Para el modelo 2, las estimaiones
de los parametros de los items fueron fueron trasformadas de modo que la disriminaion
del primer tem fuera 1 y su primer umbral fuera 0 on el n de haerlas diretamente
omparables on los parametros originales y failitar la omparaion on las estimaiones
obtenidas mediante el modelo 1.
Para evaluar la reuperaion de los parametros de regresion onseguida on ada
modelo se tomo la estimaion de Monte Carlo del sesgo y del ECM de ada oeiente y de
la varianza residual en las dos ondiiones; ademas, se obtuvo la proporion de replias para
las uales el intervalo aproximado del 95% de onanza inluyo al parametro de regresion
de interes. Para evaluar la reuperaion de los parametros de los items se tomo, en ada
ondiion, la media y la desviaion estandar de la orrelaion entre los parametros originales
y estimados, y la media y la desviaion estandar de la estimaion de Monte Carlo del ECM.
5.4.2. Resultados
En esta seion se presentan los resultados orrespondientes a la reuperaion de los
diferentes parametros en la simulaion. En primer lugar, la seion 5.4.2.1 presenta la
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reuperaion de los parametros de los items mediante el ltm y mediante el proedimiento
propuesto de estimaion onjunta usando el gllamm. Luego, la seion 5.4.2.2 presenta la
reuperaion de los parametros de regresion en el modelo onjunto (modelo 1). Finalmente,
la seion 5.4.2.3 presenta la reuperaion de los parametros de regresion en el modelo de
regresion latente (modelo 2). En las seiones 5.4.2.2 y 5.4.2.3 se ompara la reuperaion
de los parametros on la obtenida mediante OLS al emplear los valores reales de habilidad
omo variable de respuesta (modelo 3).
5.4.2.1. Reuperaion de los parametros de los items. En la tabla 17 se presen-
tan los promedios y desviaiones estandar de las orrelaiones entre las estimaiones de
los parametros de los items obtenidas en ambas ondiiones de longitud de prueba medi-
ante el GRM usando el paquete ltm y mediante el modelo 1 usando el paquete gllamm
y usando el paquete maxLik, as omo los promedios y desviaiones estandar de los ECM
de las estimaiones obtenidas en ada aso. En el aso de las estimaiones de los tems
obtenidas mediante la implementaion del algoritmo de Newton-Raphson empleando el pa-
quete maxLik solo se presentan los resumenes orrespondientes a la ondiion de tama~no de
muestra 200 para ilustrar las diferenias en las estimaiones de los tems obtenidas por esta
implementaion y las obtenidas por el gllamm. En el aso de las estimaiones obtenidas
mediante el paquete gllamm los resumenes se obtuvieron a partir de solamente 5 replias,
puesto que ada una de ellas tomo entre 3, para las ondiiones on tama~no de muestra
200, y 12 das, para las ondiiones on tama~no de muestra 800; ademas, las estimaiones
obtenidas mediante el gllamm fueron trasformadas teniendo en uenta que el paquete estima
los umbrales 
ik
= a
i
b
i(k)
, en vez de b
i(k)
. Puesto que los resultados obtenidos mediante
el paquete ltm y mediante la implementaion en el paquete maxLik empleando las mismas
5 replias utilizadas para obtener las estimaiones mediante el paquete gllamm son muy
similares a los obtenidos utilizando las 20 replias, los resultados para los dos primeros se
presentan usando las 20 replias simuladas para ada ondiion.
Se puede apreiar que las estimaiones de los parametros de los items obtenidas por
las dos implementaiones del modelo 1 presentan diferenias importantes on respetao a
la preision de los diferentes parametros. Esta diferenia es espeialmente grande para los
parametros de disriminaion. Una revision (no mostrada) de los parametros obtenidos por
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Tabla 17. Correlaion y ECM para las estimaiones de los tem estimados mediante ltm
(20 replias), gllamm (5 replias) y maxLik (20 replias) para una prueba de 30 items.
a b
i(1)
b
i(2)
b
i(3)
Paquete Muestra Media DE Media DE Media DE Media DE
ltm 200 Cor 0.67 0.01 0.91 0.03 0.96 0.01 0.91 0.04
ECM 0.15 0.16 0.12 0.08 0.07 0.03 0.19 0.13
800 Cor 0.87 0.05 0.98 0.01 0.99 0.00 0.98 0.01
ECM 0.03 0.01 0.03 0.01 0.02 0.01 0.04 0.02
gllamm 200 Cor 0.63 0.13 0.94 0.02 0.97 0.01 0.92 0.02
ECM 0.14 0.09 0.14 0.10 0.07 0.03 0.11 0.03
800 Cor 0.86 0.08 0.96 0.00 0.98 0.00 0.93 0.01
ECM 0.02 0.01 0.11 0.02 0.03 0.00 0.07 0.02
maxLik 200 Cor -0.11 0.23 0.88 0.04 0.94 0.01 0.86 0.01
ECM 143220.63 364676.15 1.55 2.14 0.54 0.70 1.54 2.55
replia similar a la presentada en la tabla 10 permite apreiar un problema similar al obser-
vado en el modelamiento de la habilidad en onjunto on modelos TRI-3PL, donde algunos
parametros de disriminaion tienen estimaiones muy grandes mediante la implementaion
usando maxLik. Teniendo en uenta estas diferenias, y la mayor preision obtenida por la
implementaion mediante el paquete gllamm, solo se omparan estas on las estimaiones
obtenidas mediante el paquete ltm, y solo se presentan los resultados obtenidos por la misma
implementaion para los parametros de regresion.
Con respeto a la reuperaion de los parametros de los items mediante el ltm y
el gllamm se observan diferenias muy peque~nas. En ambos asos la reuperaion es bas-
tante buena en las dos ondiiones de tama~no de muestra, on orrelaiones altas y ECM
peque~nos; ademas, se apreia una mayor preision en la ondiion de tama~no de muestra
de 800 para todos los parametros, en espeial para los parametros de disriminaion.
5.4.2.2. Reuperaion de los parametros de regresion en el modelo de estimaion on-
junta. En las guras 25(a) a 25() se presentan las medias de las estimaiones, el promedio
del ECM de las estimaiones y la proporion de inlusion del parametro de regresion en
el intervalo de onanza aproximado obtenidas en ada ondiion. Se puede apreiar que
las estimaiones obtenidas mediante el modelo de estimaion onjunta (modelo 1) pareen
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insesgadas; si bien el ECM para el modelo 1 es grande en omparaion on el modelo esti-
mado por OLS en el aso que se onoieran las habilidades (modelo 3), en ninguna de las
dos ondiiones es grande, y se apreia una reduion onsiderable uando se inrementa el
tama~no de muestra de 200 a 800. Sin embargo, la proporion de inlusion de los parametros
originales mediante el modelo 1 paree superior al nominal pues para todas las replias, el
parametro fue inluido por el intervalo de onanza aproximado. Las guras 25(a) y 25(b)
tambien presentan el promedio de las estimaiones de la varianza y del ECM en ada una
de las ondiiones. En este aso, paree que la varianza es ligeramente sobreestimada al
aumentar el tama~no de muestra; sin embargo, el ECM es bastante peque~no por lo que las
estimaiones pareen apropiadas.
La tabla E2 presenta presenta los valores para los parametros de regresion y para
la varianza de las medias de las estimaiones, de los errores estandar y del ECM, y la
proporion de inlusion de los parametros de regresion, obtenidos en ada ondiion.
5.4.2.3. Reuperaion de los parametros de regresion en el modelo de regresion latente.
Las estimaiones para el modelo de regresion latente (modelo 2) obtenidas mediante el
paquete lme4 y mediante el paquete gllamm no presentaron diferenias entre s, por lo ual
los resultados obtenidos por ualquiera de los dos son ompletamente interambiables para
evaluar la reuperaion de los parametros en el modelo 2; abe anotar que la estimaion del
error estandar de los parametros de regresion y de la varianza fue siempre mayor uando
se obtuvo mediante el gllamm. Para el tiempo empleado por ada paquete para obtener las
estimaiones s se enontraron diferenias importantes; en general, el paquete lme4 ajusto el
modelo aproximadamente 30 vees mas rapido que el gllamm. El mnimo y el maximo de las
diferenias absolutas entre las estimaiones obtenidas mediante ada paquete se presentan
en la tabla 18. La tabla 19 presenta el tiempo promedio en minutos empleado por ada
paquete en el ajuste del modelo de regresion latente para ada ondiion.
En las guras 25(a) a 25() se presentan las medias de las estimaiones, el promedio
del ECM de las estimaiones y la proporion de inlusion del parametro de regresion en el
intervalo de onanza aproximado obtenidas en ada ondiion. Se puede apreiar que las
estimaiones obtenidas mediante el modelo 2 pareen insesgadas; si bien el ECM para el
modelo 2 es grande en omparaion on el modelo 3, en ninguna de las dos ondiiones es
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Tabla 18. Diferenias absolutas en las estimaiones del modelo 2 entre lme4 y gllamm.
^
 SE(
^
) Varianza
Muestra Mnimo Maximo Mnimo Maximo Mnimo Maximo
200 4.3e-6 1.5e-4 3.3e-5 3.1e-4 2.2e-4 1.1e-3
800 4.1e-6 2.7e-4 1.9e-5 1.3e-4 3.7e-4 6.9e-4
grande, y se apreia un reduion onsiderable uando se inrementa el tama~no de muestra
de 200 a 800. Sin embargo, la proporion de inlusion de los parametros originales mediante
el modelo 2 es inferior al valor nominal y para las ondiiones simuladas no es laro si mejora
on el tama~no de muestra. Las guras 25(a) y 25(b) tambien presentan el promedio de las
estimaiones de la varianza y del ECM en ada una de las ondiiones. En este aso, paree
que la varianza es ligeramente sobreestimada; sin embargo, el ECM es bastante peque~no
por lo que las estimaiones pareen apropiadas.
La tabla E2 presenta los valores para los parametros de regresion y para la varianza
de las medias de las estimaiones, de los errores estandar y del ECM, y la proporion de
inlusion de los parametros de regresion, obtenidos en ada ondiion.
5.4.3. Conlusiones
A partir de las simulaiones realizadas, paree que en el aso del modelamiento de la
habilidad junto on modelos TRI-GRM, tanto en la aproximaion de estimaion onjunta
omo la de regresion latente, resultan apropiadas on respeto a la estimaion puntual de
los parametros de regresion y de varianza residual. Sin embargo, algunas onsideraiones
resultan neesarias on respeto a ada una de las dos aproximaiones.
Respeto a la aproximaion de estimaion onjunta se observa que la implementaion
del proedimiento de estimaion puede mostrar grandes diferenias en los resultados obtenidos;
puesto que entre las implementaiones empleando los paquetes maxLik y gllamm hay difer-
enias en parametrizaion (umbral := b
i(k)
vs. umbral := a
i
b
i(k)
), difereniaion (gradiente
y hessiana analtios vs. numerios), aproximaion a las integrales (uadratura de Gauss-
Hermite alulada on los parametros estimados en ada iteraion de Newton-Raphson vs.
iteraiones ajustando la uadratura adaptativa de Gauss-Hermite seguida de iteraiones
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0.2
0.3
0.4
0.5
0.6
0.7
0.8
β0
Tamaño de muestra
200 800
−1.7
−1.6
−1.5
−1.4
−1.3
β1
Tamaño de muestra
200 800
−0.30
−0.25
−0.20
−0.15
−0.10
β2
Tamaño de muestra
200 800
0.1
0.2
0.3
0.4
0.5
σ2
Tamaño de muestra
200 800
(a) Medias de las estimaiones
0.00
0.02
0.04
0.06
0.08
0.10
β0
Tamaño de muestra
200 800
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Figura 25. Estimaion onjunta (modelo 1, - - -, 5 replias por ondiion); regresion latente
(modelo 2, |, 20 replias por ondiion); regresion on habilidades onoidas (modelo 3,
   , 20 replias por ondiion).
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Tabla 19. Promedio de minutos empleados en el ajuste del modelo 2 por el lme4 y el gllamm.
Muestra
Paquete 200 800
lme4 0.16 0.64
gllamm 5.32 19.61
de Newton-Raphson sin nuevos alulos de uadratura), implementaion del proedimiento
de Newton-Raphson modiado (por pasos reduidos por un fator de 0.5 vs. la imple-
mentaion interna del paquete Stata), et., no es fail determinar las araterstias que
permiten que en la implementaion mediante el paquete gllamm no se presenten las di-
ultades observadas para la otra implementaion. Este aspeto, sin embargo, se enuentra
mas alla de los objetivos de este trabajo y representa un ampo para explorar en futuras
investigaiones. Cabe anotar tambien que en algunas situaiones la sobreobertura de los
parametros de regresion observada para la implementaion del modelo 1 puede ser poo
deseable pues puede llevar a onlusiones demasiado onservadoras y a una reduion de
la potenia; este aspeto tampoo se enuentra dentro de los objetivos de este trabajo,
pero puede explorarse on relaion a las propiedades de los diferentes estimadores en los
GNLMM.
Respeto a la aproximaion por regresion latente es importante anotar que la baja
obertura observada de los parametros de regresion representa una diultad para la in-
terpretaion de los resultados obtenidos por el modelo pues puede llevar a onlusiones
poo onservadoras y a un inremento del error tipo I; de forma analoga, este aspeto
puede explorarse en futuras investigaiones on relaion a las propiedades de los diferentes
estimadores en los GLMM.
5.5. Apliaion: `Personas en mi vida'
A ontinuaion se presenta el analisis de una esala del uestionario `Personas en mi
vida' empleando el modelo de regresion latente para el GRM on el n de ver la relaion entre
el sexo, el setor del olegio (Oial o Privado) en que estudia y el estrato soioeonomio
de los ni~nos on su grado de aliaion haia sus padres. El uestionario fue desrito en la
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seion 2.3, los items de la esala de Aliaion haia los padres se presentan en el Apendie A
y la esala fue analizada mediante un modelo GRM en la seion 4.4.3.
5.5.1. Partiipantes
De los 2274 ni~nos, se empleo la informaion de los 1896 para los uales se onto on
registros ompletos en todas las preguntas de la esala as omo en las variables soioe-
onomias empleadas. Estos son los mismos 1896 ni~nos on los que se realizo el analisis en
el aptulo 3.1, y sus araterstias fueron desritas en la seion 3.4.
5.5.2. Proedimiento
Se analizaron las respuestas de los 1896 ni~nos a las 13 preguntas que onforman la
esala de Aliaion haia los Padres si no se onsideran los items 8, 12, y 15, omo se se~nalo
en la seion 4.4.3, y la informaion sobre sexo, setor del olegio en que estudia y estrato
soioeonomio de ada uno de los ni~nos. El modelo para la habilidad fue el mismo que
se ajusto en la apliaion del modelamiento para modelos TRI-3PL y esta desrito en la
seion 3.4. Los parametros estimados en la seion 4.4.3, presentados en la tabla 15, fueron
empleados omo valores onoidos en el modelo. La estimaion de los parametros mediante
un modelo de regresion latente se realizo empleando el paquete lme4 tras haber trasformado
las variables omo se indio en la seion 5.3.1.
5.5.3. Resultados
Las estimaiones, los errores estandar y la razon entre los dos se presentan en la
tabla 20. A partir de la tabla 20 se puede ver que los preditores on mayor relaion on la
aliaion haia los padres son el sexo, el setor, su interaion y el termino uadratio para el
estrato. Puede verse que los oeientes estimados para este modelo resultan bastante sim-
ilares a los obtenidos en el modelamiento de la habilidad para el modelo TRI-3PL, aunque,
omo se observa en la gura 26, los valores predihos de aliaion para ada ombinaion
de las variables preditoras no es similar. As omo se se~nalo respeto al modelamiento de
la habilidad para el modelamiento TRI-3PL, la variaion de los valores predihos para la
habilidad (0:014) es bastante peque~na en omparaion on la varianza residual estimada
(1:075), lo ual india que las variables inluidas en el modelo no permiten expliar una
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proporion importante de la variabilidad en la aliaion haia los padres en los ni~nos de la
muestra.
Tabla 20. Estimaiones de los parametros del modelo de regresion latente para la esala de
Aliaion haia los Padres.
Termino
^
 SE(
^
) t
Interepto 0.0037 0.1017 0.0368
I(Sexo = Masulino)  0.0863 0.0693  1.2444
I(Setor = Privado)  0.1541 0.1029  1.4984
I(Sexo = Masulino) x I(Setor = Privado) 0.1906 0.1182 1.6121
Estrato (Lineal) 0.0655 0.3108 0.2106
Estrato (Cuadratio)  0.4011 0.2766  1.4501
Estrato (Cubio)  0.0558 0.2191  0.2544
Estrato (Cuarto grado)  0.0254 0.1551  0.1635
Estrato (Quinto grado)  0.0397 0.0887  0.4479
Varianza 1.0754 . .
Finalmente, teniendo en uenta la distribuion de los preditores en la muestra, el
modelo planteado y la estimaion de la varianza residual obtenida se puede estimar que el
porentaje de ni~nos en los diferentes niveles denidos en la seion 4.4.3 es de 19:57% en
el nivel 6, 25:31% en el nivel 5, 28% en el nivel 4, 18:67% en el nivel 3, 6% en el nivel 2,
2:41% en el nivel 1, 0:03% en el nivel 0 y que por debajo del nivel 0 no se enuentra ningun
ni~no. Notese que usando los valores predihos uniamente por el modelo para la habilidad,
los ni~nos seran lasiados en el nivel 5 uniamente en el aso de las ni~nas de estratos 3
y 4 que estudian en olegios oiales, mientras que todos los demas resultaran lasiados
en el nivel 4; sin embargo, esta lasiaion no hae uso de la informaion reogida por el
uestionario. Metodos para tener en uenta esta informaion se han desarrollado alrededor
de la metodologa de valores plausibles utilizada en evaluaiones internaionales y apoyada
en el metodo de imputaiones multiples de Rubin (Wu, 2005; Foy et al., 2008/2009).
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Figura 26. Valores predihos de aliaion haia los padres por el modelo de regresion latente
- GRM.
6. Disusion
En este trabajo se han presentado las bases matematias de los prinipales modelos de
la Teora de Respuesta al

Item, los proedimientos para la estimaion de los parametros que
onforman estos modelos, y la perspetiva del anlaje de la esala en la interpretaion de
las esalas; dentro de esta perspetiva se presento una propuesta para la obtenion empria
de los niveles de desempe~no para modelos TRI diotomos y para modelos TRI ordinales.
Ademas, se presento la obtenion de las estimaiones del modelo lineal para la habilidad en
los modelos TRI para respuestas diotomas onjuntamente on los parametros de los items
orrespondientes, as omo para los modelos TRI para respuestas ordinales. A ontinuaion
se disuten los resultados enontrados en este trabajo.
6.1. Anlaje e interpretaion de la esala de habilidades
El proedimiento propuesto para la obtenion empria de niveles de desempe~no per-
mite realizar una aproximaion mas ajustada del atributo representado en el instrumento
de mediion a partir de los items que efetivamente lo omponen. En primer lugar, permite
onseguir los dos propositos prinipales que busa el anlaje de la esala; esto es, al ubiar
niveles de desempe~no tales que un onjunto de items pertene a ada uno de estos niveles,
failita la generaion de teora sobre la relaion entre el atributo evaluado en los individ-
uos y los items que omponen la prueba, y failita la omuniaion de los resultados de la
evaluaion a un publio que no es experto en el area. En segundo lugar, el proedimiento
propuesto garantiza que los niveles de desempe~no elegidos son interpretables puesto que
ningun nivel de desempe~no {diferente al nivel 0{ queda sin items que pertenezan al mismo,
y que para un onjunto espeo de items, los niveles elegidos son aquellos que bajo los
riterios de anlaje mejor pueden desribir a los items apliados.
Es importante realar que esta propuesta se ubia en el eslabon de interpretaion
de la esala obtenida en la adena de pasos que se realizan al analizar un instrumento
de evaluaion on los modelos TRI, y por onsiguiente, requiere que el instrumento haya
sido trabajado de forma adeuada en la onstruion, estimaion, alibraion y eleion
de los items que lo omponen. As mismo, debe reordarse que esta propuesta es solo una
herramienta de apoyo en la desripion e interpretaion de la esala, un omplemento de esta
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desripion, no un sustituto, y por s sola no onstituye un anlaje, ni una interpretaion,
ni sustituye el trabajo de los espeialistas en el area para darle sentido a la esala.
6.2. Modelamiento del parametro de habilidad
El modelamiento del parametro de habilidad a partir de un modelo estrutural lineal
para la misma ( = X + ") en los modelos TRI para respuestas diotomas (para el aso
partiular de los modelos TRI-3PL) y para respuestas ordinales (en partiular, para los
TRI-GRM) se exploro mediante dos aproximaiones a la estimaion de los parametros del
modelo estrutural ( y 
2
): (a) el modelamiento y estimaion onjuntas de los parametros
estruturales y de los parametros del modelo TRI (o parametros de los items), y (b) el
modelo de regresion latente en el que se modelan onjuntamente los parametros de los
items y los parametros del modelo estrutural, pero solo se estiman estos ultimos. En la
seion 6.2.1 se disute lo enontrado respeto al modelamiento y estimaion onjuntas, y
en la seion 6.2.2, lo enontrado respeto a la regresion latente.
6.2.1. Modelamiento y estimaion onjuntas
El modelamiento y estimaion onjuntas fueron presentados para los modelos TRI-
3PL y para los TRI-GRM en los aptulos 3 y 5, para items de respuesta diotoma y de
respuesta ordinal, respetivamente. Si bien los modelos TRI-1PL y TRI-2PL no fueron
explorados explitamente en este trabajo, es posible onsiderar que las onlusiones en-
ontradas pueden apliar para estos modelos puesto que son asos espeiales tanto de los
TRI-3PL omo de los TRI-GRM; en espeial, para los modelos TRI-2PL en la medida en
que para estos se tienen parametros de disriminaion de los items. En ambos asos se
presentaron las onsideraiones relaionadas on la identiabilidad del modelamiento on-
junto, se presentaron maneras de onseguir la identiaion del modelo teniendo en uenta
que los modelos obtenidos son identiables salvo una onstante de esala y una onstante
de loalizaion; se presentaron las euaiones de verosimilitud que se desprenden en ada
aso y los respetivos elementos de la matriz hessiana neesarios para obtener las esti-
maiones maximo-verosmiles mediantel el algoritmo de Newton-Raphson. As mismo, se
presentaron dos estudios de simulaion para evaluar la reuperaion de parametros en ada
aso tomando omo ondiiones de referenia algunas que se onsideraron pueden enon-
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trarse en la investigaion apliada, espeialmente en terminos de muestras no muy grandes
y pruebas relativamente ortas.
A partir de los estudios de simulaion realizados se observa que las estimaiones
obtenidas para los parametros estruturales por este modelamiento pareen apropiadas. Sin
embargo, se observan tambien algunas diultades en la estimaion de los parametros de
disriminaion de los items, tanto uando se emplean modelos TRI-3PL omo TRI-GRM;
ademas, a partir de los resultados enontrados en el aso de los TRI-GRM puede verse
que el origen de esta diultad puede enontrarse en una o varias ondiiones relaionadas
on la parametrizaion del modelo, on la identiabilidad empria de los parametros (ver
p. ej. Wright (2009), Skrondal y Rabe-Hesketh (2004) o Rabe-Hesketh et al. (2004b)), o
on el algoritmo de optimizaion; este aspeto amerita futuras investigaiones on el n
de determinar ual o uales de estas u otras ondiiones permiten una mejor estimaion
de estos parametros en el modelamiento y estimaion onjuntas. A pesar de lo anterior,
tambien se enontro que su uso no es el mas reomendable ante la alternativa de los modelos
de regresion latente pues (a) la estimaion onjunta resulta poo pratia omputaional-
mente on diferenias de al menos un orden de magnitud en el tiempo requerido para la
optimizaion, (b) en algunos asos, omo se observo on los modelos TRI-3PL, en las ondi-
iones de tama~no de muestra y longitud de prueba evaluados, las estimaiones obtenidas
resultan inadmisibles en omparaion on las obtenidas por el modelo de regresion latente,
y () aun uando lo anterior no se presento, el modelo no muestra una ganania importante
respeto al modelo mas simple de regresion latente.
6.2.2. Estimaion va regresion latente
El modelo de regresion latente empleando el modelo TRI-3PL para respuestas diotomas
y el modelo lineal para la habilidad se presento en la seion 3.2.1 y empleando el TRI-GRM
se presento en la seion 5.3.1. A partir de las simulaiones realizadas se ha enontrado
que el modelo de regresion latente propuesto proporiona estimaiones aparentemente ins-
esgadas de los parametros estruturales de interes. Tanto en el aso en que los parametros
de los items son onoidos omo en el que no, el modelo de regresion latente supera a la
alternativa de emplear estimaiones de la habilidad omo variable de respuesta del mode-
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lo de regresion usual mediante mnimos uadrados. Sin embargo, a diferenia de estudios
anteriores empleando el modelo de Rash (Adams et al., 1997; Christensen et al., 2004),
no se enontro que los errores estandar de estos ultimos fueran muy peque~nos; en ambio,
los errores estandar obtenidos para el modelo de regresion latente s fueron muy peque~nos
produiendo una subobertura de los parametros reales.
Como se anoto en la seion 6.2.1, el modelo de regresion latente paree preferible
al modelamiento y estimaion onjuntas pues inluso en los asos en que no resulto mas
preiso en las estimaiones, la perdida no paree grande en omparaion on la parsimonia
del modelo. Ademas, es laro que para omparar los resultados de distintos estudios que
emplean la misma prueba, el modelamiento va regresion latente es mas onsistente on los
propositos de emplear una prueba estandarizada.
Por lo anterior, es laro que uando el objetivo es aproximarse a la relaion entre la
habilidad y las variables expliativas, lo reomendable es emplear el modelo de regresion
latente, inluso uando los parametros de los items de la prueba que permite evaluar la
habilidad son desonoidos. Sin embargo, si el objetivo es deidir si la relaion entre una
variable expliativa y la habilidad es signiativa, debe proederse on prudenia, espe-
ialmente en el aso en que los parametros de los items no son onoidos pero han sido
estimados en la misma muestra, pues las bajas proporiones de obertura indian que la
probabilidad de ometer un error tipo I en estos asos se ve inrementada por enima del
valor nominal.
6.3. `Personas en mi vida'
En este trabajo se ilustro la apliaion de los proedimientos propuestos para el an-
laje e interpretaion de la esala y de los modelos propuestos para el modelamiento de
la habilidad en onjunto on modelos TRI-3PL y TRI-GRM a una esala del uestionario
`Personas en mi vida'. Se puede apreiar que el proedimiento propuesto para el anlaje
de la esala resulta ser una herramienta promisoria en la interpretaion de las esalas en
instrumentos onstruidos bajo los modelos TRI. Su uso mostro una interpretaion oherente
on la lasiaion teoria de los estilos de apego (Ainsworth, Blehar, Waters & Wall, 1978),
mediante la ual se obtuvo una mejor omprension de esta esala ompuesta por preguntas
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de las esalas de Comuniaion y Conanza en el instrumento original. En este aspeto,
los diferentes niveles de desempe~no que se pudieron identiar en la esala permiten dar
uenta de las araterstias propias de la lasiaion del apego dada por Ainsworth et al.
(1978). El analisis de todas las esalas del instrumento `Personas en mi vida' supera los
objetivos de este trabajo, pero es importante para la ompleta omprension del mismo y
para la desripion de las relaiones afetivas de los ni~nos bogotanos a quienes se aplio;
este es un trabajo en progreso y sera publiado posteriormente.
Los modelos ajustados para la aliaion haia los padres mediante los modelos de
regresion latente permitieron evaluar que las variables onsideradas (sexo, estrato soioe-
onomio y setor de la esuela en que estudia) proporionan poa informaion sobre la
aliaion de los ni~nos y ni~nas haia sus padres.
6.4. Reomendaiones y limitaiones
A partir de lo enontrado en este trabajo se reomienda el uso de los modelos de
regresion latente para el modelamiento del parametro de habilidad orrespondiente a los
modelos TRI. Ademas, se reomienda evitar el uso de estadstias tipo Wald para examinar
la signiania de los parametros estruutrales estimados por este proedimiento.
Un tema interesante, que no se abordo en los objetivos de este trabajo, es el de la
prediion individual de la habilidad. Este aspeto se meniono brevemente on relaion a
la metodologa de los valores plausibles (ver p. ej. Wu, 2005), la ual ha sido propuesta
on el n de obtener estas prediiones individuales y usarla para reuperar los parametros
de un modelo estrutural en el ontexto de la regresion latente (aunque, en prinipio, diha
metodologa tambien puede ser apliada en el ontexto del modelamiento y estimaion
onjuntas), evitando los problemas de la estimaion va mnimos uadrados usando la esti-
maion usual de la habilidad omo variable de respuesta. Sin embargo, tambien es posible
abordarlo desde la perspetiva de la estimaion de los efetos aleatorios una vez se ha on-
siderado el maro de los modelos mixtos en que se pueden inribir los modelos propuestos.
Las limitaiones de este trabajo se enuentran, por una parte, en que no se abor-
daron las propiedades asoiadas on los estimadores maximo-verosmiles de los modelos
planteados, y por otra, en que los resultados obtenidos para el modelamiento y estimaion
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onjuntas dependen en gran medida del algortimo partiular empleado. Estas limitaiones
toan on areas de investigaion abiertas en los ampos de los GNLMM y los GLMM. As, la
primera toa el tema de las propiedades (asintotias) de los estimadores en estos modelos;
a este respeto, abe anotar que mientras algunos autores onsideran que si las estima-
iones se obtienen por maxima verosimilitud, toda la teora asintotia de los estimadores
maximo-verosmiles aplia de forma inmediata (Rabe-Hesketh et al., 2004a; Skrondal &
Rabe-Hesketh, 2004), otros autores onsideran que las propiedades orrespondientes deben
derivarse (y aun no lo han sido), puesto que la presenia de efetos aleatorios en estos
modelos no permiten generalizar los resultados usuales del modelo lineal general ni de los
modelos lineales mixtos (Bates, 2006). La segunda limitaion, por su parte, toa el tema
de los algoritmos omputaionales para la estimaion y optimizaion en modelos no lineales
mixtos generalizados, en este aspeto abe reiterar que esto tiene que ver on aspetos de
parametrizaion e identiabilidad empria del modelo, integraion, difereniaion y al-
goritmos de optimizaion, entre otros; en este sentido, la implementaion de los modelos
para el parametro de habilidad mediante el paquete gllamm, a pesar de sus ualidades, pre-
senta inonvenientes para su uso rutinario probablemente debidos al uso de difereniaion
numeria para los alulos de gradientes y matries hessianas, por lo ual no es extra~no que
un modelo omo los evaluados en este trabajo requiera varios das para su ajuste (Carle,
2009). Tambien abe se~nalar que en este trabajo no se exploraron algoritmos de estimaion
bayesiana, los uales han mostrado muy buenos resultados en el ampo de los modelos TRI
desde hae varias deadas (Bok & Aitking, 1981) y que en relaion al modelamiento de la
habilidad para modelos TRI de ogiva normal ha sido trabajado en la ultima deada (Fox &
Glas, 2001, 2003; Fox, 2003, 2004, 2005).
Finalmente, teniendo en uenta que la reuperaion de los parametros se evaluo me-
diante estudios de simulaion, onviene reordar que la generalizabilidad de los resultados
esta ligada al tipo de ondiiones que fueron manipuladas para los mismos.
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Apendie A
Esala de aliaion respeto a los padres - `Personas en mi vida'
El uestionario `Personas en mi vida' es un instrumento de autorreporte. Cada pre-
gunta es respondida por el ni~no en una esala Likert ordenada de 1 a 4 (`Nuna' a `Siempre')
de auerdo on la freuenia on que evalua que le ourre la situaion desrita en el tem.
La esala de aliaion on respeto a los padres esta ompuesta por los siguientes items:
1. Mis padres respetan mis sentimientos
2. Mis padres esuhan lo que tengo que deir
3. Mis padres me aeptan omo soy
4. Mis padres me entienden
5. Mis padres se preoupan por m
6. Confo en mis padres
7. Puedo ontar on la ayuda de mis padres uando tengo un problema
8. Mis padres se dan uenta uando tengo un problema
9. Hablo on mis padres uando tengo un un problema
10. Si mis padres saben que algo me esta molestando, me lo preguntan
11. Comparto mis pensamientos y sentimientos on mis padres
12. Cuando estoy fuera de asa, mis padres saben donde y on quien estoy
14. Mis padres me prestan atenion
15. Mis padres no entienden por las que estoy pasando en estos das
20. Me llevo bien on mis padres
21. Mis padres estan orgullosos de las osas que hago
Apendie B
Gradiente y matriz hessiana modelamiento TRI-3PL
En esta seion se presenta la obtenion de algunas de las euaiones de verosimilitud
y de los elementos de la matriz hessiana para el modelo de regresion onjunto on el modelo
TRI-3PL.
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2. Algunos resultados neesarios para enontrar los elementos de la matriz Hessiana son:
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(d) Por (19 - 22) y (65) se tiene que los
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3. De (17) y (63) se obtiene que
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4. Matriz hessiana. Los elementos de la matriz hessiana se obtienen por las segundas
derivadas pariales de (16) on respeto a los parametros . Los elementos

2
l

s

t
se
obtienen al reemplazar (66 - 76) en (64), y a su vez en (77), y al reemplazar (19 - 23)
en (18) y (64), y a su vez en (77).
Apendie C
Reuperaion de parametros modelamiento TRI-3PL
En esta seion se presenta informaion omplementaria sobre la implementaion del
algoritmo de estimaion, las simulaiones y la reuperaion de los parametros originales
para el modelamiento TRI-3PL.
1. Reparametrizaion. La reparametrizaion modia la parte dereha de las igual-
dades en (21), (23), (73) y (76) de la siguiente manera:
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(d) En lugar de (76),
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Las euaiones de verosimilitud y los elementos de la matriz hessiana se modian
aordemente realizando los reemplazos apropiados de (21), (23), (73) y (76).
2. Sintaxis Bilog 3.11. La sintaxis empleada para la estimaion de los parametros
de los items en el paquete Bilog 3.11 (Mislevy & Bok, 1997) se onstruyo para
ada replia mediante una modiion de la funion est.blm del paquete irtoys para R
(Parthev, 2006). La forma general de la sintaxis fue la siguiente:
Trabajo de grado de maestra
Regresion Latente Modelo 3-PL
>COMMENTS
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Analisis de BILOG 3.11
Running Bilog from R - irtoys
>GLOBAL DFName = 'mymodel.dat',
NPArm = 3,
LOGisti
SAVE;
>SAVE PARm = 'mymodel.par', SCOre = 'mymodel.the',
COV = 'mymodel.ov';
>LENGTH NITems = (50);
>INPUT NTOtal = 50,
NALT = 5,
SAMple = 200,
NIDhar = 6;
(6A1,50A1)
>TEST TNAme = 'TEST';
>CALIB NQPt = 40,
CYCles = 3000,
NEWton = 10;
>SCORE MEthod = 1;
3. Parametros de los items generados para simulaion de modelamiento TRI-
3PL. Los parametros generados para la simulaion del proedimiento de modelamien-
to onjunto de la habilidad en modelos TRI-3PL se presentan en las tablas C1 a C3.
Puesto que las diultades simuladas fueron estandarizadas, la media y la desviaion
estandar de los parametros b en los tres asos son 0 y 1, respetivamente. Las medias
geometrias y desviaiones estandar geometrias de los parametros de disriminaion
fueron 1(0:199), 1:07(0:277) y 0:976(0:261), para las longitudes de 10, 30 y 50 items,
respetivamente. Las proporiones de items on parametro de pseudo-azar de 0:1
(i.e  =  2:197) fueron de 0:6, 0:5 y 0:46, para las longitudes de 10, 30 y 50 items,
respetivamente.
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Tabla C1. Parametros generados para las simulaiones on longitud de prueba I = 10

Item a b 
1 1.37  0.65  2.20
2 1.27  0.08  2.20
3 0.77  0.36  2.20
4 0.82 1.23  1.39
5 0.94 0.99  2.20
6 1.10 0.19  1.39
7 1.21  1.92  1.39
8 0.98  0.99  2.20
9 0.83 0.81  1.39
10 0.89 0.78  2.20
4. Reuperaion de los parametros en la simulaion La tabla C4 presenta el
promedio, la desviaion estandar, el error uadratio medio y la proporion de in-
lusion en los intervalos de onanza de los parametros de regresion para ada uno de
los modelos estimados, y la tabla C5 presenta el promedio y el error uadratio medio
de la varianza residual.
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Tabla C2. Parametros generados para las simulaiones on longitud de prueba I = 30

Item a b 

Item a b 

Item a b 
1 0.67  0.54  2.20 11 1.25 0.46  1.39 21 0.62 0.28  2.20
2 1.34  0.10  2.20 12 1.35 0.94  1.39 22 1.48  0.73  1.39
3 0.60 0.17  2.20 13 1.07  0.63  1.39 23 0.90 1.81  1.39
4 1.47  1.35  1.39 14 1.01  0.44  2.20 24 1.42  1.31  2.20
5 0.93 0.05  2.20 15 1.33 0.04  2.20 25 1.47 1.71  2.20
6 1.50  1.64  2.20 16 1.31 1.03  1.39 26 1.12  1.06  1.39
7 0.93 1.10  2.20 17 1.39  0.60  2.20 27 0.70 0.10  2.20
8 1.30  1.29  1.39 18 1.34  0.02  1.39 28 0.73  0.34  1.39
9 1.11  1.63  1.39 19 1.08 1.63  1.39 29 1.09  0.45  2.20
10 0.81 0.67  2.20 20 1.06 1.24  1.39 30 1.12 0.93  1.39
Tabla C3. Parametros generados para las simulaiones on longitud de prueba I = 50

Item a b 

Item a b 

Item a b 
1 0.75  0.88  2.20 18 0.81  0.60  2.20 35 0.86 1.22  1.39
2 1.01  0.24  1.39 19 1.47  1.49  1.39 36 0.79 0.29  2.20
3 1.36 1.34  1.39 20 0.74 1.18  1.39 37 1.45 0.72  2.20
4 1.26 0.19  1.39 21 0.73 0.48  1.39 38 1.00  1.24  2.20
5 1.21  0.73  1.39 22 0.99 0.76  1.39 39 1.44 0.40  1.39
6 0.97 1.53  1.39 23 0.68  0.04  1.39 40 1.18  0.60  2.20
7 0.65 1.35  1.39 24 0.73  0.70  1.39 41 0.85  1.13  1.39
8 0.77 0.12  2.20 25 0.92  0.50  1.39 42 0.99  0.69  1.39
9 0.76 0.32  2.20 26 0.84  1.12  1.39 43 1.39  1.38  1.39
10 0.82 1.53  2.20 27 0.89  1.51  2.20 44 1.40 1.56  2.20
11 1.47  0.12  1.39 28 1.31 1.54  1.39 45 1.09 1.22  1.39
12 0.74 0.38  2.20 29 1.26  1.04  2.20 46 1.02 1.22  1.39
13 0.71  1.21  2.20 30 0.65 0.36  1.39 47 1.03  0.76  2.20
14 1.03 0.23  2.20 31 1.33  1.52  2.20 48 1.40 0.60  2.20
15 1.39 0.92  2.20 32 1.04 1.06  1.39 49 0.90  1.43  2.20
16 1.14  0.15  2.20 33 0.66 0.65  2.20 50 0.61 0.57  1.39
17 0.88  1.25  2.20 34 1.07  1.44  1.39
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Tabla C4. Reuperaion de los parametros de regresion mediante los modelos estimados por
OLS (1, 2 y 6), los modelos de regresion latente (3 y 4) y de estimaion onjunta (5).

0

1

2
Modelo Longitud Muestra
^
 EE ECM p IC
^
 EE ECM p IC
^
 EE ECM p IC
1 10 200 0.58 0.23 0.05 0.95  2.45 0.44 1.01 0.50  0.34 0.10 0.03 0.70
400 0.59 0.17 0.03 1.00  2.50 0.30 1.11 0.15  0.34 0.07 0.03 0.35
600 0.57 0.14 0.02 0.95  2.52 0.24 1.11 0.00  0.33 0.06 0.02 0.35
800 0.60 0.13 0.02 0.90  2.59 0.21 1.24 0.00  0.34 0.05 0.02 0.10
30 200 0.51 0.11 0.02 0.85  1.74 0.22 0.10 0.85  0.23 0.05 0.00 0.90
400 0.53 0.09 0.01 0.95  1.80 0.16 0.10 0.55  0.23 0.04 0.00 0.95
600 0.56 0.07 0.01 0.90  1.73 0.12 0.06 0.50  0.25 0.03 0.00 0.70
800 0.56 0.07 0.01 0.85  1.75 0.11 0.08 0.45  0.24 0.03 0.00 0.70
50 200 0.56 0.10 0.01 0.95  1.66 0.19 0.07 0.80  0.24 0.04 0.00 0.85
400 0.53 0.07 0.00 1.00  1.60 0.13 0.02 0.95  0.22 0.03 0.00 1.00
600 0.55 0.06 0.01 0.85  1.61 0.10 0.02 0.90  0.23 0.03 0.00 0.85
800 0.52 0.05 0.00 0.95  1.66 0.09 0.03 0.65  0.22 0.02 0.00 0.75
2 10 200 0.09 0.24 0.22 0.70  2.55 0.46 1.24 0.45  0.35 0.10 0.03 0.65
400 0.05 0.18 0.23 0.25  2.59 0.32 1.30 0.10  0.35 0.07 0.03 0.40
600 0.05 0.15 0.23 0.20  2.61 0.25 1.30 0.00  0.35 0.06 0.03 0.30
800 0.12 0.13 0.16 0.15  2.72 0.22 1.52 0.00  0.35 0.06 0.03 0.15
30 200 0.29 0.12 0.07 0.65  1.77 0.24 0.12 0.85  0.23 0.05 0.00 0.90
400 0.34 0.10 0.04 0.60  1.89 0.17 0.17 0.35  0.24 0.04 0.00 0.85
600 0.38 0.08 0.02 0.65  1.84 0.14 0.13 0.25  0.27 0.04 0.01 0.55
800 0.35 0.07 0.03 0.45  1.89 0.12 0.17 0.15  0.26 0.03 0.00 0.45
50 200 0.40 0.11 0.01 0.95  1.69 0.21 0.10 0.80  0.24 0.05 0.00 0.85
400 0.37 0.08 0.02 0.60  1.66 0.14 0.05 0.85  0.23 0.03 0.00 0.80
600 0.39 0.07 0.02 0.65  1.69 0.11 0.04 0.70  0.24 0.03 0.00 0.70
800 0.37 0.06 0.02 0.40  1.78 0.10 0.09 0.25  0.24 0.03 0.00 0.65
3 10 200 0.54 0.15 0.03 0.85  1.45 0.22 0.04 1.00  0.20 0.05 0.00 0.85
400 0.53 0.10 0.01 0.95  1.47 0.15 0.04 0.90  0.20 0.04 0.00 0.95
600 0.52 0.08 0.01 0.90  1.48 0.12 0.02 0.90  0.20 0.03 0.00 0.90
800 0.53 0.07 0.01 0.85  1.51 0.11 0.01 0.90  0.20 0.03 0.00 0.95
30 200 0.50 0.08 0.01 0.75  1.51 0.12 0.03 0.90  0.19 0.03 0.00 0.85
400 0.51 0.06 0.01 0.85  1.53 0.09 0.01 0.90  0.19 0.02 0.00 0.75
600 0.53 0.05 0.00 0.85  1.48 0.07 0.01 0.90  0.21 0.02 0.00 0.85
800 0.52 0.04 0.00 0.90  1.50 0.06 0.01 0.70  0.20 0.01 0.00 0.85
50 200 0.61 0.07 0.02 0.60  1.54 0.10 0.04 0.65  0.22 0.02 0.00 0.65
400 0.55 0.05 0.01 0.50  1.49 0.07 0.01 0.85  0.20 0.02 0.00 0.95
600 0.54 0.04 0.01 0.60  1.49 0.06 0.01 0.85  0.21 0.01 0.00 0.70
800 0.54 0.03 0.00 0.65  1.54 0.05 0.01 0.80  0.20 0.01 0.00 0.75
4 10 200 0.38 0.12 0.04 0.60  1.32 0.20 0.08 0.80  0.18 0.04 0.00 0.85
400 0.35 0.08 0.03 0.60  1.36 0.14 0.07 0.70  0.18 0.03 0.00 0.90
600 0.34 0.07 0.04 0.45  1.36 0.11 0.05 0.60  0.18 0.03 0.00 0.80
800 0.38 0.06 0.02 0.50  1.43 0.10 0.03 0.70  0.19 0.02 0.00 0.90
30 200 0.34 0.07 0.05 0.40  1.35 0.11 0.06 0.65  0.17 0.02 0.00 0.60
400 0.35 0.05 0.03 0.20  1.44 0.08 0.02 0.80  0.18 0.02 0.00 0.75
600 0.39 0.04 0.02 0.45  1.42 0.07 0.01 0.80  0.20 0.02 0.00 0.90
800 0.37 0.04 0.02 0.15  1.44 0.06 0.01 0.55  0.20 0.01 0.00 0.90
50 200 0.44 0.06 0.01 0.65  1.45 0.09 0.04 0.55  0.21 0.02 0.00 0.65
400 0.40 0.04 0.02 0.40  1.44 0.07 0.02 0.60  0.19 0.02 0.00 0.85
600 0.43 0.04 0.01 0.50  1.47 0.06 0.01 0.80  0.21 0.01 0.00 0.70
800 0.40 0.03 0.01 0.25  1.54 0.05 0.01 0.75  0.20 0.01 0.00 0.75
5 10 200 0.27 0.05 0.14 0.25  1.54 0.16 0.37 0.25  0.19 0.02 0.01 0.50
400 0.38 0.08 0.18 0.00  1.82 0.16 0.37 0.00  0.27 0.04 0.01 0.20
600 0.33 0.08 0.06 0.60  1.91 0.13 0.32 0.40  0.23 0.03 0.00 0.60
800 0.37 0.07 0.03 0.50  1.82 0.11 0.29 0.50  0.24 0.03 0.01 0.50
30 200 0.36 0.03 0.03 0.40  1.28 0.06 0.32 0.40  0.16 0.01 0.01 0.00
400 0.47 0.04 0.04 0.20  1.56 0.07 0.10 0.20  0.20 0.02 0.00 0.20
600 0.29 0.04 0.06 0.00  1.59 0.06 0.03 0.80  0.22 0.02 0.00 0.40
800 0.39 0.04 0.03 0.60  1.64 0.06 0.07 0.60  0.21 0.02 0.00 0.80
50 200 0.55 0.03 0.03 0.25  1.24 0.04 0.16 0.20  0.23 0.01 0.01 0.50
400 0.32 0.02 0.06 0.33  1.26 0.05 0.48 0.00  0.15 0.01 0.01 1.00
600 0.45 0.03 0.01 0.60  1.48 0.05 0.02 0.60  0.22 0.01 0.00 0.20
800 0.36 0.03 0.03 0.40  1.53 0.05 0.13 0.40  0.20 0.01 0.00 0.60
6 10 200 0.50 0.07 0.00 0.95  1.49 0.14 0.02 0.95  0.20 0.03 0.00 0.95
400 0.49 0.05 0.00 1.00  1.50 0.10 0.01 1.00  0.19 0.02 0.00 0.95
600 0.50 0.04 0.00 0.85  1.52 0.08 0.00 1.00  0.20 0.02 0.00 0.90
800 0.51 0.04 0.00 1.00  1.50 0.07 0.00 0.95  0.20 0.02 0.00 1.00
30 200 0.50 0.07 0.01 0.85  1.50 0.14 0.03 0.90  0.20 0.03 0.00 0.85
400 0.50 0.05 0.00 0.95  1.52 0.10 0.01 1.00  0.20 0.02 0.00 0.95
600 0.50 0.04 0.00 1.00  1.48 0.08 0.01 0.95  0.20 0.02 0.00 1.00
800 0.50 0.04 0.00 1.00  1.49 0.07 0.01 0.95  0.20 0.02 0.00 1.00
50 200 0.54 0.07 0.00 1.00  1.51 0.14 0.01 1.00  0.22 0.03 0.00 0.90
400 0.51 0.05 0.00 0.95  1.48 0.10 0.01 1.00  0.20 0.02 0.00 0.95
600 0.53 0.05 0.00 0.95  1.49 0.08 0.00 1.00  0.21 0.02 0.00 1.00
800 0.51 0.04 0.00 1.00  1.52 0.07 0.01 0.95  0.20 0.02 0.00 0.95
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Tabla C5. Reuperaion de & mediante los modelos estimados por OLS (1, 2 y 6), los
modelos de regresion latente (3 y 4) y de estimaion onjunta (5).
&
Modelo Longitud Muestra &^ ECM
1 10 200 0.55 3.09
400 0.54 3.03
600 0.54 3.04
800 0.54 3.04
30 200  0.15 1.12
400  0.09 1.24
600  0.12 1.18
800  0.11 1.20
50 200  0.27 0.87
400  0.31 0.81
600  0.30 0.81
800  0.30 0.82
2 10 200 0.60 3.24
400 0.59 3.22
600 0.59 3.21
800 0.59 3.22
30 200  0.06 1.31
400  0.00 1.45
600  0.02 1.42
800 0.01 1.48
50 200  0.20 1.01
400  0.21 0.98
600  0.21 1.00
800  0.18 1.05
3 10 200  2.99 4.22
400  2.78 3.46
600  2.54 2.92
800  2.77 3.32
30 200  2.64 3.17
400  2.20 2.32
600  2.13 2.02
800  2.13 2.15
50 200  2.81 3.80
400  2.31 2.72
600  1.78 1.18
800  2.50 3.03
4 10 200  2.11 2.57
400  2.00 2.05
600  2.59 3.28
800  2.11 2.13
30 200  2.59 3.09
400  1.66 1.10
600  2.15 2.16
800  1.66 1.13
50 200  2.29 2.56
400  2.00 1.99
600  2.02 2.01
800  2.01 1.96
5 10 200  4.92 17.32
400  4.34 14.25
600  3.36 5.79
800  2.15 2.43
30 200  5.63 24.54
400  5.00 15.43
600  4.31 11.94
800  3.85 7.93
50 200  4.72 21.72
400  4.30 16.50
600  3.83 9.62
800  4.96 14.56
6 10 200  0.60 0.37
400  0.61 0.36
600  0.61 0.36
800  0.61 0.35
30 200  0.60 0.37
400  0.59 0.37
600  0.61 0.35
800  0.59 0.37
50 200  0.61 0.36
400  0.60 0.37
600  0.60 0.37
800  0.61 0.36
Apendie D
Elementos de la matriz hessiana - Modelamiento GRM
En esta seion se presentan los elementos de la matriz hessiana orrespondientes al
modelo propuesto para el modelamiento de la habilidad en modelos TRI-GRM. La varianza
se ha reparametrizado omo en el aso del modelamiento de la habilidad en modelos TRI-
3PL tomando su logaritmo (& = log ). El vetor de parametros se denota omo .
1. Esperanzas relaionadas on el gradiente. A ontinuaion se denen algunas
esperanzas relaionadas on el gradiente del modelamiento de la habilidad en onjunto
on los modelos TRI-GRM on el n de failitar la presentaion de los elementos de
la matriz hessiana. Las esperanzas se denen uniamente uando 1  s  m
i
y son
iguales a 0 uando s = 0 o s = m
i
+ 1.
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2. Esperanzas relaionadas on la hessiana. A ontinuaion se denen algunas
esperanzas relaionadas on las segundas derivadas pariales del modelamiento de la
habilidad en onjunto on los modelos TRI-GRM on el n de failitar la presentaion
de los elementos de la matriz hessiana. Las esperanzas se denen uniamente uando
1  s  m
i
y son iguales a 0 uando s = 0 o s = m
i
+ 1.
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3. Elementos de la matriz hessiana. Los elementos de la matriz hessiana para el
modelamiento de la habilidad onjunto on modelos TRI-GRM tienen la forma:
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A ontinuaion se presentan los elementos de la matriz hessiana diferentes de 0:
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Apendie E
Reuperaion de parametros modelamiento GRM
En esta seion se presenta informaion omplementaria sobre las simulaiones y la
reuperaion de los parametros originales para el modelamiento GRM.
1. Parametros de los items generados para simulaion de modelamiento GRM.
Los parametros generados para la simulaion del proedimiento de modelamiento de
la habilidad en los GRM se presentan en la tabla E1.
Tabla E1. Parametros generados para las simulaiones on longitud de prueba I = 30

Item a b
i(1)
b
i(2)
b
i(3)

Item a b
i(1)
b
i(2)
b
i(3)

Item a b
i(1)
b
i(2)
b
i(3)
1 1.00 0.00 1.00 1.41 11 1.08  0.77  0.45 0.75 21 1.04  0.08 0.29 1.41
2 1.04  0.44 0.08 0.75 12 1.47  0.90 0.41 1.57 22 1.07  1.83  1.02 0.10
3 1.44  1.48  0.72 0.15 13 1.05  0.51 0.80 2.26 23 1.15  1.13  0.45 0.66
4 1.25  0.88 0.40 1.53 14 1.41  1.49  0.30 0.85 24 1.48  1.39  0.03 0.59
5 1.28  1.94  1.50  0.16 15 0.85  0.56 0.66 1.63 25 0.92  1.59  0.34 0.62
6 1.34  0.00 0.36 1.48 16 0.88  0.51 0.83 1.65 26 0.81  0.57 0.56 1.50
7 1.24  0.87 0.17 0.59 17 0.86  0.36 0.94 2.23 27 1.29  0.52 0.63 1.73
8 1.26  0.23 0.98 1.76 18 0.99  0.81 0.10 1.49 28 1.04  1.37  0.48 0.62
9 1.32  0.79  0.22 0.96 19 0.73  0.47  0.04 0.60 29 1.44  1.57  0.14 0.30
10 0.90  1.10 0.17 0.46 20 1.22  0.82  0.44 0.99 30 1.11  1.47  0.38 0.51
2. Reuperaion de los parametros en la simulaion La tabla E2 presenta las
medias de las estimaiones, de los errores estandar y del ECM, y la proporion de
inlusion de los parametros de regresion, obtenidas en ada ondiion y por ada
modelo ajustado.
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Tabla E2. Reuperaion de los parametros mediante los modelos estimados por OLS (3),
los modelos de regresion latente (2) y de estimaion onjunta (1).
Modelo
1 2 3
Muestra: 200 800 200 800 200 800

1
0.49 0.50 0.48 0.52 0.53 0.50
^
 
2
-1.53 -1.59 -1.54 -1.53 -1.55 -1.49

3
-0.21 -0.21 -0.21 -0.20 -0.21 -0.20

1
0.20 0.10 0.09 0.04 0.08 0.04
EE(
^
) 
2
0.36 0.18 0.15 0.08 0.14 0.07

3
0.06 0.03 0.04 0.02 0.03 0.02
Proporion 
1
1.00 1.00 0.45 0.75 0.90 0.95
de inlusion 
2
1.00 1.00 0.50 0.65 0.95 0.95

3
1.00 1.00 0.90 0.90 0.85 0.95

1
0.04 0.01 0.05 0.01 0.01 0.00
ECM 
2
0.11 0.03 0.14 0.03 0.02 0.01

3
0.003 0.001 0.003 0.001 0.001 0.0003
^
2
0.31 0.34 0.35 0.37 0.30 0.30
ECM 0.02 0.005 0.03 0.01 0.001 0.0002
