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ABSTRACT
The Galois group of a Schubert problem encodes some structure of its set of solutions.
Galois groups are known for a few infinite families and some special problems, but what
permutation groups may appear as a Galois group of a Schubert problem is still unknown.
We expand the list of Schubert problems with known Galois groups by fully exploring
the Schubert problems on Gr(4, 9), the smallest Grassmannian for which they are not
currently known. We also discover sets of Schubert conditions for any sufficiently large
Grassmannian that imply the Galois group of a Schubert problem is much smaller than the
full symmetric group.
These results are attained by combining computational exploration with geometric ar-
guments. We use a technique initially described by Vakil to filter out many problems
whose Galois group contains the alternating group. We then implement a more compu-
tationally intensive algorithm that collects data about the Galois groups of the remaining
problems. For each of these, we either gather enough data about elements in the Galois
group to determine that it must be the full symmetric group, or we find structure in the
set of solutions that restricts the Galois group. Combining the restrictions imposed by the
structure of the solutions with the data gathered about the group through the algorithm, we
are able to determine the Galois group of these problems as well.
ii
DEDICATION
Mom, thank you for always believing in me and all that you have sacrificed to give me
the opportunity to succeed.
Hien, thank you for always being at my side and supporting me through all of life’s trials.
iii
ACKNOWLEDGMENTS
I would like to thank Frank Sottile for all of his patience and guidance.
iv
CONTRIBUTORS AND FUNDING SOURCES
Contributors
This work was supported by a dissertation committee consisting of Professors Frank
Sottile, advisor, Laura Matusevich and Maurice Rojas of the Department of Mathematics
and Professor John Keyser of the Department of Computer Science and Engineering.
The list of all problems to be analyzed was compiled by Professor Frank Sottile. The
algorithm described at the end of Chapter 2 was implemented by Christopher Brooks and
Professor Frank Sottile. The algorithm described in Chapter 3 was implemented with
the assistance of a software library developed by the student and Professors Luis Garcia-
Puente, James Ruffo, and Frank Sottile.
All other work conducted for the dissertation was completed by the student indepen-
dently.
Funding Sources
Graduate study was supported by a fellowship from Texas A&M University and grant
DMS-1501370 from the National Science Foundation.
v
TABLE OF CONTENTS
Page
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
CONTRIBUTORS AND FUNDING SOURCES . . . . . . . . . . . . . . . . . . v
TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Galois Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Schubert Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3. EXPLORATION OF GALOIS GROUPS . . . . . . . . . . . . . . . . . . . . . 21
3.1 Algorithmic sampling of the Galois group . . . . . . . . . . . . . . . . . 21
3.2 Finding the Galois group via auxiliary problems . . . . . . . . . . . . . . 23
4. ELEVEN TYPES OF SCHUBERT PROBLEMS . . . . . . . . . . . . . . . . 34
4.1 Type one . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Type two . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Type three . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.4 Type four . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 Type five . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.6 Type six . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.7 Type seven . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.8 Type eight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.9 Type nine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
vi
4.10 Type ten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.11 Type eleven . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5. CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
vii
LIST OF FIGURES
FIGURE Page
1.1 The problem of four lines. . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1 The Young diagram for (2, 2, 1, 0) overlaid on the labeled block for Gr(4, 9). 13
2.2 The Young diagrams for (3, 3, 1, 0) (blue) and (4, 2, 2, 0) (red) placed in
opposite corners of the labeled block for Gr(4, 9). . . . . . . . . . . . . . 17
2.3 The problem of four lines with a marked point. . . . . . . . . . . . . . . 19
3.1 The action ofD4 on the vertices of the square preserves the red-blue partition. 25
3.2 The conditions required by the relation in Theorem 3.8. . . . . . . . . . . 26
3.3 The conditions required by the relation in Theorem 3.9. . . . . . . . . . . 27
3.4 The conditions required by the relation in Theorem 3.10. . . . . . . . . . 29
4.1 Problems of type one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.2 Problems of type two. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.3 Problems of type four. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.4 Problems of type seven. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.5 Problems of type eight. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.6 Problems of type nine. . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.7 Problems of type ten. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.8 Problems of type eleven. . . . . . . . . . . . . . . . . . . . . . . . . . . 39
viii
LIST OF TABLES
TABLE Page
4.1 Example of Algorithm 3.1 output when the Galois group is S2 ≀ S2. . . . . 34
4.2 Example of Algorithm 3.1 output when the Galois group is S3 ≀ S2. . . . . 37
4.3 Example of Algorithm 3.1 output when the Galois group is S2 ≀ S3. . . . . 37
4.4 Example of Algorithm 3.1 output when the Galois group is S5 ≀ S2. . . . . 40
ix
1. INTRODUCTION
Galois groups were first considered in enumerative geometry by Jordan in 1870 [15].
He studied several classical problems and identified structure that prevented their Galois
groups from being the full symmetric group. One structure that Jordan studied comes
from the Cayley-Salmon Theorem [3, 23] which states that a smooth cubic surface in P3
contains 27 lines. In [15], Jordan showed that the incidence structure of the 27 lines forced
the Galois group of this problem to be a subgroup of E6.
This area was revived when Harris studied algebraic Galois groups as geometric mon-
odromy groups [11], an equivalence that was first discovered by Hermite in 1851 [12].
Harris showed that many problems have the full symmetric group as their Galois group,
such as the set of lines that lie on a general hypersurface in Pn of degree 2n− 3 for n ≥ 4.
In the case of the lines of a cubic surface in P3, Harris showed that the monodromy group
is in fact E6 [11].
We further explore Galois groups in enumerative geometry by focusing on the Schu-
bert calculus, which is the study of linear subspaces that satisfy prescribed incidence con-
ditions with respect to other general linear subspaces [18]. The structure of these problems
makes them ideal for exploring Galois groups as they are readily modeled on a computer.
Typically, the first problem one sees in the Schubert calculus is the problem of four lines:
Example 1.1. How many lines in P3 meet four lines in general position?
We will reference Figure 1.1 in solving this problem. A hyperboloid in P3 is uniquely
determined by its ten coefficients up to scale for a total of nine degrees of freedom. Re-
stricting a quadratic to a line gives three linear conditions. Thus, given three lines in
general position, such as the green, blue, and red lines in Figure 1.1, there exists a unique
hyperboloid such that each line lies on its surface. In fact, the hyperboloid is a doubly-
ruled surface, and these three lines lie in one ruling. Therefore, the lines that meet these
three lines lie in the other ruling of the hyperboloid. The fourth line will intersect the
hyperboloid at two points. The black line in Figure 1.1 is an instance of such a line. Thus,
the lines that meet all four are the lines in the other ruling of the hyperboloid that meet
the fourth line at one of these two intersection points. These are the magenta lines in the
Figure 1.1.
Techniques to study these problems come from many branches of mathematics. On
Grassmannians, some structure of the Schubert calculus is reflected in the product structure
of the cohomology ring [8]. This observation leads to some of the standard notation for
the cohomology ring to be adopted for our study. Additionally, combinatorial techniques
are useful in both enumerating the number of solutions to a problem and gaining some
information about the Galois group [25]. These techniques have been implemented using
symbolic computational methods. Computational approaches to these problems have also
expanded to using numerical methods to study their Galois groups [20].
Several advances have been made in classifying the Galois groups that arise in the
Schubert calculus of Grassmannians. In [20], Leykin and Sottile use numerical methods
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Figure 1.1: The problem of four lines.
to determine that the Galois group of several simple Schubert problems is the full symmet-
ric group. A simple Schubert problem is one in which all except possibly two conditions
impose only a one dimensional restriction. Vakil gave combinatorial criteria for determin-
ing when the Galois group contains the alternating group [25], in which case we say the
group is at least alternating. He also showed that Schubert problems in the Grassmannian
of 2-planes in m-space, Gr(2, m), for m ≤ 16 and Schubert problems in Gr(3, m) for
m ≤ 9 have an at least alternating Galois group [26]. Brooks, Martín del Campo, and Sot-
tile expanded this work by showing that any Schubert problem in Gr(2, m) has an at least
alternating Galois group [1]. Additionally, Sottile and White showed that any Schubert
problem in Gr(3, m) and any Schubert problem in Gr(k,m) only involving conditions of
the form “the k-plane meets an ℓ-plane nontrivially with k + ℓ ≤ m” is doubly transitive
[24].
However, it is important to note that Galois groups of Schubert problems need not be
at least alternating. The first example of such a problem is given in [26] and credited to
Derksen. In [24], it is found that exactly fourteen Schubert problems in Gr(4, 8) have a
Galois group that does not contain the alternating group. We will continue this explo-
ration in Chapter 3 by showing that exactly 148 Schubert problems in Gr(4, 9) have a
Galois group that is not at least alternating. Moreover, we will give some combinatorial
conditions which imply that Schubert problems have similar geometric structure restrict-
ing their Galois groups and use this structure to organize the 148 problems into eleven
different types.
2
2. BACKGROUND
We give an introduction to Schubert calculus focusing on Schubert problems on Grass-
mannians. We also introduce the Galois group of a Schubert problem and explain both
Vakil’s criterion, which implies a Galois group contains the alternating group [26], and the
method of sampling from the Galois group via Frobenius elements as outlined in [7]. We
assume the reader is familiar with the standard ideal-variety correspondence [5].
In Section 2.1, we will cover the algebra that will be used to compute solutions to
instances of Schubert problems. In Section 2.2, we will cover the essential number theory
and group theory we will use in our sampling algorithm. Section 2.3 will introduce the
Schubert calculus on the Grassmannian.
2.1 Algebra
We begin by introducing the algebraic ideas behind the algorithm we used following
[4, 5]. Choosing local coordinates, we can model instances of Schubert problems with
polynomials and calculate their solution sets. Our first step is to develop a method of
finding generators for the ideal defined by our Schubert problem that will be useful for
large-scale computations.
By taking the indeterminate vector x := (x1, x2, . . . , xm) and exponent vector α :=
(α1, α2, . . . , αm), we may write monomials as xα = x
α1
1 x
α2
2 · · ·x
αs
s . A monomial order
on C[x] is a well-ordering of monomials such that 1 is minimal and if xα ≺ xβ, then
xαxγ ≺ xβxγ . An example of a monomial ordering is the lexicographic order in which
xα ≺ xβ if the last nonzero entry of β − α is positive. For instance,
x1 ≺ x
3
1 ≺ x2 ≺ x1x2 ≺ x
12
1 x2 ≺ x
2
2.
For f ∈ C[x], we define the initial term of f , in≺ f , to be the maximal term of f with
respect to≺. For example, if f = 2x1x42+4x
2
1x3−3x2, then under the lexicographic term
order in≺ f = 4x21x3. Extending this notion, we define for any ideal I ⊂ C[x], the initial
ideal of I , in≺ I := 〈in≺ f | f ∈ I〉.
Definition 2.1. We call B = {b1, b2, . . . , bt} ⊂ I a Gröbner basis of I with respect to the
monomial ordering≺ if 〈in≺ b1, in≺ b2, . . . , in≺ bt〉 = in≺ I . A Gröbner basisB is reduced
if given any bi, bj ∈ B with i 6= j, in≺ bi does not divide any term of bj .
Lemma 2.2. If B is a Gröbner basis of I , then B is a generating set of I .
Proof. Let I be an ideal and B = {b1, . . . , bt} be a Gröbner basis of I with respect to the
monomial order ≺. By construction, bi ∈ I for all i, thus we have 〈b1, . . . , bt〉 ⊆ I .
To obtain the other inclusion, we assume I * 〈b1, . . . , bt〉 and derive a contradiction.
Let f ∈ I \ 〈b1, . . . , bt〉 be such that in≺ f is minimal among all f ∈ I \ 〈b1, . . . , bt〉. Since
f ∈ I and B is a Gröbner basis of I , we must have in≺ f ∈ in≺〈b1, . . . , bt〉. Therefore,
there exists some g ∈ 〈b1, . . . , bt〉 such that in≺ f = in≺ g. Since g ∈ 〈b1, . . . , bt〉 ⊂ I ,
f ∈ I , and f /∈ 〈b1, . . . , bt〉, we have f − g ∈ I and f − g /∈ 〈b1, . . . , bt〉. Moreover, by
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construction in≺(f−g) ≺ in≺ f . However, this contradicts the minimality of in≺ f . Thus,
B must be a generating set of I .
Gröbner bases are very powerful computational tools. In particular, if one has a zero-
dimensional variety, then one may obtain a system of polynomials that are useful in de-
termining the points of the variety. When V (I) is zero-dimensional, we say that I is
a zero-dimensional ideal. Then the following result shows us how we can use Gröbner
bases to determine the points of V (I).
Theorem 2.3 (The Shape Lemma [9]). Let I ⊂ C[x] be a zero-dimensional ideal such
that |V (I)| = d. Suppose there exists a square-free g1 ∈ C[x1] such that deg(g1) = d and
g1 ∈ I . Then the x1-coordinates of the points of V (I) are distinct, there exists g2, . . . , gm ∈
C[x1] with deg(g2), . . . , deg(gm) < d such that {g1, x2 − g2, x3 − g3, . . . , xm − gm} is a
Gröbner basis for I with respect to a lexicographic order, and C[x]/I ∼= C[x1]/〈g1〉.
The polynomial g1 in Theorem 2.3 is an example of an eliminant of I; that is, it is
a minimal degree univariate polynomial g(x1) ∈ I . Clearly, g(x1) vanishes at the x1-
coordinates of the points in V (I). On the other hand, the univariate polynomial that van-
ishes only on the x1-coordinates of the points in V (I) is in I and, by definition of the
eliminant, must have degree no smaller than that of an eliminant. Thus, we see the roots
of an eliminant are the x1-coordinates of the points in V (I).
We will now show one way to find an eliminant of a given ideal. For an ideal I ⊂ C[x]
satisfying the hypotheses of Theorem 2.3, we consider V = C[x]/I as a C-vector space
and define the “multiplication by xi” map mxi : V → V . Since V is a finite-dimensional
vector space, we can choose and order a basis of V to write mxi as a square matrix. The
characteristic polynomial of this map may then be computed by det(mxi − tIr) where
mxi is an r × r matrix and Ir is the r × r identity matrix. The roots of the characteristic
polynomial are the eigenvalues of the map.
Theorem 2.4 (Corollary 4.6 from Chapter 2 of [4]). Let I ⊂ C[x] be zero-dimensional and
V = C[x]/I . Then the eigenvalues of the multiplication operator mxi on V coincide with
the xi-coordinates of the points of V (I).
We provide a proof of Theorem 2.4 similar to the proof of a more general result pro-
vided in [4].
Proof. Without loss of generality, we assume i = 1. We begin by showing that eigen-
values of mx1 are x1-coordinates of V (I). Let λ be an eigenvalue of mx1 and v 6= 0
a corresponding eigenvector such that (x1 − λ)v = 0. Assume for contradiction that λ
is not an x1 coordinate of any point of {p1, . . . , pn} = V (I). Let g = x1 − λ. Then
g(pi) 6= 0, thus there exists a polynomial h such that g(pi)h(pi) = 1 for all i. We now
have 1 − gh ∈ I(V (I)), and thus (1 − gh)ℓ ∈ I for some ℓ ≥ 1. Expanding this expres-
sion, we find 1− gh¯ ∈ I for some h¯ ∈ C[x]. Thus, g is invertible in V . However, gv = 0
in V with v 6= 0, which contradicts the conclusion that g is a unit. Thus, λ must be an
x1-coordinate of a point in V (I).
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We now show that the x1-coordinates of the points in V (I) are eigenvalues of mx1 .
First, we construct a polynomial, h, that divides the characteristic polynomial and vanishes
on V (I). Since V is a finite-dimensional, {1, x, x2, . . . } is a linearly dependent set in V .
Let h =
∑q
i=0 ciy
i ∈ C[y] be the minimal degree monic polynomial such that h(mx1) = 0
in V . Since the set of all polynomials in C[y] that vanish at mx1 is an ideal, all ideals in
C[y] are principal, and h was chosen as a minimal such element, we must have that all
polynomials in C[y] that vanish at mx1 are divisible by h. In particular, the characteristic
polynomial of mx1 is divisible by h. Moreover, by the definition of V , h(mx1) = 0
is equivalent to h(x1) ∈ I . Therefore h vanishes on V (I). Hence, the characteristic
polynomial ofmx1 vanishes on V (I) as well.
We will need one more result on ideals for the theoretical aspects for our algorithm.
In particular, we want to be able to find an element that is equivalent to several other
elements modulo respective ideals. As long as the ideals involved, say I1 and I2, have
elements r1 ∈ I1 and r2 ∈ I2 such that r1 + r2 = 1, then we can use this equation to find
the desired elements.
Theorem 2.5 (Chinese Remainder Theorem). Let R be a ring and I1, . . . , Is ideals of R
such that Ii+ Ij = R when i 6= j. Given elements r1, . . . , rs ∈ R, there exists r ∈ R such
that r ≡ ri mod Ii for all i.
Proof. LetR and I1, . . . , Is be as above. We first prove the theorem for s = 2. In this case,
we desire an r ∈ R such that r ≡ r1 mod I1 and r ≡ r2 mod I2. Since I1 + I2 = R,
there exists a1 ∈ I1 and a2 ∈ I2 such that 1 = a1 + a2. Let r = r2a1 + r1a2. Since a1 ≡ 0
mod I1 and a2 ≡ 1 mod I1, we see that r ≡ r1 mod I1. Similarly, r ≡ r2 mod I2.
We now consider the general case. Since Ii + Ij = R for all i 6= j, we may find
elements a1, . . . , as, where ai ∈ Ii such that a1 + ai = 1 for all i > 1. Therefore,∏s
i=2(a1 + ai) = 1, which gives us I1 +
∏s
i=2 Ii = R. Thus, by the above argument,
we may find r̂1 ∈ R such that r̂1 ≡ 1 mod I1 and r̂1 ≡ 0 mod
∏s
i=2 Ii. Similarly, for
j = 2, 3, . . . , s, we may find r̂j such that r̂j ≡ 1 mod Ij and r̂j ≡ 0 mod
∏
i 6=j Ii. Thus,
if we set r = r1r̂1 + · · ·+ rsr̂s, we get r ≡ ri mod Ii for all i.
2.2 Galois Theory
We will now define what a Galois group is and develop the theory we used to sample
from the Galois group of our Schubert problems following [13, 19]. Galois groups were
classically studied in the context of field extensions. A fieldK is an extension of F if F is
a subfield of K. The degree of the extension K/F is the dimension of K as an F -vector
space. The structure ofK as a field extension of F is encoded by the structure of the field
automorphisms ofK that are also F -module homomorphisms, called F -automorphisms.
Definition 2.6. The group of all F -automorphisms of K is called the Galois group of K
over F, denotedGal(K/F ). Moreover, the extensionK/F is Galois if for any u ∈ K−F ,
there exists some σ ∈ Gal(K/F ) such that σ(u) 6= u.
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For any subgroup G < Gal(K/F ), {k ∈ K | σ(k) = k for all σ ∈ G} is a field. This
is called the fixed field of G inK. The Galois groups we will be looking at will be of field
extensions with some structure. An element u ∈ K is called algebraic over F if there
exists a polynomial f ∈ F [x] such that f(u) = 0. If every element of K is algebraic over
F , then we say that K is an algebraic extension of F . For an algebraic element u ∈ K,
we say that u is separable if the irreducible polynomial in F [x] that vanishes at u may be
factored into linear factors inK[x] and all of its roots are simple roots. If every element of
K is separable over F , then we say that K is a separable extension over F .
Theorem 2.7 (Primitive Element Theorem [13]). Let K/F be a finite degree separable
extension. Then K = F (α) for some α ∈ K.
We will want to take advantage of this property when dealing with the fields Q and C.
As we will now show, all field extensions of these fields are separable.
Lemma 2.8 (part (iii) of Theorem III.6.10 in [13]). Suppose F is a field, f ∈ F [x] is
irreducible, and K contains a root of f . Then f has no multiple roots in K if and only if
f ′ 6= 0.
Theorem 2.9 (Noted in a remark on page 261 of [13]). Every algebraic extension of a field
of characteristic 0 is separable.
Proof. Let F be a field of characteristic 0 and f ∈ F [x] be an irreducible polynomial of
degree d > 0. Then we have deg(f ′) = d− 1. Since F is of characteristic 0, the elements
1, 2, . . . , d are all distinct in F . If f ′ vanishes at all of these elements, then (x− a) would
be a linear factor of f ′ for a = 1, 2, . . . , d. However, deg(f ′) = d− 1, so it cannot have d
linear factors. Thus, f ′ does not vanish at one of 1, 2, . . . , d. Since f ′ 6= 0, any extension
of F must be separable by Lemma 2.8.
We will find it useful to studyGal(K/F ) by looking at special subgroups of the Galois
group. Given a ring A contained in the field F , we say that k ∈ F is integral over A if
there exists a monic polynomial f(x) ∈ A[x] such that f(k) = 0. Furthermore, if we have
two rings A ⊂ B, we say that B is integral over A if every element of B is integral over
A. If the ring A ⊂ F contains every element of F that is integral over A, we say that A is
integrally closed in F .
Assume K/F a finite extension, and let A be the smallest integrally closed ring in
F containing Z. Let a ⊂ A and b ⊂ B be prime ideals. We say that b lies above a if
b∩A = a. In this case, we have the following commutative diagram where the horizontal
maps are the canonical homomorphisms and the vertical maps are inclusions.
B B/b
A A/a
(2.1)
Moreover, we may show that such a structure always exists. Before we do so, however,
we will need to take a brief detour into the structure of rings and modules.
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When B is integral over A, then A[b1, . . . , bq] for bi ∈ B is a finitely-generated A-
module. To see this, we note that since bi is integral over A, it satisfies a relation of the
form btii +ai,ti−1b
ti−1+· · ·+ai,0 = 0 for some ai,j ∈ A. Thus, any element ofA[b1, . . . , bq]
may be rewritten as
∑
aαb
α where bα = (bα11 , . . . , b
αq
q ) and αi < ti. We will soon find it
useful to apply the following in this setting.
Theorem 2.10 (Nakayama’s Lemma). Let A be a ring, I an ideal contained in all maximal
ideals of A, andM a finitely generated A-module. If IM = M , thenM = 0.
Proof. Let A, I, andM be as above, and assume for contradiction that IM = M 6= 0.
Since M 6= 0 is finitely generated, there exists a minimal nonempty set {m1, . . . , ms}
that generates M as an A-module. Since IM = M , there exists an expression ms =
a1m1 + · · ·+ asms for some ai ∈ I . Hence, (1− as)ms = a1m1 + · · ·+ as−1ms−1.
Since I is contained in every maximal ideal of A, as is an element of every maximal
ideal of A. Therefore, 1 − as is in no maximal ideal of A and must be a unit. Let a =
(1− as)
−1. Thenms = aa1m1 + · · ·+ aas−1ms−1. Thus,M may be generated by a set of
size s− 1, a contradiction.
For rings, we will need to consider localization. Let A be a commutative ring and S a
subset of A that is closed under multiplication such that 1 ∈ S and 0 /∈ S. Then we define
the ring
S−1A =
{a
s
∣∣∣ a ∈ A, s ∈ S}/ ∼
where a1
s1
∼ a2
s2
if there exists some s ∈ S such that s(a1s2 − a2s1) = 0. In this ring, addi-
tion and multiplication are defined the same way as the operations are when consideringQ
as (Z− {0})−1Z. When S = A− P for some prime ideal P ⊂ A, we write S−1A = AP .
We call this the ring A localized at P . When a ring has a unique maximal ideal, we say it
is a local ring.
Theorem 2.11. If A is a commutative ring and P is a prime ideal of A, then AP is a local
ring.
Proof. Let mP denote the ideal generated by the image of P under the inclusion map
A→ AP . We first show 1AP =
1
1
/∈ mP . Assume for contradiction that 1AP ∈ mP . Then
there exist a1
s1
, . . . , aq
sq
∈ AP and p1, . . . , pq ∈ P such that
1
1
=
a1
s1
·
p1
1
+ · · ·+
aq
sq
·
pq
1
=
∑q
i=1
(
aipi
∏
j 6=i sj
)
s1 · · · sq
Let p =
∑q
i=1
(
aipi
∏
j 6=i sj
)
∈ P . Since 1
1
= p
s1···s1
, there exists some s ∈ S such that
s(p − s1 · · · sq) = 0. Thus, ss1s2 · · · sq = sp ∈ P . However, since S is a multiplicative
set, ss1s2 · · · sq ∈ S = A− P , a contradiction.
We have now shown that mP is a proper ideal of AP . We complete the proof by
showing that any other ideal of AP is either contained in mP or is all of AP . Let I be an
ideal of AP and as ∈ I such that
a
s
/∈ mP . Since as /∈ mP , we must have a ∈ A − P . In
this case, however, we see that s
a
∈ AP . Since as ·
s
a
= as
sa
= 1
1
, we find I = AP .
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We now turn our attention back to Diagram 2.1. To show such a structure always
exists, we will need to explore the relation between the local ring Aa and the ring Ba :=
(A− a)−1B. For a more thorough treatment of the following results, see [19].
Lemma 2.12. Let A ⊂ B be rings with B integral over A with no zero divisors and let a
be an ideal of A. Then Ba is integral over Aa.
Proof. Let b
a
∈ Ba where b ∈ B and a ∈ A − a. Since B is integral over A, there exists
a relation bℓ + aℓ−1bℓ−1 + · · · + a0 = 0 for some ai ∈ A and some positive integer ℓ.
Multiplying both sides of the equation by 1
aℓ
yields
(
b
a
)ℓ
+
aℓ−1
a
(
b
a
)ℓ−1
+ · · ·+
a0
aℓ
= 0.
Thus, b
a
is integral over Aa. Since any element of Ba may be written in this form, Ba is
integral over Aa.
Theorem 2.13. Let A be a ring, a a prime ideal, and B ⊃ A a ring integral over A. Then
aB 6= B, and there exists a prime ideal b of B lying above a.
Proof. We first prove aB 6= B by contradiction. Suppose that aB = B. Then there exists
a finite linear combination 1 = a1b1 + · · · + aℓbℓ for some ai ∈ a and bi ∈ B. We let
B0 := A[b1, . . . , bℓ]. Then, by construction, we must have aB0 = B0. Moreover, since
the bi are integral over A, B0 is a finitely generated A-module. Thus, by Theorem 2.10,
B0 = 0, a contradiction.
We now turn our attention to the the existence of a prime ideal in B lying above a. For
this, we will make use of the following commutative diagram:
B Bb
A Aa
(2.2)
Let ma denote the maximal ideal of Aa. Since maBa = aAaBa = aAaB = aBa and Ba
is integral over Aa, by the above argument we have maBa 6= Ba. Hence, there exists a
maximal ideal of Ba containing maBa, say mB . Moreover, we immediately see ma ⊂
mB ∩ Aa. Sincema is maximal, this inclusion must be an equality.
Let b = mB ∩ B. Since mB is maximal in Ba, b must be prime in B. Moreover,
ma ∩A = a. Thus, by following (2.2), we find that we must have b ∩ A = a.
The existence of primes lying above an arbitrary prime in the base ring is useful, as
it allows us to examine elements of the Galois group that respect the local structure of
these primes. For our extensionK/F , where Q ⊂ F , we let OK and OF denote the rings
of all elements integral over Q in K and F , respectively. Let P ⊂ OK be a prime ideal
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lying above the prime p ⊂ OF . We define the decomposition group of Gal(K/F ) at P as
DP := {σ ∈ Gal(K/F ) | σ(P ) = P}.
Since the decomposition group is a subgroup of the Galois group, we can gain use-
ful information studying the different decomposition groups. This method turns out to be
computationally advantageous, as we can study field extensions of Q while limiting the
size of coefficients that appear in our equations by working over the finite field of p ele-
ments, Fp. For this approach, we only need to choose a prime p that does not divide the
discriminant of f , ∆f :=
∏
si<sj
(si − sj)
2, where the si are the roots of f .
Theorem 2.14 (Dedekind’s Theorem [14]). Consider the monic polynomial f ∈ Z[x],
irreducible over Q, with splitting field K = Q(α1, . . . , αn) where f = (x − α1) · · · (x −
αn). For a prime p that does not divide ∆f , let f be the reduction of f modulo p and
P be a prime ideal of Z[α1, . . . , αn] over 〈p〉. Then there exists a unique element σP ∈
G = Gal(K/Q), called the Frobenius element, such that σP (z) ≡ zp mod P for every
z ∈ Z[α1, . . . , αn]. Moreover, if f = g1 · · · gs with gi irreducible over Fp, then σP , when
viewed as a permutation of the roots of f , has a cycle decomposition σ1 · · ·σs with σi of
length deg(gi).
The following proof is originally due to John Tate. It can be found in Section 4.16 of
[14], and is reproduced here for the sake of completeness.
Proof. We begin by noting that the roots of f are simple, since otherwise there would be
two roots, αi and αj such that αi ≡ αj mod p which would imply that p divides ∆f .
Thus, the fieldKp = Fp[α1, . . . , αn] is a splitting field for f where z is the residue class of
z modulo P . The group Gp = Gal(Kp/Fp) is cyclic and generated by the automorphism
z 7→ zp. Let DP be the decomposition group of G at P . Every automorphism σ ∈ DP
induces an automorphism σ ∈ Gp where σ(z) = σ(z). The homomorphism φ : DP → Gp
given by σ 7→ σ is injective.
We now show that it is surjective by showing that the fixed field of φ(DP ) is Fp. Let
a ∈ Z[α1, . . . , αn]. By Theorem 2.5, there is an element z ∈ Z[α1, . . . , αn] such that z ≡ a
mod P and z ≡ 0 mod σ−1(P ) for all σ ∈ G, σ /∈ DP . Therefore, if we define g :=∏
σ∈G(x−σ(z)) ∈ Z[x], we find the reduction of g modulo p is g = x
ℓ
∏
σ∈DP
(x−σ(z)).
Thus, all conjugates of z are of the form σ(z). Therefore, the fixed field of φ(DP ) is Fp.
Let σP ∈ DP be the unique element such that σP (z) ≡ zp. Then σP is the unique
element ofG such that σP (z) ≡ xp for every z ∈ Z[α1, . . . , αn]. Since the homomorphism
z 7→ z maps the roots of f bijectively onto the roots of f , we see that DP and Gp are
isomorphic. The cycle decomposition of σ is determined by the orbits of the action of
Gp on the roots of f and this group acts transitively on the roots of each polynomial gi,
therefore the cycle decomposition of σP is σ1 · · ·σs where σi has length deg(gi).
Our goal is to find the Galois group for families of geometric problems. In practice,
we want to specialize the family of problems to specific instances by plugging in values
for some parameters, then applying Theorem 2.14 to this case. While working over Q,
we find that this is a useful method to sample different subgroups of the desired group.
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This property was first discovered by Hilbert. The interested reader may consult [27] for
a modern look at Hilbert’s method of proving this and its wider impact on mathematics.
Theorem 2.15 (Hilbert’s Irreducibility Theorem). If f(x1, . . . , xm, t1, . . . , tq) is irreducible
in Z[x1, . . . , xm, t1, . . . , tq], then there are infinitely many integers α1, . . . , αr such that
f(x1, . . . , xm, α1, . . . , αq) is irreducible in Z[x1, . . . , xm].
Of course, using these methods is still only sampling from subgroups of the desired
group. However, if we are able to determine that certain cycle types are present in the
group, then we are able to narrow down the list of possible candidates for our Galois
group. In particular, discovering relatively few elements present in the Galois group may
be enough to determine if the group is actually the full symmetric group.
To see this, we will first present a theorem of Jordan where he presents a condition that
determines when a subgroup of Sn contains the alternating group, in which case we say
the group is at least alternating. Since we will be considering groups that can be thought
of as permutation groups of n elements, we will use the notation [n] := {1, 2, . . . , n}. A
partition of [n] is a collection of disjoint subsets whose union is [n]. We call the partitions{
{1, 2, . . . , n}
}
and
{
{1}, {2}, . . . , {n}
}
trivial partitions of [n].
Definition 2.16. A permutation group G acting on a nonempty set X is called primitive if
it acts transitively on X and preserves no nontrivial partition of X . If G acts transitively
on X and does preserve a nontrivial partition, then G is imprimitive.
Theorem 2.17 (Jordan [16]). If G is a primitive subgroup of Sn and contains a p-cycle for
some prime number p < n− 2, then G is at least alternating.
It follows almost immediately from this theorem that we can tell if a subgroup of Sn is
the entire symmetric group by finding only three cycle types in the group.
Corollary 2.18. If G is a subgroup of Sn that contains an n-cycle, an (n− 1)-cycle, and a
p-cycle for some prime number p < n− 2, then G = Sn.
Proof. Suppose G satisfies the above hypotheses. We begin by showing that G is primi-
tive. Since G contains an n-cycle, G is transitive. Let X be a nontrivial partition of [n].
Without loss of generality, assume that the (n− 1)-cycle in G, σ, cyclically permutes the
elements of [n−1]. SinceX is nontrivial, there exists distinct a, b, c ∈ [n] such that both a
and b are in the same component of X , and c and n are in two different components ofX .
Since G is transitive, there exists a permutation τ ∈ G such that τ(a) = n. Moreover, σ is
cyclic on the subset [n − 1], thus there exists a positive integer ℓ such that σℓ ◦ τ(b) = c.
However, since σℓ ◦τ(a) = σℓ(n) = n, Gmust not preserve the partitionX . We now have
that G is a transitive permutation subgroup of Sn that preserves no nontrivial partition of
[n], hence G is primitive.
SinceG is a primitive subgroup of Sn containing a p-cycle for some prime p < n−2,G
is at least alternating by Theorem 2.17. Moreover, G has both an n-cycle and an (n− 1)-
cycle. The alternating group only contains permutations of even length and either the
n-cycle or the (n− 1)-cycle has odd length, therefore G = Sn.
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Since our corollary requires that we find a p-cycle for some prime p < n− 2, it will be
useful to be able to tell if a group containing a permutation of some other cycle type will
necessarily have a p-cycle in it. We note that if we find a permutationwhose decomposition
into disjoint cycles contains a p-cycle for a sufficiently large prime p, then we know the
group must contain a p-cycle as well.
Lemma 2.19. Suppose that σ ∈ Sn may be written as a product of disjoint cycles σ =
σ1σ2 · · ·σs where σi is an ai-cycle. Furthermore, suppose that as = p, a prime, and
maxi<s ai < p. Then σ(p−1)! is a p-cycle.
Proof. Let e ∈ Sn denote the identity element. Since disjoint cycles commute, we have
σ(p−1)! =
( s−1∏
i=1
σ
(p−1)!
i
)
σ(p−1)!s =
( s−1∏
i=1
(σaii )
(p−1)!
ai
)
σ(p−1)!s
=
( s−1∏
i=1
e
(p−1)!
ai
)
σ(p−1)!s = σ
(p−1)!
s .
Moreover, since (p− 1)! and p are relatively prime, σ(p−1)!s is a p-cycle.
2.3 Schubert Calculus
The Schubert calculus is concerned with the cardinality and structure of sets of linear
subspaces of a vector space which have specific positions with respect to other fixed linear
spaces. In this setting, we can consider the k-planes satisfying our conditions as points in
the space of k-planes in our vector space.
Definition 2.20. Let V be anm-dimensionalC-vector space. TheGrassmannianGr(k, V )
is the set of all k-planes in V . Alternatively, by choosing a basis, wemaywriteGr(k,m) :=
Gr(k,Cm).
Definition 2.21. A flag, F•, of a vector space V is a nested sequence of linear subspaces
F1 ⊂ F2 ⊂ · · · ⊂ Fm = V such that dim(Fi) = i. The space of all flags of V is written as
Fℓ(V ). Alternatively, by choosing a basis, we may write Fℓ(m) := Fℓ(Cm).
Following Chapter 10 of [8], we will express elements ofGr(k, V ) in local coordinates
via matrices. After choosing a basis of V ∼= Cm, we let M be a full rank k × m matrix
and consider the mapM → R(M) where R(M) is the row span ofM . In this manner, we
see the set of full rank k×m matrices are mapped to points of Gr(k, V ) and two matrices
are mapped to the same point if and only if they are equivalent up to action by GL(k,C).
Thus, for every H ∈ Gr(k,m), there is a unique full rank k ×m matrix in echelon form,
MH , such thatMH → H . Under this map, we see that equations on the space of full rank
k × m matrices give equations on Gr(k,m). In particular, the k × m echelon matrices
whose first k columns form a nonsingular matrix bijectively map to an open subset of
Gr(k,m). Thus, dimGr(k,m) = k(m− k).
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In a similar manner, we may also represent flags of V ∼= Cm with matrices. LetM be
a nonsingularm×m matrix and Rℓ(M) be the row span of the first ℓ rows ofM . Then
R1(M) ⊂ R2(M) ⊂ · · · ⊂ Rm(M) = C
m
with dimRi(M) = i. Thus, we may associate to F• a full rank matrix MF such that
Ri(MF ) = Fi.
Our primary interest will be in elements of the Grassmannian that satisfy special inci-
dence conditions with respect to a given flag.
Example 2.22. We will consider an element of H ∈ Gr(4, 9) that meets the flag F• in a
special way. By choosing the appropriate basis of our vector space, we may assume that
MF is the matrix with 1s on the anti-diagonal and 0s elsewhere. SupposeMH is

0 0 0 0 0 1 ∗ ∗ ∗
0 0 0 0 1 0 ∗ ∗ ∗
0 0 1 ∗ 0 0 ∗ ∗ ∗
1 ∗ 0 ∗ 0 0 ∗ ∗ ∗


where ∗ denotes an arbitrary number. The space Fi contains the span of any rows that
may be written with only the last i entries nonzero. We see that the last four columns
of the matrix contain all of the non-zero entries of its first row. Furthermore, no other
row may be expressed as a sum of vectors with only the last four entries nonzero. Thus,
dim(H ∩ F4) = 1. Continuing in this fashion, we find that H satisfies the following
incidence conditions:
dim(H ∩ F4) = 1, dim(H ∩ F5) = 2, dim(H ∩ F7) = 3, dim(H ∩ F9) = 4. (2.3)
When writing incidence conditions similar to (2.3), some conditions we write are sat-
isfied by all subspaces. For example, since H ∈ Gr(4, 9), we must have dim(H ∩ F9) =
4 for any flag F•. Similarly, for any H ∈ Gr(k,m) and any flag F•, we must have
dim(H∩Fm−k+i) ≥ i. If we let λi be the largest integer such that dim(H∩Fm−k+i−λi) = i,
then λ = (λ1, . . . , λk) completely encodes the position of H with respect to F•.
Note that λ is a partition; that is, λ is a non-increasing sequence of integers. If, for
example,m = 4, k = 2, and λ1 = 1, then we would have the equations dim(H ∩F2) = 1
and dim(H ∩ F4−λ2) = 2. It is clear that both of these conditions can only hold if λ2 ≤
1 = λ1. Thus, λ satisfies
m− k ≥ λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0. (2.4)
The lower bound λk ≥ 0 is required since dim(H ∩ Fm−k+k−0) = k for any F• ∈ Fℓ(m)
andH ∈ Gr(k,m). The upper bound λ1 ≤ m−k is required since dim(H∩Fm−k+1−λ1) =
1 implies dim(Fm−k+1−λ1) ≥ 1, hencem−k+1−λ1 ≥ 1. We may also denote a partition
as a Young diagram, which is a finite collection of boxes arranged in left justified, non-
increasing rows. The partition λ is the Young diagram whose ith row has λi boxes. For
example, the Young diagram for λ = (3, 2, 0, 0) is .
12
6 5 4 3 2 1
7 6 5 4 3 2
8 7 6 5 4 3
9 8 7 6 5 4
Figure 2.1: The Young diagram for (2, 2, 1, 0) overlaid on the labeled block for Gr(4, 9).
Definition 2.23. For a partition, λ, satisfying (2.4) and a flag F• ∈ Fℓ(V ), the Schubert
cell Ω◦λF• in Gr(k, V ) is the collection of k-planes satisfying
Ω◦λF• := {H ∈ Gr(k, V ) | dim(H ∩ Fm−k+i−λi) = i and
dim(H ∩ Fm−k+i−λi−1) < i for all i ∈ [k]}.
We call λ a Schubert condition on Gr(k, V ) and F• the defining flag of Ω◦λF•.
Schubert cells are generators of the cohomology ring of the Grassmannian, and the
product structure of this ring can be used to gain information about the intersection of
Schubert varieties. For a thorough treatment of this subject, see [8].
We have already seen one example of a Schubert cell: any element H ∈ Ω◦ F• in
Gal(4, 9)may be written in the form seen in Example 2.22. In fact, we can see the partition
in the matrix. If we compare the matrix in Example 2.22, MH , to a general full-rank
4 × 9 matrix in echelon form, we find thatMH has additional zeros which are blue in the
example. The shape of these zeros is the same as that of the corresponding partition: .
Alternatively, given the Young diagram and the Grassmannian, we can read the inci-
dence conditions off from the location of the last box of each row. When considering a
diagram for a Schubert cell inGr(k,m), we make a k× (m−k) block and label each box,
as well as a column to the left of the left-most column, starting with a 1 in the upper-right
corner. The labeling is constant along diagonals and increases by one as we move down
and to the left. We then place the Young diagram in the upper-left corner of this box. If the
last box of the Young diagram’s ith row is labeled j, then forH ∈ Ω◦λF•, dim(H ∩Fj) = i
and dim(H ∩ Fj−1) < i. If a row is empty, then we take j to be the number to the left of
the k × (m − k) block in that row. See Figure 2.1 for the example Ω◦ F• in Gr(4, 9) and
compare the labels of the last colored box in each row to the incidence conditions given in
Example 2.22.
In this example, some of the conditions on H were not explicitly needed to define
Ω◦ F•. The condition dim(H ∩ F9) = 4 is implied by H ∈ Gr(4, 9), and the condition
dim(H ∩ F4) ≥ 1 is implied by dim(H ∩ F5) = 2. In general, the essential conditions
on H are those given by the λi for which λi > λi+1 or λk if λk > 0. In the corresponding
Young diagram, these conditions are those given by the boxes in the lower-right corners.
Definition 2.24. For a partition, λ, satisfying (2.4) and a flag F• ∈ Fℓ(V ), the Schubert
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variety ΩλF• in Gr(k, V ) is the collection of k-planes of the form
ΩλF• := {H ∈ Gr(k, V ) | dim(H ∩ Fm−k+i−λi) ≥ i}.
The Schubert cell Ω◦λF• is a dense subset of the Schubert variety Ω
◦
λF• [17]. Using
local coordinates, we have
dim(H ∩ Fi) ≥ j if and only if rank
(
MH
MFi
)
≤ k + i− j. (2.5)
For an intersection of Schubert varieties, we may pick a basis such that, for some flag in the
intersection F•,MF is given by the matrix with 1s on the anti-diagonal and 0s elsewhere.
In this case, the MH obtained as in Example 2.22 represents all elements in the Schubert
cell Ω◦λF•. Since this is a dense open subset of the Schubert variety, we lose little by
narrowing our focus to the affine patch of Gr(k,m) in the form ofMH and using (2.5) for
the relations H has with respect to the other flags in the intersection. Thus, the entries of
MH marked as ∗ in Example 2.22 must satisfy equations given by a collection of minors
vanishing.
Example 2.25. Consider the flags F•, G• of C4, and choose a basis of C4 such thatMF is
the matrix with 1s on the anti-diagonal and 0s elsewhere. Suppose thatMG is

1 1 0 0
0 1 1 0
1 0 0 1
0 0 0 2


for this choice of basis. We wish to find the H ∈ Gr(2, 4) such that H ∈ Ω F• ∩ Ω G•.
We know thatMH is of the form (
0 0 1 x
1 0 0 y
)
(2.6)
for some x, y ∈ C for an open dense subset ofH ∈ Ω F•. Furthermore, sinceH ∈ Ω G•,
we have dim(H ∩G2) ≥ 1. Thus, using (2.5) yields
rank


0 0 1 x
1 0 0 y
1 1 0 0
0 1 1 0

 ≤ 3.
This condition is equivalent to determinant of the above matrix vanishing which happens
precisely when x = y. Therefore, any H ∈ Gr(2, 4) with MH of the form (2.6) where
x = y is in Ω F• ∩ Ω G•.
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Since we focus on zero-dimensional varieties, we want to consider intersections of
Schubert varieties. The codimension of a Schubert variety in Gr(k, V ) is equivalent to the
size of the partition |λ| =
∑k
i=1 λi. This can be seen by counting the number of zeros in
the general form of the matrices in the Schubert cell (as in Example 2.22) and comparing
this to the number of zeros that are necessarily in a row-reduced matrix of size k ×m.
Definition 2.26. A Schubert problem, λ = (λ1, . . . , λr), on Gr(k, V ) is a family of inter-
sections of Schubert varieties{
ΩλF• :=
r⋂
i=1
ΩλiF
i
• | F
i
• flags of V
}
such that
∑r
i=1|λ
i| = k(m− k). An instance of a Schubert problem is
ΩλF :=
r⋂
i=1
ΩλiF
i
•
for a selection of flags F = (F 1• , . . . , F
r
• ).
When listing a Schubert problem as a list of Young diagrams, we will use product
notation reminiscent of multiplication in the cohomology ring. For example, in Gr(2, 6),
we may write the Schubert problem ( , , , , ) as 3 · · .
We now study the structure of a Schubert problem. Let Fℓ(V ) denote the space of flags
of V . We may write Fℓ(m) when V = Cm. By Kleiman’s Transversality Theorem [17],
there is a dense open subset U ⊂
∏r
i=1 Fℓ(V ) such that for any F ∈ U , the intersection
ΩλF is transverse. Since the codimension ofΩλF is dimGr(k, V ), it is a zero-dimensional
variety. When discussing the number of solutions to a Schubert problem, λ, we mean the
number of points in ΩλF for a general choice of flags. However, not every Schubert
problem will be of interest to us. When certain pairs of Young diagrams are involved in a
Schubert problem, then the problem could possibly be reduced to a problem on a smaller
Grassmannian or be an empty intersection.
Lemma 2.27. Let λ = (λ1, . . . , λr) be a Schubert problem in Gr(k,m). Then, for any two
partitions, say λ and µ, we place λ in the upper-left corner of the the block for Gr(k,m)
and we rotate µ by 180◦ and place it in the lower-right corner of the block for Gr(k,m).
Then we have the following relations:
1. If λ and µ overlap, then λ has no solutions.
2. If an entire row of the block for Gr(k,m) is filled by λ and µ, then λ is equivalent
to the Schubert problem in Gr(k − 1, m − 1) obtained by removing that row of λ
and µ and not changing the Young diagrams of the other conditions.
3. If an entire column of the block forGr(k,m) is filled by λ and µ, thenλ is equivalent
to the Schubert problem inGr(k,m−1) obtained by removing that column of λ and
µ and not changing the Young diagrams of the other conditions.
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Before proving the lemma, we consider the problem · · 2 · in Gr(4, 9). By
choosing and , we satisfy relation 2 of the above lemma as seen in Figure 2.2. Thus,
by removing those rows of the two partitions, we obtain the equivalent Schubert problem
· · 2 · in Gr(3, 8).
Proof. Let λ = (λ, . . . , λr) be a Schubert problem in Gr(k,m) with defining flags
F 1• , . . . , F
r
• , respectively. Let F• and G• be the defining flags for λ and µ, respectively.
We begin by considering relation 1. Suppose λr = a, µk−r+1 = b, and a + b > m − k.
Assume for contradiction that there is an H ∈ Gr(k,m) satisfying λ, we have dim(H ∩
Fm−k+r−a) ≥ r and dim(H ∩Gm−r+1−b) ≥ k−r+1. SinceH is k-dimensional, we must
have dim(H ∩Fm−k+r−a ∩Gm−r+1−b) ≥ 1. Moreover, F• and G• are in general position,
so dim(Fm−k+r−a ∩ Gm−r+1−b) = max{0, (m− k + r − a) + (m − r + 1 − b)−m} =
max{m− k + 1− (a + b), 0} = 0. This is a contradiction. No suchH may exist.
We now prove relation 2. In this case, we assume we have the same set up as in the
previous case except a+b = m−k. Then, by going through the same arguments as above,
we see dim(H ∩ Fm−k+r−a ∩Gm−k−r+1−b) ≥ 1 and dim(Fm−k+r−a ∩Gm−k−r+1−b) = 1.
Thus, L := Fm−k+r−a ∩Gm−k−r+1−b is a line in H . Let V = Cm/L ∼= Cm−1. We define
F̂ i• to be the flags where F̂
i
j is the j-dimensional space in the chain F1/L ⊂ · · · ⊂ Fm/L.
We claim that H/L satisfies the following incidence conditions:
1. dim(H ∩ Fj) = dim(H ∩ F̂j) for j < m− k + r − a
2. dim(H ∩Gj) = dim(H ∩ Ĝj) for j < m− k − r + 1− b
3. dim(H ∩ Fj) = dim(H ∩ F̂j)− 1 for j ≥ m− k + r − a.
4. dim(H ∩Gj) = dim(H ∩ Ĝj)− 1 for j ≥ m− k − r + 1− b
Thus, determining H ∈ Gr(k,m) satisfying λ is equivalent to determining Ĥ ∈ Gr(k −
1, V ) satisfying the above conditions. Note that, as Young diagrams, these conditions are λ
and µwith the rth and (k−r+1)th row removed, respectively. We also have the conditions
dim(Ĥ ∩ F̂ ij ) = min{k − 1, dim(H ∩ F
i
j )} for F
i
• 6= F•, G•. Thus, the Young diagrams
for these conditions remain unchanged. This concludes the proof of 2.
Finally, we prove relation 3. Suppose that this relation is satisfied by λ and µ. Then,
for some i, we have dim(H ∩ Fm−i−1) + dim(H ∩ Gi) = dim(H). Thus, we have
H ⊂ 〈Fm−i−1, Gi〉 := V ≡ Cm−1. If we take F̂ i• := F
i
• ∩ V , we get conditions on H in
Gr(k, V ) with the desired Young diagrams.
Definition 2.28. We say that a Schubert problem is reduced if it does not satisfy any of the
relations in Lemma 2.27.
Let λ be a Schubert problem on Gr(k, V ). Since we are working over the intersection
of several Schubert varieties, it is natural to consider these problems as taking place over
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6 5 4 3 2 1
7 6 5 4 3 2
8 7 6 5 4 3
9 8 7 6 5 4
Figure 2.2: The Young diagrams for (3, 3, 1, 0) (blue) and (4, 2, 2, 0) (red) placed in oppo-
site corners of the labeled block for Gr(4, 9).
a product of flag spaces. That is, if we consider
π : Y → X
Y = {(H,F 1• , F
2
• , . . . , F
r
• ) | F
i
• ∈ Fℓ(V ) and H ∈ ΩλF•} (2.7)
X = {(F 1• , F
2
• , . . . , F
r
• ) | F
i
• ∈ Fℓ(V )}
where π is the map that forgets the first coordinate, then the solution set to an instance
of a Schubert problem is the set of first coordinates of the preimage of the defining flags.
Note that both X and Y are irreducible. Since X is a product of irreducible varieties,
it is clear that X is irreducible. To see that Y is irreducible, we note that the fibre over
H ∈ Gr(k, V ) is a product of Schubert varieties in the flag varieties. Since each Schubert
variety is irreducible, the fibres are as well. The base space Gr(k, V ) is also irreducible,
thus the total space Y is irreducible.
We now follow [11] in constructing the Galois and monodromy groups of Schubert
problems. We let x ∈ X be a general point. By Kleiman’s Transversality Theorem [17]
and the principle of conservation of number [8, Ch. 10], the fibre over x has n points,
π−1(x) = {y1, . . . , yn}, where n is the number of solutions to the Schubert problem. If we
let π∗ : K(X) → K(Y ) be the map on the function fields induced by π, then by Theorem
2.7, there exists f ∈ K(Y ) generating K(X) and satisfying a degree n polynomial
fn + g1f
n−1 + · · ·+ gn = 0
where g1, . . . , gn ∈ K(X).
Let ∆ be the field of meromorphic functions in a neighborhood around x modulo the
equivalence relation g ∼ h if g = h in some neighborhood of x. This is called the germ of
meromorphic functions around x. Similarly, let ∆i be the field of germs of meromorphic
functions around yi. Consider the functions φ : K(X) → ∆, the natural inclusion of
K(X) into ∆, and φi : K(Y ) → ∆, the inclusion obtained by composing the natural
restriction K(Y ) → ∆i with the map ∆i → ∆ induced by π. Then if we let g˜j = φ(gj)
and f˜i = φi(f). Then for each f˜i, we have
f˜ di + g˜1f˜
d−1
i + · · ·+ g˜n = 0.
Note that the f˜i are all roots of this polynomial. Let L ⊂ ∆ be the field generated by
the subfields φi
(
K(Y )
)
.
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Definition 2.29. The Galois group of the Schubert problem λ isGal
(
L/φ(K(X))
)
where
Y and X are defined as in 2.7. This is denoted Gal(λ).
On the other hand, consider U ⊂ X a Zariski open subset such that, for all x ∈ U ,
π−1(x) is a set of n distinct points. For any closed path γ : [0, 1] → U with base point
x and any point yi ∈ π−1(x), there is a unique lifting γ˜i of γ to a closed path in π−1(U)
with γ˜i(0) = yi. If we define the permutation σ ∈ Sn given by yi 7→ γ˜i(1), then we get a
homomorphism π1(U, x)→ Sn.
Definition 2.30. The monodromy group of a Schubert problem is the image of the homo-
morphism π1(U, x)→ Sn.
We observe that the two permutation groups defined above are equivalent.
Theorem 2.31 (see page 689 of [11]). For π : Y → X as above, the monodromy group
equals the Galois group.
Moreover, since Y is irreducible, there exists a closed path γ : [0, 1] → U that lifts to
a path γ˜ in π−1(U) with γ˜(0) = y1 and γ˜(1) = yi for any i. Thus, we have the following.
Corollary 2.32. For any Schubert problem λ, Gal(λ) is transitive.
Example 2.33. We consider the Schubert problem 4 in Gr(2, 4). Since Ω F• = {H ∈
Gr(2, 4) | dim(H ∩ F2) ≥ 1} may be reinterpreted as “H is a line in P3 that intersects
the line F2 nontrivially”, we see that this is the problem discussed in Example 1.1. As
previously, we consider the hyperboloid defined by three of the lines to help us construct
the two solution lines.
Since this problem has two solutions and the Galois group must be a transitive permu-
tation group on the set of its solutions by Corollary 2.32, Gal( 4) = S2. We can also show
this directly by considering the monodromy group of the problem. If we rotate ℓ4 by 180◦
about the point p as labeled in Figure 2.3, then we see that the solutions,m1 andm2, must
move along the surface of the hyperboloid to continue intersecting all four lines. When
the rotation of ℓ4 is complete,m1 andm2 will have switched places, thus the monodromy
group contains the permutation (m1, m2). Since this monodromy group must be a sub-
group of S2, we have determined that it is all of S2. By Theorem 2.31, this is the Galois
group of the Schubert problem as well.
In [25], a “checkerboard tournament” algorithm is described for determining the num-
ber of solutions to a Schubert problem. The algorithm consists of degenerations which
transform an intersection of Schubert varieties of the form ΩλF• ∩ ΩµG• into a union of
Schubert varieties ΩτF• where |τ | = |λ|+ |µ| using the Geometric Littlewood-Richardson
rule [25]. These degenerations are encoded in a combinatorial game that involves moving
colored checkers on a checkerboard. The root of a tournament is a Schubert problem, and
each degeneration forms the next vertex in a tree. Whenever the game allows for more
than one move from a certain variety, the associated vertex has an edge directed away
from it corresponding to each of the different resulting varieties. We call these possible
continuations of the game branches. Eventually, a problem is degenerated to the point
that it consists of a single irreducible component corresponding to a single partition. Such
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Figure 2.3: The problem of four lines with a marked point.
vertices are called leaves. The number of solutions to a Schubert problem is the number
of leaves in this tree.
Additionally, the structure of the degeneration gives information about the Galois
group of the original problem. When a variety in the tree is immediately proceeded by
only a single variety, in which case we say it has one child, then the Galois group of the
parent variety contains the Galois group of the child variety. When a variety has two chil-
dren, sayX and Y , the Galois group of the parent contains a subgroup ofGal(X)×Gal(Y )
such that it maps surjectively onto each component. This allows us to apply the following.
Theorem 2.34 (Goursat’s Lemma [10]). LetG,G′ be groups andH be a subgroup ofG×G′
such that the projections π1 : H → G and π2 : H → G′ are surjections with kernels N
and N ′, respectively. Then the image of H in G/π1(N ′) × G′/π2(N) is the graph of an
isomorphismG/π1(N ′) ∼= G′/π2(N).
Whenever we come to a branch where the Galois group of both children is at least
alternating, we combine Corollary 2.32 with Theorem 2.34 to see what groups are possible.
If both branches have only one leaf, than the parent group is a transitive subgroup of S2,
thus it is S2. On the other hand, if one branch has n leaves and the other has ℓ leaves with
n 6= ℓ, then the Galois group is a transitive subgroup of Sn+ℓ containing An × Aℓ. In this
case, we can show the group is at least alternating. In [25], Vakil worked through these
details and found one other case where the Galois group must be at least alternating.
Theorem 2.35 (Theorems 5.2 and 5.10 in [26]). Suppose we are given a Schubert problem
such that there is a directed tree where each vertex with out-degree two satisfies one of the
following:
1. each has a different number of leaves on the two branches
2. each has one leaf on each branch
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3. there are n 6= 6 leaves on each branch and the corresponding Galois group is two-
transitive
Then the Galois group of the Schubert problem is at least alternating.
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3. EXPLORATION OF GALOIS GROUPS
By the results in [1] and [24], we know that the Galois group of every Schubert problem
in Gr(2, m) is at least alternating and that every Schubert problem in Gr(3, m) is doubly-
transitive. For every Schubert problem in Gr(4, 8), we either know its exact Galois group
or know its Galois group is at least alternating. In the following, we will explore the
Schubert problems on Gr(4, 9).
In Gr(4, 9), there are a total of 31, 806 reduced Schubert problems with at least two
solutions. We are limiting our attention to reduced problems on Gr(4, 9) since, by Lemma
2.27, the remaining problems are equivalent to some Schubert problem onGr(k,m)where
k ≤ 4 and m ≤ 8. Thus, every problem on Gr(4, 9) that we are not treating here is
equivalent to some problem examined in either [1] or [24]. Of the reduced problems on
Gr(4, 9), we will show that all except 148 have a Galois group that is at least alternating.
We will completely determine the Galois groups of these exceptional cases and group them
by the geometry restricting their Galois groups.
3.1 Algorithmic sampling of the Galois group
When the Galois group of a Schubert problem is not at least alternating, we say that
it is deficient. Our first step in analyzing the Galois groups of all Schubert problems of
Gr(4, 9) is to sort the problems into two categories: ones with Galois groups that are at
least alternating and ones with unknown Galois group. The first sieve we use is applying
Vakil’s checkerboard tournament algorithm [25] to the list of all Schubert problems and
discarding the ones that satisfy Theorem 2.35. This lowered the initial set of 31, 806
Schubert problems with up to 1, 662, 804 solutions to a set of 225 Schubert problems with
up to 420 solutions.
For the remainder of the problems, we computed cycle types of random elements in
the Galois group of the Schubert problem. We used a Python script [21] to automate the
process of sorting the input and output of several simultaneous Singular programs [6].
We used the following algorithm to sample cycle types found in the Galois group of the
given Schubert problems.
Algorithm 3.1 (The Frobenius algorithm, see Section 5.4 of [7]).
Input: A Schubert problem λ with n solutions, a prime p, and an integer N
Output: Either the string “Galois group is Sn” or a list of cycle types in Gal(λ)
1. Set cn = cn−1 = cprime = counter := 0 and cycles:= {}.
2. While counter< N , do:
(a) Choose a random point F = (F 1• , . . . , F
r
• ) ∈
∏r
i=1 Fℓ(m).
(b) Generate the ideal I such that V (I) = ΩλF and I = I
(
V (I)
)
using (2.5).
(c) Reduce I modulo p
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(d) Compute an eliminant g(x) ∈ Z/pZ[x] modulo p.
(e) If deg(g) < n or g is not square-free, set counter:= counter + 1 and return to
Step 2(a).
(f) Factor g(x) = g1g2 · · · gt in Z/pZ[x].
(g) If T = 1, set cn := 1.
(h) If T = 2 and either deg(g1) = n− 1 or deg(g2) = n− 1, set cn−1 := 1.
(i) If deg(gi) = q for some i and some prime q such that ⌈n2 ⌉ ≤ q < n − 2 and
deg(gj) 6= ⌈
n
2
⌉ for any j 6= i, set cprime := 1.
(j) If cn = cn−1 = cprime = 1, set counter:= N . Otherwise, append(
deg(g1), . . . , deg(gT )
)
to cycles and set counter:= counter+ 1
3. If cn = cn−1 = cprime = 1, return “Galois group is Sn”. Otherwise, return cycles.
Note that this algorithm only works when a Schubert problem has at least six solutions.
When the number of solutions is fewer than six, the possible Galois groups are small
enough that the algorithm can efficiently determine if it is the full symmetric group via an
exhaustive search of cycle types present in the group.
Proof of correctness. We begin by showing that the calculated number sequences in our
algorithm are cycle types of elements inGal(λ). Since the polynomial we calculate in Step
2(d) is the eliminant of the ideal defining the Schubert problem, it is a monic polynomial
whose solutions correspond to x1-coordinates of solutions to the Schubert problem. There
are now two possible obstructions to applying Theorem 2.14: the flags we chose may not
be in general position leading to an eliminant that is not square-free or a solution that is not
in the dense subset of Gr(4, 9) that our equations describe (see Example 2.25). By Corol-
lary 1.6 of [26], over any finite field there is a positive density of points in the flag space
for which we may apply Theorem 2.14, and in practice it is rare to choose flags for which
we cannot. If we do pick flags for which the theorem does not apply, they are discarded
in Step 2(e). Thus, using Theorem 2.14, we know that gdeg :=
(
deg(g1), . . . , deg(gt)
)
corresponds to a cycle decomposition of an element of Gal(λ).
We now know that we are calculating cycle types of elements in Gal(λ) and check
that the algorithm’s output is as claimed. If one of cn, cn−1, cprime is zero by the end of the
algorithm, then the algorithm returns all gdeg that were calculated and nothing is left to
prove.
Suppose that cn = cn−1 = cp = 1 by the conclusion of the algorithm. When the
conditions of Steps 2(g) or 2(h) are satisfied, we have found an n-cycle or an (n−1)-cycle
respectively. When the condition of Step 2(i) is satisfied, we have found a permutation,
σ, that is a product disjoint cycles, one of which is a q-cycle for some prime q such that
⌈n
2
⌉ ≤ q < n − 2 and no other is a ⌈n
2
⌉-cycle. Since σ is a permutation of [n], the
representation of σ as a product of disjoint cycles contains only the q-cycle and possibly
some ai-cycles where ai < ⌈n2 ⌉ ≤ q. Thus, by Lemma 2.19, σ
(q−1)! is a q-cycle in Gal(λ).
Hence, by Corollary 2.18, Gal(λ) = Sn.
22
We want to highlight that in the above algorithm, we reduce all equations modulo p
before calculating an eliminant of our ideal. Reducing our equations modulo p before
calculating the eliminant rather than after leads to a reduced run time since the coefficients
involved in computing an eliminant in this setting grow to the point that simple operations
such as “add two integers” takes a noticeable amount of time. To highlight this, we ran
the above algorithm using the Schubert problem 2 ·
2
· 6 in Gr(4, 9) up until the point
where we have factored the eliminant in Z/1009Z[x] (ignoring Step 2(e) in each iteration).
When we reduce equations modulo 1009 prior to computing the eliminant, we were able
to calculate and factor 20 eliminants in 81.79 seconds. Doing the same calculations on the
same problem with the same machine, but not reducing modulo p until after calculating
an eliminant, took 2063.61 seconds. Reducing modulo p prior to calculating the eliminant
allows us to calculate cycle types about 25 times faster in this case. In fact, this speed up
seems to be even more significant as the number of solutions to a problem increases. For
an example with 20 solutions, reducing modulo p first is about 444 times faster. For an
example with 30 solutions, it is about 864 times faster. When testing an example with 40
solutions, the reduction gave us an extraordinary boost of speed—the algorithm ran over
96,000 times faster!
Of the 225 Schubert problems for which Vakil’s algorithm returned an inconclusive
result, Algorithm 3.1 found that 77 problems have the full symmetric group. In fact, we
used Algorithm 3.1 on a large set of Schubert problems with relatively few solutions and
found that every problem tested that was previously determined to be at least alternating
has the full symmetric group.
Theorem 3.2. All except 148 reduced Schubert problems on Gr(4, 9) with no more than
300 solutions have the full symmetric group as their Galois group. All Schubert problems
on Gr(4, 9) with more than 300 solutions are at least alternating.
There are 26,051 reduced Schubert problems on Gr(4, 9) with no more than 300 solu-
tions. Therefore, after we determine the Galois group of the 148 deficient problems, there
are only 5,755 Schubert problems onGr(4, 9) for which the Galois group is not completely
determined, and each of these is at least alternating. For each of the 148 reduced Schu-
bert problems, we will find the Galois group by solving auxiliary Schubert problems on
smaller Grassmannians and then building the Galois group of the original problem from
the Galois groups of the auxiliary problems. These solutions are built using only a few
Schubert problems onGr(2, 4) and Gr(2, 5). One of these problems was already solved in
Example 2.33, and Gal( 6) was first found in [2]. For the remaining problem, we can find
its Galois group using Algorithm 3.1.
Lemma 3.3. In Gr(2, 4), Gal( 4) = S2. In Gr(2, 5), Gal( 4 · ) = S3 and Gal( 6) = S5.
3.2 Finding the Galois group via auxiliary problems
We will find that each of the 148 deficient problems has one of four different Galois
groups. Each of these four groups is imprimitive and may be described using a special
kind of semidirect product. This construction is studied more carefully in Chapter 7 of
[22].
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Definition 3.4. Let D and Q be groups and X a finite set on which Q acts. Let K =∏
x∈X Dx where Dx
∼= D for all x ∈ X . Then the wreath product of D by Q, denoted
D ≀X Q, isK ⋊Q where Q acts onK by q · (dx) = (dqx) for q ∈ Q and (dx) ∈
∏
x∈X Dx.
IfD is a permutation group acting on the set Y ,D ≀X Q may be thought of as Q acting
on |X| partitions where each partition is a copy of Y being acted upon by a copy of D.
Thus, if D and Q are both finite, then |D ≀X Q| = |D||X||Q|. The groups that we will
look at are all wreath products of symmetric groups. With this in mind, we abbreviate
the notation by setting Sn ≀ Sm := Sn ≀[m] Sm. In the following examples, we will write
elements of Sn ≀Sm in the form (σ1, . . . , σm; τ) where the σi ∈ Sn and τ ∈ Sm. Using this
notation, we have (σ1, . . . , σm; τ)(µ1, . . . , µm; υ) = (σ1µτ(1), . . . , σmµτ(m); τυ).
Example 3.5. We consider S3 ≀ S2, a permutation group acting on [6]. The order of this
group is (3!)22 = 72. The element (τ, µ; σ) acts on [6] as follows: τ permutes the elements
{1, 2, 3} ⊂ [6] while µ permutes {4, 5, 6} ⊂ [6], then σ permutes the parts of the partition
{{1, 2, 3}, {4, 5, 6}}. In the following example, we let σ ∈ S2 be the nontrivial permuta-
tion, τ ∈ S3 be the permutation that exchanges the first and third element, and µ ∈ S3 be
the permutation that exchanges the second and third element. We now see how (τ, µ; σ)
acts on the ordered sequence (1, 2, 3, 4, 5, 6).
(τ, µ; σ) · (1, 2, 3, 4, 5, 6
)
= σ ·
(
τ · (1, 2, 3), µ · (4, 5, 6)
)
=
(
µ · (4, 5, 6), τ · (1, 2, 3)
)
= (4, 6, 5, 3, 2, 1)
Example 3.6. We consider S2 ≀S2. This group has order 222 = 8. Let e be the identity and
σ the nontrivial permutation in S2. Then S2 ≀ S2 has an element of order two,
(e, e; σ)(e, e; σ) = (e2, e2; σ2) = (e, e; e)
and an element of order four,(
(e, σ; σ)(e, σ; σ)
)2
= (eσ, σe; σ2)2
= (σ, σ; e)2
= (σ2, σ2; e2) = (e, e; e),
with the following relation(
(e, e; σ)(e, σ; σ)
)2
= (eσ, e2; σ2)2
= (σ, e; e)2
= (σ2, e2; e2) = (e, e; e).
Putting these facts together, we may write S2 ≀S2 in the form 〈s, r | r4 = s2 = (sr)2 = e≀〉
where e≀ is the identity element (e, e; e). Thus, S2 ≀ S2 ∼= D4, the group of symmetries of
the square.
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Figure 3.1: The action ofD4 on the vertices of the square preserves the red-blue partition.
We can further see this relation in Figure 3.1. The action of D4 on the vertices of
a square may permute the red vertices amongst themselves, permute the blue vertices
amongst themselves, or make the set of red vertices switch places with the set of blue
vertices. In this manner, we see D4 acting on the four vertices and their red-blue partition
in the same way as S2 ≀ S2.
Each of the remaining 148 Schubert problems has a geometric structure that allows us
to build an auxiliary subproblem. This auxiliary subproblem is itself a Schubert problem
on a smaller Grassmannian, and every solution to the original Schubert problem contains
a subspace that is a solution to the auxiliary problem. Moreover, for any solution to this
subproblem, we are able to find another Schubert problem in the original space modulo
the space of the subproblem. These two problems fit together in such a way that every so-
lution to the original Schubert problem satisfies these two subproblems. Furthermore, for
every pair of solutions to the two subproblems, we may find a solution to the original prob-
lem containing them. This geometric structure will force the Galois group of the whole
problem to be a subgroup of the wreath product of the Galois groups of the subproblems.
To properly define these subproblems, we will need a special operation on partitions.
Given partitions λ, µ, we define λ− µ to be coordinate-wise subtraction of µ from λ fol-
lowed by rearranging the numbers to keep the sequence non-increasing if necessary. In the
case λ− λ, we get the trivial condition. When we speak of a condition λ onGr(k1, m1) as
a condition on Gr(k2, m2), we mean the condition in Gr(k2, m2) whose Young diagram is
the same as the Young diagram of λ in Gr(k1, m1).
Example 3.7. Let λ = (3, 2, 1, 0) and µ = (3, 0, 0, 0) be conditions onGr(4, 9). As Young
diagrams, we have λ = and µ = . Then we have
λ− µ = (3, 2, 1, 0)− (3, 0, 0, 0) = (0, 2, 1, 0) = (2, 1, 0, 0).
The equivalent statement with Young diagrams is − = .
Viewing λ as a condition on Gr(3, 8) would preserve the Young diagram λ = , but
would change the coordinate representation λ = (3, 2, 1). Similarly, viewing λ− µ as a
condition on Gr(2, 5) would yield λ− µ = (2, 1) = .
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In the following, we will speak of the codimension of some space in several differ-
ent ambient spaces. In order to avoid confusion, we will use the notation codimV H to
denote the codimension of H with respect to V . The first of the eight relations we will
show is when the Schubert problem contains four conditions: two containing each of the
conditions in Figure 3.2.
m-k m-k-1 . . . 1
m-k+1 m-k . . . 2
...
...
. . .
...
m-2 m-3 . . . k-1
m-1 m-2 . . . k
m-k . . . 2 1
m-k+1 . . . 3 2
...
. . .
...
...
m-1 . . . k+1 k
Figure 3.2: The conditions required by the relation in Theorem 3.8.
Theorem 3.8. Let λ = (λ1, . . . , λr) be a reduced Schubert problem on Gr(k,m) with
3 ≤ k ≤ m− 3. Let µ1 = (1, 1, . . . , 1, 0) and µ2 = (m− k − 1, 0, 0, . . . , 0) be conditions
on Gr(k,m) and suppose µ1 ⊂ λ1, λ2 and µ2 ⊂ λ3, λ4. Then, for the Schubert problem
λ̂ = (λ1 − µ1, λ2 − µ1, λ3 − µ2, λ4 − µ2, λ5, λ6, . . . , λr)
in Gr(k − 2, m− 4), we have Gal(λ) ≤ Gal
(
λ̂
)
≀ S2.
Proof. Let F 1• , . . . , F
r
• be defining flags for an instance of λ
1, . . . , λr in general position,
and let H ∈ ΩλF. We letMi := F im−2 for i = 1, 2 and Lj := F
j
2 for j = 3, 4. We begin
by showing there is an auxiliary problem 4 on a Gr(2, 4) as a subproblem of λ.
Since µ1 ⊂ λ1, λ2, dim(H∩Mi) = k−1. Similarly, since µ2 ⊂ λ3, λ4, dim(H∩Lj) =
1. Let V = 〈L3, L4〉 ∼= C4 and H ′ = H ∩ V . Then we have H ′ ∈ Gr(2, V ). By
construction, dim(H ′∩Lj) = 1. Moreover, since codimH H ′ = 2 and codimH Mi ∩H =
1, we also have dim
(
H ′ ∩ (Mi ∩ V )
)
= 1. Thus, the Lj and Mi ∩ V each give the
condition on Gr(2, V ). This gives us the Schubert problem 4 on a Gr(2, 4), which has
two solutions, h1, h2, and Galois group S2 by Lemma 3.3.
Let hi ∈ {h1, h2} such thatH ′ = hi. We now show that H may be written as 〈hi, hi,j〉
where hi,j satisfies an instance of λ̂ on a Gr(k − 2, m − 4). We consider the space W =
M1 ∩M2. Since codimCm Mi = 2, we have codimCm W = 4. Moreover, since dim(H ∩
Mi) = k − 1, we have codimH Ĥ = 2 where Ĥ = H ∩W . Therefore, we have Ĥ ∈
Gr(k− 2,W ). TheMi and Lj are all in general position, thus V andW are in direct sum.
We now want to show that Ĥ satisfies an instance of the Schubert problem λ̂. Consider
the conditions λj for j = 5, 6, . . . , r, and let hiF
j
ℓ := 〈F
j
ℓ , hi〉 ∩W . Since the F
j
ℓ are in
general position with W , dim(F jℓ ∩W ) = max{0, ℓ − 2}. Thus, dim(hiF
j
ℓ ∩W ) = ℓ.
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Furthermore, since dim(Ĥ ∩hiF
j
ℓ ) = dim(H ∩〈F
j
ℓ , hi〉)−2 = dim(H ∩F
j
ℓ ), we see that
Ĥ ∈ ΩλjhiF
j
• .
We now consider the λj for j = 3, 4. Since Lj andW intersect trivially, the first row of
λj contributes nothing to conditions on Ĥ ∈ Gr(k− 2,W ). Furthermore, Lj ∩H is a line
of hi, so for hiF
j
ℓ−3 := 〈F
j
ℓ , hi〉∩W , we have dim(hiF
j
ℓ−3) = ℓ−3 and dim(Ĥ∩hiF
j
ℓ−3) =
d− 1. This yields the condition λj − µ2 on Gr(k − 2,W ).
Finally, we consider the λj for j = 1, 2. In this case, W ⊂ Mj , therefore the first
column of λj contributes the trivial condition and may be ignored. If there is some d <
k − 1 such that dim(H ∩ F jℓ ) = d for some ℓ < m − k + d − 1, then we consider
hiF
j
ℓ−1 := 〈hi, F
j
ℓ 〉 ∩W . Following the same logic as above, we see dim(hiF
j
ℓ−1 ∩ Ĥ) =
d. Moreover, since M1 and M2 are in general position, dim(F
j
ℓ ∩ W ) = ℓ − 2 and
dim(F jℓ ∩ Ĥ) = d− 1. Since dim(hiF
j
ℓ−1 ∩ Ĥ) = d, we must have dim(hiF
j
ℓ−1) ≥ ℓ− 1.
Moreover, if dim(hiF
j
ℓ−1) ≥ dim(F
j
ℓ ∩W )+2, then hi andW would intersect nontrivially.
Since this would contradict V andW being in direct sum, we have dim(hiF
j
ℓ−1) = ℓ− 1.
This yields the condition λj − µ1 on Gr(k − 2,W ).
We have now shown that H = 〈hi, hi,j〉 where hi is a solution to an instance of 4
on Gr(2, V ) and hi,j is a solution to an instance of λ̂ on Gr(k − 2,W ). Therefore, any
permutation in Gal(λ) may be written in the form (σ1, σ2; τ) with σi ∈ Gal
(
λˆ
)
and
τ ∈ Gal( 4) where (σ1, σ2; τ) · 〈hi, hi,j〉 = 〈hτ(i), hτ(i),σi(j)〉. Thus, Gal(λ) is a subgroup
of Gal
(
λ̂
)
≀ S2.
The second relation involves one condition containing the condition on the right of
Figure 3.3 and three conditions containing the condition on the left of the figure.
m-k m-k-1 . . . 2 1
m-k+1 m-k . . . 3 2
...
...
. . .
...
...
m-2 m-3 . . . k k-1
m-1 m-2 . . . k+1 k
m-k m-k-1 . . . 3 2 1
m-k+1 m-k . . . 4 3 2
...
...
. . .
...
...
...
m-2 m-3 . . . k+1 k k-1
m-1 m-2 . . . k+2 k+1 k
Figure 3.3: The conditions required by the relation in Theorem 3.9.
Theorem 3.9. Let λ = (λ1, . . . , λr) be a reduced Schubert problem on Gr(k,m) with
3 ≤ k ≤ m− 3. Let µ1 = (1, 1, . . . , 1, 0) and µ2 = (m− k − 1, m− k − 2, 0, . . . , 0) be
conditions on Gr(k,m) and suppose µ1 ⊂ λ1, λ2, λ3 and µ2 ⊂ λ4. Then, for the Schubert
problem
λ̂ = (λ1 − µ1, λ2 − µ1, λ3 − µ1, λ4 − µ2, λ5, λ6, . . . , λr)
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in Gr(k − 2, m− 5), we have Gal(λ) ≤ Gal
(
λ̂
)
≀ S2.
Proof. Let F 1• , . . . , F
r
• be defining flags for an instance of λ
1, . . . , λr in general position,
and let H ∈ ΩλF. We letMi := F im−2 for i = 1, 2, 3, L := F
4
4 , and L
′ := F 42 . We begin
by showing that there is an auxiliary problem 4 on a Gr(2, 4) as a subproblem of λ.
We consider the space Gr(2, L) and let H ′ = H ∩ L ∈ Gr(2, L). Since L′ ⊂ L,
dim(H ′∩L′) = 1. Furthermore, since theMi and L are in general position, dim(Mi∩L) =
2 and dim
(
H ′ ∩ (Mi ∩ L)
)
= 1. Thus, L′ and the Mi ∩ L each give the condition on
Gr(2, L). This gives us the Schubert problem 4 on a Gr(2, 4), which has two solutions,
h1, h2, and Galois group S2 by Lemma 3.3.
Let hi ∈ {h1, h2} such thatH ′ = hi. We now show that H may be written as 〈hi, hi,j〉
where hi,j satisfies an instance of λ̂ on a Gr(k − 2, m − 5). Let V := M1 ∩M2. Since
dim(H∩Mi) = k−1, we consider Ĥ = H∩V ∈ Gr(k−2, V ), which is aGr(k−2, m−4).
TheMi and L are all in general position, thus V and L are in direct sum.
We nowwant to show that Ĥ satisfies an instance of the Schubert problem λ̂ onGr(k−
2, V ). Consider the conditions λj for j = 5, 6, . . . , r, and let hiF
j
ℓ := 〈F
j
ℓ , hi〉 ∩ V .
Since the F jℓ are in general position with V , dim(F
j
ℓ ∩ V ) = max{0, ℓ − 2}. Thus,
dim(hiF
j
ℓ ∩ V ) = ℓ. Furthermore, since dim(Ĥ ∩ hiF
j
ℓ ) = dim(H ∩ 〈F
j
ℓ , hi〉) − 2 =
dim(H ∩ F jℓ ), we see that Ĥ ∈ ΩλjhiF
j
• .
Next, we consider λ4. Since V and L have trivial intersection, dim(F 4ℓ ∩ V ) = 0 for
ℓ ≤ 4. Moreover, since F 44 ∩H = H
′, this implies that dim(F 4ℓ ∩ Ĥ) = max{0, dim(F
4
ℓ ∩
H)−2} for all ℓ. This gives us the condition λ4 − µ2 on the flag F 45 ∩V ⊂ · · · ⊂ F
4
m∩V .
We now consider the λj for j = 1, 2. In this case, V ⊂ Mj , therefore the first column
of λj contributes the trivial condition and may be ignored. If there is some d < k− 1 such
that dim(H∩F jℓ ) = d for some ℓ < m−k+d−1, then we consider hiF
j
ℓ−1 := 〈hi, F
j
ℓ 〉∩V .
We have
dim(hiF
j
ℓ−1 ∩ Ĥ) = dim(〈hi, F
j
ℓ 〉 ∩H)− 2 = d.
Moreover, sinceM1 andM2 are in general position, dim(F
j
ℓ ∩ V ) = ℓ− 2 and dim(F
j
ℓ ∩
Ĥ) = d− 1. Since dim(hiF
j
ℓ−1 ∩ Ĥ) = d, we must have dim(hiF
j
ℓ−1) ≥ ℓ− 1. Moreover,
if dim(hiF
j
ℓ−1) ≥ dim(F
j
ℓ ∩ V ) + 2, then hi and V would intersect nontrivially. Since this
would contradict V and L being in direct sum, we have dim(hiF
j
ℓ−1) = ℓ− 1. This yields
the condition λj − µ1 on Gr(k − 2, V ).
Finally, we consider λ3. Let dim(H ∩ F 3ℓ ) ≥ dℓ. For each hi, let hiF
3
ℓ = 〈hi, F
3
ℓ+2〉.
Since dim(H ∩ hiF 3ℓ ) ≥ dℓ+2 + 2 and codimH Ĥ = 2, we must have dim(Ĥ ∩ hiF
3
ℓ ) ≥
dℓ+2. Furthermore, since the flags are all in general position with respect to one another,
we have dim(hiF 3ℓ ) = ℓ. Thus, Ĥ satisfies the condition (λ
3
1, . . . , λ
3
k−2) on the flag hiF
3
• .
We now have Ĥ satisfies an instance of (λ1 − µ1, λ2 − µ1, λ3, λ4 − µ2, λ5, λ6, . . . , λr)
on a Gr(2, m− 4). However, since λ3k−2 = 1, by Lemma 2.27, this reduces to an instance
of the Schubert problem λˆ on a Gr(2, m− 5).
We have now shown that H = 〈hi, hi,j〉 where hi is a solution to an instance of 4
on Gr(2, L) and hi,j is a solution to an instance of λ̂ on Gr(k − 2, V ). Therefore, any
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permutation in Gal(λ) may be written in the form (σ1, σ2; τ) with σi ∈ Gal
(
λˆ
)
and
τ ∈ Gal( 4) where (σ1, σ2; τ) · 〈hi, hi,j〉 = 〈hτ(i), hτ(i),σi(j)〉. Thus, Gal(λ) is a subgroup
of Gal
(
λ̂
)
≀ S2.
The third relation involves five conditions: one containing each of the conditions in the
top row of Figure 3.4 and three containing the condition in the bottom row.
m-k . . . 3 2 1
m-k+1 . . . 4 3 2
...
. . .
...
...
...
m-1 . . . k+2 k+1 k
m-k . . . 2 1
m-k+1 . . . 3 2
...
. . .
...
...
m-1 . . . k+1 k
m-k m-k-1 . . . 1
...
...
. . .
...
m-2 m-3 . . . k-1
m-1 m-2 . . . k
Figure 3.4: The conditions required by the relation in Theorem 3.10.
Theorem 3.10. Let λ = (λ1, . . . , λr) be a reduced Schubert problem on Gr(k,m) with
3 ≤ k ≤ m − 4. Let µ1 = (m − k − 1, 0, 0, . . . , 0), µ2 = (m − k − 2, 0, . . . , 0), and
µ3 = (1, 1, . . . , 1, 0) be conditions on Gr(k,m) and suppose µ1 ⊂ λ1, µ2 ⊂ λ2, and
µ3 ⊂ λ3, λ4, λ5. Then, for the Schubert problem
λ̂ = (λ1 − µ1, λ2 − µ2, λ3 − µ3, λ4 − µ3, λ5 − µ3, λ6, λ7, . . . , λr)
in Gr(k − 2, m− 5), we have Gal(λ) ≤ Gal
(
λ̂
)
≀ S3.
Proof. Let F 1• , . . . , F
r
• be the defining flags of an instance of λ in general position, and let
L := F 12 , K := F
2
3 , and Ji = F
i
m−2 for i = 3, 4, 5. We begin by showing that there is an
auxiliary problem · 4 on a Gr(2, 5) as a subproblem of λ.
Let V := 〈L,K〉 ∼= C5 and H ′ := H ∩ V for H ∈ ΩλF. Since dim(H ∩ L) = 1 and
dim(H ∩ K) ≥ 1, we have H ′ ∈ Gr(2, V ). For each Ji, we have codimCm Ji = 2 and
dim(H ∩ Ji) = 3. Thus, dim(Ji ∩ V ) = 3 and dim(H ′ ∩ Ji) = 1. Hence, the Ji and K
each give the condition on Gr(2, V ) while L gives the condition on Gr(2, V ). This
gives us the Schubert problem · 4 on a Gr(2, 5), which has three solutions h1, h2, h3
and Galois group S3 by Lemma 3.3.
Let hi ∈ {h1, h2, h3} such that H ′ = hi. We now show that H may be written as
〈hi, hi,j〉 where hi,j satisfies an instance of λ̂ on a Gr(k − 2, m − 5). Let W := J3 ∩
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J4 ∩ 〈hi, J5〉. Since codimCm Ji = 2, codimH Ji = 1, and dim(hi ∩ J3) = 1, we see that
dim(W ) = m − 5. Let Ĥ = H ∩W . Moreover, since L, K, and the Ji are in general
position, V andW are in direct sum.
We nowwant to show that Ĥ satisfies an instance of the Schubert problem λ̂ onGr(k−
2,W ). Consider the conditions λj for j = 6, 7, . . . , r, and let hiF
j
ℓ := 〈F
j
ℓ , hi〉 ∩ W .
Since the F jℓ are in general position with W , dim(F
j
ℓ ∩ W ) = max{0, ℓ − 2}. Thus,
dim(hiF
j
ℓ ∩W ) = ℓ. Furthermore, since dim(Ĥ ∩ hiF
j
ℓ ) = dim(H ∩ 〈F
j
ℓ , hi〉) − 2 =
dim(H ∩ F jℓ ), we see that Ĥ ∈ ΩλjhiF
j
• .
We next consider what conditions on Ĥ ∈ Gr(k − 2,W ) are implied by the condition
λ1 on Gr(k,m). Let hiF 1ℓ = 〈hi, F
1
ℓ+5〉 ∩ W . Since dim(hi ∩ F
1
4 ) = 1 and W is in
general position with F 1• , we have dim(hiF
1
ℓ ) = ℓ. Moreover, if dim(H ∩F
1
ℓ+5) = d, then
dim(H ∩ 〈hi, F
1
ℓ+5) = d+1. In this case, we see dim
(
Ĥ ∩ hiF
1
ℓ ) = d− 1. This gives the
condition λ1 − µ1 on the flag hiF 11 ⊂ · · · ⊂ hiF
1
m−5. Repeating the same argument for λ
2
and F 2• with the exception of defining hiF
2
ℓ = 〈hi, F
1
ℓ+4〉 ∩W gives the condition λ2 − µ2
on the flag hiF 21 ⊂ · · · ⊂ hiF
2
m−5.
Finally, we consider what conditions on Gr(k − 2,W ) are implied by λj on Gr(k,m)
for j = 3, 4, 5. Let hiF
j
ℓ−1 := 〈hi, F
j
ℓ 〉 ∩ W . Since our flags are in general position,
dim(F jℓ ∩ W ) = ℓ − 2 and dim(F
j
ℓ ∩ Ĥ) = d − 1. Since dim(hiF
j
ℓ−1 ∩ Ĥ) = d, we
must have dim(hiF
j
ℓ−1) ≥ ℓ− 1. Moreover, if dim(hiF
j
ℓ−1) ≥ dim(F
j
ℓ ∩W ) + 2, then hi
andW would intersect nontrivially. Since this would contradict V andW being in direct
sum, we have dim(hiF
j
ℓ−1) = ℓ − 1. Moreover, if there is some d < k − 1 such that
dim(H ∩ F jℓ ) = d for some ℓ < m− k + d− 1, then
dim(hiF
j
ℓ−1 ∩ Ĥ) = dim(〈hi, F
j
ℓ 〉 ∩H)− 2 = d.
This yields the condition λj − µ1 on Gr(k − 2,W ).
We have now shown that H = 〈hi, hi,j〉 where hi is a solution to an instance of · 4
on Gr(2, V ) and hi,j is a solution to an instance of λ̂ on Gr(k − 2,W ). Therefore, any
permutation in Gal(λ) may be written in the form (σ1, σ2, σ3; τ) with σi ∈ Gal
(
λˆ
)
and
τ ∈ Gal( · 4) where (σ1, σ2, σ3; τ) · 〈hi, hi,j〉 = 〈hτ(i), hτ(i),σi(j)〉. Thus, Gal(λ) is a
subgroup of Gal
(
λ̂
)
≀ S3.
For the remainder of the relations, we will restrict our focus specifically to problems
on Gr(4, 9). We will continue with relations that rely on only a few key conditions being
present in the problem to break it down into smaller problems and determine restrictions
on the Galois group from there.
Theorem 3.11. Let λ = (λ1, . . . , λr) be a reduced Schubert problem on Gr(4, 9) with
λ1 = , λ2 = , λ3 ⊃ , and λ4 ⊃ . Then, for the Schubert problem
λ̂ = ( , , λ3 − , λ4 − , λ5, . . . , λr)
in Gr(2, 4), we have Gal(λ) ≤ Gal
(
λ̂
)
≀ S2.
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Proof. Let F 1• , . . . , F
r
• be the defining flags of an instance of λ in general position, and
let M := F 14 , K := F
2
5 , L := F
3
2 , and J := F
4
7 . Consider V := 〈L,M〉 ∩ 〈L,K〉 and
H ′ := H ∩ V where H ∈ ΩλF. Since dim〈L,M〉 = 6 and dim〈L,K〉 = 7, dimV ≥ 4.
Moreover, if dimV > 4, then dim
(
M ∩ 〈L,K〉
)
≥ 3, but these spaces are in general
position. Thus, dimV = 4. Moreover, since dim
(
H ∩ 〈L,M〉
)
= 3 and dim
(
H ∩
〈L,K〉
)
= 3 and these spaces are in general position, dimH ′ = 2. Therefore, we have
H ′ ∈ Gr(2, V ).
Since L ⊂ V , L gives the condition on Gr(2, V ). Moreover, dim
(
〈L,M〉 ∩ V
)
= 4
and L ⊂ V , thus dim(M ∩ V ) = 2. Since H ′ ⊂ 〈L,M〉, dim(H ′ ∩ L) = 1, and
dim
(
H ∩ 〈L,M〉) = 3, we have dim(H ′ ∩ M) = 1 as well. Thus, M ∩ V gives the
condition on Gr(2, V ). Similarly, K ∩ V gives the condition on Gr(2, N). Finally,
dim(J∩H ′) = 1 since dim(J∩H) = 3, and dim(J∩V ) = 4−2 = 2 since codimC9 J = 2.
Thus, J ∩V gives the condition onGr(2, V ). This gives us the auxiliary problem 4 on a
Gr(2, 4) as a subproblem of λ. This auxiliary problem has two solutions h1, h2 and Galois
group S2 by Lemma 3.3.
Suppose H ⊃ H ′ = hi where hi ∈ {h1, h2}. We consider V̂ := 〈J ∩ K, J ∩M〉.
Since dim(J ∩ K) = 3 and dim(J ∩M) = 2, we see dim(V̂ ) = 5. Let Ĥ := H ∩ V̂ .
Then dim(Ĥ) ≥ 2 since dim
(
H ∩ (J ∩K)
)
, dim
(
H ∩ (J ∩M)
)
≥ 1. Moreover, since
J,K,M, andL are all in general positionwith respect to one another, we haveC9 = V⊕V̂ .
Using arguments analogous to those in the proof of Theorem 3.8, we know Ĥ satisfies the
Schubert conditions λ3 − and λ4 − on the flags F 3• /V and F
4
• /V respectively as well
as the conditions λ5, . . . , λr on the flags hiF 5• , . . . , hiF
r
• respectively.
We first look to the relation Ĥ has withM . Since V̂ := 〈J∩K, J∩M〉, dim(J∩M) =
2, and dim
(
H ∩ (J ∩M)
)
= 1,M ∩ V̂ gives the condition . The same argument using
K gives us the condition . Thus, we have that the Ĥ are solutions to the Schubert problem
λ̂. Thus, by the same arguments as in the proof of Theorem 3.8, we see the Galois group
of λ is a subgroup of Gal
(
λ̂
)
≀ S2.
Theorem 3.12. The Galois groups of the Schubert problems · · · · 2, · · ·
· I, · · · · , · · · , · · · · 2, · · · · , · · · · ,
and · · · on Gr(4, 9) are subgroups of S2 ≀ S2.
Sketch of proof. The proof of this theorem is analogous to that of Theorem 3.11 with the
following changes:
When considering the Schubert problem · · · · 2, · · · ·I, · · · · ,
or · · · , we let K ′ := 〈hi, F 23 〉. We then define V := 〈J ∩ K
′, J ∩M〉 as a
Gr(2, 4) and continue the proof as above replacing instances ofK withK ′.
When considering the Schubert problem · · · · 2, · · · · , · · · · ,
or · · · , we letM ′ := 〈hi, F 17 〉. We then define V := 〈J ∩K, J ∩M〉 ∩M
′ as a
Gr(2, 4) and continue the proof as above replacing instances ofM withM ′.
Theorem 3.13. The Galois groups of the Schubert problems · ·
2
· 2, · · · · ,
and · ·
2
on Gr(4, 9) are subgroups of S2 ≀ S2.
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Proof. We first show that the Galois group of λ = · ·
2
· 2 is a subgroup of S2 ≀ S2.
Let F 1• , . . . , F
6
• be the defining flags of λ in general position, and let M2 := F
1
2 ,M6 :=
F 16 , K := F
2
5 , J := F
3
7 , J
′ := F 47 , I := F
5
5 , and I
′ := F 65 . We begin by showing there is
an auxiliary problem 4 on a Gr(2, 4) as a subproblem of λ.
Let V := 〈M6∩K,M2〉 ∼= C4 andH ′ := H∩V forH ∈ ΩλF. Since dim(H∩M6) = 3
and dim(H ∩K) = 2, we have dim(H ∩M6 ∩K) = 1. Thus,H ′ ∈ Gr(2, V ) andK ∩ V
gives us the condition on Gr(2, V ). Since M2 ⊂ V , M2 gives us the condition on
Gr(2, V ). Moreover, dim(J ∩V ) = 2 and dim(H ′∩J) = 1, thus J gives us the condition
on Gr(2, V ). Similarly, J ′ gives the condition as well. This gives us the Schubert
problem 4 on a Gr(2, 4), which has two solutions h1, h2 and Galois group S2 by Lemma
3.3.
Let hi ∈ {h1, h2} such that H ′ = hi. We now consider the space V̂ := J ∩ J ′ ∼= C5.
Since our flags are in general position, we have V ⊕ V̂ ∼= C9. Let Ĥ = H ∩ V̂ . Since
dim(H ∩ J) = dim(H ∩ J ′) = 3, dim Ĥ = 2. Thus, Ĥ ∈ Gr(2, V̂ ). Moreover, sinceM6
and V̂ are in general position and dim(H ∩M6) = 3, dim(Ĥ ∩M6) = 1. This gives the
condition on Gr(2, V̂ ). Similarly, 〈K, hi〉 gives the condition on Gr(2, V̂ ). Finally,
dim
(
〈I, hi〉 ∩ V̂
)
= dim
(
〈I ′, hi〉 ∩ V̂
)
= 3. Thus, 〈I, hi〉 ∩ V̂ and 〈I ′, hi〉 ∩ V̂ both give
the condition on Gr(2, V̂ ). Thus, we have the Schubert problem 2 · 2 on a Gr(2, 5),
which has two solutions and Galois group S2 by Lemma 3.3. Thus, by the same argument
as in the previous proofs, Gal(λ) is a subgroup of S2 ≀ S2.
For each of the other Schubert problems, the argument is the same replacing any miss-
ing conditions with the new − condition in the same manner as in the proof of Theo-
rem 3.8.
Theorem 3.14. The Galois groups of the Schubert problems · 2 · · and · 2 · on
Gr(4, 9) are subgroups of S2 ≀ S2.
Proof. We first prove the Galois group of λ = · 2 · · is a subgroup of S2 ≀ S2. Let
F 1• , . . . , F
5
• be defining flags for λ in general position, and let L4 := F
1
4 , L6 := F
1
6 , K :=
F 25 , K
′ := F 35 , J := F
4
7 , and I := F
5
5 . We begin by showing there is an auxiliary problem
4 on a Gr(2, 4) as a subproblem of λ.
Let V := 〈L6 ∩K,L6 ∩K ′〉 ∼= C4 and H ′ := H ∩ V for H ∈ ΩλF. Since dim(H ∩
L6) = 3 and dim(H ∩ K) = dim(H ∩ K ′) = 2, we have dimH ′ = 2. Thus, H ′ ∈
Gr(2, V ) and both K ∩ V and K ′ ∩ V give us the condition on Gr(2, V ). Moreover,
since V ⊂ L6 and codimL6 L4 = 2, L4 gives us the condition on Gr(2, V ) as well.
Finally, dim(J ∩ V ) = 2 and dim(H ′ ∩ J) = 1, thus J gives us the condition on
Gr(2, V ). We have the Schubert problem 4 on a Gr(2, 4), which has two solutions h1, h2
and Galois group S2 by Lemma 3.3.
Let hi ∈ {h1, h2} such that H ′ = hi. We now consider the space V̂ := 〈J ∩ L4, J ∩
K〉 ∼= C5. Since our flags are in general position, we have V ⊕ V̂ ∼= C9. Let Ĥ = H ∩ V̂ .
Since dim(H ∩ J) = 3 and dim(H ∩ L4) = dim(H ∩ K) = 2, dim Ĥ = 2. Thus,
Ĥ ∈ Gr(2, V̂ ). Thus, Ĥ ∈ Gr(2, V̂ ). Moreover, dim(J ∩ L4) = 2 and dim(J ∩ K) =
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3, thus L4 ∩ V̂ and K ∩ V̂ give conditions and respectively on Gr(2, V̂ ). Since
dim(hi ∩K
′) = 1, dim〈hi, K ′〉 = 6 and dim
(
H ∩ 〈hi, K
′〉
)
= 3, thus 〈hi, K ′〉 ∩ V̂ gives
the condition on Gr(2, V̂ ). Finally, dim
(
〈hi, I〉 ∩ V̂
)
= 3, so 〈hi, I〉 ∩ V̂ gives the
condition on Gr(2, V̂ ). Thus, by the same argument as in the previous proofs, Gal(λ) is
a subgroup of S2 ≀ S2.
For · 2 · , the argument is the same replacing the missing condition with the new
− condition in the same manner as in the proof of Theorem 3.8.
Theorem 3.15. The Galois groups of the Schubert problems 2 ·
2
· 2 · , · · · 2 ·
, ·
2
· 2 · ,
2
· 2 · , and · · 2 · on Gr(4, 9) are subgroups of S2 ≀ S3.
Proof. We first prove the Galois group of λ = 2 ·
2
· 2 · is a subgroup of S2 ≀ S3.
Let F 1• , . . . , F
7
• be defining flags for λ in general position, and let I := F
1
5 , I
′ := F 25 , J :=
F 37 , J
′ := F 47 , K := F
5
5 , K
′ := F 65 , L := F
7
2 . We begin by showing there is an auxiliary
problem 4 · on a Gr(2, 5) as a subproblem of λ.
Let V := 〈L,K〉∩〈L,K ′〉 ∼= C5 andH ′ := H∩V forH ∈ ΩλF. Since dim(H∩L) =
1 and dim(H∩K) = dim(H∩K ′) = 2, we have dimH ′ = 2. Thus,H ′ ∈ Gr(2, V ). Since
L ⊂ V , L gives the condition on Gr(2, V ). Moreover, since dim
(
K ∩ 〈L,K ′〉
)
= 3,
K ∩V gives the condition on Gr(2, V ). Similarly,K ′ ∩V gives the condition . Finally,
dim(J ∩ V ) = dim(J ′ ∩ V ) = 3, thus J ∩ V and J ′ ∩ V both give the condition on
Gr(2, V ). We have the Schubert problem 4 · 2 on a Gr(2, 5), which has three solutions
h1, h2, h3 and Galois group S3 by Lemma 3.3.
Let hi ∈ {h1, h2, h3} such thatH ′ = hi. LetN = 〈hi, K〉∩J∩J ′ andN ′ = 〈hi, K ′〉∩
J ∩ J ′. Then V̂ = 〈N,N ′ ∼= C4. Since our flags are in general position, V ⊕ V̂ ∼= C9.
Let Ĥ = H ∩ V̂ . Since dimN = dimN ′ = 2, 〈hi, K〉 ∩ V̂ and 〈hi, K ′〉 ∩ V̂ both
give the condition on Gr(2, V̂ ). Moreover, 〈hi, I〉 and 〈hi, I ′〉 both give the condition
on Gr(2, V̂ ) as well. Thus, by the same argument as in the previous proofs, Gal(λ) is a
subgroup of S2 ≀ S3.
For the other Schubert problems, the argument is the same replacing the missing
condition with the new − or − condition in the same manner as in the proof of
Theorem 3.8.
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4. ELEVEN TYPES OF SCHUBERT PROBLEMS
Here, we list all 148 deficient problems in Gr(4, 9). We will organize the problems
based on the relations in Chapter 3, and we will determine the Galois group for each of
these types of Schubert problem. Additionally, we will include a table showing the results
of sampling from the Galois group of the problems using Algorithm 3.1 for each Galois
group found. On these tables, the column “Empirical Fraction” gives the quantity (order
of Galois group)·(number of times cycle type observed)/(number of cycle types sampled).
4.1 Type one
Here, we study 2 · 2 ·
2
· 2 = 4 and all conclusions about this problem will also
apply to the problems in Figure 4.1. By Theorem 3.8, the Galois group of each of these
problems is a subgroup of either Gal( 4 · ) ≀ S2, Gal( 2 · 2) ≀ S2, or Gal( 3 · ) ≀ S2.
However, in Gr(2, 5), all of these reduce to the problem 4 in Gr(2, 4) by Lemma 2.27.
By Lemma 3.3, this has Galois group S2, thus we see that the Galois group of each of
these problems is a subgroup of S2 ≀ S2 ∼= D4. To see that this is the Galois group, we use
Algorithm 3.1 yielding results similar to Table 4.1.
4.2 Type two
Here, we study 4 ·
3
· = 4 and all conclusions about this problem will also apply to
the problems in Figure 4.2. By Theorem 3.9, the Galois group of each of these problems
is a subgroup of Gal( 4) ≀ S2. By Lemma 3.3, this has Galois group S2, thus we see that
the Galois group of each of these problems is a subgroup of S2 ≀ S2 ∼= D4. To see that this
is the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.1.
4.3 Type three
Here, we study the Schubert problems · ·
2
· 2, · · · · , and · ·
2
, all of
which have four solutions. By Theorem 3.13, the Galois group of each of these problems
Table 4.1: Example of Algorithm 3.1 output when the Galois group is S2 ≀ S2.
Cycles in Gal( · 2 · )
found in 49606 samples
Cycle Observed Empirical Number
Type Frequency Fraction in S2 ≀ S2
(4) 12645 2.0392 2
(2,2) 18520 2.9867 3
(2,1,1) 12292 1.9823 2
(1,1,1,1) 6149 0.9916 1
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2
· ·
· · · ·
Figure 4.1: Problems of type one.
is a subgroup of S2 ≀ S2 ∼= D4. To see that this is the Galois group, we use Algorithm 3.1
yielding results similar to Table 4.1.
4.4 Type four
Here, we study · · · · · = 4 and all conclusions about this problem will also
apply to the problems in Figure 4.3. By Theorem 3.11, the Galois group of each of these
problems is a subgroup ofGal( 2 · 2) ≀S2. In Gr(2, 5), 2 · 2 reduces to the problem 4
in Gr(2, 4) by Lemma 2.27. By Lemma 3.3, this has Galois group S2, thus we see that the
Galois group of each of these problems is a subgroup of S2 ≀ S2 ∼= D4. To see that this is
the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.1.
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Figure 4.2: Problems of type two.
· · · · ·
· · · · · · · · · · · ·
· · · · · · · · · ·
Figure 4.3: Problems of type four.
4.5 Type five
Here, we study · 2 · · and · 2 · , all of which have four solutions. By Theorem
3.14, the Galois group of each of these problems is a subgroup of S2 ≀ S2 ∼= D4. To see
that this is the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.1.
4.6 Type six
Here, we study · · · · 2, · · · · , · · · · , · · · ,
· · · · 2, · · · · , · · · · , and · · · , all of which have four
solutions. By Theorem 3.12, the Galois group of each of these problems is a subgroup of
S2 ≀ S2 ∼= D4. To see that this is the Galois group, we use Algorithm 3.1 yielding results
similar to Table 4.1.
4.7 Type seven
Here, we study 4 · ·
2
· 2 = 6 and all conclusions about this problem will also
apply to the problems in Figure 4.4. By Theorem 3.8, the Galois group of each of these
problems is a subgroup of Gal( 4 · ) ≀ S2. By Lemma 3.3, this has Galois group S3, thus
we see that the Galois group of each of these problems is a subgroup of S3 ≀S2. To see that
this is the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.2.
4.8 Type eight
Here, we study 4 ·
3
· · = 6 and all conclusions about this problem will also
apply to the problems in Figure 4.5. By Theorem 3.10, the Galois group of each of these
problems is a subgroup of Gal( 4) ≀ S3. By Lemma 3.3, this has Galois group S2, thus we
see that the Galois group of each of these problems is a subgroup of S2 ≀ S3. To see that
this is the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.3.
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Table 4.2: Example of Algorithm 3.1 output when the Galois group is S3 ≀ S2.
Cycles in Gal( 4 · ·
2
· 2)
found in 49557 samples
Cycle Observed Empirical Number
Type Frequency Fraction in S3 ≀ S2
(6) 8275 12.0225 12
(4,2) 12451 18.0897 18
(3,3) 2703 3.9271 4
(3,2,1) 8194 11.9048 12
(3,1,1,1) 2667 3.8748 4
(2,2,2) 4105 5.9640 6
(2,2,1,1) 6299 9.1516 9
(2,1,1,1,1) 4172 6.0614 6
(1,1,1,1,1,1) 691 1.004 1
4 ·
2
· · 4 · · 2 · 3 · ·
2
· ·
3 · · · · 2 3 · · · · 3 · · · ·
3 · · 2 · 2 · ·
2
· 2 2 · · · · ·
2 · ·
2
· 2 3 ·
2
· · 2 ·
2
· ·
2 · · · · · · · · 2 · ·
2
· ·
2 · · · · 2 · · · 2 ·
2
· ·
· · · 2 ·
2
· 2 4 · ·
2
· 2
Figure 4.4: Problems of type seven.
Table 4.3: Example of Algorithm 3.1 output when the Galois group is S2 ≀ S3.
Cycles in Gal( · ·
2
· · )
found in 49501 samples
Cycle Observed Empirical Number
Type Frequency Fraction in S2 ≀ S3
(6) 8256 8.0057 8
(4,2) 6168 5.9810 6
(4,1,1) 6204 6.0159 6
(3,3) 8082 7.8369 8
(2,2,2) 7264 7.0437 7
(2,2,1,1) 9407 9.1217 9
(2,1,1,1,1) 3071 2.9779 3
(1,1,1,1,1,1) 1049 1.0172 1
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Figure 4.5: Problems of type eight.
2 ·
2
· 2 · · · · 2 · ·
2
· 2 ·
2
· 2 · · · 2 ·
Figure 4.6: Problems of type nine.
4.9 Type nine
Here, we study 2 ·
2
· 2 · = 6 and all conclusions about this problem will also
apply to the problems in Figure 4.6. By Theorem 3.15, the Galois group of each of these
problems is a subgroup of Gal( 4) ≀ S3. By Lemma 3.3, this has Galois group S2, thus we
see that the Galois group of each of these problems is a subgroup of S2 ≀ S3. To see that
this is the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.3.
4.10 Type ten
Here, we study 3 · · · · = 6 and all conclusions about this problem will also
apply to the problems in Figure 4.7. By Theorem 3.11, the Galois group of each of these
problems is a subgroup of Gal( 4 · ) ≀ S2. By Lemma 3.3, this has Galois group S3, thus
we see that the Galois group of each of these problems is a subgroup of S3 ≀S2. To see that
this is the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.2.
4.11 Type eleven
Here, we study 6 ·
2
· 2 = 10 and all conclusions about this problem will also
apply to the problems in Figure 4.8. By Theorem 3.8, the Galois group of each of these
problems is a subgroup of Gal( 6) ≀ S2. By Lemma 3.3, this has Galois group S5, thus we
see that the Galois group of each of these problems is a subgroup of S5 ≀ S2. To see that
3 · · · ·
2 · · · · 2 · · · · · · · ·
Figure 4.7: Problems of type ten.
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Figure 4.8: Problems of type eleven.
this is the Galois group, we use Algorithm 3.1 yielding results similar to Table 4.4.
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Table 4.4: Example of Algorithm 3.1 output when the Galois group is S5 ≀ S2.
Cycles in Gal( 3 · · · 2)
found in 49510 samples
Cycle Observed Empirical Number
Type Frequency Fraction in S5 ≀ S2
(10) 4976 2894.5425 2880
(8,2) 6209 3611.7794 3600
(6,4) 4226 2458.2669 2400
(6,2,2) 4061 2362.2854 2400
(5,5) 1018 592.1713 576
(5,4,1) 2383 1386.1927 1440
(5,3,2) 1636 951.6623 960
(5,3,1,1) 1641 954.5708 960
(5,2,2,1) 1321 768.4266 720
(5,2,1,1,1) 798 464.1971 480
(5,1,1,1,1,1) 85 49.4446 48
(4,4,2) 3150 1832.3571 1800
(4,4,1,1) 1542 896.9824 900
(4,3,2,1) 2007 1167.4732 1200
(4,3,1,1,1) 2040 1186.6692 1200
(4,2,2,2) 2068 1202.9570 1200
(4,2,2,1,1) 1521 884.7667 900
(4,2,1,1,1,1) 1053 612.5308 600
(4,1,1,1,1,1,1) 103 59.9151 60
(3,3,2,2) 678 394.3930 400
(3,3,2,1,1) 1388 807.4005 800
(3,3,1,1,1,1) 680 395.5564 400
(3,2,2,2,1) 1017 591.5896 600
(3,2,2,1,1,1) 1735 1009.2505 1000
(3,2,1,1,1,1,1) 752 437.4389 440
(3,1,1,1,1,1,1,1) 74 43.0456 40
(2,2,2,2,2) 206 119.8303 120
(2,2,2,2,1,1) 371 215.8108 225
(2,2,2,1,1,1,1) 550 319.9353 300
(2,2,1,1,1,1,1,1) 192 111.6865 130
(2,1,1,1,1,1,1,1,1) 28 16.2876 20
(1,1,1,1,1,1,1,1,1,1) 1 0.6330 1
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5. CONCLUSION
In general, we expect the Galois group of a Schubert problem to be the full symmetric
group. When it is not, the group reflects some intrinsic geometric structure in the problem’s
set of solutions. We explored all of the reduced Schubert problems in Gr(4, 9) and found
that the Galois groups of all except 148 of them are at least alternating. Of the problems
whose Galois groups are at least alternating, we were able to determine that over 80% of
them actually have the full symmetric group as their Galois group. For the 148 deficient
problems, we were able to completely determine their Galois groups. We also described
three different structures, each of which may be used to build infinite families of examples
of Schubert problems with deficient Galois group.
We believe that, with somemore work, the other structures used to classify the deficient
problems in Gr(4, 9) will be generalized to other Grassmannians as well. Moreover, the
techniques developed in studying the Schubert problems in Gr(4, 9) are readily adapted
for studying Schubert problems in other spaces. We are currently developing the compu-
tational structure that will be needed to do a thorough search of the Schubert problems in
Gr(4, 10). We are also working to expand the scope of our current software so that it will
be capable of exploring Schubert problems in more general flag varieties. This is part of
a long-term project devoted to understanding the Galois groups of Schubert problems in
general.
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