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In this paper, we show that, for any finite set X, the set A(X n) of mappings from X n into 
itself is computable on a network N=(G, X) of size n, if and only if N contains an automaton 
which can directly receive informations from any automaton of the network. Then we prove that 
a non-bijective mapping F from {0, 1} n into itself is computable on a binary tree-network 
N = (G, {0, 1 }) if and only if I(F) = • x L IF J(x)l/ZJ -> 2" -p-  l, where p is the maximum number 
of pending vertices of a caterpillar of G, and LvJ denotes the greatest integer lower than or equal 
to v. 
1. Introduction and notations 
Let n be a positive integer and let X be a finite non empty set. A(Xn), Sym(X n) 
and Alt(X n) denote respectively the set of mappings from X n into itself, the sym- 
metric group over X n and the alternate group over X n. 
A digraph of order n is denoted G = (V, U) where V= (ol, 02 .. . . .  on) is the set of 
vertices and Uc_ V× Vis the set of arcs. G = (V, U) is called an undirected graph (or 
simply a graph) if U is symmetrical i.e. for any arc (u, u') of U, the opposite arc 
(u', u) belongs to U. A tree is a graph which does not contain any cycle of length 
greater than two. 
A mapping F of A(Xn) :x  = (xl . . . . .  xn) ~ ( f l  (x)  . . . . .  fn (x ) )  is said to be compatible 
with a digraph G of order n if, for any i, f depends possibly on itself plus some Xg 
such that (oj, vi) is an arc of G (see the example below). 
Example. Consider Fig. 1. The mappings compatible with the digraph G of Fig. 1 
are of the form: 
v 1 
v2 ~ v4 
v 3 
Fig. 1. 
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(XI . . . . .  Xn) ~ (fl (Xl, X2), f2(x2, X3, X4), f3(Xl, X3, X4), f4(Xl, X2, X4)) 
A network of size n is a couple N= (G, X)  where G is a digraph of order n and 
can be thought of as the interconnection pattern of the machines in the network, 
X is a finite set of cardinality two or more, and can be thought of as the set of states 
that the machines in the network can assume; a more complete interpretation of 
these notions is given in [5]. 
N=(G,X)  is called a tree-network if G is a tree; it is said to be binary if 
X={0,  1}; it is called a binary tree-network if G is a tree and X={0,  1}. 
A submonoi'd S of A(X n) is said to be computable on a network N= (G, X )o f  
size n, if any element F of S can be decomposed into the form F=F~ OFzO...oF r 
where any F i is an element of S compatible with G. 
2. Computation on general networks 
In [5] it has been shown that A({0, 1 }~) is computable on a binary tree-network 
N=(G, {0, 1}) of size n, if and only if G is a star. Here, we generalize this result 
as follows: 
Theorem 1. For any finite set X of cardinality greater than one, A(Xn), n>2, is 
computable on a network N= (G, X)  of order n, if and only if G is strongly con- 
nected and contains a vertex o such that for any vertex v' ~ v, (v', v) is an arc of G. 
Proof. X can be identified with the ring of integers modulo q where q = IX]. 
Sufficient condition. Using the family of functions 
~a+ej if x=a, 
La. j (X) = tXa i f x=a+ej ,  
otherwise 
and 
E~,j(x)= lx a+ey if x=a, 
otherwise 
where ej denotes the j-th element of the canonical basis of X n, one proceeds in a 
way similar to the proof of Proposition 3.2 in [5]. 
Necessary condition. It is obvious that G must be strongly connected. Let 
F~A(X  ~) be such that ]Im(F)]=qn-1, where Im(F)={F(x): x~Xn}.  If 
F=F~oF2o...°Fr, then it is easily verified that there exists an index i such that 
I Im(Fi)] = q~-  1. It is therefore sufficient o show that such a function cannot be 
compatible with a digraph which does not satisfy the condition of the theorem. 
Let a and b the two elements of X n such that F-l(a)=O,]F-l(b)l=2, and 
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IF- l (x) l  = 1 for any x different from a and b. It is easily verified that 
Y, F (x )=b-a~O (modq). (1) 
X 
On the other hand, let F= (fm .. . . .  fn) be compatible with a digraph G where there 
is no vertex v which verifies the condition of the theorem; if f depends for in- 
stance on x~,x2 ..... xj, j<n ,  then by denoting A={x~Xn:xk=O,  k=j+ 1 ..... n}, 
it is easily seen that for any y6X ~, I f  J(Y)] =qn Jlfi I(Y)NA] =0 (modq). 
Thus 
~f (x )= ~ I f - l (y ) ly=O (modq). 
x y 
Since this equality holds for any i, it follows that 
F(x) = 0 (mod q). (2) 
X 
The theorem follows from the contradiction between (1) and (2). [] 
For any pending vertex v of a tree G, we denote G-  v the tree obtained from G 
by removing the vertex v. 
We are now going to study the computation of bijective mappings of A(X~). 
Proposition 2. For any finite set X, Alt(X ~) is computable on any tree-network 
N = (G, X) of  size n. 
Proof. Let us proceed by induction on n. The case n_< 3 follows from Theorem 1. 
Let us assume that the result holds for all trees of order n -  1 and let G be a tree 
of order n. Assume that o~ is pending in G and let us denote 
G '=G-o  I and N '=(G ' ,X ) .  
The induction hypothesis implies that the mapping F'=(fz,  f3 . . . . .  f~) of 
Alt(X ~- 1) with cycle structure 
(0, u,v) where u= (1, 0 . . . . .  0) and v= (l, l, 0 . . . . .  0), u, veX "-1, 
is computable on N' .  Let F, H, TaeA(X ~) be defined by 
F(x) = (xl, f2(x2, x3 .... ,xn) . . . . .  fn(x2, X3 . . . . .  Xn)), 
H(x) = (x4, Xl, x3, x2, x 5 . . . . .  Xn), 
Ta(x)=x-a.  
Using the cyclic decomposition of these functions, one can write 
F= H (iel, iel +e2, iel +e2+e3), 
O<_i<q 
H- I °F°H= H (ie4, ie4+ej, ie4+el+e3), 
O<_i<q 
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Hence, 
H I oFoHoF=(O, e2, e2+ e3, e l, e I +e2, e I + e2+ e3, e I +e3) 
× H (iel, iel + e2, iel + e2 + e 3) 
2<_i<q 
× H (ie4, ie 4 + el, ie 4 + el + e3). 
l<<_i<q 
(H- 1 oFoHoF)3 = (0 ,  el, el + e3, e2 + e3, el + e2 + e3, e2, el + e2) =/-/, 
Ta -1 o/~o T~=(a, a+el, a+ej +e3, a+e2+e3, a+el +e2+e3, a+e2, a+el + e2) =/.re. 
The cycles /~ cover all the elements of X",  thus from a theorem of [4], they 
generate Alt(X~). The theorem follows from the fact that any /~ is computable on 
G. [] 
In [5] it has been shown that Sym(X ~) is computable on a binary tree-network 
N=(G,  {0, 1}) if and only if G is a star. The next corollary shows that this result 
cannot be extended to networks with odd number of states. 
Corollary 3. I f  ]X] =2p+ 1 _>3, then Sym(X ~) is computable on any tree-network 
N = (G, X )  of  size n. 
Proof. Let us proceed by induction on n. The case n_< 3 follows from Theorem 1. 
Let G be a tree of order n with pending vertex Vl, and let us denote G '= G-v~ 
and N'  = (G', X). From the induction hypothesis, the transposition F '  -- (f2 . . . . .  f~) 
of Sym(X n-~) with cyclic decomposition 
F '=(0 ,  u), where u=(1 ,0  .. . . .  0) 6X  n 1 
is computable on N'.  As in the proof of Proposition 2, it follows that the permuta- 
tion of Sym(X n) 
F= H (ie l, iel + e2), q= IX] odd. 
O<_i<q 
is computable on N. Since F is an odd permutation computable on N and since, 
from the preceding proposition, Alt(X ~) is computable on N, it follows that 
Sym(X n) is computable on N. [] 
Comment. The computation of Sym(Xn), ]X ]=2p>2,  on tree-networks 
N= (G, X) of size n, is an open question. 
3. Computation on binary tree-networks 
In this section, we study the computation capability of binary tree-networks. 
Hereafter, X is identified with the field of integers modulo 2. For FeA(Xn) ,  we 
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denote 
I(F) = ~ L IF-t(x)l/2_] 
X 
where Lp_] denotes the greatest integer lower than or equal to p. 
Any F of A(X ~) will be identified with its unique reduced representative 
polynomial over the field of integers modulo 2; d°(f) denotes the degree of a func- 
tion f from X n to X. A caterpillar is a tree obtained from a chain by adding pen- 
ding vertices (see Fig. 2 below). 
a chain 
a caterpi l lar  
Fig. 2. 
The reader may easily verify the following lemmas. 
Lemma 4. I f  a function q~ of A(X ~) is such that 
I(q~)=m_>l, and Iq~ l(x)]<2 fo ranyxofX  ~, 
then AIt(X")U {FeA(X~): l(F)>_m} is a submonofd of A(X ~) 
{qs} O Alt(Xn). 
generated by 
Lemma 5. Let F be a function of A(Xn). 
(i) I f  ]Im(F)I_<2n-2rn, then I(F)> m. 
(ii) I f  F is affine and non-bijective, then I(F) = 2 ~- l 
(iii) I f  F=H"oH', then I(F)>_max(I(H", I(H')). 
Definition. Let G be a tree of order n with pending vertex v~ adjacent o o2, and 
let FeA(X  n) be compatible with G; we assume that F(O .. . . .  0)=0. 
- Iff l(x)=x2, then F= UoH"oUoH'oU, where 
U(x) = (x2, x~, x3 ... . .  xn), 
H'(x) = (Xl, f2(x2,  Xl, x 3 . . . . .  Xn) , x 3 . . . . .  xn) , 
Htt(x ) ~-_ (x  D x2, f3 (x )  . . . . .  fn(X)). 
- Iff l(X)=Xl+X 2, then F=H"oU, where 
U(X) =(X 1 +X2,  X 2 . . . . .  Xn), 
H" (x )  = (Xl, f2 (x l  + x2, x2, x 3 . . . . .  xn) , f3(x)  . . . . .  fn(X)). 
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When one of these (not exhaustive) cases happens, the corresponding expression 
of  F will be called the decomposit ion of  F with respect o ol. 
Clearly, the function H"=(hl , . . "  .,hn)" introduced in the decomposition of 
F= (fl . . . . .  fn) with respect o a pending vertex u I adjacent o v2, verifies hi"=fi for 
i = 3 . . . . .  n. This property will be used extensively in the proofs of  the forthcoming 
results. 
The main theorem of  this section is the following: 
Theorem 6. A non-bijective mapping F of  A (X  n) & computable on a binary tree- 
network N=(G,  {0, 1}) of  size n, i f  and only i f  I(F)>__2 "-p ~, where p is the max- 
imum number of  pending vertices of  a caterpillar of  G. 
Proof. Necessary condition. Let F~A(X n) be a non-bijective mapping compatible 
with a tree G; clearly, if F=a+F' ,  aeX n, F ' (0 )=0,  then I (F)=I(F ' ) .  Therefore, 
we can restrict ourselves to the case where F (0)= 0. I f  G is a star, then the result 
follows from Theorem 1; as a consequence, we can assume that ol is a pending 
vertex adjacent o 02, and that on is a pending vertex not adjacent to 02 (see Fig. 
3 below). 
I 
v 
[] []---- ...--L -L D 
v 1 v 2 Vn- 1 v n 
Fig. 3. 
Let us proceed by induction on n. The case n__< 3 follows from Theorem 1. Let us 
assume that the result is true for all trees of  order n - 1 and let G be a tree of  order n. 
Case 1: d°(f l )~: 1. Since fj depends on (at most) two variables, Xl, x2, one has 
for instance tf~-~(0)l___3 • 2 n 2 and If~-l(1)l_<2 n-2, thus I Im(F) t<2n-2  ~ 2. Since 
any caterpillar contains at least two pending vertices, it follows that p___2, hence, 
by application of  Lemma 5(i), I ( F )>2 n 3>2n-P- l  
Case 2: f l (x )=x  2. Let us denote G'=G-o l ,  G"=G-vn ,  and let 
F= UoH"o UoH'o U be the decomposit ion of  F with respect to vl. It is easily 
verified that the functions defined by 
F'(xl . . . . .  xn l ) : (X l , f2(x2,  Xl, X3 . . . . .  Xn 1,0),X3 . . . . .  Xn 1) 
and 
F" (x2, x3 .. . . .  Xn) = (x2, f3 (0, x2 . . . . .  Xn) .. . . .  fn(O, x2, x3 .. . . .  Xn)), 
are compatible respectively with G" and G' and verify 
I (H')  = 2 I(F'), I (H ") = 2 I(F"). 
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Since H '  or H"  is non-bijective, it follows f rom Lemma 5(iii) and f rom the induction 
hypothesis, that 
l (F)>_max( i (H,) , i (H, , ) )~2.2 ~ I q-I where q_<p, 
and the theorem holds. 
Case 3: f l (x )=xl  and F is non-bijective on 
S 0={x:x¿=0} and S l={X:X l= l} .  
Let FieA(Xn) ,  i=0 ,  1, be defined by 
FAx2, x3 . . . . .  x,)  = (f2(i, x2 . . . . .  x,)  . . . . .  f ,( i ,  x2 . . . . .  x~)). 
Since these functions are non-bijective and compatible with G '= G-v l ,  it follows 
f rom the induction hypothesis that 
I (F)=I(Fo)+I(FI)>_2.2 n i q-i where q<_p 
and the theorem holds. 
Case 4: For any pending ver tex  oi, f i (x )=x i ,  and f / i s  bijective on exactly one of 
the two sets S o and S 1 defined above. Hereafter,  we shall assume that f / i s  bijective 
on S l and non-bijective on S 0. In order to handle this case, we need some defini- 
tions and lemmas. 
Definition. Let G be a tree of order n. A subset of A(X  n) 
{Fa=(f lal , f~ 2 . . . . .  f~an), a=(a l ,  a2 . . . . .  an) E {0, 1} ~ } 
composed of functions compatible with G, is called a G-family if the following two 
conditions hold: 
-f i°--#f I for any pending vertex o i of G. 
- F a is non-bijective if and only if a = (0, 0 . . . . .  0). 
Example  1. If  G is the tree of  order 2, then the funct ionsf l°=f°=xl  +xa, fl I =x l ,  
and f21 =x2 correspond to a G-family. 
Lemma 7. Let G be a tree of  order n:- 3, with pending vertex ol adjacent o v 2, and 
let us denote G'=G-o l .  For any G-family {Fa;ae{O, l}n}, there exists a G'- 
family {H b = (h/2 ~2, bn .... hn ); b=(b2  . . . . .  bn)~{0,  1} n- l}  such that, for i=3  . . . . .  n 
h o=f0  and h) =f~. 
Lemma 8. Any G-family is composed of  affine transformations. 
Lemma 9. Let G be a tree; there exists a G-family if  and only i f  G is a chain. 
The proofs of these lemmas are given in the Appendix,  at the end of  the paper. 
302 M. Tchuente 
Proof  of Theorem 6 (continued). Case 4: For any pending ver tex  oi, f i (x  ) =Xi, and 
f is bijective on exactly one of the two sets So and $1 defined above. Hereafter, we 
shall assume that f is bijective on Si. 
Let us assume that the vertices of  G are numbered in such a way that: 
- { Om + 1, Om + 2, , On } is the set of  pending vertices, 
- {Orn , Om_ 1 . . . . .  Om_q+l} is the set of  pending vertices of  the tree G'  obtained 
from G by removing the pending vertices {Om+l .... .  on}, 
- for j=0 ,1  . . . . .  q - l ,  vm j is adjacent o Om+j+t. 
Let us define 
H°(xl, Xz . . . . .  xm) = (h~ 1 (Xl, , Xm) . . . . .  hamm(xm)) 
where 
Sf (x l ,  x2 .... .  Xm, O, 0 . . . . .  O) if i<_m-q, 
hai(x I , Xm ) 
[~f(xl, x 2 ... . .  Xm, O,...,O, ai, O . . . . .  0) if i=m- j  
k____ )  
J 
(see Example 2 below). It is easily verified that {Ha;a= (al . . . . .  am) ~ {0, 1} m} is a 
G'-family; it follows from Lemma 9 that G '  is a chain, G is a caterpillar, p = n - m. 
Moreover, since, from Lemma 8, any f  is affine, it follows from Lemma 5 (ii) that 
I ( F )=2 m l =2n-P - !  
Sufficient condition. Let G be a tree of  order n and let G '  be a caterpillar of  G 
with vertices v~ .... .  Om, and pending vertices Om_p+ 1 . . . . .  0 m. For i = 1 . . . . .  m -p ,  let 
S(i) denote the set of  pending vertices of  G '  adjacent to oi. Let us consider the 
tridiagonal polynomial matrix M= (wO(x I . . . . .  Xm) defined by 
where 
~I a~ 
a z 0 1 
1 0 a 3 
a 4 0 
"-if n is odd 
.° 
0 1 
1 an_., 
c- 1 al 
a 2 0 
1 
H xj if s ( i )~o ,  
ai(x I , . . . ,  Xm)= ~ j~S(i) 
if S(i) =0,  
and let us consider the mapping F of  A(X  n) defined by 
i_< if i>_m-p+ 1, 
f (x )= ~m wOx j if l <_i<_m-p 
j -p  
1 
0 
a4 
a3 
0 
0 an-l 
a n 1 J 
if n is even 
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(see Example 3 below). Clearly, 
Det(M) = 1 + [I I-I xj .  
1 <_i<_m-p jeS( i )  
Hence, (x4:y  and F(x )=F(y) )  if and only if 
- xi=Y~ for i>m.  
- x i=Yi  = 1 for i=m-p+ 1 .... .  m. 
- M(1 ,  1 . . . . .  1) ~:1 - ]  =M( I ,  1 . . . . .  1) 
J 
X2 
m- 
It is easily verified that 
IF-l(x)l_<2 for anyxeX" ,  
and the theorem follows from Lemma 4. 
Iyil Y2 
and I ( F )=2 ~-m.  2 " -p - I  =2 n-p-I 
Example 2. Consider Fig. 4 
Vl l  
]vlO 
v 6 v 7 v 4 v 8 
3 ,M 
v 3 v 9 
U, G L q3 D 
v5 Vl I v2  v3 
v 4 
tree G 
Fig. 4. 
subtree G' 
For any a=(a l ,  a 2 . . . .  ,as)E {0, 1} 5, 
Fa(xl ,  x2, x3, x4, X5) "= (Yl, Y2, Y3, Y4, YS) 
where, 
Yl =fl (x) = f l (X l ,  X2, X5), 
y: =fg(x) =f2(xl, x2, x3, x4), 
Y3 =f3 (Xl . . . . .  X 5, 0, 0, a 3, 0, 0, 0), 
Y4 =f4(xl .. . . .  x5, 0, an, 0, 0, 0, 0), 
Ys =fs(xl . . . . .  xs, as, O, O, O, O, 0). 
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Example 3. Consider Fig. 5. 
v18 v5 
[] 
E~. 
v 6 v 1 v: 
D 
v17 v7 
v 9 v14 v13 v12 
~ Vl l  
v8 v16 VlS Vl0 
[] 
v 6 
tree G 
Fig. 5. 
v 5 v 9 v12 
-, ] O. [] 
1 v2 v3 v4 1 
v7 v 8 vlO 
a caterpillar of G 
M= 
Ii X5 x6 x7 0 ~I 18x 9 0 1 
1 0 
0 Xl0Xl 1Xl 2 
(x~y and F(x)=F(y))  if and only if the following conditions hold: 
- (xl, xz, x3, x4)=(yl, yz, y3, Y4)+(1, 1, 1, 1, 1), 
-x i=Y i= l  for i=5 ... . .  12, 
-x i=Y i  for i= 13,..., 18. 
It is easily verified that I (F)= 2 9. 
Theorem 6 together with the result of [5] on the computation of bijective map- 
pings on binary tree-networks, can be summarized as follows: 
Theorem 10. Let N=(G,  X), X= {0, 1}, be a binary tree-network of  size n. 
(i) I f  G is a star, then any mapping o f  A (X  n) is computable on N. 
(ii) I f  G is not a star, then the maximal submonoYd of  A (X  n) computable on N i~ 
Alt(X") U {Fe A(X")  : I(F) >_ 2" -P- 1 } 
where p is the maximum number of  pending vertices of  a caterpillar of  G. 
Comments. Theorem 6 shows that, with respect o the computation of general 
boolean functions, the trees of order n can be partitionned into n -2  classes 
c2uc3u...uc,_~, 
where Ci is the set of trees whose caterpillars contain at most i pending vertices. 
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This partition corresponds to a total preorder with respect o computation; more 
precisely, all the trees of a given class, have the same computation capability, and, 
if i<j ,  then the set of boolean functions computable on trees of C i, is strictly con- 
tained in the set of boolean functions computable on trees of Cj. 
In [6], it has been shown that the situation is quite different for the computation 
of submonoids of monotone boolean functions. More precisely, it can be proved 
that, for two arbitrary (different) trees G, G' of order n, there exists a monotone 
boolean function F of A({0, 1 }"), which is computable on G, but not on G'. As a 
consequence, two arbitrary trees of order n, are incomparable with respect o the 
computation of submonoi'ds of monotone boolean functions. 
4. Further questions 
The method used in this paper for characterizing the mappings computable on 
binary tree-networks, i  based on an induction principle which is applicable only for 
trees. Therefore, the computation on binary networks whose interconnection graph 
is not a tree, cannot be treated by a similar method. However, we can prove the 
following: 
Proposition 11. I fa  
v such that (v', v) is 
that I(F) - 1, is not 
binary network N= (G, X)  o f  size n, does not contain a vertex 
an arc o f  G for  any v'--/:v, then any mapping F o f  A(X" )  such 
computable on N. 
Proof (similar to the proof of Theorem 1). If I (F)= 1 and F=F 1 oF2 o ... oFt, then 
there exists an index i such that I(Fi)= 1; as a consequence, it is sufficient o prove 
that such a mapping cannot be compatible with G. If I (F)= 1, then 
l a+b~O i f lXm(F) l=2" - l , F - -~(a)=0,  and ]F- ' (b)  1=2, x F(x)= a+b4:0  if Jim(F) 1=2" -2 ,  and F l(a)=F-l(b)=lO. 
The result follows from the fact that any mapping F of A(X")  compatible with G, 
verifies ~x F(x)=O. [] 
As shown in Theorem 6, a method for determining a non-trivial subset of A(X")  
computable on a binary network N= (G, X) associated with an undirected graph G, 
consists of finding a caterpillar of G with the maximum number of pending vertices. 
The complexity of this combinatorial problem is given is the following result: 
Proposition 12. Let (P) be the problem defined as follows: 
Input. An undirected graph G= (V, U) o f  order n, and an integer p. 
Question. Does G contain a caterpillar with p pending vertices or more? 
(i) The problem (P) is polynomial in the subclass o f  trees. 
(ii) The problem (P) is NP-complete in the class of  arbitrary graphs. 
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Fig. 6. 
Proof .  The problem is clearly in NP. 
(i) I f  G is a tree, then any maximal caterpillar of  G is associated with a path join- 
ing two pending vertices of  G. Since any such caterpillar can be treated in 
polynomial time, and since their number is bounded by n(n- 1)/2, it follows that 
(P) is polynomial in the subclass of  trees. 
(ii) We are going to show that any instance of  the hamiltonian chain problem, is 
polynomially transformable to an instance of  (P). 
Let G= (V, U) be an undirected graph of  order n; let G'  denote the undirected 
graph of order n2+n obtained from G by adding n pending vertices adjacent to 
any vertex of  G (see Fig. 6), and let us take p = n 2. Clearly, G '  contains a cater- 
pillar with p pending vertices, if and only if G contains a hamiltonian chain. [] 
Appendix 
Proof of Lemma 7. Without loss of  generality, we can assume that the elements of  
the G-family satisfy Fa(0, 0 . . . . .  0 )=0 for any a. Let us first note that, if o I is a 
pending vertex adjacent to o2, then for i=3  . . . . .  n, fi ai does not depend on xl. 
Hereafter, we denote G'  = G-  o r . 
Case 1:o2 is not pending in G '  (see Fig. 7 below). 
EF• v3  D El---... --42 
v 1 v 2 v 4 v 5 v n 
Fig. 7. 
From the definition of  a G-family, we can restrict ourselves to the case where 
fo  =j~l =j~ and 0 l h2 = h2 = h2. 
Subcase la: f l ° (x )=x l .  Let us assume that F ° ' °  is non-bijective on 
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S, = {x : xl = u }. We take 
h°(x)  = h~(x) :A (u ,  x2 . . . . .  x . ) ,  
h~i =ffli for i=  3, . . . ,  n, and ai= O, 1. 
Subcase lb : f l°(x) =x  I +x2.  For  any (a2 . . . . .  an) e {0, 1} n - l ,  let F°"2""an= 
H "Oa2"an° U denote the decomposit ion of  F Oa2"an with respect o v~. If H "°°  is 
non-bi ject ive on S, = {x:x l  = u}, then we take 
h ° = h l  : h"° (u ,  x2 . . . . .  x . ) ,  
h ai=fi  ai for i=  3, . . . ,  n, and a i :  O, 1. 
Subcase I c : f l°(x) = x 2. Let F °~2"n  o U o H ,oa2"'" on o U be the decomposit ion of  
f 0a2an with respect o v I. Since 
H'oa2 "" an(x ) = (xl, f2(x2, Xl ,  x3 . . . . .  xn), x3 . . . . .  X n) 
does not depend on a2, a3 . . . . .  an, it is bijective; as a consequence, the restrictions 
of  the functions H "Oa2 "' an, ai = O, 1; i = 2 . . . . .  n to the variables xi, i = 2 . . . . .  n, form 
a G ' - fami ly  which satisfy the condit ions of  the lemma; more precisely, 
h°(x)  = h I (x) • h2'(x) = x2 ,  
hai(x2 . . . . .  xn)=f f i (O,  x2 . . . .  ,xn), for i=3  . . . .  ,n,  and ai=O, 1. 
Case 2:v2 is pending in G '= G-e l  (see Fig. 8 below). 
i 
v 
13- - - -Q  . 13 - - - -  ... ,I-I 
v i v 2 v 3 v 5 v n 
Fig. 8. 
We take ha i=f  ai for i=  3 . . . . .  n, and 
~f°(u, x2 . . . . .  x.)  
Lt t0z  
hO(x) = nl tu, x2 . . . . .  Xn) 
.x2 
1 (0 ,  x 2 . . . . .  X n) 
t¢ 1 
h12(x) = 2 (0, x2, x 3 . . . . .  Xn) 
t,.x2 
if f lO(X)=Xl and F ° ' °  is non-bi jective on 
SU= {X:X 1 =U}, 
i f=H"°a2""an°U is the decomposit ion of  
F Oa2"''an with respect o ol and H "Oa2"''an 
is non-bi ject ive on S, = {x : xl -- u}, 
if f l°(x) = x2. 
if f l  I (x) = xl ,  
i f=H' la2"""n°U is the decomposit ion 
of  f la2"an with respect o vl, 
i f  f l l (X)=X2 .
308 M. Tchuente 
It can be shown (in a way similar to Case 1), that the family of  functions constructed 
in this way, is a G'-family which satisfies the condition of  Lemma 7. [] 
P roof  of Lemma 8. For n = 2, the result is trivial because any bijective mapping 
FeA({0 ,  1} n) is affine. Hereafter, we assume that n>3.  
Case 1: G is a star (see Fig. 9 below). 
i 
v 
[] El v5 
v 3 v I 
v 4 
Fig. 9. 
Since o I is not pending, we shall takef l  ° =f l  =f i -  The functions of  the G-family are 
of  the form 
Fa(x) = (fl(xl, x2 .... ,xn), fzaZ(xt, x2) . . . . .  fnan(Xl, xn)). 
Since for any I=  {i2, i3 . . . . .  ir} C {2, 3, ..., n }, r<  n, and any aj e {0, 1 }, j = 2 . . . . .  r 
there exists a bijective mapping H= (h~, h z ..... hn) of A(X ' )  such that 
h j=f f  J, j=2  . . . . .  r and h l=f l .  
it follows from Lemmas 4.1 and 4.3 of  [5], that 
d°(f~)<_n - 1, d°(fai)= 1, 
and 
/ \ 
d°~fli~ifai)<__n-1 for any IC  {2 . . . . .  n}, ]1]=1,2  . . . . .  n-2 ;a i=O,  1. 
The successive application of  this property for Ill = 1, . . . ,n -2 ,  shows that the G- 
family is composed of  affine transformations. 
General case. Let us proceed by induction on n. The case n -- 3 follows from the 
fact that the only tree of  order 3 is a star. Let us now assume that the result holds 
for any tree of  order n - 1, and let G be a tree of  order n different from a star. There 
exist two pending vertices ol and o, adjacent respectively to v2 and on, where 
v2 ¢ v,. We denote G'  = G-  Ol and G" = G-  v n. From Lemma 7, there exists a G'-  
family {F '~;ae  {0, 1} "-1 } and a G"-family {F"a;ae{O, 1} "-1 } such that 
f,ai=f~i for i=3 , . . . ,n  and fi "ai for i=  1 . . . . .  n - -2 .  
From the induction hypothesis, the G'-family and the G"-family are affine, hence 
the G-family is affine. [] 
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Proof  o f  Lemma 9. Necessary condition. Let G be a star of  order 4. A G-family 
must be associated with a 4 × 4 polynomial matrix 
M(x, y, Z) = i41 2(X) Dz(X ) 0 
/A3(Y) 0 D3(y) 
~A4(z ) 0 0 D4(Z) )
where ai~ {0, 1}, i= 1 . . . . .  4, and Ai, Oi, are affine. 
Det(M) = al D2(x )D3( Y)D4 (z ) + a2 A 2(x )D3( y)D 4(z ) 
+ a3A3(y)D2(x)D4(z) + a4A4(z)D2(x)D3(y) 
This determinant must be zero for a unique value of  (x, y, z). 
- If I{i : d°(Di) = 1 }] _ 2, then one has for instance Oz(x ) = x + x 0, Dz(y) = y + Yo. 
It is easily verified that Det(M(x 0, Yo, z) = 0 for z = 0, 1, and this is a contradiction. 
- If ]{i:d°(Di)= 1 } Ix  1, then Det(M) is a polynomial of  three variables and of 
degree less than or equal to two. It follows that I{(x,y,z)E{O, l }3 :Det (M)= 
0} l=0 (mod 2) and this is a contradiction. 
Sufficient condition. Let G be the chain of  order n and let M(a I . . . . .  an) be the 
family of  tridiagonal matrices defined by 
~1 a l 
a 2 0 
1 
1 
0 a 3 
a40 1 
1 
".. 
1 
1 anj 
if n is odd, 
~1 al 
a 2 0 1 
1 0 a3 
an0 1 
1 
"., 
an 
Since Det (M)= 1 + IIl<_i<_nai, it 
family. [] 
an 1 
1 J 
follows 
if n is even. 
that (M( l+a l  . . . . .  l+an)}  is a G- 
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