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We consider a numerical enclosure method with guaranteed L` error bounds for
the solution of nonlinear elliptic problems of second order. By using an a posteriori
error estimate for the approximate solution of the problem with a higher order
C 0-finite element, it is shown that we can obtain the guaranteed L` error bounds
with high accuracy. A particular emphasis is that our method needs no assumption
of the existence of the solution of the original nonlinear equation, but it follows as
the result of computation itself. A numerical example that confirms the effective-
ness of the method is presented. Q 1998 Academic Press
1. INTRODUCTION
We are concerned with the numerical verification of solutions for the
 .following nonlinear semilinear elliptic boundary value problem on a
bounded convex polygonal domain V in R2:
yDu s f u in V , . 1 . u s 0 on ­ V ,
where the map f is assumed to be continuous from the Sobolev space
1 . 2 .H V into L V and to be bounded on bounded sets. Now let S be a0 h
1 .finite-element subspace of H V depending on the mesh parameter h. As0
w x w x w x .described in previous papers 7 , 8 , 20 , etc. , such a validated numerical
 .method is based on the constructive numerical a priori andror a posteri-
ori error estimates for the finite-element approximation ¨ g S of theh h
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2 .solution ¨ to the following Poisson equation with g g L V :
yD¨ s g in V ,
2 . ¨ s 0 on ­ V .
Here, ¨ is defined ash
=¨ , =f s g , f , ;f g S . 3 .  .  .h h
Our verification methods are mainly based on the enclosure of solutions in
the sense of H 1 or L2 norms up to now. It is important, however, in
` w xvarious situations, to get the guaranteed L error bounds as well. In 9 , we
discussed such an estimate for piecewise linear elements based on the a
priori error estimates of the form
5 5 ` 5 5 2¨ y ¨ F Ch g . 4 .L V . L V .h
Here, and in what follows, we usually suppress the domain dependency of
5 5 ` 5 5 ` .the norms on V, e.g., ? ' ? . However, in that case, we needL L V .
some complicated smoothing techniques using pseudo-Hermite interpola-
 .tion. Furthermore, as far as we adopt the estimates 4 , we could not
expect any improvements in the order of accuracy at all, even if the higher
 w x.order finite elements e.g., as in 20 are used. That is, the guaranteed
 .accuracy will still remain in O h , whereas the actual error should be
reduced with higher order. Therefore, in this paper, we propose an L`
error estimate of a posteriori type that overcomes this deficiency of the
previous method when we use higher order elements. Another approach
` w xfor L -type error bounds is presented in 13 , but it also needs some higher
order, piecewise quintic, C1 finite elements.
Finally, we should like to remark that our a posteriori method has a
w x w xmeaning quite different from that of existing approaches, such as 2 , 17 ,
etc. That is, our aim is to verify numerically the exact solutions for
nonlinear elliptic problems with guaranteed accuracy in the mathemati-
cally rigorous sense. In contrast to our result, the purpose of many usual
works is to present the error indicator for mesh refinements rather than
the exact error bound or verification of solutions. That is the reason why
we refer to almost no literature concerned with them in the present paper.
w x w xOnly a few works, e.g., the results in 3 and 12 , have a close relation to
our approach. That is, in these papers, once some constants in the error
estimates are numerically resolved, their results would yield alternative
approaches to our work.
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2. OUTLINE OF THE VERIFICATION METHOD
Our L` enclosure method is closely related to the verification technique
adopted, which we recently reformulated slightly, creating a style different
from that of the original form. We will first describe the fundamental
 .verification principle for the solution of problem 1 .
In what follows, we assume that the finite-element subspace S ish
0 1 .  .constituted as a subspace of C V l H V by piecewise polynomials on0
rectangular or triangular meshes.
 .1. Let u g S be an approximation of 1 satisfyingÃh h
=u , =f s f u , f , ;f g S . 5 . . .Ã Ã .h h h
 . w x w xOn the rigorous enclosure for the solution to 5 , refer to 10 , 19 . For
example, it is not so difficult for us to strictly enclose u by some typicalÃh
w x w xinterval methods such as 1 , 15 , etc., using validated computation sys-
w x w xtems, e.g., 4 , 5 , etc. Then it can easily be seen that the argument below
w x w xis still valid for some interval solution u instead of u itself. In 19 , anÃ Ãh h
alternative approach is described. That is, we do not actually need the
exact enclosure of u , but it is sufficient to have an approximate solutionÃh
 . 5  . 5 y1of 5 and the residual estimates of the form f u q Du , which isÃ Ã Hh h
w xeasily computable; see 19 for details.
1 1 .Let P be the H projection from H V to S , defined byh 0 0 h
= ¨ y P ¨ , =f s 0, ;f g S , ¨ g H 1 V . 6 .  .  . .h h 0
Then, obviously, ¨ y P ¨ g S H , where S H denotes the orthogonal com-h h h
1 .plement of S in H V .h 0
2 1 .  .2. When we take an element u g H V l H V as the solution to0
the following Poisson equation:
yDu s f u in V .Ãh 7 . u s 0 on ­ V ,
we intend to find the exact solution u in the neighborhood of u. Then,
Hnotice that ¨ ' u y u g S .Ã0 h h
 .3. Setting u s u q w, 1 is reduced to the following problem of
finding w:
yDw s f u q w y f u in V , .  .Ãh 8 . w s 0 on ­ V .
 .y1Furthermore, when yD denotes the inverse Laplace operator from
2 . 2 . 1 .  .  .L V to H V l H V defined by the solution of 2 , we set F w s0
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y1 1 .   .  ..  .yD f u q w y f u . Then F is compact as a mapping from H VÃh 0
1 .to H V , and we get the following fixed-point equation of the operator F0
 .equivalent to 8 :
w s F w . 9 .  .
 .Note that 9 can also be rewritten as the following decomposed form in Sh
and S H :h
P w s P F w .h h
10 .
I y P w s I y P F w . .  .  .h h
 .4. To consider the Newton-type operator for 10 , define the nonlinear
1 .operator N on H V by0
y1N w s w y P y P A9 u P w y P F w , .  . .  .Ãh h h h hh
 .  .y1  .where A9 u ' yD f 9 u , and 9 means the Frechet derivative of f atÃ Ã Âh h
w  .xy1u . Here, P y P A9 u denotes the inverse on S of the restrictionÃ Ãh h h h h h
  .. <operator P y P A9 u . The existence of such a finite-dimensionalÃ Sh h h h
operator can be checked as the usual invertibility problem of a matrix
 w x.corresponding to the restriction operator e.g., 15 .
We now define
T w [ P N w q I y P F w . .  .  .  .h h
Then T is considered as the Newton-like operator for the former part of
 .10 , but the simple iterative operator for the latter part. Moreover, T is
1 .compact on H V by compactness of F. Furthermore, it can readily be0
 .  .seen that w s T w is equivalent to 9 .
5. If we find a nonempty, bounded, convex, and closed subset W in
1 .  .   . 4H V satisfying T W s T w N w g W ; W, then by the Schauder0
 .fixed-point theorem, there exists an element w g T W such that w s
 .T w . If we choose a bounded set W to be decomposable as W s W [h
W , where W ; S and W ; S H , the verification condition can beH h h H h
written by
P N W ; W .h h
11 .
I y P F W ; W . .  .h H
 .Note that P N W can be directly computed by using the a priori or ah
 w x w x.posteriori error estimates for ¨ s u y u e.g., 10 , 19 . On the otherÃ0 h
 .  .hand, I y P F W is evaluated by the constructive error estimates forh
w x w x w x .the finite-element solution of Poisson's equation 7 , 8 , 10 , etc. .
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Normally, W is represented as the linear combination of base functionsh
of S with interval coefficients, whereas W is represented as a ball inh H
S H . Therefore, the former condition is validated as the inclusion relationsh
of corresponding coefficient intervals. On the other hand, the latter part
can be checked by comparing two nonnegative real numbers that corre-
spond to the radii of balls. In the actual computation, we use the iterative
 .method for both parts in 10 , which may be considered a kind of interval
 w x w x w x .Newton-like iteration see 10 , 18 , 19 , etc., for details .
3. METHOD FOR L` ERROR BOUNDS
Let us assume that we obtained the set W, which contains the exact
 .solution w of 8 , by the verification procedure described above. Then we
use the following triangular inequality to estimate the L` error for the
approximation u :Ãh
5 5 ` 5 5 ` 5 5 ` 5 5 `u y u F ¨ q P w q I y P w . 12 .  .Ã L L L Lh 0 h h
5 5 `Here the second term is bounded by sup w , which can beLw g W hh h nq1.  n..directly computed, and, by observing the Newton process, w s T w ,
n s 0, 1, . . . , with w 0. s 0, we can see that it has the same order of
1.  .  .magnitude as w s T 0 . Therefore, by the definition of T 0 , we have
y1
` ` `5 5 5 5 5 5sup w f T 0 F P y P A9 u P F w .  . .ÃL L Lh h h h hh
w gWh h
5 5 `q I y P F 0 . 13 .  .  .Lh
` w  .xy1Assuming some appropriate L stability of the operator P y P A9 uÃh h h h
 . ?P in h, the former term in 13 is bounded by using a constant C9,h
.independent of h
y1
` 25 5 5 5P y P A9 u P F w F C9 f u q ¨ y f u . . .  .  .Ã Ã ÃL Lh h h h h 0 hh
 .  .On the other hand, the latter term in 13 is estimated from 4 as
5 5 ` 5 5 2I y P F 0 F Ch f u q ¨ y f u . .  .  .  .Ã ÃL Lh h 0 h
 .Thus, we have by 13 ,
5 5 ` 5 5 2sup w F C9 q Ch f u q ¨ y f u . 14 .  . .  .Ã ÃL Lh h 0 h
w gWh h
 .  .And the last term in 12 is estimated by using 4 as
5 5 ` 5 5 2I y P w F Ch sup f u q ¨ q w y f u . 15 .  . .  .Ã ÃL Lh h 0 h
wgW
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Note that the higher the order of the finite elements we use, the higher
 .  .the estimates we may expect for the right-hand side of 14 and 15 ,
 w x.insofar as we use a posteriori error estimates of ¨ see 19 . Therefore, if0
 .we obtain a higher order estimate on the first term of 12 , then, conse-
` 5 5 `quently, it would also yield such an L estimate for u y u , which weÃ Lh
desire. From this viewpoint, we consider below an L` residual method that
5 5 `yields sharp error bounds of ¨ in the a posteriori sense.L0
Now let T be a triangulation or a rectangulation of V. To get the L`h
error bounds of ¨ , we use the following constructive estimates of the0
2 . ` .embedding: H t ¨ L t on each t g Th
5 5 ` y1 5 5 2 5 5 2 < < 2¨ F C h ¨ q C =¨ q C h ¨ , 16 .L t . L t . L t . H t .0 1 0 2 0 3 0
where C y C are positive constants, independent of h, which can be1 3
w x w x. < < 2numerically determined 14 , 9 , and the seminorm f is defined asH t .
222 ­ f2
2< <f ' .H t .
­ x ­ x 2i ji , js1  .L t
5 5 2 5 5 2  .Furthermore, ¨ and =¨ in 16 are bounded byL t . L t .0 0
5 5 2 5 5 2 5 5 1¨ F ¨ F C h ¨L t . L H0 0 0 0 0
 .Aubin-Nitsche's trick and
5 5 2 5 5 2 5 5 1=¨ F =¨ s ¨ ,L t . L H0 0 0 0
respectively.
5 5 1 w xMoreover, ¨ is estimated by an a posteriori technique, as in 19 ,H0 0
which gives us a big improvement in the H 1 accuracy when we use the
higher order elements. Thus, the problem here is reduced to finding such a
< < 2  .type of a posteriori error estimates for ¨ in 16 .H t .0
< < 2 2 < < 2 2Below we estimate  ¨ instead of ¨ , which corre-H t . H t .t g T 0 0h
sponds to some kind of global H 2-error bound.
2 .Now, for p, q g C t , set
2 2­ q ­ p ­ q
 :p N q ' D p y ds, 17 .t H  /­ n ­ n­ x ­ x­t i iis1
where ­r­ n means the exterior normal derivative. By the invariance of
the following quantity with respect to rotations of the coordinate system,
 .  .x , x ª y , y :1 2 1 2
2 2­ q ­ p ­ q
D p y ,
­ n ­ n­ x ­ xi iis1
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we have
­ 2 p ­ q ­ 2 p ­ q
 :p N q s y dy . 18 .t H 12 /­ y ­ y ­ y ­ y­ y­t 2 2 1 11
Here, y and y mean the tangential and normal directions of ­t ,1 2
 .respectively. More rigorously, y , y is the local coordinate system at1 2
each point of ­t , but taking notice that ­t consists of piecewise straight
 .lines, the interpretation of the integration in 18 would cause no confu-
sion. In what follows, to avoid the complicated use of various symbols, we
will adopt such a simplified notation. Considering the coordinate indepen-
dency of the following quantity:
­ p ­ q ­ p ­ q
y ,
­ y ­ y ­ y ­ y1 2 2 1
 .integration by parts for the right-hand side of 18 yields
 :  :p N q s q N p . 19 .t t
 w x .Furthermore, using integration by parts e.g., 6 , p. 19 , we obtain for any
2 .p g C t ,
 : 5 5 2 2 < < 2 2p N p s D p y p . 20 .t L t . H t .
In particular, we have
 : 5 5 2 2 < < 2 2u N u s Du y u s 0 21 . t L H
tgTh
2 1 .  .for arbitrary u g C V l H V .0
 .  .Now let u and u be solutions to 7 and 5 , respectively. And weÃh
2 .temporarily assume that u belongs to C V .
 .Then, setting u y u \ ¨ as before, from 20 , we have the followingÃh 0
equality:
< < 2 2 5 5 2 2  :¨ s f u q Du y ¨ N ¨ , 22 . .Ã ÃH t . L t . t0 h h 0 0
< < 2 2which is the basis of our method for estimating  ¨ .H t .t g T 0h
 .As for the first term in 22 , it can be directly calculated on each t .
Now, note that
 :  :  :  :¨ N ¨ s u N u y 2 u N u q u N uÃ Ã Ãt t t t0 0 h h h
 :  :  :s u N u y 2 ¨ N u y u N u . 23 .Ã Ã Ãt t t0 h h h
NONLINEAR ELLIPTIC PROBLEMS 253
And observe that, taking account of the continuity of ­ 2 u r­ y2 on eachÃh 1
edge for continuous piecewise polynomial u , we obtainÃh
2­ u ­ uÃh
dy s 0. 24 . H 12 ­ y­ y­t 21tgTh
Here, the direction y has to be selected so that it coincides with the usual1
positive direction of the element t , which, therefore, depends on each t .
 .  .  .Now, 21 , 23 , and 24 imply that
 :  :  :¨ N ¨ s y2 u N ¨ y u N uÃ Ã Ã  t t t0 0 h 0 h h
tgT tgT tgTh h h
2 2­ u ­ u ­ u ­ ¨Ã Ã Ãh h h 0s y2 y y dy H 12 /­ y ­ y ­ y ­ y­ y­t 2 2 1 11tgTh
2 2­ u ­ u ­ u ­ uÃ Ã Ã Ãh h h hy y dy 25 .H 12 /­ y ­ y ­ y ­ y­ y­t 2 2 1 11
Thus we have
2 2­ u ­ u ­ u ­ uÃ Ã Ãh h h h :¨ N ¨ s q dy t H0 0 12 /­ y ­ y ­ y ­ y­ y­t 2 2 1 11tgT tgTh h
­ 2 u ­ ¨Ãh 0q 2 dy . 26 . H 1­ y ­ y ­ y­t 2 1 1tgTh
Note that this quantity vanishes if u is defined as the C1 finite elementÃh
 .by piecewise polynomials. Therefore, the right-hand side of 26 can be
considered as the total jump of the gradients of u across the boundary ofÃh
each element.
 .We denote the first and the second terms in 26 by J and J ,1 2
respectively. It is possible to estimate J by the direct computation of1
integrals. And J is bounded by the following estimates, using two quanti-2
 .ties A and B , which can be determined on each element according tot t
the lemmas in the next section:
< < 5 5 2 < < 2J F A =¨ q B ¨ L t . H t .2 t 0 t 0
t t
22 22 25 5 < <F A =¨ q B ¨ . 27 .  L H t .t 0 t 0(( (
t t t
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 .  .  .From 22 , 26 , and 27 , we get the following quadratic inequality with
2 < < 2 2respect to E '  ¨ :H t .t 0
2 5 5 2 2E F Du q f u y J .Ã Ã L t .h h 1
t
2 225 5q A =¨ q B E. 28 . Lt 0 t /( (
t t
 . 2Thus solving 28 yields our desired result in the sense of a posteriori H
error estimates.
 .  .THEOREM 1. Let u and u be the solutions of 7 and 5 , respecti¨ ely.Ãh
For ¨ s u y u , it holds thatÃ0 h
2
2< <¨ H t .0(
t
1
2F B t(2 t
1 22 22 25 5 5 5q B q f u q Du y J q A =¨ . .Ã Ã  L t . Lt h h 1 t 0) (4 t t t
 .Here, J implies the first term of 26 and A , B are defined by the use1 t t
of u in Section 4. Thus, it is seen that both sides in the above inequalityÃh
2 2do not need the C smoothness at all, but need only H regularity for u.
Therefore, by some density arguments, we can remove the assumption on
2  .the C regularity for the solution to 7 .
4. COMPUTATIONS OF A AND Bt t
We now present the method for computing A and B in Theorem 1 fort t
both cases of the rectangular and triangular elements. We will give two
lemmas that represent the integrals along each edge g g t by the integrals
on the interior of the element t . These lemmas are essentially regarded as
the concrete representation of the trace of a function onto the boundary.
Rectangular Case
For simplicity, we describe only the case of the square t with equal
length h. The extension to more general rectangles is straightforward.
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Let G denote the set of all edges of the rectangles in T , except for theh h
edges on the boundary ­ V. Then J , defined in the previous section, is2
written, taking account of the homogeneous boundary condition, as fol-
lows:
­ ¨ 0
J s 2 G dy . H2 g 1­ yg 1ggGh
Here, G stands for the residuals due to the discontinuity of ­ 2 u r­ y ­ yÃg h 2 1
across g .
 .LEMMA 1. Let g 1 F i F 4 be the edges of the square t with equali
length h and counterclockwise numbering, and let n be the unit outer normali
¨ector on g , i.e.,i
0n si  /1
in the local coordinate system. For each i, 1 F i F 4, we define the linear
function C on t , which is identically 1 on g and 0 on the opposite side of g ,i i i
1 .respecti¨ ely. Then, it holds that for any f g H t ,
1
f dy s f dt q C n ? =f dt . 29 .  .H H H1 i ihg t ti
Proof. Taking notice that n is the constant vector on g , we obtaini i
the desired formula by applying Green's theorem to the second integral
 .of 29 .
 .Now, for the function G s G y on g , we extend it to the functiong g 1 ii i
 .  .on the element t by setting G y , y s G y . Since the symbols y , yg 1 2 g 1 1 2i i
imply the local coordinates, this expression may contain some ambiguous
meaning. But by considering the fact that the direction of each axis is fixed
on the edge g , such a notation would cause no confusion in the argumentsi
below.
 .Then, by the above lemma, taking f [ G y , y ­ ¨ r­ y , we haveg 1 2 0 1i
­ ¨ 1 ­ ¨ ­ 2 ¨0 0 0
G dy s G dt q C G dt . 30 .H H Hg 1 g i gi i i­ y h ­ y ­ y ­ yg t t1 1 1 2i
Summing up for i yields the following estimates:
­ ¨ 0  i. 2 25 5 < <G dy F A =¨ q B ¨ , 31 .H L t . H t .g 1 t 0 t 0 i.i ­ yg 1ii
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where
1 2 2
A [ G y G q G y G dt , .  .H  5(t g g g g1 3 2 4h t
2
B [ C G q C G y C G q C G dt , 4 .  .H(t 1 g 3 g 2 g 4 g1 3 2 4
t
where y  i. means each local coordinate system depending on i. Here,1
notice that the signs in the above integrals are taken according to the
direction of the corresponding coordinate systems. Thus, as the same
quantity doubly appears with respect to each edge, the sum of the
 .  .right-hand side of 31 for all t provides the desired result 27 for J .2
Triangular Case
For the case of triangular elements, we have the following property
corresponding to the Lemma 1, which has a slightly different form.
LEMMA 2. Let t be a triangle with ¨ertices A , A , A , assumed to be1 2 3
positi¨ ely oriented, and edges g s A A , g s A A , g s A A . And let1 1 2 2 2 3 3 3 16 6 6
us denote the ¨ectors A A , A A , A A by a , a , a , respecti¨ ely. Also1 2 2 3 3 1 1 2 3
 .define the linear functions C , 1 F i F 3, on t such that C A s 1 andi i i
1 .identically 0 on the opposite edge of A . Then, for any function f g H t ,i
the following equality holds for each i:
1
fC dy s f dt q C a ? =f dt . 32 .  .H H Hi 1 i iy1 5hg t tii
Here, h implies the height of the triangle with base g , and we set a s a .i i 0 3
 .Proof. As in the proof of Lemma 1, 32 follows by some elementary
computations, with the application of Green's theorem to the second term
 4in on the right-hand side.
 .Now, for the function G s G y on g , we extend it to the functiong g 1 ii i
on the element t such that the value is constant along the same direction
 .  .as a . This extended function is denoted by G y , y , where y , yiy1 g 1 2 1 2i
means the coordinate system with respect to the edge g . As in thei
previous paragraph, no confusion will be caused by such a mixed use of the
symbols.
 .When we set f [ G y , y ­ ¨ r­ y in Lemma 2, according to theg 1 2 0 1i
way of extension of G to the interior of t , we haveg i
a ? =G s 0,iy1 g i
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which yields
­ ¨ 1 ­ ¨ ­ ¨0 0 0
G C dy s G dt q C G a ? = dt . 33 .H H Hg i 1 g i g iy1i i i 5 /­ y h ­ y ­ yg t t1 i 1 1i
 .Let us denote the length of a by a and set S s 1r3  G , which standsi i t i g i
for the mean value of G .g i
Taking notice that
1 ­ ¨ 10 s =¨ ? a s 0, 0 i i.h 2meas t­ y  .i 1i i
 .and summing up both sides of 33 for i in the element t , we obtain
­ ¨ 0  i.G C dyH g i 1 i.i ­ yg 1ii
1 ­ ¨ ­ ¨0 0s G y S dt q C G a ? = dt . . H Hg t i g iy1 i.  i.i i 5 /h ­ y ­ yt ti 1 1i
Further note that, as we sum up both sides of the above for all t in T , theh
gap for each edge, except for the one on the boundary ­ V, is computed
exactly twice. From this fact, we see that the left-hand side coincides with
J by considering the shape of the function C . Thus we have the following2 i
estimates:
< < 5 5 2 < < 2J F A =¨ q B ¨ , L t . H t .2 t 0 t 0
t t
where
1
A [ G y S a , .t g t iimeas t . 2  .i L t
aiy1
25 5B [ 2 C G . L t .t i g ihii
Here, we have used the following estimates:
1 ­ ¨ 1 10
G y S dt s G y S a ? =¨ dt .  . H Hg t g t i 0 i.i ih h a­ yt ti i i1i i
1
2F G y S a =¨ . .  .L tg t i 0ih a 2i i  .i L t
NAKAO AND YAMAMOTO258
5  . 5 2Remark. It is expected that the norm  G y S a is generallyL t .i g t ii
5 5 2smaller than G a , because the former stands for the distance fromL t .g ii
the mean value, which is the motivation for introducing S .t
5. A NUMERICAL EXAMPLE
In this section, we present a numerical example that confirms our results
in the preceding sections.
We considered the following Emden-type equation on the square V s
 .  .0, 1 = 0, 1 :
yDu s u2 in V , 34 . u s 0 on ­ V .
 .The order of magnitude of the positive solution to 34 is known to be
5 5 `fairly large, i.e., u f 30. As the finite-element subspace S , we tookL h
the biquadratic elements on the uniform rectangular mesh. In this case, it
is known that the previous values can be taken as
C s 0.831 see Appendix .
1
w xC s 11 .0 2p
w xC s 1 14 .1
2
w x w xC s 1.1548 14 , 9 .(2 3
28
w x w xC s 0.22361 14 , 9 .(3 45
In the actual computation, first, we verified the set that contains the exact
 .solution of 34 by the method described in Section 2, and next, we
calculated the guaranteed L` error estimates, in line with the techniques
mentioned above. The computational results for h s 1r14, 1r20, 1r30 are
listed in Table I.
To conclude, these results indicate that we can obtain higher order L`
error bounds when we use higher order polynomials as base functions,
which is our desired expectation. Moreover, we emphasize that our method
 1 .does not need any smooth C y class approximation or smoothing tech-
w x w xnique at all, unlike the result in 9 or 14 .
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TABLE I
`5 5u y uÃ Lh
` ` ` `5 5 5 5 5 . 5 5 5h ¨ sup P w sup I y P w u y uÃL L L L0 h h h max uÃhwgW wgW
1
0.568996 0.676267 1.203151 2.448415 0.082029
14
1
0.275962 0.241143 0.297236 0.814341 0.027554
20
1
0.121014 0.090538 0.073756 0.285308 0.009708
30
 .6. APPENDIX: ESTIMATES OF THE CONSTANT C IN 4
FOR QUADRATIC ELEMENTS
 .We consider the case of the unit square V s I = I, where I s 0, 1 , for
the quadratic finite element subspace S with uniform mesh size h. Theh
extension to the nonuniform partition andror the general rectangle will be
2 . 1 .straightforward. Now let M x and M x denote the set of continuous0 0
functions in x with piecewise quadratic and linear functions on I, respec-
2 .tively, satisfying homogeneous boundary conditions. And let M y and0
1 . 2 .M y denote a set of continuous functions as well. Then, S s M x m0 h 0
2 .M y .0
1 .  . 1 .For a function u g H V such that u ?, y g H I for almost each0 0
 . 2 .fixed y g I, we define the auxiliary projection Q u ?, y g M x byx 0
­ ­ ­
; 2u ?, y y Q u ?, y , ¨ s 0, ¨ g M x , 35 .  .  .  .x 0 /­ x ­ x ­ x I
 . 2 .  . 2 .where ?, ? implies the inner product on L I . Q u x, ? g M y isI y 0
similarly defined for each fixed x g I. Furthermore, we analogously define
1 . 1 .the projections L and L onto M x and M y , respectively.x y 0 0
Then we have the following constructive L` error estimates for the H 10
projection.
 .  .THEOREM A1. Let ¨ and ¨ s P ¨ be the solutions to 2 and 3 ,h h
respecti¨ ely. Then the following estimate holds:
5 5 ` 5 5 2¨ y P ¨ F 0.831h g . 36 .L Lh
 .Proof. Since we use the same imbedding estimates as in 16 , our main
< < 2task is the estimates of ¨ y P ¨ for arbitrary t g T .H t .h h
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First, by using the well-known inverse property and the error estimates
1  w x.for the H projection in one dimension e.g., 16 , we have0
5 5 5 5 5 5¨ y Q ¨ F ¨ y L ¨ q Q L ¨ y ¨ .  .  . .t t tx x x xx x x x x x
y1’5 5 5 5F ¨ q 12 h Q L ¨ y ¨ . .t tx x x x x
y1’5 5 5 5F ¨ q 12 h L ¨ y ¨ .t tx x x x
’12
25 5F 1 q ¨ , 37 .Lx x /p
5 5 2where ? means the L norm on t .t
We now observe that
< < 2 < < 2 < < 2¨ y P ¨ F ¨ y Q Q ¨ q P Q Q ¨ y ¨ . 38 . .H t . H t . H t .h y x h y x
 .Setting f ' P Q Q ¨ y ¨ and using the inverse inequalities for linearh y x
w xand quadratic polynomials, e.g. 16, Theorem 1.5 , we have
y1 ’2< < 5 5f F h 72 =f .H t . t
w xHence, by the use of the following estimates in 11 :
1
2 25 5 < <= ¨ y Q Q ¨ F ¨ , . L Hy x 2p
we get
’18
2 2< < < <P Q Q ¨ y ¨ F ¨ . 39 . . H t . Hh y x p
 . w xOn the other hand, from the estimates 37 and in 11 , we have
5 5 5 5¨ y Q Q ¨ s ¨ y Q ¨ q Q ¨ y Q ¨ . .  . .t ty x x x yx xx x x x
’12
y1’2 25 5 5 5F 1 q ¨ q 12 h Q ¨ y Q ¨ . .L Lx x x y x /p
’ ’12 3
2 25 5 5 5F 1 q ¨ q ¨ . 40 .L Lx x x y /p p
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Similarly, we get
’ ’12 3
2 25 5 5 5 5 5¨ y Q Q ¨ F 1 q ¨ q ¨ . 41 . . t L Ly x y y y xy y  /p p
Furthermore,
5 5 2 2 5 5 2 2 5 5 2 2¨ y Q Q ¨ s ¨ y Q ¨ q Q ¨ y Q ¨ . .  . .L L Lx yx y x x yx y x y
5 5 2 2 5 5 2 2s ¨ y Q ¨ q Q ¨ y Q ¨ .  .L L / /y x y x y y yx x
5 5 2 2F 2 ¨ , 42 .Lx y
where we have used the equality
¨ y Q ¨ , Q ¨ y Q ¨ s 0. .  . / /y x y x y y /yx x
 .  .  .  .Combining the estimates 39 and 40 ] 42 with 38 , some simple calcula-
tions yield the following H 2 bound:
< < 2 < < 2¨ y P ¨ F 3.715 ¨ . 43 .H t . Hh
 . 2 1Thus, using 16 and the usual L and H error estimates as well as the
evaluation of the constants C y C , we obtain the desired result.1 3
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