Abstract-The endeavor of this work is to study the impact of content popularity in a large-scale Peer-to-Peer network, namely KAD. Based on an extensive measurement campaign, we pinpoint several deficiencies of KAD in handling popular content and provide a series of improvements to address such shortcomings. Our work reveals that keywords, which are associated with content, may become popular for two distinct reasons. First, we show that some keywords are intrinsically popular because they are common to many disparate contents: in such case we ameliorate KAD by introducing a simple mechanism that identifies stopwords. Then, we focus on keyword popularity that directly relates to popular content. We design and evaluate an adaptive load balancing mechanism that is backward compatible with the original implementation of KAD. Our scheme features the following properties: 1) it drives the process that selects the location of peers responsible to store references to objects, based on object popularity; 2) it solves problems related to saturated peers that would otherwise inflict a significant drop in the diversity of references to objects, and 3) if coupled with a load-aware content search procedure, it allows for a more fair and efficient usage of peer resources.
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INTRODUCTION
T HE traffic generated by peer-to-peer (P2P) applications represents a significant portion of the Internet traffic [1] , [2] . KAD-based P2P systems have become very popular: KAD is a Kademlia-based P2P routing system. Kademlia [3] is a distributed hash table (DHT) that is implemented in several popular P2P applications, such as Overnet [4] , eMule [5] , and aMule [6] , which involve several millions of users worldwide [7] . Simplified versions have been implemented in Mainline BitTorrent [8] , Azureus [9] , and Ares [10] . Thus, it is important to understand whether the inner components of KAD, namely the mechanisms used to publish and search for content, are well designed and whether they can be improved to obtain performance and efficiency gains.
The design of large scale distributed systems poses many challenges due to the heterogeneity of its components. Many systems based on DHTs have been proposed to deal with heterogeneity [42] , primarily focusing on node churn. The dynamic nature of arrivals and departures of peers, and the resulting heterogeneous session times, represents one of the main, and better studied, characteristics of P2P networks.
Despite the vast amount of work on DHTs, little has been said about the heterogeneity in terms of content popularity. When dealing with content popularity, we need to consider both objects and references. In a DHT network, to simplify the search based on keywords, nodes store not only objects, but also the references to objects. While object popularity is determined by the number of replicas that exist, reference popularity arises for two reasons. Either the object (where the reference points to) is popular, or the reference contains a popular name or common keyword, such as "the," "mp3," or "dvd," which can be found in different object names.
In this work, we investigate how KAD copes with object and reference popularity. To this aim, we perform a set of measurements. While the solution to reference popularity due to common keywords is straightforward, handling heterogeneous object popularity represents a major challenge. The main problem is to balance the amount of load each peer must support to store objects and references in a dynamic way that adapts to variations in content popularity. Current solutions use a statically preset number of peers to achieve load balancing. Instead, we propose an adaptive load balancing mechanism for KAD-based systems.
Main Contributions
Our work makes several contributions, ranging from the design of high performance measurement tools, to system design and evaluation. This paper builds upon a set of preliminary works [11] , [12] , extends their scope and offers a consolidated, holistic view of popularity management in KAD. Furthermore, we note that issues related to content popularity affect not only KAD, but also many other P2P systems: while the solutions presented in this paper are specific to KAD, the main ideas-e.g., exploiting content replication to enable an adaptive scheme-can be applied to other systems as well. Essentially, this work provides a reference toward the informed design of P2P systems that must support very popular content. In the following, we briefly summarize the main contributions of our work.
Measurement tools. We designed and implemented two measurement tools, a content spy called Mistral and an instrumented aMule client, which contribute to a better understanding of how KAD works. Mistral exploits for its operation the so called Sybil attack [13] , [14] , [15] and is, to the best of our knowledge, the first tool applying the Sybil attack to KAD. Measurement campaign. With our tools, we establish an extensive measurement campaign to characterize content popularity and the traffic associated with content publishing and searching. The results show that content publishing generates 10 times more messages than content searching; in addition, publish messages are, on average, 10 times larger than search messages. These results have never been observed before: in [16] , for instance, the authors focus solely on query performance metrics, whereas the focus of this work is on a complete characterization of both, search and publishing traffic.
We have also studied how KAD manages popular content. Our results indicate that a large fraction of references to popular objects are lost due to peer saturation. Moreover, our measurements identify the KAD lookup procedure as one of the main culprits of the load imbalance that occurs when references are placed and retrieved. This is in contrast with previous work, e.g., [17] , where the authors consider routing to be the main problem. Finally, our measurements show that many of the keywords that compose the reference names are meaningless stopwords, which constitute a substantial overhead. Stopwords have been used for decades in indexing and retrieval, but never for filtering the searches in P2P systems. As such, in this work we study means to reduce the publishing overhead without reducing the retrieval success rate of the KAD system.
Load balancing. We design a load balancing scheme that selects the peers used for storing references as a function of the object popularity. Our aim is to maintain backward compatibility: as such, our design does not alter the standard KAD protocol. The improvements we propose only modify the algorithms for search and publish executed by the peers. Despite the many papers on load balancing in P2P systems (see Section 2.3), our proposal is the first adaptive load balancing scheme for KAD. Moreover, we improve the content search procedure of KAD to better exploit reference replication. Our goal is to decrease the burden imposed on few peers by the current KAD implementation and spread the load more evenly.
Evaluation. We evaluate our load balancing and search schemes using a trace-driven simulator, which can reproduce realistic peer arrivals and departures; our results show that our load balancing scheme is effective in distributing the load among peers, and the search procedure is able to find objects referenced by many peers.
BACKGROUND AND RELATED WORK
The Kademlia DHT System
KAD is a DHT protocol based on the Kademlia framework [3] . Peers and objects in KAD have an unique identifier, referred to as KAD ID, which is 128 bit long. The KAD IDs are randomly assigned to peers using a cryptographic hash function. The distance between two entities-peers, objects-is defined through the bitwise XOR of their KAD IDs.
The basic operations performed by each node can be grouped into two sets: routing management and content management. Routing management takes care of populating and maintaining routing tables: in particular, the maintenance phase updates and rearranges each entry-which we refer to as contact-of the routing table. A peer stores only a few contacts to peers that are far away in the KAD ID space and increasingly more contacts to peers closer in the KAD ID space. If a contact points to a peer that is offline, we refer to it as stale. The routing management is also responsible for replying to route requests issued by other nodes during the lookup phase (Section 2.2). In practice, a route request contains a target KAD ID and the desired number of contacts (usually two or four). A node that receives a route request for target T replies with contacts in its routing table that are the closest to T . The details on the process of filling the routing entries can be found in [7] . As reported in [18] , routing tables contain many entries such that, on average, 2-3 hops are sufficient to reach a target.
Content management takes care of publishing the references to the objects a peer has, as well as retrieving the references to the objects a peer is looking for. KAD implements a two-level publishing scheme; a reference to an object comprises a source and W keywords (see Appendix A.1, which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety. org/10.1109/TPDS.2012.173, Fig. 7 , for an example):
. The source, whose KAD ID is obtained by hashing the content of the object, contains information about the object and the pointer to the publishing node; . Keywords, whose KAD IDs are obtained by hashing the individual keywords of the object name, contain (some) information about the object and the pointer to the source. In the following, when we refer to source, keyword, or target, we always mean the corresponding KAD ID. We call publishing node the node who owns an object and host nodes the nodes that have a reference to that object. When a node searches for a content, it first searches the keywords that describe the content, obtaining the pointers to different sources that contain such keywords. It then selects a source and contacts it to obtain the information necessary to reach the publishing node.
Since references are stored on nodes that can disappear at any point in time, the publishing node publishes multiple copies (the default value is 10) of each reference-source and keywords-on different host nodes. An expiration time is associated with each reference-5 hours for a source and 24 hours for a keyword-after which the information on the host node is removed.
Content Management
Content management procedures, such as publishing and searching, use a common function called Lookup. Given a target KAD ID, the Lookup procedure builds a temporary contact list, called candidate list, which contains the contacts that are closer to the target. KAD creates a thread for each keyword and source, so that the lookup is done in parallel for the different target KAD IDs. The list building process is done iteratively with the help of different peers. Here, we summarize the main steps of the Lookup procedure: for a detailed explanation, we refer the interested reader to [19] , [20] .
Initialization: The (publishing or searching) peer first retrieves from its routing table the 50 closest contacts to the target and stores them in the candidate list. The contacts are sorted by their distance, closest first. The peer sends a request to the first ¼ 3 contacts, asking for closer contacts contained in the routing tables of the queried peers (in case of publishing ¼ 4, while in case of searching ¼ 2). Such a request is called route request. A time-out is associated with the Lookup process: if the peer does not receive any reply, it can remove the stale contacts from the candidates, and it can send out new route requests.
Processing replies: When a response arrives, the peer inserts the contacts it has received into the candidate list in case they are not already present. Given the updated candidate list, a new route request is sent if, among the closest to the target, there is a new contact that is closer to the target than the peer that provided that contact.
Stabilization: The Lookup procedure terminates when, for at least three seconds, no response arrives, or the responses contain contacts that are either already present in the candidate list or further away from the target than the top candidates. At this point no new route request is sent and the list becomes stable.
In every step of the Lookup procedure, only the peers whose KAD IDs share at least the first eight bits with the destination are considered: this is referred to as the tolerance zone. When the candidate list becomes stable, the peer can start the publishing or searching process. In case of publishing, the peer sends a "store reference" message to the top 10 candidates in the candidate list. As a response to each publishing message, the peer receives a value called load. Each host peer accepts up to a maximum number (default set to 50,000) of references for a given keyword. The load is defined as the ratio between the current number of references published for a given keyword on a peer and the threshold value of 50,000 (times 100). It is important to note that, although host nodes with a load equal to 100 discard the publishing message they receive, they nevertheless return an acknowledgment to the publishing nodes. As a consequence, when a node is located in a hot spot for a popular keyword, the threshold of 50,000 possible references can be reached easily and any further references (even to rare keywords) will thus be lost.
In case of search, peers send a "search reference" message to the first candidate in their list. If the response contains 300 references (sources), the process stops; otherwise, peers iterate through their candidates until the threshold of 300 sources is reached. Since host nodes may store up to 50,000 references for a given keyword, a reply message includes 300 references drawn randomly from the whole set stored by the peer.
Related Work
In Section 5, we propose essentially two solutions for dealing with popular content: the use of stopwords, and an adaptive load balancing scheme. Here, we discuss the related work on these two topics.
Stopwords have been used for decades in indexing and retrieval, but never for filtering search results in P2P systems. The works in [21] , [22] , and [23] provide a general architecture that aims at building a full-text search engine, while in our approach we do not intend to support full-text search over the entire document; instead, our goal is to enhance the indexing process for file names in P2P systems.
The paper of Qiao and Bustamante [16] presents measurement results from a study of Gnutella and Overnet (a precursor of KAD). Among other things, the authors evaluate the performance of queries in Overnet. Of particular interest to our work are their results on queries to popular keywords. In our work, we consider the publishing load (instead of the load due to the queries), which represents the majority of the overhead traffic.
Load balancing for DHT systems has been extensively studied in the past: here we consider the most representative works. Many solutions [24] , [25] , [26] focus on the balancing of the responsibility zone, assuming a load uniformly distributed in the identifier space, while we consider the problem due to skewness in the popularity of the objects.
Many works based on the concept of virtual servers [27] , [28] have been devised to cope with heterogeneity of peer resources and content popularity: such schemes have a fixed number of possible peers for balancing the load. Instead, in our solution the content popularity itself drives the number of peers selected to store objects, and as such this number is not fixed a priori. The work in [29] , which is focuses on KAD, also uses a fixed maximum number of peers for load balancing. Moreover, such a mechanism introduces new messages that require a modification to the original KAD protocol. Our solution, instead, does not change the KAD protocol.
Other works [30] , [31] consider the transfer of the content from overloaded peers to underloaded ones (content migration): load balancing is initiated by host nodes, and incurs in a high overhead. In our scheme, the load balancing is performed by the publishing peers, without any additional overhead with respect to the basic KAD scheme. The authors in [17] propose a load balancing scheme which is not adaptive, and does not avoid loss of information.
MEASUREMENT TOOLS
In what follows, we provide an extensive set of measurement results that explain how content management in KAD works. To this aim, we designed a series of tools to collect a vast amount of information on KAD.
Instrumented client. We have instrumented an aMule client to log the internal state of its KAD implementation. For instance, it detects the candidate list built for each published reference; or it records all the management messages (publishes, searches, replies).
Spying for content with Mistral. Mistral exploits for its operation the well-known Sybil attack [13] , [14] , [15] . It introduces a large number of "fake" peers, the sybils, all controlled by us and executed on a the same machine. If positioned in a clever way in the KAD ID space, the Sybils can gain control over a fraction of the network or even over the entire network. In particular, the Sybils can intercept almost all the management traffic and provide forged replies. In our case, we have used the Sybils for recording passively the management messages (publish, search). The interested reader can find the details of Mistral design in Appendix A.2, available in the online supplemental material.
Other tools: During our measurements, we have used a KAD crawler, called Blizzard, which has been presented in [7] : we report here the main features of the crawler for the sake of clarity. Blizzard logs the IP address and the KAD ID of each peer it visits, and whether or not that peer responded to the crawler. The implementation of Blizzard is simple: the crawler starts by contacting a "seed" peer in our control to receive an initial set of peers to contact; subsequently, using breadth first search, it queries known peers to discover new peers to contact. Once the crawl terminates, results (i.e., mainly log files) are written to disk.
MEASUREMENT RESULTS
We now study the KAD publishing procedure by observing the traffic generated due to publish messages. First, we observe-for a period covering 24 hours-the traffic in a set of eight-bit zones with Mistral (Section 4.1). We then analyze in detail the outcome of the candidate list building process in Section 4.2. Since KAD publishes 10 copies for each reference, we analyze in Section 4.3 where these replicas are placed, and in Section 4.4 we show how the traffic varies over time.
Analysis of the Traffic
Given a reference, KAD publishes it on peers whose KAD ID shares at least the first 8 bits with the KAD ID of the reference (tolerance zone). Spying on the entire KAD ID space would be impractical. Nevertheless, the different tolerance zones are independent, and it is sufficient to focus on some sample zones to gain some insights into KAD. Hence, our measurements focus on 20 different 8-bit zones of the KAD ID space, and cover a 24 hours period. During this time, on average, 4.3 million publish messages, 350,000 search messages and 8.7 million route messages were recorded. The publish messages contained 26,500 different keywords per zone, most of them in Latin letters, and 315,000 distinct sources, i.e., 315,000 distinct files. Among the 65,356 Sybils we introduced, on the average 62,000 were hit by search or publish requests.
The hash values of the sources and of the keywords are uniformly distributed over the KAD ID space. Similarly, we know from our earlier measurements with Blizzard [7] that the peer IDs are roughly uniformly distributed across the KAD ID space.
This property allows us to estimate the total number S of sources (files) in the system by simply counting the number of sources in a zone. Let S part be the number of sources counted in an eight-bit zone, andŜ :¼ 256 Ã S part the estimate for the total number of sources in the KAD system. Using Chernoff bounds (see [32, Chapter 4]) we tightly bound the estimation error. Indeed, ProbðjS ÀŜj < 45000Þ ! 0:99, which means that our estimateŜ has most likely an error of less than 3 percent for a total number of at least 80 million sources.
The most important result that we observed is that, independently from the zone, our measurements see 10 times more publish messages than search messages. This result is confirmed by recent measurements using an instrumented aMule client (see Section 4.4). Moreover, a publish message is 10 times bigger than a search message, since it contains not only a keyword but also metadata describing the published content. This is true also with the current version of KAD, since the message format has not been changed.
Next, we focus on two particular zones. Fig. 1 shows the number of times a keyword publication is observed versus the ranking of the keyword for the two 8-bit zones 0xe3 and 0x8e, where Rank 1 is the most popular keyword. If each curve were a straight line, the popularity of keywords would follow a Zipf-like distribution (i.e., the probability of seeing a publication message for the ith most popular keyword is proportional to 1=i
). We estimate % À1:63, which is equal for all zones.
The zone 0xe3 contains the keyword "the" whereas the zone 0x8e contains less popular keywords. The keyword "the" in zone 0xe3 accounts for 30 percent of the total load in the zone. In total 1,518,717 publish requests with the keyword "the" hit our Sybils in 24 hours. In contrast, in zone 0x8e, the most popular keyword accounts only for 5 percent of the load. In this zone keywords are nearly equally popular. In Appendix A.3, available in the online supplemental material, we show similar results for the searching process.
Accuracy of the Candidate List
We have shown that popular keywords account for most of the load in KAD. For this reason, we need to further investigate how KAD handles popular objects: thus, we now consider the basic mechanism used for both content publishing and search, i.e., how the candidate list is created.
The candidate list represents a snapshot of the current peers around a target that the publishing (or the searching) peer builds with the help of other nodes. In KAD, the building process stops (i.e., the candidate list is considered stable) when the peers do not receive any contact closer than the top ( ¼ 3 by default) candidates for three consecutive seconds. This means that peers focus on the top In order to evaluate the accuracy of L 0 with respect to L, we set up a measurement campaign using Blizzard. We place a content in the shared folder of an instrumented aMule client: this triggers the publishing process, whose related messages (requests and replies) we register. In the meantime, we crawl with Blizzard the KAD ID zone corresponding to the keywords and source of the content. The publishing process and the crawling process last for 2 minutes, making the effect of churn negligible. With the output of the crawl we build L, while with the logs of our instrumented client we build L 0 . We repeat this process several times, for different keywords and sources, in order to gain statistical confidence. The detailed results are shown in Appendix A.4, available in the online supplemental material. Here, we report some examples of the outcome of the experiment in order to explain some interesting observations-see Table 1 (basic Lookup). In the first row, the peers returned by the basic lookup for ID A are in increasing distance from A: the closest, second closest, fourth closest, etc., peer.
While the first few positions contain peers that are very close to the target ID, the following peers are far from being among the ten closest ones.
Note that the authors in [17] impute this inaccuracy on the routing management, while our experiments indicate that the main issue lies in the Lookup procedure. To support this claim, we report here our experience during the tests, in which we have modified the values of some constants in the Lookup procedure to understand their role in the lookup process. During the Lookup procedure the peer asks for closer contacts contained in the routing tables of other peers. By increasing the value of , it should be possible to increase the accuracy of the candidate list. For instance, we set ¼ 16 and obtained the results labeled as "-Lookup" in Table 1 (see also Fig. 9 in Appendix A.4, available in the online supplemental material), noticing an increased accuracy in the last positions. 
Load Distribution
In Section 4.1, we have shown the measurements of the publishing and search traffic in an entire zone. It is interesting to understand how this traffic is distributed within a zone. Since the publishing traffic represents the majority of the traffic, we focus on it, and we consider some representative zones with popular keywords. For this experiment, we will not use the Sybils, since we study the impact of popular keywords on real peers.
The experimental methodology is as follows: Given an 8-bit zone, with the help of Blizzard we obtain the list of all the peers that are alive (stale contacts are removed). We send a publish message to all peers, obtaining as a response the load from each of them. The collection of all the replies gives us a snapshot of the current load distribution. We consider two types of popular keywords: keywords whose popularity may change over time, such as "adele," and static popular keywords, i.e., keywords that are usually present in the file names, such as "the" or "mp3." Fig. 2 shows the results for two popular keywords ("dvdrip" and "adele"). We tested these and other keywords on different days and hours, obtaining similar results. The xaxis contains the number of bits that the different peers have in common with the target. We send a publish message and obtain a response from all peers that are alive in the 8-bit zone: since the KAD ID are approximately uniformly distributed over the KAD ID space, the peers with b bits in common with the target are twice the peers with b þ 1 bits in common with the target. Given a number of bits b in common with the target, we order the peers according to their XOR-distance to the target; for clarity of presentation, each bar in the figure represents the load of approximately 8-10 peers (the value is the mean load of the peers).
For very popular keywords, not only the peers closest to the target are overloaded, but also there are many peers far from the target that has a significant load. This is due to the inaccurate candidate list explained in Section 4.2.
As an example of a keyword with low popularity, in Fig. 3 we show the distribution of the load of the keyword "dexter," where the replicas are roughly concentrated around the target-number of bits in common with the target is greater than or equal to 16. Nevertheless, some replicas are published on peers with KAD IDs that share only 13 or 12 bits with the target.
Diversity
As discussed above, for popular keywords 1) a considerable number of references are scattered over the 8-bit zone, and Fig. 2 . Load distribution for two popular keywords.
1. The modification of the parameter has been done to test if it is possible to increase the accuracy, therefore we have not evaluated the impact of on the traffic generated by the application; in our opinion, the Lookup procedure would need a complete redesign, which is out of the scope of this paper.
2) the closest peers to the target are overloaded. The first problem is related to the inaccuracy of the candidate list. We now focus on the second problem, i.e., the impact of overloaded peers. The references a peer can hold for a given keyword is limited to a maximum value (50,000): what happens when this limit is reached? A host peer that has reached its maximum number of references, replies positively but actually discards the reference. Therefore, all the following publishing traffic represents a waste of resources (download and upload bandwidth, processing power).
To understand how fast the limit can be reached, we show the traffic recorded by an instrumented aMule client placed close to two popular keywords. Fig. 4 provides the load (ratio between the number of references and 50,000, times 100) and the frequency of the publishing requests over time. Note that a single publishing message may contain multiple publishing requests, since a keyword may be associated with many files.
Our measurements show that the host peers located close to a popular keyword saturate in only a few minutes after joining the system; upon saturation, all the publishing messages are wasted traffic. In particular, the traffic amounts to 3.5 publishing messages per second, and 0.3 searching messages per second. Note that this result confirms the main finding of Section 4.1, i.e., there are 10 times more publish messages than search messages. The corresponding average incoming traffic is approximately equal to 30 kbit/s.
In case of very popular keys, there is also a problem in the search phase, which we refer to as lack of diversity. The peer that searches will start querying the top-ranked peers in its candidate list. If it obtains in return at least 300 references, the search stops. For popular objects, the first peer in the candidate list will already have more that 300 references. Therefore, even if the references are replicated 10 times, the search peers will contact only the top ranked candidate. This implies that all the peers that did not succeed to publish on the peer closest to the target will later not be contacted and therefore will not contribute their resources for the download of these popular objects.
Summary of the Issues
Our measurements show that there are 10 times more publish messages than search messages: since most of the traffic is due to popular content, we should focus on the management of the references to popular objects. For such references, our analysis has highlighted different issues on the current KAD procedures related to content publishing. In particular, in case of popular objects,
. some peers residing in a hot spot must sustain a high publish and search traffic;
. references are lost when they are published on overloaded peers that discard them; . the search phase considers mainly the peer closest to the target, without considering that references may be published on other peers. KAD has been designed without considering skewed content popularity. Note that a naive solution in which we increase the maximum number of stored references on peers would not solve the above-mentioned issues. As a general guideline, the design of the publish process should consider its counterpart, the search process. Only a joint design will allow to address aspects such as diversity or dynamic load balancing.
SOLUTIONS
Keyword popularity occurs for two reasons: Either the object (the name of which contains the keyword) is popular, or the keyword itself is a common keyword that can be found in different objects. Examples of the latter case are the keywords "the" or "mp3": most of the files contain these keywords, but such keywords do not characterize or describe the content of the files. If the system avoids publishing common keywords, the search procedure is marginally affected. In Section 5.1, we show the straightforward solution for the common keywords is to use stopwords. While stopwords have been known for decades in the indexing and retrieval community, they have never been used for filtering search in KAD. In Sections 5.2 and 5.3, we focus on file popularity, which may be variable over time. Despite the many works on load balancing in P2P systems, this is the first adaptive load balancing scheme targeted to KAD.
Common Keywords
The simplest solution for dealing with the common keywords is to ignore them. This approach requires the identification of the so called stopwords, i.e., words that can be filtered out with no impact on the usability of the system. Examples of such words are: "avi," "mp3," "the" or "video." A more exhaustive list can be found in Appendix A.5, available in the online supplemental material, Table 2 .
We propose to treat all the keywords contained in Table 2 as stopwords. The 8-bit zones that contain the KAD ID of these stopwords will see a decreased traffic. For instance, zone 0xe3 contains the keyword "the" that account for 30 percent of the total traffic (cf. Section 4.1), therefore, with the introduction of stopwords, the zone will see a 30 percent decrease in the publishing traffic. From the implementation point of view, the solution is simple: as described in Section 2.2, when a Publish or Search is performed, KAD creates a thread for each keyword. KAD should check if the keyword is a stopword before launching the thread. The list of stopwords should be sufficiently stable so they can be included in the source code. Alternatively, the stopword list could be dynamically updated as it happens for the bootstrap nodes, where websites maintain the list that can be used by new clients to find nodes from which to bootstrap the connectivity.
Adaptive Content Publishing
In this section, we consider objects with a time-varying popularity, and show how the system should manage the references in order to avoid the problems summarized in Section 4.5. We assume that stopwords are managed as discussed in the previous section, therefore the popularity of a reference is only due to the popularity of the object the reference points to.
In Section 4.2, we have analyzed the accuracy of the Lookup procedure. Even if the inaccuracy of the candidate list may seem a problem, this apparent drawback can be exploited to perform load balancing: the probability that two publishing peers have the same candidate list at the same time is low, thus they publish their replicas on different peers. However, this is true only starting from the third or fourth candidate position onward, while usually the first three or four positions are mostly identical for the different publishing peers.
Considering the basic KAD scheme, we have shown that the accuracy of the last positions in the candidate list is extremely low (the 10th candidate corresponds to the thousandth peer from the target). Instead, with theLookup procedure we have a candidate list that is still inaccurate, but with a better accuracy with respect to the basic KAD. Since it is simpler to manage the system with a candidate list that is inaccurate, but the inaccuracy is limited, we assume the use of the -Lookup procedure.
We then focus on the publishing and the search procedures to perform an adaptive load balancing based on object popularity. We call our proposed schemes LAPublish (load-aware publish) and LA-Search (loadaware search), respectively. We modify only the algorithms, without introducing new messages or modifying the existing ones, so that our solution is completely backward compatible with the current KAD protocol. In any case, the LA-Publish procedure does not add any additional overhead with respect to the current KAD Publish procedure. Moreover, for nonpopular objects, the LA-Publish procedure behaves exactly as the current KAD Publish procedure.
Given the candidate list produced by the Lookup procedure, the publishing procedure tries to publish 10 replicas of the reference. The basic idea in the LA-Publish procedure is as follows: we use the value of the load (which is returned by a peer as a response to a publish) as an indication of popularity, and we drive the selection of the candidates according to it. In case of popular objects, instead of trying to publish the references on the host peers closest to the target, the publishing peer should choose candidates progressively further from the best target.
In order to know the load of a host peer, the publishing peer needs to publish the content on that host: since we want to avoid the risk to overload the closest host node, instead of publishing starting from the first peer in the candidate list, the publishing process should start from the 10th candidate peer. If the load is below a certain threshold, the publishing peer publishes the next replica on the ninth candidate, and so on. Otherwise it considers the candidates with a rank higher than the tenth candidate peer.
As input of the LA-Publish procedure, we provide a vector of thresholds used to identify if the object is popular. Such thresholds are set only for the first 10 positions, and they increase as we move toward the top ranked candidates. In particular, let D max and D min the thresholds for the first and the tenth candidates, respectively. For simplicity we assume that the threshold increases linearly with the rank of the candidates, i.e., the threshold for the ith candidate, D i , i ¼ 0; 1; . . . ; 9, is given by
If the publishing peer finds a candidate with a load greater than the threshold, then it publishes the remaining replicas starting from the 11th node onward. Note that, if the load is above the threshold at the beginning of the publishing process, the object is considered very popular, and all the remaining replicas will be more scattered (since the publishing node will consider up to the 19th candidate). If the threshold is never exceeded, the publishing node publishes on the top 10 ranked peers, as in the current KAD implementation.
If the object is extremely popular, then the candidates that usually occupy the 11th position up to the 19th position may become overloaded, too. In this case, we have introduced a maximum value of the load, equal to 80: if this value is reached, the LA-Publish procedure considers the candidates from the 20th position up to the 29th, and so forth. In this way, as the number of publishers increases, we add more and more peers for storing their references.
We would like to stress the fact that the LA-Publish procedure represents a modification of an existing (and widely deployed) system: therefore, we cannot introduce a set of mechanisms or messages that would facilitate the load balancing process-for instance, we may introduce a message for knowing the load of a host peer without the need to publish on it. Our contribution lies in the design of a load balancing scheme that is backward compatible since it uses only the existing KAD messages.
Load Aware Content Search
In the current KAD implementation, when a peer is looking for references to an object, it stops the search process as soon as it receives at least 300 references. A single reply may contain 300 references, therefore a single query may be sufficient. In case of popular objects, it is possible to find peers that hold more than 300 references even if they are not close to the KAD ID of the target. Such peers are rarely used, with a consequent decrease in diversity.
The simplest solution to overcome this limitation is to introduce some randomness in the search process. Given the candidate list, instead of considering the first candidate, the searching node should pick randomly one of the first ten candidates. If the answer contains 300 references, the process stops. Otherwise, the searching node needs to pick another random candidate. If it does not receive enough references, it falls back to the basic KAD Search scheme, i.e., it starts from the first candidate.
For a detailed description of the load-aware search procedure (LA-Search procedure) please refer to Appendix A.6, available in the online supplemental material.
Discussion
For additional comments on different aspects related to the proposed LA-Publish and LA-Search procedures, including security considerations, parameter settings, and peer churn, please refer to Appendix A.7, available in the online supplemental material.
NUMERICAL RESULTS
In order to assess the effectiveness of the load-aware scheme, we take a simulation approach: an evaluation based on modified real peers is not possible since it does not allow to control some of the key parameters of our experiment: For instance, the generation of the publishing traffic for a popular keyword requires a high peer arrival rate, each of them with a different KAD ID and a differentiated candidate list building process; such a process needs different initial neighbor set, since starting from the same set of neighbors may result in correlated candidate lists, which in turn affects the publishing and the searching process. Therefore, we decided to implement a custom event-driven simulator [33] .
Our simulator has two main characteristics: 1) the peer dynamics (arrival and departure) are realistic, since they follow the publicly available traces collected over six months from the KAD network [34] ; 2) the candidate list has the same accuracy as in the current KAD implementation, since we have used the results of the measurements presented in Section 4.2 to design this aspect of the simulator.
The interested reader will find the details of the simulator we developed and the settings in Appendix A.8, available in the online supplemental material.
We validate our simulator by reproducing the basic KAD scheme, and taking snapshots of the system at different times, for different popularity of the keywords. In particular, we consider a publishing rate with mean equal to 50, 5, and 0.5 publishing requests per second for objects with high, medium, and low popularity, respectively.
2 Fig. 5 shows the results for the three cases. Thanks to the high number of peers in the used traces, all the simulations have always shown the same qualitative behavior. The high and low popularity results match the corresponding ones obtained with our measurements (cf. Figs. 2 and 3) .
The simulator also tracks the amount of wasted messages for a given interval, set to 24 hours, i.e., equal to the period of validity of the references. The percentage of references lost with respect to the total number of published messages is equal to 35.8 percent in case of objects with high popularity (no publishing requests have been lost in the other cases). Even if these results cannot be compared with the real measurements (where we had a single, always online, peer tracking the messages), they can be used in comparison to the wasted messages in case of adoption of the LA-Publish procedure.
With the same settings used in the basic KAD scheme, we have tested our LA-Publish procedure. Fig. 6 shows the results for the same keyword popularities used in Fig. 5 . For objects with high and medium popularity, the LA-Publish scheme is able to spread the references on a higher number of peers with respect to the basic scheme. Moreover, no publishing message has been discarded, therefore, compared to the basic KAD scheme, the LA-Publish scheme is able to improve the diversity of the references.
For nonpopular objects, the LA-Publish procedure behaves similarly to the basic KAD scheme: the LAPublish procedure is able to adapt to the popularity conditions and spread the load accordingly.
Figs. 5 and 6 can be analyzed also under a different perspective: consider an object whose popularity varies over time, from low to high, due to a sudden increase of 2. The publishing rate is a random variable uniformly distributed between AE70% of the mean, as derived from measurements shown in Section 4. 4. interest in such an object. The three different popularities may represent a snapshot of the evolution of the system. In this case, we can see that the LA-Publish scheme is able to involve increasingly more host nodes, balancing at the same time the load among them, without losing any reference. Instead, the basic KAD scheme, even if it actually uses more host peers, shows a strong imbalance among them, which results in lost references. If the popularity variation goes from high to low, the fact that references have an expiration time (after which they are removed from the host peers) ensures that the load on host peers far from the target will decrease.
We have also evaluated the performance of the searching phase: the results shows that the LA-Search scheme is able to obtain 300 references with slight increase in the average number of queried peers. The detailed description of the results can be found in Appendix A.9, available in the online supplemental material.
CONCLUSION
The popularity distribution of objects in a P2P network is highly skewed. We developed Mistral, a content spy to gain an overview of the content published and searched in KAD. We have reported our findings from an extensive measurement campaign on KAD, one of the largest DHT currently deployed. Our observations show that the publication process in KAD accounts for more than 90 percent of the total network control traffic. Moreover, we note that the load is highly unbalanced among the peers. The peaks of load are due to very popular keywords: among them, meaningless stopwords can simply be excluded to improve the overall system performance. For keywords with popularity tied to the popularity of files, which may vary over time, load balancing is necessary to ensure a fair use of the available resources in the network. We have proposed a solution that dynamically adjusts the criteria used to select the number and the location of peers responsible for storing the references, based on their popularity. Working with KAD introduces a number of constraints, for example, backward compatibility. As such, our mechanism operates at the algorithm-level and does modify the KAD protocol and the messages.
Our simulation results show that we can avoid the loss of object references due to node overload, which increases the diversity of the resources. Furthermore, we evaluated an enhanced search procedure, based on randomization, to exploit the increased diversity.
There are a number of possible future research directions stemming from our work. The Lookup procedure can be reimplemented to increase the accuracy of the candidate list produced by KAD clients. Additionally, our load balancing mechanism can be improved if we allow protocol modifications, so as to eliminate "redundant" publish messages to infer load information. Pietro Michiardi received the MS degree in electrical engineering from Politecnico di Torino and the PhD degree in computer science from Telecom ParisTech. He is currently an assistant professor of Computer Science at Eurecom, in Sophia Antipolis, France. He currently leads the Distributed System Group, which blends theory and system research focusing on large-scale distributed systems (including data processing and data storage), and scalable algorithm design to mine massive amounts of data. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
