Dewpoint temperature (T dew ) plays a key role in agricultural issues as well as meteorological studies. This paper is aimed at developing and validating prediction and estimation models of T dew values.
INTRODUCTION
Dewpoint temperature stands for the temperature at which airborne water vapor is condensed (at constant pressure and water vapor contents) and forms liquid dew. Higher dewpoint values correspond to the higher moisture content in the surrounding air (Wallace & Hobbs ) . In agricultural issues, dew phenomenon might redact the vapor pressure deficit in the immediate neighborhood of the dew drops, resulting in better photosynthesis (Slatyer ) and improving water content recuperation after severe water deprivations (Went ). Dominant factors influencing the emergence of dew occurrence in unprocessed ecosystems are radiation trade-off between the Earth's surface and atmosphere, turbulent heat and water vapor pressure (Atzema et al. ) . Accurate estimation of this parameter is of crucial importance since it will specify whether rainfall or snow will occur. Due to its effect on the vapor pressure deficit, T dew is a very important factor for monitoring the seasonal dynamics of important crop factors such as leaf area index (Savoy & Mackay ) . It also determines the danger level for grass during dry spells. Dewpoint temperature is utilized to identify the available moisture content of the surrounding air (Shank et al. ) and to estimate the near surface humidity. Numerous hydro-climatologic models need dewpoint magnitudes as a necessary input parameter to calculate reference evapotranspiration (Mahmood Kisi & Shiri () developed a neuro-fuzzy-based modeling strategy for predicting long-term monthly air temperature records using geographical inputs. The literature review shows that, in general, the applied models have been applied with single data set assignment (local scale) without trying to generalize the models' capabilities in both prediction or estimation issues. Nevertheless, the prediction of this parameter using the heuristic models has been rarely reported in the literature. The present study aimed at predicting and estimating dewpoint temperature values using the chronological records of this parameter as well as the meteorological inputs at a regional scale through employing heuristic gene expression programming (GEP), multivariate adaptive regression spline (MARS), and random forest (RF) methodologies. Except using GEP, the current study is the first time MARS and RF have been applied for predicting/ estimating dewpoint temperature.
MATERIALS AND METHODS

Study area and data
Data from six sites located in northwestern Iran were used to evaluate the employed methodologies in modeling dewpoint magnitudes. The applied data covers a period of 10 years (1st January 2003 to 31st December 2012) of daily values of mean air temperature (T mean ), wind speed (W S ), sunshine hours (S), relative humidity (R H ), and dewpoint temperature (T dew ). All available patterns were carefully analyzed and screened for any inconsistency.
A summary of the studied sites and meteorological data can be found in Table 1 e.g., mutation, transposition, and recombination. In GEP, the formation of genetic variety is highly clarified as genetic operators act at the chromosomes' level. Nonetheless, GEP has a unique, multigenic nature which provides the development of more complex programs consisting of different subprograms (Ferreira a, b) .
Detailed information about modeling dewpoint temperature using GEP can be seen in, for example, in Shiri
Multivariate adaptive repression spline (MARS)
MARS is a non-parametric regression approach that can be 
). MARS utilizes piecewise linear basis functions with
the form of (x À t) þ and (t À x) þ . The suffix ' þ ' stands for the positive part only. Thus:
and
The general form of the MARS equation reads:
which is indeed a weighted sum of function B i (x). c i stands for the constant coefficients determined through minimizing the residual sum of squares (standard linear regression). The coefficients might be assumed as weights which depict the importance of each variable.
Random forest (RF)
RF is an ensemble learning algorithm that handles highdimension regression problems. RF is a tree-based ensemble method, in which all trees are dependent on a group of random variables, and the forest is grown from many regression trees that are put together and form an ensemble 
The RF simulator forms by averaging over k of the trees (h(x, ϕ k )). More detailed information on the RF theorem may be found in, for example, Breiman ().
Methodological structure
Two modeling scenarios were developed and examined in the current research, namely, T dew prediction and T dew estimation. Table 2 presents the different input configurations (prediction as well as estimation models) used in the current paper. Regarding the T dew prediction, the models were fed using the previously recorded dewpoint records to forecast the daily and weekly T dew values. (Table 2 ) to train the employed T dew estimation models, and then the developed generalized models were tested and validated using the pooled testing and validation patterns of the stations. In addition to a general assessment of the estimation models, a split up analysis of these models' performance per station was also carried out.
Assessing the models' performances
Three statistical performance analysis indicators, namely, the root mean square error (RMSE), the mean absolute error (MAE), and the variance accounted for (VAF) indices were utilized to assess the models' performances, expressions for which are given as:
where, T io dew and T ie dew present the recorded and corresponding simulated dewpoint temperature magnitudes at the i th time step, respectively. n shows the number of patterns. Prediction models
The optimum value of the RMSE and MAE is zero describing the minimum (zero) error in the models, while the optimum value of VAF is unity which depicts the minimum assumable variance of the residuals. Table 2 showed that the VAF values of GEP models for daily and weekly predictions in this station were 0.832 and 0.636, respectively, which exhibited much better performance accuracy for the daily prediction interval. In the case of the RF model, however, neither daily nor weekly intervals presented higher performance accuracy (VAF ¼ 0.633 and 0.608, respectively). This clearly shows that the GEP overall performance is much better than RF in this station for both the intervals. Nonetheless, in this specific case, it was seen that the models' principal differences play key roles in generating such discrepancies, rather than the nature of the T dew time series.
Noticeable differences for the models are also observed for Bonab, Jolfa, and Marand. GEP accuracy reduction was higher than those of MARS and RF (which showed similar reductions) in Bonab and Jolfa, while RF presented the highest VAF reduction in Marand. In contrast, the VAF reductions of all three applied models were almost the same in Tabriz and Ahar (with the exception of small differences for RF). Such discrepancies support the preliminary assumption of the significant role of the models' nature and structure on producing such differences. GEP evolves the structure and constants of a specified solution, simultaneously. Thus, the degrees of freedom over other function fitting methods are increased by using GEP. Combining physically based models with subject matter expertise and site-specific data has been demonstrated to produce higher quality representations over methods that rely solely on a single approach (Deschaine ; Shiri ). Additionally, in the case of the GEP-based predictions, Analyzing the error statistics in Table 5 shows that introducing sunshine hours (S) as an input variable improved the performance accuracy of the employed models, while wind speed's (W S ) inclusion into the input matrix reduced the models' accuracy, which might be linked to the correlations between the input variables and T dew , as can be seen in Table 6 (T dew presents the highest positive correlations with T mean and S). From Table 6 it can be seen that the correlations between the meteorological parameters with the errors of the heuristic models are different for the applied models. MARS models presented the highest correlations with the wind speed values for all three static input configurations (1-3), while GEP and RF models showed the highest correlations with air temperature and relative humidity. As stated before, this can be explained by the differences between the ways the models handle the data matrix to produce the outcomes. On the other hand, the relations between the inputs and T dew are different for varying range of the magnitudes of these variables. Lawrence () argued that the relationships between the relative humidity and dewpoint temperature are linear for R H > 50% while they are nonlinear for R H < 50%. For a constant R H value, T dew increases with increasing the air temperature (and vice versa), while for a fixed T dew value, the relative humidity increases with decreasing the air temperature. This is clearly seen from the linear dependency (correlation)
Estimation models
values presented in Table 6 , which can affect the T dew modeling using different models due to the different effect of such variables on the target parameter. stations. Although relative humidity and sunshine hours' trends and mean values in the studied stations were very close, noticeable differences between the mean and C V values of T dew in these stations would create such discrepancy in the GEP performance accuracy. However, as it can be seen from the figure, MARS is not sensitive to such discrepancies. Table 7 Nevertheless, the current study aimed at providing general heuristic-based functions that capture the process physics based on the training, testing, and validation patterns. In the current paper, a single chronological data set assignment was employed which might be established in future research via data set scrutinizing approaches to involve all the possible patterns in train-test phases. Nonetheless, a complete spatial scanning of the available patterns using more weather stations might be considered to examine the generalizability of the heuristic models in estimating dewpoint temperature using ancillary data. 
CONCLUSIONS
The ability of GEP, MARS, and RF models in predicting and estimating dewpoint temperature (T dew ) was evaluated using daily records of meteorological parameters of six weather stations in Iran. First, the T dew values were predicted using its previously recorded values in daily and weekly prediction intervals. The results showed that, as could be anticipated, þ1 day predictions provided more accurate results than þ7 day predictions in all studied locations and employed models. Moreover, GEP surpassed both the MARS and RF models in all locations and both prediction intervals.
Regarding the estimation models (where air temperature, humidity, sunshine hours, and wind speed were used to feed the employed models), the models relied on air temperature, relative humidity, and sunshine hours to provide the most accurate outputs. In all cases of the estimation models, MARS outperformed GEP and RF models. No strong relation was observed between T dew and previously recorded meteorological parameters. The present paper
showed that the MARS model gave promising results with regard to the most commonly used GEP or RF models in estimation of T dew . However, only six stations were considered in the current research and a double data set assignment was used for assessing the performance accuracy. Further studies will be needed using stations of different climatological context and through utilizing more robust data management scenarios, e.g., k-fold testing, for assessing the temporal and spatial generalizability of the models. These might be interesting subjects for future studies.
