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MODERATELY DISCONTINUOUS HOMOLOGY
J. FERNA´NDEZ DE BOBADILLA, S. HEINZE, M. PE PEREIRA, AND J. E. SAMPAIO
Abstract. We introduce a new metric homology theory, which we call Mod-
erately Discontinuous Homology, designed to capture Lipschitz properties of
metric singular subanalytic germs. The basic idea is the following: first we
define an analogous theory to the singular homology theory whose simplexes
are families of singular chains depending on a parameter t ∈ (0, 1), so that
the distance from the support of the chain to the origin of the singular germ
approaches 0 at speed 1 with respect to the parameter. Second, we allow b-
moderately discontinuous cycles for a certain discontinuity rate b ∈ [1,∞]: the
chains for a fixed parameter t are allowed to be discontinuous, but the maximal
size of the discontinuities decreases faster than tb when t approaches 0. Com-
bining the homology group obtained for the different discontinuity rates, we
obtain an algebraic invariant that is given by a graded abelian group MDHb•
for any b ∈ [1,∞] and homomorphisms MDHb• → MDHb
′
• for any b ≥ b′.
The homology groups of a subanalytic germ with the inner or outer metric are
proved to be finitely generated and that only finitely many homomorphisms
MDHb• → MDHb
′
• are essential; moreover, for b = 1 it recovers the homol-
ogy of the tangent cone. In general, for b = ∞ the MD- homology recovers
the homology of the punctured germ. Hence, our invariant can be seen as an
algebraic invariant interpolating from the germ to its tangent cone. Our ho-
mology theory is a bi-Lipschitz subanalitic invariant, is invariant by suitable
metric homotopies, and satisfies versions of the relative and Mayer-Vietoris
long exact sequences. Moreover, fixed a discontinuity rate b we show that it
is functorial for a class of discontinuous Lipschitz maps, whose discontinuities
are b-moderated; this makes the theory quite flexible. In the complex analytic
setting we introduce an enhancement called Framed MD Homology, which
takes into account information from fundamental classes. As applications we
prove that Moderately Discontinuous Homology characterizes smooth germs
among all complex analytic germs, recovers the number of irreducible compo-
nents of complex analytic germs and the embedded topological type of plane
branches. Framed MD Homology recovers the topological type of any plane
curve singularity and relative multiplicities of complex analytic germs.
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31. Introduction
Despite the intense recent research on Lipschitz geometry of real and complex
analytic singularities, still there is a need for general theories providing algebraic
and numerical invariants which capture Lipschitz phenomena, and which have suffi-
ciently many computational tools to be used in practice. In this paper we introduce
a new metric homology theory, which we call Moderately Discontinuous Homology
(MD-Homology, for short) for metric germs of subanalytic sets. In the spirit of
any algebro-topological invariant, MD-Homology is a functor from a category of
geometric nature, to a category of algebraic nature.
The geometric category has as objects pairs (X,Y, x0, dX) of subanalytic germs
in Rn endowed with a metric, which includes the cases of inner metric (induced by
the euclidean metric in Rn and given by the minimum of the lengths of rectifiable
paths in X joining two points) and the outer metric (restriction of the euclidean
metric in Rn). A morphism f : (X,Y, x0, dX) → (X ′, Y ′, x0, dX′) in our category
is a Lipschitz subanalytic morphism from X to X ′, sending Y to Y ′, with the
so called linearly vertex approaching condition, which means that there exists a
constant K ≥ 1 such that 1/K||x − x0|| ≤ ||f(x) − x′0|| ≤ K||x − x0||, where
||x|| denotes the usual norm of a vector in Rn (in other words ||x − x0|| is the
outer distance between x and x0). In particular MD-Homology is a bi-Lipschitz
subanalytic invariant. Since the inner and outer metrics of real or complex analytic
germs only depend on the analytic structure we deduce that MD-Homology for the
inner or outer metric is a real or complex analytic invariant of real or complex
analytic germs.
Given an abelian coefficient group A, the algebraic category where MD-homology
takes values is a diagram of graded abelian groups indexed by b ∈ (0,∞], where
MDHb•(X,Y, x0, dX ;A) is a graded abelian group, called the b-MD Homology
group, and for any b ≥ b′ there is a homomorphism of graded abelian groups
MDHb•(X,Y, x0, dX ;A) → MDHb
′
• (X,Y, x0, dX ;A). These homomorphisms are a
very important part of the invariant, and sometimes contain the most interesting
information.
The graded abelian groups are proved to be finitely generated over A for any germ
with the inner or outer metric (Theorem 107). It is also proved that there are finitely
many jumps in these groups, that is, only for finitely many rates b ∈ (0,+∞] the
homomorphism MDHb+• (X,x) → MDHb−• (X,x) is not an isomorphism (Theo-
rem 120).
MD-Homology mimics the definition of Singular Homology, but the simplexes are
subanalytic families σt : ∆n → (X,x0, dX) of of singular simplexes, parametrized
by t ∈ (0, 1), such that the minimal and maximal distance of the image of σt to x0
approach 0 linearly in t. We form a complex by introducing the usual boundary
operator. In order to define MDHb•(X,x0, dX ;A) the idea is to introduce the
b-proximity equivalence relation between simplexes. Two simplexes σt and σ
′
t as
above are b-proximous if the maximum over x ∈ ∆n of dX(σt(x), σ′t(x)) decreases at
order strictly larger than b with respect to t. For b =∞ one imposes no equivalence
relation. For technical reasons and to make the theory easier, we also impose
that a simplex is equivalent by the sum of simplexes obtained by any subanalytic
subdivisions of it; for example, in order to prove some of the usual computational
tools, like Mayer-Vietoris sequence, the technique of barycentric subdivision used
in the standard proof in singular homology does not behave well enough for our
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purposes. Then the MD-Homology consists in taking the homology of the complex
obtained quotienting the complex of simplices by the b-proximity relation and by
the equivalence by subdivision. The complete definition of MD-Homology takes the
whole Section 3.
The name of “Moderately Discontinuous Homology” comes from the fact that
the b-proximity relation allows “discontinuities bounded by order b” in the closed
chains that represent homology classes. As it will be clear later such discontinuities
are specially useful in order to capture phenomena related with the outer metric.
There are two previous homology theories designed to capture Lipschitz phe-
nomena (see [2] [3], and [36]). The idea of this homology theories is, for a given
parameter, to determine a set of allowable chains, where a chain is again a family
of chains degenerating to the vertex, and a chain is allowable if its size degenerates
fast enough with respect to the parameter. In the Birbrair-Brasselet version the
size is measured in terms of volume, and in the Valette version the degeneration
rate is the speed at which the chain degenerates to a smaller dimensional set. Our
theory has a different flavor, since its based in allowing moderately discontinuities.
Once MD-Homology is defined, we turn to prove analogues of the main compu-
tational tools which Singular Homology satisfies. The long exact relative homology
sequence is immediate (Proposition 50), and then the spectral sequence for a fil-
tration of sub-germs is derived. Next it comes the computation of the homology of
a “point”; the right notion of point in our category is the germ ([0, 1), 0) with the
euclidean metric. As it may be expected MDHb•([0, 1);A) equals A if • = 0 and
vanishes otherwise; the connecting homomorphisms for b′ ≥ b are all the identity
(Proposition 53). A good notion of metric homotopy is a family of subanalytic
maps ft : (X,Y, x0, dX)→ (X ′, Y ′, x0, dX′) for t ∈ [0, 1] for which exists a uniform
constant K ≥ 1 such that for any t ∈ [0, 1] the map ft is linearly vertex approaching
and Lipschitz for the constant K. We prove that two mappings in our category
which are homotopic in this sense induce the same map in MD-Homology. As a
consequence we obtain invariance of MD-Homology by metric homotopy (Theo-
rem 81).
The Mayer-Vietoris long exact sequence is more subtle. Here we can not work
with all the parameters b ∈ (0,∞] at the same time. Fix a b ∈ (0,∞]. A b-
cover of (X,x0) is (roughly speaking, see the corresponding section for a precise
definition) a subanalytic cover {U1, U2} of X such that there exists subanalytic
thickenings Ui ⊂ Uˆi satisfying that the inclusion of Ui in Uˆi induce an isomorphism
in MD-Homology for parameter b, and that Uˆi contains a b-horn neighborhood (see
Definition 6) of Ui. We prove that the usual Mayer-Vietoris long exact sequence
holds for b-covers (Theorem 98). An Excision Theorem is deduced and the Cˇech
spectral sequence associated with a b-cover is also proved.
The fact that MD closed chains for parameter bmay have “discontinuities bounded
by order b” gives rise to an enhanced functoriality for the group MDHb•(?;A). A
b-moderately discontinuous map (b-map) f : (X,x0, dX) → (Y, y0, dY ) is given by
a subanalytic cover {Ci}i∈I of (X,x0) and a collection of subanalytic Lipschitz
linearly vertex approaching maps fi : Ci → Y that, roughly speaking, match at
the intersections of the Ci’s only up to order strictly larger than b (Definition 66).
Therefore they do not need to glue to a continuous map. Two b-maps are regarded
to be the same if they coincide up to order b. Composition of b-maps is well defined.
We prove functoriality for b-maps of MD-Homology for parameter b. This gives rise
5to an invariant with respect to b-map isomorphisms. Moreover there is an extension
of metric homotopy to the realm of b-maps, giving rise to invariance by a suitable
kind of non-necessarily continuous homotopies (Theorem 85).
Finding b-sections of maps f : (X,x0) → (Y, y0) (or b-maps) is easier than
finding actual sections. Theorem 76 and Corollaries 77, 78 prove isomorphisms
in MD-Homology of X and Y for parameter b in the presence of b-sections and
conditions on the collapsing rate of the fibres of f when approaching the vertex.
Similar ideas, but without the use of b maps, lead to another useful isomorphism
of MD-Homology for parameter b in Theorem 79.
After developing the computational tools described above we turn to the identi-
fication of what kind of phenomena can be detected with it. A first grasp of them
are the following:
(1) as one can expect, for b = ∞, the MD-Homology of (X,x0, dX) recovers
the usual homology of the link of X (see Theorem 105).
(2) for any b the group MDHb0(X,x0, dX ;A), is isomorphic to the set of b-
connected components of X \ {x0} (Proposition 104, see Definition 103)
(3) for b = 1 and for the outer metric, MD-Homology of (X,x0, dout) recovers
the usual homology of the link of the tangent cone at X (Theorem 129).
(4) for b = 1, and for the inner metric it recovers the homology of the puntured
Gromov tangent cone (Theorem 130)
(5) in Theorem 131 we prove that if the MD-Homology of a complex analytic
germ (X,x0, dout) coincides with that of a smooth germ, then X is smooth.
This implies that MD-Homology is strong enough to recover the subanalytic
version of the fourth author’s theorem in [5], [30].
(6) we also define an enrichment of the invariant, called Framed MD Homology,
which takes into account distinguished basis of fundamental classes in the
top homology groups and which allows to prove in Proposition 135 the
following: if (X,x0) is a complex analytic germ, then Framed MD-homology
of (X,x0, dout) recovers the number of connected components of the tangent
cone and its relative multiplicities (this is a quite rich set of information).
(7) we confirm an expectation formulated by L. Birbrair: the b-MD homology
for the outer metric of a germ (X,x) coincides with the ordinary homology
of a suitable punctured b-horn neighborhood of (X,x) (Corollary 118).
By (1), (3) and (4) we may see our theory as an algebraic invariant interpolating
from the geometry of the germ to the geometry of its tangent cone.
Consequences of (7) above are the finitely generation of the MD-groups (see The-
orem 107 ) and the existance of only finitely many rates b ∈ (0,∞] for which the
homomorphism MDHb+• (X,x) → MDHb−• (X,x) is not an isomorphism (Theo-
rem 120). The list of jumping rates is a numerical bi-Lipschitz invariant. Moreover,
in Theorem 121 we include a proof by A. Parusinski that these jumping rates are
rational numbers.
We also fully compute MD-Homology for plane curve singularities (C, 0) for the
outer metric. The result is expressed in terms of the Eggers-Wall tree and can
be found in Theorem 140. As it turns out MD-Homology recovers most of the
Eggers-Wall tree: it recovers the set of Puiseux exponents of the branches, and
the set of contact exponents, but it does not tell how to distribute these expo-
nents and contacts between the different branches (we show an explicit example
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that shows that MD Homology does not determine the whole outer Lipschitz ge-
ometry of reducible curves). For irreducible branches MD-Homology recovers the
whole Lipschitz geometry, since it recovers all the Puiseux exponents. It is worth
to note that the most relevant information is contained in the homomorphisms
MDHb•(C, 0, dout;A) → MDHb
′
• (C, 0, dout;A), rather than on the groups. We
prove that Framed MD Homology does determine the whole outer Lipschitz ge-
ometry of reducible curves (Corollary 146).
An important property of a metric germ (X,x0) ⊂ Rn is whether it is Lipschitz
Normally Embedded, that is, if the inner and outer metric are Lipschitz equiva-
lent. Observe that the identity morphism IdX : (X,x0, dinn) → (X,x0, dout) is a
morphism in our geometric category. Therefore non-isomorphism of MD-Homology
detects non-Lipschitz Normally Embedding, as happens, for example, in the case
of plane curves.
Let us add a final remark on generality: although this paper is formulated in
the language of subanalytic geometry, all the results, except the rationality of the
jumping numbers, work, by a word by word adaptation of the proofs, for any
polynomially bounded O-minimal structure over the real numbers. Its is quite
likely that there exists adaptations to arbitrary O-minimal structures, and this is
subject of further investigation.
Observe that this work has laid the ground for possible future work in different
directions. For example, it is interesting to explore how strong our invariants are
in obstructing Lipschitz equisingularity in higher dimension (see [25]). Its relation
with Zariski equisingularity is also worth exploring because of the work done in [26]
and [29]. In [21], [28] and [35] subanalytic spaces are decomposed into pieces which
are simple from the outer Lipschitz viewpoint. It would be interesting to study the
relation of such decompositions for subanalytic germs with our invariants.
We would like to thank Birbrair, Coste, Fernandes, Parusinski and Teissier for
useful comments at different stages of this project.
2. Pairs of metric subanalytic germs
As usual in algebraic topology, our invariant will be a functor from a category of
geometric nature to a category of an algebraic nature. We start defining precisely
the geometric category.
2.1. Setting. Along this paper we work in the language of subanalytic geometry.
We will always work with bounded subanalytic subsets, which in particular are
globally subanalytic (see [11]). Recall that the collection of all globally subanalytic
sets forms an O-minimal structure (see [11]). The results and properties of the glob-
ally subanalytic O-minimal structure that we use are satisfied by any polynomially
bounded O-minimal structure over the real numbers. In fact the theory developed
in this paper works without any change for any of this O-minimal structures.
We use [12] and [8] as basic references in O-minimal geometry. A result that is
repeatedly used in this paper is Hardt’s Triviality Theorem, which is Trivialization
Theorem 1.7 in [12] (see also Theorem 5.22 in [8]).
In fact in this paper we work with subanalytic germs and maps between them.
Taking bounded representatives of them we can see them as objects and maps of
the globally subanalytic O-minimal category.
Subanalytic triangulations are also essential for us. Given a simplicial complex
K we denote by |K| the geometric realization of K. We call the subsets of |K|,
7that correspond to a simplex in K, the faces of |K|. Let Z be a closed subanalytic
set. A subanalytic triangulation is a finite simplicial complex K of closed simplices
and a subanalytic homeomorphism α : |K| → Z.
Remark 1. Given a finite family S of closed subanalytic subsets of Z, there exists
a subanalytic triangulation α : |K| → Z compatible with S, that is, such that every
subset of S is a union of images of simplices of |K|. See for example Theorem 4.4.
in [8] or Theorem II.2.1. in [33].
By a subanalytic triangulation of a subanalytic germ (X,x0) we mean a suban-
alytic triangulation of a representative of it, which is compatible with the vertex.
Given two subanalytic triangulations α : |K| → Z and α′ : |K ′| → Z, we say
that α′ refines α if the image by α of any simplex of |K| is the union of images by
α′ of simplices of |K ′|.
Given a subanalytic triangulation α : |K| → Z, a simplex of |K| is called maximal
if it is not strictly contained in another simplex. We consider the collection T :=
{Ti}i∈I of subsets of Z that are images of the maximal simplices of |K|. We call it
the collection of maximal triangles.
Given two simplicial complexes K and K ′, a homeomorphism f : |K| → |K ′|
preserves the simplicial structure if it the image of each simplex of |K| is a simplex
of |K ′|.
A result about triangulations that will be important is the subanalytic Hauptver-
mutung (Chapter II, Theorem II in [33])), which states that two subanalytic trian-
gulations have a common refinement.
2.2. The category of pairs of metric subanalytic germs.
Definition 2. A subanalytic germ (X,x0) is a germ (X,x0) of a subanalytic set
X ⊂ Rm such that x0 ∈ X (where X denotes the closure of X in Rm). We say
that x0 is the vertex of (X,x0).
A metric subanalytic set (X, dX) is a subanalytic set X in some Rm, together
with a subanalytic metric dX that induces the same topology on X as the restriction
of the standard topology on Rm.
A metric subanalytic germ (X,x0, dX) is a subanalytic germ (X,x0) where (X, dX)
is a metric subanalytic set. We omit x0 and dX in the notation when it is clear
from the context.
A metric subanalytic subgerm of a metric subanalytic germ (X,x0, dX) is a
metric subanalytic germ (Y, x0, dY ) with Y ⊆ X and dY equal to the restriction
dX |Y of the metric dX to Y , that is, the restriction to Y × Y of dX : X ×X → R.
A pair of metric subanalytic germs (X,Y, x0, dX) is the metric subanalytic germ
(X,x0, dX) together with the subgerm (Y, x0, dX |Y ).
Given two germs (X,x0) and (Y, y0), a subanalytic map germ f : (X,x0) →
(Y, y0) is a subanalytic continuous map f : X → Y that admits a continuous and
subanalytic extension to a map germ f : (X ∪ {x0}, x0)→ (Y ∪ {y0}, y0).
Remark 3. Notice that in our definition, for a subanalytic germ (X,x0) it is
possible that x0 /∈ X. These sets play an important role (see for example Definition
57 or 92 ).
Example 4. A subanalytic germ (X,x0) ⊂ (Rm, x0) with the outer metric (the
metric induced by restriction of the euclidean metric in Rm) is a metric subanalytic
germ. We denote the associated metric subanalytic germ by (X,x0, dout).
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We denote by (X,x0, din) the metric subanalytic germ with the inner metric
(defined to be the infimum of the lengths of the rectifiable paths between two points).
This distance is not known to be subanalytic. However, according to [22] there is a
subanalytic distance d′ on X such that the identity Id : (X,x0, din) → (X,x0, d′)
is bi-Lipschitz. This allows us to apply the theory to the germ (X,x0, dinn) in the
following way: our homology can be calculated for (X,x0, d
′). Moreover if d′′ is
a different choice of subanalytic metric with the same property than d′, then the
identity map is a subanalytic bi-Lipschitz homeomorhism between (X,x0, d
′) and
(X,x0, d
′′). Hence the invariant calculated to each of the two subanaytic metric
germs is the same. See Remark 15) for an extension of this idea.
Some basic examples are the following:
Definition 5 (Standard b-cones and straight cones). Let L ⊂ Rk be a subanalytic
set and b ∈ ∩(0,+∞). Consider the subanalytic set
CbL = {(tbx, t) ∈ Rk × R; x ∈ L and t ∈ [0,+∞)}.
The outer (respectively inner) standard b-cone over L is the triple (CbL, (0, 0), dout)
(respectively (CbL, (0, 0), din)), where dout denotes the outer metric and din denotes
the inner metric.
When b = 1, we say C1L is a straight cone over L and we denote it by (C(L), dout) :=
(C1L, (0, 0), dout) and (C(L), din) := (C
1
L, (0, 0), din).
By CbL or C(L) we always mean the germ (C
b
L, (0, 0)) or (C(L), (0, 0)).
If b ∈ Q the standard cones are subanalytic, and otherwise they are at least
definable in the O-minimal structure RRan (see [24]).
Definition 6. Let (X,x0, dX) be a metric subanalytic germ and Y ⊂ X a subana-
lytic subgerm. Let b ∈ (0,∞). The b-horn neighborhood of amplitude η of Y in X
is the subset
Hb,η(Y ;X) :=
⋃
y∈Y
B(y, η‖y − x0‖b),
where B(y, η‖y − x0‖b) := {x ∈ X : dX(x, y) < η‖y − x0‖b} denotes the ball in
X centered in y of radius ηdX(y, x0)
b. The ∞-horn neighborhood Hb,η(Y ;X) is
defined to be Y .
Definition 7 (Spherical Horn Neighborhood). Let X be a subanalytic germ embed-
ded in Rn. We assume the vertex of the cone to be the origin in Rn. Let b ∈ R+.
The spherical b-cone neighborhood of amplitude η of X in Rn is the union
SHb,η(X) :=
⋃
x∈X
B(x, η‖x‖b) ∩ S||x||,
where S||x|| denotes the open sphere of radius ||x|| centered at the origin.
Remark 8. If b ∈ Q then the b-horns and b-spherical horns are subanalytic. For
an arbitrary b ∈ R+, SHb,η(X) they are definable in the polynomially bounded
O-minimal structure RRan (see [24]).
Remark 9. We recall that the link of a subanalytic germ is well defined as a
topological space as the intersection of X with a small enough sphere centered at
x0; we denote it by Link(X,x0) or simply LX . Moreover, the conical structure
theorem says, given a subanalytic germ (X,x0) and a family of subanalytic sub-
germs (Z1, 0),...,(Zk, 0) ⊆ (X, 0), that there exists a subanalytic homeomorphism
9h : C(LX) → (X,x0) such that ||x0 − h(tx, t)|| = t and such that h(C(LZi)) = Zi
with LZi in LX (see Theorem 4.10, 5.22, 5.23 in [8] in combination with the fact
that globally subanalytic sets form an O-minimal structure). We say that the coni-
cal structure h is compatible with the family {Zi}. The conical structure is why we
say that x0 is the vertex of (X,x0).
Notation 10. Let (X,x0, dX) be a metric subanalytic germ. When we need to
specify the radius, we denote by LX, the link {x ∈ X : ||x− x0|| = }.
Let us add that in Proposition 1 of [10], when X is semialgebraic it is proved
that the link is well defined up to semialgebraic homeomorphisms. However, this
fact is not used along this paper.
Definition 11. A map germ f : (X,x0) → (Y, y0) is said to be linearly vertex
approaching (l.v.a. for brevity) if there exists K ≥ 1 such that
1
K
||x− x0|| ≤ ||f(x)− y0|| ≤ K||x− x0||
for every x in some representative of (X,x0). The constant K is called the l.v.a
constant for f .
Remark 12. Let (X,x0) be a subanalytic germ with compact link. Consider any
subanalytic map germ f : (X,x0) → (Y, y0) that is a homeomorphism onto its
image. Let {Zj}j∈J be a finite collection of closed subanalytic subsets of X. There
is a subanalytic homeomorphism germ φ : (X,x0)→ (X,x0) such that φ(Zj) = Zj
for all j ∈ J and such that ||f◦φ(x)− y0|| = ||x− x0||, which is stronger than l.v.a.
Proof. Let h : C(LX) → (X,x0) be a subanalytic homemomorphism defining the
conical structure compatible with the Zi (which means that h(C(LZi)) = Zi) and
such that ||h(tx, t)− x0|| = t (see Remark 9).
Consider the mapping g : C(LX)→ C(LX) that sends (xt, t) 7→ (x·||f ◦h(xt, t)−
x0||, ||f ◦ h(xt, t) − x0||). It is clearly subanalytic in the coordinates y = xt and t
for t 6= 0 and therefore it extends continuously and subanalytically to the closure
C(LX). Note that g is a homeomorphism.
To finish, it is clear that φ := h ◦ g−1 ◦ h−1 satisfies the statement. 
Remark 12 can also be shown adapting the following result of Shiota’s:
Corollary 2 of [32]. Let f1 and f2 be subanalytic functions on X with
f−11 (0) = f
−1
2 (0), {f1 < 0} = {f2 < 0}, {f1 > 0} = {f2 > 0}.
Then there exists a subanalytic homeomorphism φ of X such that
f1◦φ = f2
on a neighborhood of f−11 (0).
We assume x0 = 0. If the family {Zj}j∈J is empty, we simply apply Corollary 2
of [32] to the functions ||x|| and ||f(x)||. The proof of Corollary 2 [32] only uses the
subanalytic triangulation Theorem (Theorem 1 of [32]) together with Lemmata 10
and 11 in the same paper, which are stated in the presence of the family {Zj}j∈J .
Notice that the subanalytic triangulation Theorem (Theorem 1 of [32]) is valid
when the family {Zj}j∈J is non-empty (this is Theorem II of Chapter II of [33]).
So Remark 12 is true without the assumption that f is a homeomorphism onto its
image.
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We have preferred to give a simple proof of the case that is used in this paper for
the sake of completeness, i.e. including the assumption that f is a homeomorphism
onto its image.
Definition 13. Let (X,x0, d1) and (Y, y0, d2) be two metric subanalytic germs.
A Lipschitz linearly vertex approaching subanalytic map germ ( Lipschitz l.v.a.
subanalytic map for short)
f : (X,x0, dX)→ (Y, y0, dY )
is a l.v.a subanalytic map germ such that there exists K ≥ 1 and a representative
X of the germ such that
dY (f(x), f(x˜)) ≤ KdX(x, x˜) ∀x, x˜ ∈ X.
Any such K which also serves as a l.v.a. constant for f will be called a Lipschitz
l.v.a. constant for f .
A Lipschitz l.v.a. subanalytic map of pairs is a map germ of pairs
f : (X,Y, x0, dX)→ (X ′, Y ′, x′0, dX′)
such that f : (X,x0, dX)→ (X ′, x′0, dX′) is a Lipschitz l.v.a. subanalytic map.
Given a subanalytic subgerm (Y, x0, dX |Y ) ⊂ (X,x0, dX), the inclusion is an
example of a Lipschitz l.v.a. map.
Definition 14. The category of pairs of subanalytic metric subanalytic germs has
pairs of metric subanalytic germs as objects and Lipschitz l.v.a. subanalytic maps
of pairs as morphisms.
Remark 15. Equivalently, we can work with the bigger category of subanalytic
germs (X,x0, dX) which are endowed with a metric dX that induce the same topology
as the euclidean metric, and such that there exists a subanalytic metric d′ that is bi-
Lipschitz equivalent to dX , which means that the identity (X,x0, dX)→ (X,x0, d′)
is bi-Lipschitz. Hence we are not asking dX to be a subanalytic metric. Then, a
subanalytic germ (X,x0) with the inner metric belongs to this category, see Exam-
ple 4.
3. Definition of the Moderately Discontinuous Homology
The Moderately Discontinuous Homology (Moderately Discontinuous Homology,
or MD-Homology, for short) is a functor from the category of pairs of metric sub-
analytic germs to an algebraic category whose objects are diagrams of groups. Its
definition needs a series of steps.
3.1. The pre-chain group MDCpre,∞• ((X,x0);A).
Notation 16. For any n ∈ N0, we denote by ∆n ⊂ Rn+1 the standard n-simplex
∆n := {(p0, ..., pn) ∈ (R≥0)n+1 :
n∑
i=0
pi = 1}
oriented as follows: the standard orientation on Rn+1 orients the convex hull of
∆n ∪ 0, where 0 denotes the origin, which in turn induces an orientation on ∆n,
viewed as part of the boundary of the convex hull. We denote by ikn : ∆n−1 → ∆n
the map sending p0, ..., pn−1 to p0, ..., pk−1, 0, pk, ..., pn−1. The image of ikn is the
k-th facet of ∆n.
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Consider the oriented germ of the cone over ∆n and denote it as
∆ˆn := ({(tx, t) ∈ Rn+1 × R : x ∈ ∆n, t ∈ [0, 1)},
and let jkn : ∆ˆn−1 → ∆ˆn be the map sending (tx, t) 7→ (tikn(x), t). The k-th facet of
∆ˆn is the image of j
k
n. More generally, a face of ∆ˆn is the cone over a face of ∆n.
We will usually use ∆ˆn to denote the germ (∆ˆn, (0, 0)).
Coherently to Definition 11 we have the notion of linearly vertex approaching
(subanalytic) n-simplex, which is a continuous subanalytic map germ σ : ∆ˆn →
(X,x0) such that there is a K ≥ 1 such that
1
K
t ≤ ||σ(xt, t)− x0|| ≤ Kt
for any x ∈ ∆n and any small enough t. We will say simply a l.v.a. simplex.
Similarly, a map ν : ∆ˆn → ∆ˆn, expressed as ν(xt, y) = (ν1(xt, t)ν2(xt, t), ν2(xt, t))
in the coordinates (xt, t) of ∆ˆn, is linearly vertex approaching (according to Defi-
nition 11) if there is a K ≥ 1 such that 1K t ≤ ν2(xt, t) ≤ Kt.
Definition 17. Given a subanalytic germ (X,x0) and an abelian group A, a linearly
vertex approaching n-chain in (X,x0) (l.v.a. n-chain, for brevity) is a finite formal
sum
∑
i aiσi, where ai ∈ A and σi is a l.v.a subanalytic n-simplex in (X,x0). We
define MDCpre,∞n ((X,x0);A) to be the abelian group of n-chains.
We define the boundary of σ to be the formal sum
∂σ =
n∑
k=0
(−1)kσ◦jkn.
The boundary extends linearly to n-chains and defines a complex MDCpre,∞• ((X,x0);A)
whose components are the groups MDCpre,∞n ((X,x0);A) for n ≥ 0.
Often, when it is clear from the context we will skip the coefficients group A
and/or the vertex in the notation.
3.2. The homological subdivision equivalence relation in MDCpre,∞• ((X,x0);A).
As in Singular Homology Theory, in order to prove Excision and Mayer-Vietoris
we will need to subdivide simplices. In Singular Homology, the standard proce-
dure is to divide a simplex into a chain of smaller simplices by taking barycentric
subdivisions. The existence of a Lebesgue number in that context guarantees that
iterating that procedure enough times yields a chain for which all of its simplices
are contained in one of the open sets of the cover. In our theory, the role of open
subgerms are taken by subgerms whose representatives are open and whose closure
contains the vertex, but that do not contain the vertex themselves. Observe that
those are the complements of subgerms whose representatives are closed and con-
tain the vertex. Therefore an open cover of germs does not cover the image of a
l.v.a. simplex: the image of the vertex is remains outside of all the sets of the cover.
As a result we do not get a Lebesgue number. That is why we do not adapt the
procedure used in Singular Homology, but build a chain complex that incorporates
the subdivisions from the beginning.
In the next definition we will need a representative of the germ ∆ˆn. By abuse of
notation we denote it also by ∆ˆn, and consider the representative
{(tx, t) ∈ Rn+1 × R : x ∈ ∆n, t ∈ [0, 1/2]}.
Recall the facts of subanalytic triangulations stated in Section 2.1.
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Definition 18. A homological subdivision of ∆ˆn is a finite family {ρi}i∈I of in-
jective l.v.a. subanalytic map germs ρi : ∆ˆn → ∆ˆn for which there is a subanalytic
triangulation α : |K| → ∆ˆn with the following properties:
• the triangulation α is compatible with the collection of all faces of ∆ˆn;
• all maximal triangles of α meet the vertex of ∆ˆn;
• the collection {Ti} of maximal triangles of α is also indexed by I;
• for any i ∈ I, the image of ρi is Ti and α−1|Ti◦ρi is a homeomorphism
onto its image that takes faces of ∆ˆn to faces of |K|.
For a homological subdivision {ρi}i∈I , the sign of ρi for any i ∈ I is defined to be
1, if ρi is orientation preserving, and −1, if it is orientation reversing. We denote
it by sgn(ρi).
Note that this implies that, whenever the sum
∑
i∈I sgn(ρi)ρi is a cycle in the
singular homology Hn+1(∆ˆn, ∂∆ˆn ∪ ∆ˆ≥n ;Z) for  = min{i} where ∆ˆ≥n denotes
the set {(tx, t) ∈ Rn+1 × R : x ∈, t ∈ [, 1)}, then ∑i∈I sgn(ρi)ρi represents the
fundamental class. However, in general
∑
i∈I sgn(ρi)ρi does not have to represent
a cycle in Hn+1(∆ˆn, ∂∆ˆn ∪ ∆ˆ≥n ;Z).
Definition 19 (Immediate equivalences). Two chains∑
j∈J
ajσj ,
∑
k∈K
bkτk ∈MDCpre,∞n (X;A)
are called immediately equivalent (and we denote it by
∑
j∈J ajσj →∞
∑
k∈K bkτk),
if for any j ∈ J there are homological subdivisions {ρji}i∈Ij such that we have the
equality ∑
j∈J
∑
i∈Ij
sgn(ρji)ajσj◦ρji =
∑
k∈K
bkτk
in MDCpre,∞n (X;A).
Remark 20. The immediate equivalences can be defined as well by imposing σ →∞∑
i∈I sgn(ρi)σ◦ρi for any l.v.a n-simplex σ and any subdivision {ρi}i∈I , and ex-
tending the immediate equivalences by linearity.
Remark 21. Any l.v.a. subanalytic homeomorphism µ : (∆ˆn, 0) → (∆ˆn, 0) which
preserves the simplicial structure is a homological subdivision of ∆ˆn for which the
index set I has just one element. As a consequence, for any n-simplex σ, we have
σ →∞ σ◦µ, if µ is orientation preserving, and σ →∞ −σ◦µ, if µ is orientation
reversing.
Definition 22 (The homological subdivision equivalence relation). The subdivi-
sion equivalence relation in MDCpre,∞n (X;A) (denoted by ∼S,∞) is the equivalence
relation generated by immediate equivalences. That is z ∼S,∞ z′ if there exists a
sequence w1, ..., wk such that z = w1, z
′ = wk and for any 1 ≤ i < k we have either
the immediate equivalence wi →∞ wi+1 or wi+1 →∞ wi.
Lemma 23. Given any three chains w1, w2, w3 ∈ MDCpre,∞n (X;A), and im-
mediate equivalences w3 →∞ w1 and w3 →∞ w2 there exists an element w4 ∈
MDCpre,∞n (X;A) and two immediate equivalences w1 →∞ w4 and w2 →∞ w4.
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Proof. Since the immediate equivalences are compatible with linear combinations
(see Remark 20) we may assume that w3 is equal to an n-simplex σ. Then there
exist two subdivisions {ρi}i∈I and {ρ′i′}i′∈I′ of ∆ˆn such that we have the equalities
(1) w1 =
∑
i∈I
sgn(ρi)σ◦ρi, w2 =
∑
i′∈I′
sgn(ρ′i′)σ◦ρ′i′ .
Let α : |K| → ∆ˆn and α′ : |K ′| → ∆ˆn be the subanalytic triangulations associ-
ated with the homological subdivisions {ρi}i∈I and {ρ′i′}i′∈I′ . By the subanalytic
Hauptvermutung (Chapter II, Theorem II in [33])) there is a subanalytic triangu-
lation β : |L| → ∆ˆn refining α and α′. Let {Tj}j∈J be the collection of maximal
triangles of the triangulation β. Let {νj}j∈J be a collection of orientation pre-
serving l.v.a. subanalytic homeomorphisms νj : ∆ˆn → Tj preserving the simplicial
structure.
Consider the splitting J =
∐
i∈I Ji, where j ∈ Ji if and only if Tj is included in
the image of ρi.
Then the collection {ρ−1i ◦νj}j∈Ji is a homological subdivision of ∆ˆn and we have
the immediate equivalence
(2) σ◦ρi →∞
∑
j∈Ji
σ◦ρi◦ρ−1i ◦νj =
∑
j∈Ji
σ◦νj .
The splitting J =
∐
i′∈I′ J
′
i′ is defined considering the analogous interaction
between the triangulations α′ and β. By the same kind of arguments we have the
immediate equivalence
(3) σ◦ρ′i →∞
∑
j∈J′i
σ◦νj .
Defining w4 :=
∑
j∈J σ◦νj and using Equations (1), (2) and (3) we complete the
proof. 
Corollary 24. We have the equivalence w ∼S,∞ z if and only if there exist se-
quences of immediate equivalences z = z0 →∞ z1 →∞ ... →∞ zl and w = w0 →∞
w1 →∞ ...→∞ wm = zl.
Proof. The sequence z = x1, ..., xk = w predicted in Definition 22 is monotonous at
the i-th position if we have either xi−1 →∞ xi →∞ xi+1 or xi+1 →∞ xi →∞ xi−1.
The sequence x1, ..., xk has a roof at the i-th position if we have xi →∞ xi−1 and
xi →∞ xi+1. The sequence x1, ..., xk has a valley at the i-th position if we have
xi−1 →∞ xi and xi+1 →∞ xi. Repeated applications of the previous lemma allow
to replace every roof by a valley. 
3.3. ∞-Moderately discontinuous homology.
Lemma 25. The homological subdivision equivalence relation is compatible with
the boundary ∂ in MDCpre,∞n (X;A) in the following sense: given a simplex σ ∈
MDCpre,∞n (X;A) and {ρi}i∈I a homological subdivision of ∆ˆn, then the chains ∂σ
and
∑
i∈I ∂(sgn(ρi)σ◦ρi) are ∼S,∞-equivalent.
Proof. A homological subdivision {ρi}i∈I of ∆ˆn induces a homological subdivision
{ρki }i∈Ik of the k-th facet of ∆ˆn. So ∂(
∑
i∈I sgn(ρi)σ ◦ ρi) splits as the sum, with
appropriate signs, of the facets of σ (expressed after the corresponding homological
subdivision) and the sum of the interior facets of all σ◦ρi which cancels in pairs. 
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Definition 26 (∞-MD Homology). We define the ∞-moderately discontinuous
chain complex of (X,x0, dX) with coefficients in A (∞-MD complex for short) to
be the quotient of MDCpre,∞• ((X,x0, dX);A) by the homological subdivision equiv-
alence relation. We denote it by MDC∞• ((X,x0, dX);A). Its homology is called
the ∞-moderately discontinuous homology with coefficients in A and is denoted by
MDH∞• ((X,x0, dX);A).
Note that this homology does not depend on a metric. As we will see in Section
10, the ∞-moderately discontinuous homology coincides with the homology of the
link of the germ (X,x0).
3.4. b-Moderately discontinuous homology. Given a metric subanalytic germ
(X,x0, dX), for each b ∈ (0,+∞), we define the following equivalence relation in
the set of l.v.a. subanalytic n-simplices:
Definition 27. Let b ∈ (0,∞). Let σ1, σ2 be n-simplices in MDCpre,∞• (X,x0, dX).
We say that σ1 and σ2 are b-equivalent (we write σ1 ∼b σ2) if
lim
t→0+
max{dX(σ1(tx, t), σ2(tx, t));x ∈ ∆n}
tb
= 0.
We extend the relation to MDCpre,∞n (X;A) by linearity.
Remark 28. Note that in the case of a subanalytic germ with the outer metric, the
b-equivalence can be interpreted in terms of the contact order of the arcs σi(tx, x)
for x ∈ ∆n.
The importance of b-(spherical) horn neighbourhoods in our theory is due to the
following:
Remark 29. Any l.v.a. simplex that is b-equivalent to a l.v.a. simplex whose image
is contained in Y is contained in any b-(spherical) horn neighborhood Y in X.
Remark 30. The quotient of the free group MDCpre,∞• ((X,x0, dX);A) by the ∼b-
equivalence relation is the free group generated by the ∼b-equivalence classes of
simplices with coefficients in A. As a consequence we have the following: let w =∑
j∈J bjτj and w
′ =
∑
j∈J′ b
′
jτ
′
j be chains in MDC
pre,∞
• ((X,x0, dX);A). Split the
index sets J =
∐
k∈K Jk and J
′ =
∐
k∈K J
′
k in the unique way that satisfies the
following properties:
• any two j1, j2 ∈ J belong to the same Jk if and only if we have τj1 ∼b τj2 ,
• any two j′1, j′2 ∈ J belong to the same J ′k if and only if we have τ ′j′1 ∼b τ
′
j′2
,
• for any k ∈ K and j ∈ Jk and j′ ∈ J ′k we have τj ∼b τ ′j′ .
Then w ∼b w′ if and only if for any k ∈ K we have the equality
(4)
∑
j∈Jk
bj =
∑
j′∈J′k
bj′ .
The following arc interpretation of the b-equivalence relation will be useful later.
Lemma 31. Let σ1, σ2 be n-simplices in MDC
pre,∞
• (X,x0, dX). Then we have
that the following statements are equivalent:
(i) σ1 ∼b σ2;
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(ii) for any continuous subanalytic arc γ : (0, )→ ∆ˆn such that γ(0) is equal to
the vertex and γ(t) is different to the vertex for t 6= 0 we have the equality
(5) lim
t→0+
d(σ1(γ(t)), σ2(γ(t)))
γ2(t)b
= 0,
where γ(t) = (γ2(t)γ1(t), γ2(t)) is the expression of the arc in the coordi-
nates (tx, t) of ∆ˆn;
(iii) for any l.v.a continuous subanalytic arc γ : (0, )→ ∆ˆn we have the equality
(6) lim
t→0+
d(σ1(γ(t)), σ2(γ(t)))
tb
= 0.
Proof. If we have the equivalence σ1 ∼b σ2 it is obvious that the limit vanishes for
any arc as in the statement of (ii). Let γ(t) = (γ2(t)γ1(t), γ2(t)) be any subanalytic
l.v.a continuous arc. Then the limit lim
t→0+
γ2(t)
t is finite, and therefore condition (ii)
implies condition (iii).
So, to finish the proof, we only need to prove that (iii) ⇒ (i). Assume that the
condition on arcs in (iii) is satisfied. The function
t 7→ max{d(σ1(tx, t), σ2(tx, t));x ∈ ∆n}
is subanalytic. Therefore it admits an expansion of the form
max{d(σ1(tx, t), σ2(tx, t));x ∈ ∆n} = Ctb′ + o(tb′)
for a certain b′ ∈ Q and C > 0. Then the subset
Z := {(tx, t) ∈ ∆ˆn : d(σ1(tx, t), σ2(tx, t)) ≥ (C/2)tb′}
is subanalytic and contains sequences converging to the vertex of ∆ˆn. Therefore,
by the subanalytic Curve Selection Lemma there exists a continuous subanalytic
arc γ : (0, ) → Z such that γ(0) is equal to x0 and γ(t) is different to the vertex
for t 6= 0. By Remark 12 we can assume that ||γ(t) − x0|| = t. Thus, we have the
following inequality
lim
t→0+
d(σ1(γ(t)), σ2(γ(t)))
tb′
≥ C/2.
The equivalence σ1 ∼b σ2 holds if and only if we have the strict inequality b′ > b.
The previous inequality implies that if b′ ≤ b then the continuous subanalytic arc
γ contradicts the arc condition in the statement of (iii). 
Lemma 32. Let σ, σ′ be simplices in MDCpre,∞n (X;A) such that σ ∼b σ′. If
{ρi}i∈I is a homological subdivision of ∆ˆn, then we have∑
i∈I
sgn(ρi)σ◦ρi ∼b
∑
i∈I
sgn(ρi)σ
′◦ρi.
Proof. Let γ be any subanalytic l.v.a continuous arc in ∆ˆn. Since ρi is l.v.a then
ρi◦γ is also a subanalytic l.v.a continuous arc. Since we have the equivalence
σ ∼b σ′, Lemma 31 implies the vanishing of the limit
lim
t→0+
d(σ(ρi(γ(t))), σ
′(ρi(γ(t))))
tb
= 0.
Again by Lemma 31 this implies the equivalence σ◦ρi ∼b σ′◦ρi. 
In order to define the complex of b-moderately discontinuous chains we introduce
the b-subdivision equivalence relation.
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Definition 33 (The b-subdivision equivalence relation). Two chains∑
j∈J
ajσj ,
∑
k∈K
bkτk ∈MDCpre,∞n (X;A)
are called b-immediately equivalent (and we denote it by
∑
j∈J ajσj →b
∑
k∈K bkτk),
if for any j ∈ J there is a homological subdivision {ρi}i∈Ij such that we have the
b-equivalence ∑
j∈J
∑
i∈Ij
sgn(ρi)ajσj◦ρi ∼b
∑
k∈K
bkτk
in MDCpre,∞n (X;A).
The b-subdivision equivalence relation in MDCpre,∞n (X;A) is the equivalence
relation generated by the b-immediate equivalences, and is denoted by ∼S,b. The
equivalence classes are called b-moderately discontinuous chains or b-chains.
We denote by MDCbn(X;A) the quotient group of MDC
pre,∞
n (X;A) by the ∼S,b-
equivalence relation. It is the group of b-moderately discontinuous chains.
Proposition 34. w ∼S,b z if and only if there exist sequences of b-immediate
equivalences w = w0 →b w1 →b ...→b wl and z = z0 →b z1 →b ...→b zm = wl.
Proof. The proof is an adaptation of the proofs of Lemma 23 and Corollary 24,
taking into account Lemma 32. 
Remark 35. Often we will need to define homomorphisms
h : MDCb•((X,x0, dX);A)→ G,
where G is an abelian group. The usual procedure is to define first a homomorphism
h¯ : MDCpre,∞• ((X,x0, dX);A)→ G, and check that it descends to a well defined h.
It is convenient to record that h¯ descends if and only if the following two conditions
hold:
• For any σ, z ∈MDCpre,∞• ((X,x0, dX);A), where σ is a simplex and z is a
chain such that we have the immediate equivalence σ →∞ z, we have the
equality h(σ) = h(z).
• For any two simplices σ, σ′ ∈MDCpre,∞• ((X,x0, dX);A) such that we have
the equivalence σ ∼b σ′, we have the equality h(σ) = h(σ′).
Lemma 36. The boundary operator ∂ in MDCpre,∞• (X;A) descends to a well
defined boundary operator in MDCb•(X;A).
Proof. We have to check the conditions of Remark 35. The first condition is exactly
Lemma 25. The second condition is similar to the proof of Lemma 32. 
Definition 37 (b-Moderately discontinuous homology). We define the b-moderately
discontinuous chain complex of (X,x0, dX) with coefficients in A (the b-MD com-
plex for short) to be the complex MDCb•((X,x0, dX);A) with the boundary operator
defined in the previous lemma. Its homology is called the b-moderately discontinu-
ous homology with coefficients in A (b-MD homology, for short) and is denoted by
MDHb•((X,x0, dX);A).
To have a quick grasp of the meaning of b-MD Homology see Figure 1.
The following consequence of Proposition 34 will be used repeatedly:
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Figure 1. Consider the figure with the outer metric where the
thiner part collapses with tangency of order 4 while the thicker
part collapses linearly. On the left, the two 0-simplexes σ1 and σ2
are 2-equivalent. On the right, we have shadowed what can be the
image of a non-zero 2-cycle in the 3-MD Homology. Note that in
singular homology it doesn’t even represent a cycle because it has
non-trivial boundary.
Lemma 38. Given an element z ∈ MDCpre,∞• ((X,x0, dX);A), the class [z] in
MDCb•((X,x0, dX);A) vanishes if and only if there exists a sequence of immediate
equivalences z = z0 →∞ z1 →∞ ... →∞ zr such that zr ∼b 0. Notice that, by
Remark 30, the chain zr =
∑
i∈I aiσi is as follows: consider the subdivision of the
index set I =
∐
j∈J Ij so that i, i
′ belong to the same Ij if and only if σi ∼b σi′ .
Then for any j ∈ J we have the equality
(7)
∑
i∈Ij
ai = 0.
Proof. If there exists a sequence z = z0 →∞ z1 →∞ ... →∞ zr ∼b 0, then the
class [z] ∈ MDCb•((X,x0, dX);A) vanishes obviously. Let us prove the converse.
Suppose that z ∈ MDCpre,∞• ((X,x0, dX);A) is such that its class [z] vanishes in
MDCb•((X,x0, dX);A). By Proposition 34 there exists a sequence of b-immediate
equivalences
(8) z = z0 →b z1 →b ...→b zr = 0,
We proceed by induction over r. If r = 1, there is nothing to show.
For the induction step we prove the following: if z′1, z1 and z2 are chains in the
complex MDCpre,∞• ((X,x0, dX);A) such that z′1 ∼b z1 and z1 →∞ z2, then there
is a z′2 ∈ MDCpre,∞• ((X,x0, dX);A) such that z′1 →∞ z′2 and z′2 ∼b z2. To show
that, write z1 =
∑
i∈I aiσi and let {ρi,l}l∈Li be homological subdivisions for which
z2 =
∑
i∈I
∑
l∈Li
aisgn(ρi,l)σi◦ρi,l.
Let z′1 =
∑
j∈J a
′
jσ
′
j . Let I =
∐
k∈K Vk and J =
∐
k∈K V
′
k be the splitting in
accordance with Remark 30 applied to z1 and z
′
1. For any j ∈ J , choose a fixed
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kj ∈ V ′k. Then it is
z′1 =
∑
k∈K
∑
j∈V ′k
a′j◦σ′jk + z˜1 =
∑
k∈K
∑
i∈Vk
ai◦σ′jk + z˜1
where z˜1 ∼b 0. Set
z′2 :=
∑
k∈K
∑
i∈Vk
∑
l∈Li
sgn(ρi,l)ai◦σ′jk◦ρi,l + z˜1.
By Lemma 32, it is z′2 ∼b z2.
Now suppose r > 1. By what we have just shown and the induction hypothesis,
sequence (8) can be transformed into
z = z0 →∞ z′0 →∞ z′1 →∞ ...→∞ z′r ∼b zr ∼b 0.

3.5. Relative b-Moderately Discontinuous Homology. In our setting relative
homology exists in two different levels of generality. Let us start with the less general
one, which is analogue to the classical Singular Homology Theory (See Subsection
8.1 for the other one, which is essential for the formulation of the relative Mayer-
Vietoris Theorem in our theory).
Consider b ∈ (0,+∞]. Given a subanalytic subgerm (Y, x0, dX|Y ) ↪→ (X,x0, dX),
we denote by K• the minimal subcomplex of MDCb•(X,x0, dX) which contains the
classes [σ], where σ is a l.v.a. simplex in Y . An easy application of Lemma 38
shows that the obvious epimorphism of complexes MDCb•(Y, x0, dX|Y )→ K• is an
isomorphism. Therefore we have an inclusion of complexes
(9) MDCb•(Y, x0, dX|Y ) ↪→MDCb•(X,x0, dX).
Definition 39. Consider b ∈ (0,+∞]. Given a subanalytic subgerm (Y, x0, dX|Y ) ↪→
(X,x0, dX), we define the complex of relative b-moderately discontinuous chains
with coefficients in A, denoted by MDCb•((X,Y, x0, dX);A) as the following quo-
tient:
MDCb•((X,x0, dX);A)
/
MDCb•((Y, x0, dX |Y );A),
which makes sense by inclusion (9).
The b-moderately discontinuous homology MDHb∗((X,Y, x0, dX);A) with coef-
ficients in A is the homology of the complex MDCb•((X,Y, x0, dX);A).
We abbreviate calling these complexes and graded abelian groups the b-MD com-
plex and b-MD homology of the pair (X,Y, x0, dX). When it is clear from the
context we will denote it simply by MDC∞• (X,Y ;A) and similarly for homology.
Notation 40. Denote by Kom(Ab)− the category of complexes of abelian groups
bounded from the right. Denote by D(Ab)− the bounded above derived category of
abelian groups. It is the localization at quasi-isomorphisms of the category whose
objects are complexes bounded from the right and whose morphisms are homotopy
classes of morphisms of complexes. Since we will deal with homology we will index
the complexes as ... → Ck → Ck−1 → .... There is a functor denoted by H∗ from
Kom(Ab)− to the category GrAb of graded abelian groups, which consists in taking
the homology of a complex.
At this point we check functoriality for the first time:
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Proposition 41. For every b ∈ (0,+∞], the assignments
(X,Y, x0, dX) 7→MDCb•((X,Y, x0, dX);A) and
(X,Y, x0, dX) 7→MDHb•((X,Y, x0, dX);A)
are functors from the category of pairs of metric subanalytic germs to Kom(Ab)−
resp. GrAb.
Proof. A Lipschitz l.v.a. subanalytic map f : (X,x0, dX) → (X ′, x′0, dX′) induces
morphisms MDCpre,∞• (X,x0.dx) → MDCb•(X ′, x′0, dX′) for every b ∈ (0,+∞], by
taking σ 7→ f ◦ σ for every l.v.a. simplex σ and extending by linearity. One can
check that it descends to a well defined morphism from MDCb•((X,x0, dX);A) to
MDCb•((X
′, x′0, dX′);A) because it satisfies the two conditions of Remark 35, which
are straightforward.
If f takes a subanalytic subgerm Y into a subanalytic subgerm Y ′, then the
homomorphism defined above transforms the subcomplex MDCb•((Y, x0, dX |Y );A)
intoMDCb•((Y
′, x′0, dX′ |Y ′);A), and hence descends to the relative homology groups.

Notation 42. Given a Lipschitz l.v.a. subanalytic map
f : (X,Y, x0, dX)→ (X ′, Y ′, x′0, dX′)
we denote by f∗ the induced map at the level of b-MD chains for every b ∈ (0,+∞].
3.6. The final definition of Moderately Discontinuous Homology. In this
section we introduce the complete definition of Moderately Discontinuous Chain
Complexes/Homology as a functor from the category of pairs of metric subanalytic
germs, to a category of diagrams of complexes/groups.
The starting observation is the following: for b1 ≥ b2 with bi ∈ (0,+∞] there are
natural epimorphisms (see Section 4.3 for the associated long exact sequence):
(10) hb1,b2 : MDCb1• ((X,Y, x0, dX);A)→MDCb2• ((X,Y, x0, dX);A)
which induces a map in homology:
(11) hb1,b2∗ : MDH
b1• ((X,Y, x0, dX);A)→MDHb2• ((X,Y, x0, dX);A).
Notation 43. We define the category B, where the set of objects is (0,∞] and there
is a unique morphism from b to b′ if and only if b ≥ b′.
Definition 44 (Categories of B-complexes and B-graded abelian groups). The
category B−Kom(Ab)− of B-complexes is the category whose objects are functors
from B to Kom(Ab)− and the morphisms are natural transformations of functors.
The category B − D(Ab)− is the category whose objects are functors from B to
D(Ab)− and the morphisms are natural transformations of functors. The category
B − GrAb of B-graded abelian groups is the category whose objects are functors
from B to the category GrAb and the morphisms are natural transformations of
functors. Concatenation of objects in B −Kom(Ab)− with the homology functor
H∗ yields a functor B−H∗ : B−Kom(Ab)− → B−GrAb which factorizes through
B−D : B−D(Ab)− → B−GrAb.
Proposition 45. The assignments (X,Y, x0, dX) 7→MDC?• ((X,Y, x0, dX);A) and
(X,Y, x0, dX) 7→ MDH?∗ ((X,Y, x0, dX);A) are functors from the category of pairs
of metric subanalytic germs to B−Kom(Ab)− and B−GrAb respectively.
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Proof. One only needs to check that the functoriality for Lipschitz l.v.a subanalytic
maps for each b ∈ B commutes with the epimorphisms (10), (11) which is clear. 
It is interesting to record that in the case of complex (resp. real) analytic germs
our homology theory gives complex (resp. real) analytic invariants.
Corollary 46. Given a complex (resp. real) analytic germ (X,x0), the B-moderately
discontinuous homology MDHb•(X,x0, dout) and MDH
b
•(X,x0, dinn) for the outer
and inner metrics are complex (resp. real) analytic invariants.
Proof. A real or complex analytic diffeomorphism is well known to be bi-Lipschitz
both for the inner and outer metric and it is clearly l.v.a. 
3.7. Bi-Lipschitz invariance of b-MD homology with respect to the inner
distance. We check that a subanalytic homeomorphism between two germs (X,x0)
and (Y, y0) that is bi-Lipschitz for the inner metric is l.v.a.. Then we conclude that
the MD Homology for dinn is a bi-Lipschitz invariant.
Proposition 47. Let (X,x0) and (Y, y0) be two germs of subanalytic sets. Let
dX,inn (resp. dY,inn) be the inner distance of X (resp. Y ). Then we have the
following:
(a) dX,inn (resp. dY,inn) induces the same topology on X (resp. Y ) as the
topology induced by the standard topology on Rm;
(b) If there exists an inner bi-Lipschitz homeomorphism h : (X,x0) → (Y, y0)
then there exists K > 0 satisfying the inequalities
1
K
‖x− x0‖ ≤ ‖h(x)− y0‖ ≤ K‖x− x0‖.
In order to prove Proposition 47, we recall the following result.
Proposition 48 (Proposition 3 in [22]). Let X ⊂ Rm be a subanalytic set and
ε > 0. Then there exists a finite decomposition X =
⋃k
j=1 Γj such that:
(1) each Γj is a subanalytic connected analytic submanifold of Rm,
(2) each Γj satisfies dΓν ,inn(p, q) ≤ (1 + ε)‖p− q‖ for any p, q ∈ Γj.
Proof of Proposition 47. Let us consider X =
⋃k
j=1 Γj as in Proposition 48 and
ε = 1. Thus, if x ∈ X, there exists a j such that x ∈ Γj and, moreover, we get
(12)
1
2
‖x− x0‖ ≤ dX,inn(x, x0) ≤ dΓj ,inn(x, x0) ≤ 2‖x− x0‖.
Since ‖x−y‖ ≤ dX,inn(x, y) for any x, y ∈ X, to prove item (a) it is enough to prove
that for any x ∈ X and any ball Binn,η(x) with respect to the inner distance, we can
find a ball Bδ(x) with respect to the outer distance such that Bδ(x) ⊂ Binn,η(x).
But to do this, we just apply Proposition 48 to (X,x) and ε = 1, and we get that
Bη/2(x) ⊂ Binn,η(x).
Obviously we have the same result for Y and, in particular, we have
(13)
1
2
‖y − y0‖ ≤ dY,inn(y, y0) ≤ 2‖y − y0‖.
In order to get item (b), we just need to apply the Lipschitz properties of h and
Eq. (12) in Eq. (13). 
Thus, by considering Remark 15, the following is immediate.
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Corollary 49. Let (X,x0) and (Y, y0) be two subanalytic germs. If there exists a
subanalytic bi-Lipschitz homeomorphism h : (X,x0, dX,inn) → (Y, y0, dY,inn), then
(X,x0, dX,inn) and (Y, y0, dY,inn) have the same MD homology. In particular, h
induces isomorphisms
hn : MDH
b
n(X,x0, dX,inn)→MDHbn(Y, y0, dY,inn)
for all b ∈ (0,+∞] and n ∈ N.
4. Basic properties of MD-Homology
In this section we prove properties of MD-Homology in analogy with usual ho-
mology theories (relative exact sequence, its value at a “point” and sufficiency of
chains which are small with respect to a cover). The analogues of homotopy in-
variance, Mayer-Vietoris and Excision are more subtle and are treated later in the
paper. We introduce also a long exact sequence measuring the relation of the b-MD
homologies for different b.
4.1. The relative MD-Homology sequence. The relative homology sequence
comes quite easily from the definition.
Proposition 50. Let (X,x0, dX) be a metric subanalytic germ. Let Z ⊂ Y ⊂ X
be subanalytic subgerms. For any b ∈ B there is a long exact sequence
...→MDHbn(Y, Z;A)→MDHbn(X,Z;A)→MDHbn(X,Y ;A)
→MDHbn−1(Y, Z;A)→MDHbn−1(X,Z;A)→MDHbn−1(X,Y ;A)→ ...
(14)
This exact sequence is functorial in Z ⊂ Y ⊂ X and in b ∈ B.
Proof. The proof is obvious from the definitions. 
Similarly we obtain the spectral sequence of a filtration of pairs of metric sub-
analytic germs:
Proposition 51. Let Z0 ⊂ Z1 ⊂ ... ⊂ Zr = X be a filtration by closed subanalytic
subgerms of (X,x0). Let Y be another closed subanalytic subgerm of (X,x0, dX).
For each b, the induced filtration in MDCb•(X,Y ;A) yields a spectral sequence
abutting to MDHbp+q(X,Y ;A) with E
1 page equal to
E[b]1p,q = MDH
b
p+q(Zp ∪ Y, Zp−1 ∪ Y ;A).
The spectral sequence is functorial in b ∈ B.
4.2. The Moderately Discontinuous Homology of a “point”. Like in any
homology theory the point plays a special role. In the next definition we clarify the
notion of point in our category.
Definition 52. A point in the category of metric subanalytic germs is a metric
subanalytic germ isomorphic to ((0, ), 0, d), where d is the Euclidean metric.
Proposition 53. For any b ∈ [1,∞) the complex MDCb•((0, );A) is quasi-isomorphic
to the complex A[0], i.e. MDHb0((0, );A) = A and MDH
b
n((0, );A) = 0 for all
n > 0.
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Proof. We show that the augmented chain complex of Cb•((0, );A) by A in degree
−1 has trivial homology by constructing a chain homotopy H from the identity
to the 0-map: denote by σ0 the identity map on (0, ). On degree −1, we define
H(a) = aσ0. For n ∈ N0, given σ : ∆ˆn → (0, ) in MDCpre,∞n ((0, );A) define
H(σ) ∈MDCpre,∞n+1 ((0, );A) to be the suspension of σ by σ0 given by the formula
H(σ)(ts0, ..., tsn+1, t) := (−1)n+1(Sσ( ts0
S
, ...,
tsn
S
, t) + sn+1(σ0(t)))
where (s0, ..., sn+1) are barycentric coordinates in ∆n+1 and S := s0 + ... + sn. If
S = 0, define H(σ)(ts0, ..., tsn+1, t) := (−1)n+1σ0(t). Observe that for an n-simplex
σ with n ≥ 1 it is H(σ◦jkn) = −H(σ)◦jkn+1 for k ≤ n and H(σ)◦jn+1n+1 = (−1)n+1σ.
This defines the chain homotopy in the augmentation of MDCpre,∞• ((0, );A).
In order to finish the proof, we use Remark 35 in order to show that the
chain homotopy descends to a chain homotopy defined in the augmentation of
MDCb•((0, );A).
Let {ρi}i∈I be a homological subdivision of ∆ˆn associated with a triangulation
α : |K| → ∆ˆn. Notice that ∆n+1 is the cone over ∆n, with vertex p = (0, ..., 0, 1);
this allows us to see ∆ˆn+1 as the cone over ∆ˆn. Let C(K) be the cone over the
simplicial complex K and let β : |C(K)| → ∆ˆn+1 be the triangulation obtained
by taking the cone over the triangulation α. Define ρ′i : ∆ˆn+1 → ∆ˆn+1 to be the
cone over the mapping ρi. Then the collection {ρ′i}i∈I is a homological subdivision
of ∆ˆn+1 associated with the triangulation β, such that for any i ∈ I we have the
equality
H(σ◦ρi) = H(σ)◦ρ′i.
This shows that the homotopy descends to MDC∞• ((0, );A).
In order to prove that it descends to MDCb•((0, );A) it only remains to show
that it preserves the b-equivalence relation. Let σ1 and σ2 be b-equivalent l.v.a.
n-simplices. Then H(σ1) and H(σ2) are b-equivalent, since we have the inequality
|(Sσ1( ts0
S
, ...,
tsn
S
, t)− (Sσ2( ts0
S
, ...,
tsn
S
, t)|
≤Smax{|σ1(u0t, . . . unt, t)− σ2(u0t, . . . unt, t)| : (u0, . . . , un) ∈ ∆n}
for every (s0, . . . , sn) ∈ ∆n and S ≤ 1. 
4.3. Relative homology with respect to b ∈ [0,+∞). In our theory we have
also a notion of relative homology with respect to b ∈ [0,+∞).
Definition 54. Let (X,Y ) be a pair of metric subanalytic germs, A an abelian
group and b1 ≥ b2 ∈ Obj(B). We define the chain complex MDCb1,b2• (X,Y ;A) to
be the kernel of the epimorphism
hb1,b2 : MDCb1• (X,Y ;A)→MDCb2• (X,Y ;A)
The n-th (b1, b2)-moderately discontinuous homology is defined to be the homology
of MDCb1,b2• (X,Y ;A).
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Proposition 55. The following long exact sequence is an immediate consequence
of the last definition:
...→MDHb1,b2n (X,Y ;A)→MDHb1n (X,Y ;A)→MDHb2n (X,Y ;A)→
→MDHb1,b2n−1 (X,Y ;A)→MDHb1n−1(X,Y ;A)→MDHb2n−1(X,Y ;A)→ ...
(15)
Its association to (X,Y ) is functorial.
4.4. MD-chains which are small with respect to a subanalytic cover and
to a dense subgerm. We will need to use chains which are small with respect to
covers as in the classical development of singular homology (see for example [16],
Ch 15) as a technical tool. Moreover, our theory becomes easier if we can assume
that the chains have support in a dense subanalytic subset of X. A consequence of
this, for example, is a proof, under a mild condition, that the b-MD Homology of
a subanalytic subgerm (X,x0, d) of Rn coincides with with the b-MD Homology of
its closure, provided that the closure has a subanalytic metric restricting to d.
Definition 56. Let (X,x0) be a subanalytic germ. Let D = {Di} be a collection of
subanalytic subsets of (X,x0). A chain
∑
j∈J ajσj ∈MDCpre,∞• (X,x0;A) is called
small with respect to D, if for any j the image of σj is contained in some Di. We
denote by MDCpre,∞,D• (X,x0;A) the subcomplex of MDC
pre,∞
• (X,x0;A) formed
by the chains which are small with respect to the D.
Let (X,x0, dX) be a metric subanalytic germ. The complexes MDC
∞,D
• (X,x0;A)
and MDCb,D• (X,x0, d;A) are defined by restricting the equivalence relations ∼S,∞
and ∼S,b to MDCpre,∞,D• (X,x0;A).
Given a subanalytic subgerm Y ⊂ X, we define the complexes MDC∞,D• (X,Y ;A)
and MDCb,D• (X,Y, d;A) as the quotients of MDC
∞,D
• (X,x0;A) and MDC
b,D
• (X,x0, d;A)
by MDC∞,D• (Y, x0;A) and MDC
b,D
• (Y, x0, d|Y ;A) respectively (as in Definition 39,
we may assume that the complexes we quotient by are subcomplexes).
Definition 57. Let (X,x0) be a subanalytic germ. A finite closed subanalytic cover
of X is a finite collection of closed subanalytic subsets C := {Ci}i∈I of X such that
X =
⋃
i∈I Ci.
Given a collection of sets D = {Di} and a subset U we denote by D ∩ U the
collection {Di ∩ U}.
The following proposition is the main result of this section:
Proposition 58. Let (X,x0, d) be a metric subanalytic germ, Y a subgerm, and C
be a finite closed subanalytic cover of X. The natural morphism of complexes
g : MDCb,C• (X,Y ;A)→MDCb•(X,Y ;A)
is an isomorphism.
Assume furthermore that the metric d extends to a subanalytic metric d in the
closure X of X in Rn. Let U be a dense subanalytic subset of X such that U ∩ Y
is dense in Y . For any b <∞ the natural morphism of complexes
g : MDCb,C∩U• (X,Y ;A)→MDCb•(X,Y ;A)
is an isomorphism.
Before proving the proposition let us extract two consequences.
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Figure 2. Taking Q = {P} ∪ J the union of the point P and the
segment J , we stratify R2 following Lemma 61 in three pieces where
S2 is the dotted curved line and S1 and S3 are the components of
its complement.
Corollary 59. Let (X,x0, d) be a metric subanalytic germ such that the metric d
extends to a subanalytic metric d in the closure X of X in Rn. Then for any b <∞
we have an isomorphism
MDHb•(X,x0, d;A) ∼= MDHb•(X,x0, d;A).
Proposition 58 allows us to improve Remark 35 in the following manner:
Remark 60. In order to define a homomorphism
MDCb•((X,x0, d);A)→ G,
where G is an abelian group, we will often proceed as follows: we take a finite closed
subanalytic cover C = {Ci} and a dense subanalytic subset U of X (if b =∞ we need
to impose U = X), define a homomorphism h¯ : MDCpre,∞,C∩U• ((Ci, x0, d);A)→ G,
check that the two conditions of Remark 35 hold and compose with g−1 on the right,
where g is the isomorphism of Proposition 58.
Before proving Proposition 58 in the general case where U 6= X we need some
preparation, (see Figure 2 for an example).
Lemma 61. Suppose that S ⊃ Q are compact subanalytic subsets in Rn. Let
d be a subanalytic metric in S. There exists a partition of S into finitely many
disjoint subanalytic subsets {Si}i∈I , such that there exists continuous subanalytic
maps fi : Si → Q with the property that for any z ∈ Si we have the equality
(16) d(z, fi(z)) = d(z,Q).
In particular fi(z) = z for any z ∈ Q.
Moreover if S \ Q is dense in S then there exists a subanalytic stratification of
Q by smooth manifolds such that the union of maximal strata of the stratification
by the closure relation is included in ∪fi(Si \Q). In particular ∪fi(Si \Q) is dense
in S.
Proof. The function ρ : S → R defined by ρ(z) := d(z,Q) is subanalytic. Therefore
the subset
A := {(z, x) ∈ S ×Q : d(z, x) = ρ(z)}
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is also subanalytic. Denote by pi : A → S the restriction of the projection to S.
By Hardt’s Trivialization Theorem there exists a partition of S into finitely many
disjoint subanalytic subsets {Si}i∈I such that pi|pi−1(Si) : pi−1(Si)→ Si is trivial for
any i. By compactness, pi−1(Si) is not empty for any i ∈ I. Choose a continuous
subanalytic section τi : Si → pi−1(Si), and define fi to be the composition of τi
with the projection to Q.
Let V ′ be a stratification of Q by smooth manifolds and let q ∈ Q be a point in
a maximal stratum. Then the distance from q to the union of all the other strata is
positive. Choose a ball B in Rn centered in q of very small radius. Then B∩Q is a
manifold and any point in b ∈ B has a unique closest point in Q which belongs to
B ∩Q. Since S \Q is dense in S there exists a sequence {sn} of points in S ∩B \Q
converging to q. Let qn be the unique closest point to sn in Q. Then the sequence
{qn} also converges to q. Since any qn is at the image of fi for a certain i we have
that the union ∪fi(Si \ Q) is dense in S. Any stratification V of Q by smooth
manifolds stratification refining V ′ and the union ∪fi(Si \Q) satisfies the property
we need. 
Lemma 62. Let (S,O, d) be a closed metric subanalytic germ (we stress that the
metric d is required to be subanalytic by definition) and (Q,O) be a closed suban-
alytic subgerm of (S,O) such that S \ Q is dense in S. Fix any positive b > 0.
There exists a dense subanalytic subgerm (U,O) ⊂ (Q,O) and a partition {Uj}j∈J
of (U,O) into finitely many disjoint subanalytic subgerms such that for any j ∈ J
there exists a continuous subanalytic map gj : Uj → S \Q satisfying
(17) d(gj(x), x) < ||x||b
for any x ∈ Uj.
Proof. Along this proof we will denote by Q and S compact representatives of Q
and S in a small enough ball.
Let {Si}i∈I and {fi}i∈I be the partition and subanalytic maps predicted in
Lemma 61. Let V be the union of maximal strata of a stratification of Q with the
property predicted in Lemma 61. Choose a partition V =
∐
k∈K Vk into finitely
many disjoint subanalytic subsets such that for any k there exists an index i(k) ∈ I
satisfying that Vk ⊂ Si(k), and that, if we define Wk := fi(k)−1(Vk) \ Q, then the
closure of Wk contains Vk.
For any k ∈ K consider the subanalytic map
hk : Wk → Vk × [0,∞)
defined by hk(z) := (fi(k)(z), d(z,X)). By Hardt Triviality Theorem we can split
Vk×[0,∞) =
∐
j∈Jk Gj into finitely many subanalytic subsets such that hk is trivial
over each Gj . Let sj : Gj → h−1k (Gj) be a continuous subanalytic section of hk|Gj .
Let pi1 : Vk × [0,∞) be the first projection. An application of Hardt Triviality
Theorem to each of the restrictions pi1|Gj , and further subdivision allows us to
assume that for each j ∈ Jk the mapping pi1|Gj : Gj → pi(Gj) is trivial with
connected fibre (so the fibre is either an interval or a point). Define Uj to be the
interior of Gj ∩ (Vk × {0}) and G′j := Gj ∩ pi−11 (Uj). The collection {Uj}j∈Jk is
formed by mutually disjoint subanalytic subsets of Q and its union is dense in Vk.
Define J := ∪k∈KJk. Then the finite collection {Uj}j∈J is formed by mutually
disjoint subanalytic subsets of Q and its union U := ∪j∈JUj is dense in Q. The
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germ at the origin of U and each of the Uj provide the subgerms claimed in the
statement of the lemma. It remains to construct the subanalytic maps gj .
For any j ∈ Jk the projection pi1|G′j : G′j → Uj is trivial. Consequently for
any u ∈ Uj the fibre pi1|G′j is the interval (0, αj(u)), where αj : Uj → (0,∞)
is a continuous subanalytic function. Define the continuous subanalytic function
βj : Uj → (0,∞) by the formula βj(u) := min{||u||b, αj(u)}/2. By construction, the
collection of mappings {gj}j∈J , defined by gj(u) := sj(u, βj(u)), have the property
claimed in the lemma. 
Proof of Proposition 58. By the 5-Lemma it is enough to prove the proposition
for absolute homology, that is to prove the isomorphism MDCb,C∩U• (X;A) →
MDCb•(X;A) for any metric subanalytic germ (X,x0, dX) (when b = ∞ we have
U = X).
Injectivity is an immediate consequence of Lemma 38.
For the surjectivity, we do first the case where U = X. Let σ : ∆ˆn → (X,x0)
be an n-simplex. We consider the collection D of closed subanalytic subsets of
∆ˆn given by the preimages by σ of Z, of the subsets of C and the collection of
all the faces of ∆ˆn. Let α : |K| → ∆ˆn be a triangulation of a representative of
∆ˆn compatible with D (see Remark 1). Let {Ti}i∈I be the collection of maximal
triangles of α. By restricting the representative of ∆ˆn we may assume that each
maximal triangle Ti contains the vertex. For each i ∈ I choose a subanalytic
homeomorphism ρi : ∆ˆn → Ti sending the vertex to the vertex, and which preserves
the simplicial structure. By Remark 12 we may assume ρi to be l.v.a. Then the
collection {ρi}i∈I is a homological subdivision of ∆ˆn, and we have the equivalence
σ ∼S,b
∑
i∈I sgn(ρi)σ◦ρi. Since the chain on the right hand side is small with
respect to C surjectivity is proven in case U = X.
If U 6= X, first notice that we can assume U to be open in X: otherwise we
can replace it by its interior in X, and the surjectivity for the interior implies the
surjectivity for U . So, from now on we assume Z := X \U to be closed in X. Now
we proceed as follows. Since in this case b <∞, everything boils down to prove the
following assertion:
Claim: let σ : ∆ˆn → X be any l.v.a. simplex. Then there exists a homological
subdivision {ρi}i∈I of ∆ˆn, and a n-simplex σ′i : ∆ˆn → X for any i whose image is
contained in U and such that σ◦ρi ∼b σ′i.
Indeed, if the assertion holds we can replace σ by
∑
i∈I σ
′
i in MDC
b
•(X;A), and
after apply the subdivision procedure explained in the paragraph above to each σ′i
in order to obtain a sum of simplexes which is small both with respect to C and U .
Now we prove the claim. First we reduce to the case in which X is closed in Rn.
Let X be the closure of X. By hypothesis it admits a subanalytic metric extending
d. The interior V of U in X is an open dense subanalytic subset of the closure X.
The claim for X and V implies the claim for X and U .
Assume that X is closed in Rn and U open in X. Define Z := X \ U . The
proof goes by induction on dim(X), where dim(X) is the maximal dimension of the
irreducible components of X.
Let σ : ∆ˆn → X be any l.v.a. simplex. By the subdivision procedure given in
the third paragraph of this proof we can reduce to one of the following two cases:
(1) the image by σ of the interior of ∆ˆn is contained in U .
(2) The image of σ is fully contained in Z
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Figure 3. We can see the 1-simplex σ′, constructed in the proof,
that is 4-close to σ but without touching the boundary of ∆ˆ1.
Let us start by case (1) (see Figure 3). Let p ∈ ∆n be the barycenter. Let r :
∆n \{p} → ∂∆n be the retraction along the straight lines connecting the boundary
with the barycenter. Consider any subanalytic homeomorphism g : ∂∆n × [0, 1)→
∆n \ {p} which sends {x}× [0, 1) into the retraction line meeting x. Fix b′ > b and
η > 0. Define Ω ⊂ ∆ˆn by
Ω := {(tx, t) : x ∈ ∆n \ {p}, dX(σi(tx, t), σi(tr(x), t) ≤ ηtb′}.
Obviously Ω is a subanalytic open subset containing ∂∆ˆn. Now we construct a
subanalytic mapping h : ∆ˆn → ∆ˆn that is a homeomorphism onto its image and
such that h(∂∆ˆn) ⊆ Ω.
Choose a continuous subanalytic function θ : ∂∆ˆn → [0, 1) such that for any
x ∈ ∂∆n we have that g((tx, t), s) belongs to U for any s ≤ θ(tx, t), and so that θ
is strictly positive outside the vertex. The subanalytic mapping f : ∂∆n × [0, 1)→
∂∆n×[0, 1) defined by the formula f((tx, t), s) = ((tx, t),max{s, θ(tx, t)}) induces a
subanalytic mapping h : ∆ˆn → ∆ˆn in the following way: if y is the barycenter of ∆n
then h(ty, t) = (ty, t) for all t; if y is different from the barycenter let g−1(y) = (x, s)
and define h(ty, t) := g(f(tx, t), s)).
Define σ′ := σ◦h. Since θ is strictly positive outside the vertex and σ verifies
that the image of the interior of ∆ˆn lies completely into U , we obtain that the
image by σ′ of ∆ˆn minus its vertex is contained in U . On the other hand we have
σ ∼b σ′ by the way that Ω and θ are defined.
Notice that in the proof of Case (1) the induction procedure was not necessary.
Now we treat case (2). Here the induction procedure is needed. Start by noticing
that the pair of subsets X ⊃ Z meet the hypothesis of Lemma 62 for X = S and
Z = Q. Fix b′ > b Let {Uj}j∈J and {gj}j∈J be the partition of Z and the functions
gj : Uj → X \ Z predicted in Lemma 62 for the parameter b′. For any j ∈ J let Vj
denote the interior of Uj in Z. Then the union ∪j∈JVj is open and dense in Z. Since
σ has image in Z and dim(Z) < dim(X), by induction, up to ∼b-equivalence we
can replace σ by a sum of simplexes σi such that each of them has image contained
in a Uj . By inequality (17) for parameter b
′, we have the equivalence σi ∼b gj◦σi,
and gj◦σi has image in U . 
4.5. Triviality for b < 1.
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Proposition 63. Let (X,x0, d) be a metric subanalytic subgerm of Rn with the in-
ner or the outer metric. Then MDHb0(X,x0, d;A) = A and MDH
b
k(X,x0, d;A) =
0 for k > 0.
Proof. By Theorem 2.1 of [7] there exists a subanalytic subgerm (X ′, x′0) ⊂ Rm
such that (X,x0, d) bi-Lipschitz homeomorphic to (X
′, x′0) both with the inner
and outer metric. This jointly with Corollary 49 reduce the problem to the outer
metric. By the l.v.a. condition and the triangle inequality any two n-simplexes are
∼b equivalent for b < 1. 
5. Moderately discontinuous functoriality
In this section we improve functoriality properties of the b-MD homology for
a fixed b by allowing a certain class of non-continuous maps, which we call b-
maps. This makes our theory quite flexible. The discontinuities that we allow are
moderated in a Lipschitz sense. This may be seen as a motivation for the name of
our homology.
5.1. Functoriality for b-maps.
Definition 64. Let (X,x0, dX) be a metric subanalytic germ. In line with Defi-
nition 52, we define a point in X to be a continuous l.v.a. subanalytic map germ
p : (0, ) → X. For any subanalytic Y ⊆ X, we say that p is contained in Y, if
Im(p) ⊆ Y . Observe that a point in X is the same as a l.v.a. 0-simplex of X.
Two points p and q are called b-equivalent, for b ∈ (0,+∞), and we write p ∼b q,
if
lim
t→0
dX(p(t), q(t))
tb
= 0.
We can restate the equivalence of (i) and (iii) of Lemma 31 as follows:.
Remark 65. Let σ1, σ2 be n-simplices in MDC
pre,∞
• (X,x0, dX). It follows from
Lemma 31 that we have the equivalence σ1 ∼b σ2 if and only if for any point p in
∆ˆn, σ1 ◦ p and σ2 ◦ p are b-equivalent.
Definition 66. Let (X,x0, dX) and (Y, y0, dY ) be metric subanalytic germs, b ∈
(0,∞). A b-moderately discontinuous subanalytic map (b-map, for abbreviation)
from (X,x0, dX) to (Y, y0, dY ) is a finite collection {(Ci, fi)}i∈I , where {Ci}i∈I is
a finite closed subanalytic cover of X and fi : Ci → Y is a l.v.a. subanalytic map
satisfying the following: for any b-equivalent pair of points p and q contained in Ci
and Cj respectively (i and j may be equal), the points fi◦p and fj◦q are b-equivalent
in Y .
Two b-maps {(Ci, fi)}i∈I and {(C ′i, f ′i)}i∈I′ are called b-equivalent if for any b-
equivalent pair of points p, q with Im(p) ⊆ Ci and Im(q) ⊆ C ′i′ , the points fi ◦ p
and f ′i′ ◦ q are b-equivalent in Y .
We make an abuse of language and we also say that a b-map from (X,x0, dX)
to (Y, y0, dY ) is an equivalence class as above.
For b =∞, a b-map from X to Y is a l.v.a. subanalytic map from X to Y .
Proposition 67 (Definition of composition of b-maps). Let {(Ci, fi)}i∈I be a b-map
from X to Y and let {(Dj , gj)}j∈J be a b-map from Y to Z. Then the composition
of the two b-maps is well defined by {(f−1i (Dj) ∩ Ci, gj ◦ fi|f−1i (Dj)∩Ci)}(i,j)∈I×J .
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Figure 4. Consider the surface on the left with the outer metric:
it has a thin part collapsing at rate 3 and a thicker part collapsing
linearly. The collapsing mapping in the figure has inverse as a
2-map. Then it induces an isomorphism in the 2-MD homology
groups.
Proof. Any pair of b-equivalent points p and q that are contained in f−1i1 (Dj1)∩Ci1
resp. f−1i2 (Dj2)∩Ci2 are sent by fi1 resp. fi2 to b-equivalent points in Y contained
in Dj1 resp. Dj2 . Those are sent by gj1 resp. gj2 to b-equivalent points in Z.
Let {(Cˆi, fˆi)}i∈Iˆ and {(Dˆj , gˆj)}j∈Jˆ be b-equivalent to {(Ci, fi)}i∈I and {(Dj , gj)}j∈J
respectively. Let p and q be b-equivalent points contained in f−1i (Dj) ∩ Ci and
fˆ−1
iˆ
(Dˆjˆ) ∩ Cˆiˆ respectively. By the exact same reasoning p and q are sent to b-
equivalent points in Z by gj ◦ fi and gˆjˆ ◦ fˆiˆ respectively. 
Corollary 68. The category of metric subanalytic germs with b-maps is well de-
fined.
Definition 69. A b-map between pairs of metric subanalytic germs (X,Y, x0, dX)
and (X˜, Y˜ , x˜0, dX˜) is a b-map from X to X˜ admitting a representative {(Ci, fi)}i∈I
for which the image of Ci ∩ Y under fi is contained in Y˜ for any i.
Let φ := {(Ci, fi)}i∈I be a b-map between two pairs (X,Y, x0, dX) and (X˜, Y˜ , x˜0, dX˜).
We are going to define a homomorphism
φb• : MDC
b
•((X,x0, dX);A)→MDCb•((X˜, x˜0, dX˜);A)
depending on {(Ci, fi)}i∈I that clearly descends to a homomorphism on the relative
chain complexes. Following Remark 60, to define φb•, we define a homomorphism
φpre,bC : MDC
pre,∞,C
• ((X,x0, dX);A)→MDCb•((X˜, x˜0, dX˜);A)
where C is a finite closed subanalytic refinement of {Ci}i as follows: the image of
any σ ∈MDCpre,∞,C• ((X,x0, dX);A) is contained in some Ci. We define the image
of σ under φpre,bC to be fi ◦ σ and extend this definition linearly.
There are five things to be checked to guarantee that φpre,bC and φ
b
• are well-
defined:
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(1) If the image of σ is also contained in a different Cj , fj ◦ σ is b-subdivision
equivalent to fi ◦ σ;
(2) φpre,bC is compatible with the b-equivalence relation;
(3) φpre,bC is compatible with ∞-immediately equivalences;
(4) If C and C˜ are different refinements of {Ci}i, φpre,bC and φpre,bC˜ define the
same φ;
(5) If {(C˜i, f˜i)}i∈I˜ is b-equivalent to {(Ci, fi)}i∈I , consider a refinement C that
refines both {Ci}i∈I and {C˜i}i∈I˜ . The image of any σ ∈MDCpre,∞,C• ((X,Y, x0, dX);A)
is contained both in some Ci and in some C˜j . The two simplices fi ◦ σ and
f˜j ◦ σ are b-subdivision equivalent.
For (1), we are going to show that fi ◦ σ and fj ◦ σ are b-equivalent, where σ is
an n-simplex whose image is contained both in Ci and Cj . Let p be a point in ∆ˆn.
By definition of b-map, fi ◦ σ ◦ p and fj ◦ σ ◦ p are b-equivalent. So the statement
follows from Remark 65. For (5), we can use the exact same argument to show that
fi ◦σ and f˜j ◦σ are b-equivalent. Statement (3) is obvious. For (2), let σ and σ′ be
l.v.a. simplices that are b-equivalent whose images are contained in Ci1 resp. Ci2 .
We have to show that fi1◦σ and fi2◦σ′ are b-equivalent. Suppose they were not.
Then there would be a point p in ∆ˆn for which fi1 ◦ σ ◦ p and fi2 ◦ σ′ ◦ p are not
b-equivalent. So σ ◦ p and σ′ ◦ p would not be b-equivalent. To show (4), take a
common refinement D of C and C˜. Then, D defines the same φb• as C and the same
as C˜.
Then, we have proved the following:
Proposition 70 (Functoriality for b-maps). For a fixed b ∈ (0,∞], there are well
defined functors
(X,Y, x0, dX) 7→MDCb∗((X,Y, x0, dX);A)
(X,Y, x0, dX) 7→MDHb∗((X,Y, x0, dX);A)
from the category of pairs of metric subanalytic germs with b-maps to Kom(Ab)−
and GrAb respectively.
Corollary 71. The b-moderately discontinuous homology is invariant by isomor-
phisms in the category of b-maps.
5.2. A sufficient geometric condition. We have the following geometric condi-
tion that is sufficient for a collection {(Ci, fi)}i∈I to define a b-map:
Lemma 72. Let (X,x0, dX) and (Y, y0, dY ) be metric subanalytic germs, b ∈
(0,∞). Let {(Ci, fi)}i∈I be a finite collection, where {Ci}i∈I is a finite closed
subanalytic cover of X, the maps fi : Ci → Y are Lipschitz l.v.a. subanalytic and
admit an extension f i : Hb,η(Ci;X) → Y that are Lipschitz (non-necessarily sub-
analytic) l.v.a. maps for some η ∈ R>0, and the following condition is satisfied for
any pair of indices i, j ∈ I:
(18) lim
→0
sup{dY (f i(x), f j(x));x ∈ LX, ∩Hb,η(Ci;X) ∩Hb,η(Cj ;X)}
b
= 0
Then, {(Ci, fi)}i∈I is a b-map.
Proof. We suppose x0 = 0. Let p and q be two b-equivalent points contained in Ci
and Cj respectively. We have to show that fi◦p and fj◦q are b-equivalent.
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Since p and q are b-equivalent, the image of q is contained in Hb,η(Ci;X). By
the triangle inequality we have
dX(fi ◦ p(t), fj ◦ q(t))
tb
≤ dX(f i ◦ p(t), f i ◦ q(t))
tb
+
dX(f i ◦ q(t), f j ◦ q(t))
tb
.
Since f i is Lipschitz and p and q are b-equivalent, the first summand of the right
hand side converges to 0 as t approaches 0. The second summand converges to 0
by the equation (18).

Lemma 73. Let {(Ci, fi)}i∈I and {(C ′i, f ′i)}i∈I′ be two collections fulfilling the
conditions of Lemma 72. If for any i ∈ I and i′ ∈ I ′, it is
(19) lim
→0
sup{dY (f¯i(x), f¯ ′i′(x));x ∈ LX, ∩Hb,η(Ci;X) ∩Hb,η(C ′i′ ;X)}
b
= 0,
the two b-maps defined by them are b-equivalent.
Proof. The proof is analogous to the one of Lemma 72. 
5.3. Applications using b-maps.
Definition 74. A section of a b-map ϕ : X → Y (b-section for short) is a b-map
ψ : Y → X such that ϕ◦ψ = IdY in the category of b-maps.
Remark 75. Notice that admitting sections in the category of b-maps is much less
restrictive than in the category of continuous subanalytic maps, since b-maps are
only piecewise continuous, and piecewise univalued.
Theorem 76. Let ϕ : X → Y be a Lipschitz l.v.a. subanalytic map between two
metric subanalytic germs so that there exists a finite closed subanalytic cover {Yi}i∈I
of Y so that
ϕ|ϕ−1(Yi) : ϕ−1(Yi)→ Yi
admits a b-section {(Yi,j , ψi,j)}j∈Ji for any i ∈ I. Suppose that for any two points p
and q in X for which ϕ ◦ p and ϕ ◦ q are b-equivalent in Y , p and q are b-equivalent
in X. Then, ϕ induces an isomorphism
ϕ∗ : MDCb•(X;A)→MDCb•(Y ;A).
Consequently ϕ∗ induces an isomorphism in b-MD homology.
Proof. The b-sections glue to a global b-section (Yi,j , ψi,j)i∈I,j∈Ji : let p1 and p2 be
b-equivalent points in Yi1,j1 and Yi2,j2 respectively. Then, ϕ◦ψil,jl ◦pl is b-equivalent
to pl for l = 1, 2 and therefore ϕ ◦ ψil,jl ◦ p1 and ϕ ◦ ψil,jl ◦ p2 are b-equivalent.
Therefore, by hypothesis so are ψil,jl ◦ p1 and ψil,jl ◦ p1.
To show that the global b-section is in fact the inverse of (X,ϕ), we have to
show that {(ϕ−1(Yi,j), ψi,j ◦ ϕ)}i∈I,j∈Ji is b-equivalent to (X, idX). Let p and q
be b-equivalent points in ϕ−1(Yi,j) and X respectively. Then ϕ ◦ ψi,j ◦ ϕ ◦ p is
b-equivalent to ϕ ◦ p, which is b-equivalent to ϕ ◦ q as ϕ is Lipschitz. Therefore,
ψi,j ◦ ϕ ◦ p is b-equivalent to q. 
Corollary 77. Let ϕ : (X,x0, dX) → (Y, y0, dY ) be a Lipschitz l.v.a. subanalytic
map between two metric subanalytic germs so that there exists a finite closed sub-
analytic cover {Yi}i∈I of Y and open sets Ui containing Yi for every i ∈ I such that
there is a b-horn neighborhood Hb,η(Yi;Y ) contained in Ui, and
ϕ|ϕ−1(Ui) : ϕ−1(Ui)→ Ui
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admits a section ψi in the category of Lipschitz l.v.a. subanalytic maps for any
i ∈ I. Suppose that
lim
t→0+
sup{diam(ϕ−1(y)) : y ∈ LY,t}
tb
= 0,
Then, ϕ fulfills the hypothesis of Theorem 76 and therefore induces an isomorphism
in Kom(Ab)− and GrAb.
Proof. Let p1 and p2 be points in X for which ϕ ◦ p1 and ϕ ◦ p2 are b-equivalent
and contained in Yi and Yj respectively. By Remark 29, ϕ ◦ p2 is contained in
Hb,η(Yi;Y ). As ψi is Lipschitz, ψi ◦ϕ ◦ p1 and ψi ◦ϕ ◦ p2 are b-equivalent. Further,
if Kl is a l.v.a. constant for ϕ ◦ pl, l ∈ {1, 2}, we have
dX(pl(t), ψi ◦ ϕ ◦ pl(t))
tb
≤ Kbl
sup{diam(ϕ−1(y)) : y ∈ LY,‖ϕ◦pl(t)‖}
‖ϕ ◦ pl(t)‖b
and therefore pl and ψi ◦ ϕ ◦ pl are b-equivalent. Using the triangle inequality, we
get that p1 and p2 are b-equivalent. 
The following corollary is an example of how b-maps and Theorem 76 can be
used concretely.
Corollary 78. Let X be a metric subanalytic germ such that
lim
t→0+
diam(LX,t)
tb
= 0
Then X has the b-MD homology of a point in the category of metric subanalytic
germs (recall Definition 52).
Proof. Map X to [0, 1) by outer distance to the vertex of X and use the previous
corollary. Considering the trivial cover of X by the single open subset X, the
required section is the parametrization of an arc in X by its distance to the origin.

6. A useful isomorphism of b-MD Homology
In this Section we prove a very useful improvement of Corollary 77, which holds
in a slightly more special situation. Its proof does not use b-maps, and the technique
that we use also shows the flexibility of b-MD homology.
In the next theorem let Sm−1t denote the sphere of radius t centered at a point
x0 in Rm.
Theorem 79. Let (Y, x0), (X,x0) ⊂ (Rm, x0) be closed subanalytic germs, which
we endow with the outer metric dout from Rm. Let ϕ : (X,x0)→ (Y, x0) be a l.v.a.
(non-necessarily Lipschitz) subanalytic map germ which satisfies
(20) lim
t→0+
sup{diam(ϕ−1(y) ∪ {y}) : y ∈ Yt}
tb
= 0,
where Yt = Y ∩ Sm−1t . Then ϕ∗ induces an isomorphism
ϕ∗ : MDCb•(X, dout;A)→MDCb•(Y, dout;A).
Consequently ϕ∗ induces isomorphism in b-MD homology.
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Proof. Let σ1, σ2 be simplices in MDC
pre,∞
• (X;A). The condition (20) implies
the equivalence σi ∼b ϕ◦σi for i = 1, 2 in X. Then we have the equivalence
ϕ◦σ1 ∼b ϕ◦σ2 if and only if we have the equivalence σ1 ∼b σ2.
Then, since the composition with ϕ is compatible with the immediate equiva-
lences, by Remark 35 we obtain a well-defined morphism of complexes
ϕ∗ : MDCb•(X;A)→MDCb•(Y ;A).
Next, we show that ϕ induces an injective morphism of complexes
ϕ∗ : MDCb•(X;A)→MDCb•(Y ;A).
Let [z] ∈ MDCb•(X;A) be such that ϕ∗([z]) = 0. Express z =
∑
i∈I aiσi. By
Lemma 38 there exists a sequence of immediate equivalences w1 →∞ ...→∞ wr in
MDCpre,∞• (Y ;A) such that we have w1 =
∑
i∈I aiϕ◦σi and wr ∼b 0. Each of the
immediate equivalences wi →∞ wi+1 involves a family of homological subdivisions.
Using the same families of homological subdivisions we produce a sequence z1 →∞
...→∞ zr in MDCpre,∞• (Y ;A) such that we have the equalities z1 = z =
∑
i∈I aiσi
and ϕ∗(zj) = wj for all j.
Express zr =
∑
j∈J bjψj . Then we have the equivalence wr =
∑
j∈J bjϕ◦ψj ∼b 0.
Since the diameter condition (20) implies the equivalence ψi ∼b ϕ◦ψi for all i ∈ J ,
we have that zr ∼b ϕ∗(zr) = wr. Thus, we obtain the equivalence zr ∼b 0 and
this implies the vanishing [z] = 0 in MDCb•(X;A) by Lemma 38. This finishes the
proof of injectivity.
Now we show surjectivity. By Hardt’s Triviality Theorem, there exists a suban-
alytic stratification Y of Y , such that the restriction of ϕ to the preimage of any
stratum is a subanalytic trivial fibration.
Denote by C the collection of closed analytic subsets of Y given by the closures
of the strata of the stratification Y. Let U ⊂ Y be the union of the interiors of
the strata in Y . Then U is a dense subanalytic subset of Y . By Proposition 58 it
is enough to show that any simplex σ in MDCpre,∞,C∩U• (Y ;A) has a subanalytic
lifting to X.
For such a simplex σ : ∆ˆn → Y the image of ∆ˆn\{(0, 0)} is completely contained
in an stratum of Y. Then, using the triviality given by Hardt’s Triviality Theorem,
we construct a subanalytic lifting σ˜ : ∆ˆn \{(0, 0)} → X of σ outside the vertex. We
define the extension of σ˜ to ∆ˆn by τ˜i(0, 0) := x0. We denote the extension to ∆ˆn also
by σ˜. The graph of τ˜i is the closure of the graph of τi, which is subanalytic. Hence
σ˜ defines a l.v.a subanalytic lifting whose image by ϕ∗ equals σi in MDCb(Y, dout).

7. Metric homotopy and b-homotopy invariance
Now we prove the invariance of MD Homology by different kinds of metric homo-
topies. Here the theory differs if we consider actual (Lipschitz l.v.a. subanalytic)
maps or b-maps. For actual maps the notion of metric homotopy is simply a family
of Lipschitz l.v.a subanalytic maps with uniform Lipschitz and l.v.a. constant. For
b-maps the definition is slightly more elaborated.
In this section I denotes the unit interval [0, 1].
7.1. Metric homotopy.
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Definition 80 (Metric homotopy). Let (X,x0, dX) and (Y, y0, dY ) be metric sub-
analytic germs. Let f, g : (X,x0, dX) → (Y, y0, dY ) be Lipschitz l.v.a. subanalytic
maps. A continuous subanalytic map H : X × I → Y is called a metric homotopy
between f and g, if there is a uniform constant K ≥ 0 such that for any s the
mapping Hs := H(−, s) is Lipschitz l.v.a. subanalytic with Lipschitz l.v.a. constant
K and H0 = f and H1 = g.
Theorem 81. Let (X,x0, dX) and (Y, y0, dY ) be metric subanalytic germs. Let A
be an abelian group.
(1) Let f, g : (X,x0)→ (Y, y0) be l.v.a. subanalytic maps such that there exists
a continuous subanalytic mapping H : X× I → Y with H0 = f and H1 = g
satisfying that there exists a uniform constant K > 0 such that for every
s, the mapping Hs is l.v.a. for the constant K. Then we have that both
f∞, g∞ : MDC∞• (X;A)→MDC∞• (Y ;A) are the same in D(Ab)−.
(2) Let f, g : (X,x0, dX)→ (Y, y0, dY ) be Lipschitz l.v.a. subanalytic maps that
are metrically homotopic. Then
f•, g• : MDC?• (X;A)→MDC?• (Y ;A)
represent the same map in the category B−D(Ab)−. As a consequence they
induce the same homomorphism in MD Homology.
Proof. Let us prove Assertion (2). The proof of Assertion (1) is completely similar,
disregarding metric considerations.
A common proof for the analogue statement in singular homology uses the inclu-
sions x→ (x, 0) and x→ (x, 1) from X to X × I and constructs a chain homotopy
between the maps they induce on the singular chain complex; functoriality then
yields the desired result. To prove Assertion (2), we imitate the idea behind that
chain homotopy, but as X × I is not an object of the category of metric suban-
alytic germs, we directly construct a chain homotopy ηb from f b• to g
b
•. Such a
chain homotopy will be clearly compatible with the homomorphisms connecting
the complexes for different b’s.
Let H be a metric homotopy from f to g. In order to construct the chain
homotopy ηb• : MDC
b
•(X;A) → MDCb•+1(Y ;A), by Remark 35, it is enough to
construct a homomorphism h• : MDC
pre,∞
• (X;A)→MDCb•+1(Y ;A) fulfilling the
two conditions of the remark.
Define
∆̂n × I := {(t(x, s), t) : (x, s) ∈ ∆n × I, t ∈ [0, 1)} ⊂ Rn+2.
The parameter s is the “homotopy parameter”, and the parameter t measures the
proximity to the vertex, as usually along this paper. We have the notion of l.v.a.
maps from ∆̂n × I to a metric germ (X,x0, dX), in an analogous way with the case
of maps from ∆ˆn. Moreover Definition 18 extends in an obvious way to a notion of
homological subdivision of ∆̂n × I.
Let σ : ∆ˆn → X be a l.v.a. simplex. Define hˆn(σ) : ∆̂n × I → Y to be the
continuous subanalytic extension of the map given by (t(x, s), t) 7→ H(σ(tx, t), s)
for t 6= 0. The map hˆn(σ) is subanalytic and l.v.a..
Let αj : |K| → ∆̂n × I be triangulations of ∆̂n × I for j = 1, 2, and let {ρj,i}i∈Ij
be an orientation preserving homological subdivisions of ∆̂n × I associated with
each of the triangulations. For j = 1, 2 the sum zj :=
∑
i∈Ij hˆn(σ)◦ρj,i is an
35
element of MDCpre,∞• (Y,A). By choosing a common refinement of the subanalytic
triangulations α1 and α2 and arguing like in the proof of Lemma 23, we show that
there exists an element z3 ∈MDCpre,∞,• (Y,A) and immediate equivalences z1 →∞
z3 and z2 →∞ z3. This shows that the assignment hn(σ) := zj in MDCb•(Y,A)
gives, extending by linearity, a well defined homomorphism
hn : MDC
pre,∞
n (X;A)→MDCbn+1(Y ;A).
Now we check that the conditions of Remark 35 are satisfied.
If we have two b-equivalent simplices σ ∼b σ′, in order to prove the equivalence
hn(σ) ∼b hn(σ′), using the arc characterization of Lemma 31, it is enough to prove
that for any subanalytic l.v.a continuous arc γ : [0, ) → ∆̂n, with coordinates
γ(t) = (γ2(t)γ1(t), γ2(t)), and for any subanalytic function ρ : [0, ) → I, we have
the vanishing of the limit
lim
t→0+
d(H(σ(γ(t)), ρ(s)), σ′(γ(t)), ρ(s)))
tb
= 0.
Since the numerator is bounded by Kd(σ(γ(t), σ′(γ(t)), and we have σ ∼b σ′ and
γ is l.v.a. the limit vanishes as needed.
Let σ be a n-simplex, and {ρi}i∈I be a homological subdivision of ∆ˆn associated
with a subanalytic triangulation α : |K| → ∆ˆn. The triangulation α induces a
decomposition of ∆̂n × I that can be refined to a subanalytic triangulation β of
∆̂n × I. Let {µk}k∈K be a homological subdivision associated to β. Then we have
that hn(σ), previously defined, coincides with
∑
k sgn(µk)hˆn(σ)◦µk.
Thus, we have constructed for every n a well defined map
ηbn : MDC
b
n(X;A)→MDCbn+1(Y ;A).
In order to prove that it is a chain homotopy we have to check the equation ∂ηbn +
ηbn−1∂ = g
b
• − f b• . For this we only need a canceling of interior boundaries very
similar to the proof of Lemma 25. 
7.2. b-Homotopies. For the definition of b-homotopies we need a notion of prod-
uct of a metric subanalytic germ (X, 0, dX) with the interval I, which lives in the
category of metric subanalytic germs. Moreover we need the hypothesis dX,out ≤ dX
which in particular holds for the inner and the outer metrics.
Definition 82. Let (X, 0, dX) be a metric subanalytic germ. For x ∈ X we denote
by ||x|| the usual euclidean norm of x, which may differ from dX(x, 0). By X ×p I,
we denote the following metric subanalytic germ (X˜, v˜, d˜):
X˜ := {(x, ‖x‖s) : x ∈ X, s ∈ I} ⊂ X × R
v˜ := (0, 0)
d˜((x1, ||x1||s1), (x2, ||x2||s2)) := sup{dX(x1, x2), dX,O((x1, ||x1||s1), (x2, ||x2||s2))}
where dX,O is defined as follows: let T denote the straight cone over the unit interval:
T := {(d, ds) ∈ R2 : d ∈ [0, 1], s ∈ [0, 1]}
Let dO denote the maximum metric on T . We define
dX,O((x1, |x1‖s1), (x2, ‖x2‖s2)) := dO(‖x1‖, ‖x1‖s1), (‖x2‖, ‖x2‖s2))
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Lemma 83. Let dX be a metric on a subanalytic germ (X,x0) such that dX,out ≤
dX . The following inequality holds
(21) dX,O((x1, s), (x2, s)) ≤M
√
2dX(x1, x2)
for any x1, x2 ∈ X, s ∈ I, where M is the bi-Lipschitz constant between the maxi-
mum and the Euclidean norm on T .
Moreover,
(22) d˜((x1, s), (x2, s)) ≤M
√
2dX(x1, x2).
Proof. We have the following easy chain of inequalities:
dX,O((x1, s), (x2, s)) ≤M
√
1 + s2|‖x1‖ − ‖x2‖| ≤
≤M
√
1 + s2‖x1 − x2‖ ≤M
√
1 + s2dX(x1, x2).
Notice that s ≤ 1. To prove (22) we just use the previous inequality and the
definition to get that d˜ ≤ dX ·maxM
√
1 + s2, 1. 
Definition 84 (b-homotopy). Let (X,x0, dX) and (Y, y0, dY ) be metric subanalytic
germs. A b-homotopy is a b-map from X ×p I to Y .
Theorem 85. If there is a b-homotopy H with H0 = f and H1 = g, then
f•, g• : MDCb•(X;A)→MDCb•(Y ;A)
represent the same map in the category D(Ab)−. As a consequence they induce the
same homomorphism in MD homology.
Proof. For this proof we can follow the classical proof for singular homotopy much
more closely: denote by is : X → X ×p I the inclusion given by is(x) := (x, ||x||s)
(which is a Lipschitz l.v.a. subanalytic map by (22)). It is enough to prove that i0
and i1 induce chain homotopic homomorphisms from MDC
b
∗(X) to MDC
b
∗(X×pI).
Given any l.v.a. simplex σ : ∆ˆn → X we define ηˆn(σ) : ∆̂n × I → X ×p I to be
the map (t(x, s), t) 7→ (σ(tx, t), ||σ(tx, t)||s).
In order to define the homomorphism ηn : MDC
b
n(X) → MDCbn(X ×p I) we
proceed as in the proof of Theorem 81: choose an orientation preserving homological
subdivision {ρk}k∈K of ∆̂n × I associated with a triangulation and define ηn(σ) :=∑
k∈K ηˆn(σ)◦ρi. Independence of the subdivision and compatibility with immediate
equivalences is checked in the same way. Compatibility with b-equivalences follows
by the inequality (22).
Checking that the collection of maps ηn for n varying is a chain homotopy
between the homomorphisms induced by i0 and i1 is like in Theorem 81.

Definition 86. Let ι : X ↪→ Y be a Lipschitz l.v.a. map of metric subanalytic germs
which on the level of sets is an injection. A b-retraction is a b-map r : Y → X such
that r◦ι is the identity as a b-map. A b-deformation retraction is a b-retraction
such that ι◦r is b-homotopic to the identity. In those cases X is called a b-retract
or b-deformation retract of Y , respectively. A metric subanalytic germ is called
b-contractible if it admits [0, ) as a b-deformation retract.
The usual consequences of the existence of retracts and deformation retracts in
topology hold trivially in our theory
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Corollary 87. If ι : X ↪→ Y admits a b-retraction the connecting homomorphisms
in the long exact sequence of relative b-MD homology vanishes. If ι : X ↪→ Y
admits a b-deformation retraction, ι induces a quasi-isomorphism of b-MD chain
complexes. If X is b-contractible then it has the b-MD homology of the metric
subanalytic germ [0, ).
8. b-covers, Mayer-Vietoris, Excision and the Cˇech spectral sequence
8.1. An extension of relative homology. For the proof and statement of the
relative Mayer-Vietoris exact sequence we need to generalize the concept of relative
homology.
Definition 88 (Category of pairs of metric subanalytic subgerms). A pair of met-
ric subanalytic subgerms (Y1, Y2, x0, dX)rel X is given by two metric subanalytic
subgerms (Yi, x0) of a certain metric subanalytic germ (X,x0, dX). Recall that on
each Yi we consider the restriction metric dX |Yi .
A Lipschitz l.v.a. subanalytic map between the pairs of subgerms (Y1, Y2, x0, dX)rel X
and (Y ′1 , Y
′
2 , x0, dX′)rel X′ is a Lipschitz l.v.a. subanalytic map
(Y1 ∪ Y2, x0, dX|Y1∪Y2 )→ (Y ′1 ∪ Y ′2 , x0, dX′|Y ′1∪Y ′2 )
that carries Yi into Y
′
i .
The category of pairs of metric subanalytic subgerms has, as objects, pairs of
metric subanalytic subgerms, and as morphisms, Lipschitz subanalytic l.v.a. maps
between them, as defined above.
Definition 89. Consider b ∈ (0,+∞]. Given a pair of subanalytic subgerms
(Y1, Y2, x0, dX)rel X , we identify MDC
b
•(Yi, x0, dX|Yi ) with the subgroup of
MDCb•(X,x0, dX) generated by all l.v.a. simplices in X that are b-equivalent to a
representative fully contained in Yi. We define the complex of relative b-moderately
discontinuous chains of the pair (Y1, Y2, x0, dX)rel X with coefficients in A, denoting
it by MDCb•((Y1, Y2, x0, dX);A)relX , as the quotient
MDCb•((Y1, x0, dX|Y1 );A)+MDC
b
•((Y2, x0, dX|Y2 );A)
/
MDCb•((Y2, x0, dX|Y2 );A).
The b-moderately discontinuous homology of the pair (Y1, Y2, x0, dX)rel X is de-
noted by MDHb∗((Y1, Y2, x0, dX);A)rel X and it is the homology of the complex
defined above.
We abbreviate calling these complexes and graded abelian groups the b-MD com-
plex and b-MD homology of the pair (Y1, Y2, x0, dX)rel X .
It is straightforward that a Lipschitz subanalytic l.v.a. map f between pairs of
subanalytic subgerms of some (X,x0, dX), (X
′, x′0, dX′) induces morphisms at the
level of b-MD chains for every b ∈ (0,+∞] (we denote by f∗ the morphism at the
level of b-MD chains similarly to Notation 42). Moreover, morphisms (10) and (11)
also hold. So, the following proposition is obvious from the definitions:
Proposition 90. The assignments
(Y1, Y2, x0, dX)rel X 7→MDC?• ((Y1, Y2, x0, dX);A)rel X
and
(Y1, Y2, x0, dX)rel X 7→MDH?∗ ((Y1, Y2, x0, dX);A)rel X
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are functors from the category of pairs of metric subanalytic subgerms to B −
Kom(Ab)− and B−GrAb respectively.
We have also the obvious generalizations of the definitions of small chain com-
plexes with respect to a finite closed subanalytic covering C, and a dense subanalytic
subset U . We denote them byMDCpre,+∞,C∩U• (Y1, Y2;A)relX , MDC
b,C∩U
• (Y1, Y2;A)relX .
We also have the analogue to Proposition 58:
(23) g : MDCb,C∩U• (Y1, Y2, dX ;A)relX →MDCb•(Y1, Y2, dX , A)relX
is an isomorphism for every b ∈ (0,∞), and an isomorphism when b =∞ and U is
the whole space.
Remark 91. Note that when Y2 ⊂ Y1 then MDCb,C∩U• (Y1, Y2, dX ;A)relX coincides
with MDCb,C• (Y1, Y2, dX ;A).
8.2. b-covers. In our theory we need a special notion of covers in order to prove
Mayer-Vietoris, Excision, and computation of homology via a Cˇech spectral se-
quence.
Definition 92. Let (X,x0, dX) be a metric germ and Y1, Y2 subanalytic subgerms,
consider b ∈ (0,∞]. A finite collection {Ui}i∈I of subanalytic subgerms is called
a b-cover of (Y1, Y2), if it is a finite cover of Y1 \ {x0} and for any i there is a
subanalytic subset Uˆi ⊆ Y1 such that
• for any two b-equivalent points p, q : [0, )→ (Y1, x0), if p has image in Ui
then q has image in Uˆi.
• For any finite J ⊆ I there is a subanalytic map rJ : ∩i∈J Uˆi → ∩i∈JUi which
induces an inverse in the derived category of the morphism of complexes:
MDCb•((∩i∈JUi, Y2, x0, dX);A)relX →MDCb•((∩i∈J Uˆi, Y2, x0, dX);A)relX .
We call the collection {Uˆi}i∈I a b-extension of {Ui}i∈I .
Observe that a b-deformation retract would be an example of a map rJ in the
previous definition, but other subanalytic maps may serve the same purpose.
Notice that for b =∞ any finite subanalytic cover of X is a b-cover.
The following remark is a consequence of the definition of b-horn neighborhood
and of Theorem 81.
Remark 93. In the terminology of the previous definition, when Y1 = X and Y2 =
∅, the following two conditions imply the two conditions of the previous definition
respectively:
• there is a b-horn neighborhood Hb,η(Ui;X) contained in Uˆi for any i ∈ I
(see Definition 6).
• For any finite J ⊆ I, the intersection ∩i∈JUi is a b-deformation retract of
∩i∈J Uˆi (see 86).
Lemma 94. Let (X,x0, dX) be a metric germ, b ∈ (0,∞] and U ⊂ Uˆ ⊂ X be
subanalytic subsets such that for any two b-equivalent points p, q : [0, )→ (X,x0),
if p has image in Ui then q has image in Uˆi. If σi : ∆ˆn → X are b-equivalent l.v.a
simplices for i = 1, 2 and σ1 is a simplex in U then σ2 is a simplex in Uˆ .
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Figure 5. In the same example of Figure 4 we can consider a
2-covering U , V as in the figure on the left. On the right some
covering U , V that is not a 2-cover.
Proof. Assume the contrary. Then σ−12 (X \Uˆ) is a subanalytic subset of ∆ˆn having
the vertex at its closure. By the subanalytic Curve Selection Lemma and Remark 12
there exists a l.v.a subanalytic map γ : [0, )→ ∆ˆn such that γ(t) is in σ−12 (X \ Uˆ)
for t > 0. The arcs pi := σi◦γ give a contradiction. 
Definition 95. A b-cover {Ui}i∈I of (Y1, Y2) is said to be a closed (respectively
open) b-cover if any of the subsets Ui is closed (respectively open) in Y1 \ {x0}.
The following proposition will be useful in reducing statements like Mayer-
Vietoris and related results from open b-covers to closed b-covers.
Proposition 96. Let U = {U1, ..., Uk} a finite open subanalytic covering of a
subanalytic germ (X, 0). Then there exists a subanalytic closed set Ci contained in
Ui for every i such that {C1, .., Ck} is a closed covering.
The proof is obtained by repeatedly applying the following lemma:
Lemma 97. Let U = {U1, ..., Uk} be a finite open subanalytic covering of a sub-
analytic germ (X, 0). There exists a closed set C1 contained in U1 such that
{U2, .., Uk, C˚1} is also an open covering of (X, 0) where C˚1 is the interior of C1.
Proof. Let LX be the link of X. By the conical Structure Theorem (see Remark 9)
we can take a subanalytic homeomorphism h : C(LX) → X for a small enough
representative for (X, 0) compatible with the covering U . That is, any Ui coincides
with h(Li) for a certain subanalytic subset Li of LX .
We prove that given a finite open subanalytic covering L = {L1, ..., Lk} of LX ,
there exists a closed set D1 contained in L1 such that {L2, .., Lk, D˚1} is also an
open covering of LX where D˚1 is the interior of D1.
To finish the proof we will consider the covering given by Ci := h(C(Di)).
Let us prove the statement for a covering of LX . Given Y ⊂ LX we denote by
∂LXY the boundary set Y¯ \ Y˚ of Y in LX .
Let K be ∂LXL1 ∩ (L2 ∪ ... ∪ Lk). Note that, since L1 is open, in fact ∂LXL1
equals K.
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Consequently the subanalytic fuction θ : K → R defined by
θ(x) := dout(x, ∂LX (L2 ∪ ... ∪ Lk)
is strictly positive. Choose another strictly positive subanalytic function η : K → R
such that η(x) < θ(x) for every x ∈ K.
Let {Ki}i∈I be a stratification of K by subanalytic submanifolds.
For every i ∈ I, consider the following subset in the normal bundle of Ki
Wi := {(x, v) ∈ NKi : ||v|| < η(x)}.
Let Vi be a neighbourhood of Ki inside NKi, whose existence follows the Definable
Tubular Neighborhood Theorem (see Theorem 6.11 in [8]), such that pi|Vi is a
diffeomorphism and such that pi(Vi) is a subanalytic neighbourhood of Ki, where
pi : NKi → X is defined by pi(x, v) = x+ v.
Define U(K, η) := ∪i∈Ipi(Vi ∩Wi). This is a globally subanalytic neighbourhood
of K. By the definition of η, we have that the closure of U(K, η) ∩X is contained
in L2 ∪ ... ∪ Lk.
We define C1 as L1 \ U(K, η). This is a closed set since it coincides with L1 \
U(K, η). Moreover {C˚1, U2, ..., Uk} covers X. 
8.3. The Mayer-Vietoris Exact Sequence.
Theorem 98. Let (X,x0, dX) be a metric germ, Y1, Y2 subanalytic subgerms and
{U, V } either a closed or an open a b-cover of (Y1, Y2). The single complex associ-
ated with the Mayer-Vietoris double complex
MDCb•(U ∩ V, Y2)relX →MDCb•(U, Y2)relX ⊕MDCb•(V, Y2)relX
is quasi-isomorphic to MDCb•(Y1, Y2)relX . As a consequence there is a Mayer-
Vietoris long exact sequence as follows:
...→MDHbn(U ∩ V, Y2)relX →MDHbn(U, Y2)relX ⊕MDHbn(V, Y2)relX →MDHbn(Y1, Y2)relX →
→MDHbn−1(U ∩ V, Y2)relX → ...
(24)
Note that we have omitted the coefficient group A in the notation for brevity.
Proof. We omit the coefficient group A in the notation for brevity.
We have the following short exact sequence, where α(σ, τ) := σ − τ is extended
linearly:
(25)
0→ Ker(α)→MDCb•(U, Y2)relX ⊕MDCb•(V, Y2)relX α−→MDCb•(Y1, Y2)relX → 0
If the b-cover is closed, surjectivity follows from the fact that (23) is an isomor-
phism. If the cover {U, V } is formed by open subsets, use Proposition 96 to produce
a closed subanalytic cover C refining {U, V } and use the isomorphism
MDCb•(Y1, Y2)relX ∼= MDCb,C• (Y1, Y2)relX .
As a consequence, the single complex associated with the double complex
d : Ker(α)→MDCb•(U, Y2)relX ⊕MDCb•(V, Y2)relX
is quasi-isomorphic to MDCb•(Y1, Y2)relX .
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Let {Uˆ , Vˆ } be a b-extension of {U, V }. Consider the analogue of short exact
sequence to (25).
(26)
0→ Ker(αˆ)→MDCb•(Uˆ , Y2)relX ⊕MDCb•(Vˆ , Y2)relX α−→MDCb•(Y1, Y2)relX → 0.
The inclusions U ↪→ Uˆ and V ↪→ Vˆ together induce a morphism
ιU,V∗ MDC
b
•(U, Y2)relX⊕MDCb•(V, Y2)relX →MDCb•(Uˆ , Y2)relX⊕MDCb•(Vˆ , Y2)relX
that restricts to a morphism ρ : Ker(α)→ Ker(αˆ), and that together with the iden-
tity on MDCb•(Y1, Y2)relX produces a morphism from the short exact sequence (25)
to the short exact sequence (26). Since ιU,V∗ is a quasi-isomorphism by definition
of b-cover, we conclude that ρ is also a quasi-isomorphism. .
The morphism ρ admits the following factorization:
Ker(α)
f−→MDCb(Uˆ ∩ Vˆ , Y2)relX g−→ Ker(αˆ)
where g(σˆ) := (σˆ, σˆ) is extended linearly and f is defined as follows:
Let ([
∑
i∈I aiσi], [
∑
j∈J biψj ]) be an element ofMDC
b
•(U, Y2)relX⊕MDCb•(V, Y2)relX
such that [
∑
i∈I aiσi] + [
∑
j∈J biψj ] = 0 in MDC
b
•(Y1, Y2)relX . After replacing
the representatives by the ones obtained by sequences of →∞-equivalences as in
Lemma 38, consider splittings I = I0 ∪ I1 ∪ ..., Ir, J = J0 ∪ J1 ∪ ..., Jr as above,
which satisfy that
(1) [σi] ∈ Ker(MDCb•(U)relX →MDCb•(U, Y2)relX) for any i ∈ I0,
(2) [ψj ] ∈ Ker(MDCb•(V )relX →MDCb•(V, Y2)relX) for any j ∈ J0,
(3) σi ∼b ψj if i ∈ Ik and j ∈ Jk for a given k ≥ 1,
and that for any k ≥ 1 we have∑
i∈Ik
ai +
∑
j∈Jk
bk = 0.
If Ik and Jk are non-empty, there is a τ ∈ MDCb•(V, Y2)relX in the same b-
equivalence class as σi for any i ∈ Ik. Observe that any l.v.a. simplex b-equivalent to
a l.v.a. simplex in V is contained in Vˆ by Lemma 94, so σi ∈MDCb•(Uˆ∩Vˆ , Y2)relX .
We define
f(
∑
i∈I
ai[σi],
∑
j∈J
bi[ψj ]) :=
∑
i∈I\I0
ai[σi] =
∑
j∈J\J0
bj [ψj ].
We claim that f is an isomorphism in the derived category. Indeed, since we
have the factorization ρ = g◦f and ρ is an quasi-isomorphism, we conclude that f
has a left inverse in the derived category. Let
θ : MDCb•(U ∩ V, Y2)relX → ker(α)
be the natural inclusion of complexes. Let ιU∩V denote the inclusion U∩V ↪→ Uˆ∩Vˆ .
Then in the derived category the morphism
ιU∩V∗ : MDC
b(U ∩ V, Y2)relX →MDCb(Uˆ ∩ Vˆ , Y2)relX ,
which is an isomorphism by definition of b-cover, equals the composition f◦θ.
Therefore f admits a right inverse in the derived category and the claim is proved.
Using that f is an isomorphism in the derived category, and the isomorphism
ιU∩V∗ we conclude that θ is an isomorphism in the derived category. So in the
derived category, the single complex associated with the double complex
MDCb•(U ∩ V, Y2)relX →MDCb•(U, Y2)relX ⊕MDCb•(V, Y2)relX
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is isomorphic to the double complex associated with d which is isomorphic to the
complex MDCb•(Y1, Y2)relX .

As a consequence we obtain the Excision Theorem.
Corollary 99. Let (X,x0, dX) be a metric germ. Let U ⊂ X \{x0} and K \{x0} ⊂
U such that {U,X \K} is either an open or closed b-cover of (X,U). Then the in-
clusion induces a quasi-isomorphism MDCb•(X \K,U ;A)relX →MDCb•(X,U ;A).
As a consequence for each n we have an isomorphism
MDHbn(X \K,U ;A)relX '→MDHbn(X,U ;A)
Proof. Apply Theorem 98 to the b-cover {U,X \K}. 
8.4. The Cˇech homology complexes. Let Y1, Y2 be subanalytic germs of a met-
ric subanalytic germ (X,x0, dX). Let U = {Ui}i∈{1,...,r} be a finite open or closed
subanalytic cover of Y1. Denote by Ui1,...,ir the intersection Ui1 ∩ ... ∩ Uir . The
Cˇech double complex of b-MD homology of a pair (Y1, Y2) associated with U with
coefficients in A is defined by
MDCb(U , Y1, Y2;A)p,q :=
⊕
1≤i0<...<ip≤r
MDCbq(Ui0,...,ip , Y2;A)relX ,
with vertical differential equal to the b-MD differential and horizontal differential
the usual Cˇech homology differential:
MDCbq(Ui0,...,ip , Y2;A)relX → ⊕pk=0MDCbq(Ui0,...,ˆik,...,ip , Y2;A)relX
[σ] 7→
p∑
k=0
(−1)kjbik([σ]),
where jbik is the b-MD chain map associated to the inclusion Ui0,...,ip ⊂ Ui0,...,ˆik,...,ip .
Theorem 100. Let Y1, Y2 be subanalytic subgerms of a metric germ (X,x0, dX).
If for any two disjoint finite subsets I, J ⊂ {1, ..., r} we have that {(∩j∈JUj) ∩
Ui}i∈I is a b-cover of (∪i∈IUi ∩ (∩j∈JUj), Y2) and ∪ri=1Ui = Y1, then the single
complex associated with the Cˇech complex MDCb•,•(U , Y1, Y2;A) is quasi-isomorphic
to MDCb•(Y1, Y2;A)relX . Consequently there is a Cˇech spectral sequence abutting
to MDHb∗(Y1, Y2;A)relX with E
1 page
E[b]1p,q :=
⊕
1≤i0<...<ip≤r
MDHbq(Ui0,...,ip , Y2;A)relX .
Proof. The case of a cover of 2 subsets is exactly Theorem 98. The general case runs
by induction on the number of subsets, applying Mayer-Vietoris for the decomposi-
tion V ∪Ur with V := U1∪ ...∪Ur−1 and the induction step for the decompositions
U1 ∪ ... ∪ Ur−1 and (U1 ∩ Ur) ∪ ... ∪ (Ur−1 ∩ Ur):
Let A˜• and B˜• denote the single complexes associated with the Cˇech complexes
MDCb•,•({U1∩Ur, . . . , Ur−1∩Ur}, V ∩Ur, Y2;A) and MDCb•,•({U1, . . . , Ur−1}, V, Y2;A),
respectively. By induction hypothesis, we get that A˜• and B˜• are quasi-isomorphic
to
A• := MDCb•(V ∩ Ur, Y2;A)relX and B• := MDCb•(V, Y2;A)relX ,
respectively.
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Let S • (D•,•) denote the single complex associated with a double complex D•,•.
Since we have quasi-isomorphisms A˜• → A• and B˜• → B•, the morphism
S•(A˜• →MDC•(Ur, Y2;A)relX ⊕ B˜•)→ S•(A• →MDC•(Ur, Y2;A)relX ⊕B•)
is a quasi-isomorphism.
By Mayer Vietoris Theorem (Theorem 98) applied to the cover {Ur, V } we obtain
a quasi-isomorphism
S•(A• →MDC•(Ur, Y2;A)relX ⊕B•)→MDC•(Y1, Y2;A)relX .
Now the statement follows from the fact that
S•(A˜• →MDC•(Ur, Y2;A)relX ⊕ B˜•)
is isomorphic to the single complex of the Cˇech complex MDCb•,•(U , Y1, Y2;A).

Definition 101. The nerve of the cover U = {Ui}i∈{1,...,r} is the simplicial complex
which assigns a p-simplex to each non-empty intersection Ui0,...,ip , and identifies
faces according to the inclusions Ui0,...,ip ⊂ Ui0,...,ˆik,...,ip .
Corollary 102. In the setting of the last theorem, if Y1 = X and Y2 = ∅ and for
any finite set of indexes Ui0,...,ip is either empty or has the b-MD homology of a
point, the b-MD homology of X coincides with the ordinary homology of the nerve
of the cover with coefficients in A.
Proof. In the spectral sequence of Theorem 100 we have E[b]1p,q = 0 if q > 0
and E[b]1p,0 =
⊕
1≤i0<...<ip≤rMDH
b
0(Ui0,...,ip , A), where MDH
b
0(Ui0,...,ip ;A)
∼= A
if and only if Ui0,...,ip is not empty. 
9. Moderately Discontinuous Homology in degree 0
Definition 103. Let (X,x0) be a metric subanalytic germ. Two connected compo-
nents X1 and X2 of X \ {x0} are b-equivalent if there exist two l.v.a. 0-simplices
σi : ∆ˆ0 → (Xi, x0) which are b-equivalent. The equivalence classes are called b-
connected components of X. The ∞-connected components are the usual connected
components of X \ {x0}.
Proposition 104. The b-moderately discontinuous homology MDHb0(X;A) at de-
gree 0 is isomorphic to Ar(b,X), where r(b,X) is the number of b-connected com-
ponents of X. A basis is given by the choice of a 0-simplex in each b-connected
component. For b1, b2 ∈ (0,∞], b1 ≥ b2, the homomorphism hb1,b20 is the projec-
tion that sends a base element α of Ar(b1,X) onto the base element of Ar(b2,X) that
represents the b2-connected component α lies in.
Proof. Let L := X ∩ S be the link of X (where  > 0 is small enough). Let
θ : C1L → X be a subanalytic homeomorphism preserving the distance to the
origin (this exists by Remark 9). Let τ : ∆n → L be a subanalytic map. The
straight n-simplex with respect to θ associated with τ is defined to be the map
germ σ : ∆ˆn → X given by σ(tz, t) := θ(τ(z), t).
Let x1, x2 be two points in the same connected component of L. Then there
exists a subanalytic path γ : [0, 1]→ L joining x1 and x2. The boundary operator
“∂” applied to the straight simplex associated with γ is the difference of the straight
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simplices associated with xi. So, we conclude that two straight 0-simplices in the
same connected component of X \ {x0} are b-homologous for any b.
Let σ : ∆ˆ0 = [0, 1) → (X,x0) be any 0-simplex. Up to reparametrization
(see Remark 12) we may assume that ||σ(t)|| = t. We can express the restriction
θ−1◦σ|∆0×(0,1) as a pair θ−1◦σ|∆0×(0,1)(t) = (γ(t), t), where γ : (0, 1) → L is the
germ at 0 of a subanalytic path. We may choose the radius  defining the link L
small enough so that  is in the domain of definition of the germ σ, and hence of γ.
The map τ : ∆ˆ1 → (X,x0), where τ(ts, t) := θ(γ(+s(t−)), t), defines a 1-simplex
whose boundary shows that σ is b-homologous to a straight simplex.
We have proven that all 0-simplices lying in the same connected component of
X \ {x0} are b-homologous for any b.
After this the proof is obvious. 
10. The ∞-MD Homology: comparison with the homology of the link
Let (X,Y, {x0}, dX) be a pair of closed metric subanalytic germs in Rn. By
Remark 1 there is a finite subanalytic triangulation α : |K| → X∩B of a represen-
tative X ∩B, which is compatible with Y and x0. By choosing  sufficiently small
and intersecting with S we obtain a subanalytic triangulation β : |L| → X∩S com-
patible with Y ∩ S such that (K,α) is the cone over (L, β). In other words: there
exists a pair of simplicial complexes (L1, L2) and a subanalytic homeomorphism
h : (C(|L1|), C(|L2|))→ (X,Y, {x0}) ∩B
from the cones of the geometric realizations to the representative (X,Y, {x0})∩B.
By the reparametrization trick of Remark 12 we may assume that ||h(tx, t)|| = t.
Denote by CSimp• (L1, L2;A) the simplicial homology complex for the pair (L1, L2)
with coefficients in A. The homeomorphism h induces a morphism of complexes
(27) c : CSimp• (L1, L2;A)→MDC∞• (X,Y ;A).
Theorem 105. The morphism (27) is a quasi-isomorphism. As a consequence we
have an isomorphism between the singular homology H∗(X \ {x0}, Y \ {x0};A) and
MDH∞∗ (X,Y, x0;A).
Proof. By using the relative homology sequence and the 5-lemma we reduce to the
absolute case Y = ∅. The singular homology H∗(X \ {x0};A) is isomorphic to the
singular homology of the link, by homotopy invariance, and the later is isomorphic
with the simplicial homology of L1.
A simplex of L1 is called maximal if it is not strictly contained in another simplex.
The collection {Zi}i∈I of maximal simplices forms a closed cover of |L1| such that
any finite intersection is a simplex, and hence, contractible. Then the simplicial
homology of L1 coincides with the homology of the nerve of the cover.
The collection {h(C(Zi))}i∈I is a closed subanalytic cover. Any finite inter-
section ∩i∈Jh(C(Zi)) is of the form h(C(T )) where T is a simplex in L1. An
immediate application of Assertion (1) of Theorem 81 shows that h(C(T )) has the
∞-MD homology of a point. Since any closed subanalytic cover is an ∞-cover,
by Corollary 102 the homology MDH∞∗ (X \ {x0};A) coincides with the homology
with coefficients in A of the nerve of the cover. This concludes the proof. 
This Theorem extends to the case of non-closed subanalytic germs:
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Theorem 106. Let (X,Y, {x0}, dX) be a pair of metric subanalytic germs in Rn.
We have an isomorphism between the singular homology H∗(X \ {x0}, Y \ {x0};A)
and MDH∞∗ (X,Y, x0;A).
Proof. As in the previous proof we reduce to the absolute case Y = ∅. Let ∂X :=
X \X. Fix a positive η > 0, for any k ∈ N define Xk := X \ Hk,η(∂X;X) (recall
that Hk,η(∂X;X) denotes the k-horn neighborhood of ∂X in X. Each Xk is a
subanalytic metric subgerm of X which is closed in Rn. We have the sequence of
inclusions X1 ⊂ X2 ⊂ ... ⊂ Xk ⊂ ..., and the equality X = ∪k∈NXk. Hence the
complex MDC∞∗ (X,x0;A) is the direct limit of the complexes MDC
∞
∗ (Xk, x0;A),
and since homology commutes with direct limit the same happens for the homology.
This reduces the result to Theorem 105. 
11. Finiteness properties
11.1. Finite generation. The idea to prove finite generation is to compare MD-
homology with the usual homology of an increasing sequence of neighborhoods.
The inspiration for this owes to conversations of the authors with L. Birbrair and
A. Parusinski.
Theorem 107. Let (X,O, d) be a metric subanalytic germ such that d is either the
inner metric dinn or the outer metric dout. Then for any ring A, any b ∈ B and
any k the A-module MDHbk(X,O, d;A) is finitely generated over A.
It is enough to prove the Theorem for the outer metric, since due to ([7], Theorem
2.1) the germ (X,O, dinn) is bi-Lipschitz subanalitically homeomorphic to a metric
subanalytic subgerm with the outer metric.
To prove it for the outer metric some preparation is needed. Let us start intro-
ducing an auxiliary complex.
Definition 108. Let de denote the euclidean metric in Rn. Let (X,O) be a metric
subanalytic germ embedded in Rn. We denote by NbMDCpre,∞k (X;A) the subgroup
of MDCpre,∞k (Rn, O;A) spanned by the set of simplexes σ : ∆ˆk → (Rn, O) such
that
lim
t→0
max{de(σ(tx, t), X) : x ∈ ∆n}
tb
= 0.
The minimal subcomplex NbMDCb•(X;A) of MDCb•(Rn, 0;A) which is spanned
by the groups NbMDHpre,∞k (X;A) is called the complex of chains b-close to X.
Consider the germ with the outer metric (X,O, dout). Let us see that there is a
well defined morphism of complexes
(28) ρ : NbMDCb•(X;A)→MDCb•(X, dout;A).
Note that dout = de|X .
Assume X to be closed. Let B be a small closed ball centered at the origin so
that B∩X is compact. Apply Lemma 61 to the pair B ⊃ X. Let S := {Si}i∈I and
{fi}i∈I be the partition and the subanalytic maps predicted in the Lemma. Then
{Si}i∈I is a closed cover of B. Let U be the union of the interiors of the sets Si.
Then U is a dense subanalytic subset of B. By Proposition 58, for any b < ∞ we
have an isomorphism
MDCb,S∩U• (B, de;A)→MDCb•(B, de;A).
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This isomorphism restricts to an isomorphism
NbMDCb,S∩U• (X;A)→ NbMDCbk(X;A),
where NbMDCb,S∩U• (X;A) is the complex defined in analogy with Definition 56:
define NbMDCpre,∞,S∩U• (X;A) the complex analogous to NbMDCpre,∞k (X;A),
but containing only small chains with respect to U and to the cover Z. According
with Remark 60, in order to define a morphism ρ as in (28) it is enough to define it
from NbMDCpre,∞,S∩U• (X;A) and prove independence with respect to homological
subdivisions and the b-equivalence relation.
Given any simplex σ ∈ NbMDCpre,∞,S∩U• (X;A) we choose an i ∈ I such that
the image of σ is contained in Si, and define ρ(σ) := fi◦σ. Suppose that we have
σ ∼b σ′ with σ′ ⊂ Sj . Let’s check that fi◦(σ) ∼b fj◦(σ′). The triangle inequality
gives
d(fi(σ(tx, t), fj(σ
′(tx, t))) ≤ d(fi(σ(tx, t)), σ(tx, t))+d(σ′(tx, t), σ(tx, t))+d(fj(σ′(tx, t)), σ′(tx, t)).
The middle term decreases faster than tb because σ ∼b σ′. By Inequality 16 the
first term is bounded by d(σ(tx, t), X), which decreases faster than tb for being
σ contained in NbMDCpre,∞,S• (X;A). The third term is bounded analogously.
This shows independence on the ∼b-equivalence relation. The independence on
homological subdivision is immediate, and so, the morphism ρ is well defined.
Proposition 109. Let (X,O, dout) be a closed metric subanalytic germ embedded
in Rn with the outer metric. The morphism of complexes
ρ : NbMDCbk(X;A)→MDCb•(X,O, dout;A)
defined above is an isomorphism.
Proof. The inclusion ι : MDCb•(X, dout;A)→ NbMDCbk(X;A) is a right inverse of
ρ. Furthermore, by definition of NbMDCpre,∞,Z• (X;A) we have that ι(ρ(σ)) ∼b σ;
this shows that ι is also a left inverse. 
Now, in order to prove finite generation of MDHbk(X, dout;A), it is enough to
prove finite generation of the homology groups of the complex NbMDCbk(X;A).
With this purpose we study this complex further.
For the next lemma recall the definition of spherical horns (Definition 7).
Lemma 110. For any b′ > b the complex MDCpre,∞(SHb′,η(X)) is a subcom-
plex of NbMDCpre,∞k (X;A). Moreover NbMDCpre,∞k (X;A) is the union of the
subcomplexes MDH∞,pre(SHb′,η(X)) for any b′ > b.
Proof. The first part is obvious, since any l.v.a simplex in SHb,η(X)) approaches
X at speed at least b′. The second part is also obvious: let σ : ∆ˆn → Rn be a l.v.a
simplex approaching X faster than tb. Then we can write max{de(σ(tx, t) : x ∈
∆n} = Ctb′′ + o(tb′′) for a certain b′′ > b. Choosing b < b′ < b′′ we obtain that σ
belongs to MDH∞,pre(SHb′,η(X)). 
Lemma 111. For any fixed η > 0, the complex NbMDCbk(X;A) is the direct limit
of the complexes MDCb
′
(SHb′,η(X), dout) when b′ > b.
Proof. There are obvious morphisms of complexes
MDHb
′
(SHb′,η(X), de)→ NbMDCbk(X;A),
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which induce a morphism from the direct limit to NbMDCbk(X;A). By the previous
lemma such morphism is an epimorphism.
To prove the injectivity, let z be an element in MDCpre,∞(SHb′,η(X)) such
that its image in NbMDCbk(X;A) vanishes. By Lemma 38 there is a sequence of
immediate equivalences z = z0 →∞ ... →∞ zr such that we have that zr splits as
finite sum of chains of the form
∑
j∈J ajσj with
∑
j∈J aj = 0 and σj ∼b σj′ for
any j, j′ ∈ J . After this the following argument suffices: let σ and σ′ be two n-
simplexes which represent elements in the direct limit and which are ∼b equivalent.
Then max{de(σ(tx, t), σ′(tx, t) : x ∈ ∆n} = Ctb′ + o(tb′) for a b′ > b. Then
σ ∼b′′ σ′ for any b < b′′ < b′ and hence σ and σ′ represent the same element in
MDHb
′′
(SHb′,η(X), de). 
Since taking homology commutes with direct limits, combining the previous
lemma with Proposition 109 we obtain:
Theorem 112. Let (X,O, dout) be a closed metric subanalytic germ embedded in
Rn with the outer metric. The b-MD Homology MDHb•(X, dout;A) is isomorphic
to the direct limit
lim
−→
b′>b
MDHb
′
• (SHb′,η(X), de;A).
Proposition 113. There is an isomorphism
MDHb
′
• (SHb′,η(X), de;A) ∼= MDH∞• (SHb′,η(X), de;A).
Proof. Let LX be the link of X and let h : C(LX)→ X the subanalytic homeomor-
phism realizing the conical structure (see Remark 9). Recall that we can assume
that ||h(tx, t)|| = t. Choose {xk}k∈N a dense denumerable set of points in X.
For each k ∈ N define the arc γk(t) := h(txk, t); denote by Γk the image of the
arc. Define the sequence ηl := (l/l + 1)η. For any k ∈ N we consider the subsets
Uk,l := SHb′,ηl(Γk). Observe that, by the density of the collection {xk}k∈N, we
obtain a denumerable cover U = {Uk,l}k,l∈N of SHb′,η(X) by closed subsets.
We need the following Lemma, whose proof we postpone:
Lemma 114. Let b′ > 1. For any finite subset of pairs of indexes {(ki, li)}i∈I the
following are true:
(1) we have the equalities MDHb
′
k (∩i∈IUki,li , dout;A) = MDH∞k (∩i∈IUki,li ;A) =
0 if k > 0 and MDHb
′
0 (∩i∈IUki,li , dout;A) ∼= MDH∞0 (∩i∈IUki,li ;A) ∼= A,
where the isomorphism is realized by the natural homomorphism connecting
both homologies.
(2) The collection {Uki,li}i∈I is a b′-cover of the union ZI := ∪i∈IUki,li , where
for each i ∈ I we can choose the subsets Uˆki,li according to Definition 92,
equal to Uˆki,li+1 ∩ ZI .
We continue with the proof of Proposition 113.
Choose a bijection n 7→ (kn, ln) from N to N × N. Define Zm :=
∑m
n=1 Ukn,lm .
We have X = ∪m∈NXm. Then the natural homomorphism of complexes
MDC∞• (SHb′,η(X);A)→MDCb
′
• (SHb′,η(X), de;A)
is the direct limit, when m increases, of the homomorphisms of complexes
(29) MDC∞• (Zm;A)→MDCb
′
• (Zm;A)
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Since taking homology commutes with direct limits it is enough to prove that each
of the homomorphisms above is a quasi-isomorphism.
Because of Lemma 114, and Corollary 102, for any m, each of the homology
complexes involved in the homomorphism (29) coincides with the homology of the
nerve of the cover {Ukn,ln}n≤m, and the homomorphism is an isomorphism. 
Proof of Lemma 114. Assume the following claim:
Claim: Let (Y,O, dout) be a metric subanalytic germ with the outer metric
which satisfies:
(1) For every sufficiently small  > 0 the intersection Y ∩ S is geodesically
convex.
(2) There exists an arc γ : [0, )→ Y such that ||γ(t)|| = t; let Γ be the image
of the arc. The set Y is contained in the spherical horn neighborhood
SHb′,η′(Γ) for a certain η′ > 0.
Then Γ is a metric deformation retract of Y .
Observe that for any finite index set I as in Lemma 114, the set ∩i∈IUki,li satisfies
the properties of the set Y of the claim above: geodesically convexity follows because
a finite intersection of geodesically convex sets is geodesically convex. One can take
η′ for example equal to 3η. The the claim implies part (1) of Lemma 114 as a direct
application of Theorem 81 and Proposition 53.
For part (2) of the lemma let I a finite index set as required. By definition of the
sets Uki,li and Uˆki,li the first condition for b
′-cover is immediately satisfied. For the
second condition choose a finite subset J ⊂ I. Then both ∩i∈J Uˆki,li and ∩i∈JUki,li
are subanalytic subsets satisfying the properties of Y in the claim, and moreover
the arc γ can be chosen to be the same for both of them. Then, by the conclusion of
the claim we can choose the map rJ : ∩i∈J Uˆki,li → ∩i∈JUki,li needed in the second
property required in the definition of b′ cover to be the retraction to Γ.
Finally we prove the claim. Let B be the tangent half-line of Γ at the origin. De-
fine φ : SHb′,η′(Γ)→ SHb′,η′(B) in such a way that the restriction φt := φ|SHb′,η′∩St
is a the restriction of a rotation of the sphere St, and such that the family of rota-
tions φt with t ∈ [0, ) is smooth and converges to the identity when t approaches
0. Then φ is a bi-Lipschitz homeomorphism. It is obvious that the spherical neigh-
borhood SHb′,η′(B) admits B as a metric subanalytic deformation retract, and
such a deformation retraction can be taken leaving invariant the geodesics in St
starting at B ∩ St for any t. Conjugating by φ we obtain that SHb′,η′(Γ) admits
Γ as a metric subanalytic deformation retract, by a deformation retraction which
leaves the geodesics in St starting at Γ ∩ St invariant. Because Y is contained in
SHb′,η′(Γ) and Y ∩ St is geodesically convex, the metric deformation retraction
leaves Y invariant, and shows that Y admits Γ as a metric subanalytic deformation
retract. 
In the proof of the main result of this section we need an straightforward adapta-
tion of the concept of cobordism to the O-minimal case. We record it in a definition
to avoid misundertandings.
Definition 115. Fix an O-minimal structure defined over R. A O-minimal cobor-
dism is a triple (X,A,B) of definable closed subsets such that A and B are closed
disjoint definable subsets of the frontier ∂X. A O-minimal cobordism is trivial
if (X,A,B) is O-minimal homeomorphic to (A × [0, 1], A × {0}, A × {1}). An
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O-minimal cobordism (X,A,B) is homologically trivial if the inclusions A ↪→ X
and B ↪→ X induce isomorphisms in homology. Given two O-minimal cobordisms
(X,A1, B1) and (X
′, A′1, B
′
1), a composition of (X,A1, B1) with (X
′, A′1, B
′
1) on
the right is an O-minimal cobordism (X ′′, A′′, B′′) together with a decomposition
X ′′ = X ′′1 ∪X ′′2 in two closed subsets with the following property: there exists two
definable continuous mappings
ϕ : (X,A1)→ (X ′′, A′′),
ϕ′ : (X ′, B′1)→ (X ′′, B′′),
such that ϕ is a homeomorphism onto X ′′1 , ϕ
′ is a homeomorphism onto X ′′2 , and
we have the equalities X ′′1 ∩ X ′′2 = ϕ(B1) = ϕ′(A′1). An O-minimal cobordism is
invertible if there are compositions on the right and on the left such that the result
is a trivial O-minimal cobordism in both cases.
Remark 116. An invertible cobordism is homologically trivial.
Now we can prove the Finiteness Theorem.
Proof of Theorem 107. As we said at the beginning of the section it is enough to
prove the Theorem for the outer metric, since due to ([7], Theorem 2.1) the germ
(X,O, dinn) is bi-Lipschitz subanalytically homeomorphic to a metric subanalytic
subgerm with the outer metric. By Proposition 63 we can assume b ≥ 1. By
Corollary 59 we can assume X to be closed.
For the outer metric, by Corollary 112, Proposition 113, we obtain that the group
MDHbk(X,O, dout;A) is isomorphic to the direct limit
(30) lim
−→
b′>b
MDH∞k (SHb′,η(X);A).
By Theorem 106 we obtain that if b′ > 0 is small enough so that SHb′,η(X) is
the cone over SHb′,η(X)∩Sb′ then the group MDH∞k (SHb′,η(X);A) is isomorphic
to the singular homology Hk(SHb′,η(X) ∩Bb′ \ {O};A).
Fix  > 0. By Remark 8 the set Z ⊂ Rn × (b,∞) defined by the formula Z :=
{(x, b′) : x ∈ SHb′,η ∩B} is definable in the O-minimal structure RRan. By Hardt’s
Triviality Theorem there exist b′′ > b such that the projection Z|(b,b′′) → (b, b′′) is
a trivial fibration, with a trivialization preserving the origin.
We claim that for any b1, b
′
2 ∈ (b, b′′) we have the isomorphism
Hk(SHb′1,η(X) ∩Bb′1 \ {O};A)
∼= Hk(SHb′2,η(X) ∩Bb′2 \ {O};A).
If the claim is true the proof is finished because the direct limit (30) stabilizes.
The pairs (SHb′i,η(X) ∩ Bb′i , {O}) and (SHb′i,η(X) ∩ Bδi , {O}) are O-minimal
homeomorphic for any δi ≤ b′i . Hence, in order to prove the claim notice that we
can choose b′i smaller than  for i = 1, 2.
Let φ : SHb′1,η ∩ B → SHb′2,η ∩ B be the O-minimal homeomorphism pre-
dicted by Hardt’s Triviality. Choose decreasing sequences {δ1,n}n∈N and {δ2,n}n∈N
converging to 0 and so that the following inclusions are satisfied
φ(SHb′1,η ∩Bδ1,n) ⊂ SHb′2,η ∩Bδ2,n ,
φ(SHb′1,η ∩Bδ1,n−1) ⊃ SHb′2,η ∩Bδ2,n .
By the conical structure the cobordism
(SHb′i,η ∩Bδi,n−1 \ SHb′i,η ∩Bδi,n , SHb′i,η ∩ Sδi,n−1, SHb′i,η ∩ Sδi,n)
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is trivial for any i = 1, 2 and n ∈ N. Hence the cobordism
(SHb′2,η ∩Bδi,n \ φ(SHb′1,η ∩Bδi,n), SHb′2,η ∩ Sδi,n, φ(SHb′1,η ∩ Sδi,n)
is invertible, and therefore homologically trivial. This implies the claim. 
Remark 117. As consequence of the proof above is that the direct limit (30) is
independent of η. Since this may seem surprising we include another proof below.
Proof. Let η1 < η2. The inclusion SHb′,η1(X) ⊂ SHb′,η2(X) gives a homomorphism
lim
−→
b′>b
MDH∞k (SHb′,η1(X);A)→ lim−→
b′>b
MDH∞k (SHb′,η2(X);A).
On the other hand we have the inclusion SHb′,η2(X) ⊂ SH(b+b′)/2,η2(X), which
gives a homomorphism
lim
−→
b′>b
MDH∞k (SHb′,η2(X);A)→ lim−→
b′>b
MDH∞k (SHb′,η1(X);A).
Both homomorphisms are inverse to each other, since, because of the previous proof
there is an interval (b, b′′) such that the homologies MDH∞k (SHb′,η1(X);A) and
MDH∞k (SHb′,η2(X);A) are independent of b′. 
11.2. Birbrair conjecture and finiteness of jumping rates. L. Birbrair con-
jectured (oral communication) that if (X,O, dout) is a metric subanalytic subset
equipped with the outer metric, then the b-MD Homology of (X,O, dout) coin-
cides with the homology of a certain punctured horn neighborhood. The proof of
Theorem 107 confirms this conjecture if one uses spherical horn neighborhoods.
Corollary 118. Let (X,O, dout) is a closed metric subanalytic subset equipped with
the outer metric. Let b ∈ B finite and η > 0. There exists a b′ satisfying b < b′ such
that the b-MD homology MDHb•(X,O, dout;A) is isomorphic both to the singular
homology of the punctured b′′-spherical horn neighborhood SHb′′,η(X)\{O}, and to
the singular homology of the punctured b′′-horn neighborhood Hb′′,η(X) \ {O}, for
any b′′ ∈ (b, b′).
Proof. The assertion for spherical horn neighborhoods is an immediate consequence
of the results in the previous section. The assertion for horn neighborhoods is proved
as follows. Since we have the nesting Hb′′′,η(X) ⊂ SHb′′,η(X) ⊂ Hb′′,η(X) for any
b′′′ > b′′, we have the isomorphism
lim
−→
b′>b
MDH∞k (SHb′,η1(X);A) ∼= lim−→
b′>b
MDH∞k (Hb′,η(X);A).
It remains to show the existence of a b′ such that the second limit is isomorphic to
the singular homology of the punctured b′′-horn neighborhood Hb′′,η(X) \ {O}, for
any b′′ ∈ (b, b′), but this follows exactly in the same way than the same statement
for spherical neighborhoods in the proof of Theorem 107. 
Definition 119. Let (X,O, dX) be a metric subanalytic germ. An element b ∈ B is
called a jumping rate of (X,O, dX) if for any positive  the natural homomorphism
MDHb+• (X,O, dX ;A)→MDHb−• (X,O, dX ;A)
is not an isomorphism
Theorem 120. Let (X,O, dX) be a closed metric subanalytic germ in Rn equipped
either with the inner or the outer metric. The set of jumping rates of (X,O, dX) is
finite.
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Proof. By Theorem 2.1 of [7] there exists a subanalytic subgerm (X ′, x′0) ⊂ Rm
such that (X,x0, d) is bi-Lipschitz homeomorphic to (X
′, x′0) both with the inner
and outer metric. This reduces the proof to the case of the outer metric.
Fixed η > 0 and a small  > 0, consider the family SHb,η(X) ∩ , parametrized
by b ∈ (0,∞]. This is a definable family in RRan (see the definition in [24]). By
Hardt’s Triviality Theorem, there are finitely many values 0 = b1 < ... < bN = ∞
in (0,∞] such that the family is trivial in the open intervals (bi, bi+1). A corollary
of the proof of Theorem 107 implies that the set of jumping numbers is contained
in {b1, ..., bN}. 
The following Theorem is due to A. Parusinski. It is not true in more general
O-minimal structures.
Theorem 121 (Rationality). Let (X,x0) ⊂ (Rm, x0) be a subanalytic germ and
dX be either the inner or the outer metric. Then the jumping rates are rational
numbers.
Proof. We reduce the proof to the case of the outer metric as in the previous
Theorem.
Consider the continuous subanalytic map f : Rm → R2 defined by f(x) :=
(||x||, d(x,X)). By Hardt Triviality Theorem there is a subanalytic decomposition
of R2 such that f is trivial over each of the pieces. The germ at the origin of
R2 of such a decomposition consists of a finite number of separating subanalytic
curve germs. Each of this curves can be parametrized by an expression of the form
(t, ctb+h.o.t), where b is a rational number; we say that b is the leading exponent of
the curve. By Corollary 118 the set of jumping rates is the set of leading exponents
of the jumping rates. 
Observe that the Theorem above gives an alternative proof, which works for
polynomially bounded O-minimal structures, for the finiteness of the set of jumping
rates too.
12. The b-MD Homology of b-cones with the outer metric
.
Recall Definition 5. The purpose of this section is to prove the following propo-
sition.
Proposition 122. Let (L,L1) ⊂ Rk be a pair of subanalytic compact sets. Given
b ∈ (0,+∞) ∩Q, consider the pair of b-cones (CbL, CbL1 , dout) with the outer metric
dout.
(a) If b′ < b then
MDHb
′
n (C
b
L, C
b
L1 , dout;A) =
{
A , if n = 0 and L1 = ∅
0 , if n 6= 0 or n = 0 and L1 6= ∅.
(b)
MDHb∗(C
b
L, C
b
L1 , dout;A) = H∗(L,L1;A),
where H∗(L,L1;A) is the ordinary homology with coefficients in A.
Before giving a proof we need some preparation.
Given a l.v.a. simplex σ : ∆ˆn → CbL, we write it in terms of the explicit descrip-
tion of CbL (see Definition 5) as (σ(tx, t) = ((σ2(tx, t))
bσ1(tx, t), σ2(tx, t)).
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Lemma 123. Let ((σ2)
bσ1, σ2) and ((σ
′
2)
b)σ′1, σ
′
2) be two l.v.a. n-simplexes in
(CbL, dout). Then σ ∼b σ′ if and only if the following two conditions hold for any
l.v.a. subanalytic continuous arc γ : [0, )→ ∆ˆn:
(1) lim
t→0+
|σ2(γ(t))−σ′2(γ(t))|
tb
= 0;
(2) lim
t→0+
σ1(γ(t)) = lim
t→0+
σ′1(γ(t)).
Proof. By the arc criterium (see Lemma 31) and the definition of Cb(L) we have
that σ ∼b σ′ if and only if for any l.v.a. subanalytic continuous arc γ : [0, )→ ∆ˆn
the first condition of the lemma is satisfied and also we have the vanishing of the
following limit:
(31) lim
t→0+
||σ2(γ(t))bσ1(γ(t))− σ′2(γ(t))bσ′1(γ(t))||
tb
= 0.
We may write
||σ2(γ(t))bσ1(γ(t))− σ′2(γ(t))bσ′1(γ(t))|| =
= ||σ2(γ(t))bσ1(γ(t))−σ2(γ(t))bσ′1(γ(t))+σ2(γ(t))bσ′1(γ(t))−σ′2(γ(t))bσ′1(γ(t))|| =
= ||σ2(γ(t))b(σ1(γ(t))− σ′1(γ(t)) + (σ2(γ(t))b − σ′2(γ(t))b)σ′1(γ(t))||.
Let σ2(γ(t)) = at+g(t) and σ
′
2(γ(t)) = a
′t+g′(t), where g and g′ vanish to order
strictly larger than 1. The first condition of the lemma is equivalent to the equality
a = a′. Using this and the fact that σ′1(γ(t)) is bounded because L is compact
we conclude that ||(σ2(γ(t))b − σ′2(γ(t))b)σ′1(γ(t))|| vanishes at 0 to order strictly
larger than b. Moreover, by the l.v.a condition we have that a 6= 0. Therefore the
vanishing of the limit (31) is equivalent to the second condition of the lemma. 
Given a subanalytic map f : L → L′ we define Cb(f) : Cb(L) → Cb(L′) by
the formula Cb(f)(tbx, t) = (tbf(x), t). In the next lemma we extend functoriality
for MD homology at discontinuity parameter b to this kind of maps, and prove
homotopy invariance.
Lemma 124. Given any continuous subanalytic map f : L → L′, the map Cb(f)
induces a morphism of b-moderately discontinuous chain complexes
Cb(f)∗ : MDCb•(C
b(L), dout)→MDCb•(Cb(L′), dout)).
Let f, g : L → L′ be two subanalytic maps between compact subanalytic subsets.
Assume that there exists a subanalytic homotopy H : L× I → L′ such that H0 = f
and H1 = g. Then the morphism C
b(f)∗ and Cb(g)∗ are chain homotopic.
Proof. We define Cb(f)∗ : MDC
pre,∞
• (Cb(L)) → MDCpre,∞• (Cb(L′)) by the for-
mula Cb(f)(σb1σ2, σ2) := (σ
b
2f◦σ1, σ2). Compatibility with immediate subdivision
is obvious. Compatibility with the ∼b equivalence relation follows immediately by
the continuity of f and Lemma 123. Then by Remark 35 Cb(f)∗ descends to a
morphism from MDCb•(C
b(L))→MDCb•(Cb(L′)).
The homotopy assertion follows from the proof of Theorem 81 closely. The only
difference is when proving that we have the equivalence hn(σ) ∼b hn(σ′), provided
that we have σ ∼b σ′. Here one has to check the two conditions in Lemma 123 for
hn(σ) and hn(σ
′) using the continuity of the homotopy H.

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Proof of Proposition 122. If b′ < b, we use Corollary 78 for the map XbL → [0,∞)
which sends (tbx, t) 7→ t. If L1 = ∅, the result follows from Proposition 53. If not,
it follows from the relative homology sequence (see Proposition 50).
For b′ = b, we use the relative homology sequence and the 5-lemma to reduce to
the absolute case L1 = ∅.
Let K be a simplicial complex and θ : |K| → L be a subanalytic triangulation of
L. Define h : C(|K|)→ CbL by the formula h(tx, t) := (tbθ(x), t). As in Section 10
consider the closed subanalytic cover {Zi}i∈I of L given by the maximal triangles
in L of the triangulation θ. The singular homology of L is the homology of the
nerve of the cover.
In order to compute MDHb∗(C
b
L;A) we produce a b-cover of C
b
L as follows. Let
θ2 : |K2| → L be the triangulation obtained by taking two iterated barycentric
subdivisions of K. For each i ∈ I we define Vi to be the open subset obtained
by taking the union of Zi together with the interior of all the simplices of |K2|
which meet Zi. For any finite set of indexes J ⊂ I define ZJ := ∩i∈JZi and
VJ := ∩i∈JVi. By construction there exists a subanalytic retraction rJ : VJ → ZJ
and a subanalytic homotopy HJ between rJ and IdVJ .
If we define Uˆi := C
b
Vi
we obtain that the collection {Uˆi}i∈I is a b-extension of
the closed subanalytic cover {CbZi}i∈I . Indeed, by Lemma 124 it is enough to check
that for any finite subset of indexes J the inclusion ZJ ↪→ VJ admits a continuous
subanalytic deformation retraction. This is true by construction.
Hence Corollary 102 can be applied and we obtain, as in the proof of Theo-
rem 105, that MDHb
′
∗ (C
b
L;A) coincides with the homology of the nerve of the
cover.

13. The MD homology for b = 1
In this section we study b-MD Homology for b = 1, both for the outer and
inner metric. We give a comfortable interpretation of 1-maps in terms of spherical
blow ups, prove that 1-MD Homology coincides with the homology of the punctured
tangent cone for the outer metric, and with the homology of the punctured Gromov
tangent space for the inner metric. As an application we prove that if a complex
analytic germ has the MD Homology of a smooth germ, then it has to be smooth.
Definition 125 (See [4] and [31]). Let ρm : Sm−1 × [0,∞) → Rm, defined by
ρm(x, r) := rx, be the spherical blow up of the origin of Rm. Let X ⊂ Rm be
a subanalytic set. The spherical blow up X ′ of X at the origin O ∈ Rm is the
closure of ρ−1m (X \ {O}). The spherical exceptional divisor is defined to be the
intersection ∂X ′ := X ′∩(Sm−1×{0}). Let (X,O) ⊂ (Rm, O) and (Y,O) ⊂ (Rk, O)
be subanalytic germs. A blow-spherical map ϕ : X → Y is a subanalytic map that
lifts to a continuous map from the spherical blow up of X at O to the spherical blow
up of Y at O.
Remark 126. It follows from the proof of Proposition 3.6 in [31] that a Lipschitz
subanalytic l.v.a. map is a blow-spherical map.
Let (X,x0, dout) be a metric subanalytic subgerm of Rm with the outer metric.
Observe that two points p, q : [0, )→ X are 1-equivalent if and only if their liftings
to the spherical blow up meet at the same point of the exceptional divisor. This
gives the following interpretation of 1 maps:
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Remark 127. Let (X, dX) and (Y, dY ) be metric subanalytic germs, where dX and
dY are the outer metrics. A 1-map between them is a finite collection {(Ci, fi)}i∈I ,
where {Ci}i∈I is a cover by closed subanalytic subsets of X and fi : Ci → Y are
l.v.a. blow-spherical subanalytic maps satisfying the following: for any 1-equivalent
pair of points p, q contained in Ci resp. Cj, fi ◦ p and fj ◦ q have liftings to the
spherical blow up of Y meeting at the same point of the exceptional divisor.
Let us remind the notion of tangent cone.
Definition 128. Let X ⊂ Rm be a subanalytic set such that x0 is a non-isolated
point of X. We say that v ∈ Rm is a tangent vector of X at x0 ∈ Rm if there are
a sequence of points {xi} ⊂ X \ {x0} tending to x0 and sequence of positive real
numbers {ti} such that
lim
i→∞
1
ti
(xi − x0) = v.
Let Tx0X be the set of all tangent vectors of X at x0 ∈ Rm. We call Tx0X the
tangent cone of X at x0.
The tangent come is known to be subanalytic in Rm and 0 ∈ Tx0X. Moreover,
if v ∈ Tx0X then λv ∈ Tx0X for every λ ∈ R+.
Theorem 129. Let (X,x0, dout) ⊂ (Rm, x0) be a closed subanalytic germ endowed
with the outer metric. Then there is a natural isomorphism
MDH1∗ (X,x0, dout;A)→MDH1∗ (Tx0X;A)→ H∗(Tx0X \ {0};A).
Proof. Since we can find a triangulation of the unit sphere Sm−1 centered at x0
compatible with X0 := Tx0X ∩ Sm−1 (see [17]), we have that if η > 0 is small
enough, then there exists a subanalytic retraction
r : SH1,η(Tx0X) ∩ Sm−1 → Tx0X ∩ Sm−1.
Thus, the subanalytic map r˜ : SH1,η(Tx0X) → Tx0X given by r˜(ty) = tr(y), for
any y ∈ SH1,η(Tx0X) and t ≥ 0, is a subanalytic retraction.
We have an inclusion of germs (X, 0) ⊂ SH1,η(Tx0X). Restricting r˜ to (X, 0) we
obtain a subanalytic collapsing map c : (X, 0)→ (Tx0X, 0) preserving the distance
to the origin. As both r and the inclusion extend to the real blow up at 0, the map
c extends as well. By Remark 127 and functoriality for 1-maps it induces a natural
morphism of complexes c∗ : MDC1∗(X;A)→MDC1∗(Tx0X;A).
Note that the diameter condition
(32) lim
t→0+
sup{diam(c−1(y) ∪ {y}) : y ∈ Tx0X ∩ St}
t
= 0
holds. Then we apply Theorem 79 and obtain the first isomorphism.
The second isomorphism is an application of Proposition 122.

Now we clarify the 1-MD Homology for germs with the inner metric. Let
(X,x0, dinn) ⊂ (Rm, x0) be a closed subanalytic germ endowed with the inner met-
ric. Let TGromovx0 X be the Gromov tangent space of X at x0 and C
Alexandrov
x0 X be
the Alexandrov cone of X at x0 (see [1]). In [1] a tangent map T
Gromov
x0 X → Tx0X
from the Gromov tangent space to the ordinary tangent space is defined. We would
like to thank A. Parusinski for suggesting to look in this direction.
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Theorem 130. Let (X,x0, dinn) ⊂ (Rm, x0) be a closed subanalytic germ endowed
with the inner metric. Then there are natural isomorphisms MDH1∗ (X,x0, dinn;A) ∼=
H∗(TGromovx0 X \ {x0};A) ∼= H∗(CAlexandrovx0 X \ {x0};A). Moreover, under this iso-
morphism and the isomorphism proved in Theorem 129 the homomorphism
MDH1∗ (X,x0, dinn;A)→MDH1∗ (X,x0, dout;A)
coincides with the homomorphism in singular homology induced from the tangent
map TGromovx0 X → Tx0X.
Proof. By Theorem 2.1 of [7] there exists a subanalytic subgerm (X ′, x′0) ⊂ Rm
such that (X,x0, d) bi-Lipschitz homeomorphic to (X
′, x′0) both with the inner
and outer metric. For X ′ the Gromov tangent space and the ordinary tangent
space are homeomorphic as pointed topological spaces. This shows the first iso-
morphism. The second holds by Theorem 1.2 of [1]. The identification of the
homomorphism MDH1∗ (X,x0, dinn;A) → MDH1∗ (X,x0, dout;A) with the homo-
morphism in singular homology induced from the tangent map is clear by the proof
of the isomorphisms above. 
Finally we prove the characterization of smooth points in terms of MD Homology
for the outer metric.
Theorem 131. Let (X,x0, dout) be a complex analytic germ endowed with the outer
metric. If the moderately discontinuous homology MDH•∗ (X,x0, dout;Z) coincides
with the moderately discontinuous homology of a smooth germ, then (X,x0) is a
smooth germ.
Proof. By Theorem129 we can identify MDH1∗ (X;Z) with MDH1∗ (Tx0X;Z), and
by Proposition 122 we have an isomorphismMDH∞∗ (Tx0X;Z) ∼= MDH1∗ (Tx0X;Z);
combining this with Theorem 105 and using that MDH1∗ (X;Z) coincides with the
moderately discontinuous homology of a smooth germ, we obtain the link of the
tangent cone Tx0X is an integral homology sphere.
Tx0X\{0} is fibered over the projectivization P(Tx0X) with fibre C∗. Computing
the integral cohomology via the Leray spectral sequence as in [14], and imposing
the integral homology sphere condition, we obtain that each of the d2 differentials
Z = H0(P(Tx0X),Z)
d2−→ H2(P(Tx0X),Z) d2−→ ... d2−→ H2d−2(P(Tx0X),Z) = Z
is an isomorphism. The composition of all the differentials equals the degree. Hence
the tangent cone is of degree 1, and therefore smooth.
Since MDH∞∗ (X;Z) coincides with the moderately discontinuous homology of
a smooth germ of dimension d. Then by Theorem 105 MDH∞∗ (X;Z) is the usual
homology of a sphere of dimension 2d − 1. This in particular shows that X is
irreducible.
The natural homomorphism MDH∞2d−1(X;Z) ∼= Z → MDH1∗ (X;Z) ∼= Z is
multiplication by an integer k. By the identification of MDH∞2d−1(X;Z) with
H2d−1(X \ {x0};Z), and of MDH1∗ (X;Z) with H2d−1(Tx0X \ {0};Z) the number k
equals the relative multiplicity of X at the only component of its tangent cone (see
for example [23]). Since the homomorphism MDH∞2d−1(X;Z)→MDH1∗ (X;Z) co-
incides with the same homomorphism for the case of a smooth germ, we conclude
the equality k = 1.
So X is irreducible, has smooth tangent cone, and its relative multiplicity equals
1. This implies that X is smooth.
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
14. Framed Moderately Discontinuous Homology
In this section we enrich MD Homology by adding to it the choice of certain
fundamental classes. Being a quite innocent improvement we will see later that
it helps to capture much richer Lipschitz information. Although a more general
formulation is possible, we choose to work here in the complex analytic setting and
for the outer metric, since this suffices for the applications we have in mind.
Definition 132. A (b1, ..., bl)-framed graded B-abelian group at degree k is given
by a pair (H•∗ ,B1, ...,Bl), where H•∗ be an element of B − GrAb such that Hbik is
free for any i and Bi is a basis of Hbik . An isomorphism of (b1, ..., bl)-framed graded
B-abelian groups is an isomorphism of graded B-abelian group sending each basis
at the source to the corresponding basis at the target.
It is easy to produce frames at degree 0, due to the description of the MD
Homology at degree 0. However the most useful frames for us are at maximal
degree and use fundamental classes.
Let (X,x0, dout) be a complex analytic germ of dimension d with the outer metric.
Let T be a subanalytic triangulation of X compatible with x0. Let X = ∪ri=1Xi
be the decomposition of X in irreducible components. For any i ≤ r let [Xi] be
the unique homology class in MDH∞2d−1(X,x0, dout;Z) given by the sum of l.v.a
positively oriented parametrizations of the simplexes of dimension 2d contained in
Xi and which meet the vertex. By Theorem 105 the groupMDH
∞
2d−1(X,x0, dout;Z)
is free and generated by the classes {[Xi]}ri=1.
Let Tx0X = ∪si=1Yi be the decomposition in irreducible components of the tan-
gent cone of X at x0. By Theorems 129 and 105 the group MDH
1
2d−1(X,x0, dout;Z)
is free and generated by the classes {[Yi]}si=1.
Definition 133. Let (X,x0, dout) be a complex analytic germ of dimension d with
the outer metric. Its {∞, 1}-framed MD Homology at degree 2d− 1 is the triple
(MDH•∗ (X,x0, dout,Z), {[Xi]}ri=1, {[Yi]}si=1),
where the classes [Xi] and [Yi] are defined in the discussion above. The ∞-framed
or 1-framed MD Homology is the same but only considering one of the basis.
Remark 134. The {∞, 1}-framed MD Homology at degree 2d − 1 is invariant by
subanalytic bi-Lipschitz isomorphism, and hence by complex analytic isomorphism.
The same holds for the ∞-framed or 1-framed MD Homology.
Proof. If f : (X,x0, dout)→ (Y, y0, dout) is a subanalytic bi-Lipschitz isomorphism,
then it takes the fundamental classes of the irreducible components of X into the
fundamental classes of the irreducible components of Y . This proves the∞-framed
case.
For the 1-framed case, by Theorem 3.2 of [30] (see also Proposition 3.6 of [31]
or Remark 2.2 of [1]) there is a subanalytic homeomorphism from (Tx0X, 0) to
(Ty0Y, 0), which send the fundamental classes of the irreducible components of
Tx0X to the fundamental classes of the irreducible components of Ty0Y . 
The following proposition and example illustrates the advantage of taking framed
MD Homology.
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Proposition 135. Let (X,x0, dout) be an irreducible closed complex analytic germ
of complex dimension d endowed with the outer metric. Then, in terms of the basis
given by {∞, 1}-framed MD Homology at degree 2d− 1, the morphism
MDH∞2d−1(X,x0, dout;A)→MDH12d−1(X,x0, dout;A)
can be identified with the morphism A → Ar, sending a 7→ (m1a, ...,mra), where
r is the number of irreducible components of the tangent cone and mi are the rel-
ative multiplicities (see for example [23]). Consequently relative multiplicities are
determined by {∞, 1}-framed MD Homology at degree 2d− 1.
Proof. The natural morphism MDH∞∗ (X;A)→MDH1∗ (X;A) has been identified
above with the morphism MDH∞∗ (X;A) → MDH∞∗ (Tx0X;A) induced by the
collapsing map defined in the proof of Theorem 129. This in turn is identified
with the usual homology homomorphism H∗(L(X), A) → H∗(L(Tx0X), A), where
L(X) and L(Tx0X) are the links of X and Tx0X. Taking ∗ = 2d − 1 we obtain
the isomorphism H∗(L(X), A) ∼= A, generated by the fundamental class, and the
isomorphism H∗(L(Tx0X), A) ∼= Ar, generated by the fundamental classes of the
links of each of the components. The relative multiplicities are the cover degree of
L into each of the links of the irreducible components. 
Remark 136. Proposition 135 gives a proof that the relative multiplicities of com-
plex analytic sets are subanalytically bi-Lipschitz invariant. This was already proved
in the proof of the Proposition 2.5 of [37] and a genenarization of that was proved
in Proposition 1.6 of [15].
Observe that for the above argument fixing the basis is important. The ho-
momorphisms Z → Z2 given by 1 7→ (1, 2) and 1 7→ (1, 3) are conjugate by an
automorphism of Z2 and therefore can not be distinguished algebraically unless
one fixes a basis.
15. MD Homology of plane curves with the outer metric.
Throughout this subsection, whenever we say curve germ, we refer to a complex
algebraic plane curve germ in the origin equipped with the outer geometry. We
are going to recall the definition of the Eggers-Wall tree of a curve germ. It uses
the following correspondence between Puiseux pairs and Puiseux exponents: let
(m1, k1) . . . (ml, kl) denote all Puiseux pairs of a curve germ in order. Then the
Puiseux exponents of that curve germ are given by mi∏i
j=1 kj
for i = 1, . . . l. We call
(mi, ki) the Puiseux pair corresponding to
mi∏i
j=1 kj
.
Recall the following definition of the contact number between two branches:
Definition 137. Let C be a curve germ. Let fi =
∑∞
j=1 αi,sx
s be Puiseux parametriza-
tions of the branches Ci of C, where i ∈ {1, . . . , n}. Let i 6= k ∈ I. The contact
number c(Ci, Ck) between Ci and Ck is defined as
c(Ci, Ck) := min{s : αi,s 6= αk,s}
Definition 138. Let C be a curve germ. In this definition, we are defining the
Eggers-Wall tree GC of C. Depending on the context, GC can be interpreted either as
a graph or as a topological space with a finite number of special points; we call these
special points in the topological space vertices as they correspond to the vertices in
the graph.
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If C is irreducible, we define the Eggers-Wall tree GC of C to be the segment [0,∞]
with a vertex at both ends and one vertex at each rational number in that segment
that is a Puiseux exponent of C. Every vertex is decorated by the corresponding
value in Q ∪ {∞}. For two adjacent vertices at q1 and q2 respectively, with q1 <
q2, the edge between them is weighted by the product
∏l
i=0 ki, where k0 = 1 and
(m1, k1), . . . , (ml, kl) are all Puiseux pairs corresponding to Puiseux exponents less
than or equal to q1.
If C is reducible, the Eggers-Wall tree GC is defined as follows. Let Cn denote
one of its branches and let Cˆn denote the union of all the other branches. Let c
be the greatest contact number that Cn has with any of the other branches and let
Ck be one of the branches that Cn has that contact number with. If C has only
two branches, we have Ck = Cˆn. If GCn does not have a vertex at c, add it in the
following manner: let q1 be the greatest vertex in GCn smaller than c and q2 the
smallest one greater than c. We add c as a vertex in GCn and give both edges {q1, c}
and {c, q2} the weight the edge {q1, q2} had before. Then, we do the same for the
segment in GCˆn corresponding to GCk , if it does not contain c as a vertex already.
Now, glue the segment from 0 to c in GCn to the segment from 0 to c in GCk by the
identity on [0, c]. As GCk is naturally embedded in GCˆn , we have glued GCˆn and GCn
to one graph GC .
There is a natural map r : GC → [0,∞] defined as follows: For a point g ∈ GC , let
Cg be one of the branches of C for which g is in the image of the natural inclusion
GCg ↪→ GC . We assign to g the point in the segment [0,∞] that is sent to g by that
inclusion.
Example 139. Let C be the curve with the following four branches:
C1 = {(x, y) ∈ C2 : y = x 32 + x 52 },
C2 = {(x, y) ∈ C2 : y = x 32 + x 114 },
C3 = {(x, y) ∈ C2 : y = x 32 + x 114 + x 3712 },
C4 = {(x, y) ∈ C2 : y = x 52 + x 114 }.
We have visualized the Eggers-Wall tree GC together with the function r : GC →
[0,∞] in Figure 6.
Theorem 140. Let C be a curve germ. Let GC be the Eggers-Wall tree of C with
r : GC → [0,∞] as defined above. Let A be an abelian group. The MD homology of
C with respect to A can be described as follows:
(1) For any b ∈ [1,∞], it is MDHb0(C;A) ∼= MDHb1(C;A) ∼= Alb , where lb is
the number of points in r−1(b + ), where  is so small that r−1((b, b + ])
does not contain a vertex. For the case b =∞, we consider ∞+  =∞.
(2) For any b ∈ [1,∞] and n > 1, it is MDHbn(C;A) ∼= {0}.
(3) For b1, b2 ∈ [1,∞] with b1 ≥ b2, hb1,b20 (C) and hb1,b21 (C) are the homo-
morphisms given by multiplication with the following matrices M0 and M1,
respectively: let  be so small that r−1((b1, b1 + ]) and r−1((b2, b2 + ])
do not contain any vertices. Let G1,..., Gl be the connected components
of r−1([b2 + , b1 + ]), where l = lb2 . For i ∈ {1, . . . , l}, let pi be the
unique point in r−1(b2 + )∩Gi. Further, let p1,i, . . . , pmi,i be the points in
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Figure 6. The Eggers-Wall tree GC and r : GC → [0,∞].
r−1(b1 + ) ∩ Gi. Notice that
∑l
i=1mi = lb1 . We define
M0 :=

m1 times︷ ︸︸ ︷
1 . . . 1
0 . . . 0
0 . . . 0
...
0 . . . 0
m2 times︷ ︸︸ ︷
0 . . . 0
1 . . . 1
0 . . . 0
...
0 . . . 0
. . .
ml times︷ ︸︸ ︷
0 . . . 0
0 . . . 0
...
0 . . . 0
1 . . . 1

Now, for i ∈ {1, . . . , l} and j ∈ {1, . . . ,mi}, let kj,i := wj,iwi , where wj,i and
wi are the weights assigned to the edges on which pj,i respectively pi lie.
We define
M1 :=

k1,1 . . . km1,1
0 . . . 0
0 . . . 0
...
0 . . . 0
0 . . . 0
k1,2 . . . km2,2
0 . . . 0
...
0 . . . 0
. . .
0 . . . 0
0 . . . 0
...
0 . . . 0
k1,l . . . kml,l

The data used in the statement of this proposition is visualized in Example 141.
Proof. Let fi ∈ C[[x
1
κi ]], i ∈ {1, . . . , n}, be parametrizations of the branches of C.
For fi =
∑∞
j=1 αi,jx
j
κi , b ∈ [1,∞), let fi,b be the truncation
∑bbc
j=1 αi,jx
j
κi , where
bbc denotes the greatest integer smaller than or equal to b. In the case of b = ∞,
we set fi,b := fi.
The proof consists in an application of the Mayer-Vietoris Theorem, which re-
sembles the computation of the singular homology of a circle in a certain way. The
subsets involved in the Mayer-Vietoris decomposition are of the following form: we
write x ∈ C \ {0} as x = rxe2piϕx . Let φ1, φ2, φ3, φ4 ∈ R with φ1 < φ2 and φ3 < φ4
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be fixed. For b ∈ [1,∞], we define the subgerm (Vb, 0) of (C2, 0) by
Vb := ({(x, y) ∈ C2 : y = fi,b(x), (x = 0 or ∃n,m ∈ Z :φ1 < ϕx + 2pin < φ2
or φ3 < ϕx + 2pim < φ4)}.
Recall Definition 103. Because of Proposition 104, for b1 ≥ b2 ≥ b3 we have the
following:
• The map Hb10 (Vb3 ,Z) → Hb20 (Vb3 ,Z) is an isomorphism, as for any b ≥ b3
the b-connected components of Vb3 are just its connected components.
• The map Hb30 (Vb1 ;Z) → Hb30 (Vb2 ;Z) induced by the natural projection
Vb1 → Vb2 is an isomorphism, as there is a 1 : 1 correspondence between
the b3-connected components of Vb and the connected components of Vb3
for any b ≥ b3.
As a consequence, in the following commutative diagram we get the indicated
isomorphisms:
MDHb20 (V∞;Z) MDH
b1
0 (V∞;Z) MDH∞0 (V∞;Z)
MDHb20 (Vb1 ;Z) MDH
b1
0 (Vb1 ;Z) MDH∞0 (Vb1 ;Z)
MDHb20 (Vb2 ;Z) MDH
b1
0 (Vb2 ;Z) MDH∞0 (Vb2 ;Z)
∼=
∼=
∼=
ψV
ϕV
∼=
∼=
∼=
Therefore the natural map ϕV : MDH
b1
0 (V∞;Z) → MDHb20 (V∞;Z) coincides
with the natural map ψV : MDH
∞
0 (Vb1 ;Z)→MDH∞0 (Vb2 ;Z) up to concatenation
with isomorphisms. By Theorem 105, up to isomorphisms the latter is the same as
ψˆV : H0(Vb1 \ {0},Z)→ H0(Vb2 \ {0},Z),
where H0 denotes the singular homology.
Now we introduce the specific b-cover that we use to apply the Mayer-Vietoris
Theorem. Let U1 = V∞ with φ1 = 14pi and φ2 =
7
4pi and φ3 = φ4; and let U2 = V∞
with φ1 =
3
2pi and φ2 =
5
2pi and φ3 = φ4. We have that U1∩U2 = V∞ with φ1 = 14pi
and φ2 =
1
2pi and φ3 =
3
2pi and φ4 =
7
4pi. Note that {U1, U2} is a b-cover of C for
any b ≥ 1. The n-th b-moderately discontinuous homology groups of U1 and U2
and U1 ∩U2 are trivial for any b ≥ 1, if n ≥ 1. So, by the Mayer-Vietoris Theorem
(Theorem 98), for any n > 1, the n-th b-moderately discontinuous homology of C
is trivial. This completes the proof of statement (2).
Furthermore, by the Mayer-Vietoris Theorem for b1 ≥ b2 this gives us the fol-
lowing diagram with exact rows, in which we have omitted Z:
0 MDHb11 (C) MDH
b1
0 (U1 ∩ U2) MDHb10 (U1)⊕MDHb10 (U2) MDHb10 (C) 0
0 MDHb21 (C) MDH
b2
0 (U1 ∩ U2) MDHb20 (U1)⊕MDHb20 (U2) MDHb20 (C) 0
hb1,b21
ϕU1∩U2 ϕU1 ⊕ ϕU2 hb1,b20
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We have shown above that we can replace MDHbi0 (V ;Z) by H0(Vbi ;Z) for i ∈
{1, 2} and V ∈ {U1 ∩ U2, U1, U2, C}, and that we can replace ϕV by ψˆV for V ∈
{U1∩U2, U1, U2}. Comparing the result with the analogous Mayer-Vietoris sequence
in singular homology, we get that MDHbi1 (C;Z) ∼= H1(Cbi ;Z) for i ∈ {1, 2} and
that for j ∈ {0, 1} the homomorphism hb1,b2j is the morphism induced on the j-th
singular homology by the projection ρ : Cb1 → Cb2 which is the following covering
map: the base space Cb2 is the disjoint union of lb2 circles. The covering space Cb1 is
the disjoint union of lb1 circles. Let l := lb2 . For i ∈ {1, . . . , l} and j ∈ {1, . . . ,mi),
let ρi,j be the ki,j : 1 covering map from the circle to itself. For i ∈ {1, . . . , l}, let
ρi :
∐mi
j=1 S1 → S1 be the morphism that all ρi,j together induce on the coproduct
qmij=1S1. Concretely, ρi sends an element x in the j-th copy of S1 to ρi,j(x). Then,
ρ :
l∐
i=1
mi∐
j=1
S1 →
l∐
i=1
S1
is is given by
∐l
i=1 ρi. Concretely, ρ sends an element x in
∐mi
j=1 S1 by ρi into the
i-th copy of S1 in
∐l
i=1 S1. The proof of statement (1) is completed by the well-
known fact of how the 0-th and first singular homology groups of Cb look like. The
proof of statement (3) is completed by the well-known fact of how the morphism
on the 0-th and first singular homology groups induced by ρ looks like. 
Example 141. We continue Example 139 to visualize the data of the statement of
Theorem 140. Let b1 ∈ [ 114 , 3712 ) and b2 ∈ [ 32 , 52 ). In Figure 7, we have pictured Gi
and pi and pj,i for that choice of b1 and b2. There, G1 is the graph on the left hand
side and G2 is the graph on the right hand side.
Figure 7. The data of Theorem 140.
It is
• lb1 = 3 and l := lb2 = 2,
• m1 = 2 and m2 = 1,
• k1,1 = 1 and k2,1 = 2 and k1,2 = 4.
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Corollary 142. Let C be an irreducible curve germ. We use the same notation as
in Theorem 140. The MD homology of C with respect to A is as follows:
(1) For any b ∈ [1,∞], it is MDHb0(C;A) ∼= MDHb1(C;A) ∼= A and
MDHbn(C;A)
∼= {0}, if n > 1.
(2) For any b1, b2 ∈ [1,∞], b1 ≥ b2, it is hb1,b20 = idA.
(3) For b1, b2 ∈ [1,∞], b1 ≥ b2, it is
• hb1,b21 = idA, if (b2, b1] does not contain any Puiseux exponent,
• hb1,b21 (x) = kx, if (b2, b1] contains one Puiseux exponent with corre-
sponding Puiseux pair (m, k) for some m ∈ N.
If (b2, b1] contains more than one Puiseux exponent, h
b1,b2
1 can be deter-
mined by concatenation.
Proof. This corollary follows directly from Theorem 140. 
By [34] (see also [27] and [13]), the classification of curve germs by its outer bi-
Lipschitz geometry coincides with the classification of curve germs by its embedded
topology. Therefore, we get the following corollary:
Corollary 143. Let C be a irreducible plane curve germ. The MD homology for
the outer metric of C with respect to Z detects all Puiseux pairs of C. Therefore
the integral MD Homology for the outer geometry determines the outer geometry
and the embedded topology of irreducible plane curve singularities.
Proof. We use the same notation as in Theorem 140. By Corollary 142, the set P
of all Puiseux exponents of C can be described as follows:
(33) P = {b ∈ (1,∞) : there is no δ > 0 such that hb,b−δ1 is an isomorphism}.

Now we analyze what information is detected in the case of reducible plane curve
singularities.
Remark 144. If C is reducible, the union of set of all Puiseux exponents of all
branches of C with the set of all contact exponents is the set of values b such that
there is no δ > 0 such that hb,b−δ1 is an isomorphism. However, in general we do
not know how this set of Puiseux exponents and contact orders distribute among
the different branches, as the following example shows.
Example 145. We use the same notation as in Theorem 140. Let C and D be the
curves with the following five components respectively:
C1 = {(x, y) ∈ C2 : y = x+ x2 + x 52 }, D1 = {(x, y) ∈ C2 : y = x+ x2},
C2 = {(x, y) ∈ C2 : y = x+ 2x2}, D2 = {(x, y) ∈ C2 : y = x+ 2x2},
C3 = {(x, y) ∈ C2 : y = 2x+ x2}, D3 = {(x, y) ∈ C2 : y = 2x+ x2},
C4 = {(x, y) ∈ C2 : y = 2x+ 2x2}, D4 = {(x, y) ∈ C2 : y = 2x+ 2x2},
C5 = {(x, y) ∈ C2 : y = 2x+ 3x2}, D5 = {(x, y) ∈ C2 : y = 2x+ 3x2 + x 52 }
The embedded topological types of the two curves do not coincide since their Eggers-
Wall trees are not isomorphic as trees. But their MD homology with respect to Z
are isomorphic: we denote the morphisms hb1,b2∗ of the MD homology of C and D
by hb1,b2∗ (C) and h
b1,b2∗ (D) respectively. Having a look at their Eggers-Wall trees,
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it becomes clear that the 0-th and first b-moderately discontinuous homology groups
coincide for any b and so do the morphisms hb1,b20 (D) and h
b1,b2
0 (D) for any b1 ≥ b2.
As the Eggers-Wall trees of C and D coincide on r−1([0, 52 )) and r
−1(( 52 ,∞]),
hb1,b21 (C) and h
b1,b2
1 (D) also coincide, if b1, b2 <
5
2 or b1, b2 >
5
2 . If b1 ≥ 52 and
b2 <
5
2 , h
b1,b2
1 (C) and h
b1,b2
1 (D) are the same up to concatenation with isomorphisms
on the right and on the left. For example, if b1 ≥ 52 and b2 ∈ [1, 2), hb1,b21 (C) and
hb1,b21 (D) are given by matrix multiplication with M1(C) and M1(D), respectively,
where
M1(C) :=
(
2 1 0 0 0
0 0 1 1 1
)
,M1(D) :=
(
1 1 0 0 0
0 0 1 1 2
)
.
Corollary 146. Let (C,O) be a plane curve singularity. Then the ∞-framed MD
Homology at degree 1 determines the Eggers tree and hence the embedded topology
of (C,O).
Proof. Once taken the basis for MD Homology for b =∞ in degree 1, the statement
is an immediate consequence of Assertion (3) in Theorem 140. 
16. Final Remarks and Open Questions.
16.1. On the Lipschitz Normally Embedded problem. A germ (X,x0) ⊂
(Rm, x0) is said to be Lipschitz Normally Embedded (LNE for short) if (X,x0, dinn)
and (X,x0, dout) are bi-Lipschitz equivalent. The LNE Problem tries to characterize
the singularities that are LNE.
Since the identity map Id : (X,x0, din) → (X,x0, dout) is a l.v.a Lipschitz sub-
analytic morphism we have a homomorphism of B-groups
(34) MDH∗• (X,x0, din;A)→MDH∗• (X,x0, dout)
which is an isomorphism if X is LNE. In this sense MD Homology is an invariant
obstructing the LNE property.
We do not have counter-examples for a positive answer to the following question:
Problem 147. Let X ⊂ Rm be a metric subanalytic subset. Suppose that for any
point x0 ∈ X the homomorphism (34) is an isomorphism. Is X LNE?
Note that it is known that if X is compact and locally normally embedded at
any point then it is LNE (see [7]).
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