An intuitionistic fuzzy set (IFS), an extended version of a fuzzy set, is more applicable for representing vague information since it provides a way to control a degree of hesitation. One of most prominent research directions on the theory of IFSs is measurement of similarity between IFSs. Even several similarity measures have been proposed, some unreasonable cases can be made by such measures. In this paper, we present two similarity measures: one is a set-theoretic measure, the other combines the former measure and the concept of similarity measures on a concept lattice. In our experimental study, we focus our attention on two basic directions of performance evaluation: one is how much the proposed measures are reasonable and the other is how much accuracy the measures produce when they are applied to pattern recognition. The experimental results show that the both measures are reasonable and achieve satisfactory performances on pattern recognition.
Introduction
After the theory of fuzzy sets (FSs)-a generalization of crisp sets-was proposed by Zadeh [19] , many researches have consistently indicated that the theory facilitates solving various real-world problems, especially, when vague information is necessary to be handled. In the FS theory, membership and non-membership degrees are complementary, i.e., the sum of both degrees of an element belonging in a fuzzy set is 1. However, there are some situations that the two degrees are not complementary, mainly because of hesitation. Intuitionistic fuzzy set (IFS) was introduced by Atanassov [1] to handle such situations. For representing an IFS, each element is assigned by membership and non-membership degrees, where the sum of the two degrees does not exceed 1. Accordingly, IFS representations of uncertainty is more meaningful than FS representations. Many researchers therefore pay their attention to study the IFS theory.
Measuring similarity between IFSs has been much explored for decades in both theory and application aspects. Dengfeng and Chuntian [2] gave the axiomatic definition of similarity measures between IFSs and proposed similarity measures based on high membership and low membership functions. They also paved the way for applying IFS similarity measures to pattern recognitions. Liang and Shi [10] shown some counter-intuitive cases resulting from the measures in [2] and then presented several similarity measures to overcome those cases. Mitchell [11] claimed that the rationale behind the unreasonable cases was the weakness of the definition for similarity measures. Thus, a stronger definition for grading similarity degree between IFSs, which has been widely accepted in this research area, was defined. Moreover, based on a statistical viewpoint, some measures satisfying the new definition of similarity measures were proposed. Hung and Yang [3] adopted the Hausdorff distance for developing several similarity measures. Xu [17] introduced the concepts of positive and negative ideal IFS and extended some similarity measures by assigning weights. The proposed measures were applied to solve multi-attribute decision making problems. Khatibi and Montazer [8] conducted experiments for bacterial classification using three similarity measures: one for FSs, and two for IFSs. The results evidenced that the both measures for IFSs outperformed the another one for FSs. Ye [18] proposed cosine and weighted cosine similarity measures for IFSs and applied to a small medical diagnosis problem; and after that, the measures were modified by Hwang et al. [5] so that satisfy the similarity axioms. Hwang and Yang [6] proposed a new similarity measure for IFSs induced by the Sugeno integral and embedded the measure in a robust clustering algorithm for pattern recognition. More theoretical and computational properties of similarity measures in the literature were detailed by Li et al. [9] and Papakostas et al. [12] .
Although there exist several similarity measures for IFSs, many unreasonable cases can be made by the such measures [9, 12] . In this paper, we present two similarity measures: one is a set-theoretic measure, the other combines the former measure and the concept of similarity measures on a concept lattice.
The performance evaluation of the proposed measures is twofold: assessing how much the measures are reasonable, and indicating the accuracy when the measures are applied to pattern recognition.
The remainder of the paper proceeds as follow: Section 2 roughly reviews the concepts of IFSs and similarity measures for IFSs. Section 3 presents our similarity measures and the performance evaluation is then presented in Section 4. Finally, the conclusion of the paper is given in Section 5.
Intuitionistic fuzzy sets and their similarity measures
In this section, we present some basic concepts for IFSs and their similarity measures. For the convenience of explaining, the following notations are used hereinafter:
is the class of all IFSs of X. An intuitionistic fuzzy set A in IF S(X) is defined as follows:
which is characterized by a membership function μ A and a non-membership function ν A . The two functions are defined as:
In the IFS theory, the hesitancy degree of x belonging to A is also defined by:
For any A and B in IF S(X), some widely used operations and relations are defined as the following expressions: 
Definition 1. A similarity measure S for IF S(X) is a real function such that S : IF S(X) × IF S(X) → [0, 1] and satisfies the following properties:
(P1) 0 ≤ S(A, B) ≤ 1, ∀A, B ∈ IF S(X), (P2) S(A, B) = S(B, A), ∀A, B ∈ IF S(X), (P3) S(A, B) = 1 iff A = B, ∀A, B ∈ IF S(X), (P4) If A ⊆ B ⊆ C, then S(A,
C) ≤ S(A, B) and S(A, C) ≤ S(B, C), for all A, B, and C ∈ IF S(X).

The proposed similarity measures for IFSs
In this section, our similarity measures are presented. Let A and B be two IFSs in X, where
Theorem 1. S r satisfies (P1)-(P4).
Proof. It is obvious to see that S r satisfies (P1) and (P2). 
Since, for all i, 
where
, k = A, B and
Similarly,
From Eqs. (13) and (14), it is easy to see that S r (A, C) ≤ S r (A, B) . By the same fashion, we also have S r (A, C) ≤ S ( B, C).
Next, another similarity measure for IFSs, which is developed from combining S r and a general idea of similarity measures on a concept lattice, is presented. Roughly speaking, a concept lattice of a nonempty set is a hierarchical structure ordered by a partial order 1 such that, for every two concepts in the lattice, there exit a least upper bound (supremum) and a greatest lower bound (infimum). In a particular lattice, similarity between two concepts therein is usually determined by using information of their supremum and infimum, e.g. the depth from the root to the supremum.
By treating an IFS as a lattice concept and the subset relationship defined in the expression (8) as a partial order, a lattice can be constructed. For any two IFSs, their supremum and infimum can be obtained from union and intersection, respectively. The new similarity measure is defined as follows:
where C AB = A ∪ B and S r is defined by Eq.(11).
Theorem 2. S s satisfies the properties (P1)-(P4).
Proof. It is clearly to see that S s satisfies (P1) and (P2). 
and, likewise,
S s (A, B) = S r (A, B).
Since S r satisfies (P4), S r (A, C) ≤ S r (A, B). As such, S s (A, C) ≤ S s (A, B). By the same fashion, we have S s (A, C) ≤ S s (B, C).
Performance evaluation
To evaluate the performance of the proposed similarity measures, we conduct two different experiments: Experiment-I for assessing how much the measures are reasonable, and Experiment-II for indicating the accuracy when the measures are applied to pattern recognition. 
Experiment-I
In this experiment, the six different pairs of single-element IFSs proposed by [9] were used as test data. Those artificial IFSs are shown in the first two rows of Table 2 . Each similarity measure is expected to be capable of distinguishing By using the measures in Table 1 and our measures, similarity degrees are presented starting from the third row of Table 2 . The counter-intuitive cases caused by inability of distinguishing the six test pairs are bolded, while those caused by being not satisfy the axioms of similarity are indicated by the superscript †. Consider C IF S , for illustration, it cannot differentiate between pairs 3 and 4, and it also does not satisfy properties P2 (see pair 1). The results reveal that S s completely reaches the purpose of this experiment, while S r cannot differentiate between pair 1 and pair 2. However, S r does not yield less reasonable results than the other measures.
Experiment-II
One application of similarity measures on IFSs is pattern recognition. In a machine learning view point, pattern recognition is a task to assign a predefined class label to a given input value.
In this experiment, five data sets, referred to as D1, D2, D3, D4, and D5, proposed for evaluating similarity measures in this task were collected. The Table 3 : Patterns and test instances of D1, D2, D3, D4, and D5 five data sets are shown in Table 3 ; in each of which, pattern P i for class C i and test instance T are represented in terms of IF Ss. The aim of this experiment on each data set is to assign the test instance into the class whose the pattern is relatively closest to the instance. (The correct classes for the test instances of D1, D2, D3, D4, and D5 are C 3 , C 1 , C 2 , C 2 , and C 2 , respectively.) In order to apply a similarity measure for IFSs on this experiment, a particular similarity measure Sim is used for calculating a similarity degree between P i and T . The test instance T is then labeled as a member of class C , if When the similarity measures in Table 1 were applied to these data sets, the similarity degrees are reported in Tables 4, 5 , 6, 7 , and 8. Consider a row in a table, the highest degree of similarity is bolded. A false classification is remarked by ' †', while a situation 2 of a multiclass classification is done by ‡.
As it is seen in those resulting tables, S p e , S new1 , S new2 , S IF S , and both of our measures yield correct classifications for all data sets. 
Conclusions
Even though there are several similarity measures for IFSs, most of them give unreasonable results in some cases. In this work, we then present two new similarity measures for IFSs. One is a set-theoretic measure, the other combines the former measure and the concept of similarity measures on a concept lattice. Two different experiments are conducted, Experiment-I for assessing how much the measures are reasonable, and Experiment-II for indicating the accuracy when the measures are applied to pattern recognition. The results of Experiment-I evidence that the latter of our measures does not provide any counter-intuitive result, while the former is comparable to other similarity measures. Based on the results of Experiment-II, when some benchmark datasets are used, our measures yield the satisfactory performance. Since measure-ment of similarity between objects plays an important role in several machine learning-based frameworks (e.g. those for clustering, information retrieval), we will make efforts in the future work to explore how our similarity measures can facilitate in such frameworks.
