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Abstract—In audio applications, one of the most important rep-
resentations of audio signals is the amplitude spectrogram. It is
utilized in many machine-learning-based information processing
methods including the ones using the restricted Boltzmann ma-
chines (RBM). However, the ordinary Gaussian-Bernoulli RBM
(the most popular RBM among its variations) cannot directly
handle amplitude spectra because the Gaussian distribution is a
symmetric model allowing negative values which never appear in
the amplitude. In this paper, after proposing a general gamma
Boltzmann machine, we propose a practical model called the
gamma-Bernoulli RBM that simultaneously handles both linear-
and log-amplitude spectrograms. Its conditional distribution of
the observable data is given by the gamma distribution, and thus
the proposed RBM can naturally handle the data represented
by positive numbers as the amplitude spectra. It can also treat
amplitude in the logarithmic scale which is important for audio
signals from the perceptual point of view. The advantage of the
proposed model compared to the ordinary Gaussian-Bernoulli
RBM was confirmed by PESQ and MSE in the experiment of
representing the amplitude spectrograms of speech signals.
I. INTRODUCTION
The Boltzmann machine [1] is a famous stochastic neural
network that can discover data representations, in terms of
probability distribution, without supervision. Its variant called
the restricted Boltzmann machine (RBM) [2] is of great
practical importance because RBM can be trained with less
computational effort than the other models. Owing to its
capability in discovering latent representations without labeled
data, RBM has been successfully utilized in various appli-
cations involving pattern recognition and machine learning,
including computer vision [3], collaborative filtering [4], and
even geochemical analysis [5], to name a few.
In audio applications of RBM, signals are usually modeled
based on their amplitude spectra. Since audio signals can
be well characterized by their spectral components, RBM is
trained to approximate the probability distribution of the given
data in the domain related to frequency. For example, many
studies have applied RBM to model the mel-frequency cepstral
coefficients (MFCC) [6], [7] or mel-cepstral features [8], [9]
of speech signals. Raw amplitude or STRAIGHT [10] spectra
have also been considered for extracting richer information
from the signals [11]–[13]. Moreover, some studies attempted
modeling the raw signals using RBM [14], [15]. All of these
are not easy tasks for the original RBM defined for binary
signals, and therefore the Gaussian-Bernoulli RBM [16], [17]
is usually chosen for the audio applications because it can
naturally handle real-valued data.
However, modeling of amplitude spectra by the Gaussian-
Bernoulli RBM has two issues from the viewpoint of audio
applications. First, the Gaussian distribution allows negative
values that are not consistent with the concept of amplitude.
Since amplitude spectra are calculated via absolute value, they
are always nonnegative by definition. Handling nonnegative
values with the Gaussian distribution is not straightforward,
and therefore the learned representation may contain unavoid-
able model error. Second, the human auditory system recog-
nizes sound in the logarithmic-like scale rather than the linear
scale. Based on this fact, many handcrafted audio features
as MFCC involves the logarithmic operation within their
calculation processes. Although usefulness of log-amplitude
spectra is well-known in the literature, the asymmetric nature
of the logarithmic function may make the training difficult for
symmetric models as the Gaussian distribution. Moreover, log-
amplitude of approximately sparse spectra (e.g., those of many
audio signals including speech) can cause extreme outliers
when the amplitude is around zero. These issues should be
resolved for better modeling of audio signals.
In this paper, we propose the gamma-Bernoulli RBM for
explicitly modeling linear- and log-amplitude spectrograms.
At first, a general gamma Boltzmann machine is defined by
a new energy function consisting of the usual quadratic term
and an additional log-amplitude term. Such addition enables
simultaneous consideration of the linear- and log-amplitude
spectrograms. Then, its connection is restricted to form the
gamma-Bernoulli RBM. The proposed model represents the
conditional distribution of the visible units by the gamma
distribution which naturally limits the domain of data to posi-
tive numbers. Owing to these properties, the gamma-Bernoulli
RBM should be suitable for representing amplitude spectra
and hence audio signals. By the experiment of reconstructing
amplitude spectrograms, the effectiveness of the proposed
RBM compared to the ordinary Gaussian-Bernoulli RBM was
confirmed in terms of PESQ and mean squared error (MSE).
II. BOLTZMANN MACHINES
In this section, the ordinary Boltzmann machines are briefly
reviewed for contrasting the difference between the conven-
tional and proposed models.
A. Boltzmann Machine
The Boltzmann machine [1] is an unsupervised neural
network for approximating a distribution of the given data. Let
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x ∈ X be a vector, where X is a space of the variables under
investigation (they will be clarified later). Then, a Boltzmann
machine represents its probability density function (PDF) as
p(x) =
1
Z
e−E(x), (1)
where E( · ) is the so-called energy function, and Z =∫
X e
−E(x) dx is the normalizing constant called partition
function. A type of Boltzmann machines is determined by
the definition of the energy function. In this section, the
following energy function involving the parameters U and u
is considered for explaining the conventional models:
E(x) = −1
2
xTUx− uTx, (2)
where the explicit forms of the parameters are given later.
B. Restricted Boltzmann Machine (RBM)
RBM is the most important variants of the Boltzmann
machine. The above general Boltzmann machine may not
be practical because the calculation (or even approximation)
of the integral is quite difficult, which makes its training
extremely slow for practical dimensionality. To avoid such
difficulty, RBM restricts the connection between the units so
that a fast training algorithm can be developed.
In RBM, the variables are separated into two: the visible and
hidden variables denoted by v and h, respectively. An element
of these vectors is called a unit, and their connection is defined
by the energy function. v corresponds to the data points (and
hence visible), while h represents the latent variables for
conditional hidden representation of the data. That is, a PDF
of the visible data is given by the following marginalization:
p(v) =
∫
H
p(v,h) dh =
1
Z
∫
H
e−E(v,h) dh, (3)
where Z =
∫
V×H e
−E(v,h) dvdh, and V and H are the spaces
of visible and hidden variables, respectively.
The energy function of RBM E(v,h) is restricted so that
both visible and hidden units do not have interconnections (i.e.,
RBM does not have visible-visible and hidden-hidden connec-
tions that can be introduced through the energy function by
adding vTWv and hTWh, respectively, with a square matrix
W having non-diagonal elements). Such restriction enables
fast training by sampling from the conditional distributions:
p(v|h) and p(h|v). These two conditional probabilities are
the key ingredients for characterizing the types of RBMs.
C. Bernoulli-Bernoulli RBM
The original RBM [2] was defined for binary variables, i.e.,
V and H are the sets of binary numbers: v ∈ {0, 1}I , h ∈
{0, 1}J . The energy function EB(v,h) is defined as
EB(v,h) = −vTWh− bTv − cTh, (4)
that is related to the general Boltzmann machine in Eq. (2) as
x =
[
v
h
]
, U =
[
O W
WT O
]
, u =
[
b
c
]
, (5)
where W ∈ RI×J , b ∈ RI , c ∈ RJ , O represents the all-
zero matrix with appropriate size, and the operations between
the binary and real numbers are performed by regarding the
binary symbols as real numbers.
This type of RBM is called the Bernoulli-Bernoulli RBM
because the two conditional probabilities required for its
training are the element-wise Bernoulli distributions B( · ;p):
p(v|h) = B(v; fσ[ b+ Wh ]), (6)
p(h|v) = B(h; fσ[ c+ WTv ]), (7)
where p ∈ [0, 1]I (or [0, 1]J ) is a vector representing the
probabilities of taking the value 1 for each element, and fσ[ · ]
denotes the element-wise sigmoid function.
D. Gaussian-Bernoulli RBM
The Bernoulli-Bernoulli RBM has an obvious limitation that
the visible variables must be binary. That is, it can only handle
binary data even though many of the interesting real-world
data are apparently not binary in nature. In this respect, the
Gaussian-Bernoulli RBM [16] is the most important variants
of RBM because it can naturally handle real-valued data
v ∈ RI , while the hidden variables are remained binary,
h ∈ {0, 1}J . The energy function EG(v,h) is defined as1
EG(v,h) =
1
2
vTΣ−1v − vTWh− bTv − cTh, (8)
that is related to the general Boltzmann machine in Eq. (2) as
x =
[
v
h
]
, U =
[−Σ−1 W
WT O
]
, u =
[
b
c
]
, (9)
where Σ = diag(σ2) is a diagonal matrix, σ2 ∈ RI++ is the
model parameter representing variance of the visible variables,
and diag(·) is the operator constructing the diagonal matrix
from an input vector. Its difference from that of the Bernoulli-
Bernoulli RBM in Eq. (4) is merely the first term vTΣ−1v
which represents the self-connection of the visible units. Note
that this term does not introduce interconnection of the visible
units because the matrix Σ−1 does not have any non-diagonal
element.
This model defined by Eq. (8) is called the Gaussian-
Bernoulli RBM because its conditional probabilities are
p(v|h) = N (v; Σ(b+ Wh),Σ), (10)
p(h|v) = B(h; fσ[ c+ WTv ]), (11)
where N ( · ;µ,S) is the Gaussian distribution with a mean
vector µ ∈ RI and a covariance matrix S ∈ RI×I++ . That is, the
data are handled by the Gaussian distribution, while the hidden
variables are by the Bernoulli distribution. Therefore, it can
approximate the distribution of real-valued data by learning
the parameters (Σ,W, b, c) from the given data.
1 Note that this definition is somewhat different from those defined in [16]
or [17]. We defined the energy function as in Eq. (8) because we empirically
found that this works better for our application in Section IV.
III. GAMMA BOLTZMANN MACHINE
Among Boltzmann machines, the Gaussian-Bernoulli RBM
has been a standard choice for many real-world applications
because it can handle real-valued signals. In audio applica-
tions, the amplitude spectrogram is one of the most reason-
able choices of a meaningful acoustic feature, and therefore
its generative modeling has been investigated [13], [18]–
[21]. However, as mentioned in the Introduction (3rd para-
graph), modeling of amplitude spectrograms by the Gaussian-
Bernoulli RBM has two issues: production of negative values
and ignorance of the human auditory mechanism. To circum-
vent these issues, we propose a new variant of the Boltzmann
machines named the gamma-Bernoulli RBM in this section.
A. Proposed Gamma Boltzmann Machine
Similarly to the previous section, we first define a general
Boltzmann machine without the restriction. We propose the
generative model termed gamma Boltzmann machine by defin-
ing the following energy function involving logarithmic terms:
Elog(x) = −1
2
xTUx− uTx
− 1
2
log(x)TS log(x)− sT log(x), (12)
where log(·) is the element-wise logarithmic function, x is a
positive vector (i.e., xn > 0 ∀n ), and its PDF is given by
Eq. (1): p(x) = exp(−E(x))/Z. Owing to the existence of
log(x), this model naturally enforces the variables x to be
positive. By introducing the log-related parameters S and s, it
can learn a PDF with consideration of the logarithmic scale.
B. Proposed Gamma-Bernoulli RBM
By introducing the visible and hidden units and imposing
the restriction, we can obtain RBM based on the above
gamma Boltzmann machine. Due to the logarithmic function in
Eq. (12), all variables must be positive. In our model, the data
are assumed to be positive, v ∈ RI++, and the hidden variables
are binary, h ∈ {0, 1}J . However, this assumption cannot
be accepted directly because log(h) takes −∞ whenever h
contains 0. Therefore, we consider transformation that makes
the values positive: exp(h) ∈ {1, e}J , where exp(·) for a
vector input is the element-wise exponential function. With
this modification, the energy function EΓ(v,h) is defined as
EΓ(v,h) =− vTW exp(h)− cT exp(h)
− log(v)T(Vh− 1)− dTh, (13)
that can be derived from Eq. (12) by inserting
x =
[
v
exp(h)
]
, U =
[
O W
WT O
]
, u =
[
0
c
]
, (14)
S =
[
O V
VT O
]
, s =
[−1
d
]
, (15)
where −W ∈ RI×J++ , V ∈ RI×J++ , 1 ∈ {1}I , d ∈ RJ , 0
represents the all-zero vector with appropriate size, and the
joint density function of the variables is given as in Eq. (3):
p(v,h) = exp(−E(v,h))/Z.
This proposed RBM is termed the gamma-Bernoulli RBM
because its conditional probabilities are given by
p(v|h) = G(v; Vh,−W exp(h)), (16)
p(h|v) = B(h; fσ[ (e− 1)(c+ WTv)
+ d+ VT log(v) ]), (17)
where G( · ;α,β) is the element-wise i.i.d. gamma distribution
with a shape-parameter vector α ∈ RI++ and a rate-parameter
vector β ∈ RI++, i.e., G(x;α,β) =
∏
d Gd(xd;αd, βd) with
Gd(x;α, β) = β
α
Γ(α)
xα−1e−βx, (18)
and Γ(·) is the gamma function.
The gamma distribution is a natural choice for modeling
positive data. Furthermore, some research has reported that the
gamma distribution can approximate the distribution of speech
signals better than the Gaussian distribution regardless of the
type of speech parameterization [22]–[25]. Thus, the proposed
gamma-Bernoulli RBM should be more suitable for modeling
amplitude spectra than the Gaussian-Bernoulli RBM.
C. Implementation of Gamma-Bernoulli RBM
In the proposed formulation, Vh and −W exp(h) corre-
spond to the parameters of the gamma distribution (α and β,
respectively) as in Eq. (16). Therefore, both vectors must be
positive for satisfying the definition of the gamma distribution.
To ensure positivity of V and −W without causing instability
of the training, we parameterize them as follows [17]:
W = − exp(W˜), V = exp(V˜), (19)
where W˜ ∈ RI×J , and V˜ ∈ RI×J .
Moreover, in order to avoid Vh = 0 which occurs when
h = 0, one may modify the vector s given in Eq. (15) as
s = [ (−1 + ε)T,dT ]T with a small constant ε > 0. This
addition makes the shape parameter of the gamma distribution
in Eq. (16), α = Vv + ε, always positive as required by the
definition. However, such modification is not so important for
practical applications because h = 0 rarely happens.
D. Objective Function and Parameter Optimization
Like the conventional Boltzmann machines, the objective of
the proposed RBM is to maximize the log-likelihood:
L({v(n)}n) = 1
N
∑
n
log(p(v(n))) (20)
=
1
N
∑
n
log
(∑
h(n)
p(v(n),h(n))
)
(21)
=
1
N
∑
n
log
(∑
h(n)
e−E(v
(n),h(n))
)
− logZ, (22)
where v(n) and h(n) are the nth training data and the corre-
sponding hidden variables, respectively, and
∑
h(n) represents
marginalization over all possible states of h(n).
For the optimization, the gradient of the log-likelihood
function w.r.t. the parameters θ = (W˜, V˜, c,d) is required.
Although it can be explicitly written as
∂L
∂θ
=
〈
−∂E
∂θ
〉
data
−
〈
−∂E
∂θ
〉
model
, (23)
this gradient is practically intractable owing to the second
term, where 〈·〉data and 〈·〉model represent the expectations
on data and model distributions, respectively. Therefore, as
usual in the conventional Boltzmann machines, the contrastive
divergence method [26] is applied to approximate the gradient:
∂L
∂θ
=
〈
−∂E
∂θ
〉
data
−
〈
−∂E
∂θ
〉
recon
, (24)
where 〈·〉recon is the expectation on the reconstructed data
usually obtained through the Gibbs sampling.
The negative partial gradients of the energy function in
Eq. (13) w.r.t. each parameter are obtained as follows:
−∂EΓ
∂W˜
= W ◦ (v exp(h)T), −∂EΓ
∂c
= exp(h), (25)
−∂EΓ
∂V˜
= V ◦ (log(v)hT), −∂EΓ
∂d
= h, (26)
where ◦ denotes the element-wise multiplication.
IV. EXPERIMENT
The effectiveness of the proposed model was investigated
by a speech representation experiment as follows.
A. Configuration
In the experiment, the ATR speech corpus (set B, speaker
FTK) was utilized. The speech signals of 50 sentences (SDA)
were utilized for training, while the other 53 sentences (SDJ)
were used for evaluation. Those signals originally sampled at
20 kHz were downsampled to 16 kHz for speeding up the
computation. The short-time Fourier transform (STFT) was
implemented with a 256-sample-long Hamming window and a
hop size of 64 samples. The 129-dimensional data vector v(n)
was calculated by taking the absolute value of the spectrum
of each windowed segment. After discarding silent segments,
the number of the data samples for training was 51 197.
The proposed RBM was compared with the Gaussian-
Bernoulli RBM. The training data were normalized so that
the data distribution was standardized for each RBM. For the
ordinary Gaussian-Bernoulli RBM, as usual, each dimension
was normalized so that the data were distributed with center 0
and standard deviation 1. For the proposed gamma-Bernoulli
RBM, each dimension was normalized as
x˜ = βˆx =
αx
x
, (27)
so that the gamma distribution, assumed as G(x;α, βˆ), be-
comes the standard form, G(x˜;α, 1), where x denotes the mean
of x, and βˆ is the maximum-likelihood estimation of β. In this
experiment, we considered α = 1 for the normalization.
Both RBMs were trained by the Adam optimizer [27] with
a batch size 100 and a learning rate 0.01. The number of
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Fig. 1. PESQ scores obtained by the proposed (gamma-RBM, red) and con-
ventional (Gauss-RBM, black) models constructed and trained with various
numbers of hidden units.
hidden units was set to 100, 200, 400, or 800. After training
with 100 epochs, the amplitude spectrogram of the evaluation
data were encoded and reconstructed using the trained models
by calculating the expectation of v from the expectation of
the encoded signal h obtained from the inputted data sam-
ples, i.e., reconstruction is obtained from p(v|Ep(h|v(n))[h]).
Their performances were evaluated by PESQ and MSE after
canceling the effect of normalization by the inverse operation.
B. Results
We show the experimental results in the following three
ways: scores of PESQ, an example of a reconstructed spec-
trogram, and learning curves in terms of MSE.
Firstly, PESQ scores averaged over all evaluation data are
shown in Fig. 1. After reconstructing the amplitude spectro-
grams, the corresponding signals in the time domain were
calculated by the inverse STFT using phase of the original
signals. Then, the PESQ scores were calculated using the
original signals as the references. As illustrated in the figure,
the proposed RBM (gamma-RBM) outperformed the ordinary
RBM (Gauss-RBM) for all situations. This should be because
the proposed model explicitly considers the log-amplitude
spectrogram which is more relevant to the human auditory
system. The proposed model could obtain better scores by
increasing the number of hidden units as it did not reach the
ceiling with 800 units.
Secondly, an example of the reconstructed amplitude spec-
trograms is shown in Fig. 2, where the number of hidden units
was set to 800 (H800). As can be seen from the top right
figure, the conventional model resulted in the negative values
indicated by the red points. Some reconstruction error at the
time-frequency bins having small energy can also be noticed
in the bottom right figure. In contrast, the proposed model did
not produce any negative value as expected by the definition.
Although the reconstructed spectrogram was smother as shown
in the central figure, its spectral envelope seems to be closer to
the original signal than the conventional method, which should
be the reason of the better PESQ scores.
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Fig. 2. Top and bottom rows show linear- and log-amplitude spectra. From left to right: original, reconstructions by the proposed (gamma-RBM (H800))
and by the conventional (Gauss-RBM (H800)) models. The red regions in the top row represent negative values which should not exist.
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Fig. 3. MSE curves w.r.t. the amplitude spectrograms during training of
the proposed (gamma-RBM, red) and the conventional (Gauss-RBM, black)
models. The numbers after H indicate the number of hidden units.
Finally, MSE w.r.t. linear- and log-amplitude spectrograms
per epoch are illustrated in Figs. 3 and 4, respectively. Since
the proposed RBM considers both linear- and log-amplitude
spectra, MSE was calculated in both domains as follows:
MSEamp =
1
N
N∑
n=1
∥∥v(n) − vˆ(n)∥∥2
2
, (28)
MSElog =
1
N
N∑
n=1
∥∥ log |v(n)| − log |vˆ(n)|∥∥2
2
, (29)
where v(n) and vˆ(n) denote the nth original and reconstructed
amplitude spectra, respectively, and N is the total number of
the segments. While the conventional models (black) were
slightly better than the proposed models (red) in terms of
MSEamp (Fig. 3), the proposed models outperformed the
conventional models in terms of MSElog (Fig. 4). By paying
attention to the number of hidden units, in Fig. 3, the proposed
model with 800 units (solid red) easily outperformed the
M
SE
log
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Fig. 4. MSE curves w.r.t. the log-amplitude spectrograms during training of
the proposed (gamma-RBM, red) and the conventional (Gauss-RBM, black)
models. The numbers after H indicate the number of hidden units.
conventional model with 100 units (dotted black). In contrast,
in Fig. 4, the conventional model with 800 units (solid black)
could not outperform the proposed model with 100 units
(dotted red). These results indicate that the simultaneous con-
sideration of linear- and log-amplitude spectra in the proposed
gamma-Bernoulli RBM can improve the overall performance.
V. CONCLUSIONS
In this paper, we proposed a novel RBM named gamma-
Bernoulli RBM. By modeling data via the gamma distribution,
the proposed RBM can naturally handle positive data such
as amplitude spectra. Since it optimizes the parameters by
simultaneously considering data in the linear and logarithmic
scales, the obtained model should be suitable for an application
sensitive to logarithmic quantities as well as the linear scale.
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