This paper evaluates the risk of job destructions induced by computer technology in Japan. Relying on recent methodology, we find evidence that approximatively 55% of jobs are susceptible to be carried by computer capital in the next years. We also show that there is no significant difference on the basis of gender. On the contrary, non-regular jobs (those that concern temporary and part-time workers) are more vulnerable to computer technology diffusion than the others.
Introduction
In recent years, an important dissemination of computer and communication technologies has been observed in Japan and in other industrialized countries. This diffusion in economic activities is a broad and international movement with country specific timeline. According to Murata (2010) , this process begins in Japan in the 1950s via the acquisition of a US computer by the Railway Technical Research Institute (1957) and continued through the 1960s by the introduction of second and third generation of computers.
1 These machines which were both imported and produced locally, were progressively dedicated to special purpose terminals in manufacturing, distributions and financial industries in the 1970s. During the 1980s, Japan undergone a massive development of office automation benefiting from the invention of Personal Computer (PC) and other specific programs such spreadsheets or work processors.
2 The spread of computers has continued until now and they are used every day in a large range of economic activities. In parallel, technical advance and deregulation policies have caused the emergence of networks supported by computer infrastructure. This concerns the use of the fax machine in the 1980s and above all the development of the Internet and mobile phone in the 1990s and 2000s. Networks have hugely modified the modalities of communication and reduced their costs. The actual situation is characterized by a massive access to these networks: 90% of Japanese people have an access to Internet and the ownership rate of mobile phone is equal to 120% (International Telecommunication Union, 2015) .
Another aspect of the actual technological diffusion is the massive development of robotics that can be viewed as a component of the computer revolution (Spong et al., 2012) .
3 In this field, Japan is a key country both in terms of production and use to the point that it was labelled as robot kingdom (Schodt, 1988) . Indeed, Japan has a long and fruitful history in this matter which began in the 1960s by the introduction of industrial robots dedicated to welding, assembling or painting, followed by the first mobile robots used in inspection, transport or spatial tasks in the 1980s (Kumaresan and Miyazaki, 1999) . Production and use of robots continue at a large scale and were extented through the development of micro-robots and services robots.
1 The second generation of computers is characterized by the introduction of transistors and the third by the use of integrated circuits.
2 The first PC produced in Japan was the NEC PC 8001 (1979) . 3 They argue that The key element in the above definition is the reprogrammability of robots. It is the computer brain that gives the robot its utility and adaptability. The so-called robotics revolution is, in fact, part of the larger computer revolution .
Illustrations of this trend are the actual efforts in the humanoid robotic field initiated by researchers of Waseda University who created Wabot 1 (1973) as well as other famous examples as ASIMO (Honda), Wakamaru (Mitsubishi), or Pepper (Aldebaran Robotics and Softbank). Data also show the importance of robotics diffusion in Japan. In 2013, this country has the second highest robot density in the world (323 units per 10000 workers) behind the Republic of Korea and has the most important robot density in the automotive industry with 1520 industrial robots per 10000 employees (International Federation of Robotics, 2014) .
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All these digital devices share a common theoretical and technical background based on binary logic and basic electronic components such as transistor or microprocessor.
5 Many scholars suggest that this set is not a simple group of incremental innovations but constitute a Technological Revolution or a technological-discontinuity (Brynjolfsson and McAfee, 2011) able to transform profoundly the rest of the economy and produce a new economic paradigm (Perez, 2009) . Indeed, efforts of characterization of technologies in the literature suggest that innovations or interrelated cluster of innovations are not comparable in their scale and their degree. In this perspective, ICT can be viewed as a major technological set susceptible to produce large-scale impacts. In support of this vision, the literature on General Purpose Technology (GPT) (Bresnahan and Trajtenberg, 1995; Rosenberg and Trajtenberg, 2004) supposes that the most important technologies share the feature of generality. This crucial point was anticipated by Simon (1987) which stress that the higher is the level of generality of a technology, the higher is its potential because there is a very important number of possible applications. In the case of computer technology, the degree of generality is very high because all economic activities include information processing tasks. This view is reinforced by the actual process of digitization of human activities which makes the amount of information available more and more important ( Big Data ). Furthermore, digitization is coupled with an impressive improvement of ICT capacities in information processing as well as in terms of transmission, storage and transformation of information (Nordhaus, 2007; Nagy et al., 2011; Koomey et al., 2010) . Thus, it supposes that the field of application of computer technology is growing, a characteristic that could have notable effects on many economic matters. Among the possible consequences of ICT adoption, an important aspect is its potential destabilising impact on employment. Indeed, labour activities do not escape this trend of digitization: in production activities, there are many tasks consisting of manipulation of information but also that some other tasks can be modeled as information flows. For example, accounting calculations is a task which consists of transferring, stocking and transforming information. On the other hand, some physical activities such as assembly, construction, transport can also be represented as information. Material elements, the space in which they are situated, and movements can be defined as mathematical objects. From this perspective, these tasks are susceptible of being carried out by robots within computer programs representing physical objects, environment and motions in information way. With this in mind, it could be expected that a large number of tasks in a wide variety of fields could be given over to computers now and in the near future. This perspective constitutes a biggest challenge for modern economies. Acknowledging the importance of this topic, our aim in this paper is to investigate the impact of ICT on job destructions in Japan.
The perspective from which a growing share of tasks will be performed by computer capital has strong implications for several Japanese specific economic questions especially those pertaining to the labor market. Among these issues, we can mention the ageing process sustained by gains in longevity, while life expectancy is already one the highest in the world, and low immigration flows. Even if this process concerns several countries in Europe (Germany, France) or in Asia (Korea, China), it is important to stress that Japan has the most rapidly aging population in the world (IMF, 2013) . On the supply side of the labor market, significant consequences of this evolution are the massive reduction of the overall labor-force, or a dependency ratio reduction in the coming years and decades. A possible response face to this scenario is to call to the technological solution. Growth of ICT capital stock could contribute to maintain the level of production and to help in the care of elderly people. On the demand side, we note that the Japanese labor market has experienced the introduction of more flexibility from the 1980s. This situation originates in the labor law reform in a context of assetinflated bubble economy collapse (Asao, 2011) . The system characterized by job rigidity and wage flexibility (shūshinkoyō) has progressively left space for a growing number of non-regular jobs which represent roughly twenty millions people (Statistics Bureau, 2015) . It is important to underline that if computer technology will replace workforce, it could do it differently according to the type of employment. Indeed, it is possible that computer technology destroys more easily non-regular employment either because dismissals are facilitated by legal disposition or because computer technology realizes rather tasks typically carried by non-regular workers. Inversely, if computer and communication tools threaten regular jobs, we can expect that the share of non-regular workers in overall active population increases significantly, thus profoundly affecting the structure of Japanese workforce. We also note that the computer revolution could have notable effects on other questions such as the participation of women in the workplace or could significantly modify the return to education .
Turning to methodological issues, in order to assess the potential risk for Japanese workers associated with the diffusion of computer technology, we use Career matrix data from the Japan Institute for Labour Policy and Training (JILPT) and we build a training sample containing occupations without doubt automatable and other occupations that could be considered as nonautomatable. With this sample, we estimate a model explaining the probability of computerisation by the differential dotation in non-automatable skills. Estimation is achieved by using the Random Forest algorithm, which builds several uncorrelated decision trees from bootstrap samples from the training set and averages the results to obtain the final estimation. Then, by using our estimates and data from the Population Census (2010), we evaluate the number of jobs threatened by technology and we study the distribution of the probabilities by gender and type of employment. Our results suggest that a large share of jobs could be performed by computer system in the coming years. More precisely, according to our estimates, one half of Japanese jobs are susceptible to be destroyed by computer technology. However, this global result masks differential effects according to the kind of workers since non-regular workers seem to be more exposed. On the contrary, we don't find results differentiated by gender. The rest of this paper is organized as follows. Section 2 briefly reviews the literature. Section 3 presents the methodology. Section 4 presents the results and section 5 concludes.
Literature review: employment and computer
A vast literature exists on the link between technology and employment, dating at least from classical economists such as Ricardo (1821) or Marx (1867) . In this field, a recurrent question concerns the capacity of technology to re-place workers in economic activities. The possibility of the realization of this capital/labor substitution may be interpreted from the economic perspective by the following alternative: compensation theory or technological unemployment (Keynes, 1930) . The first approach refers to the fact that there are compensation mechanisms that are triggered by technical change itself and which can counterbalance the initial labor saving impact of process innovation (Vivarelli, 2011). 6 In this perspective, technology is not a serious threat to employment level but it could produce a qualitative shift in jobs. Under technological pressure, some tasks are no longer carried out by workers whilst other appear because of new activities. The second view is more pessimistic because it supposes that even if there are some compensation mechanisms, a part of the workforce replaced by technology doesn't find new jobs and contributes to technological unemployment . In this perspective, there is an inequality between the number of jobs destroyed and the number of jobs created.
Recently, this recurrent question has been raised again due to the diffusion of IT which seems capable of performing an ever-increasing share of tasks traditionally carried out by workers. In the recent literature, a major theoretical and empirical contribution in the understanding of the relationship between computer technology and the evolution of the distribution of occupations was made by Autor et al. (2003) . They have developed an equilibrium model ( task model ) in which producers use two types of inputs: routine and non-routine labors.
7 They suppose that the first kind of labor input is perfectly substitutable by computer capital while the second constitutes a complement. The driving force of the model is the fall in prices of computer capital which produces differential evolution of each type of labor. Autor et al. (2003) provide econometrical evidences to support their model. A very similar study was written by Maurin and Thesmar (2004) who bring empirical arguments in favor of this hypothesis in France. Goos and Manning (2007) have extended this approach by showing that the non-routine tasks are mainly located in the top and the low level of wage distribution which can explain the polarization of the labor market observed in the UK. Many other works confirm the task-based polarization hypothesis for several economies such as Goos et al. (2009) or Autor and Dorn (2013) .
With regard to the Japanese economy, Ikenaga (2009) uses the same frame-6 Vivarelli (2011) identify six types of compensation mechanisms. 7 Each input is an aggregate. Routine tasks are composed of routine cognitive tasks and routine manual tasks. Non-routine tasks can be non-routine analytic tasks, non-routine interactive tasks or non-routine manual tasks.
work as Autor et al. (2003) and shows that since the 1990s, labor input of knowledge-intensive non-routine analytic tasks and low-skill non-routine manual tasks is growing, whereas, at the same time labor input of routine manual tasks has declined. In addition, Ikenaga identifies a complementary relationship between ICT capital and workers who carry out non-routine analytic tasks and a substitution trend with workers engaged in routine tasks. Ikenaga and Kambayashi (2010) also pay interest to the evolution of the input share of each type of tasks on the basis of a specific measure of task intensity in each occupation. Their analysis suggests that there is a longterm increase in non-routine task input and a long-term decrease in routine tasks between 1960 until 2005. In addition, they found a positive correlation between the average wage in an occupation and the routine cognitive task input, and a negative correlation with routine manual task input.
Recently, Frey and Osborne (2013) have renewed the analysis of the exposure of workers faced with recent technological diffusion. A starting point of their approach is that the identification between non-routine tasks and low susceptibility to automation is called into question by the improvements of computer tools in the fields of machine learning and mobile robots. Indeed, non-routine tasks can also be carried out by computer capital. A famous example is the autonomous driverless cars, now in development (but operational), and nonetheless considered as a good example of non-automatable tasks by Autor et al. (2003) (cited by Brynjolfsson and McAfee (2011) ). On the basis of expert opinions and relying on the computer science literature, Frey and Osborne (2013) go beyond the distinction routine tasks/non-routine tasks and propose that computerisation 8 has strong limitations in perception and manipulation tasks, creative intelligence tasks, and social intelligence tasks. By using O*NET and SOC databases (from the US department of labor), the authors, helped by a panel of computer scientists, consider 70 occupations which are without doubt automatable or not in the next years. For example they consider that the cashier occupation is automatable, while childcare worker occupation is non-automatable. Then, they construct a probabilistic classification model with this training sample. The dependent variable is the probability of computerisation and the explicative variables are nine variables that representing the three bottlenecks . They use this estimated model to predict the probabilities of automatization of the 702 occupations of their database. Then, they evaluate the number and the distribution of jobs by sector now threatened by computer capital. Their results suggest that 47 percent of total US employment is at risk (by considering a threshold of probability equal to 0.7).
In the present paper, we aim at implementing a similar analysis about Japanese labor market by assessing the share of jobs which could be threatened by computer technology over the next few years. This approach is justified by the fact that the results obtained by Frey and Osborne (2013) for the United States are not fully transposable to the case of the Japanese labor market. Indeed, there are some differences in industry and occupational structures between these two countries. Industries have not the same weight in each economy and occupations are partially different (follows that US and Japanese classificatiosn are not the same). We note, for instance, the existence of Japanese specific occupations such as kimono dressing instructor, sushi chef, pachinko employee, Juku teacher, administrative scrivener and some differences in occupations which have not the same valuations of skills (Ikenaga and Kambayashi, 2010) . On the other hand, Japan is a country where the technological issue is particularly interesting. Even if the spread of computer devices is an international dynamic, there are country specific characteristics. As discussed above, Japan has a high level of technology diffusion and it is a major producer of innovations. If computer technology has a significant impact on the structure or on the level of employment, we can expect that it will be particularly important in this country, in particular due to the development and the dissemination of robots.
Methodology

Data
The first step of our analysis is to constitute a training sample with which we build our prediction model. The purpose is to select occupations, which can be undoubtedly, in the current state, performed or not by computer capital. We also need some information about the levels of skills required to perform each occupation.
For that purpose, we use data from Career matrix, a database created by the JILPT containing 499 occupations based on the Classification of Oc-cupations for Employment Services (ESCO). It contains 35 variables that describe the level of different skills necessary for each occupation. These values are defined on the basis of surveys and range between 0 and 5, 0 being the lowest value and 5 the maximum value. Firstly, we select 61 occupations similar or very close to Frey and Osborne (2013) selection (which is itself based on computer science expert opinions). In order to expand our sample and ensure robust estimation, we add other automatable occupations identified on an empirical basis. This means that they are now subject to automation process or that a technology in an advanced development stage is susceptible to replace workers in these occupations. For example, we include in this sample the occupation Train Driver because there are already automatic trains in running in Japan. Finally, the training sample considered in this study contains 69 occupations representing roughly 14% of those of Career Matrix (tables 3, 4).
The second step in the constitution of our training sample is to select explanatory variables that determine the probability of automation. The baseline model supposes there are three limitations to automation: perception and manipulation tasks, creative intelligence tasks, and social intelligence tasks. Unfortunately, Career matrix doesn't contain variables for representing perception and manipulation tasks and creative intelligence tasks. In order to overcome this problem, we create appropriate dummy variables for the two categories without data. Precisely, we define a dummy variable manual dexterity to reflect perception and manipulation tasks and two other to represent creative intelligence tasks: Fine Arts and Originality . We prefer to create dummies and only three variables to reduce the risk to assign subjectively values between 0 and 5 for the other variables. For example, the occupation of surgeon takes a value of 1 to signify that it requires high level of manual dexterity, while the occupation of lawyer takes a value of 0 to signify the inverse. We consider that this approach is a convenient tradeoff between the accounting of important variables and the risk of subjective assignation. To represent social intelligence tasks, we select, in Career Matrix, the following five variables:
Coordination , Persuasion , Negotiation , Instructing and Service orientation . Lastly, by examining variables contained in Career Matrix, we select another variable that seems impossible for the moment to automatize: Judgment and decision making . We call this task: Appreciation tasks. We present all data in table 5.
Random Forest
We aim to compute the probability of automation of occupations on the basis of the different dotations in non-computerisable tasks inputs by using the methodology of Frey and Osborne (2013) : (i) considering a training sample of occupations which could be considered as clearly automatable or not, (ii) we build a model with this subsample, (iii) and we finally predict the probability of automation of all occupations. In this perspective, we have constituted a training sample as described in section 3-1. For the estimation, we rely on the Random Forest (RF) algorithm 9 , a very useful method from machine learning framework.
The use of RF instead of a standard method requires explanation. In these kind of situation, when we consider a binary dependent variable, it is usual in applied economics to use logistic regression. However, in this case, for technical reasons, this seems impossible. Indeed, as suggested by Peduzzi et al. (1996) , it is necessary to have at least 10 Events Per explanatory Variables (EPV) in order to perform logistic regression. Below this threshold, there are important risks of non-convergence, loss in terms of accuracy, or no normality of regression coefficients. In our case, we have 69 observations in the learning sample including 33 events (i.e. when the probability of automation is equal to one) and 10 explanatory variables (EPV = 3.3). Another potential difficulty is the correlation between several explanatory variables. For example, the persuasion and negotiation variables are highly correlated (r=0.8). In front of these problems, it seems difficult to expand the size of the learning sample or to remove some variables just on a subjective basis.
Initially, for simplicity and to circumvent these technical problems, we have been interested in using regression trees 10 , specifically CART algorithm (Breiman et al., 1984) , a simple nonparametric method consisting in splitting the subspace of predictors in different regions and model the response of the dependent variable as a constant in each region.
11 The main advantages of this approach are that no assumption on the functional form to linking the variables is required (that allows taking into account non-linearity), it produces easily readable results and it can avoid the multicolinearity problem between the variables in Career Matrix.
However, regression trees, although being a very compelling method, suffer from a major drawback: instability (Breiman, 1996) . If there is a small modification of the dataset, results will be altered substantially, constituting a key issue in terms of results'robustness. To overcome this major drawback, we rely here on another approach. Specifically, in order to stabilize trees and improve the accuracy of estimation, various methods have been developed, such as bagging 12 (Breiman, 1996) and Random Forest (Breiman, 2001) . We use the latter approach because this is a simple method that has interesting theoretical properties.
RF has three main components: tree 1 , randomization 2 and bagging 3 . The first step is to consider a bootstrap sample b of the training data (one third of the sample is left out) and construct a tree 1 . The difference with CART is that at each node p, we select randomly several variables for each node 2 and we split the node in two child nodes, by considering the variable k and the split point s, that produce the best binary partition in terms of minimization of the residual sum of squares. Formally, the aim is to minimize the sum of squared errors from the two regions (R1 and R2):
The best response in each m region (ĉ m ) is equal to the average value of the dependent variable. Since it is a regression tree, it is recommended that the number of k randomly selected variables is equal to the following floor function K 3 (Hastie et al., 2009) where K denotes the number of explanatory variables. The third step is to repeat this procedure on B bootstrap samples 3 and average the results of prediction to obtain the final estimation. It is important to stress that unlike CART, there is not pruning of the estimated tree.
13 At each step, the tree is constructed until it reaches its maximum size defined in advance. This procedure is summarized in figure 1. RF has several advantages, in addition to those generally associated with CART. First, using this method, we lose the possibility to summarize the estimation in a simple tree because with each bootstrap sample we estimate a new tree, but we eliminate the main problem of the instability of the results. Second, RF benefits from the randomization process because it allows to construct de-correlated trees which in turn lead to reduce the variance of the estimated model. Third, RF is a powerful method which performs 12 Bagging refers to Bootstrap AGGregatING . 13 In CART, Weakest Link Pruning is used. 14 . Lastly, RF permits also to compute a value which provides information on the importance of the variables in the estimation by using the Mean Decrease in Accuracy(MDA) criteria. For that purpose, we consider the Out-Of-Bag (OBB) sample, ie data that are not used for constructing the b tree, and proceed as follows:
• Compute the error of a b tree on its OBB sample.
• Permute randomly the value of the variable k from the training sample and compute new OBB error.
• Average all the OBB errors to obtain the MDA (the value is normalized by standard deviation).
The underlying idea of this algorithm is to detect if the permutation involves a decrease in the accuracy of the model. If a variable is not important the decrease will be weak while it will be significant if a variable is important.
Results
General results: classification of occupations
Before commenting and studying the probabilities of computerisation and their economic implications, it is necessary to evaluate the accuracy of our model. A simple approach is to check how many predictions of the adjusted model are correct by looking at the confusion matrix (not reported here). If we consider a standard threshold of 0.5 for assigning a class to each occupation, the estimated model achieves accurate prediction in approximately
14 See examples in Verikas et al. (2011) .
88% of cases.
A more efficient measure of accuracy in classification problems is the Area Under Curve (AUC) that corresponds to the evaluation of the area situated under the Receiving Operating Curve (ROC). This tool enables to situate the quality of a classifier over two references, a perfect and a random classifier which have respectively an AUC value of 1 and 0.5. The model considered in our analysis has a value of AUC equal to 0.955, suggesting that it has a very good level of performance that allows us to have a relative confidence in the probabilities computed.
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Application of the RF algorithm permits to obtain a probability of automation for all occupations considered (see tables 7 to 21 in appendix). Given that there are 499 occupations, we cannot comment precisely all the results, but we could give an overview of the findings by selecting the top ten, bottom ten and some intermediate occupations (table 1) . As shown, in the top 10 occupations, there are only occupations that require high level of creativity, manual dexterity or social intelligence. This is reflected in the variable importance measure that highlights the significant weight of the variables originality and manual dexterity , instructing and negotiation in the estimation (table 6 in appendix). Logically, occupations in the bottom ten are poorly endowed in non computerisable skills. A part of results is plausible with, for example, the probable disappearance of mail deliverer or cashier occupations. On the contrary, some occupations such as model or truck driver is difficult to appear as risky because no replacement process has now began.
Detailed results
Beyond the results by occupation, it is very interesting to draw lessons at different economic levels. Our aim is to study the number, the distribution and the properties of the jobs which could be destroyed by computer devices in the next years. The drawback is that Career matrix contains data on skills by occupation but no information on the number and the characteristics of workers who perform each occupation. To alleviate this problem, we rely on the data of the last population census (2010) that provides detailed information on the number, the type of employment and the gender of people which perform each job. Our strategy is to construct a new data set combining interesting information from these two sources. Since Population Census considers only 232 occupations, we include all Career Matrix occupations in population cen-15 Note that Frey and Osborne (2013) model has AUC equal to 0.894. 16 Finally, our new dataset contains 88% of employed population. By predicting probabilities of automation with this new sample, we get (i) the total number of jobs which are threatened by actual technological advance, and (ii) a detailed view by type of employment and by gender.
Frey and Osborne (2013) present their results by decomposing the total of jobs in three categories: high, middle and low risk of automation. These groups are delimited by two thresholds equal to 0.7 and 0.3 and serve as the basis for the determination of the number of jobs currently threatened by computer technology (they evaluate that 47% of US employment is at risk). If we consider the same thresholds, our results suggest that approximatively 55% of employment in Japan has a highly susceptibility to be replaced by technological equipment, namely 8 points higher than in the US (see table 2). Our predictions also state that roughly 25% of jobs are in the intermediate category and 19% can be considered as non-automatable in the next years. These estimates are consistent with the US results but the share of at risk jobs is higher. The difference of the estimated share of automatable occupations can be explained by several factors. Firstly, it is a possible that this result comes from methodological issues. Indeed, the aggregation procedure for combining Career Matrix and data from population census could lead to loss of information causing an underestimation of the number of jobs susceptible to be computerised. For example, some Population census categories contain a large number of workers such as Other general clerical workers or Comprehensive clerical workers . If we had data at a more detailed level, it would have been possible that a share of occupations in- cluded in this group could be considered as non-computerisable which may lower the share of employment threatened. A second type of explanation is linked to the specificities of the Japanese labor market, such as the presence of differences in skills for some occupations and differences in occupational structures. Lastly, we can notice, dealing also with US data, the estimations by Pajarinen and Rouvinen (2014) give a value of 49.2% thus reducing the difference observed between the two coutries.
Beyond the determination of the share of jobs threatened by computer technology, we can also draw lessons at a more detailed level (table 2, figure 2). As shown, the vulnerability face to technological pressure is roughly similar between men and women since their respective curves are both quite close to the total curve. However, we identify a significant difference according to the type of employment. Indeed, we find evidence that the type of employment determines the exposure to ICT capital. The non-regular jobs (temporary and part-time employment) appear to be more vulnerable to computer technology at any level of probability (figure 2). This situation concerns part-time workers and is even more pronounced for temporary workers.
Comments
Althought this study has some methodological limitations mainly related to the lack of some variables and to the aggregation procedure 17 , we can draw several interesting conclusions. Our findings suggest that the diffusion of computer technology will have an important effect on employment in the next years and decades. This is caused by the fact that a growing number of economic tasks could be technically and economically performed by computer devices (they become feasible at admissible costs). From this point of view, it is expected that some occupations and jobs in Japan (and in other industrialized countries) will disappear in short or medium term. Although, the assessment of the exact share of jobs concerned is difficult to evaluate, our analysis shows that this share is around one half of the total employment. These estimates are based on a technological background, and the effective realization of these predictions will finally depend on many factors technological, economic and cultural factors. A first determinant is the technological advance in terms of capacities, quality and cost offered by the future technology which will create the opportunities of investment for producers. This is indeed on this technological basis and its cost that their choices will be made. Furthermore, an important element will be the institutional and social response face to this technological wave. In this respect, the attitude of public authorities will play a key-role by promoting or not the technological diffusion. The observation of the part and recent situation suggest that they will act in favor of development and adoption of ICT. Indeed, historically, the Japanese government has supported the development of computer and robotic technologies since its beginning through the Ministry of Internal Affairs and Communication (MIC), the Ministry of Economy, Trade, and Industry (METI) or The New Energy and Industrial Technology Organization (NEDO) and continues to promote actively innovation in these fields (Kitano, 2005; Lechevalier et al., 2010; Murata, 2010) . One example of this continuity is the call, in May 2015, for a robot revolution by the Prime Minister Abe. These efforts are also made by firms and universities and likely to be continued due to ageing and because ICT constitute a challenge for competitiveness in a context of regional competition with China and the Republic of Korea.
On the other hand, the availability of a technology is obviously not a sufficient condition for its adoption. It is important to emphasize that a crucial determinant of the future automation is the social acceptation of technology by producers and consumers. For instance, it must be noted that a large share of jobs which could be probably automated in the future will be through robots with an important share of humanoid robots. We further observe that there are already experimentations with the introduction of these machines in shops such as Pepper robot in Omotesando Softbank shop or the Toshiba robot (Chihira Aico) in Mitsukoshi department store. A key determinant of this kind of computerisation will be the public reception. Some scholars suggest that Japanese people are more willing to accept these new technologies than western people that might encourage automation. For example, Kaplan (2004) 18 suggests that this better acceptance is due to the fact that from a western point of view, there is a clear distinction between the natural and the artificial which generates a feeling of strangeness or aversion about this kind of robot. Conversly, in the Japanese culture, there is not such distinction but rather a representation which emphasises a network of beings. This type of analysis suggests that Japanese producers and consumers may display a more positive attitude about robots, and more broadly, toward information technologies that may foster job destructions.
Another very important clarification to do about these results is that these possible destructions of jobs are not equal to future unemployment. Indeed, as pointed in section 2, the development of new technologies also supports the creation of jobs by several compensation mechanisms. Existence or importance of technological unemployment will depend on the extent of these unpredictable dynamics. One possibility is that this technological diffusion produces no unemployment, but a deep restructuring of the production apparatus. Another positive point is specific to the Japanese situation and is linked to the decline in the population and its consequence in terms of reduction of labor participation. This dynamics might offset the potential negative impact of computer technology because it is possible that computer capital will replace the individuals who enter retirement instead of the available workers. The convergence of these two phenomena might create a historical opportunity susceptible to avoid the risk of technological unemployment. On the contrary, a more pessimistic view could be supported by the fact that ICT tools seem able to perform a very large kind of tasks. The range of application seems to be unprecedented and it appears that technological limits are continually broken the barriers to capital labor/substitution. This advance could cause serious problems by putting forward a clear risk of technological unemployment in the short run during a transition period, but also in the long run if the compensation mechanisms are insufficient.
Conclusion
The aim of this paper is to assess the number of jobs which could be replaced by computer technology in Japan in the near future. Relying on a recent methodology, our findings suggest that 55% of actual jobs in Japan could be destroyed by computer technology diffusion and that non regular workers are more subject to this risk. The decline in the working population, the support in ICT development by public authorities, firms and universities, and the possible positive attitude about technology by Japanese people, suggest that this capital/labor substitution process could play a key role in Japan.
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