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Here µ and ν are Cartesian components and repeated subscripts are summed.
Kinetic Theory of a Spin-1/2 Bose-Condensed Gas
T. Nikuni
Department of Physics, Faculty of Science, Tokyo University of Science,
1-3 Kagurazaka, Shinjuku-ku, Tokyo 162-8601, Japan.
J. E. Williams
Electron and Optical Physics Division, National Institute of Standards and Technology, Gaithersburg, Maryland 20899-8410
We derive a kinetic theory for a spin-1/2 Bose-condensed gas of two-level atoms at finite tem-
peratures. The condensate dynamics is described by a generalized Gross-Pitaevskii equation for
the two-component spinor order parameter, which includes the interaction with the uncondensed
fraction. The noncondensate atoms are described by a quantum kinetic equation, which is a gen-
eralization of the spin kinetic equation for spin-polarized quantum gases to include couplings to
the condensate degree of freedom. The kinetic equation is used to derive hydrodynamic equations
for the noncondensate spin density. The condensate and noncondensate spins are coupled directly
through the exchange mean field. Collisions between the condensate and noncondensate atoms give
rise to an additional contribution to the spin diffusion relaxation rate. In addition, they give rise
to mutual relaxation of the condensate and noncondensate due to lack of local equilibrium between
the two components.
I. INTRODUCTION
In this paper we present a kinetic theory for a trapped spin-1/2 Bose-condensed gas describing nonequilibrium
collective dynamics of the density and spin at finite temperatures. Our work has many points of contact with several
strands of research conducted over the past few decades. In a way, this article provides a conceptual bridge between
the very active field of Bose-Einstein condensation (BEC) in dilute gases and earlier work done on spin-polarized gases
in the 1980’s [1, 2, 3, 4, 5, 6], in which the field of ultracold gases has its roots. It is interesting that, while cooling down
to BEC was a central goal of the spin-polarized hydrogen work, spin waves in a nondegenerate gas became a major
topic for both experiment [7, 8, 9, 10, 11] and theory [13, 14, 15, 16, 17, 18, 19, 20]. After BEC was eventually observed
in 1995 in the alkali atoms [21, 22, 23], however, the physics of spin waves in the new breed of experiments had been
largely overlooked—until very recently, when spin waves were observed at JILA [24, 25, 26, 27, 28, 29, 30, 31, 32].
So an obvious direction for theory is to extend the earlier kinetic theories that were developed for a dilute spin-1/2
gas above Tc [13, 14, 15, 16, 17, 18, 19, 20] into the Bose-condensed regime, which is the main thrust of our paper.
Alternatively, our work can be viewed as an extension of the recent work on finite temperature kinetic theory for
a single-component Bose-condensed gas [33, 34, 35, 36] to now take into account the spin degree of freedom of the
atoms.
Before placing our work in a broader context, it is useful to first clarify the type of system we have in mind for our
kinetic theory. Experiments at JILA [24, 28, 37, 38, 39, 40, 41, 42] have explored various properties of a dilute Bose
gas of two-level atoms confined in a magnetic trap at finite temperatures. Using a two-photon coupling field, 87Rb
atoms can be prepared in a superposition of the two hyperfine states (F = 1,MF = −1) and (2, 1). This two-level
atom can be treated as a spin-1/2 system. These states are particularly nice to work with because they have nearly
the same magnetic moment, and thus experience the same trapping potential (to first order in the magnetic field
gradient). In 87Rb, spin-exchange losses in the magnetic trap are reduced by more than a factor of 1000 compared
to other alkalis due to a fortuitous near-degeneracy of the singlet and triplet scattering phase shifts [43, 44, 45, 46].
Ramsey fringe spectroscopy of the hyperfine splitting shows that the internal coherence–or transverse spin–can be
preserved throughout the gas for over a second, which is much longer than the collisional relaxation time [41, 47].
In this scenario, the transverse spin polarization can be treated approximately as a conserved quantity, although for
long enough times the spins will dephase due to inhomogeneities. These properties make this system ideal to study
as a model spin-1/2 Bose gas.
A. Pre-BEC work on spin waves
Collective spin behavior is a well known property of metals with ferromagnetic or antiferromagnetic ordering [48].
The idea that spin waves could also propagate in a paramagnetic system, such as 3He or a normal metal, was first
pursued in 1957 by Silin [49, 50], who generalized the Landau Fermi liquid theory to treat the effect of an external
magnetic field. By including the off-diagonal magnetization terms in the single-particle distribution function, Silin
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field. The first experimental verification of spin waves in a paramagnetic system was reported by Schultz and Dunifer
in 1967 by measuring the electron spin resonance spectrum of thin metallic slabs [51, 52]. Shortly thereafter, Leggett
and Rice predicted that, as a consequence of the collective spin behavior, the spin diffusion coefficient should have
a peak as a function of temperature, which could be measured using an NMR spin echo technique [53, 54]. This
so-called “Leggett-Rice effect” was then verified in 1972 by Corruccini et al. [55] in 3He-4He mixtures and normal
liquid 3He. A more direct observation of spin waves in liquid 3He came much later when the frequency spectrum of
standing spin wave modes was measured by Masuhara et al. in 1984 [56, 57].
All of this work dealt with dense Fermi liquids, so it came somewhat as a surprise when two independent predictions
appeared in 1982 by Bashkin [13] and Lhuillier and Laloe¨ [14, 15] that transverse spin waves can also propagate in
dilute nondegenerate Bose and Fermi gases. A few years earlier, dilute atomic hydrogen gas had been stabilized
against molecular recombination at a few hundred degrees millikelvin by polarizing the electronic spin in a high
magnetic field [58, 59, 60], which provided a perfect testing ground for these predictions. In order for a dilute gas
to exhibit collective spin behavior, the temperature has to be low enough that the thermal deBroglie wavelength λth
is larger than the effective range of interaction r0, i.e., λth > r0. If this condition is satisfied, then identical-particle
symmetrization of the scattering wavefunction for two colliding atoms is required and this gives rise to the quantum
exchange interaction needed for collective spin behavior. The dilute hydrogen gas certainly satisfied this criterion,
but yet was still far from the quantum degenerate regime since n1/3λth ≪ 1, which means that quantum statistics do
not play a role in thermodynamic properties. To help dispel this paradox, Lhuillier and Laloe¨ offered the following
picture, which emerged from their microscopic treatment [14, 15]: When two colliding atoms scatter off each other,
their individual spins precess about their net spin due to identical-particle symmetrization, even if the interaction has
no explicit spin dependence. The cumulative effect of these spin rotations in successive collisions throughout the gas
is a collective oscillation of the transverse spin density. This “identical spin rotation effect” manifests itself in the
kinetic theory as a nonlinear mean field term proportional to the local spin density ~S(r, t), which exerts a torque on
the spin current ~J(r, t). The sign of this term for a Fermi gas is opposite to that of a Bose gas.
The first experimental verification of collective spin oscillations in a dilute gas came in 1984 by Johnson et al., who
measured the spin wave resonances in the NMR spectrum of dilute spin polarized hydrogen gas in the hydrodynamic
regime [7, 16]. Later on this work was extended by Bigelow et al. to study the system in the low-density collisionless
regime [11]. Shortly after the first hydrogen experiment, similar studies were done by Nacher et al. with dilute spin
polarized 3He gas [8, 10] and by Gully and Mullin [9] with a solution of 3He in 4He, which can be described as a dilute
nondegenerate gas of quasiparticles.
Later work on collective spin effects in paramagnetic systems focused on understanding the effects of quantum
degeneracy. In 1988, Jeon and Mullin [12, 18, 20] and, independently, Ruckenstein and Le´vy [19], used the Kadanoff-
Baym nonequilibrium Green’s function approach [61] to obtain the kinetic equations describing quantum-degenerate
(but nonsuperfluid) spin-1/2 Bose and Fermi gases. The focus of these studies was to confirm with a more rigorous
theory an earlier prediction made by Meyerovich in 1985 [17] that in a degenerate Fermi system the spin-diffusion
relaxation time τ⊥ for transverse spin waves should differ from the longitudinal relaxation time τ‖. Jeon and Mullin
showed that, while the longitudinal relaxation time exhibits the expected divergent behavior τ‖ ∼ 1/T 2, the transverse
relaxation time saturates to a finite value as T → 0. In addition to depending on temperature, this anisotropy also
depends on the degree of polarization (which is why the earlier theories of Silin [49, 50] and Leggett [53, 54] overlooked
it, since they both take the limit of zero polarization in equilibrium). Experimental evidence supporting this prediction
appeared in the mid 1990’s from Wei et al. [62] and Ager et al. [63], who used NMR spin echo techniques to measure
the spin-diffusion coefficients in spin polarized 3He. Very recently, however, similar experiments were conducted by
Vermeulen and Roni [64] at a much higher polarization and they find no evidence for polarization induced spin wave
damping [65]. It is clear that further experiments at higher polarizations and lower temperatures could give more
definitive results. Two-component degenerate Fermi gases of alkali atoms, which are being actively studied by several
different groups [93], could play a deciding role in answering this question, since polarizations of 100% are possible in
those systems.
The effects of degeneracy in a spin-1/2 Bose gas were not explored in great detail before BEC was achieved in
1995, since experiments had not operated in this regime before that time. Sparked by the paper in 1976 by Stwalley
and Nosanow [58] that made a strong case for BEC in spin-polarized hydrogen, a number of theory papers appeared
over the following several years on BEC in a dilute spin-1/2 gas (see for example, Ho [66] and references therein),
emphasizing that the internal degrees of freedom made the system potentially much richer than superfluid 4He, and
would have a closer resemblance to superfluid 3He in terms of its superfluid dynamics [66] and symmetry breaking
properties[67]. The theory of spin waves in a Bose-condensed spin-1/2 gas, however, was not pursued, despite the
fact that predictions for a classical gas by Bashkin [13] and Lhuillier and Laloe¨ [14, 15] appeared around that time in
the early 1980’s. Steps were certainly taken in this direction when Jeon and Mullin [12, 18, 20] and Ruckenstein and
Le´vy [19] extended the kinetic theory to lower temperatures where quantum statistics play a role [68], but spin waves
3in the Bose-condensed regime were so far never treated.
B. Post-BEC work on spin waves
After BEC was achieved in 1995 with magnetically trapped alkali atoms, there was no immediate attempt to
investigate spin waves in the Bose-condensed regime. In general, it is very difficult to maintain a spinor gas in
a magnetic trap, thus the main focus of research was on single-component condensation, in which only a single
hyperfine state is occupied. Unlike in the earlier hydrogen experiments, the alkali atoms are typically placed in a very
weak magnetic field (around a millitesla), and so the total hyperfine spin governs the magnetic confining potential.
There are only three low-field seeking states in 87Rb, 23Na, and 7Li: (F = 2,MF = 2), (2, 1), and (1,−1), which can
be magnetically trapped. Conventional wisdom is that having a true spinor system in a magnetic trap is precluded by
spin-exchange collisions, which transfer atoms to untrapped hyperfine states. Typical loss rates due to this density-
dependent process are on the order of 10−11cm3/s for the alkali atoms, which can limit the lifetime of multicomponent
gases to less than a millisecond. One way to circumvent this problem is to load the atoms into an all-optical trap, as
first done at MIT in 1998 with 23Na atoms prepared in the F = 1 hyperfine multiplet [69, 70], which are simultaneously
trapped in the same confining optical potential. In this spin-1 system, spin-exchange collisions play a beneficial role by
allowing the relative populations between the spin states to equilibrate in order to reach the thermodynamic ground
state.
To have a spin-1/2 Bose gas, we need two hyperfine states of atoms in a gas. In Appendix A, we elaborate on
several two-level systems at our disposal in dilute atomic gases. As mentioned above, it turns out that in 87Rb,
because the singlet and triplet scattering phase shifts are nearly degenerate, the spin-exchange loss rate is on the
order of 10−14cm3/s, so multicomponent 87Rb gases can have lifetimes of more than a second [43, 44, 45, 46]. By
preparing 87Rb atoms in a superposition of the hyperfine states (2, 1) and (1,−1), this two-level system in many
respects resembles spin polarized hydrogen, in which the two states correspond to the up and down states of the
nuclear spin. Conceptually, this system is a cross between a spinor gas and a binary mixture of distinct atomic
species. Under many circumstances, it can be appropriately treated as a binary mixture because, in the absence of an
external coupling field, there are no intrinsic mechanisms that lead to interconversion of the two spin states, so that
the relative spin population is conserved [94]. Unlike in a mixture of two distinct atomic species, however, the relative
phase between hyperfine states can play an important role in the collective dynamics due to the exchange interaction
discussed above. At T = 0, the exchange interaction is absent from the coupled Gross-Pitaevskii (GP) equations
describing the two-component condensate, and so the system appears equivalent to a binary mixture [95]. At finite
temperatures, however, due to the exchange mean field, the relative phase between the components can strongly affect
the collective dynamics of the relative density, which makes the system absolutely distinct from a binary mixture. Put
another way, a spin-1/2 system has an extra degree of freedom—the transverse spin—which is absent from a binary
mixture.
This point may not have been fully appreciated before the recent observation of spin waves at JILA [24, 28]
because all previous experiments [37, 38, 39, 40] and most theoretical treatments of the two-component 87Rb gas
had concentrated mainly on zero temperature behavior of the condensate. In contrast to these earlier works, the
recent JILA experiments were done in the high-temperature regime T ∼ 2Tc, where the quantum degeneracy has
little effect on the thermodynamic properties of a gas. All the atoms are initially prepared in the same (1,-1) state
(i.e., all in the spin-up state), and then a π/2 pulse is applied to tip the spins into the transverse direction. The spin
vector then precesses about the longitudinal axis at a rate proportional to the energy difference between hyperfine
states. Due to the mean field and differential Zeeman effects, the local frequency splitting between hyperfine states
varies approximately quadratically with position. This inhomogeneity initiates collective spin dynamics through the
exchange mean field. A large inhomogeneity induces nonlinear spin oscillations, which cause the striking spin-state
segregation initially observed [24]. This inhomogeneous frequency splitting can be also made arbitrarily small to
study the linear response of the system. This technique was used to probe intrinsic collective spin oscillations [28].
The collective spin dynamics observed at JILA above Tc are well understood by the theory based on the Boltzmann
kinetic equation with spin degree of freedom [25, 26, 27, 29].
One exciting advancement of the recent spin wave experiments at JILA [24, 28] is the technique to obtain spatially
resolved images of spin dynamics in a gas. The density profile of either spin state is measured using absorption
imaging. Together with the Ramsey fringe technique, integrated spatial profiles of the longitudinal and transverse
phase angles of the local spin density can be extracted from experimental data, as shown in the stunning images in
McGuirk et al. [28]. This is in sharp contrast to the earlier experiments on the spin-polarized gases, where NMR was
done on the system to obtain the frequency spectrum spatially averaged over the entire sample. This new technique
stimulates theoretical investigation of the spatial structure of the spin dynamics [29] that can be directly compared
with experimental observations [28].
4C. Outline of this paper
In this paper we derive coupled dynamical equations for the condensate and noncondensate components, both of
which have spin-1/2 internal degrees of freedom. For a single-component Bose-condensed gas, finite-temperature
kinetic theory has been a major field of theoretical study, and several groups have derived kinetic theories using
different approaches [33, 34, 35, 36]. Among them, our present theory has the most overlap with the kinetic theory
by Zaremba, Nikuni, and Griffin (ZNG) [35], which uses the semiclassical description of the noncondensate atoms
within the Hartree-Fock approximation—a theory closely related to the pioneering work of Kirkpatrick and Dorfman
[71]. Recent numerical simulations by Jackson and Zaremba [72] showed that the ZNG kinetic theory provides an
excellent quantitative description of various dynamical phenomena in trapped Bose gases at finite temperatures. It is
thus natural to also expect the same kind of semiclassical kinetic theory to be effective for a spin-1/2 Bose-condensed
gas. In Section II, we give a detailed derivation of a generalized GP equation for the condensate and a semiclassical
Boltzmann kinetic equation for noncondensate atoms. These two components are coupled through the Hartree-Fock
mean field as well as collisions (corresponding to “C12” collisions in the ZNG theory). In the ZNG theory, C12
collisions play an important role in collisional damping of the condensate collective modes [73], condensate growth
[74, 75], and vortex nucleation [76]. We will show in this paper that the condensate-noncondensate collisions also play
an important role in the spin-1/2 gas in bringing the two spin components into local equilibrium with each other.
We emphasize that the dynamics of the spin-1/2 Bose-condensed gas at finite temperature is potentially more
interesting than that of a single-component system because the transverse spin of the thermal cloud can have strong
collective dynamics even in the very dilute limit. In contrast, the mean field of the noncondensate plays a very minor
role on the density fluctuations in a single-component Bose gas, (mainly as a source of damping of the condensate
excitations) [35, 72]. To gain more physical insight into the coupled spin dynamics, in Section III we recast the kinetic
theory derived in Section II into a form of spin hydrodynamic equations, which are written in terms of the spin and
spin current for the condensate and noncondensate components. At finite temperatures, the spins of the condensate
and thermal gas interact strongly through the exchange mean field. The role of the exchange interaction between the
two components has been discussed by Oktel and Levitov [77] in a spatially homogeneous system. Our hydrodynamic
equations also involve the collisional relaxation term due to “C12-type” collisions, which try to bring the thermal
cloud and condensate spins into local equilibrium.
In Section IV, we investigate the effect of different scattering lengths on the relaxation of the transverse spin
polarization. A similar discussion was given in a recent paper by Bradley and Gardiner [31]. In Section V, we
summarize this paper, and discuss some possible future applications of our kinetic theory. All the detailed calculations
of the collision integrals and transport relaxation times are given in the Appendices.
II. DERIVATION OF THE SPIN-1/2 KINETIC EQUATIONS
We consider a trapped Bose-condensed gas of atoms with two internal states, which are denoted as |1〉 and |2〉. For
example, these can be any of the systems shown in Fig. 1 as discussed in the Appendix. The state of a single atom is
given by a spinor wavefunction
φ(r, t) =
(
φ1(r, t)
φ2(r, t)
)
= φ1(r, t)|1〉+ φ2(r, t)|2〉. (1)
Bold-faced variables are vectors in coordinate space and a single underline indicates a spinor variable. The single-atom
Hamiltonian is given by
H0(r) =
[
− h¯
2
2m
∇2 + Uext(r)
]
1 +
h¯
2
~Ω(r) · ~σ, (2)
where the double underline indicates a 2 × 2 matrix, and the vector symbol (e.g. ~Ω) indicates an SU(2) spin vector.
The first term describes the center-of-mass motion of an atom in a harmonic trap
Uext(r) =
1
2
m
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
. (3)
The second term describes the evolution of the spin state of the atom. The dot product can be expanded as
~Ω(r) · ~σ = Ωx(r)σx +Ωy(r)σy +Ωz(r)σz. (4)
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FIG. 1: Several possible two-level systems. Panel A shows the two states used in the JILA experiments, where 87Rb atoms
are held in a magnetic trap. Panel B shows two different cases that would make good two-level systems for the alkali atoms
confined in an optical trap.
The matrices σj (j = x, y, z) are the usual Pauli spin matrices. The quantity ~Ω(r) describes an external field (analogous
to an external magnetic field in a true spin-1/2 system). The transverse components Ωx(r) and Ωy(r) describe the
possible coupling between the two spin states (for example, if a microwave field or laser is applied that is tuned close
to resonance) and the longitudinal component Ωz(r) describes the energy offset between the two internal states. In
addition to being position dependent, the harmonic trap Uext and the external field ~Ω may also vary in time. We
describe the collisions between two atoms in the gas by the contact interaction term
V⊗2(r, r
′) = δ(r− r′)
[
V01⊗ 1 + Vz(1⊗ σz + σz ⊗ 1) + Vzzσz ⊗ σz
]
≡ δ(r− r′)V⊗2, (5)
where ⊗ is the tensor product. The subscript ⊗2 denotes a 4 × 4 matrix formed from the tensor product of spin
matrices and V0 = (g11 + g22 + 2g12)/4, Vz = (g11 − g22)/4, and Vzz = (g11 + g22 − 2g12)/4. The tensor V⊗2 has the
following four components:
〈i|〈j|V⊗2|i〉|j〉 = gij , (i, j = 1, 2). (6)
The interaction strengths for the various collision processes have the form
gij =
4πh¯2aij
m
, (7)
where aij are the s-wave scattering lengths describing collisions (e.g. |i〉|j〉 → |i〉|j〉). The scattering lengths for a
specific two-level system must be obtained from a detailed multichannel scattering calculation. For the case of 87Rb
prepared in the states |1〉 = |F = 1,MF = −1〉 and |2〉 = |F = 2,MF = 1〉, these scattering lengths have been
determined to be a11 = 100.9a0, a12 = 98.2a0, a22 = 95.6a0, where a0 is the Bohr radius [24]. The near degeneracy of
these scattering lengths gives the result Vzz ≈ 0 in Eq. (5) and the first term proportional to V0 dominates over the
second term. If one makes the approximation of equal scattering lengths, then there is no explicit spin dependence in
the interaction Vz = Vzz = 0.
In quantum field theory, the many-body Hamiltonian of this system is given by
Hˆ =
∑
ij
∫
drψˆ†i (r)〈i|H0(r)|j〉ψˆj(r) +
∑
ij
gij
2
∫
drψˆ†i (r)ψˆ
†
j (r)ψˆj(r)ψˆi(r), (8)
where ψˆi(r) is a Bose field operator satisfying the commutation relation
[ψˆi(r), ψˆ
†
j (r
′)] = δijδ(r− r′). (9)
The hat indicates a second quantized operator. An important property of this Hamiltonian is that, in the absence of
the transverse coupling field (i.e. Ωx = Ωy = 0), the total number operator for each state, given by
Nˆi =
∫
drψˆ†i (r)ψˆi(r), (10)
6commutes with Hˆ , which means that the population of each state is separately conserved. This property, which also
occurs in a binary mixture of distinct atomic species, means that the two levels will not become thermally populated
in equilibrium (in our model, there are no state-changing collisions that lead to a net interconversion between states).
We next define the time evolution of the system in terms of the statistical density operator, and introduce the
Heisenberg representation for the field operators. The dynamics of the system is described by the density operator ρˆ(t),
from which one can obtain the expectation value of an arbitrary operator Oˆ (which has no explicit time dependence)
〈Oˆ〉t = trρˆ(t)Oˆ. (11)
The state of the many body system evolves in time according to
ih¯
d
dt
ρˆ(t) = [Hˆ, ρˆ(t)]. (12)
With Eq. (11) and Eq. (12), the equation of motion for the quantity 〈Oˆ〉t is given by
ih¯
d
dt
〈Oˆ〉t = 〈[Oˆ, Hˆ ]〉t. (13)
It is convenient to introduce the time evolution operator Uˆ(t, t0), which obeys the equation of motion
ih¯
d
dt
Uˆ(t, t0) = HˆUˆ(t, t0), (14)
with Uˆ(t0, t0) = 1. Here t0 is the time at which the initial nonequilibrium density matrix ρˆ(t0) is specified. One can
then express the time evolution of ρˆ(t) as
ρˆ(t) = Uˆ(t, t0)ρˆ(t0)Uˆ
†(t, t0). (15)
Thus, the time evolution of 〈Oˆ〉t can be written as
〈Oˆ〉t = trUˆ(t, t0)ρˆ(t0)Uˆ†(t, t0)Oˆ = trρˆ(t0)Uˆ†(t, t0)OˆUˆ(t, t0) ≡ 〈Oˆ(t)〉, (16)
where Oˆ(t) ≡ Uˆ†(t, t0)OˆUˆ(t, t0) is the operator in the Heisenberg picture, which obeys the Heisenberg equation of
motion
ih¯
∂Oˆ(t)
∂t
= [Oˆ(t), Hˆ(t)]. (17)
The Heisenberg equation of motion for the Bose field operator is then given by
ih¯
∂
∂t
ψˆi(r, t) =
[
− h¯
2∇2
2m
+ Uext(r)
]
ψˆi(r, t) +
∑
j
gijψˆ
†
j (r, t)ψˆj(r, t)ψˆi(r, t)
+
∑
j
h¯
2
〈i|~Ω(r, t) · ~σ|j〉ψˆj(r, t). (18)
The key idea in capturing the physics the Bose-Einstein condensation is to introduce the broken-symmetry order
parameter
Φ(r, t) =
(
Φ1(r, t)
Φ2(r, t)
)
= Φ1(r, t)|1〉+Φ2(r, t)|2〉, (19)
with
Φi(r, t) = 〈ψˆi(r)〉t = 〈ψˆi(r, t)〉. (20)
In addition to the usual U(1) gauge symmetry breaking, the order parameter defined by Eq. (19) also breaks the
SU(2) symmetry, which is associated with the spin-1/2 internal degree of freedom. The noncondensate field operator
is defined by
ψ˜i(r, t) ≡ ψˆi(r, t)− Φi(r, t), (21)
7with 〈ψ˜(r, t)〉 = 0. This noncondensate operator satisfies the equal-time commutation relation
[ψ˜i(r, t), ψ˜
†
j (r
′, t)] = δijδ(r− r′). (22)
The equation of motion for Φi can be obtained by taking the expectation value of Eq. (18), which yields
ih¯
∂Φi(r, t)
∂t
=
∑
j
({[
− h¯
2∇2
2m
+ Uc(r, t)
]
δij +
h¯
2
〈i|~Ωc · ~σ|j〉
{
Φj(r, t)
+gij
[
m˜ij(r, t)Φ
∗
j (r, t) + 〈ψ˜†j (r, t)ψ˜j(r, t)ψ˜i(r, t)〉
])
. (23)
Here we define the effective potential Uc and coupling field ~Ωc, which include the mean-field interaction of the
condensate with itself and with the noncondensate
Uc = Uext +
1
2
[g11n1 + g22n2 + g12(n1 + n2) + g11n˜1 + g22n˜2], (24)
~Ωc = ~Ω
′
c +
g12
h¯
Tr~σ n˜, (25)
where “Tr” denotes the spin trace. The condensate and noncondensate densities are defined by
〈i|nc(r, t)|j〉 = ncij(r, t) ≡ Φ∗j (r, t)Φi(r, t), (26)
〈i|n˜(r, t)|j〉 = n˜ij(r, t) ≡ 〈ψ˜†j(r, t)ψ˜i(r, t)〉, (27)
with nci ≡ ncii and n˜i ≡ n˜ii. The total density of internal state i is ni ≡ nci+ n˜i. The second term in Eq. (25) directly
couples the spins of the condensate and noncondensate and is present even when the interaction is independent of
spin (i.e. when the scattering lengths are equal). It is similar to the molecular field of a magnetically ordered system
and plays a central role in the collective spin dynamics. At T = 0, however, when the noncondensate is absent, this
term vanishes. The effect of different scattering lengths is to modify the longitudinal component of the external field
~Ω′c = (Ω
x,Ωy,Ωz + 2∆n +∆c). (28)
The mean field frequency shifts (or “clock” shifts) due to the condensate ∆c and noncondensate ∆n (which is multiplied
by the Bose-enhanced factor of 2 in Eq. (28) [78]) are
∆c = [g11nc1 + g12nc2 − (g22nc2 + g12nc1)]/h¯. (29)
∆n = [g11n˜1 + g12n˜2 − (g22n˜2 + g12n˜1)]/h¯, (30)
Finally, the anomalous correlation appearing in Eq. (23) of the noncondensate is defined by
m˜ij(r, t) ≡ 〈ψ˜j(r, t)ψ˜i(r, t)〉. (31)
The three field operator average 〈ψ˜†j (r, t)ψ˜j(r, t)ψ˜i(r, t)〉 in Eq. (23) includes higher order correlations that will give
rise to a binary collision integral describing the exchange of atoms between the condensate and the noncondensate.
Before evaluating it explicitly, we next consider the dynamics of the noncondensate.
The equation of motion for the noncondensate field operator ψ˜i can be derived directly from Eq. (18) and Eq. (23):
ih¯
∂ψ˜i
∂t
=
(
− h¯
2∇2
2m
+ Un
)
ψ˜i +
∑
j
h¯
2
〈i|~Ωn · ~σ|j〉ψ˜j
−
∑
j
gij
(
Φin˜jj +Φj n˜ij +Φ
∗
jm˜ij + 〈ψ˜†j ψ˜jψ˜i〉
)
+
∑
j
gij(Φiψ˜
†
j ψ˜j +Φjψ˜
†
j ψ˜i +Φ
∗
j ψ˜jψ˜i)
8+
∑
j
gij(ψ˜
†
j ψ˜jψ˜i − n˜jj ψ˜i − n˜ij ψ˜j), (32)
where the effective potential Un(r, t) and coupling field ~Ωn(r, t) (analogous to Uc and ~Ωc for the condensate) include
the mean-field interaction of the noncondensate with itself and with the condensate:
Un ≡ Uext + g11n1 + g22n2 + g12
2
(n1 + n2), (33)
~Ωn = ~Ω
′
n +
g12
h¯
Tr~σ(nc + n˜). (34)
The modified external field including the mean-field frequency shifts (or clock shifts) due to different scattering lengths
is given by
~Ω′n = (Ω
x,Ωy,Ωz + 2∆n + 2∆c), (35)
where ∆c and ∆n were defined in Eq. (29) and Eq. (30). We note that this modified field for the noncondensate
differs from Eq. (28) for the condensate by the factor of 2 in front of ∆c. These clock shifts were measured in recent
experiments [41]. We also note that the second term in Eq. (34) differs from that found for the condensate. In Eq. (25)
for the condensate, the noncondensate spin couples to the condensate due to the exchange term in the mean field
interaction, but the condensate itself does not contribute to this effect. In contrast, in Eq. (34) both the condensate
and noncondensate contribute to this term. Above Tc, when the condensate is absent, this spin mean field term is
still present and plays a dominant role in the collective spin dynamics of the noncondensate (it is in fact responsible
for transverse spin waves in the thermal cloud [27, 29]).
It is useful to introduce a time evolution operator U˜(t, t0) (distinct from Uˆ(t, t0) given in Eq. (14)) that evolves ψ˜i
in time according to Eq (32)
ψ˜i(r, t) = U˜
†(t, t0)ψ˜i(r, t0)U˜(t, t0). (36)
This operator U˜(t, t0) evolves according to the equation of motion
ih¯
d
dt
U˜(t, t0) = HˆeffU˜(t, t0), (37)
where the effective Hamiltonian Hˆeff is defined as
Hˆeff = Hˆ0 + Hˆ
′, (38)
Hˆ ′ = Hˆ ′1 + Hˆ
′
2 + Hˆ
′
3 + Hˆ
′
4. (39)
In writing Eq (38), we have separated the Hamiltonian into a part that describes the mean-field dynamics Hˆ0 and
the remaining part Hˆ ′, which can be treated perturbatively. The mean field part is given by
Hˆ0 =
∑
ij
∫
drψ˜†i
〈
i
∣∣∣ (− h¯2
2m
∇2 + Un
)
1 +
h¯
2
~Ωn · ~σ
∣∣∣j〉ψ˜j , (40)
where the effective potential Un and coupling field Ωn have been defined in Eqs. (33)-(35).
The four terms contributing to H ′ are
Hˆ ′1 = −
∑
ij
gij
∫
dr
[(
Φin˜jj +Φj n˜ij +Φ
∗
jm˜ij + 〈ψ˜†j ψ˜jψ˜i〉
)
ψ˜†i +H.c.
]
, (41)
Hˆ ′2 =
∑
ij
gij
2
∫
dr(Φ∗iΦ
∗
j ψ˜jψ˜i +ΦiΦjψ˜
†
j ψ˜
†
i ), (42)
Hˆ ′3 =
∑
ij
gij
∫
dr(Φ∗i ψ˜
†
j ψ˜jψ˜i +Φiψ˜
†
i ψ˜
†
j ψ˜j), (43)
Hˆ ′4 =
∑
ij
∫
dr
[gij
2
ψ˜†i ψ˜
†
j ψ˜jψ˜i − gij(n˜jiψ˜†j ψ˜i + n˜jj ψ˜†i ψ˜i)
]
. (44)
9In the above formulas, the arguments of the field operators are (r, t0), i.e., ψ˜ ≡ ψ˜(r, t0). Note that the effective
Hamiltonian Hˆeff has time dependence through n˜ij(r, t),Φi(r, t), and m˜ij(r, t) (apart from the possible time variation
of the external potentials), which we have suppressed so as not to confuse these quantities with the Heisenberg
operators. We emphasize here that we have made no additional approximations in introducing U˜, that is, one can
show that Eqs. (38)-(44), together with Eqs. (36) and (37), reproduce the original Heisenberg equation of motion in
Eq. (32).
For an operator Oˆ(t) constructed from the noncondensate field operators ψ˜i(r, t) and ψ˜
†
i (r, t), one can show that
trρˆ(t0)Oˆ(t) = trρˆ(t0)U˜
†(t, t0)Oˆ(t0)U˜(t, t0)
= trU˜(t, t0)ρˆ(t0)U˜
†(t, t0)Oˆ(t0)
≡ trρ˜(t, t0)Oˆ(t0)
≡ 〈Oˆ〉t. (45)
This defines the effective noncondensate density operator
ρ˜(t, t0) ≡ U˜(t, t0)ρˆ(t0)U˜†(t, t0), (46)
which obeys the equation of motion
ih¯
d
dt
ρ˜(t, t0) = [Hˆeff(t), ρ˜(t, t0)]. (47)
Having defined the time evolution of the noncondensate field operator, we now turn to the derivation of the kinetic
equation for the noncondensate. We introduce the Wigner operator
Wˆij(r,p, t) ≡
∫
dr′eip·r
′/h¯ψ˜†j (r+ r
′/2, t)ψ˜i(r− r′/2, t), (48)
and define the semiclassical distribution function
Wij(r,p, t) ≡ 〈i|W (r,p, t)|j〉 ≡ trρˆ(t0)Wˆij(r,p, t) = trρ˜(t, t0)Wˆij(r,p, t0). (49)
Knowledge of this function allows one to calculate various nonequilibrium expectation values, such as the nonconden-
sate density introduced in Eq. (27)
n˜ij(r, t) =
∫
dp
(2πh¯)3
Wij(r,p, t). (50)
The equation of motion for Wij given from Eq. (47) is
∂
∂t
Wij(r,p, t) =
1
ih¯
trρ˜(t, t0)[Wˆij(r,p, t0), Hˆeff(t)]
=
1
ih¯
trρ˜(t, t0)[Wˆij(r,p, t0), Hˆ0(t)]
+
1
ih¯
trρ˜(t, t0)[Wˆij(r,p, t0), Hˆ
′(t)]. (51)
The first term on the right hand side defines the free-streaming operator in the kinetic equation. With the assumption
that Un(r, t) and ~Ωn(r, t) vary slowly in space, then we can neglect the quantum corrections to the free-streaming
term [79], which leads to the semi-classical result
∂W
∂t
+
p
m
·∇rW − 1
2
{∇rU,∇pW} − i
h¯
[W,U ] = I, (52)
where [ , ] and { , } on the left-hand side represent the commutator and anticommutator for the 2× 2 matrices. Here
we have defined the 2× 2 matrix for the noncondensate effective potential
U(r, t) ≡ Un(r, t)1 + h¯
2
~Ωn(r, t) · ~σ. (53)
The term on the right-hand side is given by
〈i|I|j〉 ≡ 1
ih¯
trρ˜(t, t0)[Wˆij(r,p, t0), Hˆ
′(t)]. (54)
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To summarize the derivation so far, we now have the condensate equation of motion Eq. (23) and the kinetic
equation for the noncondensate Eq. (52). Both of these equations depend on higher order correlations, which enter
through the three field average 〈ψ˜†j (r, t)ψ˜j(r, t)ψ˜i(r, t)〉 in Eq. (23) and through the collision term I in Eq. (52). In
order to obtain a closed set of equations for Φi(r, t) and W (r,p, t), we must truncate the description by making a
Markovian ansatz about collisions. This can be carried out using the machinery of perturbation theory.
To carry out perturbation theory, we first write down the formal solution to the equation of motion Eq (47) for
ρ˜(t, t0)
ρ˜(t, t0) = Uˆ0(t, t0)ρˆ(t0)Uˆ
†
0(t, t0)−
i
h¯
∫ t
t0
dt′Uˆ0(t, t
′)[Hˆ ′(t′), ρ˜(t′, t0)]Uˆ
†
0(t, t
′), (55)
where Uˆ0(t, t0) is the unperturbed evolution operator
Uˆ0(t, t0) = T exp
[
− i
h¯
∫ t
t0
dt′Hˆ0(t
′)
]
, (56)
with T being the time-ordering operator. Iterating Eq. (55) to first order in H ′, one has
ρ˜(t, t0) ≃ Uˆ0(t, t0)ρˆ(t0)Uˆ†0(t, t0)
− i
h¯
∫ t
t0
dt′Uˆ0(t, t
′)[Hˆ ′(t′), Uˆ0(t
′, t0)ρˆ(t0)U
†
0(t
′, t0)]Uˆ
†
0(t, t
′), (57)
Using this in Eq. (45), a statistical average of an operator Oˆ constructed from ψ˜i can be expressed as
〈Oˆ〉t = trρˆ(t0)
{
Uˆ
†
0(t, t0)Oˆ(t0)Uˆ0(t, t0)
− i
h¯
∫ t
t0
dt′Uˆ†0(t
′, t0)[Uˆ
†
0(t, t
′)Oˆ(t0)Uˆ0(t, t
′), Hˆ ′(t′)]Uˆ0(t
′, t0)
}
, (58)
We may now use this perturbative solution to calculate the quantities 〈ψ˜†j (r, t)ψ˜j(r, t)ψ˜i(r, t)〉 and I, which involve
averages of products of three and four field operators. As in ZNG [35], we effectively calculate these collision integrals
to second order in gij , while explicitly keeping interaction effects in excitation energy and chemical potentials only
to first order in gij . Within this approximation, one can consistently neglect the anomalous correlation function, i.e.,
we set m˜ij = 0, and thus there is no contribution from Hˆ
′
2(t). A detailed discussion on the anomalous correlation
function in a single-component BEC is found in ZNG [35].
In Appendix B, we provide a detailed derivation showing how the three and four field operator averages are reduced
to binary collision integrals using the perturbative solution in Eq. (58). There, we carry out this calculation for the
general case of unequal scattering lengths. However, for simplicity, and motivated by the near degeneracy of the
scattering lengths in 87Rb, here we focus on the case a11 = a22 = a12 ≡ a (with g ≡ 4πh¯2a/m). In Section IV we
consider how having different scattering lengths modifies the kinetic equations.
The dynamics of the condensate and noncondensate are described by equations of motion that are coupled through
mean field interaction terms and collision integrals that describe the exchange of atoms between the condensate
and noncondensate. The condensate spinor Φ(r, t) is described by a generalized finite temperature Gross-Pitaevskii
equation
ih¯
∂Φ
∂t
=
[(
− h¯
2
2m
∇2 + Uc
)
1 +
h¯
2
~Ωc · ~σ − iR
]
Φ
≡ (Hc − iR)Φ (59)
and the noncondensate atoms are described by the kinetic equation
∂W
∂t
+
1
2
{∇pHn,∇rW} − 1
2
{∇rHn,∇pW} − i
h¯
[W,Hn]
= Ic[W ] + In[W ]. (60)
Here we have defined the condensate Hamiltonian Hc and the semiclassical noncondensate Hamiltonian Hn as
Hc(r, t) ≡
[
− h¯∇
2
2m
+ Uc(r, t)
]
1 +
h¯
2
~Ωc(r, t) · ~σ, (61)
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Hn(r,p, t) ≡
[
p2
2m
+ Un(r, t)
]
1 +
h¯
2
~Ωn(r, t) · ~σ. (62)
The dissipative term iR in the GP equation Eq. (59) and the two collision integrals in the kinetic equation Eq. (60),
for the case of equal scattering lengths, can be obtained from the more general expressions Eqs. (B47-B49) in Appendix
B
R = g2π
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3δ(εc + ε˜p1 − ε˜p2 − ε˜p3)
×δ(pc + p1 − p2 − p3)
×{(1 +W 3)Tr[W 1(1 +W 2)]−W 3Tr[(1 +W 1)W 2]
+(1 +W 2)W 1(1 +W 3)−W 2(1 +W 1)W 3
}
, (63)
In[W ] =
g2π
h¯
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4δ(ε˜p + ε˜p2 − ε˜p3 − ε˜p4)
×δ(p+ p2 − p3 − p4)
×
(
{1 +W,W 4}Tr[(1 +W 2)W 3]
−{W, 1 +W 4}Tr[W 2(1 +W 3)]
+{1 +W,W 3(1 +W 2)W 4}−
{W, (1 +W 3)W 2(1 +W 4)}
)
, (64)
Ic[W ] =
g2π
h¯
∫
dp1
(2πh¯)3
∫
dp2
∫
dp3δ(εc + ε˜p1 − ε˜p2 − ε˜p3)
×δ(pc + p1 − p2 − p3)
{
[δ(p− p1)− δ(p− p2)]
×[{1 +W 1,W 2}Tr(W 3nc)− {W 1, 1 +W 2}Tr[(1 +W 3)nc]
+[(1 +W 1)W 3ncW 2 +W 2ncW 3(1 +W 1)
−W 1(1 +W 3)nc(1 +W 2)− (1 +W 2)nc(1 +W 3)W 1]
−δ(p− p3)
({nc,W 3}Tr[(1 +W 1)W 2]
−{nc, 1 +W 3}Tr[W 1(1 +W 2)]
+ncW 2(1 +W 1)W 3 +W 3(1 +W 1)W 2nc
−nc(1 +W 2)W 1(1 +W 3)− (1 +W 3)W 1(1 +W 2)nc]
)}
, (65)
where W ≡W (r,p, t) and W i ≡W (r,pi, t).
The local condensate and noncondensate energies are defined by
εc(r, t) ≡ Re[Φ†HcΦ]/nc, (66)
ε˜p(r, t) ≡ Tr(Hnn˜)/n˜, (67)
while the condensate momentum is defined by
pc ≡ mvc ≡ h¯
2inc
∑
i
[Φ∗i∇Φi − Φi∇Φ∗i ]. (68)
More explicit expressions of the above three quantities are given in Eqs. (73), (B17) and (72) below.
At this stage we pause to discuss various cases of the spin-1/2 kinetic equations (59) and (60) and make contact
with some earlier work. We first remark that in the case of T > Tc, the above result for In agrees with the collision
integral derived by Jeon and Mullin [18], and thus our kinetic theory above Tc reduces to the Jeon-Mullin theory.
Furthermore, if one considers temperatures well above Tc where the Bose enhancement of collisions can be neglected,
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one recovers the kinetic equation for a classical spin-1/2 gas introduced by Lhuillier and Laloe¨ [14] (we do not include
the spin rotation term in the collision integral, as we discuss in Appendix B).
If we set the internal coherence of the noncondensate W12 = 0 to zero, and take the coupling field to zero ~Ω = 0,
then our theory becomes equivalent to that for a binary mixture of two different atomic species (with the same mass).
For the case where the population of one of the components is zero, our kinetic theory reduces to the ZNG kinetic
theory for the single-component Bose-condensed gas [35].
In this paper we are interested in the general case where the internal coherence of the noncondensate is finite.
Comparing Eqs. (59) and (60) with (3) and (4) of Jackson and Zaremba [72], we see that the structure of the spin-1/2
kinetic theory is the same as the ZNG theory for a single component gas. In particular, the collision integrals Ic
and In are generalizations of the C12 and C22 collision integrals given by Eqs. (23a) and (23b) in ZNG [35]. The
spin-1/2 Bose-condensed gas, however, is a much richer system due to the extra spin degrees of freedom. For a given
excitation symmetry, the number of collective modes for the spin-1/2 gas is three times as large compared to the
single component gas, for one has total density, relative density (or longitudinal spin), and transverse spin dynamics
to consider. Similarly to the single component gas, one must also consider the relative motion of the condensate and
noncondensate for each of these degrees of freedom. In order to better understand the various types of motion, it is
extremely useful to recast the theory into a form that separates out the spin and total density degrees explicitly.
III. SPIN HYDRODYNAMICS
The condensate spinor order parameter can be described in terms of density and spin variables, which obey equations
of motion exactly equivalent to the spinor GP equation. The condensate spinor can be written as [39]
Φ(r, t) =
(
Φ1(r, t)
Φ2(r, t)
)
=
√
nc(r, t)e
iαc(r,t)
(
e−iφc(r,t)/2 cos θc(r,t)2
eiφc(r,t)/2 sin θc(r,t)2
)
, (69)
where nc = nc1 + nc2 = |Φ1|2 + |Φ2|2 is the total condensate density, and αc is the overall phase of the condensate
wavefunction. The two phase angles φc and θc define the spin (Bloch vector) of the condensate
~Sc(r, t) = Tr{~σ nc(r, t)} ≡ nc(r, t) ~Mc(r, t), (70)
where ~Mc is the reduced condensate spin vector
~Mc = (cosφc sin θc, sinφc sin θc, cos θc). (71)
The local velocity flow vc(r, t) for the total condensate density nc(r, t) is given by (see also Eq. (68))
vc =
h¯
m
(
∇αc − 1
2
cos θc∇φc
)
. (72)
We remark that the velocity field of a spin-1/2 order parameter is not irrotational (i.e. ∇×vc 6= 0) in general, a well
known result. Finally, the local energy of the condensate is given by (see also Eq. (66))
εc(r, t) ≡ µc(r, t) + mv
2
c (r, t)
2
, (73)
where the explicit formula of the local chemical potential for the condensate is given from Eq. (B11):
µc(r, t) ≡ − h¯
2∇2
√
nc(r, t)
2m
√
nc(r, t)
+ Uc(r, t) +
h¯
2
~Ωc(r, t) · ~Mc(r, t) + h¯
2
8m
[∇ ~Mc(r, t)]
2. (74)
The equations of motion for the condensate total density, velocity, and spin density can be obtained directly from
the spinor GP equation (59) using Eq. (69)
∂nc
∂t
+∇ · (ncvc) = ∂nc
∂t
∣∣∣∣
coll
, (75)
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m
∂vcµ
∂t
= − ∂εc
∂xµ
+
h¯
2
~Ωc · ∂
~Mc
∂xµ
+
h¯
2
vcν
∂ ~Mc
∂xν
·
(
~Mc × ∂
~Mc
∂xµ
)
− h¯
2
4mnc
∂ ~Mc
∂xµ
· ∂
∂xν
(
nc
∂ ~Mc
∂xν
)
+
1
2
(
~Mc × ∂
~Mc
∂xµ
)
· Tr(~σ R), (76)
∂~Sc
∂t
+
1
m
∇ · ~Jc = ~Ω′c × ~Sc +
g12
h¯
~Sn × ~Sc + ∂
~Sc
∂t
∣∣∣∣∣
coll
, (77)
where µ and ν in Eq. (76) are Cartesian components and repeated subscripts are summed. Here the noncondensate
spin is defined as
~Sn(r, t) ≡ Tr{~σ n˜(r, t)}. (78)
The condensate spin current is given explicitly in terms of the other condensate variables by
~Jc ≡ m~Scvc − h¯
2nc
~Sc ×∇~Sc. (79)
We note that ~Jc(r, t) is a tensor field, and the operation ∇ · ~Jc(r, t) should be interpreted as
∇ · ~Jc(r, t) = ∂
∂x
~Jcx(r, t) +
∂
∂y
~Jcy(r, t) +
∂
∂z
~Jcz(r, t). (80)
The collisional contributions in Eqs. (75) and (77) are given by
∂nc
∂t
∣∣∣∣
coll
= − 1
h¯
Tr{nc, R}, (81)
∂~Sc
∂t
∣∣∣∣∣
coll
= − 1
h¯
Tr[~σ{nc, R}]. (82)
We now turn our attention to the noncondensate kinetic equation. The noncondensate hydrodynamic equations
can be obtained by taking moments of the kinetic equation, and inserting a local equilibrium form for W (r,p, t). The
first three moment equations define the spin density, spin current, and spin pressure of the noncondensate component:
~Sn(r, t) ≡
∫
dp
(2πh¯)3
Tr~σ W (r,p, t), (83)
~Jn(r, t) ≡
∫
dp
(2πh¯)3
pTr~σ W (r,p, t), (84)
~Pµν(r, t) ≡
∫
dp
(2πh¯)3
pµpν
m
Tr~σ W (r,p, t), (85)
It is straightforward to derive the general moment equations from the kinetic equation Eq. (60):
∂~Sn
∂t
+
1
m
∇ · ~Jn = ~Ω′n × ~Sn +
g12
h¯
~Sc × ~Sn + ∂
~Sn
∂t
∣∣∣∣∣
coll
, (86)
∂ ~Jnµ
∂t
+
∂ ~Pµν
∂xν
+
∂Un
∂xµ
~Sn − ~Ωn × ~Jnµ − h¯
2
n˜
∂~Ωn
∂xµ
=
∂ ~Jnµ
∂t
∣∣∣∣∣
coll
. (87)
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The subscript µ in ~Jnµ signifies a coordinate space vector component of ~Jn. Here the collisional contributions are
given by
∂~Sn
∂t
∣∣∣∣∣
coll
≡
∫
dp
(2πh¯)3
Tr~σ
(
Ic[W ] + In[W ]
)
, (88)
∂~Jn
∂t
∣∣∣∣∣
coll
≡
∫
dp
(2πh¯)3
pTr~σ
(
Ic[W ] + In[W ]
)
. (89)
We note that the equation for ~Sn in Eq. (86) involves the collisional contribution described by the following collision
matrices
Γn ≡
∫
dp
(2πh¯)3
In[W ], (90)
Γc ≡
∫
dp
(2πh¯)3
Ic[W ]. (91)
Eq. (88) can be written in terms of these collisional matrices as ∂~Sn/∂t|coll = Tr~σ(Γc + Γn). In the case of equal
scattering lengths we are considering here, one immediately finds Γn = 0, i.e., collisions between noncondensate
atoms conserve the density and spin density. In contrast, collisions between the condensate and noncondensate do
not conserve the density and spin density of each component since atoms can scatter into and out of the condensate.
One can show that the dissipative term iR appearing in the GP equation is related to Γc, and thus to Ic, according
to
Γc ≡ 1
h¯
{nc, R} = −
∂nc
∂t
∣∣∣∣∣
coll
, (92)
where ∂nc/∂t|coll is the collisional contribution to ∂nc/∂t. The relationship between Ic and Γc in Eq. (91), along
with Eq. (92), ensures the conservation of total spin and atom number. The collision matrix Γc, which is a source of
damping of density and spin excitations in the condensate, vanishes only when the condensate and noncondensate are
in complete local equilibrium with each other, as we will show later. When we consider unequal scattering lengths e.g.,
g11 6= g12, Γn also makes a finite contribution to Eq. (86), giving rise to relaxation of the transverse spin component.
We discuss this in Section IV.
In order to reduce the general moment equations to a closed set of equations, we assume that rapid In collisions
brings the noncondensate into local equilibrium. To be in this collision-dominated hydrodynamic regime, the collective
mode of frequency ω must satisfy ωτ < 1, where τ is some appropriate relaxation time for reaching local equilibrium.
One can show that the appropriate local equilibrium distribution function is given by [18]
W leq(r,p, t) =
∑
s
1
2
[1 + s~en(r, t) · ~σ]fs(r,p, t), (93)
where s is +1 or −1 and ~en is a unit vector representing the local direction of the noncondensate spin moment. One
can express ~en using the transverse and longitudinal angles of the spin vector as
~en = (cosφn sin θn, sinφn sin θn, cos θn). (94)
The distributions for the dressed states (defined along the local polarization axis ~en) f±(r,p, t) are given by
fs =
(
exp
{
β
[
(p−mvn)2
2m
+ Un +
h¯
2
~Ωn · ~Mn − µ˜s
]}
− 1
)−1
. (95)
Here µ˜s(r, t) is a chemical potential for a dressed state s, which may vary in position and time. With this local
equilibrium distribution, the local spin density is given by
~Sn = ~en(n˜+ − n˜−) ≡ ~enn˜Mn, Mn ≡ (n˜+ − n˜−)/(n˜+ + n˜−), (96)
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where
n˜s =
1
λ3T
g3/2(zs), zs = exp
[
β
(
µ˜s − Un − h¯
2
~Ωn · ~Mn
)]
, (97)
and λT ≡ (2πh¯2/mkBT )1/2 is the thermal de Broglie wavelength. For later use, we also express the condensate
component in the analogous form
nc(r, t) =
nc(r, t)
2
[1 + ~ec(r, t) · ~σ]. (98)
We note that the condensate spin is always fully polarized with the local direction ~ec, and thus one always has ~ec = ~Mc.
It is straightforward to verify that this local equilibrium distribution satisfies In[W
leq] = 0, independent of µ˜s and
~en (this condition indeed defines the local equilibrium solution). In contrast, Ic in general does not vanish, i.e.,
Ic[W
leq] =
πg2nc
2h¯
∫
dp1
(2πh¯)3
∫
dp2
∫
dp3
×δ(mvc + p1 − p2 − p3)δ(εc + ε˜p1 − ε˜p2 − ε˜p3)
×
∑
s,s′=±1
{
1− e−β[µ˜s′−m(vn−vc)2/2−µc]
}
×{[δ(p− p1)− δ(p− p2)](1 + s~en · ~σ)(1 + s′~en · ~ec)(1 + δs,s′)
×[δ(p− p1)− δ(p− p3)](1− δs,s′)~σ · [~ec − ~en(~en · ~ec)]
−δ(p− p3)[(1 + s′~en · ~ec)1 + (~ec + s′~en) · ~σ](1 + δs,s′)}
×(1 + f1s)f2sf3s′ (99)
This equation is analogous to Eq. (40) of ZNG [35] for the C12 collision integral in a single-component Bose gas. If
we impose the condition that the first square bracket vanish for both components s = ±1, one must have µ˜+ = µ˜− =
µc +m(vn − vc)2/2. This condition is too restrictive, since it results in f+ = f−, which occurs when the polarization
of the noncondensate vanishes. In order to satisfy Ic = 0 while allowing for a finite noncondensate spin moment, the
condensate and noncondensate local spin polarizations must be parallel ~en = ~ec (or antiparallel ~en = −~ec). In this
case, one can show that all the contributions from the f− (or f+ in the antiparallel case) component vanish. Then
local equilibrium between the condensate and noncondensate is specified by the conditions (for the parallel case)
~en = ~ec, (100)
µ˜+ = µc +
m
2
(vn − vc)2. (101)
The role of the condition for the chemical potential in Eq. (101) has been discussed extensively for the single-
component Bose gas [35, 73]; for example, collisional equilibration between the condensate and noncondensate gives
rise to damping of condensate collective modes [80].
In the spin-1/2 case, there is an additional condition in Eq. (100) for the the spin orientations. This additional
condition means that there is a collisional relaxation process related to the relative orientation of the condensate and
noncondensate spins, which will give rise to damping of condensate spin dynamics. This relaxation process comes
into the dynamical equation of motion for the condensate and noncondensate spins [see Eqs. (88) and (92)] through
Γc[W
leq] = −πg
2nc
2h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
×δ(mvc + p1 − p2 − p3)δ(εc + ε˜p1 − ε˜p2 − ε˜p3)
×
∑
s,s′=±1
{
1− e−β[µ˜s′−m(vn−vc)2/2−µc]
}
[(1 + s′~en · ~ec)1 + (~ec + s′~en) · ~σ](1 + δs,s′)
×(1 + f1s)f2sf3s′ . (102)
The role of this term in the spin dynamics will be more explicitly seen later.
To obtain the equation for the spin current, we must include the deviation from local equilibrium. For simplicity,
we consider the situation where the condensate and noncondensate components have no particle currents. We then
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follow the linearization procedure given by Jeon and Mullin [18], expanding the distribution function around local
equilibrium as
W =W leq + δW. (103)
The lowest order correction δW is found to take the following variational form [18]:
δW =
1
2
∑
s
(1 + s~en · ~σ)fs(1 + fs)ψ‖s +
1
2
~ψ⊥ · ~σ
∑
s
sfs, (104)
where ~ψ⊥ is perpendicular to ~en, i.e., ~ψ
⊥ · ~en = 0. The functions ψ‖s and ~ψ⊥ are associated with the spin current
through
ψ‖s (p) = s
β
2mns
J‖n · p, ~ψ⊥(p) =
1
m
∑
s sP˜s
~J⊥n · p, (105)
where J
‖
n and ~J⊥n denote the longitudinal and transverse components
~Jn = ~J
‖
n + ~J
⊥
n = ~enJ
‖
n + ~J
⊥
n , ~J
⊥
n ⊥ ~en, (106)
and P˜s is defined by
P˜s ≡
∫
dp
(2πh¯)3
p2
3m
fs =
kBT
λ3T
g5/2(zs). (107)
With this approximate form of the distribution function, the spin pressure tensor becomes diagonal:
~Pµν = ~enδµν
∑
s
sP˜s ≡ δµν ~P , ~P ≡ ~en
∑
s
sP˜s. (108)
We note that ~P and ~Sn are related through Eqs. (96), (97), (107), and (108), along with the condition n˜1(r, t) +
n˜2(r, t) = n˜0(r). While Jeon and Mullin [18] found this variational solution for a noncondensed gas above Tc, it is also
applicable to the thermal gas in the Bose-condensed phase, because our kinetic equation in Eq. (60) is formally the
same as that of Ref. [18] (i.e., the condensate contributions are buried in the effective potential U and the collision
integral). We then obtain the following equation for the noncondensate spin current:
∂~Jn
∂t
+∇ ~P +∇Un~Sn +
h¯
2
∇~Ωnn˜− ~Ωn × ~Jn = ∂
~Jn
∂t
∣∣∣∣∣
coll
. (109)
To evaluate the collisional contributions in the hydrodynamic equations, we must linearize the collision integrals in
ψ
‖
s and ~ψ⊥:
Ic[W ] = Ic[W
leq] + δIc[δW ], (110)
In[W ] = δIn[δW ]. (111)
The contribution from W leq in Eq. (110) leads to Γc given in Eq. (102). In C, we give detailed calculations of
the linearized collision integrals. Here we simply present the main results. Assuming that the condensate spin and
noncondensate spin are almost in local equilibrium with each other, we linearize Eq. (102) in µdiff ≡ µ˜+ − µc and
~en − ~ec to obtain
∂~Sn
∂t
∣∣∣∣∣
coll
= Tr
(
~σ Γc[Wˆ
leq]
)
= − n˜βµdiff
τ˜
‖
c
(
~en + ~ec
2
)
− n˜
τ˜⊥c
(~en − ~ec). (112)
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We also obtain
∂~Jn
∂t
∣∣∣∣∣
coll
=
∫
dp
(2πh¯)3
pTr
[
~σ(δIn + δIc)
]
= −
~J
‖
n
τ
‖
D
−
~J⊥n
τ⊥D
. (113)
Explicit formulas of the four relaxation times τ˜
‖
c , τ˜⊥c , τ
‖
D, and τ
⊥
D are given in Appendix C. Here we note that the
spin diffusion relaxation times τ
‖
D and τ
⊥
D involve the contribution from Ic term, which represents collisions between
the condensate and noncondensate.
In summary, we have obtained the following coupled spin hydrodynamic equations, assuming no overall mass
currents for the condensate and noncondensate:
∂~Sc
∂t
+
1
m
∇ · ~Jc = ~Ω′c × ~Sc +
g12
h¯
~Sn × ~Sc
+
ncβµdiff
τ
‖
c
(
~en + ~ec
2
)
− nc
τ⊥c
(~ec − ~en), (114)
~Jc = − h¯
2nc
~Sc ×∇~Sc, (115)
∂~Sn
∂t
+
1
m
∇ · ~Jn = ~Ω′n × ~Sn +
g12
h¯
~Sc × ~Sn
− n˜βµdiff
τ˜
‖
c
(
~en + ~ec
2
)
− n˜
τ˜⊥c
(~en − ~ec), (116)
∂~Jn
∂t
+∇~P +∇Un~Sn +
h¯
2
∇~Ωnn˜− ~Ωn × ~Jn = −
~J
‖
n
τ
‖
D
−
~J⊥n
τ⊥D
. (117)
The modified external field can be written as
~Ω′c =
~Ω+ zˆ
1
2h¯
[(g11 − g22)(nc + 2n˜) + (g11 + g22 − 2g12)(Szc + 2Szn)], (118)
~Ω′n =
~Ω + zˆ
1
h¯
[(g11 − g22)(nc + n˜) + (g11 + g22 − 2g12)(Sc + Szn)], (119)
while the effective field for the noncondensate is
~Ωn = ~Ω
′
n +
g12
h¯
(~Sc + ~Sn). (120)
Here we remark on some important features of the spin hydrodynamic equations.
1. The condensate spin current involves the spatial gradient of the condensate spin density itself. This term exert
a torque on the condensate spins, which causes spin untwisting observed in the JILA experiment [39]. It is
important to note that this term dose not involve the interaction, and is a sort of quantum pressure term (also
referred to as the ”quantum torque” [81]). This is in sharp contrast with the noncondensate spin dynamics. The
exchange mean field plays a crucial role in the noncondensate spin current, which causes collective spin waves.
2. The above equations involve coupling between the condensate and noncondensate spins through the exchange
mean-field terms, such as (g12/h¯)~Sc× ~Sn, which exerts a mutual torque when the condensate and noncondensate
spins are not aligned.
3. The two components are also coupled through the collisional relaxation terms. These terms try to bring the two
components into complete local equilibrium i.e., µ+ = µc and ~en = ~ec. These conditions determine the length
and the direction of the spins.
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IV. EFFECT OF DIFFERENT SCATTERING LENGTHS
The collision integrals given in Eqs. (63-65) were obtained for the case of equal scattering lengths gij ≡ g, corre-
sponding to SU(2)-symmetric interactions. For this special case, collisions make no explicit contribution to the decay
of the net transverse spin. In this section we consider the effect of unequal scattering lengths, which turn out to
contribute to the decay of the net transverse spin.
We first consider the role of In integral. From Eq. (90), the collision matrix Γn is given by
Γn =
∫
dp
(2πh¯)3
In[W ]
=
π
h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)
×[{1 +W (p1), A<(p2;p3,p4)}
−{W (p1), A>(p2;p3,p4)}
]
, (121)
where the explicit formulas for the matrices A
<
> are given by Eq. (B31). After some rearrangement, we obtain
Γnij =
π
h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)
×
{∑
klm
(gkj − gik)gml
[
W>im(p1)W
>
kl (p2)W
<
lk (p3)W
<
mj(p4)
−W<im(p1)W<kl (p2)W>lk (p3)W>mj(p4)
+W>im(p1)W
>
kl (p2)W
<
mk(p3)W
<
lj (p4)
−W<im(p1)W<kl (p2)W>mk(p3)W>lj (p4)
]}
(122)
One immediately finds that Γnii = 0 regardless of the form of W (p). This means that the collisions between
noncondensate atoms conserve the number of noncondensate atoms in each hyperfine state. We now focus on the
finite contribution of the transverse component, namely
Γn12 =
π
h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)
×{
∑
klm
(gk2 − g1k)gml[W>1m(p1)W>kl (p2)W<lk (p3)W<m2(p4)
−W<1m(p1)W<kl (p2)W>lk (p3)W>m2(p4)
+W>1m(p1)W
>
kl (p2)W
<
mk(p3)W
<
l2 (p4)
−W<1m(p1)W<kl (p2)W>mk(p3)W>l2 (p4)]} (123)
The above formula vanishes if g11 = g12 = g22, i.e., the transverse spin is conserved during collisions. If the scattering
length are not equal, collisions do not conserve the transverse spin.
Assuming a small transverse spin component, i.e. |W12| ≪W11,W22, we expand Γn12 in W12 to first order
Γn12 =
2π
h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)W12(p1)
×
[
g12(g12 − g11){[1 + f1(p2)]f1(p3)f2(p4)
−f1(p2)[1 + f1(p3)][1 + f2(p4)]}
+g22(g22 − g12){[1 + f2(p2)]f2(p3)f2(p4)
−f2(p2)[1 + f2(p3)][1 + f2(p4)]}
+g12(g12 − g22){[1 + f2(p2)]f2(p3)f1(p4)
−f2(p2)[1 + f2(p3)][1 + f1(p4)]}
+g11(g11 − g12){[1 + f1(p2)]f1(p3)f1(p4)
−f1(p2)[1 + f1(p3)][1 + f1(p4)]}
]
, (124)
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where fi ≡Wii.
To obtain a closed form in terms of the transverse spin component, we assume the local equilibrium distribution
given in Eqs. (93)-(95). Then f1, f2 and W12 are written in terms of f+ and f− as
f1 =
1
2
[(f+ + f−) + cos θn(f+ − f−)], (125)
f2 =
1
2
[(f+ + f−)− cos θn(f+ − f−)], (126)
W12 =
1
2
(f+ − f−) sin θne−iφn . (127)
With this form of W12, we find
∂n12
∂t
∣∣∣∣
coll
= −n12
τ2
, (128)
In order to obtain the explicit form of the relaxation time τ2, we consider the following two cases. First, we assume
that the spin direction is almost along the z direction i.e., θn ≈ 0. To first order in θn, one has
f1 ≈ f+, f2 ≈ f−, W12 ≈ 1
2
(f1 − f2)θne−iφn . (129)
The relaxation time τ2, which is a kind of “T 2” lifetime, is given by
1
τ2
=
2π
(n˜1 − n˜2)h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)
×
[
(g11 − g12)2{[1 + f2(p1)][1 + f1(p2)]f1(p3)f1(p4)
−f2(p1)f1(p2)[1 + f1(p3)][1 + f1(p4)]}
+(g22 − g12)2{[1 + f2(p1)][1 + f2(p2)]f2(p3)f1(p4)
−f2(p1)f2(p2)[1 + f2(p3)][1 + f1(p4)]}
]
. (130)
If the spin is almost polarized along the longitudinal direction, i.e. f2 ≈ 0, the above relaxation time reduces to
1
τ2
=
2π
n˜1h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)
×(g11 − g12)2[1 + f1(p2)]f1(p3)f1(p4). (131)
In the opposite limit of the small longitudinal polarization f1 ≈ f2 and θn ≈ π/2, we write
θn =
π
2
+ δθn, µ˜+ = µ˜+ δµ˜, µ˜− = µ˜− δµ˜. (132)
To first order in the small variables, one has
f1 ≈ f2 ≈ f, W12 ≈ βδµ˜e−iφnf(1 + f), (133)
with
f ≡ 1
eβ(ε˜p−µ˜) − 1 ≡
1
z−1eβ(p2/2m) − 1 . (134)
We then obtain
1
τ2
=
g3/2(z)
g1/2(z)
4π
n˜h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)
× [(g11 − g12)2 + (g22 − g12)2]
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×[1 + f(p1)][1 + f(p2)]f(p3)f(p4), (135)
where n˜ = n˜1 + n˜2 ≈ (2/λ3T )g3/2(z). One can show that Eq. (130) smoothly goes over to Eq. (135), if we take the
limit µ˜+ ≈ µ˜− ≈ µ˜.
We now consider the simplest case of the high-temperature limit T ≫ Tc. In this limit, the local equilibrium
distribution takes the Maxwell-Boltzmann form
W leq(r,p, t) ≈ 1
2
[1 + ~Mn(r, t) · ~σ]fMB(r,p, t), (136)
with
fMB(r,p, t) ≡ exp
(
−β
[
p2
2m
− µ(r, t)
])
. (137)
Assuming fMB ≪ 1 and keeping the quadratic terms in Eq. (123), we obtain the following simple form of the relaxation
time
1
τ2
=
π
n˜h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
dp4
×δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)δ(p1 + p2 − p3 − p4)
×{[(g11 − g12)2(1 +Mzn) + (g22 − g12)2(1−Mzn)]
×fMB(p3)fMB(p4)}, (138)
where n˜ = (1/λ3T )e
βµ. This expression for the relaxation time is formally identical to that of the classical collision
time, and thus one explicitly finds
1
τ2
=
√
2nσeffvth, (139)
where vth ≡
√
8kBT/πm is the thermal velocity and σeff is the effective collisional cross section
σeff = 2π[(a11 − a12)2(1 +Mzn) + (a22 − a12)2(1−Mzn)], (140)
rather than the usual σcoll = 8πa
2. One finds that this relaxation time is much longer than the mean collision time
τc =
√
2nσcollvth:
τ2/τc ∼ (a/∆a)2, (141)
where ∆a is the difference in the scattering lengths. For 87Rb, one finds τ2/τc ∼ 1000. In the recent JILA experiment
[24], this gives τ2 ∼ 10s.
We note that if |g11 − g12| = |g22 − g12|, which is the case of 87Rb, τ2 in the classical limit is independent of
the longitudinal polarization Mzn. However, in the quantum degenerate regime, we see from Eq. (130) that τ2 may
strongly depend on Mzn. This effect might be observable in experiments near Tc.
We next briefly discuss the case of below Tc. Since the In collision integral has no explicit dependence on the
condensate, Γn is the same as discussed above for T > Tc. For Γc, integrating Eq. (B39) over momentum, we find
Γc = Γ
(1)
c + Γ
(2)
c , (142)
where
Γ(1)c =
1
h¯
{nc, R} = −
∂nc
∂t
∣∣∣∣∣
coll
, (143)
and
Γ
(2)
cij =
π
h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
×δ(εc + ε˜p1 − ε˜p2 − ε˜p3)δ(mvc + p1 − p2 − p3)
×
∑
mkl
gml(gkj − gik)
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×{nckl[W>im(p1)W<mj(p2)W<lk (p3)−W<im(p1)W>mj(p2)W>lk (p3)
+W>im(p1)W
<
mk(p2)W
<
lj (p3)−W<im(p1)W>mk(p2)W>lj (p3)
]
+nclk[W
>
mj(p1)W
<
kl (p2)W
<
im(p3)−W<mj(p1)W>kl (p2)W<im(p3)
+W>mj(p1)W
<
il (p2)W
<
km(p3)−W<mj(p1)W>il (p2)W<km(p3)
]}
. (144)
One immediately finds that Γ
(2)
cii = 0. This means that collisions between the condensate and noncondensate conserve
the total density n = n1 + n2 and the longitudinal spin S
z = n1 − n2, but do not conserve the transverse component
of the total spin. Further explicit calculations of Γc in the unequal scattering length case is quite complicated, and
thus we do not make such analysis in the present paper.
V. CONCLUSIONS
In this paper, we derived a set of equations which describes the dynamics of a trapped Bose-condensed gas with spin-
1/2 internal degrees of freedom at finite temperatures. These equations consist of a generalized Gross-Pitaevskii (GP)
equation for the spinor condensate order parameter Φ(r, t), as given by Eq. (59), and a semiclassical kinetic equation
for the noncondensate distribution function W (r,p, t) in a 2 × 2 matrix form, as given by Eq. (60). These coupled
equations are the spin-1/2 generalization of the kinetic equations obtained by ZNG for a single component gas [35],
which has been shown to accurately describe several different experiments at finite temperatures [72]. Both of these
theories treat the thermal excitations semiclassically in the Hartree-Fock approximation. Our kinetic theory is also
the natural extension to the Bose-condensed regime of the earlier theories developed by Jeon and Mullin [12, 18, 20]
and Ruckenstein and Le´vy [19] to describe spin waves in dilute quantum degenerate gases.
As a further development of our theory, from Eq. (59) and Eq. (60) we derived a closed set of spin hydrodynamic
equations for the two spin components in the absence of any overall mass currents, i.e. vc = vn = 0, as summarized
in Eqs. (114)-(117). These equations are based on the assumption that collisions between noncondensate atoms
(described by the In collision integral) are sufficiently rapid to produce local equilibrium. Deviation from local
equilibrium gives rise to the usual spin-diffusion relaxation in the noncondensate spin current, which now involves an
additional contribution from the collisions of noncondensate atoms with atoms in the condensate (described by the Ic
collision integral). Interestingly, the Ic collision integral also gives rise the mutual relaxation between the condensate
and noncondensate spins, which suggests that the condensate and noncondensate spins have a tendency to become
aligned. This is a new prediction of our theory. In addition to the collisional coupling between the spins of the
condensate and noncondensate, the exchange mean field gives rise to a mutual torque coupling the two spins. This
mean field effect was first pointed out by Oktel and Levitov [77].
There are a wealth of different applications of the present kinetic theory to finite temperature dynamics of a spin-
1/2 Bose-condensed gas. Perhaps the most obvious application is to study the collective spin-wave dynamics below
Tc, which was never treated in the earlier literature on spin waves in spin polarized gases [12, 18, 19, 20]. From
earlier studies of spin waves above Tc, we know that the exchange mean field has a strong effect on the collective
dynamics of the transverse spin in the thermal gas due to the molecular field contribution to ~Ωn = ~Ω
′
n + g12
~Sn/h¯.
Below Tc, there is an additional contribution to the molecular field experienced by the noncondensate due to the
condensate ~Ωn = ~Ω
′
n + g12(~Sn + ~Sc)/h¯. The molecular field experienced by the condensate has a reciprocal coupling
to the noncondensate ~Ωc = ~Ω
′
c + g12~Sn/h¯, but notice that the condensate by itself does not experience the exchange
mean field: interactions do not lead to collective spin waves in the condensate. Instead, spin waves in the condensate
will result from the kinetic energy cost to twist up the condensate, an effect that is encapsulated by the so-called
“quantum torque” form of the condensate spin current ~Jc = −(h¯/2nc)~Sc ×∇~Sc. Together with the spin relaxation
effects due to collisions, these various effects should lead to interesting new spin-wave dynamics below Tc [82].
Another important application, motivated by recent experimental observations [83] is to study the effect that the
dephasing of the spins in the thermal cloud has on the spinor condensate after a π/2 pulse is applied. In the presence
of spatial inhomogeneities in the external field ~Ω′n(r), the spin of the noncondensate can decay to zero ~Sn(r)→ 0 due
to the dephasing of individual spins of atoms as they travel with different trajectories in the trap. In contrast, all the
atoms in the condensate are in the same spinor wavefunction and so it is always spin polarized in our theory. As the
spins of the thermal gas dephase, the gas evolves from a spin coherent sample to a 50− 50 spin mixture, which has
a condensation temperature approximately 20% lower than that of the spin polarized gas [92]. At fixed temperature,
we then expect the condensate fraction to decrease as the noncondensate spin decoheres. This “condensate melting”
[83] is a finite temperature effect that requires a kinetic theory description that treats the scattering of atoms between
the condensate and noncondensate, and so is an ideal application of the present theory. A related question arising
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from this study concerns the validity of the present kinetic theory for describing the transverse spin dynamics of the
condensate when it is subjected to such strong phase fluctuations. Indeed, two recent studies of the ground state of
a spin-1/2 Bose gas suggest that in certain limits, the condensate may become fragmented [84, 85], which is beyond
our treatment of the condensate in the present kinetic theory.
A final proposed application of the theory is to treat the dynamics of topological states, or spin textures, of the
condensate at finite temperatures. Several recent theoretical studies have explored spin textures at zero tempera-
ture [86, 87]. We note that the two-component vortex state proposed [80] and observed [38] at JILA is also a spin
texture. At finite temperatures, based on our kinetic theory, one expects interesting effects due to the mean field and
collisional coupling between the spins of the condensate and thermal gas. In particular, the same kind of mutual fric-
tion type effects arising in a single component Bose-condensed gas when the condensate and noncondensate velocities
differ [76] will also occur in a spin-1/2 gas. The generalization of this effect on spin dynamics should follow from our
theory. With the kinetic theory we have presented, one should be able to explore the role of the thermal cloud in the
creation and stability of topological excitations, as was done in the study of vortex formation in a single component
gas [76].
VI. ACKNOWLEDGEMENTS
We would like to thank the following people for useful discussions about this work during the last year and a half:
G. Brennen, C. W. Clark, E. A. Cornell, Z. Dutton, J. N. Fuchs, A. Griffin, D. M. Harber, B. Jackson, F. Laloe¨, H.
J. Lewandowski, J. M. McGuirk, N. Nygaard, B. Statt, and E. Zaremba.
APPENDIX A: TWO-LEVEL SYSTEMS IN DILUTE ATOMIC GASES
With a bosonic atom, the two-levels making up the spin-1/2 system will always be a particular subspace of a larger
space of internal states. In the alkali atoms, this larger space is the set of hyperfine states, illustrated in Fig. 1. In
order to be a viable candidate, the system should meet a few basic requirements: the two-levels should have very low
loss rates and long coherence times; it should be straight-forward to couple the states with a radiation field; they must
also experience the same confinement while still allowing for spin-dependent forces that can excite collective modes
of the spin.
There will always be collisions that take the system out of the two-level subspace, which we will consider as loss
processes. Typically, the most severe source of loss comes from spin-exchange collisions [44, 45, 46] (dipolar and
three-body losses, which should be examined as well, are typically much smaller). The best way to minimize this
loss process is to choose two states for which the selection rules or energetics do not allow the colliding atoms to
change their internal states to ones outside the subspace. In these spin changing collisions, the total molecular spin
Ftot and spin projection Mtot of the colliding pair are conserved. For example, for colliding atoms in the states (1, 1)
and (1,−1), the total spin can add up to the values Ftot = 0, 1, 2 and the spin projection is Mtot = 0. Although the
selection rules allow for scattering into states in the upper F = 2 hyperfine manifold, these collisions are disallowed
energetically at ultralow temperatures. However, the process (1, 1)+ (1,−1)→ (1, 0)+ (1, 0) is allowed, making these
two states a poor spin-1/2 candidate in general. Based on similar arguments, one can show that spin exchange losses
can be eliminated by using either of the two pairs of stretched states: (1,−1) and (2,−2) or (1, 1) and (2, 2), which
can be coupled using a single photon microwave coupling. For 87Rb, any pair of hyperfine states may be considered
since the spin exchange loss rates are anomalously low.
In order to confine the two states within the same magnetic trap, they must have the same magnetic moment. In
this regard, the stretched states (1,−1) and (2,−2) or (1, 1) and (2, 2) would be poor choices in a magnetic trap. It
seems that the states (1,−1) and (2, 1) of 87Rb may be the only viable spin-1/2 system in a magnetic trap. In order
to use the stretched states, an optical trap must be used, which exerts the same force on all of the hyperfine states.
In general there are various possible schemes for generating spin-dependent forces; a detailed discussion is beyond the
scope of this paper.
Based on these considerations, we have narrowed the possible two-state systems to either pair of stretched states
(1,−1) and (2,−2) or (1, 1) and (2, 2) for the alkali atoms 7Li, 23Na, 87Rb in an optical trap, or the states (1,−1) and
(2, 1) of 87Rb in a magnetic trap [40, 88]. These are illustrated in Fig. 1. We note that at present, only the system in
Fig. 1a has been explored in any detail in actual experiments, but the spin-1/2 systems in Fig. 1b would allow for a
wider range of parameters to be explored (such as the effects of largely different scattering lengths in 23Na or having
an attractive interaction in 7Li).
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APPENDIX B: DERIVATION OF COLLISION INTEGRALS
In this Appendix, we give detailed derivation of the collision integral In and Ic given in Eqs.(65) and (64). We
closely follow the approach of KD [71] and ZNG [35]. As usual, we assume that the macroscopic variables are slowly
varying in space and time compared to the spatial and temporal scale of a collision event. We thus approximate the
macroscopic variables near (r, t) as
n˜ij(r
′, t′) ≈ n˜ij(r, t), Un(r′, t′) ≈ Un(r, t),
nc(r
′, t′) ≈ nc(r, t), Uc(r′, t′) ≈ Uc(r, t) (B1)
For the condensate order parameter, we expand the three phases αc, φc, θc to first order in space and time:
αc(r
′, t′) ≈ αc(r, t) + ∂αc
∂t
(t′ − t) +∇αc · (r′ − r) ≡ αc(r, t) + δαc, (B2)
φc(r
′, t′) ≈ φc(r, t) + ∂φc
∂t
(t′ − t) +∇φc · (r′ − r) ≡ φc(r, t) + δφc, (B3)
θc(r
′, t′) ≈ θc(r, t) + ∂θc
∂t
(t′ − t) +∇θc · (r′ − r) ≡ θc(r, t) + δθc, (B4)
From Eq. (69) we then obtain
Φ(r′, t′) ≈ eiδαc
[
1− i1
2
δφcσ
z − i1
2
δθc(cosφcσ
y − sinφcσx)
]
Φ
≃ exp
{
i
[
δαc1− 1
2
δφcσ
z − 1
2
δθc(cosφcσ
y − sinφcσx)
]}
Φ
= exp
{
i
[
δαc1− 1
2
δφc ~Mc · ~σ cos θc − 1
2
~σ · ( ~Mc × δ ~Mc)
]}
Φ, (B5)
where
δ ~Mc ≡ ∂
~Mc
∂t
(t′ − t) +∇ ~Mc · (r′ − r). (B6)
One can also write Eq. (B5) as
Φ(r′, t′) ≈ exp
{
i
h¯
[
pc · (r′ − r)− εc(t′ − t)
]}
Φ(r, t), (B7)
where
pc ≡ h¯
{
∇αc1− 1
2
~σ ·
[
~Mc∇φc cos θc + ~Mc ×∇ ~Mc
]}
, (B8)
εc ≡ −h¯
{
∂αc
∂t
1− 1
2
~σ ·
[
~Mc
∂φc
∂t
cos θc + ~Mc × ∂
~Mc
∂t
]}
, (B9)
The spatial gradients of the phases are related to the condensate velocity vc through Eq. (68). Inserting the spinor
form of the condensate wavefunction into the generalized GP equation Eq. (59), we also find
h¯
(
∂αc
∂t
− 1
2
cos θc
∂φc
∂t
)
= −εc, (B10)
where the condensate energy εc is defined by (we neglect the anomalous correlation m˜ij)
εc(r, t) ≡ − h¯
2∇2
√
nc(r, t)
2m
√
nc(r, t)
+ Uc(r, t)
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+
h¯
2
~Ωc(r, t) · ~Mc(r, t) + h¯
2
8m
[∇ ~Mc(r, t)]
2
+
1
nc(r, t)
∑
ij
gijRe
[
Φ∗i (r, t)〈ψ˜†j (r, t)ψ˜j(r, t)ψ˜i(r, t)〉
]
+
mv2c (r, t)
2
≡ µc(r, t) + mv
2
c (r, t)
2
, (B11)
where µc(r, t) is the local condensate chemical potential.
It is now convenient to introduce the Fourier transform
ψ˜i(r, t0) =
1√
V
∑
p
aipe
ip·r/h¯, ψ˜†i (r, t0) =
1√
V
∑
p
a†ipe
−ip·r/h¯, (B12)
where V is the volume of the system. For convenience on calculations, we work with the finite volume V and thus treat
discrete momentum variable p. After deriving collision terms, we take the limit V →∞ to replace the summation over
p with the momentum integral. With the local approximation in Eq. (B1), one can write the mean-field Hamiltonian
Hˆ0(t
′) as
Hˆ0(t
′) ≈
∑
i,j
∑
p
{[
p2
2m
+ Un(r, t)
]
δij +
h¯
2
〈i|~Ωn(r, t) · ~σ|j〉
}
a†ipajp. (B13)
With this approximate form of Hˆ0(t
′), the free evolution operator becomes
Uˆ0(t, t
′) ≈ exp
[
− i
h¯
Hˆ0(t− t′)
]
. (B14)
In performing the perturbation calculation using Eq. (58), one needs to evaluate Uˆ†0(t, t
′)aipUˆ0(t, t
′). It can be formally
written as
Uˆ
†
0(t, t
′)aipUˆ0(t, t
′)
=
∑
j
〈i| exp
{
− i
h¯
Hn(r,p, t)(t− t′)
}
|j〉ajp. (B15)
In principle, one can diagonalize Eq. (B13) to write down an explicit solution for Eq. (B15). However, doing so would
be quite complicated. Following Jeon and Mullin [18], we use the simple approximation of introducing the local HF
excitation energy ε˜p,
Uˆ
†
0(t, t
′)aipUˆ0(t, t
′) ≈ exp
[
− i
h¯
ε˜p(t− t′)
]
aip, (B16)
where
ε˜p(r, t) ≡ p
2
2m
+ Un(r, t) +
h¯
2
~Ωn(r, t) · ~Mn(r, t). (B17)
The above approximation corresponds to replacing ~σ with ~Mn1. We also use the same level of approximation for the
condensate order parameter:
Φ(r′, t′) ≈ exp
{
i
[
−εc
h¯
(t′ − t) + 1
h¯
pc · (r′ − r)
]}
Φ, (B18)
where the local condensate momentum is defined by pc(r, t) ≡ mvc(r, t). We can also express Hˆ ′(t′) in terms of the
Fourier transform:
Hˆ ′1(t
′) ≈ −V 1/2
∑
ij
∑
p
δp,pc
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×gij
[
eipc·r/h¯e−iεc(t−t
′)/h¯(Φ∗i n˜jj +Φ
∗
j n˜ji)aip +H.c.
]
, (B19)
Hˆ ′2(t
′) ≈
∑
ij
∑
p1,p2
δp1+p2,2pc
×gij
2
[
ei2pc·r/h¯e−i2εc(t−t
′)/h¯Φ∗iΦ
∗
jajp1aip2 +H.c.
]
, (B20)
Hˆ ′3(t
′) ≈ 1
V 1/2
∑
ij
∑
p1,p2,p3
δpc+p1,p2+p3
×gij
[
eipc·r/h¯e−iεc(t−t
′)/h¯Φ∗i a
†
jp1
ajp2aip3 +H.c.
]
, (B21)
Hˆ ′4(t
′) ≈ 1
2V
∑
ij
∑
p1,p2,p3,p4
δp1+p2,p3+p4gija
†
ip1
a†jp2ajp3aip4
−
∑
ij
∑
p
gij(n˜jia
†
jpaip + n˜jja
†
ipaip). (B22)
As usual, we assume that there is no initial correlation so that we can use the Wick’s theorem to factorize terms
such as
〈a†ip1a
†
jp2
akp3alp4〉t0
= 〈a†ip1akp3〉t0〈a
†
jp2
alp4〉t0 + 〈a†ip1alp4〉t0〈a
†
jp2
akp3〉t0 . (B23)
As we noted before, the anomalous correlations are neglected. Within the present approximation of slow variation of
the macroscopic quantities in space and time, we can use
〈a†jp1aip2〉t0 ≈ δp1,p2Wij(r,p, t), (B24)
in the calculation of the collision integral.
We first consider the three-field correlation function that appears in the generalized GP equation:
〈ψ˜†i (r, t)ψ˜j(r, t)ψ˜k(r, t)〉 =
1
V 3/2
∑
p1,p2,p3
〈a†ip1ajp2akp3〉te−i(p1−p2−p3)·r/h¯. (B25)
Clearly the first term in Eq. (58) makes no contribution to the three-field correlation function. We then find
〈a†ip1ajp2akp3〉t
= − i
h¯
∫ t
t0
dt′〈Uˆ†0(t′, t0)[Uˆ†0(t, t′)a†ip1ajp2akp2Uˆ0(t, t′), Hˆ ′(t′)]Uˆ0(t′, t0)〉t0
= − i
h¯
∫ t
t0
dt′ei(ε˜p1−ε˜p2−ε˜p3)(t−t
′)/h¯
× 〈[a†ip1ajp2akp2 , Hˆ ′1(t′) +H ′3(t′)]〉t0 . (B26)
The time integral is performed by setting t0 → −∞ introducing the convergence factor e−δ(t−t′), which yields
1
h¯
∫ t
−∞
dt′ei(εc+ε˜p1−ε˜p2−ε˜p3)(t−t
′)/h¯
= πδ(εc + ε˜p1 − ε˜p2 − ε˜p3) + iP
(
1
εc + ε˜p1 − ε˜p2 − ε˜p3
)
(B27)
Using the Wick’s theorem, we finally obtain
〈a†ip1ajp2akp3〉t
= −i
[
πδ(εc + ε˜p1 − ε˜p2 − ε˜p3) + iP
(
1
εc + ε˜p1 − ε˜p2 − ε˜p3
)]
e−ipc·r/h¯δpc+p1,p2+p3
× 1√
V
∑
lm
glmΦl
{
Wmi(p1)[δjm +Wjm(p2)][δkl +Wkl(p3)]
26
+Wmi(p1)[δjl +Wjl(p2)][δkm +Wkm(p3)]
−[δmi +Wmi(p1)]Wjm(p2)Wkl(p3)
−[δmi +Wmi(p1)]Wjl(p2)Wkm(p3)
}
, (B28)
where we omitted the arguments r and t for simplicity. We thus obtain the three-field correlation function
〈ψ˜†i ψ˜jψ˜k〉
= −i 1
V 2
∑
p1,p2,p3
[
πδ(εc + ε˜p1 − ε˜p2 − ε˜p3) + iP
(
1
εc + ε˜p1 − ε˜p2 − ε˜p3
)]
×δpc+p1,p2+p3
∑
lm
glmΦl
{
Wmi(p1)[δjm +Wjm(p2)][δkl +Wkl(p3)]
+Wmi(p1)[δjl +Wjl(p2)][δkm +Wkm(p3)]
−[δmi +Wmi(p1)]Wjm(p2)Wkl(p3)
−[δmi +Wmi(p1)]Wjl(p2)Wkm(p3)
}
, (B29)
Using this result, one obtains the explicit formula for the three-field contribution in the GP equation as∑
j
gij〈ψ˜†j ψ˜jψ˜i〉
= −i 1
V 2
∑
p1,p2,p3
[
πδ(εc + ε˜p1 − ε˜p2 − ε˜p3) + iP
(
1
εc + ε˜p1 − ε˜p2 − ε˜p3
)]
×δpc+p1,p2+p3 [A<ij(p1;p2,p3)−A>ij(p1;p2,p3)]Φj
≡
∑
j
RijΦj , (B30)
where we have defined the matrices
A
<
>
ij(p1;p2,p3) ≡
∑
kl
gkjgil{W
>
<
kl (p1)W
<
>
lk (p2)W
<
>
ij (p3)
+W
>
<
kl (p1)W
<
>
ik (p2)W
<
>
lj (p3)}, (B31)
with
W<(p) ≡W (p), W>(p) ≡ 1 +W (p). (B32)
This notation using > and < follows the Kadanoff-Baym formalism (actually, these matrices are directly related to
the second-order self-energy in the Kadanoff-Baym formalism) [18, 61, 89]. We note that the matrix A
<
>
ij has the
property
A
<
>
ij(p1;p2,p3) = [A
<
>
ji(p1;p3,p2)]
∗ (B33)
Eq. (B30) defines the matrix R that appears in the generalized GP equation Eq. (59).
The similar techniques and approximations are used to evaluate the collision terms in the kinetic equation. We first
consider the contribution from Hˆ ′3:
− i
h¯
trρ˜(t, t0)[Wˆij(r,p, t), Hˆ
′
3(t)]
≃ −i 1
h¯
1√
V
∑
q
∑
p1,p2,p3
δpc+p1,p2+p3
×{eipc·r/h¯∑
k
[gikδp,p1−q/2Φ
∗
k〈a†jp−q/2aip2akp3〉t
−gkjδp,p2+q/2Φ∗k〈a†jpaip+q/2akp3〉t − gkjδp,p3+q/2Φ∗j 〈a†kpakp2aip+q/2〉t]
−eipc·r/h¯
∑
k
[δp1,p−q/2gkjΦk〈a†kp3a
†
jp2
aip+q/2〉t
−δp2,p+q/2gikΦk〈a†jp−q/2a†kp3aip1〉t
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−δp3,p+q/2gikΦi〈a†jp−q/2a†kp2akp1〉t]
}
≃ −i 1
h¯
1√
V
∑
p1,p2,p3
δpc+p1,p2+p3
∑
k
×
{
δp1,p
[
gike
ipc·r/h¯Φ∗k〈a†jp1aip2akp3〉t − gkje−ipc·r/h¯〈a
†
kp3
a†jp2aip3〉tΦk
]
−δp1,p
[
gkje
ipc·r/h¯Φ∗k〈a†jp1aip2akp3〉t − gike−ipc·r/h¯〈a
†
kp3
a†jp2aip1〉tΦk
]
−δp1,p
[
gkje
ipc·r/h¯Φ∗j 〈a†kp1akp2aip3〉t
−gike−ipc·r/h¯〈a†jp3a
†
kp2
akp1〉tΦi
]}
, (B34)
where the three-field correlation function is given in Eq. (B28).
In order to denote the collision term in a compact form, it is useful to introduce the three matrices:
A
<
>
ij(C;p2,p3) ≡
∑
kl
gkjgil{ncklW
<
>
lk (p2)W
<
>
ij (p3)
+ ncklW
<
>
ik (p2)W
<
>
lj (p3)}, (B35)
A
<
>
ij(p1;C,p3) ≡
∑
kl
gkjgil{W
>
<
kl (p1)nclkW
<
>
ij (p3)
+W
>
<
kl (p1)ncikW
<
>
lj (p3)}, (B36)
A
<
>
ij(p1;p2, C) ≡
∑
kl
gkjgil{W
>
<
kl (p1)W
<
>
lk (p2)ncij
+W
>
<
kl (p1)W
<
>
ik (p2)nclj}, (B37)
We then find
− i
h¯
trρ˜(t, t0)[Wˆ , Hˆ
′
3] = Ic[W (p)] +
i
h¯
[W (p), δU c(p)], (B38)
where Ic represents collisions between the condensate and noncondensate atoms:
Ic[W (p)]
=
π
h¯V
∑
p1,p2,p3
δpc+p1,p2+p3δ(εc + ε˜p1 − ε˜p2 − ε˜p3)
×
{
δp,p1
[{
1 +W (p1), A
<(C;p2,p3)
}
−
{
W (p1), A
>(C;p2,p3)
}]
+δp,p2
[{
1 +W (p2), A
<(p3;C,p1)
}
−
{
W (p2), A
>(p3;C,p1)
}]
+δp,p3
[{
1 +W (p3), A
<(p2;p1, C)
}
−
{
W (p3), A
>(p2;p1;C)
}]}
. (B39)
The second term δU c represents the second-order correction to the effective coupling field:
δU c(p) =
1
h¯V
∑
p1,p2,p3
P 1
εc + ε˜p1 − ε˜p2 − ε˜p3
δpc+p1,p2+p3
×
{
δp,p1
[
A>(C;p3,p2)−A<(C;p3,p2)
]
+δp,p2
[
A>(p3;C,p1)−A<(p3;C,p1)
]
+δp,p3
[
A>(p2;p1;C)−A<(p2;p1, C)
]}
. (B40)
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Finally, we consider the contribution from Hˆ ′4:
1
ih¯
trρ˜(t, t0)[Wˆij(r,p, t), H
′
4(t)]
≃ 1
ih¯
∑
q
eiq·r/h¯
(
1
V
∑
k
∑
p1,p2,p3,p4
δp1+p2,p3+p4
×[δp1,p+q/2gik〈a†jp−q/2a†kp2akp3aip4〉t
−δp4,p+q/2gkj〈a†jp1a
†
kp2
akp3aip+q/2〉t]
)
−
∑
k
{
gkj [n˜kjWik(p) + n˜kkWij(p)]
−gik[n˜ikWkj(p) + n˜kkWij(p)]
}
. (B41)
We now need to evaluate the four-field correlation function:
〈a†jp1a
†
kp2
akp3aip4〉t
= trρˆ(t0)
{
Uˆ
†
0(t, t0)a
†
jp1
a†kp2akp3aip4Uˆ0(t, t0)
− i
h¯
∫ t
t0
dt′ei(ε˜p1+ε˜p2−ε˜p3−ε˜p4)
×Uˆ†0(t′, t0)[a†jp1a
†
kp2
akp3aip4 , Hˆ
′
4(t
′)]Uˆ0(t
′, t0)
}
. (B42)
We find that the first term of order g0 makes no contribution to Eq. (B41). Using Wick’s theorem to evaluate the
second order term, we also find that mean field contribution in the last two terms of Eq. (B41) are canceled out with
several terms in Eq. (B42). The relevant terms are often referred to as “connected diagrams”. We thus obtain the
relevant contribution:
〈a†jp1a
†
kp2
akp3aip4〉t
≃ − i
V
[
πδ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4) + iP
1
ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4
]
×δp1+p2,p3+p4
∑
mn
gmn
{
Wmj(p1)Wnk(p2)[δkn +Wkn(p3)][δim +Wim(p4)]
+Wmj(p1)Wnk(p2)[δkm +Wkm(p3)][δin +Win(p4)]
−[δmj +Wmj(p1)][δnk +Wnk(p2)]Wkn(p3)Wim(p4)
−[δmj +Wmj(p1)][δnk +Wnk(p2)]Wkm(p3)Win(p4)
}
. (B43)
Using the matrices defined above, we can write this Hˆ ′4 contribution to the kinetic equation as
1
ih¯
trρ˜(t, t0)[Wˆ (r,p, t), Hˆ
′
4(t)] = In[W (p)] +
i
h¯
[W (p), δUn(p)], (B44)
where In represents the collisions between noncondensate atoms
In[W (p)] =
π
h¯V 2
∑
p2,p3,p4
δ(ε˜p + ε˜p2 − ε˜p3 − ε˜p4))δp+p2,p3+p4
×
[{
1 +W (p), A<(p2;p3,p4)
}
−
{
W (p), A>(p2;p3,p4)
}]
, (B45)
δUn(p) =
1
h¯V 2
∑
p2,p3,p4
P 1
ε˜p + ε˜p2 − ε˜p3 − ε˜p4
δp+p2,p3−p4
×
[
A>(p2;p3,p4)−A<(p2;p3,p4)
]
(B46)
We now comment on the spin rotation terms involving δUn and δU c. This type of contribution is known as the
“off-energy-shell” term. In the high-temperature (or low-density) Maxwell-Boltzmann limit T ≫ Tc, one can show
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that δU(p) is canceled out by a term second-order in the t-matrix in the mean-field term [18, 90]. In the degenerate
quantum gas, the role of the off-energy-shell term is not obvious, and there are several discussions in literature (see
discussions in Jeon and Mullin [18]). In any event, in our present treatment we do not include renormalization effects
consistently to order g2. We thus drop the off-energy-shell contribution to the streaming term. For consistency, we
also drop the anomalous correlation function and the principal-value part of R in the GP equation. This means that
we drop the second-order correction to the condensate chemical potential. Including these second-order contribution
will require more careful treatment of the many-body perturbation theory.
Finally, we can replace the momentum sum 1/V
∑
p
by the integral
∫
dp/(2πh¯)3 and the Kronecker delta function
V δp,p′ by the Dirac delta function (2πh¯)
3δ(p− p′). We then obtain
In[W (p)] =
π
h¯
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(ε˜p + ε˜p2 − ε˜p3 − ε˜p4))δ(p+ p2 − p3 − p4)
×
[{
1 +W (p), A<(p2;p3,p4)
}
−
{
W (p), A>(p2;p3,p4)
}]
, (B47)
Ic[W (p)] =
π
h¯
∫
dp1
(2πh¯)3
∫
dp2
∫
dp3
×δ(εc + ε˜p1 − ε˜p2 − ε˜p3))δ(mvc + p1 − p2 − p3)
×{δ(p− p1)
[{
1 +W (p1), A
<(C;p2,p3)
}
−
{
W (p1), A
>(C;p2,p3)
}]
+δ(p− p2)
[{
1 +W (p2), A
<(p3;C,p1)
}
−
{
W (p2), A
>(p3;C,p1)
}]
+δ(p− p3)
[{
1 +W (p3), A
<(p2;p1, C)
}
−
{
W (p3), A
>(p2;p1;C)
}]
. (B48)
R = π
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
×δ(mvc + p1 − p2 − p3)δ(εc + ε˜p1 − ε˜p2 − ε˜p3)
[A>(p1;p2,p3)−A<(p1;p2,p3)], (B49)
where the various A
<
>
ij are given in Eq. (B31) and Eqs. (B35)-(B37).
APPENDIX C: SPIN TRANSPORT RELAXATION TIMES
In this Appendix, we calculate various spin transport relaxation times that appear in the spin hydrodynamic
equations. We first consider the following relaxation term:
∂~Sn
∂t
∣∣∣∣∣
coll
= Tr(~σ Γc[W
leq]
= −πg
2nc
h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
×δ(mvc + p1 − p2 − p3)δ(εc + ε˜p1 − ε˜p2 − ε˜p3)
×
∑
s,s′=±1
[1− e−β(µ˜s′−µc)]
×(~ec + s′~en)(1 + δs,s′)(1 + f1s)f2sf3s′ . (C1)
We then linearize Eq. (C1) in µdiff and ~en − ~ec to find
∂~Sn
∂t
∣∣∣∣∣
coll
= − n˜βµdiff
τ˜
‖
c
(
~en + ~ec
2
)
− n˜
τ˜⊥c
(~en − ~ec), (C2)
where the two relaxation times are given by
1
τ˜
‖
c
=
nc
n˜
1
τ
‖
c
=
2πg2nc
h¯n˜
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
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×δ(p1 − p2 − p3)δ(µc + p1 − p2 − p3)
×
∑
s
(1 + δs,+)(1 + f1s)f2sf3+, (C3)
1
τ˜⊥c
=
nc
n˜
1
τ⊥c
=
πg2nc
h¯n˜
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
×δ(p1 − p2 − p3)δ(µc + p1 − p2 − p3)
×
∑
s
(1 + δs,−)[f1s(1 + f2s)(1 + f3−)− (1 + f1s)f2sf3−]. (C4)
We next calculate the relaxation times associated with the spin current. Linearized collision integrals are given by
δIn = δI
‖
n + δI
⊥
n , (C5)
δIc = δI
‖
c + δI
⊥
c , (C6)
where
δI‖n =
πg2
2h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
∫
dp4
×δ(p1 + p2 − p3 − p4)δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)
×[δ(p− δp1)− δ(p− p4)]
×
∑
s,s′
(1 + s~en · ~σ)(1 + δs,s′)(1 + f1s)(1 + f2s′)f3s′f4s
×(ψ‖4s + ψ‖3s′ − ψ‖2s′ − ψ‖1s), (C7)
δI⊥n =
g2π
4h¯
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
∫
dp4
×δ(p1 + p2 − p3 − p4)δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)
×[δ(p− p1)− δ(p− p4)]
×
∑
s,s′
[(1 + f1s)(1 + f2s′)f3s′f4−s − f1sf2s′(1 + f3s′)(1 + f4−s)]
×s~σ · [~ψ⊥1 − ~ψ⊥4 + δs,s′(~ψ⊥2 − ~ψ⊥4 ) + δs,−s′(~ψ⊥1 − ~ψ⊥3 )], (C8)
δI‖c =
πg2nc
h¯
∫
dp1
(2πh¯)3
∫
dp2
∫
dp3
×δ(p1 − p2 − p3)δ(µc + ε˜p1 − ε˜p2 − ε˜p3)
×
∑
s
([δ(p− p1)− δ(p− p2)− δ(p− p3)]1
+{s[δ(p− p1)− δ(p− p2)]− δ(p− p3)}~en · ~σ)
×(1 + δs,+)(1 + f1s)f2sf3+(ψ‖3+ + ψ‖2s − ψ‖1s), (C9)
δI⊥c =
πg2nc
2h¯
∫
dp1
(2πh¯)3
∫
dp2
∫
dp3
×δ(p1 − p2 − p3)δ(µc + ε˜p1 − ε˜p2 − ε˜p3)
×
∑
s
([δ(p− p1)− δ(p− p2)]
×[(1 + f1s)f2−sf3+ − f1s(1 + f2−s)(1 + f3+)]
×[s(~ψ⊥1 − ~ψ⊥2 )− δs,−(~ψ⊥1 − ~ψ⊥3 )− δs,+ ~ψ⊥2 ] · ~σ
−δ(p− p3)[(1 + f1s)f2sf3− − f1s(1 + f2s)(1 + f3−)]
×[−~ψ⊥3 + δs,+(~ψ⊥1 − ~ψ⊥3 )− δs,− ~ψ⊥2 ] · ~σ). (C10)
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When linearizing Ic, we assumed ~en = ~ec and µdiff = 0.
Taking moments of these linearized collision integrals with using Eq. (105), we find
∫
dp
(2πh¯)3
pTr
(
~σδI‖n
)
= −
~J
‖
n
τ
‖
D,n
,
∫
dp
(2πh¯)3
pTr
(
~σδI⊥n
)
= −
~J⊥n
τ⊥D,n
, (C11)
and ∫
dp
(2πh¯)3
pTr
(
~σδI‖c
)
= −
~J
‖
n
τ
‖
D,c
,
∫
dp
(2πh¯)3
pTr
(
~σδI⊥c
)
= −
~J⊥n
τ⊥D,c
, (C12)
where the four relaxation times are given by
1
τ
‖
D,n
=
πg2
3h¯
n˜
n˜+n˜−
β
m
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(p1 + p2 − p3 − p4)δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)
×(p1 − p4)2(1 + f1+)(1 + f2−)f3−f4+, (C13)
1
τ
‖
D,c
=
2πg2nc
3h¯
n˜
n˜+n˜−
β
m
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
×δ(p1 − p2 − p3)δ(µc + ε˜p1 − ε˜p2 − ε˜p3)
×p23(1 + f1−)f2−f3+, (C14)
1
τ⊥D,n
=
πg2
6h¯m
∑
s sP˜s
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
(2πh¯)3
∫
dp4
×δ(p1 + p2 − p3 − p4)δ(ε˜p1 + ε˜p2 − ε˜p3 − ε˜p4)
×
∑
s,s′
[(1 + f1−s)(1 + f2s′)f3s′f4s − f1−sf2s′(1 + f3s′)(1 + f4s)]
×[s(p1 − p4)2 + s′(p1 − p4) · (p1 − p3)], (C15)
1
τ⊥D,c
=
πg2
3h¯m
∑
s sP˜s
∫
dp1
(2πh¯)3
∫
dp2
(2πh¯)3
∫
dp3
×δ(p1 − p2 − p3)δ(µc + ε˜p1 − ε˜p2 − ε˜p3)
×
∑
s
{s[(1 + f1−s)f2s)f3+ − f1−s(1 + f2s)(1 + f3+)]
−[(1 + f1−s)f2−sf3− − f1−s(1 + f2−s)(1 + f3−)]}
×(p23 + sp2 · p3)}. (C16)
Finally, the longitudinal spin diffusion time τ
‖
D is given by
1
τ
‖
D
=
1
τ
‖
D,n
+
1
τ
‖
D,c
, (C17)
and the transverse diffusion relaxation time is given by
1
τ⊥D
=
1
τ⊥D,n
+
1
τ⊥D,c
. (C18)
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