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In this work, we employ the heavy hadron chiral perturbation theory (HHChPT) to calculate
the ΣcD¯
(∗) potentials to the next-to-leading order. The contact, the one-pion exchange and the
two-pion exchange interactions are included. Besides, the mass splittings between the heavy quark
spin symmetry (HQSS) multiplets are kept in calculations. Our result shows that neglecting the
heavy quark symmetry (HQS) violation effect may be misleading to predict the potentials between
the charmed hadrons. We perform numerical analysis with three scenarios. In the first scenario, we
relate the low-energy constants (LECs) in the contact terms of ΣcD¯
(∗) to those of nucleon systems,
and reproduce the Pc(4312) and Pc(4440) as loosely bound states. In the second scenario, we vary
the unknown LECs and find a small parameter region in which Pc(4312), Pc(4440) and Pc(4457)
can coexist as molecular states. In the third scenario, we include the coupled-channel effect on
the basis of scenario II, and notice that the three Pc states can be reproduced as molecular states
simultaneously in a large region of parameters. Our analytical results can be used for the chiral
extrapolations in lattice QCD. With the lattice QCD results in the future as inputs, the identification
of the Pc states and predictions for other systems would be more reliable.
I. INTRODUCTION
The multiquark state has been a very important topic
in hadron physics for a long time (for recent reviews,
see Refs. [1–5]). Since 2003, many “XYZ” states have
been observed as the candidates of tetraquark states [6–
9]. In 2015, the LHCb Collaboration discovered two pen-
taquark candidates Pc(4380) and Pc(4450) in the J/ψp
invariant mass spectrum of Λb → J/ψKp[10]. Very re-
cently, the LHCb Collaboration reported the new re-
sults about pentaquarks [11]. The previously reported
Pc(4450) was resolved into two narrow states Pc(4440)
and Pc(4457). Besides, a new state Pc(4312) was ob-
served with 7.3σ significance, and these three states are
measured to be narrow. The masses of these resonances
lie below the thresholds of ΣcD¯ and ΣcD¯
∗, respectively.
Thus, they are good candidates of the molecular states.
Before the discovery of Pc states, several groups predicted
the existence of the hidden charm molecular states with
five quarks [12–14]. Although there are several alterna-
tive explanations, like tightly-bound pentaquarks [15–18]
and kinetic effect [19], the molecular state explanation
is more favorable. The recent QCD sum rules [20] and
the one-boson-exchange (OBE) model [21, 22], the lo-
cal hidden gauge approach [23] and the quark delocal-
ization color screening model [24] calculations also sup-
port the molecule explanation for the Pc(4312), Pc(4440)
and Pc(4457) states. The productions and decays of the
newly observed pentaquark states were also investigated
in Refs. [25–27].
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The OBE model is widely used to study the nuclear
force [28, 29]. For instance, the deutron was well estab-
lished as a hadronic molecular state in the framework of
OBE model [29]. Additionally, in the heavy flavor sector,
the molecules with four quarks, five quarks and six quarks
were investigated with the OBE model as well [30–34].
Chiral perturbation theory (ChPT) is used to build the
modern the nuclear force [35, 36]. The idea was proposed
by Weinberg [37, 38]. The chiral expansion is performed
to obtain the interaction kernel, which is iterated to all
orders by solving the Lippmann-Schwinger equation or
Schro¨dinger equation. Compared with the OBE model,
the ChPT has the consistent power counting. The po-
tential is calculated order by order, and thus the error
is estimable and controllable. The same idea on nuclear
force was also applied to the heavy hadron systems. The
interactions between two heavy mesons were studied with
the ChPT by taking the heavy quark symmetry (HQS)
into account [39–44]. The X(3872) and two Zb states
were obtained as bound states under this framework.
The HQS was also used to predict the partner states of
Pc(4312), Pc(4440), Pc(4457) [45, 46]. The HQS is a good
approximation when the heavy quark masses approach
the infinity. As we know, the heavy quark spin symmetry
(HQSS) violation effect will lead to mass splittings in the
charmed sector between the HQSS multiplets. The im-
pacts of the HQS breaking effect on the heavy molecular
states are rarely estimated. The molecular states are very
shallow bound states and they are subtle to the behav-
iors of the potentials. Thus, the effect of HQSS violation
on the interactions between two heavy hadrons needs to
be carefully considered, especially in the charmed sector.
In this work, we derive the potentials between Σc and
D¯(∗) in the framework of heavy hadron chiral pertur-
bation theory (HHCPT). We try to reproduce the the
newly observed Pc(4312), Pc(4440) and Pc(4457) as the
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2molecular states. In Sec. II, we discuss the Weinberg’s
formalism and construct the Lagrangians. In Sec. III, we
perform the Feynman diagrams calculation in the frame-
work of the HHChPT and obtain the analytical results of
the effective potentials between Σc and D¯
(∗) to the next-
to-leading order. We give some discussions about the
ΣcD¯
(∗) potentials in the heavy quark limit in Sec. IV.
In Sec. V, we use three scenarios to give the numerical
results. A brief summary is given in Sec. VI. In Ap-
pendix A, we list the matrix elements of some operators.
In Appendix B, we present the loop integral functions we
used.
II. WEINBERG’S FORMALISM AND
EFFECTIVE LAGRANGIANS
In the framework of the HHChPT, the amplitudes are
expanded in powers of  = q/Λχ, where q is either the
momenta of Goldstone bosons or the residual momenta of
the matter fields, and Λχ is the chiral symmetry breaking
scale. For the singly heavy hadrons, the mass splitting
δ between the heavy quark multiplets is not vanishing in
the chiral limit. Thus, we adopt the small scale expansion
in this work [47], where the mass spitting δ is regarded as
another small scale. The amplitudes are also expanded
in powers of δ/mc. mc is the heavy quark mass, which is
treated as another large scale.
The expansion is organized according to the power
counting given by Weinberg [37, 38]. The order of a dia-
gram ν reads,
ν = 2L+ 2− En
2
+
∑
Vi∆i, ∆i = di + ni/2− 2, (1)
where L and En are the numbers of loops and external
lines of matter fields, respectively. For the ΣcD¯
(∗) po-
tential, En = 2. Vi is the number of the vertices with
order ∆i. di and ni are the numbers of the derivatives
and matter field lines, respectively.
In the Weinberg’s formalism, only two particle irre-
ducible (2PIR) graphs are considered. The amplitudes
of the box diagrams would be enhanced by the pinch
singularities, which would destroy the power counting in
Eq. (1). The pinch singularity originates from the two
intermediate on-shell matter fields. Thus, one can re-
cover the power counting by excluding the two particle
reducible (2PR) contributions. The amplitudes we get in
this way serve as the kernel of Lippmann-Schwinger equa-
tion or Schro¨dinger equation. The tree level one-pion ex-
change diagrams would be iterated to generate the 2PR
contributions automatically by solving the Lippmann-
Schwinger equation or Schro¨dinger equation.
In order to remove the 2PR contributions in the box
diagrams, Ordonez et al. adopted the time-ordered per-
turbation theory [48], while Kaiser et al. removed the
contributions from the poles of the intermediate matter
fields when performing the loop integrals [49]. Here, we
use the principal integral method, which is equivalent to
the scheme used in Ref. [49]. The details can be found in
Appendix B.
In order to construct the chiral Lagrangians, we intro-
duce the pion fields,
φ =
√
2
Ö
pi0√
2
pi+
pi− − pi0√
2
è
, U = u2 = exp
Å
i
φ(x)
F0
ã
. (2)
The chiral connection Γµ and the axial vector current uµ
are defined as
Γµ =
1
2
[u†, ∂µu], uµ =
i
2
{u†, ∂µu}. (3)
The multiplets of Σ
(∗)
c are denoted as
Σc =
Ö
Σ++c
Σ+c√
2
Σ+c√
2
Σ0c
è
, Σ∗µc =
Ö
Σ∗++c
Σ∗+c√
2
Σ∗+c√
2
Σ∗0c
èµ
.(4)
Their chiral covariant derivative is DµΣ
(∗)
c = ∂µΣ
(∗)
c +
ΓµΣ
(∗)
c + Σ
(∗)
c ΓTµ . The leading order chiral Lagrangians
for the Σ
(∗)
c read,
L(0)Σ∗cφ = Tr[Σ¯c(i /D −MΣc)Σc] + Tr[Σ¯
∗µ
c [−gµν(i /D −MΣ∗c )
+ i(γµDν + γνDµ)− γµ(i /D +MΣ∗c )γν ]Σ∗νc ]
+ g1Tr[Σ¯cγ
µγ5uµΣc] + g3Tr[Σ¯
∗µ
c uµΣc] + H.c.
+ g5Tr[Σ¯
∗ν
c γ
µγ5uµΣ
∗
cν ], (5)
where Tr[...] represents the trace in flavor space. Since
the Σc and Σ
∗
c are the degenerate states in the heavy
quark limit, we can define the superfield as
ψµ = B∗µ −
…
1
3
(γµ + vµ)γ5B,
ψ¯
µ
= B¯∗µ +
…
1
3
B¯γ5(γµ + vµ), (6)
where B∗ stands for the Σ(∗)c fields after heavy baryon
reduction. The leading order Lagrangian in Eq. (5) can
be rewritten as
L(0)Σcφ =− Tr[ψ¯µiv ·Dψµ] + igaµνρσTr[ψ¯µuρvσψν ]
+ i
δa
2
Tr[ψ¯µσµνψ
ν ]. (7)
The third term in Eq. (7) accounts for the HQS violation
effect for the charmed baryons. δa = MΣ∗c −MΣc denotes
the mass splitting. Comparing Eq. (7) with Eq. (5), one
can easily get
g1 = −2
3
ga, g3 = −
…
1
3
ga, g5 = ga. (8)
We introduce the superfield H˜ to denote the D¯ and D¯∗
fields,
H˜ = (P˜ ∗µγ
µ + iP˜ γ5)
1−/v
2 ,
3¯˜H =
1−/v
2 (P˜
∗†
µ γ
µ + iP˜ †γ5), (9)
P˜ =
Ö
D¯0
D¯−
è
, P˜ ∗µ =
Ö
D¯∗0
D¯∗−
è
, (10)
where we use the “X˜” to label the antiparticles. The P˜
and P˜ ∗µ are the reduced heavy meson D¯ and D¯
∗ fields,
respectively, which can be related to the relativistic D(∗)
fields Φ(∗) by the following relations
√
MΦ(∗) = eiMv·xP˜ (∗)†,√
MΦ(∗)† = e−iMv·xP˜ (∗), (11)
where M is the D(∗) meson mass. Their chiral covariant
derivative is DµP˜
(∗) = ∂µP˜ (∗) + ΓµP˜ (∗). The leading
order Lagrangians for D¯ and D¯∗ are
L(0)
D¯φ
= −i〈 ¯˜Hv ·DH˜〉+gb〈 ¯˜Huµγµγ5H˜〉− δb
8
〈 ¯˜HσµνH˜σµν〉,
(12)
where 〈...〉 denotes the trace in spinor space. The third
term in Eq. (12) represents the HQS violating effect for
the charmed mesons. δb = MD¯∗ −MD¯ is the mass split-
ting between D¯∗ and D¯.
Apart from Eqs. (7) and (12), the leading order La-
grangians also contain the contact terms,
L(0)contact = D1〈 ¯˜HH˜〉Tr(ψ¯µψµ)
+ iD2σµνρv
σ〈 ¯˜Hγργ5H˜〉Tr(ψ¯µψν)
+ D˜1〈 ¯˜Hτ iH˜〉Tr(ψ¯µτ iψµ)
+ iD˜2σµνρv
σ〈 ¯˜Hγργ5τ iH˜〉Tr(ψ¯µτ iψν). (13)
In this work, the values of the parameters [50] are taken
as
mpi = 0.139 GeV, Fpi = 0.092 GeV,
δa = 0.064 GeV, δb = 0.141 GeV, λ = 1 GeV, (14)
where λ is the large scale we used to perform the small
scale expansion. The ga and gb are determined by the
partial decay widths of D∗ and Σ∗c [50–52], respectively.
ga = −1.47, gb = −0.59. (15)
The signs of ga and gb are determined by the quark
model. The LECs in the contact terms will be estimated
in Sec. V.
III. EFFECTIVE POTENTIALS
In order to obtain the effective potential, we calculate
the scattering amplitude M first. If we use the stan-
dard normalization and Feynman rules in the relativistic
quantum field theory, the effective potential V(q) in the
momentum space reads,
V(q) = − M√
2M12M22M32M4
, (16)
where M1,...,4 are the masses of the scattering particles.
The potential in coordinate space can be obtained by
making the Fourier transformation to the V(q). In or-
der to regularize the divergence in the Fourier trans-
formation, we introduce the Gauss regulator, F(q) =
exp(−q2n/Λ2n) [36, 48, 53]. The potential in the coor-
dinate space reads,
V (r) =
1
(2pi)3
∫
d3q eiq·rV(q)F(q). (17)
In this work, we set n = 2 and vary the cutoff Λ from 0.5
GeV to 0.8 GeV.
A. ΣcD¯ system
(X1.1)
FIG. 1. The leading order diagram for the ΣcD¯. At this order,
only the contact diagram X1.1 contributes to the effective
potential. The thick solid and solid lines represent Σc and D¯,
respectively.
The leading order (O(0)) potential of the ΣcD¯ system
comes from the contact diagram in Fig. 1. There is no
one-pion exchange diagram due to the vanishing D¯D¯pi
vertex. This vertex is forbidden by the parity and an-
gular momentum conservation. Thus, the leading order
potential of ΣcD¯ reads,
VX1.1
ΣcD¯
= −D1 − D˜1(2I1 · I2), (18)
where I1 · I2 is the isospin-isospin operator. The su-
perscript is the label of the Feynman diagram while the
subscript denotes the physical system.
There are large amounts of contact terms contribut-
ing to the effective potential at the next-to-leading order
(O(2)) [44]. The LECs of these vertices can be divided
into the infinite part and finite part. The infinite part
can be used to absorb the divergence in the O(2) loop
diagrams. The renormalized vertices (the finite part) will
contribute to the effective potential. In our calculations,
we neglect the finite part of these vertices since we have
no experimental data as input to determine the LECs at
O(2).
There are loop diagrams contributing to the next-to-
leading order potential, which can be divided into two
types. The first type is the vertex correction and wave
function renormalization diagrams in Fig 2. Their contri-
butions can be included when we use the physical values
of the parameters in Lagrangians. Another type is the
4(d)(a) (b) (c) (e) (g) (h)(f)
FIG. 2. The vertex correction and the wave function renormalization diagrams at the next-to-leading order. Every graph
represents a type of Feynman diagrams with the same topological structure. Some diagrams do not contribute due to the
vanishing D¯D¯pi vertex.
(F1.1) (T1.1) (T1.2) (T1.3) (B1.1) (B1.2) (R1.1) (R1.2)
FIG. 3. The two pion exchange diagrams for the ΣcD¯. There are one football diagram (F1.1), three triangle diagrams (T1.i),
two box diagrams (B1.i) and two crossed box diagrams (R1.i). The solid, thick solid, double solid, double thick solid and dashed
lines represent D¯, Σc, D¯
∗, Σ∗c and pion, respectively.
two-pion exchange diagrams in Fig 3, including one foot-
ball diagram, three triangle diagrams, two box diagrams
and two crossed box diagrams. The two-pion vertices
in these diagrams stem from the chiral connection terms
in Eqs. (7) and (12). The one-pion vertices arise from
the axial coupling terms. In the calculation, we keep the
mass splittings from the HQS violation effect in the prop-
agators. The analytical results of these diagrams read
VF1.1
ΣcD¯
=
JF22
F 4pi
(I1 · I2), (19)
VT1.1
ΣcD¯
= (I1 · I2) g
2
b
F 4
[JT34(d− 1)− (JT33 + JT24)q2](−δb), (20)
VT1.2
ΣcD¯
= (I1 · I2)−g
2
1
4F 4pi
[
(1− d)JT34 + (JT33 + JT24)q2
]
(0), (21)
VT1.3
ΣcD¯
= (I1 · I2) g
2
3
4F 4pi
ï
JT34(d− 2) + (JT33 + JT24)
2− d
d− 1q
2
ò
(−δa), (22)
VB1.1
ΣcD¯
= (1− I1 · I2)−g
2
1g
2
b
2F 4pi
[
JB41
(d+ 1)(1− d)
4
+ (JB42 + J
B
31)
d+ 1
2
q2 + JB21
1
4
q2
+ (JB43 + 2J
B
32 + J
B
22)(−
1
4
q4)
]
(0,−δb), (23)
VB1.2
ΣcD¯
= (1− I1 · I2)g
2
3g
2
b
8F 4pi
[
JB41(d− 2)(d+ 1) + (JB42 + JB31)q2
2(d+ 1)(2− d)
d− 1 + J
B
21q
2 2− d
d− 1
+ (JB43 + 2J
B
32 + J
B
22)
d− 2
d− 1q
4
]
(−δa,−δb), (24)
VRi,j
ΣcD¯
= VBi,j
ΣcD¯
|JBx →JRx , I1·I2→−I1·I2 , (25)
where JTij are the loop integrals defined in the Ap-
pendix B. They are the functions of mpi, q
2 and mass
splittings δa,b. We omit the mpi, q
2 for conciseness and
give the specific mass splittings at the end of every ex-
5pression. The q is the transferred three-momentum in
the diagrams, and d is the dimension in the dimensional
regularization. Since we focus on the S-wave interactions,
we take the replacement,
qiqj  δij 1
d− 1q
2. (26)
B. ΣcD¯
∗ system
(X2.1) (H2.1)
FIG. 4. The leading order diagrams for the ΣcD¯
∗ system.
At this order, the contact diagram X2.1 and the one-pion
exchange diagram H2.1 contributing to the effective potential.
Notations are the same as those in Fig. 3.
For the ΣcD¯
∗ system, the leading order potential is
generated from both the contact terms and the one-pion
exchange diagram. The analytical results read,
VX2.1
ΣcD¯∗
= −
Å
D1 +
1
3
D2σ · T
ã
−
Å
D˜1 +
1
3
D˜2σ · T
ã
(2I1 · I2), (27)
VH2.1
ΣcD¯∗
= −gbg1
2F 2
(σ · q)(T · q)
q2 +m2
(I1 · I2), (28)
where σ is the Pauli matrix. The T ≡ i∗4×2 is propor-
tional to the spin operator of D¯∗. Thus, the σ · T terms
are the spin-spin interaction. For the S-wave potential,
we can make the following replacements in the effective
potentials,
∗4 · 2 1, qiqj  δij
1
d− 1q
2. (29)
Then, only the central terms and spin-spin terms survive
in the potential.
For the next-to-leading order potential, we neglect
the finite part from the O(2) contact terms again.
The renormalizations of the vertices, wave functions and
masses are included by using the physical values of the
coupling constants, decay constants and masses just like
we did in the previous subsection.
At O(2), there are twelve two-pion exchange diagrams
which contribute to the effective potential in Fig. 5. Their
analytical results read,
VF2.1
ΣcD¯∗
=
JF22
F 4pi
(I1 · I2), (30)
VT2.1
ΣcD¯∗
= (I1 · I2) g
2
b
F 4pi
ï
2JT34 −
d− 2
d− 1q
2(JT33 + J
T
24)
ò
(0), (31)
VT2.2
ΣcD¯∗
= (I1 · I2)−g
2
b
F 4pi
ï
−JT34 + (JT33 + JT24)
1
d− 1q
2
ò
(δb), (32)
VT2.3
ΣcD¯∗
= (I1 · I2)−g
2
1
4F 4pi
[
(1− d)JT34 + (JT33 + JT24)q2
]
(0), (33)
VT2.4
ΣcD¯∗
= (I1 · I2) g
2
3
4F 4pi
ï
JT34(d− 2) + (JT33 + JT24)(
2− d
d− 1)q
2
ò
(−δa), (34)
VB2.1
ΣcD¯∗
= (1− I1 · I2)−g
2
1g
2
b
8F 4
[
JB41(2(3− 2d) + (JB42 + JB31)q2(4
d− 2
d− 1 + d) + J
B
21
d− 2
d− 1q
2
+(JB43 + 2J
B
32 + J
B
22)(−
d− 2
d− 1q
4) + JB21
1
d− 1q
2T · σ
]
(0, 0), (35)
VB2.2
ΣcD¯∗
= (1− I1 · I2)g
2
1g
2
b
2F 4pi
[
JB41
d+ 1
4
+ (JB42 + J
B
31)q
2 d+ 1
2(1− d) + J
B
21
−1
4(d− 1)q
2
+(JB43 + 2J
B
32 + J
B
22)
1
4(d− 1)q
4 + JB21
−1
4(d− 1)q
2T · σ
]
(0, δb), (36)
VB2.3
ΣcD¯∗
= (1− I1 · I2) g
2
3g
2
b
32F 4pi
{
JB41(8
d2 − 2d+ 2
d− 1 ) + (J
B
42 + J
B
31)q
2
ï
−16(d− 2
d− 1)
2 − 4d− 2
d− 1d
ò
+ JB21
ï
−4(d− 2
d− 1)
2
ò
q2
6(B2.1) (B2.2) (B2.3) (B2.4) (R2.1) (R2.2) (R2.3) (R2.4)
(F2.1) (T2.1) (T2.2) (T2.3) (T2.4)
FIG. 5. The two-pion exchange diagrams for the ΣcD¯
∗ system at the next-to-leading order. There is one football diagram
(F2.1), four triangle diagrams (T2.i), four box diagrams (B2.i) and four crossed box diagrams (R2.i). Notations are the same as
those in Fig. 3.
+(JB43 + 2J
B
32 + J
B
22)
8(d− 2)
(d− 1)2 q
4 + JB21
4
(d− 1)2 q
2T · σ
}
(−δa, 0), (37)
VB2.4
ΣcD¯∗
= (1− I1 · I2)−g
2
3g
2
b
8F 4pi
[
JB41(
2
d− 1 − d) + (J
B
42 + J
B
31)
2(d− 2)(d+ 1)
(d− 1)2 q
2 + JB21
(d− 2)
(d− 1)2 q
2
+(JB43 + 2J
B
32 + J
B
22)
2− d
(d− 1)2 q
4 − JB21
1
(d− 1)2 q
2T · σ
]
(−δa, δb), (38)
VRi,j
ΣcD¯∗
= VBi,j
ΣcD¯∗
|JBx →JRx , I1·I2→−I1·I2, σ·T→−σ·T , (39)
where the notations are the same as those for the ΣcD¯ system.
IV. THE HEAVY QUARK SYMMETRY
In Secs. II and III, the LECs can be related to one
another by adopting the HQS. The HQS violation effect is
introduced through the mass splittings. If we ignore these
mass splittings in the loop diagrams, the HQS manifests
itself.
The manifestation of the HQS could be clearer at the
quark level. In the heavy quark limit, the potential be-
tween the Σc and D¯
(∗) arises from the interactions of
their light degrees of freedom. The heavy degrees of free-
dom are spectators. Their interactions are suppressed by
the heavy quark mass. The S-wave interactions between
the light diquark in the Σc and the light quark in the
D¯(∗) can be expressed as,
V HQSquark−level = Va + V˜al1 · l2, (40)
where l1 and l2 are the spin operators of their light de-
grees of freedom. Since we concentrate on the S-wave
interactions, only the spin-spin interaction and the cen-
tral potential exist. We can parameterize the potential
at the hadron level as
VΣcD¯ = V1,
VΣcD¯∗ = V2 + V˜2S1 · S2,
VΣ∗cD¯ = V3,
VΣ∗cD¯∗ = V4 + V˜4S1 · S2. (41)
With the quark level interaction in the HQS, we can re-
late the hadron level potentials with each other as follows,
V1 = V2 = V3 = V4 = Va,
V˜2 =
2
3
V˜a, V˜4 =
1
3
V˜a. (42)
We give the matrix elements of l1 ·l2 and S1 ·S2 in Table I
and the calculation details in Appendix A. Our analytical
results indeed satisfy the above expressions when d → 4
and δa,b → 0.
With Eq. (40), we can get the potentials of the Σ∗cD¯,
Σ∗cD¯
∗ and even the inelastic channels in the heavy quark
limit without calculating the loop diagrams. We first
extract the Va and V˜a from the ΣcD¯
∗ potentials as in
Eq. (42). Then, we calculate the matrix elements of l1 ·l2
7for the corresponding channels. The potential can then
be derived from the quark-level interaction in Eq. (40).
In our framework, the leading order potentials satisfy
the HQS, i.e., the leading order potentials we derived
from above procedures are equal to those from Feynman
diagrams.
In the heavy quark limit, the analytical results of the
box diagrams become more concise. All the mass split-
tings between heavy quark multiplets vanish with the
HQS, and all the box diagrams with the pinch singular-
ities become the 2PR diagrams. With the expression of
JBx in Appendix B, there exists the relation J
B
x = −JRx
when δa = δb = 0. The total potentials of the box dia-
grams and crossed box diagrams are
VR + VB = VC(I1 · I2) + VS(σ · T ). (43)
The results are similar to those for the nuclear force [36].
However, the HQS is still an approximation when the
heavy quark mass is not infinite. Whether the HQS is
good enough in calculating the heavy hadron potential to
obtain the bound states needs to be considered carefully.
In our calculation, we keep the mass differences stemming
from the HQS breaking effect. For the triangle diagrams,
there is no spin-spin interaction. Thus in the heavy quark
limit, the ΣcD¯ and ΣcD¯
∗ should have the same potential.
We give the potentials of the triangle diagrams for the
I = 12 systems in Fig. 6, from which we see that the ΣcD¯
∗
potential in the heavy quark limit is very close to its
real potential. However, the ΣcD¯ potential in the heavy
quark limit deviates a lot from its real potential. Similar
results are obtained for the crossed box diagrams in Fig. 6
as well. For the ΣcD¯
∗ system, the potential in the HQS is
a good approximation of its real potential. However, the
real ΣcD¯ attractive potential becomes repulsive when the
HQS is adopted. In the triangle or crossed box diagrams
of the ΣcD¯ system, ignoring the HQS violation effect
will make the potential in the coordinate space change
by about 0.02-0.03 GeV. Our numerical results in Sec. V
indicate that the minimum of the potential function that
generates the loosely bound state is from -0.06 GeV to
-0.15 GeV. The correction from the HQS violation is not
negligible. Therefore, it may be misleading to adopt the
HQS in calculating the charmed hadron potentials, at
least for the ΣcD¯ system.
We notice that the HQS violation effect is more sig-
nificant for the ΣcD¯ system than that in the ΣcD¯
∗ case.
We take the triangle diagrams as an example to illus-
trate the reason. In Fig. 3, the graphs (T1.1) and (T1.3)
are two diagrams with the HQS violation effect for the
ΣcD¯ system. Their intermediate states are Σ
∗
c and D¯
∗,
respectively, which are both heavier than the correspond-
ing external particles. The HQS violation effect will de-
viate the potential in the same direction. Thus, the HQS
violation effect from different diagrams are constructive.
For the ΣcD¯
∗ system, the intermediate state can be ei-
ther heavier or lighter than its corresponding external
field. The HQS breaking (HQSB) effect would cancel
with each other. Thus, we can infer that the HQS viola-
tion effect from mass splittings is also significant for the
Σ∗cD¯
∗ system.
The HQS violation effect can also be investigated at
the quark level. To this end, we present this effect as
follows,
V HQSBquark−level =
Vc
mc
l1 · h2 + Vd
mc
l2 · h1 + Ve
m2c
h1 · h2, (44)
where Vc, Vd and Ve are the functions used to parame-
terize the potential. The first and second terms are the
interaction between the light and heavy degrees of free-
dom, which are suppressed by the 1/mc. The third term
is the interaction between the heavy degrees of freedom,
which is the higher order contribution in the heavy quark
expansion. For the ΣcD¯ system, we calculate the matrix
elements of three spin-spin operators in Eq. (44),
〈l1 · h2〉 = 〈l2 · h1〉 = 〈h1 · h2〉 = 0. (45)
The HQS violation effect vanishes, which seems to be con-
tradictory with the conclusion from directly calculating
Feynman diagrams. The HQS violation effect in calcu-
lating the loop diagrams arises from the mass splittings
in the propagators. It is hard to include this effect in the
quark model. Quark model can only give the analytical
terms which are the polynomials of m2pi or δ. However,
the loop diagrams in ChPT can generate the nonanalyt-
ical structures such as the logarithmic terms. The quark
level HQS violation effect in Eq. (44) is more likely to
appear in the LECs at the hadron level.
The heavy quark limit for the box diagrams is more
tricky. When the intermediate states of the box diagrams
are the HQS partner states of the external fields, we cal-
culate these diagram directly. They have no pinch sin-
gularities due to the existence of the mass splittings. If
we decrease the mass splittings to zero, these amplitudes
will blow up and these diagrams become two particle re-
ducible. One way to eliminate these singularities is to re-
move the 2PR contributions. Meanwhile, we shall solve
the coupled-channel Schro¨dinger equation as illustrated
in Fig. 7. The one-pion exchange inelastic scattering di-
agrams at the tree level will be iterated to generate the
2PR contributions automatically. Thus, it is illegitimate
to take the mass splittings in our analytical results of the
box diagrams to zero directly.
V. NUMERICAL RESULTS
In our analytical results, there are four unknown LECs
from the contact terms, D1, D2, D˜1 and D˜2. These LECs
should be determined by fitting the experimental data.
However, there does not exist any Σc and D¯
(∗) scatter-
ing data now. Therefore, we choose three scenarios to
present the numerical results in this section. In scenario
I, we determine these LECs from the nucleon scattering
with the help of quark model. In scenario II, we will as-
sume the three structures observed in LHCb correspond-
ing to three molecular states and check whether they can
8TABLE I. Matrix elements of l1 · l2 and S1 ·S2 operators in the Σ(∗)c D¯(∗) wave functions. J denotes the total spins of the two
hadrons.
Σ¯
(∗)
c D¯
(∗); J ΣcD¯; 12 ΣcD¯
∗; 1
2
ΣcD¯
∗; 3
2
Σ¯∗cD¯;
3
2
Σ¯∗cD¯
∗; 1
2
Σ¯∗cD¯
∗; 3
2
Σ¯∗cD¯
∗; 5
2
〈l1 · l2〉 0 − 23 13 0 − 56 − 13 12
〈S1 · S2〉 0 −1 12 0 − 52 −1 32
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0.010
0.015
0.020
FIG. 6. The potentials of triangle diagrams and crossed box diagrams. The δ = 0 in the legends denotes that we ignore the
mass splittings, which corresponds to the result in the heavy quark limit. The δ 6= 0 denotes that we keep the mass splittings
from the HQS violation effect.
FIG. 7. The different treatments to the boxed diagram in
single-channel and coupled-channel calculations.
coexist in our framework. In scenario III, we will include
the coupled-channel effect on the basis of scenario II.
A. Scenario I
There are two motivations to introduce the contact
terms. First, some heavy mesons exchanged between Σc
and D¯(∗) like ρ and ω, are integrated out, and their con-
tributions are included in the contact terms. Second,
the contact terms will absorb the divergence in the loops
and remove the scale dependence. The contact terms will
cancel the infinity in the loop diagrams. Thus, the values
of renormalized contact terms depend on chiral trunca-
tion order. Meanwhile, the contact terms will make the
potential scale independent. The values of the contact
terms will depend on the regularization schemes, types
of regulator and values of cutoff. The specific values of
the contact terms for the nucleon system in literatures
also vary due to above reasons [36, 48, 54].
For the nucleon system, the leading order contact La-
grangian and the potential are written as
L(0)NN = − 12CSN¯NN¯N − 12CT N¯σN · N¯σN, (46)
VNN = CS + CTσ · σ. (47)
There are two independent LECs, CS and CT . The
isospin-isospin interaction is absorbed through Fierz re-
arrangement. Since we use the dimensional regulariza-
tion in calculations, we choose the values determined in
Ref. [36], in which the same regularization scheme was
used. We take the values
CS = −99.43 GeV−2, CT = 6.95 GeV−2. (48)
In order to relate the contact terms in the nucleon
system to those of the ΣcD¯
(∗) systems, we make use of
the contact interaction at the quark level,
Lquark = −1
2
csq¯qq¯q − 1
2
ct(q¯σq) · (q¯σq), (49)
where q = (u, d)T . cs and ct are the coupling constants
at the quark level. The interaction may arise from the
heavy meson exchange at the quark level. With the quark
9model, we can get the values of the LECs for the ΣcD¯
(∗)
systems,
D1 = − 29CS = 22.1 GeV−2, D2 = 4CT = 27.8 GeV−2,
D˜1 = D˜2 = 0. (50)
With these LECs, we can solve the Schro¨dinger equa-
tion to obtain some bound states. We vary the cutoff
Λ from 0.4 GeV to 0.8 GeV. The binding solutions are
given in Fig. 8. For the I = 12 system, we got binding so-
lutions for the [ΣcD¯]J=1/2 and [ΣcD¯
∗]J=1/2 systems. We
reproduce the masses of Pc(4312) and Pc(4440) when the
cutoff is 0.5 GeV. We present the potentials in Fig. 9. The
binding energy and the root mean square radius (RMS)
for the [ΣcD¯]J=1/2 are −9.21 MeV and 1.36 fm, respec-
tively. For the [ΣcD¯
∗]J=1/2, the binding energy and the
RMS are −18.93 GeV and 1.16 fm, respectively.
However, in this scenario, we can not reproduce the
Pc(4457). In fact, the potential of [ΣcD¯
∗]I=1/2J=3/2 is repul-
sive as shown in Fig. 9. The scheme we used to determine
the LECs is rather rough. Therefore, we can not rule out
the possibility of the Pc(4457) as a molecular state be-
cause of the uncertainty of the LECs. For all three I = 32
systems, there exist loosely bound states when we vary
the cutoff Λ from 0.4 GeV to 0.8 GeV. We give the results
in Fig. 8.
B. Scenario II
One can use other phenomenological methods to evalu-
ate the LECs, such as heavy meson exchange model. But
they also bring large uncertainties. Meanwhile, we drop
out the finite contributions from O(2) contact terms,
which may also influence our final results. In scenario II,
we will adopt the general form of contact terms and vary
the LECs to search for the bound solutions.
In this scenario, we will focus on the I = 1/2 systems
since the three Pc states were all observed in the J/ψp
invariant mass spectrum. Thus, there are only two in-
dependent contact terms. We parameterize the contact
interaction of [ΣcD¯
(∗)]I=1/2 as,
VX1.1
ΣcD¯
= −D1, VX2.1Σ∗cD = −
Å
D1 +
1
3
D2σ · T
ã
(51)
The isospin-isospin interaction and the O(2) contact
terms are absorbed into D1 and D2.
We vary D1 and D2 in the range from −100 GeV−2 to
100 GeV−2, respectively. We show the parameter regions
in which there exist loosely bound states for [ΣcD¯]
I=1/2
J=1/2,
[ΣcD¯
∗]I=1/2J=1/2 and [ΣcD¯
∗]I=1/2J=3/2 in Fig. 10, where we choose
Λ = 0.5 GeV. Since the molecules are loosely bound
states, we adopt the binding energy E = −30 MeV as
the lower limit. In Fig. 10, there is a small region, in
which three bound states can coexist. In this region, the
binding energy ranges for [ΣcD¯]
I=1/2
J=1/2, [ΣcD¯
∗]I=1/2J=1/2 and
TABLE II. The channels we considered in the coupled-channel
calculations. The bold ones are our channels of interest.
Channel 1 2 3 4
J = 1
2
ΣcD¯ ΣcD¯
∗ Σ∗cD¯
∗ Σ∗cD¯
J = 3
2
ΣcD¯
∗ Σ∗cD¯ Σ
∗
cD¯
∗
[ΣcD¯
∗]I=1/2J=3/2 are [−30,−25], [−11, 0] and [−8,−4] MeV,
respectively.
We choose one set of parameters in the overlap re-
gion of three bands in Fig. 10, D1 = 42 GeV−2 and
D2 = −25 GeV−2. The potentials are displayed in
Fig. 11, where the potentials for all three channels are at-
tractive. For the [ΣcD¯]
I=1/2
J=1/2 system, the potential from
the contact terms and two-pion exchange are both at-
tractive. The binding energy is also deeper than that of
Pc(4312) as a ΣcD¯ bound state. For the [ΣcD¯
∗]I=1/2J=1/2
system, the interaction of the two-pion exchange are
very weak. The attractive one-pion exchange and con-
tact interactions generate a loosely bound state. For the
[ΣcD¯
∗]I=1/2J=3/2 system, both one-pion exchange and two-
pion exchange are repulsive. The loosely bound state
arises from the very attractive contact interaction. The
bound state of [ΣcD¯
∗]I=1/2J=3/2 we got is dominated by the
short-distance contact interaction, which may arise from
the vector meson ρ and ω exchange in the OBE mode.
We draw the binding energies of threes Pc states as
three solid lines in Fig. 10 if we assume they are molecular
states. There are three cross points in which two of three
states can coexist. The three cross points are not very
close. In other words, if we restrict the binding energies
to the experimental values, it is hard to reproduce the
three states simultaneously.
C. Scenario III
In the above two scenarios, we only consider the poten-
tials of the elastic channels as shown in the upper panel of
Fig. 7. We include the HQS partner states of the external
lines as intermediate states. Only part of the coupled-
channel effects is taken into account. For example, the
contributions from the ladder diagrams generated by the
inelastic tree diagrams are dropped. In scenario III, we
improve our results by including the inelastic channels
and solving the coupled-channel Schro¨dinger equation.
For the J = 12 and J =
3
2 systems, four and three
channels can couple to one another, respectively, which
are shown in Table II. The [ΣcD¯]J=1/2, [ΣcD¯
∗]J=1/2 and
[ΣcD¯
∗]J=3/2 are the channels we are interested in. For
the other channels, we only include their leading order
potentials. We can get these potentials either from the
tree diagram calculations or the HQS analysis as illus-
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FIG. 8. The binding energies of the ΣcD¯
(∗) system. The left one and the right one are the I = 1
2
systems and I = 3
2
systems,
respectively. The systems without binding solutions are not given.
Total
2-π
Contact
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.15
-0.10
-0.05
0.00
Total
2-π Contact1-π
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.15
-0.10
-0.05
0.00
Total
2-π Contact1-π
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.04
-0.03
-0.02
-0.01
0.00
0.01
0.02
0.03
FIG. 9. The potentials for the [ΣcD¯
(∗)]I=1/2 systems in scenario I. The cutoff parameter Λ = 0.5 GeV. The LECs of the contact
terms are taken from Eq. (50).
trated in Sec. IV. Both approaches lead to the same re-
sults. The matrix elements of the l1 ·l2 for these channels
read
〈l1 · l2〉J=1/2 =

0 1√
3
− 1√
6
0
1√
3
− 23 − 13√2 0
− 1√
6
− 1
3
√
2
− 56 0
0 0 0 0

,
〈l1 · l2〉J=3/2 =
à
1
3
1
2
√
3
−
√
5
6
1
2
√
3
0
»
5
12
−
√
5
6
»
5
12 − 13
í
. (52)
Since the off-diagonal terms in the Hamiltonian only arise
from the l1 · l2 interaction, the forth channel of the J =
1/2 system does not couple with the other three channels
in the leading order potentials.
For our interested channels, we compute their poten-
tials up to the next-to-leading order. In the coupled-
channel calculations, we deal with the box diagrams in a
different way. As illustrated in Fig. 7, we have included
the inelastic tree diagrams at the leading order. These di-
agrams will be iterated to generate the ladder diagrams.
Thus, to avoid the double counting of this contribution,
we ignore the mass splittings in the box diagrams and
remove the 2PR contributions.
We vary the two unknown LECs D1 and D2 as we did
in scenario II. The parameter regions in which the three
loosely bound states (with binding energy −30 MeV∼ 0
MeV) can exist are shown in the second graph of Fig. 10.
Because of the coupled-channel effect, the parameter re-
gions are no longer bands with fixed-width. We notice
that the overlap region in which three bound states can
coexist is much larger than that in scenario II. Mean-
while, the three cross points of the three lines correspond-
ing to Pc(4312), Pc(4440) and Pc(4457) are much closer
than those in scenario II. Therefore, the coupled-channel
effect is very important to reproduce the three states si-
multaneously.
We choose one set of LECs in the region that three
molecular states can coexist to give numerical results,
where we take D1 = 55 GeV−2 and D2 = −10 GeV−2.
The masses, the RMSs and the proportion of each chan-
nel are given in Table III. With this set of LECs, we
reproduce the three Pc states in the experiment as
the molecular states simultaneously. Among them, the
coupled-channel effect is more significant for the forma-
tion of Pc(4457). We plot the potentials of their domi-
nant channels in Fig. 12. We notice that the attractive
interaction mainly stems from the contact interaction,
which is similar to that in scenario II. As we discussed
before, the dominant contact interaction may arise from
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FIG. 10. Parameter regions of the contact terms in which there are loosely bound states for I = 1
2
system. We choose Λ = 0.5
GeV. The regions of [ΣcD¯]
I=1/2
J=1/2
, [ΣcD¯
∗]I=1/2
J=1/2
and [ΣcD¯
∗]I=1/2
J=3/2
are surrounded by the dashed line, dotted line and dot-dashed
line, respectively. Every band region corresponds to the binding energy −30 MeV∼ 0 MeV. The arrows give the directions that
the bindings become deeper. The solid lines are the sets of parameters corresponding to the three Pc states in Refs. [11]. The
left and right graphs represent the results of scenarios II and III, respectively.
Total
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0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.15
-0.10
-0.05
0.00
Total
2-π Contact1-π
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FIG. 11. The potentials for the [ΣcD¯
(∗)]I=1/2 systems in single channel calculation in scenario II. The cutoff parameter Λ = 0.5
GeV. The LECs of contact terms are D1 = 42 GeV−2 and D2 = −25 GeV−2.
the vector meson ρ and ω exchange in the OBE model.
VI. DISCUSSION AND SUMMARY
In summary, we calculate the effective potentials of
the ΣcD¯
(∗) systems in the heavy hadron perturbation
theory. We adopt the small scale expansion to keep the
mass splittings between the HQS multiplets. We include
the contact interaction and one-pion exchange interac-
tion at the leading order. At the next-to-leading order,
we take the two-pion exchange interaction into consider-
ation. The renormalizations of vertices and wave func-
tions are included by taking the physical values of the
parameters in chiral Lagrangians.
We employ the quark model with heavy quark spin
symmetry to get some relations between different sys-
tems. Our analytical results are consistent with these
relations in the heavy quark limit. Using these rela-
tions, we obtain the potentials of the partner channels
in the HQS without calculating extra diagrams. We also
show that the HQS violation effect is not negligible in
calculating the potentials between the charmed hadrons.
Since the molecular states are very shallow bound states,
their existence is very sensitive to the potentials. The
molecular states calculated in the charmed sector in the
heavy quark limit might be misleading. For the box dia-
grams, taking the heavy quark limit will make the orig-
inal two particle irreducible diagrams reducible. Extra
operation to remove the 2PR contributions is needed.
One should be cautious about the uncertainty and trap
of using the HQS to obtain the potentials between the
charmed hadrons.
Due to lack of experimental data, we can not determine
the four LECs in the contact terms precisely. We use
three scenarios to estimate the contact interactions. In
the first scenario, we assume a contact interaction at the
quark level phenomenologically and then relate the con-
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TABLE III. The numerical results in the coupled-channel calculations in scenario III. The Pi is the proportion of the specific
channel.
S-III Exp.(MeV) Mass(MeV) RMS(fm) P1(%) P2(%) P3(%)
Pc(4312) 4311.9± 0.7+6.8−0.6 4305 1.21 99.4 0.5 0.1
Pc(4440) 4440.3± 1.3+4.1−4.7 4446 1.22 1.0 98.0 0.9
Pc(4457) 4457.3± 1.3+0.6−4.1 4458 1.28 96.8 2.5 0.7
Total
2-π
Contact
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
Total
2-π Contact1-π
0.0 0.5 1.0 1.5 2.0 2.5 3.0
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
0.02
Total
2-π Contact1-π
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-0.04
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FIG. 12. The potentials for the [ΣcD¯
(∗)]I=1/2 systems in coupled-channel calculation in scenario III. We neglect the mass
splittings in the box diagrams and remove the 2PIR contribution. The cutoff parameter Λ = 0.5 GeV. The LECs of contact
terms are D1 = 55 GeV−2 and D2 = −10 GeV−2.
tact terms in nuclear force to those in the ΣcD¯
(∗) systems.
With the LECs, we reproduce the Pc(4312) and Pc(4440)
and predict three loosely bound states in the I = 32 chan-
nels. We are unable to reproduce Pc(4457) due to the
large uncertainty of LECs in the first scenario. In the
second scenario, we focus on the I = 12 channels. There
are only two unknown independent LECs. We vary the
two LECs and search for the region that three Pc states
can coexist as the loosely bound states. We do find a pa-
rameter region in which we can reproduce three Pc states
simultaneously. The region is very small. The solution
corresponding to the Pc(4457) seems slightly less natu-
ral, since the attractions all arise from the short-range
contact interactions. In the third scenario, we consider
the coupled-channel effect in the leading order on the
basis of scenario II. To avoid the double counting, we ne-
glect the mass splittings in the box diagrams and remove
their 2PR contributions. Through the coupled-channel
calculations in scenario III, we obtain a large parameter
region in which three Pc states can coexist as molecular
states. The attraction mainly comes from the contact
interactions.
We have reproduced the three Pc states in our calcula-
tions. The uncertainties come from either the framework
or the LECs. In this work, we only take the S-wave into
consideration. However, the S-D wave mixing plays an
important role in reproducing the binding energy of the
deutron. We do not consider the HQS violation effect
in the LECs. In order to reduce the number of LECs,
we relate them to each other through HQS. The approx-
imation will introduce errors, especially for the contact
terms. The physical information at the high energy scale
is packaged into the contact terms, in which the HQSS
tends to be broken. Finally, the coupled-channel effect
can be considered more carefully. In this framework, we
calculate the potentials of the interested channels to the
next-to-leading order. However, for the other inelastic
channels, we only calculate their leading order potentials.
The numerical results could be improved if one calculates
all potentials to the next-to-leading or even higher order.
The main uncertainty comes from the LECs of the
contact interactions. Thus the lattice QCD simulation
on the Σ
(∗)
c D¯(∗) scattering is called for. Our analytical
results can be used to do chiral extrapolation for lattice
QCD. With the lattice QCD results in the coming future,
the LECs for the contact interaction can be determined
more precisely. Then the nature of the Pc states in ex-
periment can be identified and more reliable predictions
for the other systems can be given.
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Appendix A: Matrix elements
The matrix elements of the isospin-isospin operator is
〈I1 · I2〉 = 1
2
[I(I + 1)− I1(I1 + 1)− I2(I2 + 1)], (A1)
where I, I1 and I2 are the total isospin, isospin of Σc and
isospin of D¯(∗), respectively.
The T we defined is proportional to the spin operator
S2 of D¯
∗ as
T = −S2. (A2)
The matrix elements of spin-spin operator S1 · S2 is
〈S1 ·S2〉 = 1
2
[J(J + 1)−S1(S1 + 1)−S2(S2 + 1)], (A3)
where J is the total spin of Σ
(∗)
c D¯∗.
The matrix elements of the l1 · l2 spin-spin operator
in the light degrees of freedom can be calculated via the
spin rearrangement. Using the Wigner 9-J symbols, the
Σ
(∗)
c D¯(∗) states can be related to the ones with specific
total light spin and heavy spin by the following relations,
|l1h1S1l2h2S2JM〉
=
∑
L,H
»
(2S1 + 1)(2S2 + 1)(2L+ 1)(2H + 1)
×

l1 l2 L
h1 h2 H
S1 S2 J
 |l1l2Lh1h2HJM〉, (A4)
where li and hi are the light spin and heavy spin for Σ
(∗)
c
or D¯(∗), respectively. L and H are the total light spin and
total heavy spin for the two particle states, respectively.
Thus, the matrix elements of the l1 · l2 can be expressed
as
〈l1 · l2〉 = 〈l1h1S1l2h2S2JM |l1 · l2|l1h1S1l2h2S2JM〉
=
∑
L,H
[L(L+ 1)− l1(l1 + 1)− l2(l2 + 1)]
×1
2
(2S1 + 1)(2S2 + 1)(2L+ 1)(2H + 1)
×

l1 l2 L
h1 h2 H
S1 S2 J

2
. (A5)
Appendix B: Integrals
1. Definitions of integral functions
We will use the “MxBy” to denote the integrals with x
light meson propagators and y heavy hadron propagators
in the following.
• M1B0
i
∫
ddlλ4−d
(2pi)d
{1, lα, lαlβ}
l2 −m2 + iε ≡
{
Jc0 , 0, g
αβJc21
}
(m), (B1)
• M2B0
i
∫
ddlλ4−d
(2pi)d
{1, lα, lαlβ , lαlβlγ}
(l2 −m2 + iε) [(l + q)2 −m2 + iε] ≡
{
JF0 , q
αJF11, q
αqβJF21 + g
αβJF22, (g ∨ q)JF31 + qαqβqγJF32
}
(m, q),
(B2)
• M1B1
i
∫
ddlλ4−d
(2pi)d
{1, lα, lαlβ , lαlβlγ}
(v · l + ω + iε) (l2 −m2 + iε) ≡
{
Ja0 , v
αJa11, v
αvβJa21 + g
αβJa22, (g ∨ v)Ja31 + vαvβvγJa32
}
(m,ω), (B3)
• M2B1
i
∫
ddlλ4−d
(2pi)d
{1, lα, lαlβ , lαlβlγ , lαlβlγ lδ}
(v · l + ω + iε) (l2 −m2 + iε) [(l + q)2 −m2 + iε] ≡
{
JT0 , q
αJT11 + v
αJT12, g
αβJT21 + q
αqβJT22 + v
αvβJT23
+(q ∨ v)JT24, (g ∨ q)JT31 + qαqβqγJT32 + (q2 ∨ v)JT33 + (g ∨ v)JT34 + (q ∨ v2)JT35 + vαvβvγJT36, (g ∨ g)JT41
+(g ∨ q2)JT42 + qαqβqγqδJT43 + (g ∨ v2)JT44 + vαvβvγvδJT45 + (q3 ∨ v)JT46 + (q2 ∨ v2)JT47 + (q ∨ v3)JT48
+(g ∨ q ∨ v)JT49
}
(m,ω, q), (B4)
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• M2B2
i
∫
ddlλ4−d
(2pi)d
{1, lα, lαlβ , lαlβlγ , lαlβlγ lδ}
(v · l + ω1 + iε) [(+/−)v · l + ω2 + iε] (l2 −m2 + iε) [(l + q)2 −m2 + iε] ≡
{
J
R/B
0 , q
αJ
R/B
11 + v
αJ
R/B
12 ,
gαβJ
R/B
21 + q
αqβJ
R/B
22 + v
αvβJ
R/B
23 + (q ∨ v)JR/B24 , (g ∨ q)JR/B31 + qαqβqγJR/B32 + (q2 ∨ v)JR/B33 + (g ∨ v)JR/B34
+(q ∨ v2)JR/B35 + vαvβvγJR/B36 , (g ∨ g)JR/B41 + (g ∨ q2)JR/B42 + qαqβqγqδJR/B43 + (g ∨ v2)JR/B44 + vαvβvγvδJR/B45
+(q3 ∨ v)JR/B46 + (q2 ∨ v2)JR/B47 + (q ∨ v3)JR/B48 + (g ∨ q ∨ v)JR/B49
}
(m,ω1, ω2, q), (B5)
We use representation X ∨ Y ∨ Z... to denote the symmetrized tensor structure for concise. For example,
q ∨ v ≡ qαvβ + qβvα,
g ∨ q ≡ gαβqγ + gαγqβ + gγβqα,
g ∨ g ≡ gαβgγδ + gαγgβδ + gαδgβγ . (B6)
2. Calculations of integral functions
In Ref. [44], the authors calculated these loop integrals
directly. While in this work, we calculate these loop in-
tegrals through a different way. We take the Jax as an
example. We calculate the Ja0 directly as in Ref. [44].
Then, we use vα to contract with the J
a
1x terms, i.e.,
Ja11v
2 = i
∫
ddlλ4−d
(2pi)d
v · l
(v · l + ω + iε) (l2 −m2 + iε)
= i
∫
ddlλ4−d
(2pi)d
1
(l2 −m2 + iε)
ï
1− ω
(v · l + ω + iε)
ò
= Jc0 − ωJa0 , (B7)
Here, we get the relation of Ja11 with the known functions.
Third, we can use gαβ and vα to contact with the J
a
2x
terms,
Ja21v
2 + dJa22
= i
∫
ddlλ4−d
(2pi)d
l2
(v · l + ω + iε) (l2 −m2 + iε)
= i
∫
ddlλ4−d
(2pi)d
1
(v · l + ω + iε)
ï
1 +
m2
(l2 −m2 + iε)
ò
= m2Jc0 , (B8)
Ja21vβ + J
a
22vβ
= i
∫
ddlλ4−d
(2pi)d
v · llβ
(v · l + ω + iε) (l2 −m2 + iε)
.... (B9)
Therefore, following these procedures, we can relate
the complicated integrals to the simple ones step by
step. The final results we get are equivalent to those
in Ref. [44].
In the following, we give the results of some simple
integrals first. The complicated ones can be reexpressed
with them,
Jc0(m, q) =
m2
16pi2
ln
m2
λ2
+ 2m2L, (B10)
JF0 (m, q) =
∫ 1
0
dz
1
16pi2
Å
1 + ln
∆¯
λ2
ã
+ 2L(λ),(B11)
where ∆¯(z) = m2 + q2(z − 1)z − iε. When q2 < 0, one
get
JF0 (m, q) = −
1
16pi2
Å
1− lnm
2
λ2
− rln|1 + r
1− r |
ã
+ 2L,
(B12)
where r =
»
|1− 4m2q2 |.
Ja0 (m,ω, q) =
1
8pi
√
m2 − ω2 − iε
+
∫ 0
−ω
dy
2
16pi2
Ç
1 + ln
∆˜(y)
λ2
å
+ 4ωL, (B13)
where ∆˜(y) = m2 + y2 − ω2 − iε. The JTx used in this
work reads,
JT21(m,ω, q) =
2(Ja0 + 2J
F
0 ω) + J
T
0
(
4m2 − q2 − 4ω2)
4(d− 2) , (B14)
JT31(m,ω, q) =
JT0
(−4m2 + q2 + 4ω2)− 2(Ja0 + 2JF0 ω)
8(d− 2) , (B15)
JT32(m,ω, q) =
6((3− d)Ja0 + 2JF0 ω) + JT0
(−(d+ 1)q2 + 12m2 − 12ω2)
8(d− 2)q2 , (B16)
JT33(m,ω, q) =
1
4(d− 2)(d− 1)q2
[
− 2 (d2 − 4d+ 3) Ja0ω + 2d2Jc0 + d2JF0 q2 − 8dJc0 − 4dJF0 m2 − 2dJF0 q2
+ 4dJF0 ω
2 − (d− 1)JT0 ω
(
(d− 1)q2 − 4m2 + 4ω2)+ 8Jc0 + 8JF0 m2 − 4JF0 ω2], (B17)
JT34(m,ω, q) =
1
4(d− 2)(d− 1)
[
− 2(d− 1)Ja0ω + 2dJc0 + 4dJF0 m2 − dJF0 q2 − 4dJF0 ω2 + (d− 1)JT0 ω
(−4m2 + q2 + 4ω2)
− 4Jc0 − 8JF0 m2 + 2JF0 q2 + 4JF0 ω2
]
, (B18)
JT36(m,ω, q) =
1
4(d− 2)(d− 1)
[
2
(
JF0
(
2
(
d2 − 1)ω2 − 4(d− 2)m2 + (d− 2)q2)+ 3(d− 1)Ja0ω − 2(d− 2)Jc0)
+ (1− d)JT0 ω
(
4(d+ 1)ω2 − 12m2 + 3q2) ], (B19)
JT41(m,ω, q) =
1
16(d− 2)(d− 1)d
[
2(Ja0 (4(2d− 3)m2 − dq2 + 4(3− 2d)ω2 + q2) + 2ω(4(d− 2)Jc0 + JF0 (4(2d− 3)m2
+ (3− 2d)q2 − 4(d− 1)ω2))) + (d− 1)JT0 (−4m2 + q2 + 4ω2)2
]
, (B20)
JT42(m,ω, q) =
1
16(d− 2)(d− 1)dq2
[
2(2ω(JF0 ((d
2 + d− 3)q2 + (12− 8d)m2 + 4(d− 1)ω2) + 2(d− 2)2Jc0)
+ (d− 1)Ja0 (4(d− 3)m2 + (d+ 1)q2 − 4(d− 3)ω2)) + (d− 1)JT0 (4m2 − q2 − 4ω2)(dq2 − 4m2 + q2 + 4ω2)
]
, (B21)
JT43(m,ω, q) =
1
16(d− 2)(d− 1)dq4
[
2((d2 − 4d+ 3)Ja0 (7dq2 − 12m2 + q2 + 12ω2)− 6ω(JF0 ((2d2 − 3)q2 + (12− 8d)m2
+ 4(d− 1)ω2) + 2(d− 2)2Jc0)) + (d− 1)JT0 ((d2 + 4d+ 3)q4 − 24m2(dq2 + q2 + 4ω2)
+ 24(d+ 1)q2ω2 + 48m4 + 48ω4)
]
, (B22)
JRx (m,ω1, ω2, q) =
®
− 1ω1−ω2
[
JTx (m,ω1, q)− JTx (m,ω2, q)
]
if ω1 6= ω2
− ∂∂ωJTx (m,ω, q)|ω→ω1(or ω2) if ω1 = ω2
(B23)
The results of JBx (m,ω1, ω2, q) depend on whether we re-
move the 2PR contributions or not. When ω1 = −ω2
there is the pinch singularity. We use the following pro-
cedures to remove it,
∫
dl0
(2pi)
f(l0, l)
(v · l + ω1 + iε) [−v · l − ω1 + iε]
=
∫
dl0
(2pi)
−f(l0, l)
(v · l + ω1)2
, (B24)
where f(l0, l) is the other part of the JBx integrals. In
the derivations, the principal integral is used, i.e.,
lim
ε→0+
1
x± iε = P
1
x
∓ ipiδ(x). (B25)
This procedure is equivalent to removing the contribu-
tions from the poles of the matter fields. When ω1 6=
−ω2, we calculate the JBx (m,ω1, ω2, q) as before. The
results read
JBnx =
1
ω1 + ω2
[JTnx(ω1) + J
T
nx(ω2)(−1)n+nq ],(B26)
where n and nq are the numbers of Lorentz indices and
momentum q in the Lorentz structures. n+ nq of all the
integrals involved in this work are even.
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