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CONGRUENCES FOR PARTITION PAIRS WITH CONDITIONS
CHRIS JENNINGS-SHAFFER
Abstract. We prove congruences for the number of partition pairs (π1, π2) such that π1 is non-
empty, s(π1) ≤ s(π2), and ℓ(π2) < 2s(π1) where s(π) is the smallest part and ℓ(π) is the largest
part of a partition. The proofs use Bailey’s Lemma and a generalized Lambert series identity
of Chan. We also discuss how a partition pair crank gives combinatorial refinements of these
congruences.
1. Introduction
We recall that a partition of a non-negative integer n is a non-decreasing sequence of positive
integers that sum to n. For a partition π we denote the sum of parts by |π|, the number of parts
by #(π), the smallest part by s(π), and the largest part by ℓ(π). We denote the empty partition
by ∅ and use the convention that the empty partition has smallest part ∞ and largest part 0. A
partition pair of n is an ordered pair of partitions (π1, π2) such that n = |π1|+ |π2|.
In this paper, we consider the set of partition pairs (π1, π2) such that π1 6= ∅, s(π1) ≤ s(π2), and
ℓ(π2) < 2s(π1). That is, π1 is non-empty and each part of π2 is in the interval [s(π1), 2s(π1)). We
denote the set of all such partition pairs by P˜P. As we will see from the generating function, the
number of such partition pairs of n can also be viewed as the number of occurrences of the smallest
parts in the partition pairs (π1, π2) of n such that π1 6= ∅, s(π1) < s(π2), and ℓ(π2) < 2s(π1).
We let p˜p(n) denote the number of partition pairs (π1, π2) from P˜P of n. As an example,
p˜p(5) = 15 since the partition pairs are: (5, ∅), (1 + 4, ∅), (2 + 3, ∅), (1 + 1 + 3, ∅), (1 + 2 + 2, ∅),
(1 + 1 + 1 + 2, ∅), (1 + 1 + 1 + 1 + 1, ∅), (1 + 3, 1), (1 + 1 + 2, 1), (1 + 1 + 1 + 1, 1), (1 + 2, 1 + 1),
(1 + 1 + 1, 1 + 1), (2, 3), (1 + 1, 1 + 1 + 1), and (1, 1 + 1 + 1 + 1).
These partition pairs actually came from considering smallest parts partition functions. We recall
that spt (n) is the number of occurrences of the smallest part in each partition of n. An overpartion
of n is a partition of n in which the first occurrence of a part may be overlined; the number of
smallest parts among the overpartitions of n where the smallest part is not overlined is spt (n). We
use the convention of not including overpartitions when the smallest part is overlined, otherwise if
we did include these overpartitions, then we would exactly double spt (n). Additionally we have
spt1 (n) and spt2 (n) denoting the restriction of spt (n) to overpartitions where the smallest part is
odd and even, respectively.
In Section 3 of [8], Garvan and the author considered the partition pairs (π1, π2) such that π1 is
non-empty, s(π1) ≤ s(π2), and if a part of π2 is larger than 2s(π1) then it must be odd. It turns
out the number of such partition pairs of n is spt (n). Additionally restricting s(π1) to an odd or
even number gives spt1 (n) or spt2 (n), respectively. The partition pairs here are those were we
additionally do not allow the parts of π2 to be larger than 2s(π1)− 1.
The smallest parts functions satisfy a wide array of congruences. For example, for n ≥ 0 we have
spt (5n+ 4) ≡ 0 (mod 5),
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spt (7n+ 5) ≡ 0 (mod 7),
spt (13n+ 6) ≡ 0 (mod 13),
spt (3n) ≡ 0 (mod 3),
spt1 (3n) ≡ 0 (mod 3),
spt1 (5n) ≡ 0 (mod 5),
spt2 (3n) ≡ 0 (mod 3),
spt2 (3n+ 1) ≡ 0 (mod 3),
spt2 (5n+ 3) ≡ 0 (mod 5).
The congruences for spt (n) were first proved by Andrews in [2] and the congruences for spt (n),
spt1 (n), and spt2 (n) were first proved by Bringmann, Lovejoy, and Osburn in [5]. The function
p˜p(n) satisfies similar congruences.
Theorem 1.1. For n ≥ 0
p˜p(3n+ 2) ≡ 0 (mod 3),
p˜p(5n+ 3) ≡ 0 (mod 5),
p˜p(5n+ 4) ≡ 0 (mod 5).
To start, by summing according to the smallest part of π1 we see a generating function for p˜p(n)
is
P˜P(q) =
∞∑
n=0
p˜p(n)qn =
∞∑
n=1
qn
(qn; q)
∞
(qn; q)n
=
∞∑
n=1
qn
(
q2n; q
)
∞
(qn, qn; q)
∞
.
By rewriting the summand as q
n
(1−qn)2(qn+1;q)
∞
(qn+1;q)
n−1
, we see that p˜p(m) is also the number of
occurrences of the smallest parts in the partition pairs (π1, π2) of m where each part of π2 is strictly
between s(π1) and 2s(π2). It is not clear if p˜p(n) can easily be phrased in terms of the smallest
parts of any sort of restricted partitions or overpartitions, rather than partition pairs. Here and
throughout, we use the following standard q-hypergeometric notation
(z; q)n =
n−1∏
k=0
(1− zqk),
(z; q)
∞
=
∞∏
k=0
(1− zqk),
(z1, . . . , zn; q)∞ = (z1; q)∞ . . . (zn; q)∞ ,
[z; q]
∞
= (z, q/z; q)
∞
,
[z1, . . . , zn; q]∞ = [z1; q]∞ . . . [zn; q]∞ .
We consider a two-variable generalization of P˜P(q) given by
P˜P(z, q) =
∞∑
n=1
qn
(
q2n; q
)
∞
(zqn, z−1qn; q)
∞
=
∞∑
n=1
∞∑
m=−∞
C(m,n)zmqn,
so that P˜P(1, q) = P˜P(q). We define
C(k, t, n) =
∑
m≡k (mod t)
C(m,n),
2
and so for any positive t
p˜p(n) =
∞∑
m=−∞
C(m,n) =
t−1∑
k=0
C(k, t, n). (1.1)
We prove Theorem 1.1 with the following strategy. If ζt is a primitive t
th root of unity with t = 3
or 5, then
P˜P(ζt, q) =
∞∑
n=1
∞∑
m=−∞
C(m,n)ζmt q
n =
∞∑
n=1
qn
t−1∑
k=0
ζkt C(k, t, n).
As the minimal polynomial for ζt is
∑t−1
k=0 x
k, if the coefficient of qN in P˜P(ζt) is zero, then
C(0, t, N) = C(1, t, N) · · · = C(t− 1, t, N). Thus, by (1.1), p˜p(N) = t · C(0, t, N) and so p˜p(N) ≡ 0
(mod t).
Theorem 1.1 now follows from showing that the coefficient of q3n+2 in P˜P(ζ3, q) and the coefficient
of q5n+3 and q5n+4 in P˜P(ζ5, q) are zero. In stating our theorems, we need to first define the series:
Σ(z, w, q) =
∞∑
n=−∞
q2n(n+1)wn
1− zqn
.
For integers a, b, c, we will write
Σ(a, b, c) = Σ(qa, qb, qc).
We will prove the following theorems about P˜P(ζ3, q) and P˜P(ζ5, q).
Theorem 1.2.
P˜P(ζ3, q) = A0(q
3) + qA1(q
3) + q2A2(q
3),
where
A0(q) =
(
q9; q9
)
∞
[
q3; q9
]
∞
[q; q9]
2
∞
[q4; q9]
∞
−
1
(q9; q9)
∞
[q2; q9]
∞
(Σ(1,−14, 9) + qΣ(1,−5, 9))
−
1
(q9; q9)
∞
[q4; q9]
∞
(
qΣ(1,−8, 9) + q5Σ(4, 1, 9)
)
,
A1(q) =
(
q3; q3
)
∞
[q; q3]
∞
,
A2(q) = 0.
Theorem 1.3.
P˜P(ζ5, q) = B0(q
5) + qB1(q
5) + q2B2(q
5) + q3B3(q
5) + q4B4(q
5),
where
B0(q) = −
ζ5 + ζ
4
5
(q5; q5)
∞
(
q15Σ(7, 10, 15) + q25Σ(13, 25, 15)
)
,
B1(q) = −
1
(q5; q5)
∞
(
q13Σ(10, 10, 15) + q23Σ(10, 25, 15)
)
+
(
q3; q3
)3
∞
(q; q)
∞
(q5; q5)
∞
,
B2(q) =
1 + ζ5 + ζ
4
5
(q5; q5)
∞
(
Σ(1,−20, 15) + q4Σ(4,−5, 15)
)
,
B3(q) = 0,
3
B4(q) = 0.
The partition pairs from Section 3 of [8], were an intermediate step to defining a crank on the
smallest parts of overpartitions. This crank gave a combinatorial interpretation of the congruences
for spt (n), spt1 (n), and spt2 (n). In [8] we let k(π1, π2) denote the number of parts of π2 that are
between s(π1) and 2s(π1)− 1 and defined
crank(π1, π2) =
{
(# of parts of π1)− 1 if k(π1, π2) = 0
(# of parts of π1 ≥ s(π1) + k(π1, π2))− k(π1, π2) if k(π1, π2) > 0.
For the partition pairs in this article, k(π1, π2) is #(π2) and so we define
paircrank(π1, π2) =
{
(# of parts of π1)− 1 if #(π2) = 0
(# of parts of π1 ≥ s(π1) + #(π2))−#(π2) if #(π2) > 0.
This paircrank yields a combinatorial refinement of the congruences for p˜p(n).
Theorem 1.4. (i) The residue of the paircrank mod 3 divides the partition pairs from P˜P of
3n+ 2 into 3 equal classes.
(ii) The residue of the paircrank mod 5 divides the partition pairs from P˜P of 5n+3 into 5 equal
classes.
(iii) The residue of the paircrank mod 5 divides the partition pairs from P˜P of 5n+4 into 5 equal
classes.
In Section 2, we provide an alternative expression for P˜P(z, q). In Sections 3 and 4, we prove
Theorems 1.2 and 1.3, respectively. In Section 5, we prove Theorem 1.4 by showing that C(m,n) is
the number of partition pairs from P˜P of n with paircrank m.
2. Preliminaries
Before proving Theorems 1.2 and 1.3, we require another form for P˜P(z, q). We recall a pair of
sequences (α, β) are a Bailey pair relative to (a, q) if
βn =
n∑
k=0
αk
(q; q)n−k (aq; q)n+k
.
A limiting case of Bailey’s lemma states that if (α, β) are a Bailey pair for (a, q), then
∞∑
n=0
(ρ1, ρ2; q)n
(
aq
ρ1ρ2
)n
βn =
(aq/ρ1, aq/ρ2; q)∞
(aq, aq/(ρ1ρ2); q)∞
∞∑
n=0
(ρ1, ρ2; q)n
(
aq
ρ1ρ2
)n
αn
(aq/ρ1, aq/ρ2; q)n
.
Proposition 2.1. The pair (α, β) where
βn =
1
(q; q)2n−1
, α3n = 0, α3n±1 = q
6n2±n − q6n
2
±7n+2,
is a Bailey pair relative to (1, q). Here α0 = β0 = 0.
Proof. The following is (2.1) of [13],
∞∑
n=−∞
(1− aq2n) (b, c, d, e; q)n a
2nqn
(1− a) (aq/b, aq/c, aq/d, aq/e; q)n b
ncndnen
=
(q, q/a, qa, aq/bc, aq/, bd, aq/be, aq/cd, aq/de; q)
∞
(q/b, q/c, q/d, q/e, aq/b, aq/c, aq/d, aq/e, a2q/bcde; q)
∞
.
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With q 7→ q3, b = q1−N , c = q2−N , d = q3−N , a = q2, and e→∞, this becomes
∞∑
n=−∞
(1− q6n+2)
(
q1−N ; q
)
3n
(−1)nq
3n(n−1)
2 +n+3nN
(1− q2) (q2+N ; q)3n
=
(
q3, q, q5; q3
)
∞
(
q2N ; q
)
∞
(qN , qN+2; q)
∞
.
Here the sum is actually finite as we see the summands are eventually zero for large positive and
large negative values of n. With this in mind, we have for N > 0
N∑
n=0
αn
(q; q)N+n (q; q)N−n
=
α1
(q; q)N−1 (q; q)N+1
+
∞∑
n=1
α3n−1
(q; q)N−3n+1 (q; q)N+3n−1
+
α3n+1
(q; q)N−3n−1 (q; q)N+3n+1
=
∞∑
n=−∞
q6n
2+n − q6n
2+7n+2
(q; q)N−3n−1 (q; q)N+3n+1
=
∞∑
n=−∞
q6n
2+n(1− q6n+2)
(
q1−N ; q
)
3n
(−1)nq−(
3n
2 )+3n(N−1)
(q; q)N−1 (q; q)N+1 (q
N+2; q)3n
=
1
(q; q)N−1 (q; q)N+1
∞∑
n=−∞
q6n
2+n(1− q6n+2)
(
q1−N ; q
)
3n
(−1)nq
3n(n−1)
2 +n+3nN
(qN+2; q)3n
=
(1− q2)
(q; q)N−1 (q; q)N+1
·
(
q3, q, q5; q3
)
∞
(
q2N ; q
)
∞
(qN , qN+2; q)
∞
=
(
q, q2N ; q
)
∞
(q, q; q)
∞
=
1
(q; q)2N−1
.
Thus, the result follows. 
Corollary 2.2.
P˜P(z, q) =
1
(q; q)
∞
∞∑
n=−∞
q6n
2+4n+1(1− q6n+2)
(1− zq3n+1)(1 − z−1q3n+1)
.
Proof. By Proposition 2.1, we have
P˜P(z, q) =
(q; q)
∞
(z, z−1; q)
∞
∞∑
n=1
(
z, z−1; q
)
n
qn
(q; q)2n−1
=
(q; q)
∞
(z, z−1; q)
∞
∞∑
n=0
(
z, z−1; q
)
n
qnβn
=
1
(1 − z)(1− z−1) (q; q)
∞
∞∑
n=0
(
z, z−1; q
)
n
qnαn
(zq, z−1q; q)n
=
1
(q; q)
∞
∞∑
n=0
qnαn
(1− zqn)(1− z−1qn)
5
=
1
(q; q)
∞
∞∑
n=0
q3n+1α3n+1
(1− zq3n+1)(1− z−1q3n+1)
+
∞∑
n=1
q3n−1α3n−1
(1− zq3n−1)(1− z−1q3n−1)
=
1
(q; q)
∞
∞∑
n=0
q6n
2+4n+1(1− q6n+2)
(1− zq3n+1)(1− z−1q3n+1)
+
−1∑
n=−∞
q6n
2
−2n−1(1 − q6n+2)
(1− zq−3n−1)(1− z−1q−3n−1)
=
1
(q; q)
∞
∞∑
n=−∞
q6n
2+4n+1(1− q6n+2)
(1− zq3n+1)(1− z−1q3n+1)
.

Next we define
Uℓ(b) =
∞∑
n=−∞
q6n
2+bn
1− qℓ(3n+1)
.
We use the additional product notation
j(z; q) = [z; q]
∞
(q; q)
∞
=
∞∑
n=−∞
(−1)nznqn(n−1)/2.
We now provide properties of [z; q]
∞
, j(z, q), and Σ (z, w, q). The proofs are routine and thus
omitted.
Proposition 2.3.
[z; q]
∞
= [q/z; q]
∞
, (2.1)
[z; q]
∞
= −z [qz; q]
∞
, (2.2)
[z; q]
∞
= −z
[
z−1; q
]
∞
, (2.3)
Σ (z, w, q) = −z−1Σ
(
z−1, w−1q−3, q
)
, (2.4)
Σ (z, w, q) = −z−1w−1qΣ
(
z−1q, w−1q, q
)
, (2.5)
Σ
(
z, z4/q2, q
)
+ zΣ
(
z, z4/q, q
)
= z−1Σ
(
z, z4/q3, q
)
+ z2Σ
(
z, z4, q
)
− z−1j(q/z2; q). (2.6)
3. Proof of Theorem 1.2
Lemma 3.1.
(q; q)2
∞
[b1, 1/b1, b3, b4; q]∞
=
1
[1/b21, b3/b1, b4/b1; q]∞
Σ
(
b1,
b41
b3b4
, q
)
−
b1
[b21, b3b1, b4b1; q]∞
Σ
(
b1,
b41b3b4
q3
, q
)
+
1
[b1/b3, 1/b1b3, b4/b3; q]∞
Σ
(
b3,
b33
b4
, q
)
+
1
[b1/b4, 1/b1b4, b3/b4; q]∞
Σ
(
b4,
b34
b3
, q
)
.
Proof. We will use the s = 4, r = 0 case of Theorem 2.1 in [6]:
(q; q)2
∞
[b1, b2, b3, b4; q]∞
=
1
[b2/b1, b3/b1, b4/b1; q]∞
Σ
(
b1,
b31
b2b3b4
, q
)
+
1
[b1/b2, b3/b2, b4/b2; q]∞
Σ
(
b2,
b32
b1b3b4
, q
)
6
+
1
[b1/b3, b2/b3, b4/b3; q]∞
Σ
(
b3,
b33
b1b2b4
, q
)
+
1
[b1/b4, b2/b4, b3/b4; q]∞
Σ
(
b4,
b34
b1b2b3
, q
)
.
Setting b2 = b
−1
1 we get
(q; q)2
∞
[b1, 1/b1, b3, b4; q]∞
=
1
[1/b21, b3/b1, b4/b1; q]∞
Σ
(
b1,
b41
b3b4
, q
)
+
1
[b21, b3b1, b4b1; q]∞
Σ
(
b−11 ,
1
b41b3b4
, q
)
+
1
[b1/b3, 1/b1b3, b4/b3; q]∞
Σ
(
b3,
b33
b4
, q
)
+
1
[b1/b4, 1/b1b4, b3/b4; q]∞
Σ
(
b4,
b34
b3
, q
)
.
By (2.4)
Σ
(
b−11 ,
1
b41b3b4
, q
)
= −b1Σ
(
b1,
b41b3b4
q3
, q
)
,
and so the result follows. 
Additionally setting b4 = b
−1
3 gives the following Lemma.
Lemma 3.2.
(q; q)
2
∞
[b1, 1/b1, b3, 1/b3; q]∞
=
1
[1/b21, b3/b1, 1/b1b3; q]∞
Σ
(
b1, b
4
1, q
)
−
b1
[b21, b3b1, b1/b3; q]∞
Σ
(
b1,
b41
q3
, q
)
+
1
[b1/b3, 1/b1b3, 1/b23; q]∞
Σ
(
b3, b
4
3, q
)
−
b3
[b1b3, b3/b1, b23; q]∞
Σ
(
b3,
b43
q3
, q
)
.
We now require the following Propositions.
Proposition 3.3.
Σ(1,−11, 9) + q15Σ(7, 16, 9)
=
(
q9; q9
)2
∞
[
q3; q9
]
∞
[q; q9]
∞
[q4; q9]
∞
−
[
q; q9
]
∞
[q4; q9]
∞
(
qΣ(1,−8, 9) + q5Σ(4, 1, 9)
)
, (3.1)
q6Σ(4, 4, 9) + q13Σ(7, 13, 9)
= q
(
q9; q9
)2
∞
[
q3; q9
]
∞
[q4; q9]
2
∞
−
[
q2; q9
]
∞
[q4; q9]
∞
(
qΣ(1,−8, 9) + q5Σ(4, 1, 9)
)
. (3.2)
Proof. For (3.1) we move all Σ (z, w, q) terms to one side, divide by
[
q, q2, q3; q9
]
∞
, and use that
Σ (4, 1, 9) = −q4Σ (5, 8, 9) by (2.5). Equation (3.1) is then equivalent to(
q9; q9
)2
∞
[q, q, q2, q4; q9]
∞
=
1
[q, q2, q3; q9]
∞
Σ(1,−11, 9) +
q15
[q, q2, q3; q9]
∞
Σ(7, 16, 9)
+
q
[q2, q3, q4; q9]
∞
Σ(1,−8, 9)−
q9
[q2, q3, q4; q9]
∞
Σ(5, 8, 9). (3.3)
7
In Lemma 3.1 we use q 7→ q9, b1 = q, b3 = q7, b4 = q5 to get(
q9; q9
)2
∞
[q, q−1, q7, q5; q9]
∞
=
1
[q−2, q6, q4; q9]
∞
Σ (1,−8, 9)−
q
[q2, q8, q6; q9]
∞
Σ (1,−11, 9)
+
1
[q−6, q−8, q−2; q9]
∞
Σ (7, 16, 9) +
1
[q−4, q−6, q2; q9]
∞
Σ (5, 8, 9) .
Simplifying the products with Proposition 2.3 yields (3.3).
For (3.2) we move all Σ (z, w, q) terms to one side, divide by q
[
q, q2, q3; q9
]
∞
, and use that
Σ (1,−8, 9) = −q16Σ (8, 17, 9) by (2.5). Equation (3.2) is then equivalent to(
q9; q9
)2
∞
[q, q2, q4, q4; q9]
∞
= −
q16
[q, q3, q4; q9]
∞
Σ(8, 17, 9) +
q4
[q, q3, q4; q9]
∞
Σ(4, 1, 9)
+
q5
[q, q2, q3; q9]
∞
Σ(4, 4, 9) +
q12
[q, q2, q3; q9]
∞
Σ(7, 13, 9). (3.4)
In Lemma 3.1 we use q 7→ q9, b1 = q4, b3 = q8, b4 = q7 to get(
q9; q9
)2
∞
[q4, q−4, q7, q8; q9]
∞
=
1
[q−8, q4, q3; q9]
∞
Σ (4, 1, 9)−
q4
[q8, q12, q11; q9]
∞
Σ (4, 4, 9)
+
1
[q−4, q−12, q−1; q9]
∞
Σ (8, 17, 9) +
1
[q−3, q−11, q; q9]
∞
Σ (7, 13, 9) .
Simplifying the products with Proposition 2.3 yields (3.4). 
Proposition 3.4.
q11Σ(7, 10, 9) + q18Σ(7, 19, 9)
=
(
q9; q9
)2
∞
[
q3; q9
]
∞
[
q4; q9
]
∞
[q; q9]
∞
[q2; q9]2
∞
−
[
q4; q9
]
∞
[q2; q9]
∞
(Σ(1,−14, 9) + qΣ(1,−5, 9)) , (3.5)
q3Σ(4,−2, 9) + q7Σ(4, 7, 9)
= −
(
q9; q9
)2
∞
[
q3; q9
]
∞
[q; q9]
∞
[q4; q9]
∞
+
[
q; q9
]
∞
[q2; q9]
∞
(Σ(1,−14, 9) + qΣ(1,−5, 9)) . (3.6)
Proof. For (3.5), we move all Σ (z, w, q) terms to one side and multiply by
[
q2; q9
]
∞
, so that (3.5)
is equivalent to(
q9; q9
)2
∞
[
q3, q4; q9
]
∞
[q, q2; q9]
∞
=
[
q2; q9
]
∞
(
q11Σ (7, 10, 9) + q18Σ (7, 19, 9)
)
+
[
q4; q9
]
∞
(Σ (1,−14, 9) + qΣ (1,−5, 9)) . (3.7)
However by (2.6) and the definition of j(z; q), we find that the right hand side of (3.7) is[
q2; q9
]
∞
(
q4Σ (7, 1, 9) + q25Σ (7, 28, 9)− q4j
(
q−5; q9
))
+
[
q4; q9
]
∞
(
q−1Σ (1,−23, 9) + q2Σ (1, 4, 9)− q−1j
(
q7; q9
))
=
[
q2; q9
]
∞
(
q4Σ (7, 1, 9) + q25Σ (7, 28, 9)
)
+
[
q4; q9
]
∞
(
q−1Σ (1,−23, 9) + q2Σ (1, 4, 9)
)
.
With the above and dividing (3.7) by
[
q, q2, q3, q4; q9
]
∞
, we have that (3.5) is equivalent to(
q9; q9
)2
∞
[q, q, q2, q2; q9]
∞
=
q4
[q, q3, q4; q9]
∞
Σ (7, 1, 9) +
q25
[q, q3, q4; q9]
∞
Σ (7, 28, 9)
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+
q−1
[q, q2, q3; q9]
∞
Σ (1,−23, 9) +
q2
[q, q2, q3; q9]
∞
Σ (1, 4, 9) . (3.8)
Setting q 7→ q9, b1 = q7, b3 = q in Lemma 3.2 gives(
q9; q9
)2
∞
[q, q−1, q7, q−7; q9]
∞
=
1
[q−14, q−6, q−8; q9]
∞
Σ (7, 28, 9)−
q7
[q14, q8, q6; q9]
∞
Σ (7, 1, 9)
+
1
[q6, q−8, q−2; q9]
∞
Σ (1, 4, 9)−
q
[q8, q−6, q2; q9]
∞
Σ (1,−23, 9) .
Simplifying the products gives (3.8).
For (3.6), we move all Σ (z, w, q) terms to one side and multiply by
[
q2; q9
]
∞
, so that (3.6) is
equivalent to(
q9; q9
)2
∞
[
q2, q3; q9
]
∞
[q, q4; q9]
∞
=
[
q; q9
]
∞
(Σ (1,−14, 9) + qΣ (1,−5, 9)) +
[
q2; q9
]
∞
(
−q3Σ (4,−2, 9)− q7Σ (4, 7, 9)
)
. (3.9)
However, by (2.6), the right hand side of (3.9) is[
q; q9
]
∞
(
q−1Σ (1,−23, 9) + q2Σ (1, 4, 9)− q−1j
(
q7; q9
))
+
[
q2; q9
]
∞
(
−q−1Σ (4,−11, 9)− q11Σ (4, 16, 9) + q−1j
(
q; q9
))
=
[
q; q9
]
∞
(
q−1Σ (1,−23, 9) + q2Σ (1, 4, 9)
)
+
[
q2; q9
]
∞
(
−q−1Σ (4,−11, 9)− q11Σ (4, 16, 9)
)
.
With the above and dividing (3.9) by
[
q, q2, q3, q4; q9
]
∞
, we have that (3.6) is equivalent to(
q9; q9
)2
∞
[q, q, q4, q4; q9]
∞
=
q−1
[q2, q3, q4; q9]
∞
Σ (1,−23, 9) +
q2
[q2, q3, q4; q9]
∞
Σ (1, 4, 9)
−
q−1
[q, q3, q4; q9]
∞
Σ (4,−11, 9)−
q11
[q, q3, q4; q9]
∞
Σ (4, 16, 9) . (3.10)
Setting q 7→ q9, b1 = q, b3 = q4 in Lemma 3.2 gives(
q9; q9
)2
∞
[q, q−1, q4, q−4; q9]
∞
=
1
[q−2, q3, q−5; q9]
∞
Σ (1, 4, 9)−
q
[q2, q5, q−3; q9]
∞
Σ (1,−23, 9)
+
1
[q−3, q−5, q−8; q9]
∞
Σ (4, 16, 9)−
q4
[q5, q3, q8; q9]
∞
Σ (4,−11, 9) .
Simplifying the products gives (3.10). 
Next we make use of
(q; q)
∞
=
(
q27; q27
)
∞
([
q12; q27
]
∞
− q
[
q6; q27
]
∞
− q2
[
q3; q27
]
∞
)
, (3.11)
which follows from Euler’s pentagonal number theorem and the Jacobi triple product identity.
Proposition 3.5.(
q27; q27
)2
∞
[
q9; q27
]
∞
[
q12; q27
]
∞
[q3; q27]
∞
[q6; q27]
2
∞
− 2q2
(
q27; q27
)2
∞
[
q9; q27
]
∞
[q3; q27]
∞
[q12; q27]
∞
− q4
(
q27; q27
)2
∞
[
q9; q27
]
∞
[q12; q27]
2
∞
=
(q; q)
∞
(
q27; q27
)
∞
[
q9; q27
]
∞
[q3; q27]
2
∞
[q12; q27]
∞
+ q
(q; q)
∞
(
q9; q9
)
∞
[q3; q9]
∞
.
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Proof. Multiplying both sides by
[q3,q12;q27]
∞
(q27;q27)
∞
[q9;q27]
∞
, we find this proposition is equivalent to
(
q27; q27
)
∞
([
q12; q27
]2
∞
[q6; q27]
2
∞
− 2q2 − q4
[
q3; q27
]
∞
[q12; q27]
∞
)
= (q; q)
∞
(
1
[q3; q27]
∞
+
q
[q3; q27]
∞
[q6; q27]
∞
)
.
(3.12)
By (3.11) we see (3.12) reduces to proving[
q12; q27
]2
∞
[q6; q27]
2
∞
=
[
q12; q27
]
∞
[q3; q27]
∞
− q3
[
q3; q27
]
∞
[q6; q27]
∞
, (3.13)
−q4
[
q3; q27
]
∞
[q12; q27]
∞
= −q
[
q6; q27
]
∞
[q3; q27]
∞
+ q
[
q12; q27
]
∞
[q6; q27]
∞
. (3.14)
However (3.13) follows from multiplying (3.14) by q
[q6;q27]
∞
[q12;q27]
∞
and elementary rearrangements. In
(3.14) we replace q by q1/3 and clear denominators to see we need only prove that
q
[
q, q, q2; q9
]
∞
=
[
q2, q2, q4; q9
]
∞
−
[
q, q4, q4; q9
]
∞
. (3.15)
However, this follows from the q 7→ q9, x = q, t = y = z = q2 case of equation (2.1) from [9], which
is an identity of Jacobi:
z
x
[y, x, xt/z, zty; q]
∞
= [z, t, xty, zy/x; q]
∞
− [xt, zy, ty, z/x; q]
∞
.

Letting ζ3 be a primitive third root of unity, we find that
P˜P(ζ3, q) =
1
(q; q)
∞
∞∑
n=−∞
q6n
2+4n+1(1− q6n+2)(1− q3n+1)
1− q9n+3
=
1
(q; q)
∞
(
qU3(4)− q
2U3(7)− q
3U3(10) + q
4U(13)
)
. (3.16)
Using this form of P˜P(ζ3, q) in terms of the U3(b), we proceed in a manner similar to how Atkin
and Swinnerton-Dyer in [4] determined rank difference formulas for Dyson’s rank of a partition.
This was also used to determine crank difference formulas by Ekin in [7] and various rank difference
formulas related to overpartitions by Lovejoy and Osburn in [10, 11, 12]. Here the major difference
is that in Σ (z, w, q) we never use z = 1 and so we do not have to introduce an extra function to
avoid the issue at n = 0. To begin we note that
U3(b) =
∞∑
n=−∞
q6n
2+bn
1− q9n+3
=
2∑
k=0
∞∑
n=−∞
q6(3n+k)
2+b(3n+k)
1− q9(3n+k)+3
=
2∑
k=0
q6k
2+bk
∞∑
n=−∞
q54n(n+1)q36nk+3nb−54n
1− q9k+3q27n
=
2∑
k=0
q6k
2+bkΣ (9k + 3, 36k + 3b− 54, 27) .
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Thus
qU3(4)− q
2U3(7)− q
3U3(10) + q
4U3(13)
= qΣ(3,−42, 27) + q11Σ(12,−6, 27) + q33Σ(21, 30, 27)− q2Σ(3,−33, 27)− q15Σ(12, 3, 27)
− q40Σ(21, 39, 27)− q3Σ(3,−24, 27)− q19Σ(12, 12, 27)− q47Σ(21, 48, 27) + q4Σ(3,−15, 27)
+ q54Σ(21, 57, 27) + q23Σ(12, 21, 27)
= qΣ(3,−42, 27) + q4Σ(3,−15, 27)− q3Σ(3,−24, 27)− q15Σ(12, 3, 27)
+ q33Σ(21, 30, 27) + q54Σ(21, 57, 27)+ q23Σ(12, 21, 27) + q11Σ(12,−6, 27)
− q2Σ(3,−33, 27)− q47Σ(21, 48, 27)− q19Σ(12, 12, 27)− q40Σ(21, 39, 27).
In the last line we have ordered the terms to apply Propositions 3.3 and 3.4 with q 7→ q3. With
these identities we have that
qU3(4)− q
2U3(7)− q
3U3(10) + q
4U3(13)
=
(
Σ(3,−42, 27) + q3Σ(3,−15, 27)
)(
q + q2
[
q3; q27
]
∞
[q6; q27]
∞
−
[
q12; q27
]
∞
[q6; q27]
∞
)
−
(
q3Σ(3,−24, 27) + q15Σ(12, 3, 27)
)(
1− q
[
q6; q27
]
∞
[q12; q27]
∞
− q2
[
q3; q27
]
∞
[q12; q27]
∞
)
+
(
q27; q27
)2
∞
[
q9, q12; q27
]
∞
[q3, q6, q6; q27]
∞
− 2q2
(
q27; q27
)2
∞
[
q9; q27
]
∞
[q3, q12; q27]
∞
− q4
(
q27; q27
)2
∞
[
q9; q27
]
∞
[q12, q12; q27]
∞
.
Next by (3.11) and Proposition 3.5 we have that
qU3(4)− q
2U3(7)− q
3U3(10) + q
4U3(13)
= −
(q; q)
∞
(q27; q27)
∞
[q6; q27]
∞
(
Σ(3,−42, 27) + q3Σ(3,−15, 27)
)
−
(q; q)
∞
(q27; q27)
∞
[q12; q27]
∞
(
q3Σ(3,−24, 27) + q15Σ(12, 3, 27)
)
+
(q; q)
∞
(
q27; q27
)
∞
[
q9; q27
]
∞
[q3; q27]2
∞
[q12; q27]
∞
+ q
(q; q)
∞
(
q9; q9
)
∞
[q3; q9]
∞
. (3.17)
Theorem 1.2 now follows by equations (3.16) and (3.17).
4. Proof of Theorem 1.3
We require the following two Lemmas. Both are applications of Theorem 2.1 of [6], namely we
take s = 6, r = 2, b4 = b
−1
1 , b5 = b
−1
2 , b6 = b
−1
3 to obtain Lemma 4.1 and take s = 10, r = 6,
b6 = b
−1
1 , b7 = b
−1
2 , b8 = b
−1
3 , b9 = b
−1
4 , and b10 = b
−1
5 to obtain Lemma 4.2.
Lemma 4.1.
[a1, a2; q]∞ (q; q)
2
∞[
b1, b
−1
1 , b2, b
−1
2 , b3, b
−1
3 ; q
]
∞
=
[
a1b
−1
1 , a2b
−1
1 ; q
]
∞[
b−11 b2, b
−1
1 b3, b
−1
1 b
−1
2 , b
−1
1 b
−1
3 , b
−2
1 ; q
]
∞
Σ
(
b1, a1a2b
4
1, q
)
−
b1 [a1b1, a2b1; q]∞[
b1b2, b1b3, b1b
−1
2 , b1b
−1
3 , b
2
1; q
]
∞
Σ
(
b1,
b41
a1a2q3
, q
)
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+[
a1b
−1
2 , a2b
−1
2 ; q
]
∞[
b1b
−1
2 , b
−1
2 b3, b
−1
1 b
−1
2 , b
−1
2 b
−1
3 , b
−2
2 ; q
]
∞
Σ
(
b2, a1a2b
4
2, q
)
−
b2 [a1b2, a2b2; q]∞[
b1b2, b2b3, b
−1
1 b2, b2b
−1
3 , b
2
2; q
]
∞
Σ
(
b2,
b42
a1a2q3
, q
)
+
[
a1b
−1
3 , a2b
−1
3 ; q
]
∞[
b1b
−1
3 , b2b
−1
3 , b
−1
1 b
−1
3 , b
−1
2 b
−1
3 , b
−2
3 ; q
]
∞
Σ
(
b3, a1a2b
4
3, q
)
−
b3 [a1b3, a2b3; q]∞[
b1b3, b2b3, b
−1
1 b3, b
−1
2 b3, b
2
3; q
]
∞
Σ
(
b3,
b43
a1a2q3
, q
)
.
Lemma 4.2.
[a1, a2, a3, a4, a5, a6; q]∞ (q; q)
2
∞[
b1, b
−1
1 , b2, b
−1
2 , b3, b
−1
3 , b4, b
−1
4 , b5, b
−1
5 ; q
]
∞
=
[
a1b
−1
1 , a2b
−1
1 , a3b
−1
1 , a4b
−1
1 , a5b
−1
1 , a6b
−1
1 ; q
]
∞[
b−11 b2, b
−1
1 b3, b
−1
1 b4, b
−1
1 b5, b
−1
1 b
−1
2 , b
−1
1 b
−1
3 , b
−1
1 b
−1
4 , b
−1
1 b
−1
5 , b
−2
1 ; q
]
∞
Σ
(
b1, a1a2a3a4a5a6b
4
1, q
)
−
b1 [a1b1, a2b1, a3b1, a4b1, a5b1, a6b1; q]∞[
b1b2, b1b3, b1b4, b1b5, b1b
−1
2 , b1b
−1
3 , b1b
−1
4 , b1b
−1
5 , b
2
1; q
]
∞
Σ
(
b1,
b41
a1a2a3a4a5a6q3
, q
)
+
[
a1b
−1
2 , a2b
−1
2 , a3b
−1
2 , a4b
−1
2 , a5b
−1
2 , a6b
−1
2 ; q
]
∞[
b1b
−1
2 , b
−1
2 b3, b
−1
2 b4, b
−1
2 b5, b
−1
1 b
−1
2 , b
−1
2 b
−1
3 , b
−1
2 b
−1
4 , b
−1
2 b
−1
5 , b
−2
2 ; q
]
∞
Σ
(
b2, a1a2a3a4a5a6b
4
3, q
)
−
b2 [a1b2, a2b2, a3b2, a4b2, a5b2, a6b2; q]∞[
b1b2, b2b3, b2b4, b2b5, b
−1
1 b2, b2b
−1
3 , b2b
−1
4 , b2b
−1
5 , b
2
2; q
]
∞
Σ
(
b2,
b42
a1a2a3a4a5a6q3
, q
)
+
[
a1b
−1
3 , a2b
−1
3 , a3b
−1
3 , a4b
−1
3 , a5b
−1
3 , a6b
−1
3 ; q
]
∞[
b1b
−1
3 , b2b
−1
3 , b
−1
3 b4, b
−1
3 b5, b
−1
1 b
−1
3 , b
−1
2 b
−1
3 , b
−1
3 b
−1
4 , b
−1
3 b
−1
5 , b
−2
3 ; q
]
∞
Σ
(
b3, a1a2a3a4a5a6b
4
3, q
)
−
b3 [a1b3, a2b3, a3b3, a4b3, a5b3, a6b3; q]∞[
b1b3, b2b3, b3b4, b3b5, b
−1
1 b3, b
−1
2 b3, b3b
−1
4 , b3b
−1
5 , b
2
3; q
]
∞
Σ
(
b3,
b43
a1a2a3a4a5a6q3
, q
)
+
[
a1b
−1
4 , a2b
−1
4 , a3b
−1
4 , a4b
−1
4 , a5b
−1
4 , a6b
−1
4 ; q
]
∞[
b1b
−1
4 , b2b
−1
4 , b3b
−1
4 , b
−1
4 b5, b
−1
1 b
−1
4 , b
−1
2 b
−1
4 , b
−1
3 b
−1
4 , b
−1
4 b
−1
5 , b
−2
4 ; q
]
∞
Σ
(
b4, a1a2a3a4a5a6b
4
4, q
)
−
b4 [a1b4, a2b4, a3b4, a4b4, a5b4, a6b4; q]∞[
b1b4, b2b4, b3b4, b4b5, b
−1
1 b4, b
−1
2 b4, b
−1
3 b4, b4b
−1
5 , b
2
4; q
]
∞
Σ
(
b4,
b44
a1a2a3a4a5a6q3
, q
)
+
[
a1b
−1
5 , a2b
−1
5 , a3b
−1
5 , a4b
−1
5 , a5b
−1
5 , a6b
−1
5 ; q
]
∞[
b1b
−1
5 , b2b
−1
5 , b3b
−1
5 , b4b
−1
5 , b
−1
1 b
−1
5 , b
−1
2 b
−1
5 , b
−1
3 b
−1
5 , b
−1
4 b
−1
5 , b
−2
5 ; q
]
∞
Σ
(
b5, a1a2a3a4a5a6b
4
5, q
)
−
b5 [a1b5, a2b5, a3b5, a4b5, a5b5, a6b5; q]∞[
b1b5, b2b5, b3b5, b4b5, b
−1
1 b5, b
−1
2 b5, b
−1
3 b5, b
−1
4 b5, b
2
5; q
]
∞
Σ
(
b5,
b45
a1a2a3a4a5a6q3
, q
)
.
In the following Propositions we will repeatedly use that
[
q, q4, q6; q15
]
∞
=
[
q; q5
]
∞
and[
q2, q3, q7; q15
]
∞
=
[
q2; q5
]
∞
in reducing the products. The proofs of these Propositions are simi-
lar to the proofs of Propositions 3.3 and 3.4. By moving the Σ (z, w, q) terms all to one side and
multiplying by the appropriate product, we find the identities are equivalent to a specialization of
Lemma 4.1 or 4.2.
Proposition 4.3.
Σ (7,−2, 15) + q7Σ (7, 13, 15) + q16Σ (13, 22, 15) + q29Σ (13, 37, 15)
12
=[
q; q5
]
∞
[q2; q5]
∞
(
q7Σ (10, 10, 15)+ q17Σ (10, 25, 15)
)
− q−6
(
q3; q3
)3
∞
(q5; q5)
∞
[q2; q5]
2
∞
, (4.1)
Σ (1,−26, 15) + qΣ (1,−11, 15) + q2Σ (4,−14, 15) + q6Σ (4, 1, 15)
= −
[
q2; q5
]
∞
[q; q5]
∞
(
q13Σ (10, 10, 15)+ q23Σ (10, 25, 15)
)
+
(
q3; q3
)3
∞
(q5; q5)
∞
[q; q15]2
∞
. (4.2)
Proof. In Lemma 4.1 we use q 7→ q15, a1 = q−9, a2 = q−21, b1 = q7, b2 = q10, b3 = q13 to get
[
q−9, q−21; q15
]
∞
(
q15; q15
)2
∞
[q7, q10, q13, q−7, q−10, q−13; q15]
∞
=
[
q−16, q−28; q15
]
∞
[q3, q6, q−14, q−17, q−20; q15]
∞
Σ (7,−2, 15)− q7
[
q−2, q−14; q15
]
∞
[q14, q17, q20, q−3, q−6; q15]
∞
Σ (7, 13, 15)
+
[
q−19, q−31; q15
]
∞
[q−3, q3, q−17, q−20, q−23; q15]
∞
Σ (10, 10, 15)− q10
[
q−11; q15
]
∞
[q17, q20, q23, q3, q−3; q15]
∞
Σ (10, 25, 15)
+
[
q−22, q−34; q15
]
∞
[q−6, q−3, q−20, q−23, q−26; q15]
∞
Σ (13, 22, 15)− q13
[
q4, q−8; q15
]
∞
[q20, q23, q26, q6, q3; q15]
∞
Σ (13, 37, 15) .
Simplifying the products yields
q−6
[
q6, q6; q15
]
∞
(
q15; q15
)2
∞
[q2, q2, q5, q5, q7, q7; q15]
∞
= −
1
[q3, q5, q6; q15]
∞
Σ (7,−2, 15)− q7
1
[q3, q5, q6; q15]
∞
Σ (7, 13, 15)
+ q7
[
q, q4; q15
]
∞
[q2, q3, q3, q5, q7; q15]
∞
Σ (10, 10, 15) + q17
[
q, q4; q15
]
∞
[q2, q3, q3, q7; q15]
∞
Σ (10, 25, 15)
− q16
1
[q3, q5, q6; q15]
∞
Σ (13, 22, 15)− q29
1
[q3, q5, q6; q15]
∞
Σ (13, 37, 15) . (4.3)
We see that multiplying both sides of (4.3) by
[
q3, q5, q6; q15
]
∞
implies (4.1) upon noting that
[q3,q6,q6,q6;q15]
∞
(q15;q15)
2
∞
[q2,q2,q5,q7,q7;q15]
∞
=
(q3;q3)
3
∞
(q5;q5)
∞
[q2;q5]2
∞
.
In Lemma 4.1 we use q 7→ q15, a1 = q−12, a2 = q−18, b1 = q, b2 = q4, b3 = q10 to get[
q−12, q−18; q15
]
∞
(
q15; q15
)2
∞
[q, q4, q10, q−1, q−4, q−10; q15]
∞
=
[
q−13, q−19; q15
]
∞
[q3, q9, q−2, q−5, q−11; q15]
∞
Σ (1,−26, 15)− q
[
q−11, q−17; q15
]
∞
[q2, q5, q11, q−3, q−9; q15]
∞
Σ (1,−11, 15)
+
[
q−16, q−22; q15
]
∞
[q−3, q6, q−5, q−8, q−14; q15]
∞
Σ (4,−14, 15)− q4
[
q−8, q−14; q15
]
∞
[q5, q8, q14, q3, q−6; q15]
∞
Σ (4, 1, 15)
+
[
q−22, q−28; q15
]
∞
[q−9, q−6, q−11, q−14, q−20; q15]
∞
Σ (10, 10, 15)− q10
[
q−2, q−8; q15
]
∞
[q11, q14, q20, q9, q6; q15]
∞
Σ (10, 25, 15) .
13
Simplifying the products yields
q−18
[
q3, q3; q15
]
∞
(
q15; q15
)2
∞
[q, q, q4, q4, q5, q5; q15]
∞
= q−18
1
[q3, q5, q6; q15]
∞
Σ (1,−26, 15)+ q−17
1
[q3, q5, q6; q15]
∞
Σ (1,−11, 15)
+ q−16
1
[q3, q5, q6; q15]
∞
Σ (4,−14, 15) + q−12
1
[q3, q5, q6; q15]
∞
Σ (4, 1, 15)
+ q−5
[
q2, q7; q15
]
∞
[q, q4, q5, q6, q6; q15]
∞
Σ (10, 10, 15)+ q5
[
q2, q7; q15
]
∞
[q, q4, q5, q6, q6; q15]
∞
Σ (10, 25, 15) . (4.4)
We see that multiplying both sides of (4.4) by q18
[
q3, q5, q6; q15
]
∞
implies (4.1) upon noting that
[q3,q3,q3,q6;q15]
∞
(q15;q15)
2
∞
[q,q,q4,q4,q5;q15]
∞
=
(q3;q3)
3
∞
(q5;q5)
∞
[q;q5 ]2
∞
. 
Proposition 4.4.
Σ (1,−17, 15)+ q3Σ (4,−8, 15) + q10Σ (7, 7, 15) + q27Σ (13, 28, 15)
=
[
q; q5
]
∞
[q2; q5]
∞
(
Σ (1,−20, 15) + q4Σ (4,−5, 15)
)
, (4.5)
Σ (7, 4, 15) + q8Σ (10, 16, 15)+ q10Σ (10, 19, 15)+ q21Σ (13, 31, 15)
= −
[
q2; q5
]
∞
[q; q5]
∞
(
q−9Σ (1,−20, 15) + q−5Σ (4,−5, 15)
)
+ q−9
(
q3; q3
)3
∞
(q; q)
∞
. (4.6)
Proof. In Lemma 4.2 we use q 7→ q15, a1 = q−15, a2 = q−13, a3 = q−10, a4 = q−8, a5 = q10, a6 = q12,
b1 = q, b2 = q
4, b3 = q
7, b4 = q
10, b5 = q
13 and note both the product on the left and four terms on
the right in Lemma 4.2 are immediately zero, yielding
0 =
[
q−16, q−14, q−11, q−9, q9, q11; q15
]
∞
[q3, q6, q9, q12, q−2, q−5, q−8, q−11, q−14; q15]
∞
Σ (1,−20, 15)
− q
[
q−14, q−12, q−9, q−7, q11, q13; q15
]
∞
[q2, q5, q8, q11, q14, q−3, q−6, q−9, q−12; q15]
∞
Σ (1,−17, 15)
+
[
q−19, q−17, q−14, q−12, q6, q8; q15
]
∞
[q−3, q3, q6, q9, q−5, q−8, q−11, q−14, q−17; q15]
∞
Σ (4,−8, 15)
− q4
[
q−11, q−9, q−6, q−4, q14, q16; q15
]
∞
[q5, q8, q11, q14, q17, q3, q−3, q−6, q−9; q15]
∞
Σ (4,−5, 15)
− q7
[
q−8, q−6, q−3, q−1, q17, q19; q15
]
∞
[q8, q11, q14, q17, q20, q6, q3, q−3, q−6; q15]
∞
Σ (7, 7, 15)
+
[
q−28, q−26, q−23, q−21, q−3, q−1; q15
]
∞
[q−12, q−9, q−6, q−3, q−14, q−17, q−20, q−23, q−26; q15]
∞
Σ (13, 28, 15) .
Simplifying the products yields
0 =q−11
[
q, q4; q15
]
∞
[q2, q3, q3, q5, q7; q15]
∞
Σ (1,−20, 15)− q−11
1
[q3, q5, q6; q15]
∞
Σ (1,−17, 15)
− q−8
1
[q3, q5, q6; q15]
∞
Σ (4,−8, 15) + q−7
[
q, q4; q15
]
∞
[q2, q3, q3, q5, q7; q15]
∞
Σ (4,−5, 15)
14
− q−1
1
[q3, q5, q6; q15]
∞
Σ (7, 7, 15)− q16
1
[q3, q5, q6; q15]
∞
Σ (13, 28, 15) . (4.7)
We see multiplying both sides of (4.7) by q11
[
q3, q5, q6; q15
]
∞
implies (4.5).
In Lemma 4.2 we use q 7→ q15, a1 = q−12, a2 = q−11, a3 = q−7, a4 = q−6, a5 = q−2, a6 = q14,
b1 = q, b2 = q
4, b3 = q
7, b4 = q
10, b5 = q
13 and note four terms on the right in Lemma 4.2 are
immediately zero, yielding[
q−12, q−11, q−7, q−6, q−2, q14; q15
]
∞
(
q15; q15
)
∞
[q1, q4, q7, q10, q13, q−1, q−4, q−7, q−10, q−13; q15]
∞
=
[
q−13, q−12, q−8, q−7, q−3, q13; q15
]
∞
[q3, q6, q9, q12, q−2, q−5, q−8, q−11, q−14; q15]
∞
Σ (1,−20, 15)
− q4
[
q−8, q−7, q−3, q−2, q2, q18; q15
]
∞
[q5, q8, q11, q14, q17, q3, q−3, q−6, q−9; q15]
∞
Σ (4,−5, 15)
+
[
q−19, q−18, q−14, q−13, q−9, q7; q15
]
∞
[q−6, q−3, q3, q6, q−8, q−11, q−14, q−17, q−20; q15]
∞
Σ (7, 4, 15)
+
[
q−22, q−21, q−17, q−16, q−12, q4; q15
]
∞
[q−9, q−6, q−3, q3, q−11, q−14, q−17, q−20, q−23; q15]
∞
Σ (10, 16, 15)
− q10
[
q−2, q−1, q3, q4, q8, q24; q15
]
∞
[q11, q14, q17, q20, q23, q9, q6, q3, q−3; q15]
∞
Σ (10, 19, 15)
− q13
[
q, q2, q6, q7, q11, q27; q15
]
∞
[q14, q17, q20, q23, q26, q12, q9, q6, q3; q15]
∞
Σ (13, 31, 15) .
Simplifying the products yields
q−3
[
q3, q6; q15
]
∞
(
q15; q15
)2
∞
[q, q2, q4, q5, q5, q7; q15]
∞
= q−3
[
q2, q7; q15
]
∞
[q1, q4, q5, q6, q6; q15]
∞
Σ (1,−20, 15)+ q
[
q2, q7; q15
]
∞
[q1, q4, q5, q6, q6; q15]
∞
Σ (4,−5, 15)
+ q6
1
[q3, q5, q6; q15]
∞
Σ (7, 4, 15) + q14
1
[q3, q5, q6; q15]
∞
Σ (10, 16, 15)
+ q16
1
[q3, q5, q6; q15]
∞
Σ (10, 19, 15) + q27
1
[q3, q5, q6; q15]
∞
Σ (13, 31, 15) . (4.8)
We see multiplying (4.8) by q−6
[
q3, q5, q6; q15
]
∞
implies (4.6), upon noting that
[q3,q3,q6,q6;q15]
∞
(q15;q15)
2
∞
[q1,q2,q4,q5,q7;q15]
∞
=
(q3;q3)
3
∞
(q;q)
∞
.

Proposition 4.5.
Σ (1,−14, 15) + q2Σ (4,−11, 15) + q7Σ (7, 1, 15) + q32Σ (13, 34, 15)
= −
[
q2; q5
]
∞
[q; q5]
∞
(
q11Σ (7, 10, 15) + q24Σ (13, 25, 15)
)
, (4.9)
Σ (1,−23, 15) + q5Σ (4,−2, 15) + q15Σ (10, 13, 15)+ q21Σ (10, 22, 15)
15
=[
q; q5
]
∞
[q2; q5]
∞
(
q12Σ (7, 10, 15) + q25Σ (13, 25, 15)
)
+
(
q3; q3
)3
∞
(q; q)
∞
. (4.10)
Proof. In Lemma 4.2 we use q 7→ q15, a1 = q−15, a2 = q−14, a3 = q−10, a4 = q−9, a5 = q10, a6 = q11,
b1 = q, b2 = q
4, b3 = q
7, b4 = q
10, b5 = q
13 and note both the product on the left and four terms on
the right in Lemma 4.2 are immediately zero, yielding
0 =− q
[
q−14, q−13, q−9, q−8, q11, q12; q15
]
∞
[q2, q5, q8, q11, q14, q−3, q−6, q−9, q−12; q15]
∞
Σ (1,−14, 15)
+
[
q−19, q−18, q−14, q−13, q6, q7; q15
]
∞
[q−3, q3, q6, q9, q−5, q−8, q−11, q−14, q−17; q15]
∞
Σ (4,−11, 15)
+
[
q−22, q−21, q−17, q−16, q3, q4; q15
]
∞
[q−6, q−3, q3, q6, q−8, q−11, q−14, q−17, q−20; q15]
∞
Σ (7, 1, 15)
− q7
[
q−8, q−7, q−3, q−2, q17, q18; q15
]
∞
[q8, q11, q14, q17, q20, q6, q3, q−3, q−6; q15]
∞
Σ (7, 10, 15)
+
[
q−28, q−27, q−23, q−22, q−3, q−2; q15
]
∞
[q−12, q−9, q−6, q−3, q−14, q−17, q−20, q−23, q−26; q15]
∞
Σ (13, 25, 15)
− q13
[
q−2, q−1, q3, q4, q23, q24; q15
]
∞
[q14, q17, q20, q23, q26, q12, q9, q6, q3; q15]
∞
Σ (13, 34, 15) .
Simplifying the products yields
0 =− q−13
1
[q3, q5, q6; q15]
∞
Σ (1,−14, 15)− q−11
1
[q3, q5, q6; q15]
∞
Σ (4,−11, 15)
− q−6
1
[q3, q5, q6; q15]
∞
Σ (7, 1, 15)− q−2
[
q2, q7; q15
]
∞
[q, q4, q5, q6, q6; q15]
∞
Σ (7, 10, 15)
− q11
[
q2, q7; q15
]
∞
[q, q4, q5, q6, q6; q15]
∞
Σ (13, 25, 15)− q19
1
[q3, q5, q6; q15]
∞
Σ (13, 34, 15) . (4.11)
We see multiplying (4.11) by q13
[
q3, q5, q6; q15
]
∞
implies (4.9).
In Lemma 4.2 we use q 7→ q15, a1 = q−13, a2 = q−11, a3 = q−8, a4 = q−6, a5 = q−3, a6 = q14,
b1 = q, b2 = q
4, b3 = q
7, b4 = q
10, b5 = q
13 and note four terms on the right in Lemma 4.2 are
immediately zero, yielding[
q−13, q−11, q−8, q−6, q−3, q14; q15
]
∞
(
q15; q15
)
∞
[q, q4, q7, q10, q13, q−1, q−4, q−7, q−10, q−13; q15]
∞
=
[
q−14, q−12, q−9, q−7, q−4, q13; q15
]
∞
[q3, q6, q9, q12, q−2, q−5, q−8, q−11, q−14; q15]
∞
Σ (1,−23, 15)
− q4
[
q−9, q−7, q−4, q−2, q, q18; q15
]
∞
[q5, q8, q11, q14, q17, q3, q−3, q−6, q−9; q15]
∞
Σ (4,−2, 15)
− q7
[
q−6, q−4, q−1, q, q4, q21; q15
]
∞
[q8, q11, q14, q17, q20, q6, q3, q−3, q−6; q15]
∞
Σ (7, 10, 15)
+
[
q−23, q−21, q−18, q−16, q−13, q4; q15
]
∞
[q−9, q−6, q−3, q3, q−11, q−14, q−17, q−20, q−23; q15]
∞
Σ (10, 13, 15)
16
− q10
[
q−3, q−1, q2, q4, q7, q24; q15
]
∞
[q11, q14, q17, q20, q23, q9, q6, q3, q−3; q15]
∞
Σ (10, 22, 15)
+
[
q−26, q−24, q−21, q−19, q−16, q; q15
]
∞
[q−12, q−9, q−6, q−3, q−14, q−17, q−20, q−23, q−26; q15]
∞
Σ (13, 25, 15) .
Simplifying the products yields
q−6
[
q3, q6; q15
]
∞
(
q15; q15
)2
∞
[q, q2, q4, q5, q5, q7; q15]
∞
= q−6
1
[q3, q5, q6; q15]
∞
Σ (1,−23, 15)+ q−1
1
[q3, q5, q6; q15]
∞
Σ (4,−2, 15)
− q6
[
q, q4; q15
]
∞
[q2, q3, q3, q5, q7; q15]
∞
Σ (7, 10, 15) + q9
1
[q3, q5, q6; q15]
∞
Σ (10, 13, 15)
+ q15
1
[q3, q5, q6; q15]
∞
Σ (10, 22, 15)− q19
[
q, q4; q15
]
∞
[q2, q3, q3, q5, q7; q15]
∞
Σ (13, 25, 15) . (4.12)
We see multiplying (4.12) by q6
[
q3, q5, q6; q15
]
∞
implies (4.10), again noting that
[q3,q3,q6,q6;q15]
∞
(q15;q15)
2
∞
[q1,q2,q4,q5,q7;q15]
∞
=
(q3;q3)
3
∞
(q;q)
∞
.

Similar to the proof of Theorem 1.2, we begin with expressing P˜P(ζ5, q) in terms of U5(b). With
ζ5 a primitive fifth root of unity, we have
P˜P(ζ5, q) =
1
(q; q)
∞
∞∑
n=−∞
q6n
2+4n+1(1 − q6n+2)(1 − q3n+1)(1− ζ25q
3n+1)(1− ζ35q
3n+1)
1− q15n+5
=
1
(q; q)
∞
(
qU5(4) + (ζ5 + ζ
4
5 )q
2U5(7)− (1 + ζ5 + ζ
4
5 )q
3U5(10)− (1 + ζ5 + ζ
4
5 )q
4U5(13)
+(ζ5 + ζ
4
5 )q
5U5(16) + q
6U5(19)
)
. (4.13)
We find that
U5(b) =
∞∑
n=−∞
q6n
2+bn
1− q15n+5
=
4∑
k=0
q6k
2+bk
∞∑
n=−∞
q150n(n+1)q60nk+5bn−150n
1− q15k+5q75n
=
4∑
k=0
q6k
2+bk
∞∑
n=−∞
Σ (15k + 5, 60k + 5b− 150, 75) .
Thus
qU5(4)− q
3U5(10)− q
4U5(13) + q
6U5(19)
= qΣ(5,−130, 75)+ q11Σ(20,−70, 75)+ q33Σ(35,−10, 75) + q67Σ(50, 50, 75) + q113Σ(65, 110, 75)
− q3Σ(5,−100, 75)− q19Σ(20,−40, 75)− q47Σ(35, 20, 75)− q87Σ(50, 80, 75)− q139Σ(65, 140, 75)
− q4Σ(5,−85, 75)− q23Σ(20,−25, 75)− q54Σ(35, 35, 75)− q97Σ(50, 95, 75)− q152Σ(65, 155, 75)
+ q6Σ(5,−55, 75) + q31Σ(20, 5, 75) + q68Σ(35, 65, 75) + q117Σ(50, 125, 75) + q178Σ(65, 185, 75),
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and
q2U5(7)− q
3U5(10)− q
4U5(13) + q
5U5(16)
= q2Σ(5,−115, 75)+ q15Σ(20,−55, 75)+ q40Σ(35, 5, 75) + q77Σ(50, 65, 75) + q126Σ(65, 125, 75)
− q3Σ(5,−100, 75)− q19Σ(20,−40, 75)− q47Σ(35, 20, 75)− q87Σ(50, 80, 75)− q139Σ(65, 140, 75)
− q4Σ(5,−85, 75)− q23Σ(20,−25, 75)− q54Σ(35, 35, 75)− q97Σ(50, 95, 75)− q152Σ(65, 155, 75)
+ q5Σ(5,−70, 75) + q27Σ(20,−10, 75) + q61Σ(35, 50, 75) + q107Σ(50, 110, 75) + q165Σ(65, 170, 75).
Next we reorder the Σ (z, w, q) terms and apply Propositions 4.3 and 4.4 with q 7→ q5 to get that
qU5(4)− q
3U5(10)− q
4U5(13) + q
6U5(19)
= q67Σ(50, 50, 75) + q117Σ(50, 125, 75)− q3Σ(5,−100, 75)− q23Σ(20,−25, 75)
+ q33
(
Σ(35,−10, 75) + q35Σ(35, 65, 75) + q80Σ(65, 110, 75)+ q145Σ(65, 185, 75)
)
+ q
(
Σ(5,−130, 75) + q5Σ(5,−55, 75) + q10Σ(20,−70, 75) + q30Σ(20, 5, 75)
)
− q4
(
Σ(5,−85, 75) + q15Σ(20,−40, 75)+ q50Σ(35, 35, 75) + q135Σ(65, 140, 75)
)
− q47
(
Σ(35, 20, 75) + q40Σ(50, 80, 75) + q50Σ(50, 95, 75) + q105Σ(65, 155, 75)
)
=
(
q66Σ(50, 50, 75) + q116Σ(50, 125, 75)
)(
−
[
q10; q15
]
∞
[q5; q15]
∞
+ q + q2
[
q5; q15
]
∞
[q10; q15]
∞
)
−
(
q2Σ(5,−100, 75)+ q22Σ(20,−25, 75)
)(
−
[
q10; q15
]
∞
[q5; q15]
∞
+ q + q2
[
q5; q15
]
∞
[q10; q15]
∞
)
− q3
(
q15; q15
)3
∞
(q25; q25)
∞
[q10; q25]
2
∞
+ q
(
q15; q15
)3
∞
(q25; q25)
∞
[q5; q25]
2
∞
− q2
(
q15; q15
)3
∞
(q5; q5)
∞
=
(
q66Σ(50, 50, 75) + q116Σ(50, 125, 75)
)(
−
[
q10; q15
]
∞
[q5; q15]
∞
+ q + q2
[
q5; q15
]
∞
[q10; q15]
∞
)
−
(
q2Σ(5,−100, 75)+ q22Σ(20,−25, 75)
)(
−
[
q10; q15
]
∞
[q5; q15]
∞
+ q + q2
[
q5; q15
]
∞
[q10; q15]
∞
)
+ q
(
q15; q15
)3
∞
(q5; q5)
∞
([
q10; q15
]
∞
[q5; q15]
∞
− q − q2
[
q5; q15
]
∞
[q10; q15]
∞
)
. (4.14)
However, by Euler’s pentagonal number theorem and the Jacobi triple product identity, we have
that
(q; q)
∞
=
(
q25; q25
)
∞
([
q10; q25
]
∞
[q5; q25]
∞
− q − q2
[
q5; q25
]
∞
[q10; q25]
∞
)
.
Thus,
qU5(4)− q
3U5(10)− q
4U5(13) + q
6U5(19)
=
(q; q)
∞
(q25; q25)
∞
(
q2Σ(5,−100, 75)+ q22Σ(20,−25, 75)− q66Σ(50, 50, 75)− q116Σ(50, 125, 75)
)
+ q
(q; q)
∞
(
q15; q15
)3
∞
(q5; q5)
∞
(q25; q25)
∞
. (4.15)
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Similarly we reorder the Σ (z, w, q) terms and apply Propositions 4.4 and 4.5 with q 7→ q5 to get
that
q2U5(7)− q
3U5(10)− q
4U5(13) + q
5U5(16)
= q61Σ(35, 50, 75) + q126Σ(65, 125, 75)− q3Σ(5,−100, 75)− q23Σ(20,−25, 75)
+ q2
(
Σ(5,−115, 75)+ q25Σ(20,−10, 75) + q75Σ(50, 65, 75) + q105Σ(50, 110, 75)
)
+ q5
(
Σ(5,−70, 75)+ q10Σ(20,−55, 75)+ q35Σ(35, 5, 75) + q160Σ(65, 170, 75)
)
− q4
(
Σ(5,−85, 75)+ q15Σ(20,−40, 75)+ q50Σ(35, 35, 75) + q135Σ(65, 140, 75)
)
− q47
(
Σ(35, 20, 75) + q40Σ(50, 80, 75) + q50Σ(50, 95, 75) + q105Σ(65, 155, 75)
)
=
(
q60Σ(35, 50, 75) + q125Σ(65, 125, 75)
)(
−
[
q10; q15
]
∞
[q5; q15]
∞
+ q + q2
[
q5; q15
]
∞
[q10; q15]
∞
)
−
(
q2Σ(5,−100, 75)+ q22Σ(20,−25, 75)
)(
−
[
q10; q15
]
∞
[q5; q15]
∞
+ q + q2
[
q5; q15
]
∞
[q10; q15]
∞
)
+ q2
(
q15; q15
)3
∞
(q5; q5)
∞
− q2
(
q15; q15
)3
∞
(q5; q5)
∞
=
(q; q)
∞
(q25; q25)
∞
(
q2Σ(5,−100, 75) + q22Σ(20,−25, 75)− q60Σ(35, 50, 75)− q125Σ(65, 125, 75)
)
.
(4.16)
Theorem 1.3 follows by equations (4.13), (4.15), and (4.16).
5. Proof of Theorem 1.4
Proof. Using Theorem 2.1 of [1] we find that
P˜P(z, q) =
∞∑
n=1
qn
(zqn; q)
∞
∞∑
k=0
(zq; q)k z
−kqnk
(q; q)k
=
∞∑
n=1
∞∑
k=0
z−kqn+kn
(zqn+k; q)
∞
(q; q)k
=
∞∑
n=1
qn
(zqn; q)
∞
+
∞∑
n=1
∞∑
k=1
z−kqn+kn
(zqn+k; q)
∞
(q; q)k
=
∞∑
n=1
qn
(zqn; q)
∞
+
∞∑
n=1
∞∑
k=1
qn
(qn; q)k (zq
n+k; q)
∞
·
z−kqkn (q; q)n+k−1
(q; q)n−1 (q; q)k
. (5.1)
The first term in (5.1) is the generating function for non-empty partitions with the power of q giving
the number being partitioned and the power of z giving one less than the number of parts of the
partition. This is the generating function for partition pairs from P˜P where π2 is empty, the power
of q gives the number being partitioned and the power of z gives the paircrank.
In the second term in (5.1), we interpret the summands as follows. We have that q
n
(qn;q)
k
(zqn+k;q)
∞
is the generating function for non-empty partitions π1 where n is the smallest part, the power of q
counts the number being partitioned, and the power of z counts the number of parts that are at least
n+k. We have that
z−kqkn(q;q)
n+k−1
(q;q)
n−1(q;q)k
is the generating function for partitions π2 with exactly k parts
with each part between n and 2n − 1, where the power of q counts the number being partitioned
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and the power of z counts the negative of the number of parts. Thus the second term in (5.1) is the
generating function for partition pairs from P˜P, with both π1 and π2 non-empty, with the power of
q giving the number being partitioned and the power of z giving the paircrank.
This proves that C(m,n) is the number of partition pairs from P˜P of n with paircrank m. These
rearrangements and interpretations are essentially what was done in [8] as an intermediate step in
getting an spt-crank defined on marked overpartitions. Also this is quite similar to the steps in [3]
where Andrews and Garvan gave the ordinary partition crank after the vector partition crank. 
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