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Abstract
We present master formulas for the divergent part of the one-loop eective
action for a minimal operator of any order in the 4-dimensional curved space







Progress in the quantum eld theory and quantum gravity in particular depends much on
the development of methods for the calculation of the eective action. For a lot of problems
the analyses can be conned to the one-loop approximation. In this case the eective action
can be expressed as a functional trace of an elliptic operator logarithm [1]. The calculation
of its divergent part in the dimensional regularization is then reduced to nding a2 coecient
of the heat kernel expansion [2{4]. It can be made in the frames of some approaches, for
example, by the proper-time method proposed by Schwinger [5] and extended to the curved






On the other hand, the eective action is the sum of one-particle irreducible Feynman
graphs. Explicitly covariant perturbation theory can be constructed if only the propagator
depends on the background metric. Then the calculation of divergent graphs can be made by
the generalized Schwinger-DeWitt technick presented in [7]. Using this approach Barvinsky














 −  rr
 + P
 : (2)
The method has been extended to multi-loop orders [8,9], non-Riemannian manifolds
[10{14] and theories with fermions [15,16]. Some papers were devoted to varies changes in
the technick of calculations [12{14].
Recently the approach proposed in [7] was applied for the calculation of non-local con-
tributions to the eective action on the Riemannian manifold [17].
In this paper we construct the explicit expression for the divergent part of the one-
loop eective action without any restrictions to the form and the order of the operator D.
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(We consider only theories in the dimension 4). For this purpose we use the generalized
t’Hooft-Veltman approach [18].
Our paper is organized as follows.
In Sec. 2 we briefly describe the calculation of the one-loop eective action by gaussian
integration and introduce some notations.
In Sec. 3 we remind t’Hooft-Veltman diagramic technick and derive Feynman rules for
arbitrary minimal and nonminimal operators. We then found all divergent graphs in the
flat space and calculate their degree of divergence.
In Sec. 4 we consider a theory with an arbitrary minimal operator in the curved space-
time. The main result here is an explicit expression for the one-loop contribution to the
divergent part of the eective action.
Section 5 is devoted to the derivation of a master formula for an arbitrary nonminimal
operator on the flat background.
In Sec. 6 we consider some particular cases and show the agreement of our formulas with
the earlier known results. We nd also the eective action for theories with sixth and eighth
order minimal operators.
In Sec. 7 we give a brief discussion and summary of our results.
In Appendix A we describe a method to calculate the divergent part of Feynman integrals.
In Appendix B we derive some rules for handling the integration over angles in the case
of a minimal operator.
II. BACKGROUND FIELD METHOD IN THE ONE-LOOP APPROXIMATION
















(In this section h 6= 1.)
Its loop expansion may be obtained by the method of saddle-point integration. The






= − J: (4)
Expanding S about ’0, we found that







The eective action Γ[’] is dened by making Legender transformation
Γ[’] = W [J ]− J’jJ=J[’] : (6)
Substituting (5) into (6) we obtain the loop expansion of the eective action to one-loop
order [1]







If ’ is a complex eld of an arbitrary tensor structure, the eective action takes the form










is a dierential operator depending on the background eld ’. Its most general form is
Di
j = K12:::L i
j r1r2 : : :rL
+ S12:::L−1 i
j r1r2 : : :rL−1
+ W 12:::L−2 i
j r1r2 : : :rL−2
+ N12:::L−3 i
j r1r2 : : :rL−3
+ M12:::L−4 i
j r1r2 : : :rL−4 + : : : ; (10)













j − T i
k!k
j;
ri = @i + !i
jj: (11)
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g(@g + @g − @g) (12)
and !ij is a connection in the principle bundle.
Commuting covariant derivatives we can always make K;S;W;N;M; : : : symmetric in
the greek indexes. This condition is very convenient for the calculations, so we will assume
it to be satised.










(gg : : :+ gg : : : + : : :): (14)
(Here the sum is over all possible index replacements). If an operator can not be reduced
to this form, we will call it nonminimal.





l + S12:::2l−1 i
j r1r2 : : :r2l−1
+ W 12:::2l−2 i
jr1r2 : : :r2l−2
+ N12:::2l−3 i
jr1r2 : : :r2l−3
+ M12:::2l−4 i
jr1r2 : : :r2l−4 + : : : ; (15)
where 2  rr.
III. DIAGRAMIC APPROACH IN THE BACKGROUND FIELD METHOD







for both arbitrary minimal and arbitrary nonminimal operators by the diagramic technick.
In order to present (16) as a sum of one-loop diagrams we separate a dierential operator












V = S1:::L−1@1 : : : @L−1
+ W 1:::L−2@1 : : : @L−2
+ N1:::L−3@1 : : : @L−3
+ M1:::L−4@1 : : : @L−4 + : : :+O(h; !): (19)
Terms O(h; !) can be found by a series expansion of the operator in powers of h = g−
and !ij.


























First term in (20) is an innite numeric constant and can be omitted. Expanding loga-


























(21) can be presented as a sum of one-loop diagrams with k vertexes. In the momentum
space the propagator has the form ji =k
2l. Vertexes in the flat space are presented at the
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Fig. 1. Their expressions are rather evident, for example, the vertex with S-external line
can be written as
S12:::L−1k1k2 : : : kL−1  (Sk): (22)
Similar notations we will use for other expressions, for example,
(W (k + p)) W :::(k + p)(k + p) : : : (k + p) ;
(Sk)  S:::γkk : : : kγ : (23)
Numerical factors for the Feynman graphs can be easily found by (21).
The number of diagrams in (21) is innite, but most of them are convergent. Really,
it is easy to see that the degree of divergence of a one-loop graph with s S-vertexes, w
W -vertexes, n N-vertexes, m M-vertexes and so on (k = s + w + n + m + : : :) in the flat
space (h = 0, !ij = 0) is
I = 4− s− 2w − 3n− 4m− : : : : (24)
Therefore, there are only a nite number of the divergent diagrams. They are presented
at the Fig. 2. (We excluded divergent graphs, that give zero contribution to the eective
action.)
(24) is valid also for a nonminimal operator. In this case the propagator takes the form
1
K1:::L ij@1 : : : @L
(25)
in the coordinate space, or (Kk)−1ij in the momentum space, where
(Kk)i
j  K:::i





We will assume that (Kk)−1ij exists. It can be made by xing gauge invariances.
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IV. EFFECTIVE ACTION FOR A MINIMAL OPERATOR
A. Flat space
Now we should calculate diagrams presented at the Fig. 2. We will do it using dimensional
regularization. So, in order to nd the divergent part of an integral
Z
ddk f(k; p) (27)
it is necessary to expand the function f into series, retain only logarithmically divergent





k1k2 : : : kM













< n1n2 : : : n2m >;
where
< n1n2 : : : n2m> 
1
2m(m+ 1)!
 (g12g34 : : : g2m−12m
+ g13g24 : : : g2m−12m + : : :

(28)
is a result of the integration over angles (for more details see appendix A).
(The sum in the equation (28) is over all possible index replacements)
Let us consider rst logarithmically divergent graphs (2a)-(2e). In order to nd the
divergent part of the diagram in this case we should retain only terms without external mo-









(Sk) (N(k − p))
k2l(k − p)2l
: (29)












tr < S^ N^ >; (30)
where
S^  (Kn)−1(Sn);
N^  (Kn)−1(Nn); (31)
and n = k=
p
kk is a unit vector. In particular, for a minimal operator
S^ = (Sn) = S:::nn : : : n; (32)
N^ = (Nn) = N:::nn : : : n:
















tr < M^ > : (33)
The calculation of linearly divergent graphs is a bit more dicult. For example, in order







(Sk) (W (k − p))
k2l(k − p)2l
(34)
we should retain only terms linear in external momentum p. Using the rule (B5) we obtain
1
162(d− 4)





tr < (2l − 1) pS^
W^ − (2l − 2) pS^ W^
 > : (35)
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tr < − (2l − 1) @S^
W^ + (2l − 2) @S^ W^
 > : (36)













k2l(k − p)2l(k + q)2l
(37)






S^ S^ − @S^ S^ S^
 > : (38)



























(2l − 1)(l2 − 1)
2(2l + 1)
@S^
@S^ > : (40)
Collecting the results (30)-(40) we obtain the divergent part of the one-loop eective











































S^4 − W^ S^2 − M^ > :
B. Extension to the curved space
In order to obtain the divergent part of a one-loop eective action in the curved space
we consider a minimal operator in the form (15).
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In this case we can not calculate all divergent graphs, because their number is innite.
(The matter is that the degree of divergence does not depend on the number of h vertexes
and there are innite number of such vertexes too). Nevertheless if we note that the answer
should be invariant under the general coordinate transformations, the result can be found
by calculating only a nite number of graphs. Really, we should replace derivatives in (41)
by the covariant ones and add expressions, containing curvature tensors R and F . The














































 ; R = g
R : (43)
(We take into account that the expression RR − 4RR +R2 is a total derivative
and should be omitted).
Then the coecients a1 - a13 can be found by calculating the diagrams presented at the
Fig. 3. They conform to the rst nontrivial approximation in the counterterm expansion in
powers of weak elds h = g −  and !ij.
As an example we consider diagrams (3a) and (3b).
The vertex with h in (3a) should be found according to (19) by series expansion of 2l



































It is easy to see that the considered diagram is quadratically divergent. So, retaining



















l(l + 1) p2 +
2
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) > : (47)
Nevertheless, (47) can not be presented as a weak eld limit of a covariant expression.
The matter is that the graphs (3a) and (3b) can not be considered separately.
The vertex in the tadpole diagram (3b) can be found by series expansion of
W :::i














(2l − 3−m)(k + p)1 : : : (k + p)mΓ
 (1)
m+1m+2







 − phγ) (49)
is the Cristoel symbol in the weak eld limit.
Using (B3) after simple transformations the divergent part of (3b) can be written as
(3b)1 =
(2l − 3)(2l − 4)(2l − 5)
1922(d− 4)
 tr < W^ hpp > : (50)
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The sum of (47) and (50) unlike each of the graphs considered separately can be presented














(l− 1)(2l − 3) RW^
 >; (51)
that is the ultimate answer for the diagrams (3a) and (3b).
The other graphs are considered in the same way. After rather cumbersome calculations
we obtain the following formula for the divergent part of the one-loop eective action for a










































S^4 − W^ S^2 − M^ +








































(2l − 1)2(l + 1)
4(2l + 1)
F S^







) > : (52)




12:::2lr1r2 : : :r2l
+ S12:::2l−1 i
j r1r2 : : :r2l−1
+ W 12:::2l−2 i
j r1r2 : : :r2l−2 (53)
+ N12:::2l−3 i
j r1r2 : : :r2l−3
+ M12:::2l−4 i
j r1r2 : : :r2l−4 + : : : ;
where K0 was dened in (14).
By the help of the same method we found the following answer for the divergent part of











































S^4 − W^ S^2 − M^ +












(2l − 3)(l − 1)
3(l + 1)
W^ R −

































F rS^ > : (54)
V. NONMINIMAL OPERATOR ON THE FLAT BACKGROUND
Let us consider a theory with an arbitrary nonminimal operator (10) in the flat space
(g =  , !ij = 0).
The divergent graphs are the same as in the case of a minimal operator (see Fig. 2), but
because of the dierence of the propagators the calculations are also dierent.







ddk (Sk) (Kk)−1(N(k − p))






tr < S^ N^ > : (55)
(We should remind, that here W^ = (Kn)−1(Wn) 6= (Wn) and so on, see (31)).
The other logarithmically divergent graphs can be calculated in the same way. The result
coincides with (33).







(W (k− p))(K(k − p))−1: (56)
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We should expand this expression into series over external momentum p and retain
logarithmically divergent terms (It is easy to see that they are linear in p).
Using an identity
1i
j = (K(k + p))i
m(K(k + p))−1m
j; (57)
we can easily obtain that











So, the divergent part of the diagram takes the following form
1
162(d− 4)
tr < L pS^ W^ K^

−(L− 2) pS^ W^
 > : (59)





tr < −L @S^ W^ K^

+(L − 2) @S^ W^
 > : (60)







ddk (Sk) (Kk)−1 (S(k + q)) (61)









(L − 1) @S^
S^ S^−
− L @S^ K^
S^ S^ − (L− 1) @S^ S^ S^











ddk (Sk)(Kk)−1(S(k − p))(K(k − p))−1 (63)























(L− 1)(L − 2) @S^ @S^
 > : (64)
Collecting contributions of all graphs we obtain the following expression for the divergent











S^4 − W^ S^2 +
1
2
W^ 2 + S^ N^ − M^ − L @S^ W^ K^







S^ S^ − L @S^ K^
S^ S^ − (L− 1) @S^ S^ S^






















(L− 1)(L − 2) @S^ @ S^
 > : (65)
This result can be generalized to the curved space-time. It will be considered in our
subsequent papers.
VI. EXAMPLES
A. The minimal second order operator










































































F F > :
16
(Here W^ = W , S^ = S, S^ = Sn.)
After substituting according to (28)







(gg + gg + gg);





















































B. The minimal forth order operator













>From (52) we obtained the result, that coincided with the one found in [7] by Barvinsky
and Vilkovisky up to the total derivatives. (We do not presented it here because it is too
large)






































C. The minimal sixth and eighth order operators














(If S 6= 0 the result will be too cumbersome)






























For the sixth order operator l = 3, and, moreover, according to (B6) and (B7)
< M^ > =
1
4
M; < W^  > =
1
4














where M M and so on.






























































can be considered in a similar fashion:
In this case using rules formulated in the appendix B, in particular (B6) and (B7) we
have
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< M^ > =
1
8
M; < W^  > =
1
8








16 W γWγ + 120 W
W +

















16 W γWγ + 120 W
W + (79)


























D. Minimal operator as a special case of a nonminimal one





L = 2l; (K0n) = 1;
(K0n)






(g + (2l − 2)nn) :
Using the rules formulated in the appendix B. it is easy to see that the result for the
nonminimal operator (65) gives the answer (41) for the minimal operator (15) in the flat
space.
E. The nonminimal vector eld operator
In a lot of papers one can encounter the following nonminimal second order operator
D
 = 





W = W: (82)
















 + γ nn

































This expression is also in agreement with [7], [14] and [19].
VII. CONCLUSION.
In this paper we presented a new method for making one-loop calculations in the non-
minimal gauges [20], theories regularized by higher derivatives [21] and eld theory models
with higher spins.
>From the mathematical point of view we found a2 coecient of the heat kernel expansion
of an arbitrary dierential operator without any restriction to its form and order. As a tool
we choosed t’Hooft-Veltman diagramic approach with some modications, in particular in
the technick of calculating Feynman integrals.
Unfortunately, in the general case we can not use the classical gauge invariance that reliefs
calculations considerably for the minimal second order operator [22]. However we manage
to obtain master formulas for the one-loop renormalization counterterms in theories with
an arbitrary minimal operator in the curved space and an arbitrary nonminimal operator
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in the flat space. The consideration of some particular cases showed the agreement of our
results with algorithms obtained earlier.
The result for a nonminimal operator can be generalized to the curved space. This will
be reported in a separate paper. Of course, it is also possible to extend the method to
multi-loop orders.
On the other hand, our approach can be considered as a step towards the total autom-
atization of the one-loop divergences calculation. We also tries to create the appropriate
software. For example, making calculation we often used our tensor package for the RE-
DUCE system [23]. So, the most cumbersome operations in calculating one-loop Feynman
diagrams now can be made by computers.
APPENDIX A: CALCULATION OF THE DIVERGENT PART OF FEYNMAN
INTEGRALS.
Let us consider an integral
Z
ddk f(k; p1; p2 : : : pn); (A1)
where d is the space-time dimension.
Expanding f in powers of 1=k we have
Z










fS+1(p1 : : : pn) + : : :

: (A2)














The integrals are divergent if s  4. In this case we rst perform the angle integration.
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k1k2 : : : kL







g12g34 : : : gL−1L
+g13g24 : : : gL−1L + : : :

; (A3)
if L = 2l
Here the sum is over all possible index replacements. It contains (2l−1)!! = (2l−1)(2l−






Therefore, introducing a notation
< n1n2 : : : n2l> 
1
2l(l + 1)!
 (g12g34 : : : g2l−12l








k1k2 : : : k2l















we conclude that nonzero result can be obtained if only d=2−  = 0 (or s = 2 = 4). Then

































< n1n2 : : : n2l > : (A9)
Therefore, in order to calculate the divergent part of the integral (A1) we should ex-
pand f in powers of 1=k, retain logarithmically divergent terms and perform the remaining
integration by (A9).
APPENDIX B: THE INTEGRATION OVER ANGLES FOR A MINIMAL
OPERATOR
Let us start with (A5):
< n1n2 : : : n2m> 
1
2m(m+ 1)!
 (g12g34 : : : g2m−12m
+ g13g24 : : : g2m−12m + : : :

: (B1)
It can be interpreted in the following way: In order to obtain the result of the angle integra-
tion we should make pairs of n by all possible ways and add a numerical constant. Each
pair of n and n should be substituted by g.
The sum contains (2m− 1)!! terms. Hence, if we contract (B1) with a totally symmetric
tensor A12:::2m  A(2m) (here the bottom index points the tensor rank) the result will be




where A  A1:::m1:::m .
Similarly one can nd that for a symmetric tensor A(2m−1) with 2m − 1 indexes the
following equation takes place:
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< (A(2m−1)n) >; (B3)
where A  A1:::m−11:::m−1.
In the more general case we will use the following consequence of (28):




g12 < n3n4 : : : n2m > (B4)
+ g13 < n2n4 : : : n2m > + : : :+ g12m < n2n3 : : : n2m−1 >

:
Making contraction with 2 symmetric tensors we nd that
< n(A(2m)n)(B(2p−1)n) > =
1




2m < (A(2m)n)(B(2p−1)n) > + (2p− 1) < (A(2m)n)(B(2p−1)n) >

:
This equation can be easily generalized to a greater number of symmetric tensors.
For a minimal operator we can explicitly make angle integration, although a result will
be very cumbersome. Nevertheless, it is very convenient for computer calculations, because
a number of operations to do becomes very small.
First we consider















Really, 1=2m+p(m+p+1)! is a normalization constant, C2k2m gives a number of ways to choose
2k n from (A(2m)n), (2p)!=(2p − 2k)! is a number of their possible combinations with n


















and m  p.
(B5) and (B8) can be written as






where m  p and
T kmp =
1
2(m+p)=2((m+ p)=2 + 1)!




if m− k and p− k are both even and 0, otherwise.
This equation can be generalized to an arbitrary number of tensors. Here we consider
cases that encounter in (52) and (54). Some terms there have a form
















Cm32l−1−M (2l − 2−m1 −m3)!! (B13)








if m1 +m2 is even and m1 +m3, m2 +m3 is odd, otherwise T
m1m2m3
l = 0 (M  max(m1;m2)
m  min(m1;m2)).
A term < (S(2l−1)n)























(2l − 2− k1 − k2 − k3)!! (B15)
(2l − 2− k1 − k4 − k5)!! (2l − 2− k2 − k4 − k6)!! (2l − 2− k3 − k5 − k6)!!
 Ck12l−1
(2l − 1)!
(2l − 1− k1)!
Ck22l−1−k1
(2l − 1)!
(2l − 1− k2)!
Ck32l−1−k1−k2
(2l − 1)!
(2l − 1− k3)!
Ck42l−1−M1
(2l − 1−m1)!
(2l − 1−m1 − k4)!
Ck52l−1−M2
(2l − 1−m2)!
(2l − 1−m2 − k5)!
Ck62l−1−M3
(2l − 1−m3)!
(2l − 1−m3 − k5)!
;
if k1 + k2 + k3, k1 + k4 + k5, k2 + k4 + k6, k3 + k5 + k6 are odd. Here
M1  max(k1; k2); m1  min(k1; k2);
M2  max(k1 + k4; k3); m2  min(k1 + k4; k3);
M3  max(k2 + k4; k3 + k5); m3  min(k2 + k4; k3 + k5):
(B16)
Otherwise
T k1k2k3k4k5k6l = 0:
We should note that rules formulated here are applicable only for a minimal operator.
The matter is that for a nonminimal operator one can not present in general (Kn)−1 as a
contraction of the form (Tn), where T is a totally symmetric tensor.
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FIG. 2. Divergent graphs in the flat space. Diagrams (2a) - (2e) are logarithmically divergent,

































































































































































































































FIG. 3. Graphs for the eective action calculation in the curved space.
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