Abstract: This paper studies the output tracking problem of continuous-time Markovian jumping systems (MJSs) via error feedback scheme. With the extension of output regulation to MJSs, sufficient conditions are obtained based on stochastic Lyapunov-Krasovskii functional. The resulting closed-loop system is guaranteed to be stochastically stable and the output tracking is achieved almost asymptotically. Moreover, the output regulation error almost asymptotically converges to zero. In order to ensure the relaxed solutions of the regulation equations, we described the problem as a semi-definite optimization approach via disciplined convex programming. Simulation result is also given to illustrate the performance and effectiveness of the proposed approach.
INTRODUCTION
One of the most important problems in control theory is the design of a feedback control to impose a prescribed response subject to every external command in a prescribed family. This includes, for instance, the problem of designing a feedback control law to achieve asymptotic tracking of prescribed trajectories, and the problem of rejecting undesired disturbances. This problem of output regulation has been studied by many authors, see, e.g. a survey paper by Byrnes and Isidori (2000) and the references therein. In the linear case, it is well posed and solved by Smith and Davison (1972) and Francis and Wonham (1975) . For output regulation of nonlinear systems, local results using the full information including the measurements of exogenous signals as well as states have been shown by Isidori and Byrnes (1990) , Huang and Rugh (1990) when the exogenous signals are generated by known autonomous exosystems. For more results of this topic, we refer readers to (Isidori, 1995; Lin and Seberi, 1996; Ding, 2001 Ding, , 2006 Huang, 2004; Xu and Huang, 2010; Zhang, 2006, 2007; Seshagiria and Khalil, 2005; Memon and Khalil, 2010) and the references therein.
Though plenty of results on output regulation of linear systems and nonlinear systems are available, very few reports on the literature consider the output regulation of stochastic Markovian jumping systems (MJSs) (Kushner, 1967; Ji and Chizeck, 1990; Feng, Loparo and Ji, 1992; Shi, Boukas This work was supported in part by National Natural Science Foundation of P. R. China under Grant NO. 60974001, 60904045, National and Agarwal, 1999; Boukas, 2005; He and Liu, 2008 , 2009 , 2010a , b, 2011 Svensson, 2010; Wang, Liu and Liu, 2010; Fragoso and Costa, 2010; Gao, Fei, Lam and Du, 2011) . In this paper, the output tracking and regulation problems of continuous-time MJSs are studied when system states are not fully available for measurement. We first consider the jumping observer dynamic system to estimate the state and disturbance. Subsequently, a sufficient condition is established on the stochastic stability and guaranteeing solutions to output regulation of the MJSs based on error feedback via stochastic Lyapunov-Krasovskii functional. Then in terms of linear matrix inequality (LMI) techniques, the observer and controller design criterions are presented and proved by separation principle. And the relevant relaxed solutions of the regulation equations is described as a semidefinite optimization (SDP) one via disciplined convex programming (Grant, Boyd and Ye, 2006) . Finally, a numerical example is given to illustrate the effectiveness of the proposed design approach.
Let us introduce some notations. The symbols n and n×m stand for an n-dimensional Euclidean space and the set of all n × m real matrices, respectively, A T and A −1 denote the transpose and inverse of matrix A, diag{A, B} represents the block-diagonal matrix of A and B, σ max (C) (or σ min (C)) denote the maximal (or minimal) eigenvalue of a positive-define matrix C, * denotes the Euclidean norm of vectors, E{ * } denotes the mathematics statistical expectation of the stochastic process or vector, x(t) 2,E denotes the mean square norm of x(t) on time-interval [0, t] , where x(t) 2,E = E{x T (t)x(t)}, P < 0 (or P > 0 ) stands for a negative-definite (or positive-define) matrix, I is the unit matrix with appropriate dimensions, 0 is the zero matrix with appropriate dimensions, * means the symmetric terms in a symmetric matrix.
PROBLEM FORMULATION
Given a probability space (Ω, Γ, P r ), where Ω is the sample space, Γ is the algebra of events and P r is the probability measure defined on Γ. Let the random form process r(t), t ≥ 0 be the Markov stochastic process taking values on a finite set Λ = {1, 2, . . . , N } with transition rate matrix Π = {π ij }, i, j ∈ Λ and has the following transition probability from mode i at time t to mode j at time t + ∆t as
where lim In this relation, π ij ≥ 0 is the transition probability rates and for i, j ∈ Λ, i = j, we have
Consider a class of continuous-time MJSs defined in the probability space (Ω, Γ, P r ) and described by the differential equations as follows:
where x(t) ∈ n is the state, u(t) ∈ m is the controlled input, d(t) ∈ p is the disturbance to be rejected, e(t) ∈ q is the error to be regulated, x(0) is a vectorvalued initial continuous function and r(0) is the initial mode. The disturbance d(t) is generated from an unknown exosystem,ḋ
Remark 1. We assume the continuous-time MJSs (1)- (4) has the same dimension at each mode. The coefficient matrices in MJSs (1)- (4) are known mode-dependent constant ones with appropriate dimensions. For notational simplicity, when r(t) = i, i ∈ Λ, we denote A(r t ), B(r t ),
A1. The eigenvalues of S i , i ∈ Λ are with non-negative real parts;
A2. The pair (A i , B i ) is stochastically stabilizable;
Practically the complete access to the states is not the fact for many reasons such as the unavailability of the sensors to measure some of the state variables. To study the output tracking and regulation problems of continuous-time MJSs (1)-(4) in this case, we consider the jumping observer with the following state space representation,
where H 1i and H 2i are observer gains to be designed.x(t) andd(t) are the estimated state and disturbance. Consider the following full-order feedback controller by estimated error feedback,
where K i and F i are the error feedback controller parameters to be designed.
Under the assumptions A1-A3, the objective of this paper is to design an error feedback control law (6), satisfying:
B1. MJSs (1)- (4) formed by the error feedback control law (6) is stochastically stabilizable;
B2. For any given initial conditions, the controlled state x(t) of the closed-loop system can track the desired reference signal Q i d(t), wherein Q i is a mode-dependent coefficient matrix, i.e., the regulated output
B3. The regulated error almost asymptotically tends to zero, i.e., e(t) 2,E → 0 as t → ∞.
For linear systems, the proposed problems are often called output regulation. It was first introduced by Smith and Davison (1972) and Francis and Wonham (1975) . For more results of this topic, we refer readers to the listed references.
With the extension of output regulation to MJSs, our aim in this paper is to design an error feedback controller satisfying B1-B3 under the assumptions A1-A3. In order to design the output regulation controller, the following definitions are required.
Definition 3. The MJSs (1)-(4) with u(t) = 0, d(t) = 0 is said to be stochastically stable if, for any initial x(t) = x(0) and initial mode r(t) = r(0), then
Definition 4. The MJSs (1)-(4) is said to be stochastically stabilizable if there exists a feedback control law of form (6), then the relevant closed-loop MJSs is stochastically stable.
OUTPUT REGULATION OF MJSS VIA ERROR FEEDBACK
For MJSs (1)- (4), we define the estimation errorx(t) =
, then the following observer error dynamic MJSs can be obtained,
It can be also rewritten as:
where
It can be seen that assumption A3 guarantees that the eigenvalues of the matrix A ζi can be specified to have negative real parts. However, this does not guarantee the stability of the jumping observer error dynamics in (8). For these, we can invoke the stochastic stability conditions as described in Definition 3. The stochastic stability results of jumping observer error dynamic MJSs (8) can be stated by the following Theorem. Theorem 5. Under assumption A3, the jumping observer error dynamic MJSs (9) is stochastically stable if there exist a set of positive-definite matrices P 1i and P 2i and a set of matrices L 1i and L 2i satisfying the following LMI for all i ∈ Λ:
. Moreover, the jumping observer gains are given by
Proof. Let the mode at time t be i; that is r t = i ∈ Λ. Take the stochastic Lyapunov-Krasovskii functional candidate V (ζ(t), i, t ≥ 0) :
where P ζi > 0 is a positive-definite matrices for each modes i ∈ Λ.
The weak infinitesimal operator [·] of the process {ζ(t), i, t ≥ 0} for the jumping observer error dynamic MJSs (9) at the point {t, ζ(t), i} is given by (Kushner, 1967; Feng, Loparo and Ji, 1992; Boukas, 2005 )
.
Take the time differential of V (ζ(t), i) along the trajectories of the jumping observer error dynamic MJSs (9), and it yields,
Thus, it concludes that V (ζ(t), i) < 0 can be guaranteed by
Substituting the relevant matrices and using matrix transformation, we can get LMI (10) by letting P ζi = diag{P 1i , P 2i }.
And if matrix inequality (13) holds, there will exist matrix Ξ i > 0, such that
Since V (ζ(t), i) < 0, we can get
Then, the following relation holds,
V (ζ(0), r (0)) .
exists a positive number σ > 0 satisfying the following relation,
Since M 1 > 0, M 2 > 0, σ 1 > 0, σ 2 > 0 and σ > 0, we have
That is E{V (ζ(t), i)} < exp(−σt)V (ζ(0), r(0)).
By letting ρ = M 2 σ 2 , for a given small positive scalar λ > 0, we can get
Letting t go to infinity implies that
which also implies that ζ(t) 2,E → 0 as t → ∞ according to the definitions in papers (Feng, Loparo and Ji, 1992; Boukas, 2005) .
Taking limit as t → ∞, it follows from relation (14) that
Recalling Definition 3, we know that the jumping observer error dynamic MJSs (9) is stochastically stable. This completes the proof.
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Remark 6. In fact, in the work of Feng, Loparo and Ji (1992) , Boukas (2005) and the relevant references, we know that the stochastic stability is equivalent to almost asymptotic stability for MJSs. Taking into account LMI (10), one has the fact that x 2,E → 0 and d (t) 2,E → 0 as t → ∞. And we also can obtain the observer to guarantee the stochastic stability of the jumping observer error dynamic MJSs (9).
By substituting the error feedback law into MJSs (1)- (4), one has the following closed-loop MJSs (16):
Theorem 7. Under assumptions A1-A3, the problem of output regulation is solvable via error feedback if the following conditions hold for all i ∈ Λ.
(C1). There exist a set of matrices Q i and R i , satisfying the following regulator equations,
(C2). The following LMI holds for a set of positive-definite matrices X i and a set of matrices Y i .
(C3). LMI (10) with a set of positive-definite matrices P 1i and P 2i and a set of matrices L 1i and L 2i holds.
Moreover, the state feedback controller gain matrices are
Proof. Let ξ(t) = x(t) − Q i d(t) and take the timedifferential of ξ(t), then it yields,
Recalling to relations (17) and (19), one hasξ
which is independent of whether the system stays in one mode or switching from one mode to another. Then it concludes by combining (21) and the jumping observer error dynamic MJSs (8) that
. (22) Evidently, if condition (C3) is satisfied, it will conclude x 2,E → 0 and d (t) 2,E → 0 as t → ∞. To prove condition (C2), it just need to assume the stochastic stability of system (21) by separation principle.
Following the main proof of Theorem 5, we know that system (21) is stochastically stable if the following inequality holds,
π ij P j < 0. (23) where P i > 0 is a positive-definite matrix for each modes i ∈ Λ.
Pre-and post-multiplying inequality (23) by block-diagonal matrices P −1 i , applying Schur complement formula and letting
Moreover, one has the following relation in condition (C1):
which implies lim t→∞ e(t) 2,E → 0. This completes the proof.
In order to obtain the output regulation condition for MJSs, the coefficient matrix Q i is selected as a modedependent one. When the coefficient matrix Q i is selected as a mode-independent one, that is Q i = Q, we have the following corollary. Corollary 8. Under assumptions A1-A3, the problem of output regulation is solvable via error feedback if the following relations hold for all i ∈ Λ.
(D1). There exist matrices Q and R i , satisfying the following regulator equations,
(D2). LMI (18) with a set of positive-definite matrices X i and a set of matrices Y i holds.
(D3). LMI (10) with a set of positive-definite matrices P 1i and P 2i and a set of matrices L 1i and L 2i holds.
Corollary 9. It should be pointed out that the solving difficulties are arisen in (17). To solve matrix inequalities (17), we can respectively transform them into the following SDP problems via disciplined convex programming (Grant et. al., 2006) ,
Then, the solutions of Theorem 7 can be obtained by solving a SDP problems via disciplined convex programming with (27) and (28) and solving LMIs (10) and (18). In fact, to make the relative terms approximate with a satisfactory precision, we can also firstly select a sufficiently small scalar η > 0 to meet (27) and (28). In order to illustrate the effectiveness of the developed techniques, we will give a numerical example in the following Section 4.
NUMERAL EXAMPLE
We consider the following continuous-time MJSs with parameters given by:
The transition rate matrix that relates the two operation modes is given as Π = −0.5 0.5 0.3 −0.3 .
By solving the SDP optimization problem in (27) and (28) and LMI (18), we can get the optimal δ = 3.86513 × 10 −12
and the following solutions as: With the zero initial condition x 1 (0) =x 1 (0) = 0.8, x 2 (0) =x 2 (0) = 1.0 and r(0) = 1, we can get the simulink results of the jumping modes, the tracking response and regulated error in Fig.1-Fig.3 , respectively. The states and disturbances can be observed and the output tracking performance is quite satisfactory although there exist obvious transient tracking errors. Remark 10. Theorem 7 implies that the output e(t) to be regulated almost asymptotically tends to zero; it also implies, by virtue of (21), that ξ(t) = x(t) − Q i d(t) almost asymptotically tends to zero. We also see from the simulation results that the regulation error oscillates before eventually converging to zero.
CONCLUSION
The output regulation problems for continuous-time MJSs are studied in this paper. With the extension of regulation scheme to MJSs by stochastic Lyaponov-Krasovskii functional framework, sufficient conditions are obtained for error feedback. The designed regulator ensures the stochastic stability, good tracking performance and regulation performance of the closed-loop systems. Simulation results illustrate the effectiveness of the designed approach.
