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ABSTRACT
While continuum imaging data at far-infrared to submillimetre wavelengths have provided tight
constraints on the population properties of dusty star-forming galaxies up to high redshifts,
future space missions like the Space Infrared Telescope for Cosmology and Astrophysics
(SPICA) and ground-based facilities like the Cerro Chajnantor Atacama Telescope (CCAT)
will allow detailed investigations of their physical properties via their mid-/far-infrared line
emission. We present updated predictions for the number counts and the redshift distributions of
star-forming galaxies spectroscopically detectable by these future missions. These predictions
exploit a recent upgrade of evolutionary models, that include the effect of strong gravitational
lensing, in the light of the most recent Herschel and South Pole Telescope data. Moreover the
relations between line and continuum infrared luminosity are re-assessed, considering also
differences among source populations, with the support of extensive simulations that take
into account dust obscuration. The derived line luminosity functions are found to be highly
sensitive to the spread of the line to continuum luminosity ratios. Estimates of the expected
numbers of detections per spectral line by SPICA/SpicA FAR-infrared Instrument (SAFARI)
and by CCAT surveys for different integration times per field of view at fixed total observing
time are presented. Comparing with the earlier estimates by Spinoglio et al. we find, in the
case of SPICA/SAFARI, differences within a factor of 2 in most cases, but occasionally much
larger. More substantial differences are found for CCAT.
Key words: galaxies: active – galaxies: evolution – galaxies: luminosity function, mass func-
tion – galaxies: starburst – infrared: galaxies.
1 IN T RO D U C T I O N
The rest-frame mid- to far-infrared (IR) spectral region offers
a rich suite of spectral lines that allow us to probe all phases
of the interstellar medium (ISM): ionized, atomic and molecular
(Spinoglio & Malkan 1992). Measurements of these lines provide
redshifts and key insight on physical conditions of dust-obscured
regions and on the energy sources controlling their temperature and
pressure. This information is critically important for investigating
the complex physics ruling the dust-enshrouded active star-forming
phase of galaxy evolution and the relationship with nuclear activity.
 E-mail: matteo.bonato@oapd.inaf.it
A major progress in this field is therefore expected with planned
or forthcoming projects specifically devoted to mid- to far-IR spec-
troscopy such as the Space Infrared Telescope for Cosmology and
Astrophysics (SPICA)1 with its SpicA FAR-infrared Instrument
(SAFARI; Roelfsema et al. 2012) and the Cerro Chajnantor At-
acama Telescope (CCAT; Woody et al. 2012).2 SAFARI is an imag-
ing spectrometer designed to fully exploit the extremely low far-
IR background environment provided by the SPICA observatory,
whose telescope will be actively cooled at 6 K. In each integration
it will take complete 34–210 μm spectra with three bands (34–60,
1 http://www.ir.isas.jaxa.jp/SPICA/SPICA_HP/index-en.html
2 http://www.ccatobservatory.org
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60–110 and 110–210 μm), spatially resolving the full 2 × 2 arcmin2
field of view (FoV). CCAT is a 25-m diameter Ritchey–Chretien
(RC) telescope that supports cameras and spectrometers operating
in the 0.2–2.1 mm wavelength range with a goal FoV of 1 deg2
(requirement: 20 × 20 arcmin2).
Predictions for SPICA-SAFARI and CCAT spectroscopic surveys
have been worked out by Spinoglio et al. (2012) using phenomeno-
logical models for the cosmological evolution of the IR luminosity
of galaxies and active galactic nuclei (AGN) and empirical correla-
tions between line and continuum luminosities. Although this study
is quite recent, it is now possible to substantially improve the anal-
ysis taking advantage of the many data on the redshift-dependent
IR luminosity functions of different populations of extragalactic
sources that were not available when the evolutionary models used
by Spinoglio et al. (2012) were built, but are accounted for by the
more recent Cai et al. (2013) model adopted in this work. More-
over, we have carefully revisited the correlations between line and
continuum emissions. Major updates include the following.
(i) An assessment of the effect of the dispersion of
line/continuum luminosity ratios, σ ,c. As shown by Spinoglio et al.
(2012), at high redshifts SAFARI and CCAT surveys are expected
to detect sources in the high-luminosity tail of the IR luminosity
function. Since the latter is declining very steeply the derived line
luminosity functions are strongly sensitive to σ , c.
(ii) An analysis of the effect of dust obscuration. Molecular
clouds inside which new stars are formed typically have very high
optical depths (Silva et al. 1998; Vega et al. 2008) implying strong
attenuation also at mid-IR wavelengths of lines produced within
them. This may bias observations of line/continuum luminosity ra-
tios if, e.g., they preferentially refer to objects with relatively low
attenuations.
(iii) The consideration of the observational evidences that dif-
ferent galaxy populations have different line/continuum luminosity
ratios. For example, some IR lines of low-z ultraluminous IR galax-
ies (ULIRGs) are found to have much lower equivalent widths than
observed for both less luminous galaxies at similar redshifts and for
galaxies of similar luminosity at high-z.
(iv) The explicit predictions for the counts of strongly lensed
galaxies (e.g. Negrello et al. 2007, 2010) that allow us to pierce the
properties of galaxies that would otherwise be beyond the detection
limits.
On the other hand, Spinoglio et al. (2012) also gave predictions
for lines produced by AGN. The models used by them either treat
starburst galaxies and AGN as separate populations or adopt sim-
ple, only partly validated recipes to estimate the AGN fractional
contributions to either the IR source population or to the total IR
luminosity. To substantially improve over the Spinoglio et al. (2012)
results we need to work out a major upgrade of the model to make
it capable of dealing in a self-consistent way with both the starburst
and the AGN component of IR galaxies. The upgraded model will
take into account the current constraints on the distribution of AGN
luminosities as a function of the starburst luminosity as well as
the obscuration of the nucleus both by the circumnuclear torus and
by the interstellar dust. The latter may be large during the phases
of most intense star formation activity. Work in this direction is
currently in progress and the results will be reported in due time
(Bonato et al., in preparation). We anticipate that the presence of
an AGN mostly affects the higher ionization lines ([Ne III] 15.5 μm,
[O IV] 26 μm, [O III] 52 and 88 μm and [N III] 57 μm) which can be
excited in AGN narrow-line regions (NLR) with typical conditions
(e.g. densities NH ∼ 103–104 cm−3, ionization potential log U from
∼−2 to ∼−1; Spinoglio et al. 2012). Because these lines are also
excited in H II regions, in a composite object, which has both a star
formation and an AGN component, the total line emission will be
the sum of the two components. So we expect an increase in the
total line emission. The line which will be much brighter (up to a
factor of 10) in AGN with respect to starbursts is the [O IV] 26 μm
line. Moreover the two lines of [Ne V] at 14.3 and 24.3 μm can be
almost exclusively excited by AGN and are considered AGN spec-
tral signatures (see e.g. Tommasin et al. 2010). The analysis of the
emission line spectrum will reveal the nature of the emitting object,
i.e. if it is AGN dominated or starburst dominated.
The plan of the paper is the following. In Section 2 we present the
adopted model (Cai et al. 2013) for the evolution with cosmic time of
the IR (8–1000 μm) luminosity function. Section 3 contains a brief
summary of the information provided by IR lines on the physical
conditions of the emitting regions. In Section 4 we discuss the line
to IR luminosity ratios for the main mid/far-IR lines. In Section 5
we work out our predictions for line luminosity functions, number
counts and redshift distributions in the SPICA/SAFARI and CCAT
bands. In Section 6 we discuss possible SPICA/SAFARI and CCAT
survey strategies, considering different integration times per FoV
and areal coverages. Section 7 contains a summary of our main
conclusions.
We adopt a flat  cold dark matter (CDM) cosmology with mat-
ter density m = 0.32, dark energy density  = 0.68 and Hubble
constant h = H0/100 km s−1 Mpc−1 = 0.67 (Planck Collaboration
XVI 2013).
2 E VO L U T I O N O F T H E IR L U M I N O S I T Y
F U N C T I O N S
As mentioned in Section 1 our reference model for the evolution
of the IR luminosity functions is the one recently worked out by
Cai et al. (2013) based on a comprehensive ‘hybrid’ approach. The
model starts from the consideration of the observed dichotomy in
the ages of stellar populations of early-type galaxies on one side
and late-type galaxies on the other (cf. Bernardi et al. 2010, their
fig. 10). Early-type galaxies and massive bulges of Sa galaxies are
composed of relatively old stellar populations with mass-weighted
ages 8–9 Gyr (corresponding to formation redshifts z  1–1.5),
while the disc components of spirals and the irregular galaxies are
characterized by significantly younger stellar populations. Thus the
progenitors of early-type galaxies, protospheroids, are the domi-
nant star-forming population at z  1.5 (possible examples of such
objects are the Herschel sources discussed in Fu et al. 2013; Ivison
et al. 2013), while IR galaxies at z 1.5 are mostly late-type ‘cold’
(normal) and ‘warm’ (starburst) galaxies.
The physical model for protospheroidal galaxies is based on the
approach by Granato et al. (2004, but see also Lapi et al. 2006, Lapi
et al. 2011; Mao et al. 2007) which hinges upon high-resolution
numerical simulations showing that dark matter haloes form in two
stages (Zhao et al. 2003; Lapi & Cavaliere 2011; Wang et al. 2011).
An early fast collapse of the halo bulk, including a few major merger
events, reshuffles the gravitational potential and causes the dark
matter and stellar components to undergo (incomplete) dynamical
relaxation. A slow growth of the halo outskirts in the form of many
minor mergers and diffuse accretion follows. This second stage has
little effect on the inner potential well where the visible galaxy
resides.
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The star formation and the growth of the central supermassive
black hole are triggered by the fast collapse/merger phase of the
halo and are controlled by self-regulated baryonic processes. They
are driven by the rapid cooling of the gas and by the loss of an-
gular momentum by radiation drag, are regulated by the energy
feedback from supernovae (SNe) and from the active nucleus and
are quenched by the AGN feedback. The latter is relevant espe-
cially in the most massive galaxies and is responsible for the shorter
duration (0.5–0.7 Gyr) of their active star-forming phase. In less
massive protospheroidal galaxies the star formation rate (SFR) is
mostly regulated by SN feedback and continues for a few Gyr.
Only a minor fraction of the gas initially associated with the dark
matter halo is converted into stars. The rest is ejected by feedback
processes. The metal enrichment and the dust formation are rapid
(time-scales ∼few × 107 yr) so that most of the active star forma-
tion and black hole growth phase is dust enshrouded. The equations
governing the evolution of the baryonic matter in dark matter haloes
and the adopted values for the parameters are given in the appendix
of the Cai et al. (2013) paper where some examples of the evolution
with galactic age of quantities related to the stellar and to the AGN
component are also shown. Since spheroidal galaxies are observed
to be in passive evolution at z  1–1.5 (e.g. Renzini 2006) they are
bright at submm wavelengths only at higher redshifts.
This scenario provides a physical explanation for the observed
positive evolution of both galaxies and AGN up to z≈ 2.5 and for the
negative evolution at higher redshifts, for the sharp transition from
Euclidean to extremely steep counts at (sub-)mm wavelengths, as
well as for the (sub-)mm counts of strongly lensed galaxies, that are
hard to account for by alternative, physical or phenomenological,
approaches. The model successfully predicted (Negrello et al. 2007)
the mm (Vieira et al. 2010) and submm (Negrello et al. 2010) counts
of strongly gravitationally lensed galaxies. Furthermore, as shown
by Xia et al. (2012) and Cai et al. (2013), the halo masses inferred
from both the angular correlation function of detected submm galax-
ies (Cooray et al. 2010; Maddox et al. 2010) and from the power
spectrum of fluctuations of the cosmic IR background (Amblard
et al. 2011; Planck Collaboration 2011; Viero et al. 2013) are fully
consistent with those implied by this scenario while are larger than
those implied by the major mergers plus top-heavy initial stellar
mass function (Baugh et al. 2005; Lacey et al. 2010) and smaller
than those implied by cold flow models (Dave´ et al. 2010).
The evolution of late-type galaxies and of z < 1.5 AGN is de-
scribed using a parametric phenomenological approach. For the IR
luminosity functions of both ‘warm’ starburst galaxies and ‘cold’
(normal) late-type galaxies the functional form
(LIR, z) d log LIR
= 
(
LIR
L
)1−α
exp
[
− log
2(1 + LIR/L)
2σ 2
d log LIR
]
(1)
advocated by Saunders et al. (1990) was adopted. For the ‘warm’
population power-law density and luminosity evolution [(z) =
(z = 0)(1 + z)α ; L(z) = L(z = 0)(1 + z)αL ] up to zbreak = 1
was assumed. The ‘cold’ population, comprising normal disc galax-
ies, has only a mild luminosity evolution up to the same value of
zbreak, as indicated by chemo/spectrophotometric evolution models.
At z > zbreak both (z) and L(z) are kept to the values at zbreak
multiplied by a smooth cut-off function. For further details and the
values of the parameters, see Cai et al. (2013).
The model accurately fits a broad variety of data:3 multifrequency
and multi-epoch luminosity functions of galaxies and AGN, redshift
distributions, number counts (total and per redshift bins). Fig. 1
illustrates how the model predictions, without any adjustment to
take into account the new data, compare to the multi-epoch IR (8–
1000 μm) luminosity functions observationally estimated by Grup-
pioni et al. (2013), that became available only after the completion
of the Cai et al. (2013) paper. Moreover, the model accurately ac-
counts for the recently determined counts and redshift distribution
of strongly lensed galaxies detected by the South Pole Telescope
(SPT; Mocanu et al. 2013; Weiß et al. 2013), also published after
the paper was completed (Fig. 2). The maximum gravitational am-
plification, μmax, depends on the source size (see e.g. Lapi et al.
2012, their fig. 8). The original Cai et al. (2013) estimates assumed
point-like sources. Fig. 2 shows that SPT data constrain μmax to be
20–30, corresponding to a half stellar mass radius of the source
Re  3 kpc. A lower value of μmax (10) is indicated by the counts
of strongly lensed galaxies from 95 deg2 of the Herschel Multi-
tiered Extragalactic Survey (HerMES; Wardlow et al. 2013). On the
other hand, estimated counts from the Herschel Astrophysical Tera-
hertz Large Area Survey (H-ATLAS) Science Demonstration Phase
(SDP) field (Gonza´lez-Nuevo et al. 2012) are consistent with the
values of μmax implied by the SPT data. For completeness we also
mention that the model overpredicts the 870 μm counts from the
Atacama Large Millimeter/submillimeter Array (ALMA) survey
of submillimetre galaxies in the Extended Chandra Deep Field-
South (ECDFS; Karim et al. 2013). It should be noted, however,
that submillimetre number counts in the ECDFS are significantly
lower compared to any other deep fields observed at 850 μm, in line
with results from optical/near-IR surveys which revealed that sev-
eral rest-frame optical populations are underabundant in the CDFS
compared to other deep fields (Weiß et al. 2009). All these (and
many other) comparisons between model and data are illustrated by
figures in the web site http://people.sissa.it/∼zcai/galaxy_agn/.
3 PRO P E RT I E S O F E M I T T I N G R E G I O N S
F RO M I N F R A R E D L I N E S
Emission-line intensities and emission-line ratios in the mid- and
far-IR domain, that do not suffer as much from dust extinction as
optical and ultraviolet (UV) emission lines, supply unique informa-
tion on the physical conditions (electron density and temperature,
degree of ionization and excitation, chemical composition) of the
line emitting gas in the dominant dust-obscured regions of galax-
ies with intense star formation activity (Spinoglio & Malkan 1992;
Rubin et al. 1994; Panuzzo et al. 2003). For example, different IR
fine structure transitions of the same ion have different sensitivity
to collisional de-excitation. This can be used to identify the typical
electron density of the emitting gas. A typical line pair used for
this purpose is [O III]52/88 μm. Furthermore, the relative strengths
of the fine-structure emission lines in different ionization stages of
suitable elements may be used to probe the ionizing spectral en-
ergy distributions (SEDs) because different ionization stages are
formed by significantly different photon energy ranges in the ion-
izing spectrum. Thus these line ratios are sensitive to the hardness
of the stellar energy distribution, hence to the most massive stars
present (e.g. Thornley et al. 2000). Therefore they provide infor-
mation on the stellar initial mass function (IMF), on the age of the
ionizing stellar population and on the ionization parameter in single
3 See figures in http://people.sissa.it/∼zcai/galaxy_agn/
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Figure 1. Comparison of the IR (8–1000 µm) luminosity functions at several redshifts yielded by the Cai et al. (2013) model with the observational
determinations by Gruppioni et al. (2013), that became available only after the completion of the Cai et al. (2013) paper. At z ≤ 1.5 the dominant contributions
come from ‘warm’ (dotted red lines) and ‘cold’ (dashed blue lines) star-forming galaxies. Type-2 AGN (dash–dot-dotted grey lines) dominate at the highest IR
luminosities while type-1 AGN (dash–dotted light blue lines) are always subdominant (in the IR). At z > 1 we have also contributions from protospheroidal
galaxies (long dashed purple lines) and from the associated AGN (both obscured and unobscured; solid yellow lines). The dotted dark green lines (that are
generally superimposed to the long dashed purple lines) are the combination of the two components. The long dashed green lines show the contribution of the
lensed stellar protospheroidal galaxies to the observed luminosity functions; the contribution of the associated AGN is shown by the solid orange lines, while
the dotted dark grey lines represent the combination of the two components. These lensed components are computed following Lapi et al. (2012).
H II regions or in starbursts of short duration. Also measuring these
ratios can constrain the emission from non-stellar sources of ioniz-
ing photons, such as AGN. A typical ratio used for this purpose is
[Ne III]15.55 μm/[Ne II]12.81 μm.
Some of the FIR lines are important cooling lines, like the
[C II] 157.7 μm, that is the primary coolant of the warm, neutral
ISM, and the [O I] 63.18 μm and [O III] 88.36 μm lines that be-
come more important than [C II] 157.7 μm at high densities and
temperatures.
The polycyclic aromatic hydrocarbons (PAH) mid-IR emis-
sion lines are presumably originated in very large carbon-rich
ring molecules or in very small amorphous carbon dust grains
(Puget & Leger 1989). Analysing galactic IR spectra associated
with different physical stages [photodissociation regions (PDRs),
H II regions, planetary nebulae and quiescent spirals], Galliano
(2006) found that PAH line ratios are a powerful diagnostic tool
of the physical conditions inside the region where the emission is
originating. The PAH content is remarkably correlated with the rate
of carbon dust production by AGB stars, consistent with the notion
that PAHs form in the envelopes of these stars. AGB stars have
a lifetime of several hundred million years and inject their mate-
rial into the ISM when the system is already evolved. Thus PAH
lines are a sort of chronometer constraining the age of the stellar
populations.
H2, the most abundant molecule in the Universe, is very useful to
study the ISM and the star formation processes. In fact the formation
of H2 on grains starts the chemistry of interstellar gas and then this
molecule gives an important contribution to the cooling of astro-
physical media, in particular in low-metallicity and low-temperature
environments.
Besides the PAH 11.25 μm and H2 17.03 μm lines, the set of IR
fine-structure emission lines studied in this paper includes four lines
from PDRs ([Si II] 34.82 μm, [O I] 63.18 μm, [O I] 145.5 μm and
[C II] 157.7 μm) and eight stellar/H II region lines ([Ne II] 12.81 μm,
[Ne III] 15.55 μm, [S III] 18.71 μm, [S III] 33.48 μm, [O III] 51.81 μm,
[N III] 57.32 μm, [O III] 88.36 μm and [N II] 121.9 μm).
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Figure 2. Left-hand panel: Euclidean normalized differential SPT counts at 1.36 mm (220 GHz; Mocanu et al. 2013) of all dusty galaxies compared with the
prediction of the Cai et al. (2013) model. The different lines correspond to the contributions of different source populations, as specified in the legend inside
the panel. At variance with the counts presented in the Cai et al. (2013) paper, which do not allow for an upper limit to the gravitational amplification (i.e.
implicitly assume point-like background sources), here a maximum amplification μmax = 20 (corresponding to a source size of 3 kpc; Lapi et al. 2012) has
been adopted for strongly lensed galaxies. A comparison between the model and the whole observed counts (not shown here to avoid overcrowding the figure)
can be found in Cai et al. (2013). Central panel: integral counts of dusty galaxies without counterpart in the IRAS catalogue, interpreted as candidate strongly
lensed galaxies, compared with the prediction of the Cai et al. (2013) model for different values of μmax. The best match is obtained for μmax in the range
20–30. Right-hand panel: comparison of the redshift distribution of strongly lensed SPT galaxies selected at 1.4 mm (Weiß et al. 2013) with predictions of the
Cai et al. (2013) model. The photometric redshifts of the three galaxies without CO line detection are >3.
Finally, we note that line profiles can be used to study the dy-
namics of the ionized gas.
4 LINE V ERSU S IR LUMINOSITY
We have updated the relations between line and IR luminosities in
several respects. First we have found and collected from the litera-
ture additional measurements for the PAH 11.25 μm, H2 17.03 μm,
[O I] 63.18 μm and [C II] 157.7 μm lines.
For the PAH 11.25 μm line we have used data on: local star-
forming galaxies from Bernard-Salas et al. (2009), Brandl et al.
(2006, 2009), O’Dowd et al. (2009, 2011) and Pereira-Santaella
et al. (2010); local ULIRGs from Imanishi et al. (2007), Imanishi
(2009) and Imanishi, Maiolino & Nakagawa (2010); high-z SMGs
from Sajina et al. (2007), Yan et al. (2005, 2007), Pope et al. (2008)
and Fiolet et al. (2010).
For the H2 17.03 μm line, data on: local star-forming galaxies
from Devost et al. (2004), Roussel et al. (2006), Farrah et al. (2007),
Bernard-Salas et al. (2009), Brandl et al. (2009), Veilleux et al.
(2009), Pereira-Santaella et al. (2010) and Cormier et al. (2012);
local ULIRGs from Higdon et al. (2006), Farrah et al. (2007) and
Veilleux et al. (2009).
For the [O I] 63.18 μm line, data on: local star-forming galaxies
from Colbert et al. (1999), Malhotra et al. (2001), Negishi et al.
(2001), Gracia´-Carpio et al. (2011) and Cormier et al. (2012); lo-
cal ULIRGs from Luhman et al. (2003), Fischer et al. (2010) and
Gracia´-Carpio et al. (2011); high-z SMGs from Coppin et al. (2012).
Finally for the [C II] 157.7 μm line, data on: local star-forming
galaxies from Carral et al. (1994), Colbert et al. (1999), Unger
et al. (2000), Malhotra et al. (2001), Negishi et al. (2001), Gracia´-
Carpio et al. (2011), Cormier et al. (2012) and Swinbank et al.
(2012); local ULIRGs from Luhman et al. (1998, 2003), Gracia´-
Carpio et al. (2011) and Swinbank et al. (2012); high-z SMGs from
Colbert et al. (1999), Maiolino et al. (2009), Hailey-Dunsheath et al.
(2010), Ivison et al. (2010), Stacey et al. (2010), Wagg et al. (2010),
Cox et al. (2011), De Breuck et al. (2011), Gracia´-Carpio et al.
(2011), Swinbank et al. (2012), Walter et al. (2012), Riechers et al.
(2013) and Carilli & Walter (2013).
From these samples we have excluded all objects for which there
is evidence for a substantial AGN effect on the strength of the lines.
When far-IR luminosities over rest-frame wavelength ranges dif-
ferent from the one (8–1000 μm) adopted here were given we
applied the following conversions, from Stacey et al. (2010) and
Gracia´-Carpio et al. (2008), respectively:
LFIR(40–500 μm) = 1.5LFIR(42–122 μm), (2)
LIR(8–1000 μm) = 1.3LFIR(40–500 μm). (3)
The correlations between line luminosities and LIR are shown in
Fig. 3.
A common property of these four lines is that they are not (or not
only) produced in H II regions but in (or also in) neutral and ionized
ISM and in PDRs. In fact, as pointed out by Panuzzo et al. (2003),
because carbon has an ionization potential (11.26 eV) lower than
that of H, the C II ion is present in PDRs and in the neutral medium
illuminated by far-UV stellar radiation. Indeed, the [C II] 157.7 μm
line is the most important coolant of the warm neutral medium.
The excitation temperature of the [O I] 63.2 μm line is of 228 K
(Kaufman et al. 1999) so that it can be easily produced in the
neutral medium. The H2 17.03 μm line is the strongest molecular
hydrogen line used to give information on the conditions of the
warm component in the PDRs. PAH molecules are found to be
ubiquitous in the ISM but apparently do not survive in the ionized
gas (Tielens 2008). An important consequence is that these lines
suffer from much less extinction than those produced inside the
dense, dust enshrouded stellar birth clouds.
Moreover, these lines are less directly linked to the SFR (and
therefore to LIR) than lines originated deep in stellar birth clouds.
This difference may have to do with the steep drop in the L[C II]/LIR
ratio observed in local ULIRGs (Luhman et al. 2003; Gracia´-Carpio
et al. 2011) while measurements of this ratio in high-redshift galax-
ies of similar luminosity are in the range observed for local galaxies
with LIR 1011 L (Maiolino et al. 2009; Stacey et al. 2010; George
et al. 2013), although this finding may result from a selection ef-
fect. The estimated duration of the star formation episode in local
ULIRGs, generally triggered by interactions/mergers, is ∼0.1 Gyr,
i.e. of the same order as the typical time (as estimated by Silva
et al. 1998) for hot stars to leave the dense birth clouds, where UV
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Figure 3. Luminosity of the PAH 11.25µm (top left-hand panel), H2 17.03 µm (top right-hand panel), [O I] 63.18µm (bottom left-hand panel) and
[C II] 157.7µm (bottom right-hand panel) lines, versus continuum IR luminosity. The green band shows the 2σ range around the mean linear relation
log (L) = log (LIR) + c for local star-forming galaxies with LIR < 1012 L (circles) and high-redshift SMGs (squares); the values of c ≡ 〈log (L/LIR)〉 are
given in Table 1. The black lines show the best-fitting relations derived by Spinoglio et al. (2012). The azure band shows the 2σ spread around the mean line
luminosity for the sample of local ULIRGs (triangles) whose line luminosities appear to be uncorrelated with LIR and are generally lower than expected from
the linear relation holding for the other sources. The mean line luminosities 〈log L〉 of these objects are given in Table 1. The vertical dotted black line at
LIR = 1012 L marks the lower boundary of ULIRG luminosities (Sanders & Mirabel 1996).
photons capable of ionizing C atoms have a short mean free path
for absorption. Thus PDRs are necessarily small and L[C II] corre-
spondingly low. When the birth clouds begin to dissolve and larger
PDRs can be produced the SFR is declining, in many cases below
the threshold for the classification as ULIRGs.
In massive high-z galaxies the star formation is galaxy-wide and,
as shown by Lapi et al. (2011), the data on luminosity functions
indicate a longer duration (∼0.5–0.7 Gyr) of the intense star forma-
tion phase. Thus a significant fraction of hot stars have the time to
leave the birth clouds and to migrate to less dense regions where
they can generate extended PDRs while the SFR is still very high.
This can explain their larger L[C II]/LIR ratios. The same argument
holds for non-ULIRG low-z galaxies whose star formation is long
lived. Alternative explanations are discussed by Carilli & Walter
(2013).
Anyway, the luminosity of low-z ULIRGs in these lines appears
to be essentially uncorrelated with LIR. For these objects we have
adopted Gaussian distributions of the logarithm of the line luminos-
ity, log (L), around a mean value, 〈log (L)〉, independent of LIR.
On the contrary, the mean line luminosities for the other low- and
high-z galaxies, and for all galaxies in the cases of the other lines
considered in this paper, are found to be tightly correlated with,
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Figure 4. Log of the line luminosity as a function of log (LIR), in solar units, for all the IR lines studied in the present work, except for the four lines
(PAH 11.25µm, H2 17.03µm, [O I] 63.18µm and [C II] 157.7µm) considered separately (see Fig. 3). Data for λ ≤ 34.82µm refer to the local starburst
galaxies from the Bernard-Salas et al. (2009) catalogue. Data at longer wavelengths are from the heterogeneous sample of Brauher, Dale & Helou (2008). The
green band shows the 2σ spread around the mean linear relation log (L) = log (LIR) + c (represented by the green line). The black lines show the best-fitting
relations derived by Spinoglio et al. (2012). Our simulations (see Section 4.1) favour a direct proportionality between line and continuum luminosity.
and essentially proportional to LIR (Figs 3 and 4). Again we have
adopted Gaussian distributions around 〈log (L/LIR)〉. The different
relationships between line and continuum luminosities for low-z
ULIRGs have however only a marginal impact on the predicted
number of line detections. If we apply also to these galaxies the
relationships found for the other populations the results change by
less than 2 per cent.
4.1 Simulations
The data on line and continuum luminosities refer to heterogeneous
samples of galaxies, affected by unknown selection effects and un-
known and variable amounts of dust extinction. They may therefore
not be representative of the true distributions of line-to-IR lumi-
nosity ratios. In other words, the available measurements do not
provide an unambiguous determination of the line–IR luminosity
relationship. Also in some cases the statistics is plainly insufficient.
To get some guidance on the choice of the slope of the relationship
in the light of the relevant astrophysics we have carried out sim-
ulations taking into account the expected emission line intensities
for different properties (density, metallicity, filling factor) of the
emitting gas, different ages of the stellar populations and the range
of dust obscuration.
We have used the public library4 of line luminosities compiled
by Panuzzo et al. (2003). This library provides luminosities for 60
nebular emission lines, at wavelengths from the UV to the far-IR,
and for 54 H and He recombination lines. There are 12 lines in com-
mon with those considered by Spinoglio et al. (2012). Eight of them
4 http://pasquale.panuzzo.free.fr/hii/
are generated in star formation/H II regions while the others may
be associated with PDRs. The library was produced interfacing ver-
sion 94 of the photo-ionization code CLOUDY (Ferland 2001) with the
single stellar population (SSP) model of Bressan, Chiosi & Fagotto
(1994) which provides the spectrum of the ionizing sources. The
analysis by Panuzzo et al. (2003) showed that the emission-line
spectrum of an H II region with fixed gas properties (metallicity,
density and geometry) is described with reasonable precision by
only three quantities: the production rates of photons capable of
ionizing H I, He I and O II:
QH =
∫ ∞
νH
Lν
hν
dν, QHe =
∫ ∞
νHe
Lν
hν
dν, QO =
∫ ∞
νO
Lν
hν
dν, (4)
where Lν is monochromatic luminosity of the SSP (in units of
erg s−1 Hz−1) and λH = c/νH = 911.76 Å, λHe = c/νHe = 504.1 Å
and λO = c/νO = 350.7 Å are the photoionization threshold wave-
lengths for H I, He I and O II, respectively. Therefore, different
ionizing sources that provide the same values of QH, QHe and QO
produce the same emission-line spectra, with reasonable accuracy.
The Panuzzo et al. (2003) library provides line luminosities for a
grid of values of QH, QHe and QO, and a range of values of the gas
density, ρgas, inside the star birth clouds, the gas metallicity, Zgas,
and the gas filling factor, gas. According to the authors the range of
parameters covered by their library is fully adequate to describe the
emission properties of the majority of star-forming galaxies. They
do not consider line emission from PDRs and from diffuse warm
neutral/low ionized medium, although some fine structure IR lines
are efficiently produced in these media. As a consequence their
luminosities for these lines should be taken as lower limits.
To estimate the distribution of the line-to-IR luminosity ratios we
simulated the SED of star-forming galaxies in the absence of dust
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extinction and derived both the line luminosities, using the Panuzzo
et al. (2003) library, and the continuum IR luminosity, assuming an
extinction law. The SED was generated using GALAXEV, the library
of evolutionary stellar population synthesis of Bruzual & Charlot
(2003). The continuum emission at the time tobs of a stellar popu-
lation characterized by a SFR(t), assuming that the dust absorption
only depends on the stellar age, is written as (e.g. Charlot & Fall
2000)
LSEDλ (tobs) =
∫ tobs
0
SFR(tobs − t)LSSPλ (t)Tλ(t) dt, (5)
where LSSPλ (t) is the power radiated per unit interval of frequency
and of initial mass by the SSP of age t, Tλ(t) is the ‘transmission
function’ defined as the fraction of the radiation, produced at wave-
length λ and at the time t, that escapes from the galaxy. The fraction
absorbed by dust in the galaxy is therefore 1 − Tλ(t). The trans-
mission function is written as Tλ(t) = exp [ − τλ(t)], τλ(t) being
the effective absorption optical depth at wavelength λ seen by stars
at age t. Stars are born in dense molecular clouds, which dissipate
typically on a time-scale tBC. This implies that the emission from
stars younger than tBC is more attenuated than that from older stars.
Charlot & Fall (2000) write the transmission function as
Tλ(t) =
{
T BCλ T
ISM
λ for t ≤ tBC,
T ISMλ for t > tBC,
(6)
where T BCλ and T ISMλ are the fractions of radiation transmitted by
the birth clouds and by the ambient ISM, respectively, here assumed
(for simplicity) to be independent of time. We model the effective
optical depths of the birth clouds and of the ISM, τBCλ and τ ISMλ ,
respectively, as in da Cunha, Charlot & Elbaz (2008):
τBCλ = (1 − μ)τV
(
λ
5500 Å
)−1.3
, (7)
τ ISMλ = μτV
(
λ
5500 Å
)−0.7
, (8)
τV being the total effective V-band absorption optical depth of
the dust seen by young stars inside the birth clouds and μ =
τ ISMV /(τBCV + τ ISMV ) the fraction of this contributed by dust in the
ambient ISM.
The total luminosity absorbed by dust in the birth clouds and
re-radiated at far-IR/submillimetre wavelengths is (da Cunha et al.
2008)
LBCdust(tobs) =
∫ ∞
0
dλ(1 − T BCλ )
∫ tBC
0
dt SFR(tobs − t)LSSPλ (t), (9)
while the total luminosity absorbed by the ambient ISM is
LISMdust (tobs) =
∫ ∞
0
dλ(1 − T ISMλ )
∫ tobs
tBC
dt SFR(tobs − t)LSSPλ (t). (10)
Therefore the total luminosity absorbed and re-radiated by dust is
Ldust(tobs) = LBCdust(tobs) + LISMdust (tobs). (11)
We take this as the total IR luminosity LIR.
The luminosity of a nebular line of wavelength λ is given by
L(tobs) =
∫ tBC
0
SFR(tobs − t)LSSP (t)Tλ (t) dt, (12)
where LSSP (t) is the luminosity of the line produced in the H II
regions by a stellar generation of age t. GALAXEV was used to compute
the SSP continuum luminosity, LSSPλ (t), from which the Q-values
are derived as a function of the SSP age and used to get the line
luminosities from Panuzzo’s library. Within GALAXEV we adopt the
SSP model computed with the evolutionary tracks and isochrones
by Bertelli et al. (1994), with solar metallicity (i.e. Z = Z = 0.02)
and a Chabrier (2003) IMF. We assume an exponentially declining
SFR, SFR(t) = (ASFR/τ ) exp ( − t/τ ), with τ = 107 yr (=tBC). The
normalization, ASFR, corresponds to the stellar mass assembled by
the time t  τ . Line luminosities were simulated for different values
of tobs, ASFR, ρgas, gas, τV and μ within the range specify below,
assuming uniform distributions,
(i) log (tobs/yr) ∈ [5.0–8.0],
(ii) log (ASFR/M) ∈ [7.0–11.0],
(iii) ρgas ∈ [10–10000] and gas ∈ [0.001–1.0], as these are the
intervals considered by Panuzzo et al. (2003),
(iv) log (τV) ∈ [log 2–2] as in da Cunha et al. (2010),
(v) μτV ∈ [0–2] as in da Cunha et al. (2010).
We made 300 simulations for each line. The derived line lu-
minosities are shown in Fig. 5 as a function of the continuum
IR luminosity and compared with the available data. The solid
green lines and the dashed blue lines correspond to a direct pro-
portionality between log (L) and log (LIR), i.e. to the average ratios
c = 〈log (L/LIR)〉 for real and simulated data, respectively. For
simulated data the ratios were computed after binning them in steps
of 0.25 in log Ldust.
Overall, we find a good agreement between observed and sim-
ulated distributions of luminosities for lines with λ < 50 μm. For
these lines the simulations are consistent with a direct proportional-
ity between L and LIR and the derived values of c = 〈log (L/LIR)〉
are consistent with the determinations directly based on the data. On
the other hand, the luminosities of longer wavelength lines found
from simulations fall systematically below the observed luminosi-
ties as expected, since, as mentioned above, the Panuzzo et al. (2003)
library refers to the emission-line spectrum of H II regions only.
Based on these results, we have adopted the mean log (L/LIR), or
the mean log (L) in the case of low-z ULIRGs, and the associated
dispersions derived from observations, buying from simulations the
indication of a direct proportionality between line and IR luminosity.
As illustrated by Fig. 5 the relationships obtained in this way differ
from those derived by Spinoglio et al. (2012) from direct fits of the
data. Differences are small whenever the data points are numerous
and span a broad range of LIR but may be substantial in other cases
(up to a factor of 10 at the highest and lowest luminosities). This
illustrates the benefit of exploiting astrophysical inferences, as per
our simulations.
5 L I N E L U M I N O S I T Y FU N C T I O N S A N D
N U M B E R C O U N T S
The line luminosity functions can be easily computed from the IR
ones by convolving the latter with the distribution of the IR-to-line
luminosity ratios, p[log (LIR/L)], i.e.
dN 3(L, z)
d log L dz dV
=
∫ +∞
−∞
(L, z)p[log(LIR/L)] log LIR, (13)
where (LIR, z) is the comoving luminosity function per unit
dlog LIR, and p is assumed to be a Gaussian with mean value and
dispersion given in Table 1. However we do not use this formal-
ism but adopt instead a Monte Carlo approach in which simulated
catalogues are constructed from the theoretical IR luminosity func-
tions. This approach has the advantage of providing information
on the luminosity (and flux) of all the lines, at the same time, for
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Figure 5. Simulated line versus IR luminosity (open squares) for some fine structure lines produced in stellar/H II regions (left-hand and central panels) and
in PDRs (right-hand panels). Only purely star-forming galaxies (no AGN contributions) are considered in the simulations. The dashed blue lines correspond
to the average ratios c = 〈log (L/LIR)〉, i.e. to a direct proportionality between log (L) and log (LIR), for the simulated data points after binning them in steps
of 0.25 in log Ldust (filled squares with error bars). The solid green lines correspond to the average ratios for the real data points, the solid black lines show the
best-fitting relations derived by Spinoglio et al. (2012). The data points (local star-forming galaxies and high-z SMGs) are the same as in Figs 3 and 4. The
simulations are systematically low for longer wavelength lines (λ > 50µm) as expected since they do not include the emission from outside H II regions.
each simulated object and therefore allows us to predict the number
of galaxies detectable in two or more lines in future spectroscopic
surveys.
The simulation is performed as follows. For a given galaxy popu-
lation and a given redshift bin, z, we draw from the corresponding
IR luminosity function a number of IR luminosities equal to that
of the objects expected over a (reference) area  = 0.5 deg2, and
with IR luminosity greater than a minimum value that we set5 to
log (LIR, min/L) = 7.0, i.e.
N (z,) =
∫ +∞
log LIR,min
(L, z) d log LIR d
2Vc(z)
dz d
z, (14)
where dVc(z) is the comoving volume element.
5 This value is chosen to ensure that all the galaxies detectable by SAFARI
and CCAT are represented in the simulation while keeping the computing
time, that depends on the total number of simulated sources, to an acceptable
level.
We then associate to each simulated IR source a line luminosity
by sampling, at random, the distribution of values of log (L/LIR)
or of log (L)UL, assumed to be Gaussian with mean value and
dispersion given in Table 1. Similarly we associate a redshift to
each object, assuming a uniform probability distribution within
z ± (z/2). Finally, the line flux, F, is computed from the sim-
ulated redshift, zsimul, and the simulated line luminosity, L,simul,
as F,simul = L,simul/4πd2L(zsimul), dL(z) being the luminosity dis-
tance. The wavelength range covered by the instrument, [λmin, λmax],
and the line rest-frame wavelength, λ, define the minimum and
maximum redshift within which the line is detectable, z,min/max =
λmin/max/λ − 1. When zsimul falls outside the range defined by z,min
and z,max, the corresponding line luminosity and line flux are set
to 0.
The simulated line luminosities are binned to produce the line
luminosity functions at a given redshift. In order to reduce the effect
of fluctuations in the highest luminosity bins, where the statistic is
poorest, the whole procedure is repeated 300 times and the simulated
luminosity functions are averaged together. The predicted number
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Table 1. Mean values of the log of line to IR (8–1000µm) contin-
uum luminosities, 〈log (L/LIR)〉, and associated dispersions σ . For
the PAH 11.25µm, H2 17.03µm, [O I] 63.18µm and [C II] 157.7µm
lines, 〈log (L/LIR)〉 has been computed excluding local ULIRGs, for
which the luminosity in these lines appears to be uncorrelated with
LIR. For the latter objects the last column gives the mean values of
log (L) in these lines and their dispersions (the luminosities are in
solar units).
Spectral line
〈
log
(
L
LIR
)〉
(σ ) 〈log (L)UL〉 (σ )
PAH 11.25µm −2.29 (0.36) 9.01 (0.28)
[Ne II] 12.81µm −3.11 (0.45) –
[Ne III] 15.55µm −3.69 (0.47) –
H2 17.03µm −4.04 (0.46) 8.07 (0.34)
[S III] 18.71µm −3.49 (0.48) –
[S III] 33.48µm −3.05 (0.31) –
[Si II] 34.82µm −2.91 (0.28) –
[O III] 51.81µm −2.84 (0.44) –
[N III] 57.32µm −3.26 (0.16) –
[O I] 63.18µm −2.99 (0.24) 8.97 (0.32)
[O III] 88.36µm −2.87 (0.47) –
[N II] 121.9µm −3.49 (0.36) –
[O I] 145.5µm −3.80 (0.43) –
[C II] 157.7µm −2.74 (0.37) 8.85 (0.29)
Figure 6. Effect of the dispersion in the line-to-IR luminosity ratio on
the predicted luminosity function of the [Ne II] 12.81µm line. Thick lines:
including dispersion; thin lines: no dispersion. Contributions of the different
source populations: dash–dot-dotted blue lines for cold late-type galaxies;
green dashed lines for warm late-type galaxies and dash–dotted red lines for
protospheroids.
counts and redshift distributions are also derived by averaging over
the 300 simulated catalogues.
In Fig. 6 we show, as an example, the effect of the dispersion on
the predicted luminosity function for the [Ne II] 12.81 μm line. Since
dispersions are substantial, they result in a vast increase, compared
to the case without dispersion, of the density of the most luminous
sources and, correspondingly, of the bright portion of source counts.
The integral counts predicted by our model in the SPICA/SAFARI
wavelength range, for all the 14 lines considered in this work, are
shown in Fig. 7.
According to Sibthorpe (private communication), the
SPICA/SAFARI reference 5σ detection limits for an integra-
tion of 1 h per FoV are 3.7 × 10−19 W m−2 for the first band
(34–60 μm), 3.4 × 10−19 W m−2 for the second band (60–110 μm)
and 2.9 × 10−19 W m−2 for the third band (110–210 μm). The
predicted numbers of sources brighter than these limits in each
line, detected by the survey considered by Spinoglio et al. (2012),
covering 0.5 deg2 (hereafter ‘the reference survey’) are given in
the last column of Table 2. The other columns detail the redshift
distributions of detected sources. Examples of such redshift
distributions are displayed, for four lines, in Fig. 8, where the
redshift ranges covered by the different bands are identified by
different colours. Obviously, only the shortest wavelength lines
can be detected up to very high redshifts. According to our model,
the reference survey can detect the PAH 11.25 μm line in some
galaxies at redshifts up to 6. With the exception of three lines
([Ne III] 15.55 μm, H2 17.03 μm, [S III] 18.71 μm) out of 14 the
slope of the SPICA/SAFARI integral counts, just below the mean
of the detection limits of the three bands, of the reference survey
is <2 so that the number of detections for given observing time
increases more with the surveyed area than with survey depth. And
also for these three lines, the slope flattens below 2 not far from
these limits.
Fig. 9 shows the contributions to the counts for the four lines
in Fig. 8 of late-type (spiral plus starburst) galaxies and of proto-
spheroids, lensed and unlensed. At the 5σ SPICA/SAFARI limits
for 1-h exposure we expect the detection of the PAH 11.25 μm of
∼60 strongly lensed protospheroids per square degree. Fig. 10 illus-
trates the luminosity and redshift distributions of sources for which
the SPICA/SAFARI reference survey will detect at least two, three
or four lines. From our model we expect about 4600 sources de-
tected by the SPICA/SAFARI reference survey in at least two lines,
about 2800 in at least three lines and about 1800 in at least four
lines. The numbers of protospheroids among these are about 900,
460 and 270, respectively.
Fig. 11 compares the present predictions for the redshift distribu-
tions of sources detected by the SPICA/SAFARI reference survey
in 11 lines with those from the three models used by Spinoglio
et al. (2012). The main differences concern the PAH 11.25 μm and
[S III] 18.71 μm lines, for which our predictions are substantially
higher than those from all the other models, the [Ne II] 12.81 μm
line, for which our predictions are considerably lower in the red-
shift bin 1.25 < z < 1.75 and higher at larger redshifts, and the
[Ne III] 15.55 μm and H2 17.03 μm lines in some redshift bins.
Apart from these cases, most differences are within a factor of ∼2.
In Table 3 the comparison with Spinoglio et al. (2012) is made in
terms of the total number of ≥5 σ detections. Again, differences are
generally within a factor of 2, but can be much larger, in particular,
again, for the PAH 11.25 μm and [S III] 18.71 μm lines.
In the case of CCAT, the 5σ detection limits for an integra-
tion of 1 h per FoV (reference detection limits) are (Glenn et al.
2012) 1.6 × 10−19 W m−2 for the first band (312.3–380.9 μm),
9.5 × 10−20 W m−2 for the second band (416.4–499.7 μm),
1.1 × 10−19 W m−2 for the third band (587.8–648.9 μm) and
1.6 × 10−20 W m−2 for the fourth band (803.7–1102.2 μm). The
integral counts in the CCAT wavelength range for the seven lines
within the SPICA/SAFARI range are shown in Fig. 12.
The slopes of the CCAT integral counts just below the detec-
tion limits of the reference detection limits for the bands giving the
largest contributions are <2 for five out of seven of the considered
lines (the two exceptions are the [N III] 57.32 μm and [O I] 63.18 μm
lines), implying that the number of detections for given observ-
ing time increases more with the surveyed area than with survey
depth. The predicted redshift distributions of galaxies detectable
over 1 deg2 with 1 h integration per FoV in each of the seven emis-
sion lines are presented in Table 4. The predictions range from 14
to more than 12 000 (in the [C II] 157.7 μm line) sources. In the
latter line, such CCAT survey will be able to detect, in the redshift
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Figure 7. Integral counts of star-forming galaxies as a function of line fluxes over the full SPICA-SAFARI wavelength range (violet solid line) and in each of
its three bands. The vertical lines correspond to the average detection limit in the three bands for the reference survey.
Table 2. Predicted redshift distributions of star-forming galaxies detectable by the SPICA/SAFARI reference survey
(0.5 deg2, 1 h integration per FoV) in each of the 14 emission lines considered in this paper.
Spectral line 0.00–0.75 0.75–1.25 1.25–1.75 1.75–2.25 2.25–2.75 2.75–4.00 4.00–6.00 All z
PAH 11.25µm 0 0 0 378 597 548 83 1606
[Ne II] 12.81µm 0 0 47 146 75 49 4 321
[Ne III] 15.55µm 0 8 46 21 9 5 0 89
H2 17.03µm 0 9 10 4 2 0 0 25
[S III] 18.71µm 0 195 108 48 26 12 1 390
[S III] 33.48µm 919 661 285 125 78 41 2 2111
[Si II] 34.82µm 1222 957 436 191 117 64 2 2989
[O III] 51.81µm 1735 1490 1071 423 230 78 0 5027
[N III] 57.32µm 498 218 91 51 22 0 0 880
[O I] 63.18µm 1082 879 378 163 17 0 0 2519
[O III] 88.36µm 1907 1611 325 0 0 0 0 3843
[N II] 121.9µm 415 0 0 0 0 0 0 415
[O I] 145.5µm 140 0 0 0 0 0 0 140
[C II] 157.7µm 807 0 0 0 0 0 0 807
MNRAS 438, 2547–2564 (2014)
 at SISSA
 on February 24, 2014
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
2558 M. Bonato et al.
Figure 8. Examples of the predicted redshift distributions of sources de-
tected by SPICA/SAFARI for a 1 h exposure per FoV. The different colours
correspond to the three spectral bands.
Figure 9. Contributions of different galaxy populations (solid black line:
late-type – starburst and spiral – galaxies; dotted red line: unlensed pro-
tospheroids; dashed blue line: gravitationally lensed protospheroids) to the
integral counts as a function of fluxes in the PAH 11.25µm, [Si II] 34.82µm,
[O I] 63.18µm and [O III] 88.36µm lines, within the SPICA/SAFARI wave-
length range. The vertical lines correspond to the average value of the
detection limits (3.7 × 10−19, 3.4 × 10−19 and 2.9 × 10−19 W m−2) for the
three bands ( 34–60, 60–110 and 110–210µm) for 1-h exposure per FoV.
interval 5 < z < 6, about 490 unlensed and 12 strongly lensed
protospheroidal galaxies. Some 12 galaxies in the range 6 < z <
8 should be detected in other lines. Thus a CCAT survey of a few
hours will provide a good grasp of the early dust-obscured phase of
galaxy formation up to the reionization epoch.
Fig. 13 shows that the redshift distributions predicted by our
model for the CCAT survey considered by Spinoglio et al. (2012,
exposure time: 1 h per FoV; area: 0.5 deg2) in the five lines for which
results are also presented by Spinoglio et al. (2012) are widely
different from those implied by the three models used in the latter
paper. The differences, arising from those in the model luminosity
functions at z ≥ 3 and in the relationships between line and IR
luminosities, are much larger than found for the SPICA/SAFARI
reference survey, except for the [C II] 157.7 μm line. These large
differences are reflected in the comparison in terms of the total
number of detections by the reference survey (Table 5).
6 SU RV E Y ST R AT E G Y
Table 6 shows how the number of SPICA/SAFARI detections is
maximized at fixed observing time (450 h). The number of detec-
tions steadily decreases with increasing integration time per FoV
(and correspondingly decreasing the surveyed area), except for a
couple of lines ([Ne III] 15.55 μm and H2 17.03 μm) for which
however the number of detections is only weakly varying. This is
because, as noted above, the slope of the counts below the detec-
tion limits of the reference survey is relatively flat. Going deeper is
only marginally advantageous even for the detection of the highest
z galaxies (see e.g. the variation with survey depth of the number of
objects at z > 3, given in parenthesis). This result is in agreement
with that obtained by Negrello et al. (2013) for detections in two or
more lines (see their fig. 2).
The statistics of objects at z ≥ 3 detected by the SPICA/SAFARI
reference survey is quite poor. So, in order to investigate the star
formation activity at high-z, it is expedient to complement the blind
spectroscopic survey with follow-up observations of the high-z
galaxies already discovered at (sub-)mm wavelengths over much
larger areas. Fig. 14 shows, as an example, the SPICA/SAFARI
exposure time per FoV necessary for a 5σ detection of lines de-
tectable at z = 3 and 4 as a function of the IR luminosity. At these
redshifts an exposure time of 10 h will allow the detection in two
lines of all the galaxies detected in the Herschel/Photodetector Ar-
ray Camera and Spectrometer (PACS) and Spectral and Photometric
Imaging Receiver (SPIRE) surveys used by Gruppioni et al. (2013)
to derive the IR luminosity functions. A similar conclusion also
holds at z = 2. Note that only a small fraction of galaxies at z ≥
2 detected in these surveys have spectroscopic redshifts. Moreover,
when SPT and Herschel survey data will be fully available we will
have samples of many hundreds of bright strongly lensed galaxies
(apparent luminosities LIR > 1013 L; Negrello et al. 2010; Vieira
et al. 2013), that can be detected in few minutes in several lines by
SPICA/SAFARI.
Also for CCAT, at fixed observing time, it is generally more
advantageous to cover larger areas than to go deeper, even to de-
tect high-z galaxies, as shown by Table 7. The exception is the
[N III] 57.32 μm line, whose counts keep a slope larger than two
down to fluxes corresponding to exposure times of a few hundred
hours.
A CCAT survey of 1000 h, covering 1000 deg2 in 1 h integration,
will be able to detect 1.3 × 107 (2.9 × 106 at z > 3) star-forming
galaxies in at least one spectral line, 9.1 × 105 (2.6 × 105 at z > 3)
in at least two lines and 8.8 × 104 (2.6 × 104 at z > 3) in at least
three lines. The number of strongly lensed protospheroidal galaxies
detectable by the same CCAT survey in at least one line is 1.1 × 105
(6.7 × 104 at z > 3), in at least two lines 2.0 × 104 (1.3 × 104 at z
> 3) and in at least three lines 4110 (2750 at z > 3).
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Figure 10. Predicted redshift (left) and luminosity (right) distributions of star-forming galaxies detectable in at least two (cyan solid histogram), three (red
dotted) and four (blue dashed) spectral lines, by the reference survey with SPICA/SAFARI. The shaded areas represent the contributions of protospheroids.
Figure 11. Redshift distributions of galaxies detectable in 11 lines by the SPICA/SAFARI reference survey. The predictions of our model (bars with red
horizontal dashes) are compared with those of the three models used by Spinoglio et al. (2012); see the legend on the bottom right.
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Table 3. Comparison of the number of 5σ detections in each line by SPICA/SAFARI according to the present model
(second column, in boldface) with those for the three models used by Spinoglio et al. (2012). The predictions for
the Franceschini et al. (2010) model (third column) refer (as ours) to star-forming galaxies only, while those for the
Gruppioni et al. (2011, fourth column) and for the Valiante et al. (2009, fifth column) model include also AGN.
Spectral line Cai et al. (2013) Franceschini et al. (2010) Gruppioni et al. (2011) Valiante et al. (2009)
PAH 11.25µm 1606 160 173 418
[Ne II] 12.81µm 321 333 203 42
[Ne III] 15.55µm 89 129 122 179
H2 17.03µm 25 13 17 6
[S III] 18.71µm 390 74 67 6
[S III] 33.48µm 2111 1377 1059 1103
[Si II] 34.82µm 2989 2535 2241 3037
[O III] 51.81µm 5027 1723 2081 3883
[N III] 57.32µm 880 276 665 973
[O I] 63.18µm 2519 4171 5421 8897
[O III] 88.36µm 3843 2286 3027 5121
Figure 12. Integral counts of star-forming galaxies as a function of line fluxes over the full CCAT wavelength range (black solid line) and in each of its four
bands. The vertical lines correspond to the detection limits in the four bands for 1 h integration per FoV.
Table 4. Predicted redshift distributions of star-forming galaxies detectable by CCAT over 1.0 deg2 with 1 h integration per FoV
in each of the emission lines within the CCAT wavelength range. In parenthesis we give the number of detections of strongly
lensed galaxies at z > 5. No detections in the [N III] 57.32 µm line are expected at the flux limits of this survey.
Spectral line 0.75–1.25 1.25–1.75 1.75–2.25 2.25–2.75 2.75–4.00 4.00–6.00 6.00–8.00 All z
[O III] 51.81µm 0 0 0 0 0 14 2 16 (1)
[O I] 63.18µm 0 0 0 0 2 12 0 14 (0)
[O III] 88.36µm 0 0 0 328 701 197 2 1228 (0)
[N II] 121.9µm 0 137 172 126 75 11 6 527 (0)
[O I] 145.5µm 61 160 140 43 15 47 2 468 (2)
[C II] 157.7µm 3379 3099 2865 50 679 2243 0 12315 (12)
7 C O N C L U S I O N S
Our understanding of the cosmological evolution of IR galaxies has
dramatically improved in recent years. Observational determina-
tions of their IR luminosity functions up to z  4 are now available.
A major step forward will be the characterization of their physical
properties, such as the intensity of their interstellar radiation fields,
their chemical abundances, the temperatures and densities of their
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Figure 13. Redshift distributions of galaxies detectable in five lines by the CCAT survey considered by Spinoglio et al. (2012, exposure time: 1 h per FoV;
area: 0.5 deg2). The predictions of our model (bars with red horizontal dashes) are compared with those of the three models used by Spinoglio et al. (2012);
see the legend on the bottom right.
Table 5. Numbers of 5σ detections by CCAT for the survey considered by Spinoglio et al. (2012) (1 h integration per
FoV over an area of 0.5 deg2) as predicted by the present model (second column, in boldface) compared with those
given (only for five lines) by Spinoglio et al. (2012) for the three models used by them. The latter predictions include
the contributions of AGN and are limited to z ≤ 4. For a fairer comparison we also give, in parenthesis, our predictions
for the same redshift range.
Spectral line Cai et al. (2013) Franceschini et al. (2010) Gruppioni et al. (2011) Valiante et al. (2009)
[O I] 63.18µm 7 (1) 0 2 0
[O III] 88.36µm 614 (515) 133 182 278
[N II] 121.9µm 264 (255) 29 54 92
[O I] 145.5µm 234 (210) 1 5 2
[C II] 157.7µm 6158 (5036) 4421 4683 6612
Table 6. Number of star-forming galaxies detectable by a SPICA/SAFARI survey of 450 h covering different areas,
with correspondingly different integration times (t) per FoV. In parenthesis we give the number of detections at z > 3.
Spectral line t = 6 min t = 30 min t = 1 h t = 2 h t = 3 h t = 5 h t = 10 h
5.00 deg2 1.00 deg2 0.50 deg2 0.25 deg2 0.17 deg2 0.10 deg2 0.05 deg2
PAH 11.25µm 3721 (709) 2124 (525) 1606 (441) 1180 (356) 977 (307) 765 (251) 536 (184)
[Ne II] 12.81µm 500 (31) 389 (34) 321 (31) 262 (31) 231 (30) 191 (26) 145 (22)
[Ne III] 15.55µm 82 (0) 98 (2) 89 (2) 81 (3) 76 (3) 70 (3) 59 (3)
H2 17.03µm 19 (0) 19 (0) 25 (0) 24 (1) 23 (0) 24 (1) 22 (1)
[S III] 18.71µm 497 (9) 453 (8) 390 (9) 334 (9) 297 (10) 248 (8) 191 (7)
[S III] 33.48µm 3773 (11) 2634 (27) 2111 (24) 1617 (28) 1355 (25) 1066 (24) 748 (22)
[Si II] 34.82µm 5862 (30) 3863 (36) 2989 (39) 2232 (39) 1842 (38) 1422 (35) 978 (31)
[O III] 51.81µm 14003 (12) 7054 (14) 5027 (12) 3488 (9) 2785 (7) 2072 (6) 1378 (5)
[N III] 57.32µm 971 (0) 953 (0) 880 (0) 754 (0) 678 (0) 572 (0) 434 (0)
[O I] 63.18µm 4376 (0) 3181 (0) 2519 (0) 1891 (0) 1568 (0) 1209 (0) 826 (0)
[O III] 88.36µm 12391 (0) 5661 (0) 3843 (0) 2554 (0) 1996 (0) 1452 (0) 930 (0)
[N II] 121.9µm 886 (0) 548 (0) 415 (0) 308 (0) 252 (0) 195 (0) 132 (0)
[O I] 145.5µm 322 (0) 187 (0) 140 (0) 102 (0) 83 (0) 64 (0) 44 (0)
[C II] 157.7µm 3276 (0) 1247 (0) 807 (0) 515 (0) 397 (0) 280 (0) 175 (0)
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Figure 14. SPICA/SAFARI exposure time per FoV required for a 5σ line detection (see legend inside each panel) as a function of IR luminosity for galaxies
at z = 3 (left) and z = 4 (right). The vertical solid lines correspond to the minimum luminosities represented in the IR luminosity functions determined by
Gruppioni et al. (2013) on the basis of Herschel/PACS and SPIRE surveys.
Table 7. Numbers of star-forming galaxies detectable by CCAT surveys of 1000 h covering areas from 1000 to 1 deg2 with
integration times per FoV correspondingly ranging from 1 to 1000 h, assuming the goal FoV of 1 deg2. The numbers of galaxies at
z > 3 are given in parenthesis.
Spectral line t = 1 h t = 10 h t = 100 h t = 1000 h
1000 deg2 100 deg2 10 deg2 1 deg2
[O III] 51.81µm 1.63 × 104 (1.63 × 104) 1.18 × 104 (1.18 × 104) 4819 (4819) 1140 (1140)
[N III] 57.32µm 76 (76) 992 (992) 1541 (1541) 1063 (1063)
[O I] 63.18µm 1.45 × 104 (1.45 × 104) 2.04 × 104 (2.04 × 104) 1.26 × 104 (1.26 × 104) 4011 (4011)
[O III] 88.36µm 1.23 × 106 (6.26 × 105) 4.20 × 105 (2.29 × 105) 1.08 × 105 (5.98 × 104) 2.01 × 104 (1.10 × 104)
[N II] 121.9µm 5.27 × 105 (3.29 × 104) 2.57 × 105 (2.57 × 104) 9.16 × 104 (1.13 × 104) 2.41 × 104 (3054)
[O I] 145.5µm 4.68 × 105 (6.55 × 104) 2.56 × 105 (4.33 × 104) 9.16 × 104 (1.66 × 104) 2.40 × 104 (4270)
[C II] 157.7µm 1.23 × 107 (2.42 × 106) 3.04 × 106 (5.39 × 105) 6.09 × 105 (8.19 × 104) 1.09 × 105 (1.00 × 104)
ISM. This will be made possible by the IR spectroscopy provided
by forthcoming facilities and in particular by the SAFARI instru-
ment on SPICA and by CCAT. To optimize the survey strategy and
to understand the redshift and galaxy luminosity ranges that can be
measured it is necessary to have detailed predictions of the line lu-
minosity functions as a function of redshift and of the corresponding
number counts as a function of line flux.
A key ingredient to make such predictions is the relationship
between line and total IR luminosity that will allow us to take ad-
vantage of the wealth of information on the evolution of the IR
luminosity function. A difficulty in this respect is that reliable mea-
surements of both IR continuum and line luminosities are available
for limited and generally heterogeneous samples of galaxies. To
account for possible biases in these sample due e.g. to variable
attenuation of the lines by dust, we have carried out extensive sim-
ulations exploiting the public library of line luminosities compiled
by Panuzzo et al. (2003). This library provides line luminosities
for ranges of gas density, gas metallicity and gas filling factor fully
adequate to describe the emission properties of the majority of
star-forming galaxies. To estimate the distribution of the line-to-IR
luminosity ratios we first simulated the spectral SEDs of dust-free
star-forming galaxies and then added in a self-consistent way the ef-
fect of dust extinction distributed over a realistic range. The results
are consistent with line luminosities being proportional to the total
IR luminosities. An exception to this proportionality is observation-
ally found in the case of low-z ULIRGs for lines originated outside
the stellar birth clouds. In these objects such lines are apparently
uncorrelated with LIR and are fainter than expected from the corre-
lation holding for the other sources. In this case, we have adopted
a Gaussian distribution of line luminosities around the global mean
value.
The distributions of line luminosities have then been exploited to
estimate the redshift-dependent line luminosity functions starting
from the IR continuum luminosity functions. Again, simulations
have been made to take fully into account the effect of the disper-
sions in the line to continuum luminosity ratios. The effect of the
dispersion was found to be strong because of the steepness of the
bright portion of the IR luminosity function.
For SPICA/SAFARI, we have worked out predictions for the
source counts in 14 mid/far-IR emission lines associated with star
formation and discussed the expected outcome of a survey covering
0.5 deg2 with a 1 h integration/FoV (‘the reference survey’). We
find that the number of detections in a single line ranges from a few
to thousands. In total we expect that more than 21 000 lines will be
detected. About 4600, 2800, 1800, 1100 and 700 sources will be
detected in at least two, three, four, five and six lines, respectively.
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This means that the number of spectroscopically detected individual
galaxies is 9700. Sources detected in at least one line include 40
strongly lensed galaxies at z > 1.
The slopes of the predicted integral counts below the detection
limits of the SPICA/SAFARI reference survey are found to be <2 for
most (11 out of 14) of the considered lines. Thus, should more survey
time be available, extending the area will produce more detections
than going deeper. The reference survey is found to maximize both
the number of total detections and of detections at z > 3, compared
to deeper surveys, at fixed observing time (450 h).
Follow-up SPICA/SAFARI observations of about 10 h per FoV
will detect in two lines essentially all the z ≥ 2 galaxies discovered
by the Herschel/PACS and SPIRE surveys used by Gruppioni et al.
(2013) to build their redshift-dependent IR luminosity functions.
Only a small fraction of these galaxies have spectroscopic redshifts.
We have also presented predictions, for the seven longer wave-
length lines in our set, of the number detections by a CCAT survey
of 1000 h, covering areas ranging from 1 to 1000 deg2 with expo-
sure times per FoV (assumed to be 1 deg2) correspondingly ranging
from 1 to 1000 h. As in the SPICA/SAFARI case, we find that, at
fixed observing time, it is more advantageous to cover larger areas
than to go deeper. The number of detected galaxies in a survey of
1000 h with an exposure of 1 h per FoV ranges from some 10s to
more than 10 million. In particular we expect 107 detections in
the [C II] 157.7 μm line, including 2.4 × 106 galaxies at z > 3 and
about 4.9 × 105 unlensed and 1.2 × 104 strongly lensed galaxies at
z > 5.
A comparison with the predicted numbers of SPICA/SAFARI
detections for the reference survey worked out by Spinoglio et al.
(2012) based on three models, substantially different from the one
used here, shows that differences are in most cases within a factor
of 2, although occasionally are much larger. The discrepancies with
the Spinoglio et al. (2012) predictions are more substantial in the
case of CCAT, except in the case of the [C II] 157.7 μm line.
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