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Abstract
There are many techniques that reconstruct continuous 3D surfaces from scattered point data coming from laser
range scanners. One of the most commonly used representations are Point Set Surfaces (PSS) defined as the set
of stationary points of a Moving Least Squares (MLS) projection operator. One interesting property of the MLS
projection is to automatically filter out high frequency noise, that is usually present in raw data due to scanning
errors. Unfortunately, the MLS projection also smoothes out any high frequency feature, such as creases or cor-
ners, that may be present in the scanned geometry, and does not offer any possibility to distinguish between such
feature and noise. The main contribution of this paper, is to present an alternative projection operator for surface
reconstruction, based on the Enriched Reproducing Kernel Particle Approximation (ERKPA), which allows the
reconstruction process to account for high frequency features, by letting the user explicitly tag the corresponding
areas of the scanned geometry.
1. Motivation
The recent evolution in 3D acquisition devices, which has
made 3D range scanners available to a larger public, has
generated a shift that 3D models are more and more of-
ten acquired rather than modeled. Various techniques have
been developed that directly deal with the acquired un-
organized point sets, without any triangulation step, see
[KB04, AGP∗04] for recent surveys. These techniques are
becoming more and more popular, as many topological op-
erations, such as level-of-detail generation, are much more
efficient when directly performed on point sets rather than
on polygonal meshes.
One of the most popular techniques to reconstruct a con-
tinuous 3D surface from scattered point data is the Point
Set Surface (PSS) model, initially proposed by Alexa et al.
[ABCO∗01, ABCO∗03]. This technique involves a projec-
tion operator based on the Moving Least Squares (MLS)
method [LS81, Lev99, Lev03] that projects any point in
the neighborhood of the point set onto a continuous sur-
face that minimizes a local least-squares error criterion
(for that reason, PSS are sometimes called MLS surfaces).
PSS are then implicitly defined as the set of points that
project onto themselves. This MLS projection operator gen-
erates a smooth surface that approximates the scattered
data, and automatically filters out high frequency noise that
may be present in raw data due to scanning errors. Due
to their robustness and efficiency, PSS have been success-
fully used in various a application fields, such as point-
based modeling [ZPKG02, PKKG03], point-based anima-
tion [MKN∗04], surface reconstruction [SOS04, MVdF03],
and post-processing of scanned data [WPH∗04].
The efficiency/accuracy of the MLS technique strongly
relies on a couple of user-provided parameters that are not
easy to set optimally: first the degree of the bivariate polyno-
mials used by the MLS fitting, and second a so-called feature
size that will be used to distinguish between noise and fea-
ture. The main drawback of MLS is a direct consequence of
this feature size: sharp creases and corners are always con-
verted into rounded shapes, with a radius at least equal to the
feature size, as every spatial frequency higher than the pro-
vided feature threshold is considered as noise by the MLS
fitting.
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Sharp features are a fundamental issue when process-
ing surfaces, and several authors already requisitioned their
inclusion into PSS (see [ABCO∗03, FACOS03, AK04b]).
Several approaches have been proposed to automat-
ically detect high frequency features in point sets
[KBSS01, PKG03, GWM01]. For example, Kobbelt et al.
[KBSS01] propose to perform an automatic recognition of
edges and corners, by using a simple heuristic based on the
clustering of normal vectors. But such approaches work well
only when there is very few noise in the initial point set.
As the identification of sharp features in noisy point sets is
an ill-posed problem, we rather propose a user-guided ap-
proach, where the sharp features can be explicitly specified.
This kind of approach is particularly interesting when work-
ing in some interactive point-based modeling environment,
such as PointShop 3D [PKKG03].
Note that there exist some prior work on sharp fea-
tures in point sets, but to our knowledge, all existing
techniques have been specifically oriented towards
detection and preservation of sharp features when ap-
plying boolean operations on two different point sets
[AD03, PKKG03, WTG04, XG04, OBA∗03, FSCO05],
which is a very different context as the work presented here.
The main contribution of this paper is an approach that
offers the possibility to represent sharp features in PSS. The
key idea is to replace the initial MLS projection operator by
an alternative one, based on the Enriched Reproducing Ker-
nel Particle Approximation (ERKPA), developed by Joyot et
al. [JTC04] as an extension of the well-known Reproduc-
ing Kernel Particle Approximation (RKPA) introduced by
Liu et al. in 1995 [LUC95]. Though they have been devel-
oped in totally different scientific fields (applied mechanics
for RKPA, scattered data fitting for MLS), RKPA and MLS
are very closely related, as they share the same mathemati-
cal kernel, except that RKPA are based on a shifted polyno-
mial basis that is better suited from a numerical implemen-
tation point of view [JLA01] when the shape functions are
required. The enriched version of RKPA goes a step further
as it allows the fitting process not only to reproduce multi-
variate polynomials, but also some additional functions with
discontinuous derivatives, allowing to reconstruct surfaces
with explicitly specified sharp features.
The remainder of this paper is organized as follows. Sec-
tion 2 recalls the PSS model with a particular focus on
the MLS projection operator. Section 3 deeply focuses on
the Reproducing Kernel Approximation theory, which is not
widely known in the field of Computer Graphics. Section 4
presents our new formulation of PSS with sharp edges and
studies some of its important properties. Finally some work
in progress and prospective directions are discussed in Sec-
tion 5.
2. Point Set Surfaces
As said in the introduction, Point Set Surfaces involve a
projection operator, based on the Moving Least Squares
method, that projects any point in the neighborhood of the
initial point set onto a continuous surface that minimizes a
local least-squares error criterion. The PSS is then implicitly
defined as the set of points that project onto themselves. For
a precise definition of "neighborhood", see the definition of
the domain of a PSS given by Amenta and Kil [AK04b].
Actually, for each point, interactive applications of the
projection operator are applied, until the point projects onto
itself. This projection operator can be divided into two steps.
1. In the first step, for a point pnear near the surface, a local
reference plane defined in Hessian normal form H = {n•
x−d = 0,x∈R3} with n∈R3 and ‖n‖= 1 is determined
by minimizing a local weighted sum of squared distances




(n•pi −d)2θ(‖pi −q‖), (1)
where q is the orthogonal projection of pnear on H, and
θ(t) is a radially symmetric, positive, and monotonically
decreasing weight function. Note that finding the mini-
mum of Equation (1) is a non-linear minimization prob-
lem that has to be solved iteratively.
2. In a second step, the local reference plane for pnear is
used to compute a local bivariate degree d polynomial
approximation f ∈ R2 → R of the surface in a neighbor-
hood of pnear. Let qi be the projection of pi onto H, then
pi has the height hi = n• (pi −qi) over H, and the coeffi-
cients of the polynomial approximation f are determined




( f (xi,yi)−hi)2θ(‖pi −q‖), (2)
where [xi,yi]T is the representation of q in the local ref-
erence plane. Alexa et al. proposed to use cubic or quar-
tic polynomials for f , since they experienced surface os-
cillation artifacts with higher degree polynomials. The
projection Ψ : R3 → R3 of pnear onto the surface is de-
fined by the polynomial value in the origin Ψ(pnear) =
q+ f (0,0)n. Note that the property Ψ(Ψ(p)) = Ψ(p) for
points p on the surface is extremely important, since this
means that a point on the surface projects onto itself.
Alexa et al. used the same Gaussian function as proposed
by Levin, for the weighting function θ(t) used in Equations
(1) and (2): θ(t) = e−t
2/h2 . The parameter h, called feature
size, influences the smoothness of the reconstructed surface,
as it smoothes out any geometric feature smaller than h. So,
it is usually set to the anticipated average spacing between
neighboring points. Note that for any weighting function
θ(t) with C∞ continuity, Levin proved that the resulting sur-
face also has C∞ continuity [Lev98].
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3. Reproducing Kernel Particle Approximation
3.1. Introduction
Many different techniques have been proposed in the lit-
erature to reconstruct an implicit surface from an unstruc-
tured point set. To clearly distinguish these methods from
the usual mesh-based reconstruction techniques (e.g. Finite
Element Methods) that work on structured locally param-
eterized point sets, the expression Meshfree Methods† is
now ubiquitously used to qualify this research field. Mesh-
free Methods were simultaneously developed in the field
of applied mathematics, and in the field of physics, more
precisely in mechanics, hydrodynamics and astrophysics.
Surprisingly, these two streams have only merged recently,
mainly thanks to the work done by Belytschko et al. in their
exhaustive survey published in 1996 [BKO∗96]. A more re-
cent survey (referencing more than 400 articles) has been
published in 2002 by Li and Liu [LL02].
The basic idea of meshfree methods is to take the classi-
cal Finite Series Representation and Finite Integral Repre-
sentation of an N-dimensional function (that have been in-
tensively used in mesh-based methods) and try to find out
what can be done without any assumption about parameter-
ization. It is interesting to note that the first family of mesh-
free methods, called Finite Series Meshfree Approximation,
was specifically developed in the field of applied mathe-
matics, mainly to solve the scattered data fitting problem,
whereas the second family, called Finite Integral Meshfree
Approximation, was exclusively developed in physics (more
precisely in hydrodynamics and astrophysics).
Some of these existing meshfree methods (e.g. Partition
of Unity, Radial Basis Functions or Moving Least Squares)
have recently been introduced in the field of computer graph-
ics, mainly to provide an efficient and robust solution to the
surface reconstruction from 3D range scanner measures. In
this paper, we propose to introduce another technique taken
from the very crowded meshfree zoo: we have chosen to
use the Enriched Reproducing Kernel Particle Approxima-
tion (ERKPA) [JTC04] for its ability to include very general
constraints on the reconstructed surface. Since the underly-
ing theory of Reproducing Kernel Approximation is not very
widely known in computer graphics, we propose to first ex-
plain the method for the 1D case, by following a step-by-step
constructive approach, and then to focus on the 2D case, as
required by the projection operator involved in Point Set Sur-
faces.
3.2. 1D Scattered Data Approximation with ERKPA
The central idea of the Reproducing Kernel Approximation
theory, which has been borrowed from the older Smoothed
† The word Meshless is also quite common but, following several
authors, we advocate for the word Meshfree, as it includes more
“positive” values.
Particle Hydrodynamics method, is to define the approxi-
mated function f (x) as the convolution of the original func-




wh(x− s) f (s) ds (3)
The kernel function wh(x) is also called the weighting func-
tion or the smoothing function. Note that wh(x) depends on
an additional parameter h that defines the size of the convo-
lution kernel (it is sometimes called the feature size) and may
vary throughout the domain. It has been shown that several
properties are desirable for the kernel function wh(x):
• Positivity: wh(x) >= 0,∀x
• Decay: wh(x) is monotonically decreasing
• Compact support: wh(x− s) = 0 when ‖x− s‖ > h
• Partition of unity: RΩ wh(x− s) ds = 1
• Dirac-like shape: wh(s) → δ(s) when h → 0
where δ(s) is the Dirac function.
A usual quality criterion of an approximation technique is
its consistency order, that is its ability to be able to exactly
reproduce a polynomial function up to a given degree n. The
RKPA method has specifically been designed to automat-
ically build approximations with nth-order consistency. The
ERKPA goes one step further by allowing the approximation
to reproduce an additional function e(x) called Enrichment
Function. This enrichment function is the key issue that en-
ables to include sharp edges in the surface, since, as we will
see later, by using a Heaviside function for e(x), localized
discontinuity in the derivatives can be added to the approxi-
mation function.
More formally, we want f (x) to reproduce all functions of
the following type:
f (x) = a0 +a1x+ . . .+anx
n + e(x) (4)
The properties required for the kernel function wh(x− s) to
reproduce the function given by (4) can be established step-
by-step. First suppose that we want the approximation f (x)
defined by Equation (3) to reproduce a constant function:
f (x) = a0. This means thatZ
Ω




wh(x− s) ds = 1. (6)
So we rederive the Partition of Unity property of the kernel
function. This is not surprising because PoU is precisely the
condition required to be able to reproduce a constant func-
tion. Now, suppose that we want to reproduce a linear func-
tion (i.e. first-order consistency): f (x) = a0 +a1xZ
Ω
wh(x− s)(a0 +a1s)ds = a0 +a1x (7)
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which can be rewritten as{ R
Ω wh(x− s) ds = 1R
Ω wh(x− s) s ds = x
(8)
By iterating this process, we obtain the reproduction of
Equation (4) with the following constraints:

R
Ω wh(x− s) ds = 1R
Ω wh(x− s) s ds = x
...R
Ω wh(x− s) sn ds = xnR
Ω wh(x− s) e(s) ds = e(x)
(9)
Finding a suitable kernel function wh(x) that satisfies the re-
production conditions given by Equation (9), would be very
difficult in the general case. To remove this difficulty, Liu et
al. [LJL∗95] proposed to shift the problem a little bit, by in-
troducing a correction function C(x,s) that acts as a scaling




C(x,s) wh(x− s) f (s) ds (10)
where C(x,s) = BT (x,s)A(x).
BT (x,s) represents the vector containing the functions that
belong to the approximation basis, and A(x) is a vector con-
taining the unknown functions that have to be determined
for satisfying the reproduction conditions. Thus, Equation




T (x,s)A(x)wh(x− s) ds = 1R
Ω B
T (x,s)A(x)wh(x− s) s ds = x
...R
Ω B
T (x,s)A(x)wh(x− s) sn ds = xnR
Ω B
T (x,s)A(x)wh(x− s) e(s) ds = e(x)
(11)
Equation (11) represents the continuous form of the ERKPA,
as defined in [JTC04]. Since our goal is to reconstruct an
implicit surface from a discrete point set, we have to consider
the discrete form of the ERKPA that would be expressed as
a finite series instead of a finite integral (with ∆xi = 1):

∑Ni=1 B
T (x,xi)A(x)wh(x− xi)∆xi = 1
∑Ni=1 B
T (x,xi)A(x)wh(x− xi)xi∆xi = x
...
∑Ni=1 B
T (x,xi)A(x)wh(x− xi)xni ∆xi = xn
∑Ni=1 B
T (x,xi)A(x)wh(x− xi)e(xi)∆xi = e(x)
(12)







A(x) = R(x) (13)
where R(x) is the reproduction vector defined by
RT (x) =
[
1,x, . . . ,xn,e(x)
]
(14)
Equation (13) allows the computation of the vector A(x),
A(x) = M−1(x)R(x) (15)







T (x,xi)wh(x− xi)∆xi (16)
Note that we adopt the strategy described by Joyot et al.
[JTC04] (see the next section) to make the moment matrix
M(x) inversible.
Starting from a discrete scattered data set (xi,λi), a con-
tinuous approximation function f (x) where f (xi) ∼= λi can













where φi is called the ERKPA shape function:
φi(x) = BT (x,xi)M−1(x)R(x)wh(x− xi)∆xi (18)
3.3. 2D Sharp Features Reconstruction with ERKPA
As said above, inclusion of sharp features into PSS can be
achieved by switching the projection operator from MLS to
ERKPA. This section details the construction of this alterna-
tive operator. To simplify the notations, we only present the
case where the reconstructed surface locally fits a bivariate
quadratic polynomial with k additional enrichment functions
e1,e2...ek. Note that k is not the total number of sharp fea-
tures of the 3D model, but only the number of features that
are present in the local area processed by the projection op-
erator. So, usual values of k are either 1 for a single crease on
the surface, or 3 for a corner of a box-like shape. Similarly,
as already observed by Ohtake et al. [OBA∗03], a bivariate
quadratic polynomial is sufficient in practice to reconstruct
the smooth part of the surface. With this constraint, Equation
(4) becomes:








In order to introduce sharp features in the reconstructed
surface, the user can explicitly specify some feature curve
Λi(x,y), and the enrichment function ei(x,y) will be defined
so that the reconstructed surface presents a tangent disconti-
nuity along this curve. Note that the easiest way to define
such feature curve in some interactive modeling environ-
ment such as PointShop 3D, would be to directly paint on
the surface, and generate the implicit equation of the cor-
responding curve, as already used in other PointShop tools.
Actually, the feature curve Λi(x,y) is defined on the local
reference plane computed by the first step of the projection
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operator. This feature curve splits the corresponding domain
Ω ⊆ R2 into two subdomains Ω0 and Ω1 (see Figure 1):
Ω0 ∪Ω1 ∪Λi = Ω and Ω0 ∩Ω1 = ∅
The enrichment function ei(x,y) has to satisfy the following
conditions:
∀(x,y) ∈ Ω, ei(x,y) is C0 continuous
∀(x,y) ∈ Ω0, ei(x,y) is C1 continuous
∀(x,y) ∈ Ω1, ei(x,y) is C1 continuous
∀(x,y) ∈ Λi, ∇ei(x,y) ·n is discontinuous
(20)
where n denotes the unit outward vector defined on the fea-
ture curve Λi(x,y). One possible enrichment function ei(x,y)
that satisfies the conditions (20) is the unsigned distance
∆i(x,y) to the feature curve Λi. Note that it is often desir-
able to limit the influence of the sharp feature on the recon-
structed surface, and thus we define a compactly supported
enrichment function ei(x,y) with a kernel size of εi. This
kernel size εi may either be computed according to the lo-
cal density of sample points, or explicitly specified by the
user, during the interactive reconstruction process. Note that
εi may be computed/specified independently for each feature
if needed, and also independently from the kernel size h of




Figure 1: The feature curve Λi splits the local reference
plane into two subdomains Ω0 and Ω1.
Of course, we have to guarantee continuity between the
parts of the domain with and without influence of the sharp
feature. To this end, we define the enrichment functions
ei(x,y) as the composition of the distance ∆i : R2 → R+ to
the discontinuity curve, and a decay function θ : R+ → R+,
i.e. ei(x,y) = θ◦∆i(x,y). We suggest to use the following
symmetric decay function, that was defined by including
some simple boundary constraints, similar to the construc-
tion of spline base functions: θ(0) = 1, θ(εi) = 0, θ′(0) =
−1, and θ′(εi) = 0):





t2 + t +1 (21)
So, in order to compute the reproduction function f (x) de-
fined by Equation (17), we set:
RT (x,y) = [1,x,x2,y,y2,xy,e1(x,y)...ek(x,y))] (22)





BT (x,y,xi,yi) = [1,x− xi,(x− xi)2,y− yi,
(y− yi)2,(x− xi)(y− yi),e1(xi,yi)...ek(xi,yi)]
(24)
Both vectors R and B are of dimension (6+k), and hence the
moment matrix M of Equation (16) becomes a (6+ k)x(6+
k) non-symmetric matrix.
The main issue when using a compactly supported enrich-
ment function is to ensure that the moment matrix M can
be inverted. This requires that for each enrichment function
ei(x,y), the support of every shape function contains at least
one node with ei(x,y) > 0. Indeed, when the shape function
only contains nodes with ei(x,y) = 0, one line of the ma-
trix M will contain only null values. When this case arises,
we simply remove the corresponding enrichment function,
and solve the reduced linear system defined by the (5 + k)-
dimensional vectors R and B, and the (5 + k)x(5 + k) non-
symmetric moment matrix M. Joyot et al. proved that this
construction always ensures the correct order of consistency
[JTC04].
4. Point Set Surfaces with Sharp Edges
After the construction of the ERKPA shape function f (x,y),
it can be integrated into the Equation (2) in the second step
of the projection operator, similarly to the MLS method.
We also use the same Gaussian weighting function θ(t) =
e−t
2/h2 as proposed by Levin [Lev99, Lev03]. The param-
eter h still controls the feature size and thus influences the
smoothness of the reconstructed surface, but thanks to the
ERKPA reconstruction, the sharp features that exist at the
discontinuity curve Λi(x,y) are preserved in the resulting
PSS, whatever the value provided for h. Figure 2 presents
the reconstruction obtained from a noisy 1D point set, by us-
ing various degrees d and different feature sizes h, both with
ERKPA and with MLS. Note the accurate reconstruction of
the discontinuity by the former compared to the latter.
To test our ERKPA surface reconstruction technique on
3D point sets, we have first implemented a standalone ap-
plication, where the surface implicitly reconstructed by the
MLS or the ERPKA operator can be tessellated using the
marching cubes algorithm by Bloomenthal [Blo94]. The
standard marching cube algorithm is not well adapted to rep-
resent sharp features, some improved polygonizers that are
feature-sensitive (see Ohtake and Belyaev [OB02] as well as
Kobbelt et al. [KBSS01]) should definitely be more adapted,
but we haven’t implemented them yet.
As a first simple example, consider the point set of a par-
allelepiped in Figure 3(a) and of a twisted parallelepiped
in Figure 3(d). Using the classical RKPA implicit surface
reconstruction, the edges are smoothed out as can be seen
in Figure 3(b) (resp. Figure 3(e)). By specifying the sur-
face that cuts the edges of the parallelepiped and applying
the ERKPA implicit surface reconstruction techniques, the
edges remain sharp as can be seen in Figure 3(c) (resp. Fig-
ure 3(f)). (Note that the artifacts along the sharp edges are
only generated during the polygonization step, since we did
not use a feature-sensitive polygonizer as said above).
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(a) The initial noisy point set. (b) d = 3, h = 30%, MLS (c) d = 3, h = 30%, ERKPA
(d) d = 3, h = 10%, MLS (e) d = 3, h = 10%, ERKPA (f) d = 3, h = 2%, MLS (g) d = 3, h = 2%, ERKPA
(h) d = 2, h = 30%, MLS (i) d = 2, h = 30%, ERKPA (j) d = 2, h = 10%, MLS (k) d = 2, h = 10%, ERKPA
(l) d = 2, h = 2%, MLS (m) d = 2, h = 2%, ERKPA (n) d = 1, h = 30%, MLS (o) d = 1, h = 30%, ERKPA
(p) d = 1, h = 10%, MLS (q) d = 1, h = 10%, ERKPA (r) d = 1, h = 2%, MLS (s) d = 1, h = 2%, ERKPA
Figure 2: PSS for various degrees d and different feature sizes h in % of the bounding box, with MLS and ERKPA. The sharp
feature is explicitly specified by tagging the point at x = 0. In all images, 3 iterations of the projection operators were applied.
As a more complex example, consider the highly non-
uniformly distributed point set of the Cyberware screwdriver
(Figure 4(a) with a close-up in Figure 4(d)). Again, we com-
pare the classical MLS reconstruction (Figure 4(b) with a
close-up in Figure 4(e)) with the ERKPA reconstruction that
preserves sharp edges (Figure 4(c) with a close-up in Fig-
ure 4(f)). We specified two planes along the planar part of
the screwdriver. Again, the polygonizing artifacts should be
mentally occulted when watching the figure.
We have also implemented the ERKPA projection opera-
tor as a plugin for PointShop 3D, an interactive point-based
modeling tool. Currently, all the functionalities of PointShop
are not available to the ERKPA operator, but we have al-
ready obtained some interesting results. One classical op-
eration during an interactive session under PointShop is to
generate some upsampling in the area of interest. With the
ERKPA operator, this upsampling can be achieved while
maintaining some sharp feature that the user wants to pre-
serve. For example, consider the 6052 points of the Moais
statue that we scanned with our Minolta Vivid 300 scan-
ner (Figure 5(a)). We upsampled the statue to 51701 points.
The resulting point set obtained with classical PSS is shown
c© The Eurographics Association 2005.
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(a) Original cloud
(3900 points)
(b) MLS (c) ERKPA (d) Twisted cloud
(3900 points)
(e) MLS (f) ERKPA
Figure 3: Reconstruction of surface with sharp edges by MLS vs. ERKPA
(a) Original cloud
(40722 points)
(b) MLS (c) ERKPA (d) Close-up (e) Close-up (f) Close-up
Figure 4: Reconstruction of surface with sharp edges by MLS vs. ERKPA
in Figure 5(b). Since the original model has a discontinuity
at the bottom of the hat, we explicitly specified a horizon-
tal circle as the feature curve Λi. The upsampling using our
PSS with sharp features clearly shows the discontinuity at
the bottom of the hat as shown in Figure 5(c).
Let us now study the involved complexity of PSS with
sharp edges. The construction of the discrete form of the ap-
proximation function of Equation (17) requires several ma-
trix and vector multiplications and especially the inversion
of the moment matrix M. The dimension of this matrix M
and the corresponding vectors R and B both depend on the
polynomial degree d and the number k of simultaneous en-
richment functions ei(x,y): 1+k for constant reconstruction,
3+k for linear reconstruction, 6+k for quadratic reconstruc-
tion. Remember that usual values for k are 1 for creases, and
3 for corners. Compared to the smooth case obtained with
MLS, the increase of k in the number of dimensions of M, R,
and B, the evaluation of the k enrichment functions ei(x,y),
as well as the evaluating of the discontinuity curves Λi are
the only complexity penalties when incorporating sharp fea-
tures into PSS with ERKPA.
Note that when defining PSS with sharp features, the nor-
mal of the approximating local reference plane is not the true
surface normal, as shown by Adamson and Alexa [AA04].
Hence, to obtain the correct surface normal, we rather have
to calculate the normal of the local bivariate function f (x,y)
and transform this normal into the global coordinate frame.
Let us finally give some insight to the difference of using
our new PSS with sharp edges compared to the prior solu-
tions to incorporate sharp features in point sets that apply
boolean operations on two different point sets (for example
[AD03, PKKG03, WTG04, XG04, OBA∗03, FSCO05]).
First, applying boolean operations on two different point
sets is easy to perform in 1D, but becomes much harder in
higher dimensions. Second, defining sharp edges (and con-
sequently corners) seems to be possible with boolean op-
erations, but when more general features (defined by the in-
c© The Eurographics Association 2005.







Figure 5: Partial upsampling of a scanned point sets us-
ing MLS vs. ERKPA operator. The desired sharp feature has
been specified by tagging the points. The feature size is lo-
cally determined by using the 50 nearest neighbors.
tersections with the arbitrary surfaces Λi) should be incorpo-
rated, this is not trivial with boolean operations, especially in
3D. Finally, consider again Figure 2 that demonstrates that
the incorporation of the polynomial parts of the approxima-
tion functions of the other side of the discontinuity curve Λi
influences the resulting surfaces.
5. Conclusion
In this paper, we extended Point Set Surfaces, introduced
by Alexa et al. [ABCO∗01, ABCO∗03], to include a sim-
ple definition of sharp features in the reconstructed surfaces.
This is done by replacing the MLS projection operator by an
ERKPA projection operator, that allows not only to repro-
duce polynomials, but also some enrichment functions with
discontinuous derivatives. A user can explicitly specify the
locations of the discontinuous derivatives that generate the
sharp features in the resulting PSS. Thanks to a compactly
supported enrichment function with a user-specifiable sup-
port size, the influence domain of the sharp features can be
perfectly controlled.
In addition to the existing applications of PSS (e.g. point-
based modeling and point-based animation), we believe that
our new projection operator may also find other applica-
tion fields, such as selected noise reduction of scanned sur-
face data or the reconstruction of surfaces from noisy data
while keeping sharp features. The MLS projection operator
has also been successfully used to reconstruct semi-regular
polygonal meshes [MVdF03]. Recently, Shen et al. [SOS04]
used the MLS method to reconstruct a trivariate defining
function of implicit surfaces from polygon soups. We be-
lieve that the ERKPA method can replace the MLS method
in both techniques in order to account for sharp features.
Note that RKPA and MLS are very closely related, as they
share the same mathematical kernel, except that RKPA are
based on a shifted polynomial basis that is better suited from
a numerical implementation point of view [JLA01] when the
shape functions are required. Furthermore, RKPA allows to
reconstruct interpolating rather than approximating surfaces
without requiring the use of a singular kernel function wh by
using a so-called Collocation Preprocessing [Alu00]. This is
subject of current ongoing work.
We are also investigating various other directions for fu-
ture work. First, we are trying to accelerate the evaluation of
the local bivariate function f (x,y), in particular by shifting
the involved matrix inversion of the ERKPA projection oper-
ator into a preprocess. We think that this is possible, at least
for the parts of the domain that are completely out of the
compact support of the enrichment functions ei(x,y). Sec-
ond, we are currently examining the best way to automati-
cally detect features like edges and corners in the point sets
in order to let the user decide between an automatic and a
semi-automatic process to define sharp features. We believe
that we can use a forward search method from robust statis-
tics to detect the sharp features [FSCO05] and couple it with
our method. Finally, we want to study the domain of the PSS
with sharp features, and more precisely how it can be ex-
plicitly defined in terms of the critical points of an energy
function on lines determined by a vector field, following the
work of Amenta and Kil [AK04b, AK04a].
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