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Abstract
The motivation for generalizing the concept of subdifferential is inspired by many real world
applications involving nonsmooth functions. These generalizations are very important tools
for deriving optimality conditions.
In this thesis, first, we consider optimality conditions for optimization problems by intro-
ducing new notions of supporting cones including local and global supporting cones. In the
development of these concepts, we use the notion of the augmented normal cone that has
been frequently considered in the literature. These introduced concepts of supporting cones
together with the so-called weak subdifferentials are used to derive optimality conditions for
local and global optima. Then, the obtained results are extended to reflexive Banach spaces.
Next, optimization problems for topical functions are investigated. They arise in a re-
markable variety of mathematical disciplines such as matrices over the max-plus semiring,
Leontieff substitution systems of mathematical economics, dynamic programming operators
of games and of Markov decision processes and nonlinear operators arising in matrix scal-
ing problems and demographic modelling. In this thesis, we present necessary and sufficient
conditions for global maxima of the difference of two strictly topical functions defined on a
semimodule by using superdifferential of extended valued topical functions.
Finally, we devote the last section to infinite horizon optimization problems, which have
many applications in real world problems; for example, in capacity expansion, equipment
replacement and production planning. The objective of these problems is to find a sequence
of decisions such that the associated cost over an unbounded horizon is optimal. In this
i
thesis, we investigate the mathematical formulation for the horizon optimization that has
been commonly studied in the literature. This involves the description of a mathematical
model to describe the sequence of decisions and associated cost as well as the metric in the
space of infinite decisions that are used to study the convergence of the minimizing sequence.
Moreover, we investigate optimality conditions for the minimum cost of the infinite horizon
optimization by introducing two notions, contingent cone and upper contingent derivative.
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Chapter 1
Introduction
Constrained optimization problems occur naturally in many applications. A simplified form
of such problems can be formulated as finding an optimal value of function f over Ω, that is,
Minimize/Maximize f(x), subject to x ∈ Ω, (1.1)
where Ω is referred to a feasible set. Optimization problems can be divided into large groups
such as convex and nonconvex problems or smooth and nonsmooth problems. Nonconvex
and nonsmooth optimization problems, which are studied in this thesis, generalize some of
the results from [59].
The main results obtained throughout this thesis deal with notions of subdifferentials, su-
perdifferentials and normal cones, which have a crucial role in nonsmooth optimization. The
concept of subdifferential of convex functions, which was introduced by Moreau and Rockafel-
lar [93], is a generalization of the derivative to functions that are not differentiable. Moreover,
the generalized subdifferential for nonconvex functions was introduced by Clarke and Rock-
afellar [21, 22, 25, 27]. Constructing subdifferentials in the standard way and in terms of
directional derivatives gives convex subdifferentials and normal cones. However, convexity is
sometimes a very restrictive assumption, so there is a clear need to study subdifferentials and
normal cones that are not necessarily convex. In this direction, Kruger and Mordukhovich
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[62, 63, 64, 67, 68, 82] introduced the limiting subdifferential that, in general, is not convex.
These generalizations of the derivative and normal cone have been used in many applications
including optimal control, mathematical programming and constrained optimization.
Demyanov and Rubinov ([30]), by using subdifferential and superdifferential, introduced
the concept of quasidifferentiability. It is a convenient tool for constructing a linearization of
the directional derivative for a broad class of nonsmooth functions. One of the main ideas
related to quasidifferentiability is Abstract Convexity, which opens the way for extending
some main ideas and results from classical convex analysis to much more general classes of
functions, mappings and sets.
In the classical convex analysis, the elements of subdifferentials are continuous linear func-
tions, but in the case of abstract convexity, the elements of abstract subdifferentials are not
necessarily linear functions. For example, a special class of concave functions was intro-
duced by Azimov and Gasimov [2, 3], and by using nonlinear functions, the notion of weak
subdifferential was introduced.
The concept of normal cones to convex sets and their properties have been investigated
in [76, 83, 93]. Generalizations of normal cones to nonconvex sets were introduced in [83].
There are approaches to define normal cones based on subdifferentials. For instance, normal
cone can be represented by subdifferential of the distance function.
Normal cones and subdifferentials play a significant role in dealing with optimality con-
ditions in optimization problems. As an example, a well-known optimality condition for
a local minimizer of a real valued convex function f at a point x¯ on a convex set Ω is
0 ∈ N(x¯; Ω) + ∂f(x¯).
In this thesis, two important classes of optimization problems containing minimizing of the
difference of two topical functions and minimizing of the cost of infinite horizon are presented.
Topical functions have many applications in various parts of applied mathematics, in par-
ticular, in the modeling of discrete event systems [42, 43]. They are also interesting as a
tool in the study of the so-called downward sets. Downward sets arise in the study of some
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problems of mathematical economics and game theory and also in the study of inequality sys-
tems involving increasing functions [96]. Recently, topical functions f : X → K and related
classes of functions have been studied in [20, 80, 96, 105], where X is a b-complete idempotent
semimodule over a b-complete idempotent semifield K. Extended valued topical functions
with values in K¯ := K ∪ τ , where τ := supK (possibly does not belong to K), have been
investigated in [6, 108, 109]. In this thesis, one of our major goals is characterization of the
superdifferential of extended valued topical functions defined on a semimodule with values in
a semifield, and necessary and sufficient conditions for global optimality of the difference of
two strictly topical functions defined on a semimodule.
Many important planning problems such as capacity expansion, equipment replacement
and production planning involve sequences of related decisions over an infinite time horizon.
The mathematical formulation of such problems lead to infinite horizon optimization, which
is the optimization problem of selecting a sequence of decisions such that the associated cost
over an unbounded horizon is optimal [9, 10]. Since the cost over an unbounded horizon may
be infinite or diverge, different optimality criteria apart from minimal total cost are required
such as discounting factor, average cost and overtaking optimality.
In many studies an optimal solution/trajectory to an infinite horizon problem is approx-
imated by a sequence of finite horizon optimal solutions. Many algorithms are developed
for finding optimal solution and the results are applied for instance to undiscounted Markov
decision processes and scheduling production problems [10, 101]. In this thesis, we study
stability of trajectories in infinite horizon optimization. We also introduce the notions of
contingent cone and upper contingent derivative to derive optimality conditions for this class
of optimization problems.
3
1.1 Motivation for research
Generalized normal cones and subdifferentails have many applications in mathematical pro-
gramming and optimal control. There are a large number of monographs and articles in-
vestigating and constructing various generalizations of normal cones and subdifferentials (for
details, see Chapter 2). The main purpose of these generalizations is to establish optimality
conditions for a broad class of nonsmooth optimization problems. One of the main goals
of this thesis is to study necessary and sufficient optimality conditions for a broad class of
nonconvex optimization problems. A new supporting cone based on augmented normal cones
is introduced and by using weak subdifferentials, optimality conditions for a large class of
nonconvex problems are given.
Characterizations of superdifferential of topical functions as well as optimality conditions
for minimizing of topical functions defined on semimodules have not been studied, yet. There-
fore, we first give characterizations of the superdifferential of extended valued topical functions
defined on a semimodule with values in a semifield. Next, as an application, we present nec-
essary and sufficient conditions for global maximizers of the difference of two strictly topical
functions defined on a semimodule.
Infinite horizon optimization problems are used in many applications including planning
problems, capacity expansion and equipment replacement. Many algorithms were developed
for finding optimal solution of such problems. Therefore, the stability of optimal trajectories
is the main concern when investigating the convergence of sequences to optimal trajectory
in algorithms. In this thesis, we study the classical and ideal convergence of a minimizing
sequence of trajectories as well as the optimality condition for infinite horizon optimization.
4
1.2 Outline of thesis
This thesis focuses on generalizing augmented normal cones to establish optimality conditions
for a broad class of nonconvex nonsmooth optimization problems. Based on augmented
normal cones, new notions of supporting cones are introduced for local and global supporting
cones. The new notions are employed to define a property of sets at a point, which called
conic gap, and then to characterize nonconvex sets with respect this property.
Next, we establish the necessary and sufficient conditions considered in [59] for local optima,
for a broad class of finite dimensional normed spaces in terms of introduced notions and
weak subdifferentials. Similar investigations are done to derive optimality conditions for
global optima. Finally the obtained results for optimality conditions of global solutions are
extended in reflexive Banach spaces. In the sequel, we investigate optimality conditions for
a nonconvex class of optimization problems, minimizing difference of two topical functions,
by using superdifferentials.
The other optimization problem that is considered, is minimizing of the cost over infinite
horizon in infinite horizon optimization problems. Since stability of optimal trajectories is an
important concern when studying infinite horizon optimization problems, first, we establish
the convergence of a sequence of minimizing trajectories in the sense of ideals and their
particular case called statistical convergence. Then, based on two concepts of contingent cone
and upper contingent cone derivative, optimality conditions for infinite horizon optimization,
are obtained.
1.3 Structure of thesis
In this section, a brief description of the format of the presented thesis (PhD by publication)
is given. An introduction is followed by nine papers with different status of publications,
one accepted paper, seven published and one submitted papers. In chapter two, a literature
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review of generalizations of differentials and normal cones as well as some applications are
provided. Necessary and sufficient conditions via weak subdifferentials and augmented normal
cone, for local and global optimality, is presented in chapter three and four respectively. The
optimality conditions of two important optimization problems are considered in chapter five
and six.
The list of nine papers is presented in the next section after the flow chart.
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Chapter 2
Literature Review
In this chapter, we aim to make a sketch of what has been brought out in the literature with
regard to generalized gradient and normal cone and their characterizations and applications.
The last part of this chapter is devoted to the important class of optimization problems
called infinite horizon optimization and topical functions. The notations and symbols used
throughout this chapter is presented in the next section. Differentiablity properties of convex
functions, normal cone to convex sets and subdifferentials of convex functions are discussed
in subsections 2.2.1, 2.2.2 and 2.2.3 respectively. In the subsections, 2.3.1, 2.3.2, 2.3.3, 2.3.4
and 2.3.6, a variety of subdifferentials and normal cones and related optimality conditions for
nonconvex and nonsmooth optimization problems are considered. Finally, in sections 2.4 and
2.5, we study two important classes of optimization problems where the objective functions
are topical functions and cost over infinite horizon optimization problems respectively.
2.1 Notations
Unless otherwise stated, in this section, X is a real Banach space, its dual space is denoted
by X∗, while 〈., .〉 denotes the pairing between X and X∗. A function ϕ : X → [−∞,+∞]
is called convex, if for all x, y ∈ X, λ ∈ [0, 1] and α, β ∈ R with ϕ(x) < α, ϕ(y) < β, then
ϕ(λx+ (1− λ)y) < αλ+ (1− λ)β.
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A function ϕ : X → [−∞,+∞] is said to be lower semi-continuous at a ∈ X if
lim inf
x→a ϕ(x) ≥ ϕ(a).
A function ϕ is locally Lipschitz at x if
|ϕ(u)− ϕ(v)| ≤ K‖u− v‖,
for some K > 0 and for all u, v in some neighborhood of x.
A function ϕ : X → (−∞,+∞] is positively homogeneous if
ϕ(λx) = λϕ(x) ∀x ∈ X,∀λ > 0.
For a set Ω in X, iΩ denotes the indicator function of Ω
iΩ(x) :=

0, if x ∈ Ω,
∞, x /∈ Ω.
We denote the domain of function ϕ : X → [−∞,+∞] by domϕ, which is defined as
domϕ := {x ∈ X : ϕ(x) < +∞}. The relative interior riΩ of Ω ⊂ X is the interior of Ω with
respect to affine hull of Ω.
A function ϕ : X → (−∞,+∞] is called proper if domϕ 6= ∅.
2.2 Convex problems
Convex analysis starts with the fact that every closed convex set is Chebyshev set and that if
the converse is true [104]. Convex sets and convex functions play an important role in many
optimization problems. In this section, various derivatives relative to convex functions are
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presented. For nondifferentiable functions the notion of subdifferential, that is, a generaliza-
tion of the ordinary derivative is introduced. Finally, by applying subdifferentials and normal
cones, the optimality conditions for convex optimization problems are given.
2.2.1 Differentiablity properties of convex functions
In this subsection, various derivatives relative to extended real-valued convex functions is
considered. As the starting point, the case of one variable functions is discussed. Right and
left derivatives of a function ϕ : R→ (−∞,+∞] are defined by
ϕ
′
+(x¯) := limx→x¯+
ϕ(x)−ϕ(x¯)
x−x¯ , ϕ
′
−(x¯) := limx→x¯−
ϕ(x)−ϕ(x¯)
x−x¯ ,
where x→ x¯+ and x→ x¯− mean x approaches to x¯ from right and left respectively.
The following result shows right and left derivatives of convex functions [86, Lemma
3.15],[110, Theorem 1.6], [117, Theorem 2.1.5].
Theorem 2.2.1. Let ϕ : R → (−∞,+∞] be convex. Then ϕ has a right derivative and a
left derivative at every point x¯ ∈ int (dom ϕ), and
ϕ
′
−(x¯) ≤ ϕ
′
+(x¯).
Moreover, we have
τ ∈ [ϕ′−(x¯), ϕ
′
+(x¯)]⇐⇒ τ(x− x¯) ≤ ϕ(x)− ϕ(x¯).
In addition, the set of points at which the convex function ϕ : R→ R is not differentiable
is at most countable [86, Proposition 3.16] and [110, Section 1.8].
The classical directional derivative defined by Dini [32] is given by
ϕ
′
(x¯;x) := lim
t↓0
ϕ(x¯+ tx)− ϕ(x¯)
t
. (2.1)
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Every convex function ϕ : X → (−∞,+∞] admits classical directional derivative in all
directions x ∈ X at any point of x¯ in its domain [5, 51, 117].
Another differentiable properties of convex functions are Fre´chet and Gaˆteaux differentia-
bility in general spaces.
Definition 2.2.1. A function ϕ : X → (−∞,+∞] is said to be Fre´chet differentiable (or
differentiable) at x¯ if there exists x∗ ∈ X∗ such that
lim
x→x¯
ϕ(x)− ϕ(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖ = 0. (2.2)
ϕ is said to be Gaˆteaux differentiable at x¯ if there exists x∗ ∈ X∗ such that
lim
t↓0
ϕ(x¯+ tx)− ϕ(x¯)
t
= 〈x∗, x〉, ∀x ∈ X. (2.3)
Indeed, when the directional derivative ϕ
′
(x¯; ·) is linear, we say ϕ is Gaˆteaux differentiable
at x¯. Gaˆteaux derivative is denoted by ∇ϕ(x¯).
Fre´chet differentiablity implies Gaˆteaux differentiablility [51, Proposition 1] but the con-
verse is not true. However for convex functions defined on finite dimensional normed vector
spaces, Gaˆteaux and Fre´chet differentiability coincide [117]. In the following result [117,
Proposition 3.3.6], a necessary and sufficient condition for coinciding Fre´chet and Gaˆteaux
derivative of a convex function is given.
Proposition 2.2.2. Let the proper convex function ϕ : X → (−∞,+∞] be continuous and
Gaˆteaux differentiable on a neighborhood of x¯ ∈domϕ. Then ϕ is Fre´chet differentiable at x¯
if and only if ∇ϕ is continuous at x¯, where ∇ϕ is the Gaˆteaux derivative of ϕ at x¯.
Several generalizations of directional derivatives are considered in the literature but in some
of them when the function is convex they reduce to the classical directional derivative. For
example upper Dini directional derivative of ϕ at x¯ ∈dom ϕ in direction x defined by
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D¯ϕ(x¯;x) := lim sup
t↓0
ϕ(x¯+ tx)− ϕ(x¯)
t
(2.4)
is equal to ϕ
′
(x¯;x) when ϕ is convex [73].
2.2.2 Normal cone to convex sets
A convex cone which arises frequently in optimization is the normal cone to a convex set Ω
at a point x¯ ∈ Ω, denoted by N(x¯; Ω), goes back to Minkowski [76]. This is the convex cone
of normal vectors, that is vectors d in X∗ such that 〈d, x− x¯〉 ≤ 0 for all x in Ω. The latter
notion was treated by Fenchel in [37] as consisting of the outward normals to the supporting
half-spaces to Ω at x¯.
Finding the maximum or minimum of a function ϕ relative to a set Ω are fundamental
questions in optimization problems. In this case, the main question may arise is under what
conditions, existance of minimum of the function ϕ : Ω → (−∞,+∞] on the set Ω will be
guaranteed. Therefore, the derivative, its generalizations and normal cones are applied to
derive optimality conditions.
In the following proposition, an optimality condition for local minimizer of a function
ϕ with respect to the classical directional derivative, Gaˆteaux derivative and normal cone
[11, 14] is presented.
Proposition 2.2.3. (First order necessary condition) Suppose that Ω is a convex set
in X, and that the point x¯ is a local minimizer of the convex function ϕ : Ω → (−∞,+∞].
Then for any point x ∈ Ω, ϕ′(x¯;x− x¯) ≥ 0. In particular, if ϕ is Gaˆteaux differentiable at x¯
then the condition −∇ϕ(x¯) ∈ N(x¯; Ω) holds.
2.2.3 Subdifferential of convex functions
Since even convex continuous functions may not be differentiable, an important issue is to
generalize differentiability. The concept of differentiability is developed in convex analysis to
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subgradient of a convex function[18, 77, 78, 79, 92].
Definition 2.2.2. A vector x∗ ∈ X∗ is said to be a subgradient of a convex function ϕ at a
point x¯ ∈ domϕ if
ϕ(x) ≥ ϕ(x¯) + 〈x∗, x− x¯〉 ∀x ∈ X. (2.5)
The equation (2.5) which is referred to as the subgradient inequality has a simple geometric
meaning when ϕ is finite at x¯: it says that the graph of the affine function h(x) = ϕ(x¯) +
〈x∗, x−x¯〉 is a non-vertical supporting hyperplane to the convex set epiϕ at the point (x¯, ϕ(x¯))
i.e. (x∗,−1) ∈ N((x¯, ϕ(x¯)); epiϕ). The set of subgradients of ϕ at x¯ is denoted by ∂ϕ(x¯) and
called (Moreau-Rockafellar) subdifferential. If x¯ /∈ domϕ, define ∂ϕ(x¯) := ∅. If ∂ϕ(x¯) is not
empty, ϕ is said to be subdifferentiable at x¯. It is clear from definition 2.2.2 that ∂ϕ(x¯) is
always a weak∗ closed convex subset of X∗ [18].
By Theorem 2.2.1, subdifferential of a convex function ϕ : R→ (−∞,+∞] at x¯ ∈int(dom
ϕ) is determined by:
∂ϕ(x¯) = [ϕ
′
−(x¯), ϕ
′
+(x¯)].
If ϕ actually has a unique gradient x∗ = ∇ϕ(x¯) at x¯ in the sense of Gaˆteaux (or Fre´chet),
one would in particular have ∂ϕ(x¯) = {∇ϕ(x¯)} [117, Corollary 2.4.10]. The next result
concerns subdifferentiable of functions which are Gaˆteaux differentiable [86, Corollary 3.26].
Proposition 2.2.4. Let ϕ : X → (−∞,+∞] be a convex function. If ϕ is finite and con-
tinuous at x¯ ∈ X and ∂ϕ(x¯) is a singleton x∗, then ϕ is Gaˆteaux differentiable at x¯ and
x∗ = ∇ϕ(x¯).
The next two propositions present conditions under which convex functions are subdiffer-
entiable [5, Proposition 2.36], [86, Corollary 3.28].
Proposition 2.2.5. If a convex function ϕ : X → (−∞,+∞] is (finite and) continuous at
x¯, then ϕ is subdifferentiable at x¯, that is, ∂ϕ(x¯) 6= ∅.
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Proposition 2.2.6. Let ϕ be a convex function on a finite-dimensional normed space X and
let x¯ ∈ri(dom ϕ). Then ∂ϕ(x¯) is nonempty.
In the following result, the relation between classical directional derivative and subgradient
is given [5, Proposition 2.39].
Proposition 2.2.7. Let ϕ : X → (−∞,+∞] be a proper convex function. If ϕ is finite and
continuous at x¯, then
ϕ
′
(x¯;x) = max{〈x∗, x〉 : x∗ ∈ ∂ϕ(x¯)},
and, in general, one has
∂ϕ(x¯) = {x∗ ∈ X∗ : 〈x∗, x〉 ≤ ϕ′(x¯;x), ∀x ∈ X}.
In the general theory of convex optimization, the following trivial consequence of Definition
2.2.2 plays an important role. Indeed, it gives a global optimality condition for convex
functions by applying subdiffferentials.
Proposition 2.2.8. If ϕ is a proper convex function on X, then the minimum (global) of ϕ
over X is attained at the point x¯ ∈ X if and only if 0 ∈ ∂ϕ(x¯).
The next result which is known as Pshenichnyi-Rockafellar theorem concerns an optimality
condition of the convex function ϕ : Ω → (−∞,+∞] which is a consequence of Moreau-
Rockafellar theorem.
Theorem 2.2.9. Let ϕ : Ω→ (−∞,+∞] be a proper convex function and Ω be a convex set.
Suppose that either domϕ∩intΩ 6= ∅, or there exists x0 ∈domϕ∩Ω, where ϕ is continuous at
x0. Then, x¯ is a minimum of ϕ if and only if ∂ϕ(x¯) ∩ (−N(x¯; Ω)) 6= ∅.
Let us describe the notion of the normal cone to a convex set in terms of subdifferentials. A
simple interpretation of the subdifferential of a function can be given in terms of the normal
cone to its epigraph. An important special case of subgradients is the case where ϕ is the
indicator of a non-empty convex set Ω. Then, x∗ ∈ ∂iΩ(x¯) if and only if
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〈x∗, x− x¯〉 ≤ 0, ∀x ∈ Ω,
i.e. x∗ is normal to Ω. Thus ∂iΩ(x¯) is the normal cone to Ω at x¯, i.e. ∂iΩ(x¯) = N(x¯; Ω).
The concept of subgradient extends to -subgradient which is called approximate subgra-
dient [18]. In practice for example for solving numerically problems using computers it is
possible to determine the subgradients only approximately. In this sense the following notion
of subgradient reveals itself to be useful.
Definition 2.2.3. Let ϕ be a proper convex function. For each  > 0, we define a set ∂ϕ(x¯)
of “-subgradients” of ϕ at x¯ by
∂ϕ(x¯) := {x∗ ∈ X∗ : ϕ(x) ≥ ϕ(x¯) + 〈x∗, x− x¯〉 − }. (2.6)
Similar to what we have in Proposition 2.2.7, the relation of -subgradient and -directional
derivative is considered in Rn by Rockafellar [93] and then in general cases by Hiriart-Urruty
[48] (see [117, Theorem 2.4.11]).
Theorem 2.2.10. Let ϕ : X → (−∞,+∞] be a proper convex function, x¯ ∈domϕ,  ∈
(0,+∞). Then for any x ∈ X
ϕ
′
(x¯;x) = sup{〈x∗, x〉 : x∗ ∈ ∂ϕ(x¯)},
where
ϕ
′
(x¯;x) = inft>0
ϕ(x¯+tx)−ϕ(x¯)+
t .
ϕ
′
(x¯;x) is an extension of the classical directional derivative. We say that x¯ ∈ Ω is a local
- (minimum) solution of ϕ : Ω → R¯ if ϕ(x¯) ≤ infx∈Ω ϕ(x) + . We can have optimality
conditions similar to Proposition 2.2.8 for local -(minimum) solution (see [117, Proposition
2.5.9]).
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2.3 Nonsmooth and nonconvex problems
Nonsmooth and nonconvex analysis had its origins in the early 1970’s when control theo-
rists and nonlinear programmers attempted to deal with necessary optimality conditions for
problems with nonsmooth data or nonsmooth functions. To deal with nonsmoothness and
nonconvexity, various kinds of generalized derivatives and normal cones have been introduced.
First we present the concept of subdifferentials that encompasses both the notion of deriva-
tive and the notion of subdifferential. The main advantages of these concepts are their close
relationships with corresponding notions of derivatives and the fact that they provide rather
accurate approximations. The following definition introducing Fre´chet subdifferential is ob-
tained as a simple one-sided modification of the concept of Fre´chet derivative (see Definition
2.2.1).
2.3.1 Fre´chet subdifferentials and normal cones
Fre´chet subdifferentials have been known for more than forty years. First they were intro-
duced in finite dimensions in [7] (under the name “lower semidifferentials”). Some of their
properties in an infinite-dimensional setting is investigated in [60, 61, 65].
Definition 2.3.1. Given a function ϕ : X → R¯ and finite at x¯ ∈ X. The Fre´chet subdiffer-
ential of ϕ at x¯ is the set of ∂Fϕ(x¯) of x
∗ ∈ X∗ satisfying the following property: for every
 > 0 there exists some δ > 0 such that
ϕ(x)− ϕ(x¯)− 〈x∗, x− x¯〉 ≥ −‖x− x¯‖, ∀x ∈ B(x¯, δ). (2.7)
In other words, x∗ ∈ ∂Fϕ(x¯) if and only if
lim inf
x→x¯
ϕ(x)− ϕ(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖ ≥ 0. (2.8)
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If ∂Fϕ(x¯) 6= ∅, we say ϕ is Fre´chet subdifferentiable at x¯. Define ∂Fϕ(x¯) = ∅, if ϕ is not
finite at x¯. Fre´chet subdifferential is weak∗ closed and convex and its elements are called
Fre´chet subgradients (regular subgradients [94]). Obviously, the subdifferential in Definition
2.2.2 is contained in Fre´chet subdifferential. If ϕ is convex, then two subdifferentials coincide.
Clearly, if ϕ is not convex, Moreau-Rockafellar subdifferentials in definition 2.2.2 is a very
restrictive notion that cannot be very useful. ∂Fϕ(x¯) characterizes local properties of ϕ near
x¯. For example Fre´chet subdifferentiability implies lower semicontinuity [65, Proposition 1.7].
Definition 2.3.1 of the Fre´chet subdifferential can be reformulated in the following way [65,
Proposition 1.5].
Proposition 2.3.1. x∗ ∈ ∂Fϕ(x¯) if and only if there exists a function g : X → R such that
• g(u) ≤ ϕ(u) for any u ∈ X and g(x¯) = ϕ(x¯);
• g is Fre´chet differentiable at x¯ and ∇g(x¯) = x∗.
In addition, one can consider a Fre´chet superdifferential
∂+F ϕ(x¯) = {x∗ ∈ X∗ : lim sup
x→x¯
ϕ(x)− ϕ(x¯)− 〈x∗, x− x¯〉
‖x− x¯‖ ≤ 0}. (2.9)
Clearly
∂F (−ϕ)(x¯) = −∂+F ϕ(x¯).
Fre´chet superdifferential is also weak∗ closed and convex. While set in Definition 2.3.1
consists of linear continuous functions “supporting” ϕ from below, functions in (2.9) “sup-
port” ϕ from above. Clearly, when ϕ is not differentiable, the sets ∂Fϕ(x¯) and ∂
+
F ϕ(x¯) may
not non-empty and equal. The following is a result that shows Fre´chet subdifferential and
superdifferential are nonempty and equal when the function ϕ is Fre´chet differentiable[65,
Proposition 1.3].
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Proposition 2.3.2. Let ϕ be Fre´chet differentiable (∇ϕ(x¯) exists) at x¯. In this case, one
has
∂Fϕ(x¯) = ∂
+
F ϕ(x¯) = {∇ϕ(x¯)}.
Note that Gaˆteaux differentiable functions can be Fre´chet nonsubdifferentiable [65, Ex-
ample 1.4]. Both sets ∂Fϕ(x¯) and ∂
+
F ϕ(x¯) can be simultaneously empty [65, Example 1.2].
Indeed, if the set ∂Fϕ(x¯) is a singletone, then may not the differentiability of ϕ at x¯ [65,
Example 1.3].
In the nonconvex case, the definition of normal cone in subsection 2.2.2 has been modified
to Fre´chet normal cone.
Definition 2.3.2. The Fre´chet normal cone NF (x¯; Ω) to a subset Ω of X at x¯ ∈ Ω is
x∗ ∈ NF (x¯; Ω)⇔ lim sup
x →
x 6=x¯
x¯
〈x∗, x− x¯〉
‖x− x¯‖ ≤ 0. (2.10)
NF (x¯; Ω) is a weak
∗ closed and convex cone closely related to the subdifferential defined
above. Fre´chet normal cone generalizes the corresponding notion of convex analysis [65,
Proposotion 1.19]. In the following, we state simple properties of Fre´chet normal cones for
the set Ω at x¯ ∈ Ω [65, Proposition 1.20, 1.21, 1.22, 1.26, 1.27, 1.29].
(i) NF (x¯; Ω) = NF (x¯; clΩ).
(ii) Let Ω be a cone. Then
NF (λx¯; Ω) = NF (x¯; Ω) for any λ > 0.
(iii) Let Ω = Ω1 ∩ Ω2. Then
NF (x¯; Ω2) +NF (x¯; Ω1) ⊂ NF (x¯; Ω).
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(iv) If Ω
′ ⊂ Ω, then
NF (x¯; Ω) ⊂ NF (x¯; Ω′).
(v) Let Ω = Ω1 + Ω2, x¯ = x1 + x2, xi ∈ Ωi, i=1,2. Then
NF (x¯; Ω) ⊂ NF (x1; Ω1) ∩NF (x2; Ω2).
(vi) Let X = X1 ×X2, Ω = Ω1 × Ω2, x¯ = (x1, x2), xi ∈ Ωi ⊂ Xi, i=1,2. Then
NF (x¯; Ω) = NF (x1; Ω1)×NF (x2; Ω2).
Fre´chet subdifferentials and directional derivatives
Fre´chet subdifferentials are defined directly without invoking any local approximations of a
function. In the following some kind of directional derivative of nonsmooth functions are
considered which is closely related to Fre´chet subdifferentials. Subderivative [7, 53, 55, 87,
88, 94] and weak subderivative [60, 97] of function ϕ at x¯ ∈ Ω in direction z ∈ Ω are defined
as follows:
dϕ(x¯)(z) = lim inf
y
t↓0→z
ϕ(x¯+ ty)− ϕ(x¯)
t
, (2.11)
dwϕ(x¯)(z) = lim inf
y
w→z,t↓0
ϕ(x¯+ ty)− ϕ(x¯)
t
, (2.12)
where y
w→ z means that y tends to z in the weak topology of X. dϕ(x¯)(z) and dwϕ(x¯)(z) are
positively homogenous functions from X into R∪{±∞}, lower semincontinuous in the norm
and the weak topology of X. The inequality
dwϕ(x¯)(z) ≤ dϕ(x¯)(z),
holds for any z ∈ X. If dimX < ∞, then both subderivatives coincide. In general, the
functions are different and they can differ from the usual directional derivative. There are
21
conditions on function ϕ under which the subderivative reduces to the usual directional
derivative at x¯ in direction z [34, 51, 85].
dwϕ(x¯)(z) is in a sense the lowest possible directional derivative. The following result
shows its close relation with Fre´chet subdifferential [65, Propositon 1.17].
Proposition 2.3.3. The following inclusion holds:
∂Fϕ(x¯) ⊂ {x∗ ∈ X∗ : dwϕ(x¯)(z) ≥ 〈x∗, z〉 ∀z ∈ X}. (2.13)
If X is reflexive, then in (2.13) the equality holds.
Approach to relate Fre´chet normals with distance function
Another approach to defining Fre´chet normal cone is based on considering the subdifferential
of distance function. Recall that the distance function to Ω is defined by the formula
dΩ(x¯) = infx∈Ω ‖x¯− x‖.
Proposition 2.3.4. [60, 65] ∂FdΩ(x¯) = {x∗ ∈ NF (x¯; Ω) : ‖x∗‖ ≤ 1}.
The following corollary gives an equivalent definition of Fre´chet normal cone.
Corollary 2.3.5. NF (x¯; Ω, ) = {λx∗ : λ > 0, x∗ ∈ ∂FdΩ(x¯)}.
Approach to relate Fre´chet subdifferential and Fre´chet normal cone
The converse is also true: Fre´chet subdifferential of an arbitrary function can be equivalently
defined through Fre´chet normal cone to its epigraph [65, Proposition 1.31, Corollary 1.31.1].
Corollary 2.3.6. ∂Fϕ(x¯) = {x∗ ∈ X∗ : (x∗,−1) ∈ NF ((x¯, ϕ(x¯)); epiϕ)}.
2.3.2 Dini-Hadamard subdifferentials and normal cones
Another closely related notion is the notion of directional or contingent subdifferential. This
notion was introduced by Bouligand for non differentiable functions [15, 16, 17].
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Definition 2.3.3. Given function ϕ : X → R¯ and finite at x¯. Dini-Hadamard or Bouligand
or contingent subdifferential of ϕ : X → R¯ at x¯ is the set of ∂Dϕ(x¯) of x∗ ∈ X∗ satisfying
the following property: for every x¯ ∈ X and  > 0 there exists some δ > 0 such that
ϕ(x¯+ tu)− ϕ(x¯)− 〈x∗, tu〉 ≥ −t, ∀(t, u) ∈ (0, δ)×B(x¯, δ). (2.14)
In other words, x∗ ∈ ∂Dϕ(x¯) if and only if
lim inf
u→
t↓0
x
ϕ(x¯+ tu)− ϕ(x¯)− 〈x∗, tu〉
t
≥ 0. (2.15)
Thus, one has
∂Fϕ(x¯) ⊂ ∂Dϕ(x¯).
Let us consider some elementary properties of the Dini-Hadamard subdifferentials [86,
Proposition 4.6, 4.8, 4.9, 4.10, 4.11, 4.12]. Most of these properties are common for Fre´chet
subdifferentials and Dini-Hadamard subdifferentials [65].
Proposition 2.3.7. If X is finite-dimensional, then ∂Fϕ(x¯) = ∂Dϕ(x¯).
Proposition 2.3.8. The subdifferentials ∂F and ∂D are local in the sense that if f and g
coincide on some neighborhood of x¯, then ∂F f(x¯) = ∂F g(x¯) and ∂Df(x¯) = ∂Dg(x¯).
Proposition 2.3.9. If ϕ is a convex function, then ∂Fϕ(x¯) and ∂Dϕ(x¯) coincide with
Moreau-Rockafellar subdifferential ∂ϕ(x¯):
∂Fϕ(x¯) = ∂Dϕ(x¯) = ∂ϕ(x¯) = {x∗ ∈ X∗ : ϕ(x)− ϕ(x¯) ≥ 〈x∗, x− x¯〉, ∀x ∈ X}.
Proposition 2.3.10. For every function ϕ and finite at x¯, ∂Fϕ(x¯) (resp. ∂Dϕ(x¯)) is a closed
(resp. weak∗ closed) convex subset of X∗.
Proposition 2.3.11. Let f ≤ g and f(x¯) = g(x¯) is finite. Then
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∂F f(x¯) ⊂ ∂F g(x¯), ∂Df(x¯) ⊂ ∂Dg(x¯).
The following results show the necessary conditions by using Fre´chet and Hadamard sub-
differentials..
Theorem 2.3.12. If ϕ attains a local minimum at x¯, then one has 0 ∈ ∂Fϕ(x¯) and 0 ∈
∂Dϕ(x¯).
Proposition 2.3.13. If f + g attains a local minimum at x¯ and if f is Fre´chet differentiable
(resp. Hadamard differentiable) at x¯, then
−f ′(x¯) ∈ ∂F g(x¯) (resp− ∂f ′(x¯) ∈ ∂Dg(x¯)),
Corresponding to Dini-Hadamard subdiferential, Dini-Hadamard normal cone is defined.
Definition 2.3.4. The Dini-Hadamard normal cone ND(x¯; Ω) to a subset Ω of X at x¯ ∈ clΩ
is
x∗ ∈ ND(x¯; Ω)⇔ lim sup
u→
t↓0
x,x¯+tu∈Ω
〈x∗, (x¯+ tu)− x¯〉
t
≤ 0. (2.16)
It is important to relate normal cone to the notion of subdifferential. In the next result,
the subdifferential of indicator function is defined as normal cone in Definitions 2.3.4 and
2.3.2 [86, Proposition 4.13].
Proposition 2.3.14. For every subset Ω of a normed space X and for every x¯ ∈ clΩ, the
Fre´chet normal cone and the directional normal cone to Ω at x¯ coincide with the corresponding
subdifferentials of the indicator function of Ω: we have, respectively
ND(x¯; Ω) = ∂DiΩ(x¯) and NF (x¯; Ω) = ∂F iΩ(x¯). (2.17)
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Another characterization of directional subdifferential in terms of directional normal cone
for the set epigraph ϕ is considered in the following proposition [86, Corollary 4.15].
Proposition 2.3.15. The directional subdifferential ∂Dϕ(x¯) of ϕ at x¯ ∈ domϕ and the
normal cone ND((x¯, ϕ(x¯)), epiϕ) are related by the following equivalence:
x∗ ∈ ∂Dϕ(x¯)⇔ (x∗,−1) ∈ ND((x¯, ϕ(x¯)); epiϕ). (2.18)
Now, a formulation for optimality criteria based on normal cone is presented.
Proposition 2.3.16. If ϕ attains a local minimum at x¯ on a subset Ω of X and if ϕ is
Fre´chet differentiable, (resp. Hadamard differentiable) at x¯, then we have, respectively
−ϕ′(x¯) ∈ NF (x¯; Ω),−ϕ′(x¯) ∈ ND(x¯; Ω).
2.3.3 Clarke subdifferentials and normal cones
Another attractive construction of generalized normal cones and subdifferentials is Clarke’s
directional derivative of locally Lipschitzian functions in Banach spaces which was introduced
in [22, 26].
Definition 2.3.5. Clarke’s directional derivative of ϕ at x¯ in the direction x ∈ X, denoted
by
ϕ◦(x¯;x) = lim sup
y→
t↓0
x¯
ϕ(y + tx)− ϕ(y)
t
. (2.19)
The function of directions x 7→ ϕ◦(x¯;x) is convex. Motivation for defining this directional
derivative was to derive necessary optimality conditions for optimal control problems. The
theory of Clarke directional derivative has been applied to a wide variety of problems in anal-
ysis, mathematical programming , optimal control and calculus of variations and computation
[23, 25, 27, 28, 46, 47, 52, 114].
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After introducing Clarke’s directional derivative, the corresponding subdifferential of ϕ at
x¯ is defined as
∂Cϕ(x¯) := {x∗ ∈ X∗ : ϕ◦(x¯;x) ≥ 〈x∗, x〉}. (2.20)
In the following, we proceed to discuss some of the fundamental results of Clarke generalized
gradient [1, Proposition 1,3,4, 6].
• ∂Cϕ(x¯) is a nonempty convex subset of X∗. It is closed in the strong topology of X∗
and bounded by Lipschits modulus K; Moreover, ∂Cϕ(x¯) is weak
∗ compact.
• ϕ◦(x¯;x) is the support function of ∂Cϕ(x¯). This means that for any x ∈ X, we have
ϕ◦(x¯;x) = max{〈x, x∗〉 : x∗ ∈ ∂Cϕ(x¯)〉}. (2.21)
• If ϕ attains a local minimum or maximum at x¯, then 0 ∈ ∂Cϕ(x¯).
• If ϕ is convex, then ∂C(ϕ)(x¯) coincides with the subdifferential in the sense of convex
analysis (Definition 2.2.2).
• If ϕ admits a continuous Gaˆteaux derivative, then ∂Cϕ(x¯) = {∇ϕ(x¯)}. When X = Rn,
∂Cϕ(x¯) reduces to singleton set ξ if and only if ϕ is convex and Fre´chet differentiable
and ∇ϕ(x¯) = ξ.
Clarke’s directional derivative ϕ◦(x¯;x) may not reduce to the classical one ϕ′(x¯;x) even for
simple real functions like ϕ(x) = −|x| at x¯ = 0. Thus it leads to Clarke regularity definition.
Definition 2.3.6. We say ϕ is Clarke regular at x¯ if for every x ∈ X
ϕ◦(x¯;x) = ϕ
′
(x¯;x). (2.22)
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Convex functions, continuously differentiable functions and certain quasidifferentiable func-
tions are Clarke regular at every point [26, 70].
Third step of Clarke generalized gradient is definition of normal cone. Clarke normal cone
for nonempty closed subset Ω of X at x¯ is defined as subdifferential of the distance function
(∂CdΩ) in formula (2.20) where dΩ(x¯) = inf{‖x¯− x‖ : x ∈ Ω}. Since dΩ is locally Lipschitz,
its generalized directional derivative as defined in definition 2.3.5 exists. Clarke normal cone
denoted by NC(x¯,Ω) is a closed cone in X
∗ generated by dΩ(x¯). In the next theorem all
application of Clarke generalized gradient and normal cone is discussed [24].
Consider the problem of minimizing ϕ(x) subject to x ∈ Ω, hj(x) = 0 (i ∈ I) and gi(x) ≤
0 (j ∈ J), where the functions involved are locally Lipschitz and I, J are finite index sets.
Theorem 2.3.17. If x¯ solves the above problem, then there exist scalars λ > 0, sj (j ∈ J),
ri ≥ 0 (i ∈ I) not all zero such that rigi(x) = 0 and such that
∂Cϕ(x¯) +
∑
j∈J
sj∂Chj(x¯) +
∑
i∈I
ri∂Cgi(x¯) ∈ −NC(x¯; Ω).
It is well known that Clarke’s subdifferential of Lipschitzian functions is not contained in
the corresponding subdifferential in convex analysis sense. For example, Ioffe in [54, 56],
shows that in finite dimensional case, Clarke’s normal cone is the convex closure of the
corresponding approximate normal cone and also approximate normal cone is always smaller
than Clarke subdifferential. Clarke subdifferential in many cases is too large and thus it is
not very useful in necessary optimality conditions. For example, as the trivial one, consider
minimizing −|x| over R; clearly 0 ∈ ∂Cϕ(x¯) while x¯ is far removed from the minimum that
can be directly detected by other necessary conditions for minimization.
2.3.4 Limiting Fre´chet subdifferntials and normal cones
The minimality of the limiting Fre´chet subdifferential constructions in comparison to general
classes of subdifferentials and Clarke subdifferential is established in [62, 63, 68]. The original
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nonconvex limiting Fre´chet normal cone to closed sets in finite dimensional spaces introduced
by Kruger and Mordukhovich [81, 84]
N¯(x¯; Ω) = lim sup
x→x¯
[cone(x− u(x; Ω))] (2.23)
where
u(x,Ω) := {w ∈ Ω : ‖x− w‖ = d(x; Ω)}.
The corresponding limiting Fre´chet subdifferential is defined for lower semi-continuous
extended-real-valued functions as:
∂¯ϕ(x¯) := {x∗ ∈ X∗ : (x∗,−1) ∈ N¯((x¯, ϕ(x¯)); epiϕ)}. (2.24)
The initial motivation of mentioned subdifferential and normal cone came from the inten-
tion to derive necessary optimality conditions for optimal control problems with endpoint
geometric constraints by passing to the limit from free endpoint control problems, which are
much easier to handle [66, 81, 84].
Then the concept of limiting Fre´chet normal cone was extended to infinite-dimensional
Banach spaces as sequential limits of -normals introduced by Kruger and Mordukhovich
[62, 64, 67, 68, 81, 82]. In this section, when we write x
Ω−→ x¯, this means x→ x¯ and x ∈ Ω.
Definition 2.3.7. (Generalized normals) Let Ω be a nonempty subset of X.
(i) Given x ∈ Ω and  ≥ 0, define the set of -normals to Ω at x by
N(x,Ω) := {x∗ ∈ X∗ : lim sup
u
Ω−→x
〈x∗, u− x〉
‖u− x‖ ≤ }. (2.25)
When  = 0, elements of (2.25) are called Fre´chet normals and their collection, denoted by
NF (x; Ω), is the Fre´chet normal cone to Ω at x. If x /∈ Ω, we put N(x; Ω) := ∅ for all  ≥ 0.
(ii) Let x¯ ∈ Ω. Then x∗ ∈ X∗ is a limiting Fre´chet normal to Ω at x¯ if there are sequences
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k ↓ 0, xk Ω−→ x¯, and x∗k
w∗−→ x¯ such that x∗k ∈ Nk(xk; Ω) for all k ∈ N . The collection of
such normals
N¯(x¯; Ω) := lim sup
x
↓0→ x¯
N(x; Ω) (2.26)
is the limiting Fre´chet normal cone to Ω at x¯. Put N¯(x¯,Ω) := ∅ for x¯ /∈ Ω.
Limsup in definition 2.3.7 denotes the sequential Kuratowski-Painleve´ upper limit of the
sets N(x; Ω).
The following theorem describes the limiting Fre´chet normal cone to subsets Ω ⊂ Rn
that are locally closed around x¯ [83, Proposition 1.6]. The latter means that there is a
neighborhood U of x¯ for which Ω ∩ U is closed.
Theorem 2.3.18. (Limiting normals in finite dimensions) Let Ω ⊂ Rn be locally closed
around x¯ ∈ Ω. Then the following representations hold:
N¯(x¯; Ω) := lim
x→x¯ supNF (x; Ω),
N¯(x¯; Ω) := lim sup
x→x¯
[cone(x− u(x; Ω))].
The first representation of the limiting normal cone in the previous theorem holds in any
Asplund space [83, Theorem 2.35].
Observe that both Fre´chet normal cone NF (·,Ω) and limiting Fre´chet normal cone N¯(·,Ω)
are invariant with respect to equivalent norms on X while the -normal sets N(·; Ω) depend
on the given norm ‖ · ‖ if  > 0. Note also that for each  ≥ 0 the sets (2.25) are obviously
convex and closed in the norm topology of X∗; hence they are weak∗ closed in X∗ when X is
reflexive. In contrast to (2.25), the limiting Fre´chet normal cone (2.26) may be nonconvex.
Limiting Fre´chet subdifferentials are defined through limiting Fre´chet normals to epigraphs.
Definition 2.3.8. Consider a function ϕ : X → R¯ and a point x¯ ∈ X with |ϕ(x¯)| < +∞.
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The set
∂¯ϕ(x¯) := {x∗ ∈ X∗ : (x∗,−1) ∈ N¯((x¯, ϕ(x¯)); epiϕ)} (2.27)
is the limiting Fre´chet subdifferential of ϕ at x¯, and its elements are limiting Fre´chet subgra-
dients of ϕ at this point. We put ∂¯ϕ(x¯) := ∅ if |ϕ(x¯)| =∞.
In [83, Proposition 1.79] and [62, 63], equality of limiting Fre´chet normal cone and limiting
Fre´chet subdifferential of indicator function is shown. The following is an equivalent definition
for limiting Fre´chet subdifferentials in Asplund spaces (See Theorem 2.3.18).
Definition 2.3.9. Let ϕ : X → R¯ is lower semicontinous in neighborhood of x¯. A limiting
Fre´chet subdifferntial is defined
∂¯Fϕ(x¯) := {x∗ ∈ X∗ : ∃{xk} ⊂ X, {x∗k} ⊂ X∗ such that;
xk
ϕ→ x¯, x∗k w
∗→ x∗, and x∗k ∈ ∂F (xk), k = 1, 2, 3, ...}. (2.28)
The notation xk
ϕ→ x¯ and x∗k
w∗→ x∗ mean respectively xk → x¯ with ϕ(xk) → ϕ(x¯) and x∗k
converges to x∗ in the weak∗ topology of X∗. In [94], the elements of 2.28 are referred to as
general subgradients.
One can rewrite Definition 2.3.9 in the following way:
∂¯Fϕ(x¯) = lim sup
x
ϕ→x¯
∂Fϕ(x).
2.3.5 Quasidifferentials
Many different approaches such as directional derivatives and Clarke subdifferentials have
been studied to approximate broad classes of nonsmooth functions. Construction of some
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of these approaches are defined in terms of families of linear functions and some requires a
special linearization procedure.
The main tool, gradient, in smooth analysis is a point in dual space; the main tool, sub-
differential, in convex analysis a convex set and finally the main tool, quasidifferential, in
quasidiffenertial calculus is a pair of convex sets called subdifferential and superdifferential.
Denote by P and Q the set of all continuous sublinear and suplinear functions defined on
X, respectively. Let p ∈ P , the the set
∂p = {µ ∈ X∗ : µ(x) ≤ p(x) ∀x ∈ X}, (2.29)
is called the sudifferential of function p.
Let q ∈ Q, the set
∂q = {ν ∈ X∗ : ν(x) ≥ q(x) ∀x ∈ X}, (2.30)
is called the superdifferential of function q.
Both subdifferential and superdifferential are nonempty convex w∗ compact subsets of X∗.
Let ϕ be a function defined on an open set Ω ⊂ X. We say ϕ is quasidifferentiable at some
point x¯ ∈ Ω, if the directional derivative of ϕ, ϕ′(x¯;x) exists and it can be represented as p+q
where p ∈ P and q ∈ Q. The function p and q can be linearized by ∂p and ∂q, respectively:
p(x) = max
µ∈∂p
µ(x);
q(x) = min
ν∈∂q
ν(x).
Now the optimality condition for quasidifferentiabe is presented in the next result .
Theorem 2.3.19. Let ϕ be a quasidifferentiable function at point x¯ ∈ X and K be a convex
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cone in X. Then
min
u∈K
ϕ
′
(x¯;u) = 0 if and only if − ∂ϕ(x¯) ⊂ ∂(x¯)−K∗.
2.3.6 Augmented subdifferentials and normal cones
In [2, 3], the notion of supporting cone was introduced that led to so-called the weak subd-
ifferentials. To eliminate duality gap in nonconvex programming, an augmented lagrangian
is used that is constructed by supporting cones [3, 40, 41]. Later in [57], the concept of aug-
mented dual cone is introduced in Banach spaces and a special class of sublinear functions
is defined by using the elements of augmented dual cone. Recentely, these concepts are used
in [58, 59] to obtain necessary and sufficient conditions of optimality for a wide range of
nonconvex and nonsmooth problems in the Euclidean space.
In most cases by using different subdifferentials and normal cones only the necessary part
of the optimality condition could be obtained for a nonconvex case. On the other hand, these
generalizations do not satisfy the main property of the classical subgradient for nonconvex
functions which is linear continuous functions to support the epigraph of functions from below.
For example, let function ϕ : R → R be defined as ϕ(x) = −|x|. Then, Clarkes directional
derivative is ϕ◦(x¯;x) = |x| for all x and ∂Cϕ(x¯) = [−1, 1]. A similar interpretation is also valid
for limiting Fre´chet subdifferential, which is defined for this functions as ∂Mϕ(x¯) = {−1, 1}.
It is clear the elements of these subdifferentials cannot support the epigraph of functions.
In the following, augmented normal cone and weak subdifferential are defined.
Definition 2.3.10. Let Ω ⊂ X. Augmented normal cone is defined by
NA(x¯; Ω) := {(x∗, α) ∈ X∗ ×R : 〈x∗, x− x¯〉+ α‖x− x¯‖ ≤ 0 ∀x ∈ Ω}, (2.31)
Definition 2.3.11. Let ϕ : X → R be a function. Weak subdifferential of function ϕ is
defined as
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∂wϕ(x¯) := {(x∗, α) ∈ X∗ ×R : ϕ(x)− ϕ(x¯) ≥ 〈x∗, x− x¯〉+ α‖x− x¯‖ ∀x ∈ Ω}. (2.32)
Weak subdifferential is a closed and convex set. A generalization of the necessary and
sufficient condition is presented by Kasimbeyli and Mammadov [59, Theorem5, Theorem6]
for special class of nonconvex functions and nonconvex sets.
Theorem 2.3.20. Let Ω ⊂ Rn and let ϕ : Ω→ R be a given function. Assume that x¯ ∈ Ω is
a minimizer of ϕ over Ω, Ω is cone-shaped at x¯ and Ω \ x¯ = ∅. Let the directional derivative
ϕ
′
(x¯; ·) of ϕ at x¯ be lower semicontinuous on K = cone(Ω−x¯) and the following two conditions
hold:
• there exists δ > 0 such that ϕ(x)− ϕ(x¯) ≥ δϕ′(x¯;x− x¯) for all x ∈ Ω,
•
β(x¯) = inf{ϕ(x¯;h) : h ∈ K ∩U} > 0.
Then,
(0, 0) ∈ ∂wϕ(x¯) +NA(x¯; Ω).
Theorem 2.3.21. If (0, 0) ∈ ∂wϕ(x¯)+NA(x¯; Ω), then x¯ ∈ Ω is a minimum point of function
ϕ on Ω.
Similar to Proposition 2.2.7, weak subdifferential is described by classical directional deriva-
tive ([59, Theorem 1]).
Theorem 2.3.22. Let Ω ⊂ Rn be starshaped with respect to x¯ ∈ Ω and let ϕ : Ω → R be a
given function. Suppose that ϕ has a directional at x¯ in every direction x− x¯ with arbitrary
x ∈ Ω and
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ϕ(x)− ϕ(x¯) ≥ ϕ′(x¯, x− x¯), for all x ∈ Ω.
In addition, let the directional derivative ϕ
′
(x¯; ·) of ϕ at x¯ be lower semicontinuous on
K = cone(Ω− x¯) and
inf{ϕ′(x¯;h) : h ∈ K ∩U} > −∞.
Then
ϕ
′
(x¯;h) = sup{〈x∗, h〉+ α‖h‖ : (x∗, α) ∈ ∂wϕ(x¯), α ≤ 0}, ∀h ∈ K.
2.4 Topical functions
Topical functions have applications in cycle time [44] and discrete event systems [4, 42, 43].
Discrete event systems provide a useful abstraction for modelling a wide variety of systems:
digital circuits, communication networks, manufacturing plants and etc.
In [80], topical functions are characterized by the fact that the Fenchel-Moreau conjugate
function and the conjugate function of type Lau admit very simple explicit descriptions in
ordered Banach spaces. Most of these results have been obtained by Rubinov and Singer in
finite dimensional case (see [96, 106]).
Idempotency
The word idempotency [29] signifies the study of semirings in which the addition operation is
idempotent: a+ a = a. The best-known example is the max-plus semiring, consisting of the
real numbers with negative infinity adjoined in which addition is defined as max(a, b) and
multiplication as a+b, the latter being distributive over the former. Interest in such structures
arose in the late 1950s through the observation that certain problems of discrete optimisation
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could be linearised over suitable idempotent semirings. More recently the subject has es-
tablished intriguing connections with automata theory, discrete event systems, nonexpansive
mappings, nonlinear partial differential equations, optimisation theory and large deviations.
In the papers [107, 108] the functions defined on a b-complete idempotent semimodule X
over a b-complete idempotent semifield K = (K,
⊕
,
⊗
), with values in K, where K may (or
may not) contain a greatest element sup K, and the residuation xy is not defined for x ∈ X
and y = inf X. In [108, 109], it has been assumed that K does not have any greatest element,
then the greatest element τ = sup K is added to K and also the operations
⊕
and
⊗
in K
are extended to K¯ := K ∪ τ , therefore, for any x ∈ X, obtain a meaning for x/ inf X, and
study functions with values in K. In fact we consider two different extensions of the product⊗
from K to K¯, denoted by
⊗
and
⊗˙
respectively, and use them to give characterizations
of topical functions.
2.5 Infinite horizon optimization
Many important planning problems such as capacity expansion, equipment replacement and
production planning involve sequences of related decisions over an infinite time horizon. The
mathematical formulation of such problems leads to infinite horizon optimization which is the
optimization problem of selecting an infinite sequence of decisions such that the associated
cost over an unbounded horizon is minimum [9, 10, 33, 35, 74, 75, 90, 91, 100].
In many studies, an optimal solution/trajectory of an infinite horizon optimization problem
is approximated by a sequence of finite horizon optimal solutions [10, 100, 101, 102, 103]. The
approximation of the infinite horizon problem with a finite horizon problem may lead to error;
however, it may be possible to establish a bound on the error (See [8, 71]).
The uniqueness of optimal solution is a common assumption used in many studies [9, 10, 49].
In discrete decision problems, unique optimal may be difficult to meet (See [49]). Moreover,
discrete decisions arise in many problems including production planning, capacity expansion
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and equipment replacement. Among the studies that do not use the uniqueness assumption
we mention [49, 91, 100, 101].
Along with uniqueness assumption, other conditions are needed to consider the convergence
of finite optimal horizons to the optimal solution. For example, in [10], a condition called
“weak reachability” is stated that is both necessary and sufficient for a general algorithm to
converge to optimal solution.
Total cost
Since the cost over an unbounded horizon may be infinite, a discounting factor is applied in
the definition of the total cost. In this case, the infinite horizon problem is to find a sequence
of policy decisions that minimizes the discounted costs over the infinite horizon [9, 10]. It is
clear that even in the presence of discounting, the total cost may still be infinite. In this case,
different optimality criteria apart from minimal total cost are required [19, 69, 98, 99, 102].
Efficiency or finite optimality [45, 91, 102], the average cost [12, 38, 113], overtaking optimality
[19, 39, 72, 115, 116] and 1-optimality [13, 112] are some examples of such optimality criteria.
Average cost is one of the commonly used criterion when the total cost is infinite and
obtained by replacing the original cost by its average value. One of the the important
disadvantages of average optimality is that the average value of an infinite horizon cost is
insensitive to the costs incurred over any finite horizon. This behaviour is correctable in the
stationary case by restricting consideration to a set of strategies within which average cost
minimization makes sense. In order to extend the average cost to nonstationary problems,
efficiency concept are used [102]. A feasible solution is said to be efficient or finite optimal if it
reaches each of the states through which it passes at minimum cost [45, 91, 100]. It has been
shown that efficient solutions always exists and that, under a state reachability condition,
the efficient solutions are also optimal average [102]. In [113], a nonhomogeneous stochastic
infinite horizon optimization problems whose objective is to minimize the overall average cost
is considered. The stochastic problem is transformed into the deterministic problem in order
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to be able to show the optimal solution exists and is average optimal. The theory is applied
to nonhomogeneous infinite horizon Markov decision process. Average cost optimality in the
homogenous case has been extensively studied in [31, 36, 89, 95, 111].
In time invariant and periodic control systems which operate on an infinite time horizon,
optimal cost functionals are unbounded as time tends to infinity. In order to define new
optimality, several attempts are made in this direction; for instance in [39, 115], the notion
of overtaking optimality are developed.
In [72], time invariant and periodic control systems which have unbounded optimal cost
as time tends to infinity is considred. It is shown under a controllability type condition,
that a linear expression can be subtracted from the cost functional, it reduces to bounded
costs. Particularly, the existence of overtaking optimal solutions for control systems whose
cost contain a discounting factor is established.
In [13, 50], a special case of the general dynamic programming problem, has been solved.
The problem is to choose a policy which maximize the total expected income where the total
expected income for the policy pi is formulated as
V (pi) =
∞∑
n=0
βnQn(pi)r(fn+1),
where
• β is a discounting factor in [0, 1);
• Qn is a Markov matrix;
• fn+1 is a function from the set of states to the set of actions and
• r(f) is a column vector whose sth element is the immediate income i(s, f(s)) where s
is in the set of states.
For the case β = 1, the total income from a given policy is typically infinite.
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A policy that maximizes the total expected income is called β−optimal for any 0 ≤ β < 1.
For the case β = 1, a policy called 1-optimal if the difference between the total expected
discounted return with that policy and the β−optimal policy for 0 ≤ β < 1 tends to 0 when
β tends to 1.
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Chapter 3
Necessary and sufficient conditions for local
optimality via weak subdifferentials
3.1 Relation between weak subdifferentials and Hadamard lower
directional derivatives
In this section, necessary and sufficient optimality condition for functions with Hadamard
directional derivative are presented. Then, by applying this optimality condition, we show
that Hadamard lower directional derivative of a function can be expressed as the supremum
of weak subgradients of the function.
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3.2 Some geometrical properties of non-convex sets in finite
dimensions
This section introduces the notion of σ−suporting cone based on the definition of augmented
normal cone. By using this cone, two new concepts, conic gap and maximal conic gap are
defined for a set at a point. These concepts are applied to investigate if a set has a conic
gap at some boundary points and moreover to measure how big such a gap is. Finally, the
relation of maximal conic gap with σ−suporting cone and Fre´chet normal cone is given.
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1 Introduction
The study of geometrical properties of sets is an
important problem in many areas of mathematics.
For example convexity and non-convexity of sets
have significant roles in studying necessary and suf-
ficient conditions of optimality in optimization the-
ory.
Augmented normal cones are useful global
concepts in terms of deriving necessary and suﬃ-
cient conditions of optimality for a wide range of
non-convex and non-smooth problems [3, 1].
In this paper, we suppose that Ω is subset of
Rn and x¯ ∈ Ω. Tangent cone and Fre´chet normal
cone are defined as follows:
T (x¯; Ω) := {w ∈ Rn : ∃ xk Ω−→ x¯, τk ↓ 0 s.t xk−x¯τk →
w},
NF (x¯; Ω) := {x∗ ∈ Rn : lim sup
x
Ω→
x̸=x¯
x¯
⟨x∗,x−x¯⟩
∥x−x¯∥ ≤ 0}.
Na(x¯; Ω) denotes the augmented normal
cone to the set Ω at x¯ [3, 1]:
Na(x¯; Ω) := {(x∗, α) ∈ Rn ×R :
⟨x∗, x− x¯⟩+ α∥x− x¯∥ ≤ 0 ∀x ∈ Ω}.
Adopting the structure of augmented normal
cones, we aim to generalize them by introducing a
new local definition which is called “σ-supporting
cone”.
In the following, S is unit sphere and cone
stands for the conic hull. Below we suppose that
the norm is Euclidean.
∗Corresponding Author
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Definition 1.1. σ-supporting cone is denoted by
Nσ(x¯; Ω) and is defined as follows:
Nσ(x¯; Ω) := cone{x∗ ∈ S : σΩ(x∗, x¯) < 1}
where
σΩ(x
∗; x¯) := lim sup
x
Ω−→x¯
⟨x∗, x− x¯⟩
∥x− x¯∥ . (1)
As an application of σ-supporting cone, a
new concept “maximal conic gap” is introduced in
order to characterize non-convex sets. The main
question of interest here is to investigate if a set has
a “conic gap” at some boundary points. Moreover,
to measure how “big” such a gap is, we introduce
“maximal conic gap”.
Definition 1.2. We say Ω has a conic gap at x¯ if
there exists x∗ ∈ S such that
σΩ(x
∗, x¯) < 1.
Definition 1.3. The maximal conic gap β∗ with
respect to Ω at x¯ is defined as follows:
β∗ := − inf
x∗∈S
σΩ(x
∗, x¯) = − inf
x∗∈S
(lim sup
x
Ω−→x¯
⟨x∗, x− x¯⟩
∥x− x¯∥ ).
(2)
The minus sign in (2), indicates that the
value (β∗) increases with the size of the gap. It
means if β∗1 > β
∗
2 , then the gap with the value β
∗
1
is bigger than the other one. Since norm is Eu-
clidean, clearly −1 ≤ β∗ ≤ 1.
2 Main results
First we give an example of two sets with diﬀerent
maximal conic gap values.
Example 2.1. Let Ω1 = {(x, y) ∈ R2 : y ≥ 0},
Ω2 = {(x, y) ∈ R2 : y ≥ x or y ≥ −x}
and x¯ = (0, 0). By Definition 1.3, β∗1 = 0 and
β∗2 = − 1√2 . As the maximal gap values show, the
size of the gap in Ω1 is bigger than Ω2.
In the following lemma, we give another rep-
resentation for σΩ(x
∗, x¯) defined in (1).
Lemma 2.2. σΩ(x
∗, x¯) = sup{⟨x∗, z⟩ : z ∈
T (x¯; Ω) ∩ S}.
Proof. Clearly by definition of T (x¯; Ω), we have:
sup{⟨x∗, z⟩ : z ∈ T (x¯; Ω) ∩ S} =
sup{⟨x∗, lim
k→∞
xk − x¯
τk
⟩ : xk Ω→ x¯, τk ↓ 0, lim
k→∞
xk − x¯
τk
= z,
∥z∥ = 1} = sup{⟨x∗, lim
xk
Ω−→x¯
xk − x¯
∥xk − x¯∥⟩ :
lim
xk
Ω−→x¯
xk − x¯
∥xk − x¯∥ exists}
which means σΩ(x
∗, x¯) = sup{⟨x∗, z⟩ : z ∈
T (x¯; Ω) ∩ S}.
In the following theorem, we give a charac-
terization of T (x¯; Ω) by maximal conic gap value.
Theorem 2.3. (1) If −1 < β∗ < 0, then
T (x¯; Ω) is non-convex.
(2) β∗ = −1 if and only if T (x¯; Ω) = X.
Proof. (1). By contradiction let T (x¯; Ω) be con-
vex. By the separation theorem 4.1 in [2], there is
a half-space H0−x∗ such that
T (x¯; Ω) ⊆ H0−x∗ = {x ∈ Rn : ⟨x∗, x⟩ ≤ 0}.
So
σΩ(x
∗, x¯) = sup{⟨x∗, z⟩ : z ∈ T (x¯; Ω) ∩ S} ≤ 0
which results in β∗ ≥ 0. This contradicts the
relation −1 < β∗ < 0.
(2). Let β∗ = −1. We show that T (x¯; Ω) =
X. By the definition of β∗, for any x∗ ∈ S,
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sup{⟨x∗, z⟩ : z ∈ T (x¯; Ω) ∩ S} = 1.
Since T (x¯; Ω)∩S is closed and bounded and
the norm is Euclidean, x∗ ∈ T (x¯; Ω), and finally
since T (x¯; Ω) is a cone, T (x¯; Ω) = X.
In the following, the relationship of the max-
imal conic gap with the σ-supporting cone and
Fre´chet normal cone is given.
Lemma 2.4. NF (x¯; Ω) ⊂ Nσ(x¯; Ω).
Proof. It is clear by definition σ−supporting
cone.
Theorem 2.5. (1) If β∗ > 0 then
intNF (x¯; Ω) ̸= ∅ and intNσ(x¯; Ω) ̸= ∅.
(2) If β∗ < 0 then NF (x¯; Ω) = {0} and if
β∗ > −1 then Nσ(x¯; Ω) ̸= ∅.
Proof. (1) Let β∗ > 0. It means that for some
x∗ ∈ S, σΩ(x∗, x¯) < 0. Let σΩ(x∗, x¯) = α and
ϵ = −α2 . We show that Bϵ(x∗) ⊂ NF (x¯; Ω) where
Bϵ(x
∗) is a neighborhood of x∗ with ϵ radius.
Let y∗ ∈ Bϵ(x∗). We have y∗ = x∗ + y′ for
some y
′
with ∥y′∥ ≤ ϵ and:
⟨x∗ + y′ , z⟩ ≤ α+ ∥y′∥ ≤ α− α2 < 0 for all
z ∈ T (x¯; Ω) ∩ S,
therefore y∗ ∈ NF (x¯; Ω), and the interior of the
Fre´chet normal cone is not empty. By lemma 2.4,
intNσ(x¯; Ω) ̸= ∅.
(2) Let β∗ < 0. It means that, for any
x∗ ∈ S,
lim sup
x
Ω−→x¯
x
Ω−→ x¯ ⟨x∗,x−x¯⟩∥x−x¯∥ > 0.
Therefore NF (x¯; Ω) = {0}.
Now let −1 < β∗. By definition of β∗, we
have:
−1 < − inf
x∗∈S
σΩ(x
∗, x¯),
which means that there exists x∗ ∈ S such
that
σΩ(x
∗, x¯) < 1,
therefore, x∗ ∈ Nσ(x¯; Ω).
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3.3 Necessary and sufficient conditions for local optimality via
weak subdifferentials
The main focus of this section is on optimality conditions for local optimality in finite di-
mensional normed spaces. We introduce a new local supporting function and then consider
the structure of contingent cone of a set around a boundary point of the set by applying this
function. The optimality condition for a special class of optimization problems is presented
by using the local supporting functions together with weak subdifferentials.
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Abstract
In this paper necessary and sufficient conditions for local optimality in finite di-
mensional normed spaces in terms of weak subdifferential are studied. It is based
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given set at a particular point by using the contingent cone. In this way, the local
optimality versions of related results in [8] are established.
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1. Introduction
In this paper the problem of necessary and sufficient conditions of optimality in non-
convex optimization problems in a finite dimensional normed space is considered. As
a classic technique, Fréchet differentibility helps to derive necessary conditions for op-
timization problems, however, it can not be applied for deriving sufficient conditions.
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Investigations of normal cones to convex sets can be traced back to Minkowski [11].
Later, the concept of global normal cone was treated by Fenchel [4] as the outward nor-
mals to supporting half spaces to the set. Deriving necessary and sufficient conditions
for Fréchet differentiable functions can be obtained by using Fréchet differentibility and
normal cone defined for convex sets.
As the functions are not always Fréchet differentiable, the main approach to derive
necessary conditions of optimality for nonsmooth and non-convex problems, is to gen-
eralize the notion of differentiability and normal cones. For the first time Moreau and
Rockafellar [15] come up with the concept of subdifferentials as a generalization of
the concept of ordinary derivative to deal with optimization problems involving convex
nonsmooth (nondifferentiable) functions.
For different classes of Nonsmooth and non-convex optimization problems, the va-
riety of different subdifferentials and normal cones have been introduced. Some of the
major concepts related to this paper are mentioned here in brief. These concepts (normal
cones, subdifferentials) depend on the characterizations of the objective function as well
as properties of the variable space. Fréchet subdifferentials were first introduced for
finite dimensions in [2] (under the name “lower semidifferentials”).
Clarke [3] introduced one of the important generalization of normal cones beyond
convexity of functions and sets based on the generalization of the ordinary directional
derivative. The locally Lipschitz functions are investigated by Clarke’s directional
derivative and its related subdifferential. We mention some of the attractive generaliza-
tions of directional derivative: generalized directional derivative (upper subderivative)
introduced by Rockafellar [16, 17], lower semiderivative introduced by Penot [13], lower
Dini (or Dini- Hadamard) directional derivative introduced by Ioffe [5], and subderiva-
tive introduced by Rockafellar and Wets [14]. Mordukhovich and Kruger [12] come up
with the concept of the non-convex limiting Fréchet normal cone in finite dimensional
spaces, and then the concept is extended to infinite dimensional spaces ([10]).
Augmented normal cones and weak subdifferentials are one of the most useful non-
linear global concepts introduced by Azimov and Gasimov [1]. Recently, Kasimbeyli
and Mammadov [7, 8] considered “necessary” and “sufficient” conditions of optimality
for a wide range of non-convex and nonsmooth problems in Euclidean space. This is
the first generalization obtained in the form of a necessary and sufficient condition for
global non-convex optimization problems.
In this paper, we consider local optimality conditions for non-convex and nonsmooth
optimization problems by applying augmented normal cones and weak subdifferentials
similar to global optimality conditions introduced in [8]. Together with this, we also
establish the analogies of these results for a broader class of finite dimensional normed
spaces.
2. Local supporting function
Throughout the paper we assume that X is a finite dimensional space with norm ‖ · ‖,
 ⊂ X, x¯ ∈  and K = cl (cone( − x¯)) where “cl” stands for the closure of a set.
Necessary and sufficient conditions for Local optimality 145
“cone(A)” for a given set A stands for
cone(A) = {λx : λ ≥ 0, x ∈ A}.
The classical or Bouligand tangent cone, also called the contingent cone, for the set
 at the point x¯ is denoted by T(x¯) and defined as follows:
T(x¯) = {w ∈ X : ∃ xv → x¯ where xv ∈  and τ v ↓ 0 such that x
v − x¯
τ v
→ w}.
The unit sphere and the unit ball of X are denoted by U and B, respectively:
U = {x ∈ X : ‖x‖ = 1}, B = {x ∈ X : ‖x‖ ≤ 1}.
The norm of dual space X∗ is denoted by ‖ · ‖∗ where
‖ · ‖∗ := max{〈·, x〉 : x ∈ U}
and 〈·, ·〉 is the scalar product. Note that we use maximum in definition of ‖ · ‖∗ as the
space X is finite dimensional space. The unit sphere and unit ball of dual space of X are
denoted by U∗ and B∗, respectively. The notation B(x; ε) stands for the ball at center x
with radius ε > 0; that is,
B(x; ε) := {y ∈ X : ‖y − x‖ ≤ ε}.
We will also denote by “int”, “bd” and “co” the interior, the boundary and the convex
hull of a set.
Definition 2.1. Given point x¯ ∈ , function σL(·; x¯) : U∗ → R defined by
σL(x
∗; x¯) := max
y∈T(x¯)∩U
〈x∗, y〉. (2.1)
will be called a local supporting function.
Clearly the maximum in (2.1) is attained. Moreover, it is not difficult to verify that
σL(·; x¯) is a continuous and convex function defined on X∗. The following lemma is a
characterization for non-convex sets by the mean of function σL(x∗; x¯).
Lemma 2.2. Assume that the following relation holds
0 < min
x∗∈U∗σL(x
∗; x¯) < 1. (2.2)
Then T(x¯) is non-convex and given any y ∈ X \ T(x¯) there exists ε, δ > 0 such that
int(co [B(δy; ε) ∪ {0}]) ⊂ (X \ T(x¯)) \ ( − {x¯}). (2.3)
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Proof. Let 0 < min
x∗∈U∗σL(x
∗; x¯) < 1 and on the contrary assume that T(x¯) is convex.
If T(x¯) = X then there exists a closed hyperplane such that
T(x¯) ⊆ {x ∈ X : 〈x∗, x〉 ≤ 0}
for some linear function x∗ ∈ X∗. Then
σL(x
∗; x¯) = max{〈x∗, y〉 : y ∈ T(x¯) ∩ U} ≤ 0,
which is a contradiction. On the other hand, if T(x¯) = X then σL(x∗; x¯) = 1 for all
x∗ ∈ U∗ which is again a contradiction. Therefore, T(x¯) is non-convex.
Now we show the second assertion of the lemma. Take any
y ∈ X \ T(x¯). (2.4)
First we note that there is a sufficiently small number δ > 0 such that
λy /∈  − {x¯}, ∀λ ∈ (0, δ]. (2.5)
Indeed if λky ∈  − {x¯} for some sequence λk → 0, then for the sequence xk :=
λky + x¯ we have [xk − x¯]/λk → y or y ∈ T(x¯) that contradicts (2.4).
Denote z = δy. Since z ∈ X \ T(x¯) and X \ T(x¯) is an open cone, there exists a
small number ε > 0 such that
int(co [B(z; ε) ∪ {0}]) ⊂ X \ T(x¯).
Next we show that the number ε > 0 can be chosen so small that the relation
int(co [B(z; ε) ∪ {0}]) ∩ ( − {x¯}) = ∅ (2.6)
is also satisfied. This will lead to (2.3) and complete the proof of the lemma.
On the contrary assume that (2.6) is not true. Then there are a sequence εk → 0 and
a sequence of points yk ∈  − {x¯} such that
yk ∈ int(co [B(z; εk) ∪ {0}]), ∀k.
Since yk is bounded, for the sake of simplicity we can assume that yk → y∗; and clearly
y∗ ∈ .
The above relation implies that yk can be represented in the form
yk = λk zk + (1 − λk) 0 = λk zk
where λk ∈ (0, 1] and zk ∈ B(z; εk). Clearly, zk → z and reminding that yk → y∗, the
sequence λk also converges to some number λ∗ ∈ [0, 1]; that is, λk → λ∗.
Now if λ∗ > 0 then we have λ∗ z = λ∗ δy ∈  − {x¯} that contradicts (2.5). Thus,
λ∗ = 0 and consequently λk → 0 and yk → 0. Denoting xk = yk + x¯ we obtain
lim[xk − x¯]/λk = lim zk = z which means that z ∈ T(x¯). This again contradicts (2.4).
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Lemma is proved. ¥
The following example shows that the inverse of Lemma 2.2 is not true; that is, the
non-convexity of T(x¯) does not necessarily means that min
x∗∈U∗σL(x
∗; x¯) = 1.
Example 2.3. Let the set R2 is equipped with L∞ (i.e. for any x ∈ R2, ‖x‖∞ =
max{|x1|, |x2|}). It is clear that the dual norm of R2 is L1 (i.e. for any x ∈ R2,
‖x‖1 = |x1| + |x2|). Let  = {(x, y) ∈ R2 : y ≥ −x or y ≤ x} and x¯ = (0, 0). In
this example,  = T(x¯). It is not difficult to observe that there is no x∗ ∈ U∗ with
σL(x
∗; x¯) < 1 while T(x¯) is non-convex.
Below we show that the inverse of Lemma 2.2 is true in strictly convex spaces.
Before we prove the related lemma, we present the definition of strictly convex spaces
and some properties.
Definition 2.4. (page 112, [18]) Normed space X is called strictly convex if its unit ball
is a strictly convex set; i.e., if x = y, x, y ∈ U and h = 1
2
(x + y) then ‖h‖ < 1.
Let x′ ∈ U. By Theorem 5.20 in [18], there exists x∗ ∈ U∗ such that
〈x∗, x′〉 = max
x∈U 〈x
∗, x〉 = 1. (2.7)
We also need the following property of strictly convex spaces.
Proposition 2.5. [6] Let X be strictly convex space and x∗ ∈ X∗. Then the maximum
of x∗ on unit sphere U is unique.
The following is a characterization of non-convex sets by applying local supporting
function σL(x∗; x¯) in strictly convex spaces which is not true in any normed space as
shown in Example 2.3.
Lemma 2.6. Let X be strictly convex space and T(x¯) = X. Then the relation (2.2)
holds if and only if T(x¯) doesn’t belong to any half space; that is, there is no z∗ ∈ X∗
such that 〈x∗, x〉 ≤ 0 for all x ∈ T(x¯).
Proof. In the proof of Lemma (2.2) it is shown that if (2.2) satisfy then T(x¯) doesn’t
contain in a half space. That is why we consider only the inverse proving that (2.2)
holds.
Assume that min
x∗∈U∗σL(x
∗; x¯) = 1. Then σL(x∗; x¯) = 1 for all x∗ ∈ U∗. Take any
x ∈ U. By equation 2.7, there exists z∗ ∈ X such that
σL(z
∗; x¯) = max
y∈T(x¯)∩U
〈z∗, y〉 = 1 = 〈z∗, x〉 = max
y∈U 〈z
∗, y〉.
By proposition 2.5, maximum z∗ on U is unique and consequently x ∈ T(x¯) ∩ U.
Therefore T(x¯) = X which is a contradiction. Thus we conclude that there is x∗ ∈ U∗
such that σL(x∗; x¯) < 1.
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Now assume that there exists z∗ ∈ U∗ such that
σL(z
∗; x¯) = max
y∈T(x¯)∩U
〈z∗, y〉 ≤ 0.
Then, 〈z∗, y〉 ≤ 0 for any y ∈ T(x¯) ∩ U which means T(x¯) contains in a half space.
This contradicts the assumption of the lemma.
Lemma is proved. ¥
In the last part of this section, we consider a relation between the separation property
introduced in [9] and local supporting function σL(z∗; x¯). We start with the definition of
separation property.
Definition 2.7. ([9]) Let C and K be closed cones of a normed space X. Let C˜ and K˜∂
be the closure of the sets co(C ∩ U) and co((bd(K) ∩ U) ∪ {0X}). The cones C and K
are said to have the separation property with respect to the norm ‖ · ‖ if
C˜ ∩ K˜∂ = ∅. (2.8)
Take any positive number β < 1 and x∗ ∈ U∗. Let
C = cone{x ∈ U : 〈x∗, x〉 ≥ β}. (2.9)
In the following theorem we show that under some conditions on the local supporting
function, the cones C and T(x¯) satisfy the separation property.
Theorem 2.8. Let there exists x∗ ∈ U∗ such that σL(x∗; x¯) < 1. Then given any
positive number β ∈ (σL(x∗; x¯), 1), cones C and T(x¯) satisfy the separation property.
Proof. By the assumption of the theorem
max
y∈T(x¯)∩U
〈x∗, y〉 = σL(x∗; x¯) < 1 = ‖x∗‖∗ = max
x∈U 〈x
∗, x〉. (2.10)
Denote α = σL(x∗; x¯) and take any β > 0 such that
α = max
y∈T(x¯)∩U
〈x∗, y〉 = σL(x∗; x¯) < β < 1. (2.11)
Since U is closed, there exists a ∈ U such that 〈x∗, a〉 = ‖x∗‖∗ = 1. Then a ∈ C
and C = ∅.
Denote C˜ = cl(co(C∩U)) and T˜(x¯)∂ = cl(co((bd(T(x¯))∩U)∪{0X})). We need
to prove C˜ ∩ T˜(x¯)∂ = ∅.
First we show that for any x ∈ C˜ the inequality 〈x∗, x〉 ≥ β holds. Let x ∈ co(C∩U).
Then the following representation is true x =
n+1∑
i=1
αixi; where xi ∈ C∩U and
n+1∑
i=1
αi = 1.
As xi ∈ C ∩ U, from (2.9) we have
〈x∗, x〉 =
n+1∑
i=1
αi〈x∗, xi〉 ≥ β. (2.12)
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From continuity of 〈x∗, ·〉 and (2.12), for any x ∈ cl(co(C∩U)),we have 〈x∗, x〉 ≥ β.
It is clear from (2.11) that for any y ∈ T(x¯) ∩ U, the relation 〈x∗, y〉 ≤ α < β
holds. Since β > 0, we have 〈x∗, 0〉 = 0 < β. Thus 〈x∗, y〉 ≤ max{α, 0} < β for any
y ∈ T˜(x¯)∂ . Therefore C˜ ∩ T˜(x¯)∂ = ∅. ¥
3. Necessary and sufficient conditions of optimality
In ([8]), necessary and sufficient condition of global optimality for a class of non-convex
and nonsmooth optimization problems are considered by applying weak subdifferential
and augmented normal cone. Below we give the definition of weak subdifferential and
augmented normal cone introduced in [8]. Let f :  → R be a single-valued function.
The weak subdifferential of f at x¯ on  is defined as
∂wf (x¯) = {(x∗, α) ∈ X∗ × R : f (x) − f (x¯) ≥ 〈x∗, x − x¯〉 + α‖x − x¯‖, ∀x ∈ }.
The set
NA(x¯;) = {(x∗, α) ∈ X∗ × R : 〈x∗, x − x¯〉 + α‖x − x¯‖ ≤ 0, ∀ x ∈ },
is called an augmented normal cone to at x¯. These are global concepts and consequently
the global optimality condition considered in [8] is
(0, 0) ∈ ∂wf (x¯) + NA(x¯;). (3.1)
Below we consider the local versions of these definitions, where the set  is replaced
by
T (x¯) := (T(x¯) + x¯) ∩ .
Accordingly, we call corresponding sets ∂lw f (x¯) and NlA(x¯;) a local weak subdiffer-
ential and a local augmented normal cone, respectively:
∂lw f (x¯) = {(x∗, α) ∈ X∗ × R :
∃ε > 0, f (x) − f (x¯) ≥ 〈x∗, x − x¯〉 + α‖x − x¯‖, ∀x ∈ T (x¯) ∩ B(x¯, ε)};
NlA(x¯;) = {(x∗, α) ∈ X∗ × R : 〈x∗, x − x¯〉 + α‖x − x¯‖ ≤ 0, ∀ x ∈ T (x¯)}.
Clearly,
∂lw f (x¯) ⊃ ∂wT (x¯)f (x¯) ⊃ ∂wf (x¯) and NlA(x¯;) = NA(x¯;T (x¯)).
In terms of these definitions, the necessary and sufficient conditions of local optimality
can be established in the form of (3.1); that is,
(0, 0) ∈ ∂lw f (x¯) + NlA(x¯;). (3.2)
Clearly, if x¯ is a global optimal solution then it is also a local optimal solution and the
optimality condition (3.2) is satisfied if (3.1) holds. Naturally, in a convex case, these
conditions coincide.
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Classical directional derivative of function f at x¯ on direction h is defined as follows:
f ′(x¯;h) := lim
t↓0
f (x¯ + t h) − f (x¯)
t
.
We will require the following assumptions hold.
Assumption A:
A1: f
′
(x¯;h) is defined for all h ∈ T(x¯) and is lower semicontinuous in h;
A2: There exist ε, δ > 0 such that
f (x) − f (x¯) ≥ δf ′(x¯; x − x¯), ∀x ∈ T (x¯) ∩ B(x¯, ε). (3.3)
The next theorem describes a necessary condition of optimality in the form (3.2) that
generalizes Theorem 5 in [8] to any normed spaces by assuming an additional condition
σL(x
∗; x¯) < 1 and provides the local optimality version of that theorem.
Theorem 3.1. Let x¯ ∈  ⊂ X be a local minimizer of f. Assume that Assumption A
holds, there exists x∗ ∈ U∗ such that σL(x∗; x¯) < 1,  \ {x¯} = ∅ and
β¯ := inf {f ′(x¯;h) : h ∈ T(x¯) ∩ U} > 0. (3.4)
Then, there exists a nontrivial solution to (3.2); namely, there is (z∗, α) ∈ ∂lw f (x¯) such
that (−z∗,−α) ∈ NlA(x¯;) and α < ‖z∗‖∗.
Proof. By the assumption, for some x∗ ∈ U∗, we have σL(x∗; x¯) < 1. Let β ∈
(σL(x
∗; x¯), 1) and let C = cone{x ∈ U : 〈x∗, x〉 ≥ β}. By Theorem 2.8, cone C and
T(x¯) are separable in the sense of Definition 2.7. Therefore by [9, Theorem 4.3], there
exists (y∗, γ ) ∈ ∂wT (x¯)f (x¯) ⊂ ∂lw f (x¯) with y∗ = 0 and γ ≥ 0 such that separates the
sets C and T(x¯) in the following sense:
〈y∗, y〉 + γ ‖y‖ < 0 ≤ 〈y∗, x〉 + γ ‖x‖, ∀ y ∈ C \ {0} and ∀ x ∈ T(x¯).
The rest of proof is the same as in Theorem 4 in [8] to show that there exists z∗ = 0
and α ≥ 0 such that (z∗, α) ∈ ∂lw f (x¯) and
〈z∗, x − x¯〉 + α‖x − x¯‖ ≥ 0, ∀x ∈ T (x¯), (3.5)
〈z∗, z − x¯〉 + α‖z − x¯‖ < 0, for some z /∈ T (x¯). (3.6)
Multiplying both sides of (3.5) by −1, we obtain
〈−z∗, x − x¯〉 − α‖x − x¯‖ ≤ 0 ∀x ∈ T (x¯),
that means (−z∗,−α) ∈ NlA(x¯;). Thus, (3.2) is satisfied.
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Now we show that (z∗, α) is a nontrivial solution; that is, −α > −‖ − z∗‖∗ or
α < ‖z∗‖∗. By contradiction let α ≥ ‖z∗‖∗. Then from the Cauchy-Schwarz inequality
it follows that
〈z∗, x − x¯〉 + α‖x − x¯‖ ≥ 〈z∗, x − x¯〉 + ‖z∗‖∗ · ‖x − x¯‖ ≥ 0, ∀x ∈ T (x¯).
This contradicts (3.6). Theorem 3.1 is proved. ¥
Theorem 6 from [8] states that condition (3.1) is also a sufficient condition of opti-
mality. This result is straightforward from the definitions of ∂wf (x¯) and NA(x¯;) and
does not require any additional assumptions.
In our case, condition (3.2) may not be a sufficient condition of local optimality if
the set  is not convex around x¯. The next theorem investigates this problem. It shows
that if function f is Lipshchitz continuous then the sufficiency of condition (3.2) can be
established. Note that this theorem is in any normed spaces, while Theorem 6 from [8]
considers the Euclidean norm.
Theorem 3.2. Let (3.2) has a solution, f is Lipshchitz continuous on  and
inf {f ′(x¯;h) : h ∈ bd (T(x¯))} ≥ δ > 0. (3.7)
Then x¯ ∈  is a local minimizer of function f on .
Proof. By assumption, there is (z∗, α) ∈ ∂lw f (x¯) such that (−z∗,−α) ∈ NlA(x¯;).
Then there is ε > 0 such that the following holds
f (x) − f (x¯) ≥ 〈z∗, x − x¯〉 + α‖x − x¯‖ ≥ 0; ∀x ∈ T (x¯) ∩ B(x¯, ε).
We need to show that there is a sufficiently small number ε′ ≤ ε such that this inequality
also holds for all x ∈  ∩ B(x¯, ε′); that is,
f (x) − f (x¯) ≥ 0; ∀x ∈  ∩ B(x¯, ε′). (3.8)
On the Contrary, assume that (3.8) does not hold. Then for any n ∈ N satisfying
n ε > 1 there exists xn ∈ B
(
x¯; 1
n
)
∩  such that
f (xn) − f (x¯) < 0 (3.9)
holds.
Clearly xn /∈ T (x¯) and {xn − x¯}n∈N approaches 0. Moreover, there exists a conver-
gent subsequence of zn := xn − x¯‖xn − x¯‖ as zn ∈ U is bounded. For the sake of simplicity
let zn → z. By definition of T(x¯) it follows that z ∈ T(x¯). On the other hand since
xn /∈ T (x¯) we have xn − x¯ /∈ T(x¯) which means that z ∈ bd T(x¯) ∩ U. By
assumption (3.7)
f ′(x¯; z) ≥ δ > 0. (3.10)
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Denote λn = ‖xn − x¯‖. Since function f is Lipshchitz, there is K > 0 such that for
any n the inequality
‖f (x¯ + λn zn) − f (x¯ + λn z)‖ ≤ λn K ‖zn − z‖
holds and it implies
f (x¯ + λn zn) − f (x¯ + λn z) ≥ −λn K ‖zn − z‖. (3.11)
Now, from (3.10) we have
f (x¯ + λn z) = f (x¯) + λn f ′(x¯; z) + o(λn) ≥ f (x¯) + λn δ + o(λn);
where
o(λn)
λn
→ 0 as λn → 0. This together with (3.11) leads to
f (x¯ + λn zn) ≥ f (x¯) + λn δ + o(λn) − λn K ‖zn − z‖
or
f (x¯ + λn zn) ≥ f (x¯) + λn
(
δ + o(λn)
λn
− K ‖zn − z‖
)
.
Since δ > 0,
o(λn)
λn
→ 0 and ‖zn−z‖ → 0, we obtain that the inequality f (x¯+λn zn) ≥
f (x¯) holds for sufficiently large n. Taking into account the notations λn = ‖xn − x¯‖ and
zn = xn − x¯‖xn − x¯‖ we have x¯ + λn zn = xn and therefore f (xn) ≥ f (x¯) which contradicts(3.9).
Theorem 3.2 is proved. ¥
The following example shows that if f is not Lipshchitz then Theorem 3.2 may not
be true even if condition (3.7) still holds.
Example 3.3. Let X = R2 and  = {(x1, x2) : x1 ≥ 0, x2 ≤ 2x21}. Function f is
given by
f (x1, x2) =
⎧⎪⎨
⎪⎩
x1 − x2, if x2 ≤ 0;
x1 − x2
x1
, if x1 = 0, x2 ∈ (0, 2x21);
−x1, if x2 ≥ 2x21 .
(3.12)
It is not difficult to observe that f is continuous on .We have T(x¯) = {(x1, x2) : x1 ≥
0, x2 ≤ 0} with two boundary directions hˆ = (1, 0) and h˜ = (0,−1). The directional
derivatives at these directions can be easily calculated to obtain
f ′(x¯; hˆ) = 1 > 0, f ′(x¯; h˜) = 1 > 0.
Thus, condition (3.7) holds. We show that function f is not Lipshchitz continuous.
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Take any ε > 0 and h = (0, 1). Calculate the directional derivative at point yε =
(ε, 0). We have
f ′(yε;h) = lim
t↓0 (t<2ε2)
f (yε + t h) − f (yε)
t
= −1
ε
.
Then, f ′(yε;h) → −∞ as ε ↓ 0.
Therefore in this example condition (3.7) is satisfied but function f is not Lipshchitz
continuous. As a result, Theorem 3.2 is not true; that is, x¯ = (0, 0) ∈  is a not a local
minimizer of f. Indeed, for xε = (ε, ε2) ∈  we have f (xε) = −ε < 0 = f (x¯) and
xε → x¯ as ε ↓ 0.
4. Conclusions
In this paper, we introduce local supporting function σL(x∗; x¯) and apply it to charac-
terize non-convex sets at a particular points. The necessary and sufficient conditions of
local optimality are derived in terms of three concepts weak subdifferentials, augmented
normal cones and the function σL(x∗; x¯). Similar optimality conditions for global opti-
mization are obtained in [8] for Euclidean spaces. This paper generalizes these conditions
to local optimization problems and to any finite dimensional normed spaces by applying
function σL(x∗; x¯).
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Chapter 4
Necessary and sufficient conditions for global
optimality via sigma supporting cone
4.1 Characterizing non-convex sets with conic gap via sigma
supporting cone
In this section, the main focus is to characterize nonconvex sets in reflexive Banach spaces.
The notion of conic gap for a set is defined and afterwards the sets with conic gap property
in reflexive strictly convex space are characterized by applying a new introduced supporting
function. The concept of maximal conic gap is defined to measure the size of conic gap of a
set. We also use maximal conic gap to characterize nonconvex sets. Then, a global supporting
cone based on the supporting function is generalized. A continuous bijective map between
supporting cone and a subset of an uniformly convex set is investigated.
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INTRODUCTION 
The investigation of geometrical properties of sets is an important problem in many areas of mathematics. The 
convexity of sets is one of the fundamental notions that are used in many fields. For example, separation theories are 
based on the convexity of involved sets. Note that convex sets contain the line segment of its any two points.  
 
We briefly mention here an important area in optimization where convexity plays an crucial role. Various kinds 
of subdifferentials and normal cones have been introduced to describe necessary and sufficient conditions of 
optimality.  They are applicable for different classes of optimization problems, although these concepts (normal 
cones and subdifferentials) greatly depend on the properties of feasible sets and objective functions. In the convex 
case, classical notions of subdifferentials and normal cones can be applied; however, for non-convex sets many 
difficulties arise. Among the many successful approaches developed for non-convex problems, we mention Frechet 
subdifferentials ([2] and [5]); Clarke's subdifferentials for locally Lipschits functions ([4]); the non-convex limiting 
Frechet subdifferentials ([2] and [3]) and weak subdifferentials ([1]).  
 
In this paper, we study the structure of non-convex sets. We introduce a new supporting function and then based 
on this function, we define the concept of conic gap to characterize non-convex sets. These notions can be used to 
define normal cones for non-convex sets that are important for establishing necessary and sufficient conditions of 
optimality. 
 
The paper is organized as follows. In the next section, the notions of supporting function and maximal conic gap 
are introduced. Then these concepts are used to characterize non-convex sets. In the last section, the σ-supporting 
cone and its properties are presented. 
 
NON-CONVEX SETS WITH MAXIMAL CONIC GAPS 
 
Throughout the paper we assume that X is a reflexive Banach space, unless otherwise stated, with norm ԡ. ԡ, 
Ω ك ܺ, ݔҧ   א Ω and ܭ ൌ ݈ܿ ൫ܿ݋݊݁ ሺ Ω െ ݔҧሻ൯, where "cl" stands for the closure of a set, and "ܿ݋݊݁ሺܣሻ" for a given 
set ܣ  ك  ܺ stands for 
 
ܿ݋݊݁ሺܣሻ ൌ ሼߣݔ: ߣ ൒ 0, ݔ א ܣሽ. 
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The unit sphere and the unit ball of X are denoted by U and  B, respectively: 
 
ܷ ൌ ሼݔ א ܺ: ԡݔԡ ൌ 1ሽ,    ܤ ൌ ሼݔ א ܺ: ԡݔԡ ൑ 1ሽ. 
 
The dual norm of X is denoted by ԡ. ԡכ, where ԡ. ԡכ ൌ max ሼۃ. , xۄ: x א  Uሽ  and ۃ. , . ۄ is the scalar product. Note 
that any continuous linear function attains its supremum on unit ball of reflexive Banach space [9].  
 
The unit sphere and unit ball of dual space of X are denoted by Uכ and  Bכ, respectively. We use "֊" to say that a 
sequence is convergent weakly. 
 
Following [10], we say that  Ω has a conic gap at xത if  K ് X.One of the main questions of interest here is to 
investigate non-convex sets having conic gaps. Therefore, we introduce the following function to characterize the 
class of such sets. 
 
Let xכ א Uכ. We define the functionσஐሺxכ; xതሻ for the set Ω at  xത: 
 
(2.1)              ߪஐሺݔכ; ݔҧሻ ൌ ܵݑ݌௬א௄ת௎ۃݔכ, ݕۄ 
 
We present the definition of strictly convex spaces and two propositions used in the rest of paper. 
 
Definition 2.1. ([11], Page 112) Normed space X is called strictly convex if its unit ball is a strictly convex set; i.e., 
if ݔ ൑  ݕ, ݔ, ݕ  א ܷand ݄ ൌ ଵଶ ሺݔ ൅ ݕሻ then ԡ݄ԡ ൏ 1. 
 
The following Proposition from [11, Theorem 5.20] is obtained from Hahn-Banach theorem: 
 
Proposition 2.2. Letݔᇱ א ܷ. There exists ݔכ א ܷכ such that 
 
ۃݔכ, ݔᇱۄ ൌ ݉ܽݔ௫א௎ۃݔכ, ݔۄ ൌ 1. 
 
We will also need the following proposition. 
 
Proposition 2.3. [8] Let ܺ be reflexive strictly convex space and ݔכ א ܺכ. Then the maximum of xכon unit sphere  U 
is unique. 
 
Now we indicate the relation between conic gap and function ߪஐሺݔכ; ݔҧሻ in reflexive strictly convex spaces.  
 
Lemma 2.4. Let ܺ be reflexive strictly convex space.  Ω has conic gap at ݔҧ (i.e., ܭ ് ܺ) if and only if 
 
(2.2)              σஐሺxכ; xതሻ ൏ 1, for some  ݔכ א ܷכ. 
 
Proof: Since σஐሺxכ; xതሻ ൏ 1, we have 
 
σஐሺxכ; xതሻ ൌ Sup୷אKתUۃx
כ, yۄ ൏ 1 ൌ max୶אU ۃxכ, xۄ ൌ ۃxכ, xᇱۄ,   ׌xᇱ א U. 
Clearly ݔᇱ ב  ܭ ת ܷ which means ܭ ് ܺ and thus  Ω has conic gap at ݔҧ. Now we show that if ܭ ് ܺ then 
ߪஐሺݔכ; ݔҧሻ ൏ 1. Let  ݔᇱ א ܷ such that ݔᇱ ב  K. By Proposition 2.2, there exists ݔכ א ܺכ such that 
 
݉ܽݔ௫א௎ۃݔכ, ݔۄ ൌ ۃݔכ, ݔᇱۄ ൌ 1. 
 
By Proposition 2.3, ݔ,is unique, and therefore by definition of ߪஐሺݔכ; ݔҧሻ we have, σஐሺxכ; xതሻ ൏ 1. 
 
Now we investigate conic gaps of non-convex sets; in other words, we define a measure that determines how 
'large' is a given conic gap. 
 
Definition 2.5. The maximal conic gap  ߚכ with respect to Ω at xത is defined as follows: 
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(2.3)              ߚכ ؔ െ ݅݊ ௫݂כא௎כሺܵݑ݌௬א௄ת௎ۃݔכ, ݕۄሻ 
 
The minus sign in (2.3), is used to indicate that the value ߚכ increases with the size of conic gap. It means if 
ߚଵכ ൐ ߚଶכ then the gap related to the valueߚଵכ is bigger than the other one. Clearly, for any norm the values of ߚכ 
are in the interval ሾെ1,1ሿ. 
 
First we give an example of two sets with different maximal conic gap values. 
 
Example 2.6. Let the norm be Euclidean, Ωଵ ൌ ሼሺݔ, ݕሻ א ܴଶ: ݕ ൒ 0ሽ, Ωଶ ൌ ሼሺݔ, ݕሻ א ܴଶ: ݕ ൒ ݔ ݋ݎ ݕ ൒ െݔሽ and 
ݔҧ ൌ ሺ0,0ሻ. By Definition 2.5, ߚଵכ ൌ 0 and ߚଶכ ൌ ଵ√ଶ . As the maximal gap values show, the size of the gap in Ωଵis 
bigger than  Ωଶ. 
 
The following result is a characterization of the closed cone cl ൫cone ሺ Ω െ xതሻ൯  in terms of βכ in reflexive 
spaces. 
 
Theorem 2.7. The following hold: 
 
1. If  െ1 ൏ ߚכ ൏ 0, then K is non-convex. 
2. If  X is a strictly convex space, then ߚכ ൌ െ1 if and only if  ܭ ൌ  ܺ. 
3. If  0 ൏ ߚכ ൏  1, then K contains in a half space, i.e. there is xכ א Xכ such that ۃxכ, xۄ ൑ 0 for all x א K. 
 
Proof: (1) Assume to the contrary that ܭ is convex. By Hahn-Banach theorem, there exists a linear function 
ݔכ such that 
ܭ  ك ሼݔ א  ܺ: ۃݔכ, ݔۄ ൑ 0ሽ. 
Then 
ߪஐሺݔכ; ݔҧሻ ൌ ݏݑ݌௬א௄ת௎ۃݔ
כ, ݕۄ ൑ 0. 
which results in ߚכ ൒ 0. This contradicts the relation  െ1 ൏ ߚכ ൏ 0. 
 
 (2) Let ߚכ ൌ െ1. If ܭ ് ܺ, then by Lemma 2.4, there exists ݔכ א ܷכ such that ߪஐሺݔכ;  ݔҧሻ ൏ 1, or 
equivalently ߚכ ൏ െ1, which is a contradiction. 
 
As any linear functional xכ attains its maximum on unit ball of a reflexive space, so the other side is obvious. 
 
 (3) Let 0 ൏ ߚכ ൏  1. By the definition of ߚכ, there exists ݔכ א ܷכ  such that 
 
ݏݑ݌
௬א௄ת௎
ۃݔכ, ݕۄ ൑ 0 
Thus  ܭ  ك ሼݔ א  ܺ: ۃݔכ, ݔۄ ൑ 0ሽ. 
 
 SUPPORTING CONE 
In this section, we introduce a new supporting cone which is called “ߪ-supporting cone” since it is 
constructed by using function  ߪஐሺݔכ;  ݔҧሻ. 
 
Definition 3.1. ߪ െsupporting cone for set  Ω at ݔҧ is defined as follows: 
 
ܰఙሺݔ;ഥ Ωሻ ൌ ܿ݋݊݁ ൛ݔכ א ࢁכ:  ߪஐሺݔכ; ݔҧሻ ൌ Sup௬אࡷתࢁۃݔכ, ݕۄ ൏ 1ൟ. 
 
It is clear that the following representation is true 
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ܰఙሺݔ;ഥ Ωሻ ൌ ቊݔכ א ࢄכ:  ߪஐሺݔכ; ݔҧሻ ൌ Sup௬אࡷתࢁۃݔ
כ, ݕۄ ൏ ԡݔכԡכቋ. 
First we present the relation between ߪ-supporting cone and augmented normal cone introduced in ([1] and 
[10]). 
 
Definition 3.2. Let  Ω ך ݔҧ  ് ׎. The set 
 
ܰ஺ሺݔҧ, Ωሻ ൌ ሼሺݔכ, ߙሻ א ࢄכ ൈ ܴ:  ۃݔכ, ݔ െ ݔҧۄ൅ן ԡݔ െ ݔҧԡ ൑ 0, ݂݋ݎ ݈݈ܽ ݔ א Ωሽ 
 
is called an augmented normal cone to Ω at ݔҧ. 
 
In [10], to derive the necessary and sufficient conditions of optimality, nontrivial elements of augmented normal 
cone are considered. Note that the element ሺݔכ, ߙሻ א ܰ஺ሺݔҧ, Ωሻis called nontrivial if ߙ ൐ െԡݔכԡכ. 
 
Clearly, for anyሺݔכ, ߙሻ א ܰ஺ሺݔҧ, Ωሻ, we have 
 
ۃݔכ, ݔ െ ݔҧۄ ൅ ߙԡݔ െ ݔҧԡ ൑ 0, ݂݋ݎ ݈݈ܽ ݔ א Ω 
and then 
 
ߙ ൑ െ ۃݔ
כ, ݔ െ ݔҧۄ
ԡݔ െ ݔҧԡ , ݂݋ݎ ݈݈ܽ  ݔ א Ω, ݔ ് ݔҧ.  
 
This means that if ሺݔכ, ߙሻ א ܰ஺ሺݔҧ, Ωሻ is nontrivial then 
 
െԡݔכԡכ ൏ ߙ ൑ െSup௬אࡷתࢁۃݔכ, ݕۄ. 
 
Therefore, ሺݔכ, ߙሻ א ܰ஺ሺݔҧ, Ωሻ is nontrivial if and only if 
 
Sup௬אࡷתࢁۃݔכ, ݕۄ ൏ ԡݔכԡכ , or ݔכ א ܰఙሺݔ;ഥ Ωሻ. 
 
In other words, 
 
ݔכ א ܰఙሺݔ;ഥ Ωሻ ฻ ׌ α ൐ െԡݔכԡכ  ݏݑ݄ܿ ݐ݄ܽݐ ሺݔכ, ߙሻ א ܰ஺ሺݔҧ, Ωሻ.  
 
Now we investigate the relation between ࢄ ך ࡷ and ܰఙሺݔ;ഥ Ωሻ in uniformly convex spaces. First we present the 
definition of uniformly convex spaces. 
 
Definition 3.3. [[6], Section 3.7] ࢄ is called uniformly convex if for allߝ ൐ 0, there exists ߜ ൐ 0 such that for all 
ԡݔԡ ൌ ԡݕԡ ൌ 1, 
 
ฯݔ ൅ ݕ2 ฯ ൐ 1 െ ߜ ฻ ԡݔ െ ݕԡ ൏ ߝ. 
 
(i.e., if the midpoint of two unit vectors is close to a unit vector, then the two unit vectors are close) 
 
We will use the following proposition in the last lemma. 
 
Proposition 3.4. Let ࢄ is uniformly convex, then: 
 
1. ࢄ is reflexive [[6], Theorem 3.31 (MilmanPettis)]. 
2. If ݔ௝  ֊ ݔ weakly and ฮݔ௝ฮ ื ݔ, then ݔ௝  ื ݔ in norm [[6], Proposition 3.32]. 
3. Unit ball ࢁ is weakly sequentially compact [[7], Theorem 7]. 
 
It is not difficult to show that ܰఙሺݔ;ഥ Ωሻ ൌ ࢄ ך ࡷ in the Euclidean space; however this relation is not true in any 
normed spaces. The following example in ܮଵ illustrates that the sets  ܰఙሺݔ;ഥ Ωሻ and ࢄ ך ࡷ can be very different. 
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Example 3.5. Let norm of ܴଶbe ܮଵ (i.e. for any ሺݔଵ, ݔଶሻ א ܴଶ,  ԡሺݔଵ, ݔଶሻԡଵ ൌ |ݔଵ| ൅ |ݔଶ|). Clearly, the norm of dual 
space is ܮஶ (i.e. for anyሺݔଵ, ݔଶሻ א ܴଶ, ԡሺݔଵ, ݔଶሻԡஶ ൌ ݉ܽݔ{|ݔଵ|, |ݔଶ|}). Let Ω ൌ ܴଶ ך ሼሺݔଵ, ݔଶሻ:  ݔଵ ൏ 0 ܽ݊݀ ݔଶ ൏
0ሽ and ሺݔଵ, ݔଶሻതതതതതതതതതത ൌ ሺ0,0ሻ. It is not difficult to observe that there is no ݔכ א ࢁכ with ߪஐሺݔכ; ݔҧሻ<1 (݅. ݁. , ܰఙሺݔ;ഥ Ωሻ ൌ ׎) 
while  ࢄ ך ࡷ ൌ ሼሺݔଵ, ݔଶሻ:  ݔଵ ൏ 0 ܽ݊݀ ݔଶ ൏ 0ሽ. 
 
Now we show the relation between ܰఙሺݔ;ഥ Ωሻ and ࢄ ך ࡷ in uniformly convex spaces. 
 
Lemma 3.6. Let ࢄ be a uniformly convex space. Then there is a continuous bijective (one-to-one and onto) 
mapbetween ܰఙሺݔ;ഥ Ωሻ and  ࢄ ך ࡷ. 
 
Proof: Define function ߶ for ݔכ א ܰఙሺݔ;ഥ Ωሻas follows: 
 
߶ሺݔכሻ ൌ ԡݔכԡכ. ݔ୫ୟ୶  where ݔ୫ୟ୶ ൌ arrgmaxሼۃݔכ, ݔۄ:  ݔ א ܃ሽ. 
 
Since Ԅሺxכሻ is positively homogenous, it is enough to show that it is a continuous one-to-one and onto map 
between N஢ሺx;ഥ Ωሻ ת Uכ and ሺX ך Kሻ ת U. 
 
For ݔכ א ܰఙሺݔ;ഥ Ωሻ ת ࢁכwe have 
 
ߪஐሺݔכ; ݔҧሻ ൌ Sup௬אࡷתࢁۃݔכ, ݕۄ ൏ 1 ൌ ݉ܽݔ௫אࢁۃݔכ, ݔۄ ൌ ۃݔכ, ݔ௠௔௫ۄ. 
 
From this relation it follows that ݔ௠௔௫ ב ࡷ or ݔ௠௔௫ א ࢄ ך ࡷ. Since ࢄ  is strictly convex space,  ݔ௠௔௫is unique. 
Thus the function ߶ is well defined on ܰఙሺݔ;ഥ Ωሻ ת ࢁכ. 
 
Let  ݔᇱ א ሺࢄ ך ࡷሻ ת ࢁ. By Proposition 2.2, there exists ݔכ א ࢁכ such that 
 
݉ܽݔ௫אࢁۃݔכ, ݔۄ ൌ ۃݔכ, ݔᇱۄ. 
 
As ࢄ is strictly convex space, the maximum point ݔᇱ on ࢁis unique. Since ݔᇱ א ࢄ ך ࡷ we have ݔכ א
ܰఙሺݔ;ഥ Ωሻ. Thus ߶ is onto map. 
 
Now we show that ߶is continuous. Let ݔ௞כ א ܰఙሺݔ;ഥ Ωሻ ת ࢁכ, ݔ௞כ ՜ ݔכ. We show ߶ሺݔ௞כሻ  approaches ߶ሺݔכሻ. 
 
Denoteݔ௞௠௔௫ ൌ ߶ሺݔ௞כሻ  and  ݔ௠௔௫ ൌ ߶ሺݔכሻ. Clearly 
 
ሺ3.1ሻԡݔ௞כԡכ ൌ ݉ܽݔ௫אࢁۃݔ௞כ, ݔۄ ൌ ۃݔ௞כ, ݔ௞௠௔௫ۄ ൌ 1, 
 
ሺ3.2ሻԡݔכԡכ ൌ ݉ܽݔ௫אࢁۃݔכ, ݔۄ ൌ ۃݔכ, ݔ௠௔௫ۄ ൌ 1. 
 
Since ࢄ is reflexive, there exists a subsequence of ሼݔ௞௠௔௫ሽ௞אேwhich is weakly convergent. For the sake of 
simplicity, let ݔ௞௠௔௫ ֊ ݔᇱweakly. Then 
 
݈݅݉௞՜ஶሺۃݔ௞כ, ݔ௞௠௔௫ۄ െ ۃݔכ, ݔᇱۄሻ ൌ 
 
݈݅݉௞՜ஶሺۃݔ௞כ, ݔ௞௠௔௫ۄ െ ۃݔכ, ݔ௞௠௔௫ۄ ൅ ۃݔכ, ݔ௞௠௔௫ۄ െ ۃݔכ, ݔᇱۄሻ ൌ 
 
݈݅݉௞՜ஶሺۃݔ௞כ െ ݔכ, ݔ௞௠௔௫ۄ ൅ ۃݔכݔ௞௠௔௫ െ ݔᇱۄሻ ൌ0. 
 
Thus from (3.1) we have ݈݅݉௞՜ஶۃݔ௞כ, ݔ௞௠௔௫ۄ ൌ ۃݔכ, ݔᇱۄ ൌ 1. 
 
By Proposition [part 3, Proposition 3.4], ݔᇱ א ࢁ and as ࢄ is strictly convex space the maximum point ݔ௞௠௔௫in 
(3.2) is unique. Then ݔᇱ ൌ ݔ௞௠௔௫. 
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In addition as ࢄ is reflexive [part 1, Proposition 3.4], ሼݔ௞௠௔௫ሽ௞אே is convergent to ݔᇱ in norm by [part 2, 
Proposition 3.4]. 
 
Therefore we proved that any weakly convergence subsequence of ሼݔ௞௠௔௫ሽ௞אே is norm convergent with the limit 
point ݔ௠௔௫.This means thatݔ௞௠௔௫ ՜ ݔ௠௔௫ or ߶ሺݔ௞כሻ ՜ ߶ሺݔכሻ; that is, ߶ is continuous.  
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4.2 Sigma supporting cone and optimality conditions in nonconvex
problems
In this section, we investigate nonconvex sets that have conic gap. A global supporting
function is introduced and afterwards, the notion of sigma supporting cone that is constructed
by supporting function, is defined. To determine the size of conic gap, a measure called
maximal conic gap is introduced. Finally, the necessary and sufficient conditions for a class
of nonconvex and nonsmooth optimization problems in finite dimensional normed spaces by
applying weak subdifferentials and global supporting function, for global optimization, is
presented.
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Abstract 
In this paper, a new supporting function for characterizing non-convex 
sets is introduced. The notions of σ-supporting cone and maximal 
conic gap are proposed and some properties are investigated. By 
applying these new notions, we establish the optimality conditions 
considered in [7] for a broader class of finite dimensional normed 
spaces in terms of weak subdifferentials. 
1. Introduction 
The notion of subdifferential plays an important role in optimization 
theory. It was first introduced as a generalization of the concept of ordinary 
derivative to deal with optimization problems involving convex and 
nonsmooth functions by Moreau and Rockafellar [10]. One of the main 
approaches to derive the necessary conditions of optimality for nonsmooth 
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and non-convex problems is the generalization of the notion of 
subdifferentials and normal cones. 
Nonsmooth and non-convex phenomena have been known for a long 
time in mathematics and applied sciences. Various kinds of subdifferentials 
and normal cones have been introduced which are applicable for different 
classes of optimization problems. We briefly mention here some of        
major concepts related to this paper. These concepts (normal cones and 
subdifferentials) in order depend on the properties of the variable space        
as well as on the objective function. Fréchet subdifferentials were             
first introduced for finite dimensions in [2] (under the name “lower 
semidifferentials”) (see [8] for some of their properties in an infinite-
dimensional setting). 
An important generalization of normal cones beyond convexity of 
functions and sets was done by Clarke [3]. Clarke’s directional derivative 
and its related subdifferential are investigated for the locally Lipschitz 
functions. Convexity of normal cones and subdifferentials has drawbacks     
in some cases. To avoid the drawbacks, Mordukhovich and Kruger [9] 
introduced the non-convex limiting Fréchet normal cone in finite 
dimensional spaces, and then the concept is extended to infinite dimensional 
spaces [8]. 
Augmented normal cones and weak subdifferentials are one of the most 
useful nonlinear global concepts introduced by Azimov and Gasimov [1]. 
Recently, Kasimbeyli and Mammadov [6, 7] considered the “necessary” and 
“sufficient” conditions of optimality for a wide range of non-convex and 
nonsmooth problems in an Euclidean space. This is the first generalization 
obtained for non-convex problems in the form of a necessary and sufficient 
condition. 
In this paper, we consider the optimality conditions for non-convex and 
nonsmooth problems by applying augmented normal cones and weak 
subdifferentials similar to optimality conditions introduced in [7]. The main 
purpose is to establish the analogies of these results for a broader class of 
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finite dimensional normed spaces. We introduce three new concepts and then 
apply them to generalize the necessary and sufficient optimality conditions 
given in [7]. 
The paper is organized as follows: a new function for investigating a    
set with conic gap is established in the next section. σ-supporting cone and 
its properties are considered in Section 3. In Section 4, we establish the 
relation of weak subdifferentials with directional derivative. In Section 5,   
the separation property [5] is established for two specially designed closed 
cones and then optimality conditions are considered by applying weak 
subdifferentials. 
2. Non-convex Sets with Conic Gaps 
Throughout the paper, we assume that X is a finite dimensional space 
with norm ,⋅  ,X⊂Ω  Ω∈x  and ( ( )),conecl x−Ω=K  where “cl” 
stands for the closure of a set, and ( )”cone“ A  for a given set X⊂A  stands 
for 
( ) { }.,0:cone AxxA ∈≥λλ=  
The unit sphere and the unit ball of X are denoted by U and B, 
respectively: { },1:: =∈= xx XU  { }.1:: ≤∈= xx XB  
The dual will be denoted by ∗X  equipped with the norm ,∗⋅  where 
{ }U∈⋅=⋅ ∗ xx :,max:  and ⋅⋅,  is the scalar product. Note that we use 
maximum in definition of ∗⋅  as X is a finite dimensional space. The unit 
sphere and unit ball of dual space of X are denoted by ∗U  and ,∗B  
respectively. 
Following [7], we say that Ω has a conic gap at x  if .XK ≠  One of the 
questions of interest here is to investigate non-convex sets having conic gaps. 
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Let .∗∗ ∈ Ux  We define the following function ( )xx ;∗Ωσ  for the set Ω 
at :x  
( ) .,max:; yxxx
y
∗
∈
∗Ω =σ
UK∩
 (2.1) 
Since the set UK ∩  is closed and bounded and X is a finite dimensional 
space, the maximum in (2.1) is attained; that is, function ( )xx ;∗Ωσ  is well 
defined. Moreover, it is not difficult to verify that it is a convex function 
defined on ∗X  and therefore is continuous. 
For a convex set Ω, there is another representation for ( )xx ;∗Ωσ  given 
in the following lemma. 
Lemma 2.1. Let Ω be a convex set and .∗∗ ∈ Ux  Then the following 
holds: 
( ) .,suplim; xx
xxxxx
xx
−
−=σ
∗
→
∗Ω Ω  (2.2) 
Proof. Clearly, there is a sequence ,Ω∈nx  xxn →  such that 
.,lim,suplim: xx
xxx
xx
xxx
k
k
k
xx
−
−=−
−=ξ
∗
∞→
∗
→Ω
 
Sequence 
Nkk
k
xx
xx
∈⎭⎬
⎫
⎩⎨
⎧
−
−  is a bounded sequence, so there exists a 
convergent subsequence of 
Nkn
n
xx
xx
k
k
∈⎭
⎬⎫⎩⎨
⎧
−
−
 to .x′  As ,Ω∈knx  we have 
UK ∩∈−
−
xx
xx
k
k
n
n  and consequently .UK ∩∈′x  We have 
( ).;,lim, xxxxxx
xx
x
k
k
n
n
k
∗Ω∗∞→
∗ σ≤′=−
−=ξ  
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Now we show that ( ).; xx∗Ωσ≥ξ  Denote by UK ∩∈y~  a point for 
which .,max~, yxyx
y
∗
∈
∗ =
UK∩
 Then there is a sequence ( )xyk −Ω∈ cone~  
U∩  such that .~~ yyk →  Moreover, xx
xxy
k
k
k −
−= ~
~~  for some .~ Ω∈kx  
Consider the sequence ( ).~1 xxkxz kk −+=  Since Ω is convex, we have 
Ω∈kz  for all k. Clearly, xzk →  and 
xx
xxx
xz
xzx
k
k
kk
k
k −
−=−
−≥ξ
∗
∞→
∗
∞→ ~
~,lim,lim  
( ).;~,lim xxyx k
k
∗Ω∗∞→ σ==  
Lemma is proved. ~ 
Lemma 2.2. If ( ) 1; <σ ∗Ω xx  for some ,∗∗ ∈ Ux  then Ω has a conic 
gap at .x  
Proof. We have 
( ) .,,,max1,max; U
UUK
∈′∃′==<=σ ∗∗
∈
∗
∈
∗Ω xxxxxyxxx
xy ∩
 
Clearly, UK ∩∉′x  which means XK ≠  and thus Ω has conic gap at .x  
Lemma is proved. ~ 
The following example shows that the inverse of this lemma is not 
correct. In this example, the set provided has a conic gap at a specific point, 
however, ( )xx ;∗Ωσ  is equal to 1 for all .∗∗ ∈ Ux  
Example 2.3. Let norm of 2R  be 1L  (i.e.,  for any ,2Rx ∈  =1x  
).21 xx +  Clearly, the norm of dual space is ∞L  (i.e.,  for any ,2Rx ∈  
{ }).,max 21 xxx =∞  Let {( ) }0and0:,\ 22 <<∈=Ω yxRyxR  and 
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( ).0,0=x  It is not difficult to observe that there is no ∗∗ ∈ Ux  with 
( ) ;1; <σ ∗Ω xx  while set Ω has a conic gap at ( ).XK ≠x  
The following lemma explains that the inverse of Lemma 2.2 is true for 
strictly convex spaces. Before we prove this lemma, we present the definition 
of strictly convex spaces and two propositions used in the rest of paper. 
The following proposition from [11, Theorem 5.20] is obtained from 
Hahn-Banach theorem: 
Proposition 2.4. Let .U∈′x  There exists ∗∗ ∈ Ux  such that 
.1,max,
U
==′ ∗
∈
∗ xxxx
x
 
Definition 2.5 [11, p. 112]. Normed space X is called strictly convex       
if its unit ball is a strictly convex set; i.e., if ,yx ≠  U∈yx,  and =h  
( ),2
1 yx +  then .1<h  
We will also need the following proposition. 
Proposition 2.6 [4]. Let X be a strictly convex space and .X∈∗x  Then 
the maximum of ∗x  on unit sphere U is unique. 
Now we show that the inverse of Lemma 2.2 is true for strictly convex 
spaces. 
Lemma 2.7. Let X be a strictly convex space. Then Ω has conic gap at 
x  if and only if 
( ) 1; <σ ∗Ω xx  for some .∗∗ ∈ Ux  
Proof. By Lemma 2.2, it is enough to show that if Ω has conic gap at x  
(i.e.  )XK ≠  then ( ) .1; <σ ∗Ω xx  Let U∈′x  such that .K∉′x  By 
Proposition 2.4, there exists X∈∗x  such that 
.1,,max =′= ∗∗
∈
xxxx
x U
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By Proposition 2.6, x′  is unique, and therefore by the definition of 
( ),; xx∗Ωσ  we have ( ) .1; <σ ∗Ω xx  
Lemma is proved. ~ 
Now we investigate the question of the “size” of a conic gap; in other 
words, we define a measure that determines how “large” is a given conic gap. 
Definition 2.8. The maximal conic gap ∗β  with respect to Ω at x  is 
defined as follows: 
 ( ) ( ).,maxmin;min: yxxx
yxx
∗
∈∈
∗Ω∈
∗
∗∗∗∗ −=σ−=β UKUU ∩  (2.3) 
The minus sign in (2.3) is used to indicate that the value ∗β  increases 
with the size of conic gap. It means if ,21
∗∗ β>β  then the gap related to the 
value ∗β1  is bigger than the other one. Clearly, for any norm, the values of ∗β  
are in the interval [ ].1,1−  
First, we give an example of two sets with different maximal conic gap 
values. 
Example 2.9. Let the norm be Euclidean, {( ) },0:, 21 ≥∈=Ω yRyx  
{( ) }xyxyRyx −≥≥∈=Ω or:, 22  and ( ).0,0=x  By Definition 2.8, 
01 =β∗  and .2
1
2 −=β∗  As the maximal gap values show, the conic gap in 
1Ω  is bigger than those in .2Ω  
The following result is a characterization of the closed cone =K  
( )( )x−Ωconecl  in terms of .∗β  
Theorem 2.10. The following hold: 
(1) If ,01 <β<− ∗  then K is non-convex. 
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(2) If X is a strictly convex space, then 1−=β∗  if and only if .XK =  
(3) If ,10 ≤β≤ ∗  then K contains in a half space, i.e., there is X∈∗x  
such that 0, ≤∗ xx  for all .K∈x  
Proof. (1) Assume to the contrary that K is convex. Clearly, there exists 
a linear function ∗x  such that 
{ }.0,: ≤∈⊆ ∗ xxx XK  
Then 
( ) { } 0:,max; ≤∈=σ ∗∗Ω UK ∩yyxxx  
which results in .0≥β∗  This contradicts the relation .01 <β<− ∗  
(2) Let .1−=β∗  If ,XK ≠  then by Lemma 2.7, there exists ∗∗ ∈ Ux  
such that ( ) ,1; <σ ∗Ω xx  or 1−<β∗  which is a contradiction. 
The other side is obvious. 
(3) Let .10 ≤β≤ ∗  By the definition of ,∗β  there exists ∗∗ ∈ Ux  such 
that 
{ } .0:,max ≤∈∗ UK ∩yyx  
Thus, { }.0,: ≤∈⊂ ∗ xxx XK  
Theorem is proved. ~ 
In Example 2.3 above, the equality 1−=β∗  holds, however .XK ≠  
This shows that the assertion (2) of Theorem 2.10 may not be true for      
non-strictly convex spaces. 
3. σ-supporting Cone 
In this section, we introduce a new supporting cone which is called     
“σ-supporting cone” since it is constructed by using function ( ).; xx∗Ωσ  
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Definition 3.1. σ-supporting cone for set Ω at x  is defined as follows: 
( ) { ( ) }.1,max;:cone; <=σ∈=Ω ∗
∈
∗Ω∗∗σ yxxxxxN
y UK
U
∩
 (3.1) 
It is clear that the following representation is true: 
( ) { ( ) }.,max;:; ∗∗∗∈
∗Ω∗σ <=σ∈=Ω xyxxxxxN
y UK
X
∩
 (3.2) 
Clearly, if ( )Ωσ ;xN  is not empty, by continuity of ( ),; xx∗Ωσ  then it 
is an open set. 
In Example 2.3 above, there is no ∗∗ ∈ Ux  such that ( ) 1; <σ ∗Ω xx  and 
consequently ( ) .; ∅=Ωσ xN  If X is a strictly convex space and ,\ ∅≠KX  
by Lemma 2.7, we have ( ) .; ∅≠Ωσ xN  However, if X is not strictly 
convex, then this statement may not be true. In the next two examples, non-
strictly convex spaces are considered. 
Example 3.2. Let ,nRX =  norm be 1L  and let ( { }) .0\ ∅=− + K∩nRnR  
Then ( ) .; ∅≠Ωσ xN  
Indeed, for ( ),1...,,1,1 −−−=∗y  we have 
( )n
xx
xxxxyy −−−−==
∈
∗
∈∗
∗ "21max,max
UU
 
( )
( ) .,maxmax 21 yyxxx
y
n
Rx n
∗
∈−∈
>−−−−=
+ UKU ∩∩
"  
Thus, ( ).; Ω∈ σ∗ xNy  
Example 3.3. Let ,nRX =  norm be ∞L  and let ⎟⎠
⎞⎜⎝
⎛ −−−=∗ 2
1...,,2
1,2
1y  
.K∉  Then ( ) .; ∅≠Ωσ xN  
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In this case, it can be shown that ( ).; Ω∈ σ∗ xNy  Indeed, it is clear that 
for any ( ) ,...,,1 U∈= nxxx  the inequality 1≤ix  holds and therefore 
⎟⎠
⎞⎜⎝
⎛ −−−−==
∈
∗
∈∗
∗
n
xx
xxxxyy 2
1
2
1
2
1max,max 21 "
UU
 
( ) ( ) yy
y
,max12
112
1 ∗
∈
>−−−−−=
UK∩
"  
which shows that ( ).; Ω∈ σ∗ xNy  
In the next lemma, a characterization of σ-supporting cone for the 
Euclidean normed spaces is established. Note that in this case, ⋅=⋅ ∗  
and .UU =∗  
Lemma 3.4. Suppose the norm is Euclidean. Then ( ).;\ Ω= σ xNKX  
Proof. If ,XK =  then ( ) ,; ∅=Ωσ xN  since .KU ⊂  This yields the 
required equality. Consider the case .XK ≠  
First, we show ( ).;\ Ω⊂ σ xNKX  Let .\KX∈∗x  Since UK ∩  is a 
closed set, linear function ⋅∗
∗
,
x
x  achieves its maximum on .UK ∩  Let 
.:,argmax~ ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ ∈= ∗
∗
UK ∩yy
x
xy  
We assumed that norm is Euclidean; therefore, we have 
UK ∩∈∀<≤ ∗
∗
∗
∗
yy
x
xy
x
x ,1~,,  
which means 
,1,max; <=⎟⎟⎠
⎞
⎜⎜⎝
⎛σ ∗
∗
∈∗
∗
Ω y
x
xx
x
x
y UK∩
 
and consequently ( ).; Ω∈ σ∗ xNx  
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Now we show that ( ) .\; KX⊆Ωσ xN  Let ( )Ω∈ σ∗ ;xNx  and assume 
on the contrary that .K∈∗x  
Since K is a cone, UK ∩∈∗
∗
x
x  and then ., ∗∗
∗∗ = x
x
xx  This 
equality leads to a contradiction with ( )Ω∈ σ∗ ;xNx  in (3.2). This implies 
K∉∗x  and ( ) .\; KX⊆Ωσ xN  
Lemma is proved. ~ 
The following example shows that the relation in Lemma 3.4 between set 
K and σ-supporting cone may not be true if the norm is not Euclidean. 
Example 3.5. Let {( ) }xyRyx ≤∈=Ω :, 2  and suppose norm of 2R  
is .∞L  
For any ∗x  on the right side of the coordinate system, we have 
∗∗∗∈
= xyx
y
,max
UK∩
 and then ( )Ω∉ σ∗ ,xNx  which shows that ( )Ωσ ;xN  
.\KX≠  
Although the relation ( )Ω= σ ;\ xNKX  is not generally true, there is     
a one-to-one relation between KX\  and ( )Ωσ ;xN  when X is a strictly 
convex space. The following is a lemma to describe this relation. 
Lemma 3.6. Let X be a strictly convex space. Then there is a continuous 
bijective (one-to-one and onto) map between ( )Ωσ ;xN  and .\KX  
Proof. Define a function φ for ( )Ω∈ σ∗ ;xNx  as follows: 
( ) ,maxxxx ⋅=φ ∗∗∗  where { .:,argmaxmax U∈= ∗ xxxx  
Since ( )∗φ x  is positively homogeneous, it is enough to show that it is a 
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continuous one-to-one and onto map between ( ) ∗σ Ω U∩;xN  and ( )KX\  
.U∩  
For ( ) ,; ∗σ∗ Ω∈ U∩xNx  we have 
( ) .,,max1,max; maxxxxxyxxx
xy
∗∗
∈
∗
∈
∗Ω ==<=σ
UUK∩
 
From this relation, it follows that K∉maxx  or .\max KX∈x  Since X is 
a strictly convex space, maxx  is unique. Thus, the function φ is well defined 
on ( ) .; ∗σ Ω U∩xN  
Let ( ) .\ UKX ∩∈′x  By Proposition 2.4, there exists ∗∗ ∈Ux  such that 
.,,max xxxx
x
′= ∗∗
∈U
 
As X is a strictly convex space, the maximum point x′  on U is unique. 
Since ,\KX∈′x  we have ( ).; Ω∈ σ∗ xNx  Thus, φ is an onto map. 
Now we show that φ is continuous. Let ( ) ,; ∗σ∗ Ω∈ U∩xNxk  
.∗∗ → xxk  We show ( )∗φ kx  approaches ( ).∗φ x  
Denote ( )∗φ= kk xxmax  and ( ).max ∗φ= xx  Clearly, 
,1,,max max === ∗∗
∈∗
∗
kkk
x
k xxxxx
U
 (3.3) 
.1,,max max === ∗∗
∈∗
∗ xxxxx
x U
 (3.4) 
Take any convergent subsequence max
mk
x  of maxkx  and let .
max xx
mk
′→  
Then 
( ) .0,,lim max =′− ∗∗∞→ xxxx mm kkm  
Thus, from (3.3), we have .1,lim, max ==′ ∗∞→∗ mm kkm xxxx  
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Since X is a strictly convex space, the maximum point maxx  in (3.4) is 
unique. Then .maxxx =′  
Therefore, we proved that any convergence subsequence of { } Nkkx ∈max  
has a limit point .maxx  This means that maxmax xxk →  or ( ) ( );∗∗ φ→φ xxk  
that is, φ is continuous. 
Lemma is proved. ~ 
At the end of this section, we present the relation between σ-supporting 
cone and augmented normal cone introduced in [7]. 
Definition 3.7 [7]. Let { } .\ ∅≠Ω x  The set 
( ) {( ) }Ω∈∀≤−α+−×∈α=Ω ∗∗ xxxxxxRXxxN A ,0,:,:;  
 (3.5) 
is called an augmented normal cone to Ω at .x  
In [7], to derive the necessary and sufficient conditions of optimality, 
nontrivial elements of augmented normal cone are considered. Note that the 
element ( ) ( )Ω∈α∗ ;, xNx A  is called nontrivial if .∗∗−>α x  
Clearly, for any ( ) ( ),;, Ω∈α∗ xNx A  we have 
,,0, Ω∈∀≤−α+−∗ xxxxxx  
and then 
.,,, xxxxx
xxx ≠Ω∈∀−
−−≤α
∗
 
This means that if ( ) ( )Ω∈α∗ ;, xNx A  is nontrivial, then 
.,max yxx
y
∗
∈∗
∗ −≤α<−
UK∩
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This means that 
( ) ∗∗σ∗ −>α∃⇔Ω∈ xxNx ;  such that ( ) ( );;, Ω∈α∗ xNx A  
that is, the following lemma is true. 
Lemma 3.8. ( ) ( )Ω∈α∗ ;, xNx A  is nontrivial if and only if ∈∗x  
( ).; Ωσ xN  
4. Directional Derivatives and Weak Subdifferentials 
In this section, we consider the notion of weak subdifferential, 
introduced in [1], for any normed spaces. It will be used to establish 
optimality conditions in the next section. One of the important properties of 
this notion is its relation with the directional derivatives. This property is 
established in [7] for the Euclidian norm. In this section, we prove this 
property for any strictly convex spaces. 
Let Rf →Ω:  be a single-valued function. We start with the definition 
of weak subdifferential. 
Definition 4.1. A pair of ( ) RXx ×∈α∗,  is called a weak subgradient 
of f at x  on Ω if 
( ) ( ) .,, Ω∈∀−α+−≥− ∗ xxxxxxxfxf  (4.1) 
The set 
( ) {( ) ( ) }satisfiedis1.4:, RXxxfw ×∈α=∂ ∗Ω  (4.2) 
of all subgradients is called the weak subdifferential of f at x  on Ω. 
Directional derivative of function f at x  on direction xx −  is defined as 
follows: 
( ) ( )( ) ( ) .lim:;
0 t
xfxxtxfxxxf
t
−−+=−′ ↓  
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We require that ( )hxf ;′  is defined for all ( )( );conecl xh −Ω=∈ K  
accordingly, we will assume that the set Ω satisfies the following condition: 
For any ,K∈h  there is 0>αh  such that [ ].,0, htthx α∈∀Ω∈+  (4.3) 
We will use the following assumption in order to establish some 
properties of the weak subdifferential and to derive optimality conditions in 
the next section. 
Assumption 1. Suppose that (4.3) holds and f has a directional  
derivative ( )hxf ;′  at Ω∈x  for all .K∈h  Moreover, ( )⋅′ ;xf  is lower 
semicontinuous on K and there exists 0>δ  such that 
( ) ( ) ( ) .,; Ω∈∀−′δ≥− xxxxfxfxf  (4.4) 
The next theorem is about the relation between weak subdifferentials and 
directional differentiable functions in strictly convex spaces. 
Theorem 4.2. Let X be a strictly convex space, X⊆Ω  and .Ω∈x  
Assume that Assumption 1 holds and 
( ){ } .:;inf ∞−>∈′ UK ∩hhxf  (4.5) 
Then f is weakly subdifferentiable at ;x  that is, ( ) .∅≠∂Ω xfw  Moreover, if 
1=δ  in Assumption 1, then 
{ ( ) ( )} ( ) .,;,:,sup K∈∀′=∂∈αα+ Ω∗∗ hhxfxfxhhx w  (4.6) 
Proof. Let .UK ∩∈h  By Proposition 2.4, there exists ∗∗ ∈ Ux  such 
that 
,1,,max == ∗∗
∈
hxyx
y U
 
where h is the unique maximum point according to Proposition 2.6. 
Take any 0>ε  and denote ( ( ) ) .; 11 ∗∗ α−ε−′= xhxfx  
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We show that there exists sufficiently small 1α  such that ( ) ∈δαδ ∗ 11 ,x  
( ).xfwΩ∂  
First, we show that the relation 
( ) zzxzxf 11 ,; α+≥′ ∗  
( ( ) ) ( ) UK ∩∈∀−α−ε−′= ∗∗ zzxzxhxf ,1,,; 1  (4.7) 
is satisfied for some sufficiently small .1α  
Assume to the contrary that this is not true. Then given any sequence 
,∞−→αn  there exists UK ∩∈nz  such that 
( ) ( )( ) ( ) .,1,,;; Nnzxzxhxfzxf nnnn ∈∀−α−ε−′<′ ∗∗  (4.8) 
Since UK ∩  is closed and bounded, there is a convergent subsequence 
of { } .Nnnz ∈  Without loss of generality, assume that nz  converges to ∈z~  
.UK ∩  
Let .~ hz ≠  As h is a unique maximum point of ⋅∗,x  over the unit ball, 
the inequality 01~, <−∗ zx  holds. Then, letting nα  approaches to ∞−  in 
(4.8), we have ,~; −∞=′ zxf  that contradicts (4.5). 
Let hz =~  and consequently .01~, =−∗ zx  Then by taking limit in 
(4.8) and using lower semicontinuity of directional derivative ( ),; ⋅′ xf  as 
well as the inequality ,,01, nzx n ∀≤−∗  we have 
( ) ( ) ( )( ) ( ) .;,;;inflim; ε−′=ε−′≤′≤′ ∗∞−→ hxfhxhxfzxfhxf nn  
Since ,0>ε  this is again a contradiction. 
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Therefore, (4.7) holds for some sufficiently small .1α  Take any ,Ω∈x  
.xx ≠  Then UK ∩∈−
−
xx
xx  and from (4.7), we obtain 
( ) .,,,; 11 xxxxxxxxxxxf ≠Ω∈∀−α+−≥−′ ∗  
This relation also holds for .xx =  Then, from (4.4), it follows that 
( ) ( ) ( ) .,,; 11 Ω∈∀−δα+−δ≥−′δ≥− ∗ xxxxxxxxxfxfxf  
Thus, ( ) ( );, 11 xfx wΩ∗ ∂∈δαδ  that is, the set of weak subdifferentials is not 
empty. 
Now consider the case .1=δ  Then from ( ) ( ),, 11 xfx wΩ∗ ∂∈α  we have 
{ ( ) ( )}xfxhhx wΩ∗∗ ∂∈αα+ ,:,sup  
hhx 11 , α+≥ ∗  
( )( ) ( ) ( ) .;1,,; 1 ε−′=−α−ε−′= ∗∗ hxfhxhxhxf  
Since this relation holds for any ,0>ε  we obtain 
{ ( ) ( )} ( ).;,:,sup hxfxfxhhx w ′≥∂∈αα+ Ω∗∗  (4.9) 
On the other hand, it is not difficult to show that for any ( ) ∈α∗,x  
( ),xfwΩ∂  the inequality 
( ) ,,; hhxhxf α+≥′ ∗  
and consequently 
( ) { ( ) ( )}xfxhhxhxf wΩ∗∗ ∂∈αα+≥′ ,:,sup;  (4.10) 
holds. Then, for given ,UK ∩∈h  the required relation (4.6) follows from 
(4.9) and (4.10). Since both sides in (4.6) are superlinear in h, it is also true 
for all .K∈h  
Theorem is proved. ~ 
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5. Weak Subdifferentials and Optimality Condition 
In this section, we consider the necessary and sufficient conditions        
for a class of non-convex and nonsmooth optimization problems in finite 
dimensional normed spaces by applying weak subdifferentials, augmented 
normal cones and the function ( ).; xx∗Ωσ  Similar optimality conditions are 
considered in [7] for the Euclidean space. 
We will use the following, so-called, the separation property introduced 
in [5]. 
Definition 5.1 [5]. Let C and K be closed cones of a normed space X. 
Let C~  and ∂K~  be the closure of the sets ( )UC ∩co  and ( ( )( ) ∪∩ UKbdco  
{ }).0X  The cones C and K are said to have the separation property with 
respect to the norm ⋅  if 
.~~ ∅=∂K∩C  (5.1) 
Take any positive number 1<β  and .∗∗ ∈ Ux  Consider the cone 
{ }.,:UconeC β≥∈= ∗ xxx  (5.2) 
In the following theorem, we show that under some conditions on the    
σ-supporting cone defined in Section 3, the cones C and K satisfy the 
separation property. 
Theorem 5.2. Let there exists ∗∗ ∈ Ux  such that ( ) .1; <σ ∗Ω xx  Then 
given any positive number ( ( ) ),1,; xx∗Ωσ∈β  cones C and K satisfy the 
separation property. 
Proof. By the assumption of the theorem, 
( ) .,max1;,max xxxxxyx
xy
∗
∈∗
∗∗Ω∗∈
==<σ=
UUK∩
 (5.3) 
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Denote ( )xx ;∗Ωσ=α  and take any 0>β  such that 
( ) .1;,max <β<σ==α ∗Ω∗∈ xxyxy UK∩  (5.4) 
Since U is closed, there exists U∈a  such that .1, == ∗∗∗ xax  
Then C∈a  and .∅≠C  
Denote ( )( )UCC ∩cocl~ =  and ( (( ( ) ) { })).0bdcocl~ XUK ∪∩=∂K  We 
need to prove .~~ ∅=∂K∩C  
First, we show that for any ,~C∈x  the inequality β≥∗ xx ,  holds. Let 
( ).co UC ∩∈x  Then the following representation is true ∑ += α= 11 ;ni ii xx  
where UC ∩∈ix  and ∑ += =α11 .1ni i  As ,UC ∩∈ix  from (5.2), we have 
∑+
=
∗∗ β≥α=
1
1
.,,
n
i
ii xxxx  (5.5) 
From continuity of ∗x  and (5.5), for any ( )( ),cocl UC ∩∈x  we have 
., β≥∗ xx  
It is clear from (5.4) that for any ,UK ∩∈y  the relation α≤∗ yx ,  
β<  holds. Since ,0>β  we have .00, β<=∗x  Thus, { }0,max, α≤∗ yx  
β<  for any .~∂∈ Ky  Therefore, .~~ ∅=∂K∩C  
Theorem is proved. ~ 
The next theorem describes the necessary condition of optimality that 
generalizes theorem 4 in [7] for any normed spaces under some conditions to 
the function ( ).; xx∗Ωσ  
Theorem 5.3. Let X⊂Ω  and Rf →Ω:  be a given function.   
Assume that x  is a minimizer of f over Ω and there exists ∗∗ ∈Ux  such that 
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( ) .1; <σ ∗Ω xx  Let { } ,\ ∅≠Ω x  Assumption 1 holds and 
( ){ } .0:;inf: >∈′=β UK ∩hhxf  (5.6) 
Then there exists ( ) ( )xfz wΩ∗ ∂∈α,  with ,0≠∗z  0≥α  such that 
,,0, Ω∈∀≥−α+−∗ xxxxxz  (5.7) 
0, <−α+−∗ xzxzz  for some .Ω∉z  (5.8) 
Proof. Let ( ) 1; <σ ∗Ω xx  for .∗∗ ∈Ux  By Theorem 5.2, there exists 
cone C such that C and K are separable in the sense of Definition 5.1. 
Therefore, by [5, Theorem 4.3], there exists ( ) ( )xfy wΩ∗ ∂∈γ,  with 0≠∗y  
and 0≥γ  such that it separates the sets C and K in the following sense: 
{ }0\,,0, C∈∀γ+≤<γ+ ∗∗ yxxyyyy  and .K∈∀x  
The rest of proof is the same as in Theorem 4 in [7]. 
Theorem is proved. ~ 
The following theorem is about the existence of nontrivial solutions to 
( ) ( ) ( ).;0,0 Ω+∂∈ Ω xNxf Aw  (5.9) 
Theorem 5.4. Let all the conditions of Theorem 5.3 hold. Then there 
exists a nontrivial solution to (5.9). 
Proof. All the conditions of Theorem 5.3 hold. Therefore, there        
exists  ( ) ( )xfz wΩ∗ ∂∈α,  such that ,0≠∗z  0≥α  and (5.7), (5.8) hold. 
Multiplying both sides of (5.7) by ,1−  we obtain 
,,0, Ω∈∀≤−α−−− ∗ xxxxxz  
that means ( ) ( ).;, Ω∈α−− ∗ xNz A  Thus, (5.9) is satisfied. 
4.3 Optimality conditions via weak subdifferentials in Reflexive
Banach spaces
In this section, the setting under consideration is reflexive Banach spaces. The directional
derivative of a function in reflexive strictly convex space, is presented as supremum of weak
subgradients. Based on supporting cone introduced in the previous sections, a separation
property for two cones is investigated. We consider necessary and sufficient optimality con-
ditions by applying two notions of weak subdifferential and supporting function.
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1. Introduction
The generalization of concepts of ordinary derivatives and normal cones plays an important role in the study
of necessary and suﬃcient conditions of optimality for nonsmooth and nonconvex optimization problems. The
notion of subdiﬀerentials was introduced by Rockafellar [17] to deal with optimization problems involving
convex and nonsmooth functions. Since then, diﬀerent notions of subdiﬀerentials and normal cones have been
introduced, which are applicable for diﬀerent classes of optimization problems. We mention here the concepts
of the Fre´chet subdiﬀerential [3, 15], Clarke’s subdiﬀerential [4], and limiting Fre´chet subdiﬀerentials [15, 16].
In [1, 2], the notion of a supporting cone was introduced and led to so-called weak subdiﬀerentials. To
eliminate the duality gap in nonconvex programming, an augmented Lagrangian is used that is constructed by
supporting cones [2, 5, 6]. Later in [12], the concept of an augmented dual cone was introduced in Banach
spaces and a special class of sublinear functions was defined by using the elements of the augmented dual cone;
it was shown that two closed cones possessing a separation property can be separated by using a zero sublevel
set of some function from this class. Recently, these concepts were used in [13, 14] to obtain necessary and
suﬃcient conditions of optimality for a wide range of nonconvex and nonsmooth problems in Euclidean space.
In this paper, we study optimality conditions for nonconvex nonsmooth problems in reflexive Banach
spaces by applying augmented normal cones and weak subdiﬀerentials. The main purpose is to establish the
analogies of the main results obtained in [14] for infinite dimensional normed spaces by using the notion of the
supporting cone introduced in [8].
The paper is organized as follows. The main notations, definitions, and preliminaries are presented in
the next section. In Section 3, we establish the relation of weak subdiﬀerentials with the directional derivatives
in reflexive Banach spaces. Optimality conditions in infinite dimensional normed spaces by applying weak
subdiﬀerentials are presented in section 4.
∗Correspondence: sara.hassani@nicta.com.au
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2. Notations
Throughout the paper we assume that X is a reflexive Banach space with norm ∥ · ∥ unless otherwise stated.
Let Ω ⊂ X and x¯ ∈ Ω. We will use the notation K = cl (cone(Ω − x¯)) where “cl” stands for the closure of a
set, and “cone(A)” for a given set A ⊂ X stands for
cone(A) = {λx : λ ≥ 0, x ∈ A}.
The unit sphere and the unit ball of X are denoted by U and B , respectively:
U := {x ∈ X : ∥x∥ = 1}, B := {x ∈ X : ∥x∥ ≤ 1}.
The dual norm of X is denoted by ∥ · ∥∗ , where ∥ · ∥∗ := max{⟨·, x⟩ : x ∈ U} where ⟨·, ·⟩ is the scalar
product (note that any continuous linear function attains its supremum on a unit ball of reflexive Banach space
[10]). The unit sphere and unit ball of dual space of X are denoted by U∗ and B∗ , respectively.
We say that Ω has a conic gap at x¯ if K ̸= X (this property for set Ω at x¯ was called “cone-shaped”
in [14]). In [7, 8] a new supporting function was introduced to characterize the class of nonconvex sets having
conic gaps. Given x∗ ∈ U∗, this supporting function σΩ(x∗; x¯) for the set Ω at x¯ is defined as:
σΩ(x
∗; x¯) := sup
y∈K∩U
⟨x∗, y⟩. (2.1)
We present the definition of strictly convex spaces and three propositions used in the remainder of this
paper.
Definition 2.1 (page 112, [18]) Normed space X is called strictly convex if its unit ball is a strictly convex
set, i.e. if x ̸= y , x, y ∈ U , and h = 12 (x+ y) then ∥h∥ < 1 .
The following proposition is an extension of the Hahn–Banach theorem [18, Theorem 5.20]:
Proposition 2.2 Let x
′ ∈ U . There exists x∗ ∈ U∗ such that
⟨x∗, x′⟩ = max
x∈U
⟨x∗, x⟩ = 1.
Proposition 2.3 [9] Let X be reflexive strictly convex space and x∗ ∈ X∗ . Then the maximum of x∗ on unit
sphere U is unique.
Proposition 2.4 [11, Theorem 7] Unit ball U of reflexive space is weakly sequentially compact.
A new supporting cone, a “σ−supporting cone”, constructed by using function σΩ(x∗; x¯) is introduced
in the next definition.
Definition 2.5 A σ -supporting cone for the set Ω at x¯ is defined as follows:
Nσ(x¯; Ω) = cone{x∗ ∈ U∗ : σΩ(x∗; x¯) = sup
y∈K∩U
⟨x∗, y⟩ < 1}. (2.2)
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We show that the following representation is true for a σ -supporting cone:
Nσ(x¯; Ω) = {x∗ ∈ X∗ : σΩ(x∗; x¯) = sup
y∈K∩U
⟨x∗, y⟩ < ∥x∗∥∗}. (2.3)
Denote
C = cone{x∗ ∈ U∗ : σΩ(x∗; x¯) = sup
y∈K∩U
⟨x∗, y⟩ < 1};
D = {x∗ ∈ X∗ : σΩ(x∗; x¯) = sup
y∈K∩U
⟨x∗, y⟩ < ∥x∗∥∗},
and let x∗ ∈ C . Clearly, we have x∗∥x∗∥∗ ∈ U∗ and therefore
σΩ(
x∗
∥x∗∥∗ ; x¯) = supy∈K∩U⟨
x∗
∥x∗∥∗ , y⟩ =
1
∥x∗∥∗ supy∈K∩U⟨x
∗, y⟩ < 1. (2.4)
From (2.4), we obtain supy∈K∩U⟨x∗, y⟩ < ∥x∗∥∗ and that means x∗ ∈ D.
Thus, C ⊂ D. To show the inverse inclusion, take any x∗ ∈ D; that is,
sup
y∈K∩U
⟨x∗, y⟩ < ∥x∗∥∗. (2.5)
Dividing both sides of equation (2.5) by ∥x∗∥∗ , we obtain
sup
y∈K∩U
⟨ x
∗
∥x∗∥∗ , y⟩ < 1,
and that means x
∗
∥x∗∥∗ ∈ {x∗ ∈ U∗ : σΩ(x∗; x¯) = supy∈K∩U⟨x∗, y⟩ < 1} and consequently x∗ ∈ C and D ⊂ C .
3. Directional derivatives and weak subdiﬀerentials
The notion of a weak subdiﬀerential, introduced in [1] for any normed spaces, will be used to establish optimality
conditions in the next section. One of the important properties of this notion is its relation with the directional
derivatives. This property was established in [14] for the Euclidean norm. In this section we prove this property
for any reflexive Banach space that is strictly convex.
Let f : Ω→ R be a single-valued function. We start with the definition of weak subdiﬀerential.
Definition 3.1 A pair of (x∗, α) ∈ X∗ ×R is called a weak subgradient of f at x¯ on Ω if
f(x)− f(x¯) ≥ ⟨x∗, x− x¯⟩+ α∥x− x¯∥, ∀x ∈ Ω. (3.1)
The set
∂wΩf(x¯) = {(x∗, α) ∈ X∗ ×R : (3.1) is satisfied} (3.2)
of all subgradients is called the weak subdiﬀerential of f at x¯ on Ω.
The directional derivative of function f at x¯ on direction x− x¯ is defined as follows:
f
′
(x¯;x− x¯) := lim
t↓0
f(x¯+ t(x− x¯))− f(x¯)
t
.
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We will use the following assumption in order to establish some properties of the weak subdiﬀerential
and to derive optimality condition.
Assumption 1. Suppose that K = cone(Ω− x¯) is a closed set and f has a directional derivative f ′(x¯;h)
at x¯ ∈ Ω for all h ∈ K. Moreover, f ′(x¯; ·) is lower semicontinuous on K and there exists δ > 0 such that
f(x)− f(x¯) ≥ δf ′(x¯;x− x¯), ∀x ∈ Ω. (3.3)
The next theorem is about the relation between weak subdiﬀerentials and directionally diﬀerentiable
functions in reflexive Banach spaces that are strictly convex.
Theorem 3.2 Let X be a reflexive strictly convex space, Ω ⊆ X and x¯ ∈ Ω. Assume that Assumption 1 holds
and
inf{f ′(x¯;h) : h ∈ K ∩U} > −∞. (3.4)
Then f is weakly subdiﬀerentiable at x¯; that is, ∂wΩf(x¯) ̸= ∅. Moreover, if δ = 1 in Assumption 1, then
sup{⟨x∗, h⟩+ α∥h∥ : (x∗, α) ∈ ∂wΩf(x¯)} = f
′
(x¯;h), ∀ h ∈ K. (3.5)
Proof: Let h ∈ K ∩U . By Proposition 2.2, there exists x∗ ∈ U∗ such that
max
y∈U
⟨x∗, y⟩ = ⟨x∗, h⟩ = 1,
where h is the unique maximum point according to Proposition 2.3.
Take any ϵ > 0 and denote x∗1 = (f
′
(x¯;h)− ϵ− α1)x∗ where α1 ∈ (−∞,∞).
We show that there exists suﬃciently small α1 such that (δ x
∗
1, δ α1) ∈ ∂wΩf(x¯).
First we show that the relation
f
′
(x¯; z) ≥ ⟨x∗1, z⟩+ α1∥z∥ = (f
′
(x¯;h)− ϵ)⟨x∗, z⟩ − α1(⟨x∗, z⟩ − 1), ∀z ∈ K ∩U, (3.6)
is satisfied for some suﬃciently small α1 .
Assume to the contrary that this is not true. Then given any sequence αn → −∞ , there exists zn ∈ K∩U
such that
f
′
(x¯; zn) < (f
′
(x¯;h)− ϵ)⟨x∗, zn⟩ − αn(⟨x∗, zn⟩ − 1), ∀ n ∈ N. (3.7)
By Proposition 2.4, there is a weakly convergent subsequence of {zn}n∈N . Without loss of generality
assume that zn converges weakly to z˜ ∈ U.
Let z˜ ̸= h . As h is a unique maximum point of ⟨x∗, ·⟩ over the unit ball, the inequality ⟨x∗, z˜⟩ − 1 < 0
holds. Then, letting αn approach to −∞ in (3.7), we have f ′(x¯; z˜) = −∞, which contradicts (3.4).
Let z˜ = h and consequently ⟨x∗, z˜⟩ − 1 = 0. Then by taking the limit in (3.7) and using the lower
semicontinuity of the directional derivative f
′
(x¯; ·), as well as the inequality ⟨x∗, zn⟩ − 1 ≤ 0, ∀n, we have
f
′
(x¯;h) ≤ lim inf
n→−∞f
′
(x¯; zn) ≤ (f ′(x¯;h)− ϵ)⟨x∗, h⟩ = f ′(x¯;h)− ϵ.
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Since ϵ > 0, this is again a contradiction.
Therefore, (3.6) holds for some suﬃciently small α1. Take any x ∈ Ω, x ̸= x¯. Then x−x¯∥x−x¯∥ ∈ K∩U and
from (3.6) we obtain
f
′
(x¯;x− x¯) ≥ ⟨x∗1, x− x¯⟩+ α1∥x− x¯∥, ∀x ∈ Ω, x ̸= x¯.
This relation also holds for x = x¯. Then from (3.3) it follows that
f(x)− f(x¯) ≥ δ f ′(x¯;x− x¯) ≥ ⟨δ x∗1, x− x¯⟩+ δ α1∥x− x¯∥, ∀x ∈ Ω.
Thus, (δ x∗1, δ α1) ∈ ∂wΩf(x¯); that is, the set of weak subdiﬀerentials is not empty.
Now consider the case δ = 1. From (x∗1, α1) ∈ ∂wΩf(x¯), we have
sup{⟨x∗, h⟩+ α∥h∥ : (x∗, α) ∈ ∂wΩf(x¯)} ≥ ⟨x∗1, h⟩+ α1∥h∥ =
(f
′
(x¯;h)− ϵ)⟨x∗, h⟩ − α1(⟨x∗, h⟩ − 1) = f ′(x¯;h)− ϵ.
Since this relation holds for any ϵ > 0, we obtain
sup{⟨x∗, h⟩+ α∥h∥ : (x∗, α) ∈ ∂wΩf(x¯)} ≥ f
′
(x¯;h). (3.8)
On the other hand, it is not diﬃcult to show that, for any (x∗, α) ∈ ∂wΩf(x¯), the inequality
f
′
(x¯;h) ≥ ⟨x∗, h⟩+ α∥h∥
and consequently
f
′
(x¯;h) ≥ sup{⟨x∗, h⟩+ α∥h∥ : (x∗, α) ∈ ∂wΩf(x¯)} (3.9)
hold. Then, for given h ∈ K ∩U, the required relation (3.5) follows from (3.8) and (3.9). Since both sides in
(3.5) are superlinear in h, it is also true for all h ∈ K.
□
4. Weak subdiﬀerentials and optimality condition
In this section we consider the necessary and suﬃcient conditions for a class of nonconvex and nonsmooth
optimization problems in reflexive Banach spaces by applying weak subdiﬀerentials, augmented normal cones,
and the function σΩ(x
∗; x¯). Similar optimality conditions are considered in [14] and [7] for the Euclidean space
and any finite normed space, respectively.
We will use the following so-called separation property introduced in [12].
Definition 4.1 [12] Let C and K be closed cones of a normed space X . Let C˜ and K˜∂ be the closure of the
sets co(C∩U) and co((bd(K)∩U)∪ {0X}) , respectively. The cones C and K are said to have the separation
property with respect to the norm ∥ · ∥ if
C˜ ∩ K˜∂ = ∅. (4.1)
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Take any positive number β < 1 and x∗ ∈ U∗. Consider the cone
C = cone{x ∈ U : ⟨x∗, x⟩ ≥ β}. (4.2)
In the following theorem we show that under some conditions on the σ -supporting cone, the cones C
and K satisfy the separation property.
Theorem 4.2 Let X be a reflexive Banach space and let there exist x∗ ∈ U∗ such that σΩ(x∗; x¯) < 1 . Then
given any positive number β ∈ (σΩ(x∗; x¯), 1), cones C and K satisfy the separation property.
Proof: By the assumption of the theorem
sup
y∈K∩U
⟨x∗, y⟩ = σΩ(x∗; x¯) < 1 = ∥x∗∥∗ = max
x∈U
⟨x∗, x⟩. (4.3)
Denote α = σΩ(x
∗; x¯) and take any β > 0 such that
α = sup
y∈K∩U
⟨x∗, y⟩ = σΩ(x∗; x¯) < β < 1. (4.4)
Since X is reflexive, there exists a ∈ U such that ⟨x∗, a⟩ = ∥x∗∥∗ = 1. Then a ∈ C and C ̸= ∅ .
Denote C˜ = cl(co(C ∩U)) and K˜∂ = cl(co((bd(K) ∩U) ∪ {0X})). We need to prove C˜ ∩ K˜∂ = ∅ .
First we show that for any x ∈ C˜ the inequality ⟨x∗, x⟩ ≥ β holds. Let x ∈ co(C ∩ U). Then the
following representation is true x =
∑n(x)
i=1 αix˜i for some n(x) ∈ N , where x˜i ∈ C ∩U and
∑n(x)
i=1 αi = 1. As
x˜i ∈ C ∩U , from (4.2) we have
⟨x∗, x⟩ =
n(x)∑
i=1
αi⟨x∗, x˜i⟩ ≥ β. (4.5)
Let x ∈ cl(co(C ∩U)), which means there exists sequence xn in C ∩U such that xn is convergent to
x weakly and consequently ⟨x∗, xn⟩ → ⟨x∗, x⟩ . Then by (4.5), we have ⟨x∗, x⟩ ≥ β .
It is clear from (4.4) that for any y ∈ K ∩U , the relation ⟨x∗, y⟩ ≤ α < β holds. Since β > 0, we have
⟨x∗, 0⟩ = 0 < β . Thus, ⟨x∗, y⟩ ≤ max{α, 0} < β for any y ∈ K˜∂ . Therefore, C˜ ∩ K˜∂ = ∅ . □
The condition of reflexivity of X is important in the proof of Theorem 4.2, although it is our opinion
that it can be relaxed. We provide an example below where the space X is not reflexive but the separation
property is still valid.
Example 4.3 Consider the Banach space X = C0([0, 1], R) with the norm ∥f∥∞ = max{f(x) : x ∈ [0, 1]} .
Clearly X is not reflexive [4].
Let the linear continuous function x∗ be defined as follows:
⟨x∗, f⟩ :=
∫ 1
2
0
f(t)dt−
∫ 1
1
2
f(t)dt where f ∈ X.
We show that x∗ ∈ U∗. Clearly, ⟨x∗, f⟩ ≤ 1 for any f ∈ U and hence ∥x∗∥∗ ≤ 1 . Consider a sequence
of functions fn(x) defined by
fn(x) =
 1 if x ∈ [0,
1
2 − 1n ]−nx+ n2 if x ∈ [ 12 − 1n , 12 + 1n ]−1 if x ∈ [ 12 + 1n , 1].
6
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It is easy to check that ∥fn∥∞ = 1 and ⟨x∗, fn⟩ = 1− 2n . Therefore, ∥x∗∥∗ ≥ supn(1− 2n ) = 1; that is,
∥x∗∥∗ ∈ U∗.
Now we consider any set Ω satisfying σΩ(x
∗; x¯) < 1. Take an arbitrary number β ∈ (σΩ(x∗; x¯), 1). First
we show that C ̸= ∅ .
Clearly there is n such that ⟨x∗, fn⟩ = 1−2/n ∈ (β, 1) ; hence, C ̸= ∅ . Now we show that for any x ∈ C˜ ,
the inequality ⟨x∗, x⟩ ≥ β holds. By following the proof of Theorem 4.2, for any x ∈ co(C ∩U) , the inequality
⟨x∗, x⟩ ≥ β holds. Let x ∈ cl(co(C ∩U)) , which means there exists sequence xn in co(C ∩U)) such that xn
is convergent to x , i.e. ∥xn − x∥ → 0 . We have
⟨x∗, xn − x⟩ ≤ ∥xn − x∥ → 0;
that means ⟨x∗, xn⟩ → ⟨x∗, x⟩ and consequently, ⟨x∗, x⟩ ≥ β. Hence, for any x ∈ C˜ the inequality ⟨x∗, x⟩ ≥ β
holds.
Again, by following the proof of Theorem 4.2, it is easy to show that ⟨x∗, y⟩ ≤ max{α, 0} < β for any
y ∈ K˜∂ . Therefore, K˜∂ ∩ C˜ = ∅.
□
The next theorem describes the necessary condition of optimality that generalizes Theorem 4 in [14] to
any reflexive spaces by applying the function σΩ(x
∗; x¯).
Theorem 4.4 Let X be a reflexive Banach space ,Ω ⊂ X and f : Ω→ R be a given function. Assume that x¯
is a minimizer of f over Ω and there exists x∗ ∈ U∗ such that σΩ(x∗; x¯) < 1 . Letting Ω\{x¯} ̸= ∅, Assumption
1 holds and
β¯ := inf{f ′(x¯;h) : h ∈ K ∩U} > 0. (4.6)
Then there exists (z∗, α) ∈ ∂wΩf(x¯) with z∗ ̸= 0 , α ≥ 0 such that
⟨z∗, x− x¯⟩+ α∥x− x¯∥ ≥ 0, ∀x ∈ Ω, (4.7)
⟨z∗, z − x¯⟩+ α∥z − x¯∥ < 0, for some z /∈ Ω. (4.8)
Proof: Let σΩ(x
∗; x¯) < 1 for x∗ ∈ U∗. By Theorem 4.2, there exists cone C such that C and K are
separable in the sense of Definition 4.1. Therefore, by [12, Theorem 4.3], there exists (y∗, γ) ∈ ∂wΩf(x¯) with
y∗ ̸= 0 and γ ≥ 0 such that it separates the sets C and K in the following sense:
⟨y∗, y⟩+ γ∥y∥ < 0 ≤ ⟨y∗, x⟩+ γ∥x∥, ∀ y ∈ C \ {0} and ∀ x ∈ K.
The rest of the proof is the same as in Theorem 4 in [14].
□
The following theorem presents suﬃcient conditions guaranteeing the existence of nontrivial solutions to
(0, 0) ∈ ∂wΩf(x¯) +NA(x¯; Ω). (4.9)
Theorem 4.5 Let all the conditions of Theorem 4.4 hold. Then there exists a nontrivial solution to 4.9.
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Proof: All conditions of Theorem 4.4 hold. Therefore, there exists (z∗, α) ∈ ∂wΩf(x¯) such that z∗ ̸= 0,
α ≥ 0 and (4.7),(4.8) hold. Multiplying both sides of (4.7) by −1, we obtain
⟨−z∗, x− x¯⟩ − α∥x− x¯∥ ≤ 0 ∀x ∈ Ω,
which means (−z∗,−α) ∈ NA(x¯; Ω). Thus, (4.9) is satisfied.
Now we show that (z∗, α) is a nontrivial solution; that is, −α > −∥−z∗∥∗ or α < ∥z∗∥∗. By contradiction
let α ≥ ∥z∗∥∗. Then from the Cauchy–Schwarz inequality it follows that
⟨z∗, x− x¯⟩+ α∥x− x¯∥ ≥ ⟨z∗, x− x¯⟩+ ∥z∗∥∗ · ∥x− x¯∥ ≥ 0, ∀x.
This contradicts (4.8). □
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Chapter 5
Optimality conditions for difference of topical
functions and infinite horizon optimization
5.1 Characterizations of minimal elements of topical functions on
semimodules with applications
In this section, we consider optimization problems where objective function is the difference
of two topical functions. The extended valued topical functions, in this part, are defined on a
semimodule with values in a semifield. We first give characterizations of the superdifferential
of topical functions and then we characterize minimal elements of the upper support set of
extended valued topical functions. Finally, as an application, we present a necessary and
sufficient condition for global maximum of the difference of two strictly topical functions.
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1. Introduction
Topical functions have arisen in several contexts, and the term “topical function” 
is due to Gunawardena and Keane [13]. Topical functions are intensively studied (see 
[8,11,12] and the references therein) and they have many applications in various parts 
of applied mathematics, in particular, in the modelling of discrete event systems (see 
[11,12]).
Topical functions are also interesting from a diﬀerent point of view, namely as a tool 
in the study of the so-called downward sets. Downward sets arise in the study of some 
problems of mathematical economics and game theory and also in the study of inequality 
systems involving increasing functions (see [21]).
One of the most important global optimization problems, is that of minimizing a 
DC-functions (diﬀerence of two convex functions), that is,
minimize h(x) subject to x ∈ X,
where h := g − f and f , g are convex functions. In a general case, DC-functions can be 
replaced by DAC-functions (diﬀerence of two abstract convex functions). In particular, 
minimizing of the diﬀerence of two increasing and co-radiant (ICR) functions [6], and 
also, minimizing of the diﬀerence of two increasing co-radiant and quasi-concave functions 
(see; for example, [7,18]).
Recently, topical functions f : X −→ K and related classes of functions have studied 
in [4,10,17,19,21,25,26,22,24], where X is a b-complete idempotent semimodule over a 
b-complete idempotent semiﬁeld K. We recall that a function f : X −→ K is called 
topical if it is increasing (i.e., the relations x′, x′′ ∈ X, x′ ≤ x′′ imply f(x′) ≤ f(x′′), 
where ≤ denotes the canonical order on X, respectively on K, deﬁned by x ≤ y if and 
only if x ⊕ y = y for all x ∈ X and all y ∈ X, respectively by λ ≤ μ if and only if 
λ ⊕ μ = μ for all λ ∈ K and all μ ∈ K), and homogeneous (i.e., f(λx) = λf(x) for all 
x ∈ X and all λ ∈ K, where λx := λ ⊗ x and λf(x) := λ ⊗ f(x); the fact that we use 
the same notations for addition ⊕ both in X and in K and for multiplication ⊗ both in 
K × X and in K will lead to no confusion).
Extended valued topical functions with values in K := K ∪ {Û}, where Û := supK
(possible does not belong to K), have been investigated in [2,25,26]. In fact, by deﬁning 
new multiplications ⊗˙ and ⊗ on K and introducing two classes of elementary functions, 
abstract convexity and abstract concavity of extended valued topical functions have been 
presented. In this paper, we ﬁrst give characterizations of the superdiﬀerential of this 
class of functions. Next, we characterize minimal elements of the upper support set of 
extended valued topical functions. Finally, as an application, we present a necessary and 
suﬃcient condition for global maximum of the diﬀerence of two topical functions deﬁned 
on a semimodule.
The paper has the following structure: In Section 2, we provide some preliminary 
deﬁnitions and results relative to semimodules, semiﬁelds and topical functions. Char-
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acterizations of the superdiﬀerential of extended valued topical functions are given in 
Section 3. In Section 4, we ﬁrst characterize minimal elements of the upper support 
set of extended valued topical functions. Finally, as an application, we present a neces-
sary and suﬃcient condition for global maximum of the diﬀerence of two strictly topical 
functions deﬁned on a semimodule. Section 5, includes with a discussion on conclusions.
2. Preliminaries
Let (K, ⊕, ⊗, ε, e) be a semiring with idempotent addition, where the idempotency of 
⊕ means that a ⊕ a = a for all a ∈ K. The addition ⊕ and multiplication ⊗ have the 
neutral elements ε and e, respectively. We recall (see [24]) that the idempotent addition 
⊕ deﬁnes an order relation ≤ on the semiring K: a ≤ b ⇔ a ⊕ b = b for all a, b ∈ K
(with the convention a ⊗ b = ab). We say λ < λ′, if λ ≤ λ′ and λ Ó= λ′, where λ, λ′ ∈ K. 
The notations ∨, ∧ are the lattice operations supremum and inﬁmum on K, respectively, 
which will be deﬁned with respect to this order relation.
We recall (see [25,26,24]) the following deﬁnitions.
Let (X, ⊕′, ⊗′) be a semimodule over a semiring K with idempotent addition ⊕′, 
where the idempotency of ⊕′ means x ⊕′ x = x for all x ∈ X, and ⊕′ : X × X Ô→ X
is deﬁned by ⊕′(x, y) = x ⊕′ y for all x, y ∈ X, and ⊗′ : K × X Ô→ X is deﬁned by 
⊗′(λ, x) = λ ⊗′ x = λx for all x ∈ X and all λ ∈ K (with the convention λ ⊗′ x = λx). 
The idempotent addition ⊕′ deﬁnes an order relation ≤ on the semimodule X (over the 
semiring K): x ≤ y ⇔ x ⊕′ y = y for all x, y ∈ X. We denote the addition on K and 
X with the same notation ⊕. Similarly, the notations ∨, ∧ are the lattice operations 
supremum and inﬁmum on X, respectively, which will be deﬁned with respect to the 
above order relation.
We recall (see [24]) that a function f : X → K is called topical, if f has the following 
properties:
(1) f is increasing, i.e., x, y ∈ X, x ≤ y =⇒ f(x) ≤ f(y).
(2) f is homogeneous, i.e., f(λx) = λf(x) for all λ ∈ K and all x ∈ X.
An example (see [24]) of a topical function is ∨-linear function on X with values in K, 
i.e., the function which is homogeneous and satisfying the following condition:
f(x ∨ y) = f(x) ∨ f(y), ∀ x, y ∈ X.
In particular, an example (see [24]) of a topical function is max-linear function on Rn, 
i.e.,
(a) f(λ1n + x) = λ + f(x) ∀ λ ∈ R , ∀ x ∈ Rn,
(b) f(x ∨ y) = max{f(x), f(y)} ∀ x, y ∈ Rn, where 1n := (1, 1, . . . , 1) ∈ Rn and 
λ1n + x = (λ + x1, ..., λ + xn), (for more details see also [26]).
S. Hassani, H. Mohebi / Linear Algebra and its Applications 520 (2017) 104–124 107
The following deﬁnitions are well-known.
A function f : X −→ K is called abstract concave with respect to a set H of K-valued 
functions deﬁned on X, or H-concave, if there exists a set U ⊆ H such that f(x) =
infü∈U ü(x) for each x ∈ X (see [20]).
We recall (see [14,15,25,26,24]) that a semiring (K, ⊕, ⊗) or a semimodule (X, ⊕, ⊗)
(over a semiring K) which is closed under the sum ⊕ of any subset (order-) bounded from 
above and the multiplication ⊗ distributes over such sums is called boundedly complete 
(b-complete).
We recall (see [9,25,26,24]) that a commutative semiring K in which every μ ∈ K\{ε}
is invertible for multiplication ⊗ is called semiﬁeld.
Throughout the paper we use the notation ⊥ for inf X, that is, ⊥ := inf X.
Assumption (A0). For each x ∈ X and y ∈ X \ {⊥}, the set {λ ∈ K : x ≤ λy} is 
non-empty.
Throughout the paper we assume that X is a b-complete idempotent semimodule over 
a b-complete idempotent semiﬁeld K, and the supremum of each (order-) bounded from 
above subset of K belongs to K.
It is worth noting that if (K, ⊕, ⊗) is a b-complete semiﬁeld with idempotent addi-
tion ⊕, then the inﬁmum of each non-empty subset of K belongs to K (see [5,16]).
In the sequel, we accept without any special mention that K has at least two elements, 
and hence e Ó= ε.
We say that a semiﬁeld K has the property (C) if
inf{λ : λ ∈ K, λ > ε} = ε.
In fact, we need a continuity property for the semiﬁeld K similar to the ﬁeld of real num-
bers, or a continuous lattice. But, the property (C) is a particular case of the continuity 
property of a continuous lattice, and we used it for the proof of abstract concavity of 
topical functions deﬁned on semimodules (see [2], Theorem 3.2).
For an easy reference we present the following deﬁnition of the extension of K from 
[26].
Let K = (K, ⊕, ⊗) be a b-complete idempotent semiﬁeld which has no greatest ele-
ment. Recall that (see [26]) we adjoin to K an outside element, which we denote by Û, 
and extend the canonical order ≤ and the addition ⊕ from K to an (canonical) order ≤
and an addition ⊕ on K := K ∪ {Û} by
ε ≤ α ≤ Û, ∀ α ∈ K,
and
α ⊕ Û = Û ⊕ α = Û, ∀ α ∈ K.
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Hence the equivalence α ≤ β ⇐⇒ α⊕β = β remains valid for all α, β ∈ K. Furthermore, 
we extend the multiplication ⊗ from K to K := K ∪ {Û} to two multiplications ⊗˙ and 
⊗ by the following rules:
α⊗˙β = α ⊗ β, ∀ α, β ∈ K,
α⊗˙Û = Û⊗˙α = Û, ∀ α ∈ K,
α ⊗ Û = Û ⊗ α = Û, ∀ α ∈ K \ {ε},
α ⊗ ε = ε ⊗ α = ε, ∀ α ∈ K.
We often denote the extended product ⊗ also by concatenation, which will cause no 
confusion.
Now, suppose that the Assumption (A0) holds. Consider the function ü : X ×
X\{⊥} −→ K deﬁned by:
ü(x, y) = inf{λ ∈ K : x ≤ λy}, ∀ x ∈ X, ∀ y ∈ X \ {⊥}.
Equivalently, one can deﬁne ü by
x ≤ λy ⇐⇒ ü(x, y) ≤ λ, ∀ x ∈ X, ∀ y ∈ X \ {⊥} (2.1)
(with the convention λ⊥ = λ ⊗ ⊥ = ⊥, ∀ λ ∈ K).
Note that since the Assumption (A0) holds, then ü(x, y) ∈ K (x ∈ X, y ∈ X \ {⊥}), 
and so inf = min.
For each y ∈ X \ {⊥}, deﬁne the function üy : X −→ K by üy(x) = ü(x, y) for all 
x ∈ X. For each x, y ∈ X with y Ó= ⊥ and each λ ∈ K, the function üy has the following 
properties (see [2]).
üy(λx) = λüy(x). (2.2)
üy(y) = e. (2.3)
x ≤ üy(x)y. (2.4)
üαy(x) = α−1üy(x), ∀ α ∈ K\{ε}. (2.5)
Ifx1, x2 ∈ X with x1 ≤ x2 and y ∈ X \ {⊥}, then, üy(x1) ≤ üy(x2). (2.6)
If y1, y2 ∈ X \ {⊥} with y1 ≤ y2, then, üy1(x) ≥ üy2(x), ∀ x ∈ X. (2.7)
It follows from (2.2) and (2.6) that, for every y ∈ X\{⊥}, the function üy is topical.
Let
L := {üy : y ∈ X\{⊥}}. (2.8)
We call L the set of elementary topical functions.
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Remark 2.1. If we deﬁne the function ψ : X \ {⊥} −→ L by ψ(y) := üy for each 
y ∈ X \ {⊥}, then, ψ is bijective (one-to-one and onto) and ψ(λy) = λ−1ψ(y) for all 
y ∈ X \ {⊥} and all λ ∈ K \ {ε}.
Example 2.1. Let X := Rkmax = {R ∪ (−∞)}k, K := Rmax = R ∪ {−∞}, ⊕ := max, 
⊗ := +, where R is the set of all real numbers. Put, −∞ := (−∞, ..., −∞) (k times). So, 
we have ε = −∞, e = 0, x ⊕ y = max{x, y}. Thus, one has x ≤ y ⇐⇒ xi ≤ yi, ∀ 1 ≤
i ≤ k, ∀ x ∈ Rkmax, ∀ y ∈ Rkmax\{inf Rkmax} = Rkmax\{−∞}. Therefore, we have
üy(x) = min{λ ∈ Rmax : (x1, ..., xk) ≤ λ ⊗ (y1, ..., yk)}
= min{λ ∈ Rmax : (x1, ..., xk) ≤ λ1k + (y1, ..., yk)}
= min{λ ∈ Rmax : xi ≤ λ + yi, ∀ 1 ≤ i ≤ k }
= min{λ ∈ Rmax : xi ⊗ (−yi) ≤ λ, ∀ 1 ≤ i ≤ k}
= max
1≤i≤k
{xi ⊗ (−yi)},
where 1k := (1, 1, . . . , 1) ∈ Rk.
So, if y ∈ Rkmax\{−∞}, then one has
üy(x) =
{
max1≤i≤k{xi ⊗ (−yi)}, if x ∈ Rk,
−∞, if x ∈ Rkmax\Rk.
In the sequel, for an easy reference we give the following properties of K from [26].
For the inverses in K with respect to ⊗ we make the following conventions
ε−1 := Û, Û−1 := ε.
Whence, by the above one has
ε−1ε = Ûε = ε Ó= e, ε−1⊗˙ε = Û⊗˙ε = Û Ó= e,
Û−1Û = εÛ = ε Ó= e, Û−1⊗˙Û = ε⊗˙Û = Û Ó= e.
We call the set K := K ∪ {Û} endowed with the operations ⊕, ⊗ and ⊗˙ the minimal 
enlargement of K.
Recall that (see [26, Remark 3]) the product ⊗˙ on K is associative. Also, one has
α ⊗ e = e ⊗ α = α, ∀ α ∈ K,
and
α⊗˙e = e⊗˙α = α, ∀ α ∈ K.
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That is, e is the unit element of K for both products ⊗ and ⊗˙. By the deﬁnition of a 
semimodule X over K we have,
λ⊥ = λ⊗˙⊥ := ⊥, ∀ λ ∈ K.
Now, we extend the above formula to λ = Û by deﬁning (see [26, Deﬁnition 4])
Û⊥ = Û⊗⊥ := ⊥,
and deﬁne
λ⊗˙⊥ := λ ⊗ ⊥ = ⊥, ∀ λ ∈ K.
In the sequel, we give a deﬁnition for an extended valued homogeneous function f :
X −→ K (see [26]).
An extended valued function f : X −→ K is called homogeneous if
f(λx) = λf(x), ∀ x ∈ X, ∀ λ ∈ K.
An extended valued function f : X −→ K is called topical if f is homogeneous and f
is increasing (i.e., if x, y ∈ X and x ≤ y =⇒ f(x) ≤ f(y)).
We also deﬁne [2] an extended valued elementary function ü˜y : X −→ K by
ü˜y(x) := inf{λ ∈ K : x ≤ λy}, ∀ x, y ∈ X,
(with conventions inf ∅ := Û and inf K = ε). It is easy to check that ü˜y has all properties 
of üy (see (2.1)–(2.7)). It is worth noting that under the Assumption (A0) one has 
ü˜y(x) = üy(x) for all x ∈ X and all y ∈ X \ {⊥}. Moreover, one has
ü˜⊥(x) = inf{λ ∈ K : x ≤ λ⊥} =
{
inf K = ε, if x = ⊥,
inf ∅ = Û, if x Ó= ⊥,
(2.9)
and
ü˜y(⊥) = inf{λ ∈ K : ⊥ ≤ λy} = inf K = ε, ∀ y ∈ X. (2.10)
It is easy to see that for each y ∈ X, ü˜y is a topical function.
Lemma 2.1. ([2], Lemma 3.3) Under the Assumption (A0) we have
ü˜αy(x) =
⎧⎪⎪⎨⎪⎪⎩
α−1⊗˙ü˜y(x), if x ∈ X \ {⊥}, y ∈ X and α ∈ K,
α−1⊗˙ü˜y(x), if x = ⊥, y ∈ X and α ∈ K \ {ε},
α−1⊗ü˜y(x), if x = ⊥, y ∈ X and α = ε.
S. Hassani, H. Mohebi / Linear Algebra and its Applications 520 (2017) 104–124 111
Now, let
L˜ := {ü˜y : y ∈ X}. (2.11)
We call L˜ the set of extended valued elementary topical functions.
Remark 2.2. In view of Remark 2.1, There is a one-to-one correspondence between X
and L˜ (see also, [2]).
Theorem 2.1. (See [2], Theorem 3.3) Let f : X −→ K be a function. Suppose that the 
Assumption (A0) holds. Then the following assertions are equivalent:
(i) f is topical.
(ii) f(⊥) = ε and f(x) ≤ λf(y) for all x, y ∈ X and all λ ∈ K such that x ≤ λy.
(iii) f(⊥) = ε and f(x) ≤ ü˜y(x)⊗˙f(y) for all x, y ∈ X.
Theorem 2.2. (See [2], Theorem 3.4) Let f : X −→ K be a function and L˜ be the set 
deﬁned by (2.11). Suppose that the Assumption (A0) holds. Then the following assertions 
are equivalent:
(a) f is topical.
(b) There exists a set L˜0 ⊆ L˜ such that
f(x) = inf
ü˜y∈L˜0
ü˜y(x), (x ∈ X).
In this case, one can take L˜0 := {ü˜y ∈ L˜ : f(y) ≤ e}. So, f is topical if and only if 
f is L˜-concave.
Recall (see [20]) that for a function f : X −→ K, deﬁne the upper support set of f
with respect to L˜ by
suppu(f, L˜) := {y ∈ X : ü˜y(x) ≥ f(x), ∀ x ∈ X},
(see also, Remark 2.2).
Proposition 2.1. (See [2], Lemma 3.4) Let f : X −→ K be a topical function. Suppose 
that the Assumption (A0) holds. Then,
suppu(f, L˜) := {y ∈ X : f(y) ≤ e}.
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3. Characterizations of the superdiﬀerential of topical functions on semimodules
In this section, we ﬁrst deﬁne the L˜-superdiﬀerential for extended valued topi-
cal functions deﬁned on a semimodule, and then, we give characterizations of the 
L˜-superdiﬀerential for this class of functions.
Deﬁnition 3.1. For a function f : X −→ K, deﬁne the L˜-superdiﬀerential of f at a point 
x0 ∈ X \ {⊥}, by
∂+
L˜
f(x0) := {y ∈ X : ü˜y(x)⊗˙[ü˜y(x0)]−1⊗˙f(x0) ≥ f(x), ∀ x ∈ X}.
The following result gives a characterization of the L˜-superdiﬀerential of an extended 
valued topical function.
Theorem 3.1. Let f : X −→ K be a topical function, and let x0 ∈ X \ {⊥} be such that 
f(x0) ∈ K. Assume that the Assumption (A0) holds. Then,
∂+
L˜
f(x0) = {y ∈ X : f(y) = [ü˜y(x0)]−1⊗˙f(x0)}.
Proof. Put
D := {y ∈ X : f(y) = [ü˜y(x0)]−1⊗˙f(x0)}.
Let y ∈ D be arbitrary. Then,
f(y) = [ü˜y(x0)]−1⊗˙f(x0). (3.1)
Now, since f is a topical function, it follows from Theorem 2.1 (the implication (i) =⇒
(iii)) that
f(⊥) = ε and f(x) ≤ ü˜y(x)⊗˙f(y), ∀ x ∈ X. (3.2)
If y = ⊥, since x0 Ó= ⊥, then, in view of (2.9), ü˜y(x0) = Û. Thus, by (3.2), (2.9) and 
(2.10) one has
ü˜y(x)⊗˙[ü˜y(x0)]−1⊗˙f(x0) =
{
ε = f(x), x = ⊥,
Û ≥ f(x), x Ó= ⊥, ∀ x ∈ X.
So, y ∈ ∂+
L˜
f(x0). If y Ó= ⊥, it follows from the deﬁnition of ü˜y and the fact that the 
Assumption (A0) holds, ü˜y = üy. Hence, since x0 Ó= ⊥, we conclude that ü˜y(x0) Ó= ε, 
because if ü˜y(x0) = ε, then, üy(x0) = ε. Thus, in view of (2.1), one has x0 ≤ εy = ⊥. 
That is, x0 = ⊥, which is a contradiction (note that εx = ⊥ for all x ∈ X). So, ü˜y(x0) is 
invertible in K. Therefore, in view of (3.1) and (3.2),
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ü˜y(x)⊗˙[ü˜y(x0)]−1⊗˙f(x0) = ü˜y(x)⊗˙f(y) ≥ f(x), ∀ x ∈ X.
This implies that y ∈ ∂+
L˜
f(x0). Thus, D ⊆ ∂+L˜ f(x0).
Conversely, let y ∈ ∂+
L˜
f(x0) be arbitrary. Then, by Deﬁnition 3.1, one has
ü˜y(x)⊗˙[ü˜y(x0)]−1⊗˙f(x0) ≥ f(x), ∀ x ∈ X. (3.3)
If y = ⊥, since x0 Ó= ⊥, it follows from (2.9) that ü˜y(x0) = Û. Since f is a topical 
function, by (3.2), we get f(y) = ε. Hence,
[ü˜y(x0)]−1⊗˙f(x0) = ε = f(y).
That is, y ∈ D. Now, assume that y Ó= ⊥. Thus, by the deﬁnition of ü˜y and the fact that 
the Assumption (A0) holds, ü˜y = üy. This together with x0 Ó= ⊥ implies that ü˜y(x0) Ó= ε. 
Therefore, ü˜y(x0) is invertible in K. So, in view of (3.3) with x := y Ó= ⊥, and by using 
(3.2) with x := x0, one has
[ü˜y(x0)]−1⊗˙f(x0) ≥ f(y) ≥ [ü˜y(x0)]−1⊗˙f(x0),
and so, [ü˜y(x0)]−1⊗˙f(x0) = f(y). That is, y ∈ D, which completes the proof. 
Remark 3.1. It is worth noting that under the hypotheses of Theorem 3.1, if y ∈ ∂+
L˜
f(x0), 
then, f(y) Ó= Û and ü˜y(x0) Ó= ε, because f(x0) ∈ K and x0 ∈ X \ {⊥}.
In the following, we give some properties of the L˜-superdiﬀerential of a topical func-
tion. First, recall that by the deﬁnition of a semimodule X over K, one has
λ⊥ = λ⊗˙⊥ := ⊥, ∀ λ ∈ K. (3.4)
Proposition 3.1. Let f : X −→ K be a topical function, and let x0 ∈ X \{⊥} be such that 
f(x0) ∈ K. Assume that the Assumption (A0) holds. If y ∈ ∂+L˜ f(x0), then, λy ∈ ∂
+
L˜
f(x0)
for all λ ∈ K (for y = ⊥, see (3.4)).
Proof. Suppose that λ ∈ K and y ∈ ∂+
L˜
f(x0) (note that by Remark 3.1, one has f(y) Ó= Û
and ü˜y(x0) Ó= ε). Then, in view of Theorem 3.1,
f(y) = [ü˜y(x0)]−1⊗˙f(x0).
This together with Lemma 2.1 and the fact that f is homogeneous implies that
f(λy) = λf(y)
= λ⊗f(y)
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= λ⊗˙[ü˜y(x0)]−1⊗˙f(x0)
= [λ−1⊗˙ü˜y(x0)]−1⊗˙f(x0)
= [ü˜λy(x0)]−1⊗˙f(x0).
Again, in view of Theorem 3.1, λy ∈ ∂+
L˜
f(x0). 
Deﬁnition 3.2. Let A be a subset of X and λ ∈ K be arbitrary. Deﬁne
λA = λ ⊗ A := {λx = λ ⊗ x : x ∈ A}. (3.5)
If ⊥ ∈ A, then, for the deﬁnition, see (3.4).
Proposition 3.2. Let f : X −→ K be a topical function, and let x0 ∈ X \ {⊥} be such 
that f(x0) ∈ K. Assume that the Assumption (A0) holds. Then,
∂+
L˜
f(x0) = ∂+L˜ f(λx0) = λ∂
+
L˜
f(x0), ∀ λ ∈ K\{ε}.
(See Deﬁnition 3.2.)
Proof. Let λ ∈ K \ {ε} be arbitrary. Suppose that y ∈ ∂+
L˜
f(x0). Consider two possible 
cases:
Case (i). If y = ⊥, then, in view of (3.4) and Deﬁnition 3.2, one has
y = λ⊥ = λy ∈ λ∂+
L˜
f(x0).
Case (ii). Assume that y Ó= ⊥. Thus, by Proposition 3.1, λ−1y ∈ ∂+
L˜
f(x0). So, y ∈
λ∂+
L˜
f(x0).
Therefore, in any case, we have y ∈ λ∂+
L˜
f(x0). Now, assume that y′ ∈ λ∂+L˜ f(x0). Then 
by Deﬁnition 3.2 there exists y ∈ ∂+
L˜
f(x0) such that y′ = λy. In view of Proposition 3.1
we conclude that y′ ∈ ∂+
L˜
f(x0). That is,
∂+
L˜
f(x0) = λ∂+L˜ f(x0), ∀ λ ∈ K\{ε}.
Furthermore, assume that y ∈ ∂+
L˜
f(λx0). Then, in view of Theorem 3.1,
[ü˜y(λx0)]−1⊗˙f(λx0) = f(y).
Since f and ü˜y are topical functions, so by using the properties ⊗˙, it follows that
[ü˜y(x0)]−1⊗˙f(x0) = f(y).
This together with Theorem 3.1 implies that y ∈ ∂+
L˜
f(x0). Similarly, one can show that 
∂+
L˜
f(x0) ⊆ ∂+L˜ f(λx0), which completes the proof. 
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Lemma 3.1. Let f, g : X −→ K be topical functions, and let x0 ∈ X\{⊥} be 
such that f(x0), g(x0) ∈ K\{ε}. Assume that the Assumption (A0) holds. Let y0 :=
[f(x0)]−1[g(x0)]−1x0. Then, y0 ∈ ∂+L˜ f(x0) ∩ ∂
+
L˜
g(x0).
Proof. First, note that y0 Ó= ⊥, because x0 ∈ X \ {⊥}. Thus, ü˜y0 = üy0 . Therefore, by 
using properties of üy0 and the fact that f is a topical function, one has
f(y0) = f([f(x0)]−1[g(x0)]−1x0)
= [f(x0)]−1[g(x0)]−1f(x0)
= [f(x0)]−1 ⊗ [g(x0)]−1 ⊗ e ⊗ f(x0)
=
(
[f(x0)]−1⊗˙[g(x0)]−1⊗˙[üx0(x0)]−1
)
⊗˙f(x0)
= [ü˜y0(x0)]−1⊗˙f(x0). (3.6)
Similarly,
g(y0) = [ü˜y0(x0)]−1⊗˙g(x0). (3.7)
Hence, in view of Theorem 3.1, it follows from (3.6) and (3.7) that y0 ∈ ∂+L˜ f(x0) ∩
∂+
L˜
g(x0). 
Example 3.1. Let X := Rmax := R ∪ {−∞}, K := Rmax, ⊗ := + and ⊕ := max, where 
R is the set of real numbers. Assume that f : X −→ K is deﬁned by f(x) = x for all 
x ∈ X. It is clear that f is a topical function, and also ε := −∞, e := 0 and ⊥ = −∞. 
Now, let x0 ∈ X\{⊥} be such that f(x0) ∈ K. Then,
∂+
L˜
f(x0) = X.
Note that ⊥ = −∞ = ε, and ⊗˙ = ⊗. It is easy to see that the Assumption (A0) holds. 
Therefore, in view of Theorem 3.1, we have
∂+
L˜
f(x0) = {y ∈ X : f(y) = [ü˜y(x0)]−1⊗˙f(x0)}
= {y ∈ X : y = −ü˜y(x0) + x0}. (3.8)
It is not diﬃcult to show that
ü˜y(x0) =
{
x0 − y, y Ó= ⊥,
+∞, y = ⊥, ∀ y ∈ X.
(3.9)
Hence, it follows from (3.8) and (3.9) that ∂+
L˜
f(x0) = X.
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4. Characterizations of minimal elements of topical functions
In this section, we ﬁrst characterize minimal elements of the upper support set of 
topical functions deﬁned on a semimodule with values in a semiﬁeld. Finally, as an 
application, we give a necessary and suﬃcient condition for global maximum of the 
diﬀerence of two strictly topical functions.
In [1,3,26,23,24], it has been studied the topologies on lattice ordered groups, b-
complete semimodules and b-complete semiﬁelds. Let X be a b-complete idempotent 
semimodule over a b-complete idempotent semiﬁeld K, where X and K are equipped 
with certain topologies which were given in [1,3,26,23,24].
Now, we make the following assumptions (also, see [2,26,24]).
Assumption (C1). We assume that the idempotent addition ⊕ : X × X −→ X is contin-
uous.
Assumption (C2). For each x ∈ X, the function ux : λ ∈ K −→ λx ∈ X is continuous. 
That is, for any x ∈ X, λ ∈ K and any net {λk} ⊂ K such that λk −→ λ, we have 
λkx −→ λx.
Assumption (C1). Let D be an arbitrary subset of K and δ ∈ K with δ := inf D, then 
there exists a net {dk} ⊂ D such that dk −→ δ.
Deﬁnition 4.1. Let U ⊆ L˜ be a set of functions. A function f ∈ U is called a minimal 
element of the set U , if f˜ ∈ U is such that f˜(x) ≤ f(x) for all x ∈ X, then, f˜(x) = f(x)
for all x ∈ X.
Deﬁnition 4.2. A function f : X −→ K is called strictly topical if f is homogeneous and 
strictly increasing (the later means that if x < y =⇒ f(x) < f(y), x, y ∈ X).
Lemma 4.1. Let f : X −→ K be a topical function, and let the Assumption (A0) hold. 
Let y ∈ X \ {⊥}. If ü˜y ∈ L˜ is a minimal element of suppu(f, L˜), then, f(y) Ó= Û, ε.
Proof. Assume that f(y) = Û. Since Û ­ e, in view of Proposition 2.1 one has ü˜y /∈
suppu(f, L˜). This is a contradiction. Now, suppose that f(y) = ε. Let λ ∈ K \ {ε} be 
such that λ < e. Since f is topical, thus,
f(λ−1y) = λ−1f(y) = λ−1 ⊗ ε = ε ≤ e.
This together with Proposition 2.1 implies that ü˜λ−1y ∈ suppu(f, L˜). So, it follows from 
Lemma 2.1 that
ü˜λ−1y(x) = λ⊗˙ü˜y(x) ≤ e⊗˙ü˜y(x) = ü˜y(x), ∀ x ∈ X.
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Since ü˜y is a minimal element of suppu(f, L˜), we conclude that
ü˜y(x) = ü˜λ−1y(x) = λ⊗˙ü˜y(x), ∀ x ∈ X. (4.1)
Put x := y in (4.1). Therefore, λ = e, which contradicts λ < e. It is worth noting that, 
since y ∈ X \ {⊥}, we have ü˜y(y) = üy(y) = e. 
Proposition 4.1. Let f : X −→ K be a topical function, and let the Assumption (A0)
hold. Let y ∈ X \ {⊥}. If ü˜y ∈ L˜ is a minimal element of suppu(f, L˜), then, f(y) = e.
Proof. Since ü˜y ∈ suppu(f, L˜), it follows from Proposition 2.1 that f(y) ≤ e. But, by 
Lemma 4.1, f(y) Ó= Û, ε. Then, f(y) is invertible in K. Now, set y′ := [f(y)]−1y, and 
so, f(y′) = e. Thus, in view of Proposition 2.1 one has ü˜y′ ∈ suppu(f, L˜). Since f(y) ≤ e, 
by using Lemma 2.1 we conclude that
ü˜y′(x) = f(y)⊗˙ü˜y(x) ≤ e⊗˙ü˜y(x) = ü˜y(x), ∀ x ∈ X. (4.2)
Since, by the hypothesis ü˜y is a minimal element of suppu(f, L˜), it follows from (4.2)
that
ü˜y′(x) = ü˜y(x), ∀ x ∈ X.
This together with (4.2) implies that
f(y)⊗˙ü˜y(x) = ü˜y(x), ∀ x ∈ X. (4.3)
Put x := y in (4.3). So, it follows that f(y) = e, which completes the proof. 
Lemma 4.2. Let f : X −→ K be a topical function, and let the Assumptions (A0), 
(C1), (C2) and (C1) hold. Let y ∈ X be such that f(y) = e. Assume that there exists 
ü˜y′ ∈ suppu(f, L˜) such that ü˜y′(x) ≤ ü˜y(x) for all x ∈ X. Then, y ≤ y′ and f(y′) = e.
Proof. In view of Theorem 2.1, since f is a topical function and f(y) = e, it follows that 
y ∈ X \ {⊥}. But, by the hypothesis one has ü˜y′ ∈ suppu(f, L˜), then,
ü˜y′(x) ≥ f(x), ∀ x ∈ X, (4.4)
and also, since f is topical, by Proposition 2.1, we have f(y′) ≤ e. Therefore, by the 
hypothesis and (4.4),
e = f(y) ≤ ü˜y′(y) ≤ ü˜y(y) = e.
This implies that ü˜y′(y) = e. Thus, by the deﬁnition of ü˜y and the Assumption (C1), 
there exists a net {λn} ⊂ K such that λn −→ e and y ≤ λny′ for all n. By the 
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Assumptions (C1) and (C2), we conclude that y ≤ ey′ = y′. Since f is increasing, so, 
f(y) ≤ f(y′). This together with f(y) = e and the fact that f(y′) ≤ e implies that 
f(y′) = e. 
Remark 4.1. The converse statement to Proposition 4.1 is not valid. Indeed, let X :=
Rmax := R ∪ {−∞}, K := Rmax, ⊗ := + and ⊕ := max, where R is the set of real 
numbers. Assume that f : X −→ K is deﬁned by f(x) = x for all x ∈ X. It is clear that 
f is a topical function, and also ε := −∞, e := 0 and ⊥ = −∞. It is easy to see that the 
Assumptions (A0) holds. In view of Proposition 2.1, one has
suppu(f, L˜) = {y ∈ X : f(y) ≤ e}
= {y ∈ X : y ≤ 0}
= [−∞, 0].
It is clear that ü˜0 ∈ suppu(f, L˜) and f(0) = 0 = e. But, suppu(f, L˜) \ {⊥} = (−∞, 0]. 
Therefore, the minimal element of suppu(f, L˜) \ {⊥} does not exist.
Now, we show that under extra conditions the converse statement to Proposition 4.1
holds. In fact, in this case, we also assume that f is a strictly topical function.
Theorem 4.1. Suppose that the Assumptions (A0), (C1), (C2) and (C1) hold. Let f :
X −→ K be a strictly topical function, and let ü˜y ∈ suppu(f, L˜) be such that y ∈ X \{⊥}. 
Then, ü˜y is a minimal element of suppu(f, L˜) if and only if f(y) = e.
Proof. Due to Proposition 4.1, we only prove that if f(y) = e, then, ü˜y is a minimal 
element of suppu(f, L˜). To end this, let ü˜y′ ∈ suppu(f, L˜) be such that ü˜y′(x) ≤ ü˜y(x)
for all x ∈ X. Then, in view of Lemma 4.2, we have y ≤ y′ and f(y′) = e. Therefore, 
f(y) = f(y′). Since f is strictly increasing, we conclude from Deﬁnition 4.2 that y = y′, 
and hence, ü˜y′(x) = ü˜y(x) for all x ∈ X, which completes the proof. 
Proposition 4.2. Suppose that the Assumptions (A0), (C1), (C2) and (C1) hold. Let 
f : X −→ K be a strictly topical function. Then, for each ü˜y ∈ suppu(f, L˜) with f(y) Ó= ε, 
there exists a minimal element ü˜y0 ∈ suppu(f, L˜) such that ü˜y0(x) ≤ ü˜y(x) for all x ∈ X. 
In this case, one can take y0 := [f(y)]−1y (it is worth noting that, since f(y) ≤ e, 
f(y) Ó= Û).
Proof. Let ü˜y ∈ suppu(f, L˜) with f(y) Ó= ε. Thus, by Proposition 2.1, we have f(y) ≤ e. 
Put y0 := [f(y)]−1y. Since f is topical, f(y0) = [f(y)]−1f(y) = e, and so, in view of 
Proposition 2.1, ü˜y0 ∈ suppu(f, L˜). Also, one has y0 ∈ X \ {⊥} because f is topical and 
f(y0) = e. On the other hand, since f(y0) = e and f is strictly topical function, it follows 
from Theorem 4.1 that ü˜y0 is a minimal element suppu(f, L˜). Now, since f(y) ≤ e, by 
using Lemma 2.1 we conclude that
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ü˜y0(x) = f(y)⊗˙ü˜y(x) ≤ e⊗˙ü˜y(x) = ü˜y(x), ∀ x ∈ X.
Hence, the proof is complete. 
Theorem 4.2. Suppose that the Assumptions (A0), (C1), (C2) and (C1) hold. Let f, g :
X −→ K be strictly topical functions such that f(x), g(x) Ó= ε for all x ∈ X \ {⊥}. Then 
the following assertions are equivalent:
(1) suppu(f, L˜) ⊆ suppu(g, L˜).
(2) For each minimal element ü˜y1 of suppu(f, L˜) with y1 Ó= ⊥ there exists a minimal 
element ü˜y2 of suppu(g, L˜) such that ü˜y2(x) ≤ ü˜y1(x) for all x ∈ X.
(3) g(x) ≤ f(x) for all x ∈ X.
Proof. (1) =⇒ (2). Suppose that suppu(f, L˜) ⊆ suppu(g, L˜). Let ü˜y1 ∈ L˜ be an arbitrary 
minimal element of suppu(f, L˜) with y1 Ó= ⊥. Then, ü˜y1 ∈ suppu(g, L˜). This together 
with Proposition 4.2 and the fact that g(y1) Ó= ε (by the hypothesis because y1 Ó= ⊥) 
implies that there exists a minimal element ü˜y2 of suppu(g, L˜) such that ü˜y2(x) ≤ ü˜y1(x)
for all x ∈ X.
(2) =⇒ (1). Let ü˜y ∈ suppu(f, L˜) be arbitrary. Consider two possible cases:
Case (i). If y = ⊥, then, by (2.9) and the fact that g is topical, one has
ü˜y(x) =
{
ε = g(⊥) = g(x), x = ⊥,
Û ≥ g(x), x Ó= ⊥, ∀ x ∈ X.
This implies that ü˜y ∈ suppu(g, L˜).
Case (ii). Suppose that y Ó= ⊥. Thus, by the hypothesis, f(y) Ó= ε, and so, it follows 
from Proposition 4.2 that there exists a minimal element ü˜y1 of suppu(f, L˜) such that
ü˜y1(x) ≤ ü˜y(x), ∀ x ∈ X. (4.5)
This together with y Ó= ⊥ and ü˜y(y) = üy(y) = e implies that y1 Ó= ⊥ because if y1 = ⊥, 
then, in view of (4.5) and (2.9) and the fact that y Ó= ⊥, we get Û = ü˜y1(y) ≤ ü˜y(y) = e, 
which is a contradiction. Hence, y1 Ó= ⊥, and also ü˜y1 is a minimal element of suppu(f, L˜), 
thus, by the hypothesis (2), there exists a minimal element ü˜y2 of suppu(g, L˜) such that
ü˜y2(x) ≤ ü˜y1(x), ∀ x ∈ X. (4.6)
Therefore, it follows from (4.5), (4.6) and the fact that ü˜y2 ∈ suppu(g, L˜),
ü˜y(x) ≥ g(x), ∀ x ∈ X.
Hence, ü˜y ∈ suppu(g, L˜). So, in any case, (1) holds.
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(1) =⇒ (3). Assume that suppu(f, L˜) ⊆ suppu(g, L˜). Let y ∈ X \ {⊥} be arbitrary. 
In view of the hypothesis we have f(y) Ó= ε. Put y1 := [f(y)]−1y. Then, f(y1) = e, 
and so by Proposition 2.1, ü˜y1 ∈ suppu(f, L˜). Therefore, by the hypothesis (1), one has 
ü˜y1 ∈ suppu(g, L˜). It follows from Proposition 2.1 that g(y1) ≤ e. This together with 
y1 := [f(y)]−1y and the fact that g is topical implies that
[f(y)]−1g(y) = g(y1) ≤ e,
and hence, g(y) ≤ f(y). If y = ⊥, then, since f and g are topical functions, g(y) = ε =
f(y). Thus, g ≤ f on X.
(3) =⇒ (1). Suppose that g(x) ≤ f(x) for all x ∈ X. Then, by the deﬁnition of the 
upper support set, we conclude that (1) holds. 
Proposition 4.3. Suppose that the Assumptions (A0), (C1), (C2) and (C1) hold. Let 
f, g : X −→ K be topical functions and λ ∈ K \ {ε}. Deﬁne f˜(x) := λ⊗˙f(x) for all 
x ∈ X. Then, g(x) ≤ f˜(x) for all x ∈ X if and only if
suppu(f˜ , L˜) ⊆ suppu(g, L˜).
Proof. It is not diﬃcult to show that if g(x) ≤ f˜(x) for all x ∈ X, then, suppu(f˜ , L˜) ⊆
suppu(g, L˜). Conversely, let x ∈ X be arbitrary. If f(x) = Û, then, f˜(x) = Û ≥ g(x). 
Now, assume that f(x) Ó= Û. Therefore, in view of (2.2), Theorem 2.2, Lemma 2.1 and 
the fact that f is a topical function, we have
f˜(x) = λ⊗˙f(x)
= λ ⊗ f(x)
= f(λ⊗x)
= f(λx)
= inf
ü˜y∈suppu(f,L˜)
ü˜y(λx)
= inf
ü˜y∈suppu(f,L˜)
[λ⊗˙ü˜y(x)]
= inf
ü˜y∈suppu(f,L˜)
ü˜λ−1y(x)
≥ inf
ü˜z∈suppu(g,L˜)
ü˜z(x)
= g(x).
It is worth nothing that if ü˜y ∈ suppu(f, L˜), then, by Lemma 2.1,
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ü˜λ−1y(x) = λ⊗˙ü˜y(x)
≥ λ⊗˙f(x)
= f˜(x), ∀x ∈ X.
Thus, by the deﬁnition of the upper support set, one has
ü˜λ−1y ∈ suppu(f˜ , L˜) ⊆ suppu(g, L˜),
where the later inclusion holds by the hypothesis. 
The following theorem has a crucial role for global maximizing of the diﬀerence of two 
strictly topical functions.
Theorem 4.3. Suppose that the Assumptions (A0), (C1), (C2) and (C1) hold. Let f, g :
X −→ K be strictly topical functions such that f(x), g(x) Ó= ε for all x ∈ X \ {⊥}. Let 
λ ∈ K \ {ε} be ﬁxed and arbitrary. Deﬁne the function f˜ : X −→ K by f˜(x) := λ⊗˙f(x)
for all x ∈ X (note that f˜ is a strictly topical function and f˜(x) Ó= ε for all x ∈ X \{⊥}). 
Then, g(x) ≤ f˜(x) for all x ∈ X if and only if g(y) ≤ e whenever y ∈ X with f(y) = λ−1.
Proof. First, ﬁx λ ∈ K \ {ε}.
=⇒). Suppose that g(x) ≤ f˜(x) for all x ∈ X. Now, let y ∈ X with f(y) = λ−1
(note that y Ó= ⊥, because λ Ó= ε and f is topical). This together with the deﬁnition 
of f˜ implies that e = λ⊗f(y) = λ⊗˙f(y) = f˜(y). Therefore, by the hypothesis, one has 
g(y) ≤ f˜(y) = e.
⇐=). Assume that for every y ∈ X with f(y) = λ−1, we have g(y) ≤ e. Let ü˜y1 be 
an arbitrary minimal element of suppu(f˜ , L˜) with y1 Ó= ⊥. Then, by Proposition 4.1, 
e = f˜(y1) = λ⊗˙f(y1) = λ ⊗ f(y1). This implies that f(y1) = λ−1 (it is worth noting 
that f(y1) Ó= Û. If f(y1) = Û, then, f˜(y1) = Û, which contradicts the fact that ü˜y1 is a 
minimal element of suppu(f˜ , L˜) with y1 Ó= ⊥). So, by the hypothesis, one has g(y1) ≤ e. 
Thus, in view of Proposition 2.1, ü˜y1 ∈ suppu(g, L˜). This together with Proposition 4.2
and the fact that g(y1) Ó= ε (by the hypothesis because y1 Ó= ⊥) implies that there exists 
a minimal element ü˜y2 of suppu(g, L˜) such that
ü˜y2(x) ≤ ü˜y1(x), ∀ x ∈ X.
Therefore, we showed that for each minimal element ü˜y1 of suppu(f˜ , L˜) with y1 Ó= ⊥ there 
exists a minimal element ü˜y2 of suppu(g, L˜) such that ü˜y2(x) ≤ ü˜y1(x) for all x ∈ X. Thus, 
in view of Theorem 4.2 (the implication (2) =⇒ (1)), we have
suppu(f˜ , L˜) ⊆ suppu(g, L˜). (4.7)
Due to Proposition 4.3, the relation (4.7) implies that g(x) ≤ f˜(x) for all x ∈ X. Hence 
the proof is complete. 
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In the sequel, let f, g : X −→ K be topical functions. Let
h(x) := g(x)⊗˙[f(x)]−1, ∀ x ∈ X. (4.8)
In the following, we give a necessary and suﬃcient condition for global maximum of the 
function h. In fact, we mean the function h as the diﬀerence of two topical functions f
and g.
Theorem 4.4. Suppose that the Assumptions (A0), (C1), (C2) and (C1) hold. Let f, g :
X −→ K be strictly topical functions such that f(x), g(x) Ó= ε for all x ∈ X \ {⊥}. Let 
λ ∈ K \{ε} be such that infx∈X h(x) ≥ λ, where the function h is deﬁned by (4.8). Then, 
x0 ∈ X is a global maximizer of the function h if and only if g(y) ≤ e whenever y ∈ X
with f(y) = [h(x0)]−1 (it is worth noting that h(x0) ∈ K \ {ε}, because infx∈X h(x) ≥ λ
and λ ∈ K \ {ε}).
In particular, if h(x0) = e, then, x0 is a global maximizer of the function h if and 
only if suppu(f, L˜) ⊆ suppu(g, L˜).
Proof. Deﬁne the function f˜ : X −→ K by f˜(x) := h(x0)⊗˙f(x) for all x ∈ X. It is easy 
to see that f˜ is a strictly topical function and f˜(x) Ó= ε for all x ∈ X \ {⊥}.
Now, x0 ∈ X is a global maximizer of the function h, if and only if h(x) ≤ h(x0) for 
all x ∈ X, if and only if
g(x) ≤ h(x0)⊗˙f(x) = f˜(x), ∀ x ∈ X. (4.9)
Therefore, in view of Theorem 4.3, one has the relation (4.9) is equivalent to g(y) ≤ e
whenever y ∈ X with f(y) = [h(x0)]−1. Now, assume that h(x0) = e. Then, by the 
above, x0 is a global maximizer of the function h if and only if g(y) ≤ e whenever y ∈ X
with f(y) = e, and so, by Theorem 4.3, if and only if g(x) ≤ f(x) for all x ∈ X, and 
by Theorem 4.2 (the implication (3) ⇐⇒ (1)), if and only if suppu(f, L˜) ⊆ suppu(g, L˜), 
which completes the proof. 
5. Conclusions
We ﬁrst characterized the superdiﬀerential of extended valued topical functions. Next, 
we gave various characterizations of minimal elements of the upper support set of 
extended valued topical functions. As an application, we presented a necessary and suf-
ﬁcient condition for global maximum of the diﬀerence of two strictly topical functions 
deﬁned on a semimodule with values in a semiﬁeld. These results have many applications 
in various parts of applied mathematics, mathematical economics and game theory, in 
particular, in the modelling of discrete event systems (see [11,12]).
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5.2 Convergence of trajectories in infinite horizon optimization
The statistical convergence of a sequence of trajectories is studied in the first section of this
paper. Then, we focus on the convergence of a sequence of minimizing trajectories in infinite
horizon optimization problems. We consider the convergence of a sequence of trajectories in
the sense of ideals as well as their particular case called the statistical convergence. After-
wards, we establish the I-convergence and statistical convergence of a sequence of minimizing
trajectories.
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Abstract
In this paper, we investigate the convergence of a sequence of
minimizing trajectories in infinite horizon optimization problems. The
convergence is considered in the sense of ideals and their particular
case called the statistical convergence. The optimality is defined as a
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1 Introduction
Many important planning problems such as capacity expansion, equipment
replacement and production planning involve sequences of related decisions
over an infinite time horizon. The mathematical formulation of such problems
lead to infinite horizon optimization which is the problem of selecting an
infinite sequence of decisions such that the associated cost over an unbounded
horizon is minimum [1, 2, 7, 10, 14, 16, 15, 17, 23].
In many studies an optimal solution/trajectory to infinite horizon problem
is approximated by a sequence of finite horizon optimal solutions ([2, 18, 19,
23]). In [20], a general method for approximating optimal solution via the
solutions to a simpler approximating problems is presented.
The uniqueness of optimal solution is a common assumption used in
many studies [1, 2, 10]. For example in [2], under this assumption, an
algorithm is developed for finding optimal solution and the results are applied
to undiscounted Markov decision processes. Among the studies that do not
1
use the uniqueness assumption we mention [17, 18, 23]. For example, in [18]
a tie-breaking algorithm is presented based on selection of a nearest-point
efficient solutions that converges to an optimal solution and the results are
applied to the scheduling production problem to meet demand over an infinite
horizon.
Since the cost over an unbounded horizon may be infinite or diverge, a
discounting factor is applied in the definition of the total cost. It is clear that
even in the presence of discounting, the total cost may still be infinite. In this
case, different optimality criteria apart from minimal total cost are required
[5, 12, 19, 21, 22]; the average cost [3, 8, 26], overtaking optimality[5, 13, 27]
and 1-optimality [4, 25] are some examples of such optimality criteria.
In this paper, we consider systems described by the decision network
as in [2]. These systems generate trajectories of decisions and there is a
cost associated to each decision that could be used to define the functional
- the total cost for a trajectory. The aim of this paper is to investigate
the convergence of a sequence of trajectories under the assumption that the
functional values (total costs) converge to the optimal value (i.e. the minimal
total cost). The convergence is considered in the sense of ideals and their
particular case called the statistical convergence.
The paper is organized as follows. Notations and the problem statement
are presented in the next section. Some preliminary results about convergence
of the sequence of trajectories are established in Section 3. The I-convergence
and the statistical convergence of a sequences of trajectories are considered
in Section 4.
2 Notations and problem statement
We begin with the decision network, (Σ, A, C), where Σ is the set of states
(nodes), A is the set of decisions (arcs) and C is a real-valued cost function
C : A → R. We assume that the decision network satisfies the following
conditions [2]:
• there is a node called single root with the following properties
– there is no incoming arcs to this node,
– every other node can be reached from the single root,
• the set of decisions available at any node is nonempty and finite,
• the set of incoming decisions to any node is also finite.
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Under these assumptions, it has been proved that [24, Theorem 1] the
set of nodes can be numbered as Σ = {σ1, σ2, σ3, ...} such that if (σi, σj) ∈ A
where σi, σj ∈ N , then i < j.
An infinite trajectory s is an infinite sequence of states (s1, s2, s3, ....)
where s1 is a given fixed root, si ∈ Σ and (si, si+1) ∈ A for all i = 1, 2, ... .
The cost C(si, si+1) associates with the decision (si, si+1). The set of all
trajectories s is denoted by
∏
.
Now we introduce the metric in the set of trajectories. Consider two
trajectories s = (s1, s2, s3, ...) and s
′ = (s′1, s
′
2, s
′
3, ...). In [2], the metric ρ, on∏
is constructed as follows:
ρ(s, s′) =
∞∑
i=1
φi(s, s
′)2−i, (2.1)
where
φi(s, s
′) =
{
0 if si = s
′
i
1 otherwise
.
In [2] (Lemma 1), it is proved that the set
∏
is complete and hence
compact in the sense of this metric.
Under this metric, the closeness of trajectories depends on the number
of initial nodes over which they agree. For example, given any i ∈ N it can
easily be verified that the following holds:
ρ(s, s′) >
1
2i
⇒ s′r 6= sr, ∃r ∈ {1, 2, · · · , i}. (2.2)
Functional - the total cost f(s) of trajectory s is defined as in [2] given by
f(s) =
∞∑
i=1
C(si, si+1). (2.3)
We will assume that f is uniformly convergent over
∏
; that is, for any ε > 0
there exists nε such that for all trajectories s the relation
∑∞
i=nC(si, si+1) < ε
holds for all n ≥ nε. In this case f is continuous on
∏
. Note that this is not
a restrictive assumption; it holds if the cost function C(si, si+1) is uniformly
bounded and also is discounted, for example, by (1/2)i (see Assumption 1
and Lemma 2 in [2]).
We consider the following optimization problem
Minimize f(s), subject to s ∈
∏
. (2.4)
Since f is continuous and
∏
is compact, an optimal solution s∗ to problem
(2.4) exists. We call sn a minimizing sequence if f(sn) converges to the
3
minimal value f(s∗) of the objective function in this problem. The aim of
this paper is to investigate the convergence of minimizing sequence sn to s∗
by considering different types of convergence.
3 Preliminary results
In this section, we consider the convergence of a sequence of trajectories
{sn}n∈N to the trajectory s in the sense of ideals as well as their particular
case called the statistical convergence. We recall that the initial point of all
sequences is the same; that is, s1 = s
n
1 for all n. We will use the notation
{{s}} := {s1, s2, s3, ...} to denote the set of states for trajectory s.
First we give the definition of ideal and I-convergence.
Definition 3.1. A family I ⊂ 2X of subsets of a nonempty set X is said to
be an ideal in X if
• A,B ∈ I implies A ∪B ∈ I,
• B ⊂ A, A ∈ I implies B ∈ I,
while an admissible ideal I of X further satisfy {x} ∈ I for each x ∈ X.
Clearly, an ideal admissible contains all finite sets in X. In the remainder
of this section, we assume that any ideal is admissible and I is an ideal in N.
Definition 3.2. [6, 11] A sequence sn in a metric space (X, ρ) is said to be
I-convergent to s ∈ X (in short s = I − lim
n→∞
sn) if K() ∈ I for each  > 0,
where K() = {n ∈ N : ρ(sn, s) ≥ }.
Below we consider two special cases of ideals.
1. Classical convergence. In this case the ideal is the set of all finite
subsets of N; that is
I = Ifin
.
= {A ⊂ N : |A| <∞}.
Clearly, both of the conditions in Definition 3.1 are satisfied.
2. Statistical convergence. First we give the definition of the statisti-
cal convergence in terms of the notion of density. Assume K is a subset of the
4
positive integers N. Kn = {k ∈ K : k ≤ n} and |Kn| denotes the number of
elements in Kn. The natural density of K is given by δ(K) = limn→∞
|Kn|
n
. It
may not exist; in this case the upper and lower asymptotic densities for the
set K are defined as follows:
δ¯(K) = lim sup
n→∞
|Kn|
n
and δ(K) = lim inf
n→∞
|Kn|
n
.
Note that δ(K) ≤ δ(K) ≤ δ¯(K).
Definition 3.3. [9] A sequence {sn}n∈N is statistically convergent to s pro-
vided that for every  > 0, the set K() = {n ∈ N : ρ(sn, s) ≥ } has natural
density zero.
It is not difficult to observe that both of the conditions in Definition 3.1
are satisfied if we define the ideal as the set of subsets of N with density zero.
Thus in this case we set
I = Id
.
= {A ⊂ N : δ(A) = 0}.
In the next lemma, the convergence of the sequence sn to the trajectory s
is considered.
Lemma 3.4. Assume that δ({n ∈ N : sni 6= si}) = 0 for all i ∈ N. Then
sequence sn statistically converges to s.
Proof: Take an arbitrary  > 0 and denote A := {n ∈ N : ρ(sn, s) > }.
We show that δ(A) = 0.
Let r ∈ N such that 12r < . Consider the sets
Ar := {n ∈ N : ρ(sn, s) >
1
2r
}
and
Br := {n ∈ N : sni 6= s∗i for some i ∈ {1, 2, ..., r}}.
From (2.2) we have A ⊂ Ar ⊂ Br . On the other hand, Br can be
represented in the form
Br = ∪ri=1{n ∈ N : sni 6= si}.
By the assumption of the lemma, δ({n ∈ N : sni 6= si}) = 0 for all i = 1, ..., r
and therefore δ(Br) = 0. Thus, since A ⊂ Ar ⊂ Br we have δ(A) = 0.
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Lemma is proved. 
It is clear that under the conditions of lemma 3.4, the classical convergence
may not be true. Indeed, for example, if sn = s for all n ∈ N \ {3j}j∈N and
sn = (s1, s¯2, s3, s4, s5, ...) for n ∈ {3j}j∈N where s¯2 6= s2 then it is not difficult
to show that sn is statistically convergent to s while the classical convergence
is not true.
4 Convergence of a sequence of minimizing
trajectories
In this section, we investigate the convergence of the minimizing sequence sn
to the optimal trajectory s∗ of the problem (2.4); that is, under the assumption
that f(sn) → f(s∗) we investigate the convergence sn → s∗ as n → ∞. We
do not assume the uniqueness of s∗; however, we will consider a fixed optimal
trajectory s∗ and will formulate the main assumptions by using this trajectory.
Note that sn may not converge to s∗, in this case the I−convergence and
statistical convergence will be considered.
Given sequence sn and set K ⊂ N we define
H(K) = {j ∈ N : s∗j ∈ {{sn}}, ∀ n ∈ K}. (4.1)
In the case K = N for the sake of simplicity we denote
H = H(N) = {j ∈ N : s∗j ∈ {{sn}}, ∀ n ∈ N}. (4.2)
For trajectory s, we denote the section connecting two nodes a and b by
P (s : a, b) = {sn1 , sn1+1, ..., sn2−1, sn2};
where sn1 = a and sn2 = b.
The corresponding cost is
f(P (s : a, b)) = C(sn1 , sn1+1) + ...+ C(sn2−1, sn2).
Let s∗ = (s∗1, s
∗
2, s
∗
3, s
∗
4, ...).
Condition A: For any s∗i , s
∗
j ∈ s∗ with i < j and any trajectory connecting
points s∗i , s
∗
j (that is, sni = s
∗
i , snj = s
∗
j and P (s : sni , snj) 6= P (s∗ : s∗i , s∗j))
the following inequality holds
f(P (s : sni , snj))− f(P (s∗ : s∗i , s∗j)) > 0.
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A trajectory is said to be efficient if it reaches each of the states through
which it passes at minimum cost. Efficient solutions are shown in [19] to be
average-cost optimal under a state reachability property. Clearly, Condition
A implies that s∗ is an efficient trajectory.
Condition A means any finite section (s∗i , s
∗
i+1, ..., s
∗
j) in terms of an “opti-
mality” connecting nodes s∗i and s
∗
j is unique. Note also that as s
∗
i , s
∗
j ∈ Σ
and there is a finite number of nodes between s∗i and s
∗
j ; that is, the number
of trajectories connecting these two nodes is finite.
In the following example, we show that Condition A does not mean the
uniqueness of optimal trajectory.
Example 4.1. Assume that the set of states (nodes) in a decision network
consists of nodes {sk}k∈N and the cost function is given by
C(s1, s2) =
1
2
, C(s2k−1, s2k+1) =
1
2k
, C(s2k, s2k+1) = C(s2k, s2k+2) =
1
2k+1
, ∀k ≥ 1.
(4.3)
Clearly, s∗ = (s1, s3, s5, s7, · · · ) is an optimal trajectory. We construct a
sequence of trajectories sn in the following form:
sn = (s1, s2, s2+2, · · · , s2n, s2n+1, s2n+3, · · · ), n ∈ N. (4.4)
We show that the condition A holds. For this aim, it is enough to show
that condition A holds for s1, s2j+1 ∈ s∗, j ≥ 1. Taking into account the
definition of the cost function in (4.3), we have
C(s1, s2)+(
j−1∑
k=1
C(s2k, s2k+2))+C(s2j, s2j+1)+
∞∑
k=j
C(s2k−1, s2k+1) =
1
2j+1
> 0;
that is, condition A holds.
On the other hand, for the trajectory s¯ = (s1, s2, s4, ..., s2n, s2n+2, ...) the
relation f(s¯) = f(s∗) holds which means optimal trajectory s∗ is not unique.

In the next theorem, we establish the I-convergence of the sequence sn to
the optimal trajectory s∗ when f(sn)→ f(s∗).
Theorem 4.2. Assume that optimal trajectory s∗ satisfies Condition A, sn
is a minimizing sequence and there exists K ⊂ N such that |H(K)| =∞ and
|K ∩ A| =∞ for all A /∈ I. Then sn is I-convergent to s∗ as n→∞.
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Proof: On the contrary assume there exists  > 0 such that {n ∈ N :
ρ(sn, s∗) > } /∈ I. Take any rε ∈ N satisfying 12rε <  and denote
Arε = {n ∈ N : ρ(sn, s∗) >
1
2rε
}. (4.5)
Clearly {n ∈ N : ρ(sn, s∗) > } ⊂ Arε and therefore Arε /∈ I. From (2.2) it
follows that
Arε ⊂ {n ∈ N : sni 6= s∗i , ∃ i ∈ {2, 3, ..., i}}.
By the assumption of the lemma we have |K ∩ Arε| =∞. Consider the set
H(K) defined in (4.1) and denote
t = min{m : rε ≤ m, m ∈ H(K) }.
We note that such t exists as |H(K)| =∞.
Now for any n ∈ K ∩Arε the relation s∗t ∈ {{sn}} holds; that is, snjn = s∗t
for some index jn. Denote
α = inf
n∈K∩Arε
{
jn−1∑
r=1
C(snr , s
n
r+1)−
t−1∑
j=1
C(s∗j , s
∗
j+1)}. (4.6)
We note that there are only a finite number of possible different combinations
(sn1 , · · · , snjn) with the same fixed initial point s∗1 and the end point s∗t . Then,
condition A implies α > 0.
Denote
an =
jn−1∑
r=1
C(snr , s
n
r+1), a =
t−1∑
j=1
C(s∗j , s
∗
j+1);
bn =
∞∑
r=jn
C(snr , s
n
r+1), b =
∞∑
j=t
C(s∗j , s
∗
j+1).
Clearly, f(sn) = an+bn and f(s∗) = a+b. From (4.6) we have an ≥ a+α.
Since s∗ is optimal and snjn = s
∗
t we have b
n ≥ b. Thus
f(sn) = an + bn ≥ an + b ≥ a+ b+ α = f(s∗) + α, ∀n ∈ K ∩ Arε .
This means that f(sn) does not converge to f(s∗); that is, sn is not a mini-
mizing sequence. This is a contradiction. Theorem is proved.
In this lemma, condition |K ∩ A| =∞ for all A /∈ I means that the set
K should be quite “large”. We describe it in Corollary 4.5 in terms of the
density of K.
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In the next lemma, we investigate the classical convergence of the sequence
{sn}n∈N to the optimal trajectory s∗. It is shown that stronger condition is
required in comparison to Theorem 4.2.
Corollary 4.3. Assume that optimal trajectory s∗ satisfies Condition A, sn
is a minimizing sequence and |H| =∞. Then sn → s∗ as n→∞.
Here H is defined in (4.2) which corresponds to K = N in terms of
Theorem 4.2.
Proof: We apply Theorem 4.2 assuming that K = N and the ideal I is the
set of finite subsets of N; that is, I = Ifin. Firstly, we have |H(K)| = |H| =∞.
On the other hand, for any A /∈ Ifin the relation |A| =∞ holds and therefore
|K ∩ A| = |N ∩ A| = |A| =∞.
Thus, all the assumptions of Theorem 4.2 hold. The ideal convergence in this
case is the classical convergence sn → s∗ as n→∞.
The corollary is proved. 
The condition |H| =∞ means the number of nodes in s∗ that is “common”
in all trajectories sn is infinite; in other words, all trajectories sn pass through
an infinite number of nodes in s∗.
In the following example, we investigate the necessity of condition A in
this corollary.
Example 4.4. Let s∗ = (s1, s3, s4, · · · ), sn = (s1, s2, s3, s4, · · · ) and
C(s1, s2) + C(s2, s3) = C(s1, s3).
Then f(sn) = f(s∗) for all n; however sn does not converge to s∗ as ρ(sn, s∗) ≥
0.5 for all n. We also mention that in this example, H = N. 
To consider the necessity of condition |H| =∞ in Corollary 4.3, we refer
to the decision network in Example 4.1. In this example, given any k ≥ 2,
the relation s2k−1 /∈ {{sn}} holds for all n ≥ k. This means that the set H
contains just one element; that is, the condition |H| 6= ∞ does not hold.
Clearly, f(sn)→ f(s∗) however sn does not converge to s∗.
Now we consider a special case of Theorem 4.2 when the ideal convergence
is defined by the statistical convergence. We have
Corollary 4.5. Assume that optimal trajectory s∗ satisfies Condition A, sn
is a minimizing sequence, there exists K ⊂ N such that |H(K)| = ∞ and
δ(K) = 1. Then sn statistically converges to s∗ as n→∞.
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Proof: We apply Theorem 4.2 assuming that the ideal I is the set of
subsets of N having density 0; that is, I = {A ⊂ N : δ(A) = 0}. The relation
A /∈ I in this case means A has a nonzero density. Then for any set K ⊂ N
with δ(K) = 1, K∩A also has nonzero density. This means that |K∩A| =∞
and all the assumptions of Theorem 4.2 hold. The corollary is proved. 
Clearly, Corollary 4.5 is a special case of Corollary 4.3. Next we pro-
vide an example where sn statistically converges to s∗ however the classical
convergence sn → s∗ is not true.
Example 4.6. Assume that the set of states (nodes) in a decision network
consists of nodes {sk}k∈N, {ξk}k∈N and the cost function is given by
C(s1, s2) =
1
2
, C(s2k−1, s2k+1) =
1
2k
, C(s2k, s2k+1) = C(s2k, s2k+2) =
1
2k+1
, ∀k ≥ 1.
(4.7)
C(s3κ(n)−1 , ξn) = C(ξn, s3κ(n)−1+2) =
1
2
[
C(s3κ(n)−1 , s3κ(n)−1+2) +
1
n
]
, ∀n ∈ N\{3k}k∈N.
(4.8)
In this example s∗ = (s1, s3, s5, s7, · · · ) is an optimal trajectory. Consider
the function of indices κ : N→ N defined by
κ(n) = i, ∀n ∈ {3i−1, 3i−1 + 1, · · · , 3i − 1}, i = 1, 2, · · · .
We construct a sequence of trajectories sn in the following form:
sn = (s1, s2, s2+2, · · · , s2n, s2n+1, s2n+3, · · · ), n ∈ {3k}k∈N;
sn = (s1, s3, · · · , s3κ(n)−1 , ξn, s3κ(n)−1+2, s3κ(n)−1+4, · · · ), n ∈ N \ {3k}k∈N.
Now we show that f(sn) → f(s∗). For any n ∈ {3k}k∈N, from (4.7) we
have
f(sn)− f(s∗) = 1
2n+1
.
Similarly, for any n ∈ N \ {3k}k∈N, it follows from (4.8) that
f(sn)− f(s∗) = 1
n
.
Therefore f(sn)→ f(s∗) as n→∞; that is, sn is a minimizing sequence.
Now consider the set K = N \ {3k}k∈N. Clearly, H(K) = {2n − 1}n∈N
and δ(K) = 1; that is the conditions of Corollary 4.5 are satisfied. It is not
difficult to verify that sn statistically converges to s∗. However, it does not
converge to s∗ in the sense of classical convergence as ρ(sn, s∗) ≥ 0.5 for all
n ∈ {3k}k∈N. 
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5.3 Optimality conditions in infinite horizon optimization by
contingent derivative
In this section, we consider optimization problems where objective function is the total cost
over an infinite trajectory. We first define new notions contingent cone and upper derivative
contingent cone. Then, we derive optimality conditions for this class of optimization problems
by using newly defined notions.
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Abstract
In this paper, the notion of contingent cone to the set of trajec-
tories in infinite horizon optimization problems is introduced. Some
important properties of contingent cone are investigated. Also the
notion of upper contingent derivative is introduced that is based on
the same idea used in the literature when defining with directional
derivatives. Then, optimality conditions are derived in terms of the
contingent cone and the upper contingent derivative.
Keywords. Infinite horizon optimization, optimal trajectory, conti-
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1 Introduction
Infinite horizon optimizations are an important class of optimization problems
where the objective function is often defined as a total cost over infinite
horizon [1, 2, 8, 14, 17, 19, 18, 20, 25]. This class has many applications in
inventory control, production planning, equipment replacement and capacity
expansion.
The total cost over an unbounded horizon may be infinite or diverge. Tak-
ing this factor into account, different optimality criteria apart from minimal
total have been considered [6, 15, 22, 23, 24]. For example, a discounting
factor is used to guarantee the convergence of a sum of infinitely many costs
over an infinite horizon [1, 2]. Some other examples of such optimality criteria
are efficiency or finite optimality [13, 21, 26], the average cost [3, 11, 29],
overtaking optimality [6, 12, 16, 30, 31] and 1-optimality [4, 28].
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The notion of tangent cone (contingent cone) plays an important role in
driving optimality conditions. The tangent cone gives an approximation of a
set around given point. Different definitions are introduced in the literature
for a tangent cone, such as Bouligand tangent cone [5] and Clarke tangent
cone [7]. The use of tangent cones in optimization was initiated by Dubovitskii
and Miljutin [9, 10].
In this paper, we consider systems described by the decision network as
in [2]. These systems generate trajectories of decisions and there is a cost
associated to each decision that could be used to define the functional - total
cost for a trajectory. The aim of this paper is to introduce a contingent
cone and directional derivative for metric space of trajectories and investigate
optimality conditions.
The paper is organized as follows. Notations, problem statement and the
new notion “upper contingent derivative” are presented in the next section.
“Contingent cone” and its some important properties are established in Section
3. Optimality conditions by applying new introduced notions are considered
in 4.
2 Notations and problem statement
Consider the decision network, (Σ, A, C), where Σ is the set of states (nodes),
A is the set of decisions (arcs) and C is a real-valued cost function C : A→ R.
The notation N is used to denote the set of natural numbers {1, 2, · · · }.
Throughout the paper we will assume that the following conditions hold:
1. there is a node called single root with the following properties
• there is no incoming arcs to this node,
• every other node can be reached from the single root,
2. the set of decisions available at any node is nonempty and finite,
3. the set of incoming decisions to any node is also finite.
It has been proved that [27, Theorem 1] under these assumptions, the set
of nodes can be numbered, say as in the form Σ = {σ1, σ2, σ3, ...}, such that
the following holds: if (σi, σj) ∈ A for some nodes σi, σj ∈ Σ, then i < j.
Definition 2.1. A trajectory s is an infinite sequence of states (s1, s2, s3, ....)
where s1 = σ1 is a given fixed root, si ∈ Σ and (si, si+1) ∈ A for all i = 1, 2, ... .
2
The set of all trajectories s will be denoted by Π. This set can be endowed
by a metric. We will use the metric used in [2]; namely, given any two
trajectories s = (s1, s2, s3, ...) and s
′ = (s′1, s
′
2, s
′
3, ...). the metric ρ is defined
as follows:
ρ(s, s′) =
∞∑
i=1
φi(s, s
′)2−i, (2.1)
where
φi(s, s
′) =
{
0 if si = s
′
i
1 otherwise
.
In [[2]; Lemma 1], it is proved that the set Π is complete and hence
compact in the sense of this metric.
Under this metric, the closeness of trajectories depends on the number
of initial nodes over which they agree. For example, given any i ∈ N, it can
easily be verified that the following holds:
ρ(s, s′) ≤ 1
2k+1
⇒ s′i = si, ∀i = 1, 2, · · · , k. (2.2)
Optimization problem. Given trajectory s = (s1, s2, s3, ...), the value
C(si, si+1) is the cost associated with the decision (si, si+1). Then, the objec-
tive function in this problem can be determined as the total cost over the
trajectory s ([2]); that is
f(s) =
∞∑
i=1
C(si, si+1), ∀s ∈ Π.
We assume that f is uniformly convergent over Π; that is, for any ε > 0 there
exists nε such that for all trajectories s the relation
∑∞
i=nC(si, si+1) < ε
holds for all n ≥ nε. In this case f is continuous on Π. Note that this is not
a restrictive assumption; it holds if the cost function C(si, si+1) is uniformly
bounded and also is discounted, for example, by (1/2)i (see Assumption 1
and Lemma 2 in [2]). Taking this into account, one can define the total cost
in the form
f(s) =
∞∑
i=1
riC(si, si+1); (2.3)
where r ∈ (0, 1) is a discount factor.
We consider the following optimization problem
Minimize f(s), subject to s ∈ Ω; (2.4)
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where Ω ⊂ Π is a given closed set. We note that Ω is also a compact set.
Since f is continuous and Ω is compact, an optimal solution s∗ to problem
(2.4) exists.
Given ε > 0, the ε-neighborhood of s in Π is defined by
Vε(s)
.
= {s′ ∈ Π : ρ(s, s′) < ε}.
Trajectory s ∈ Ω is called an isolated point of Ω if there is ε > 0 such
that (Vε(s) \ {s}) ∩ Ω = ∅. Clearly, if s ∈ Ω, Ω \ {s} 6= ∅ and s is not an
isolated point of Ω then there is a sequence sn ∈ Ω such that sn 6= s, ∀n, and
ρ(sn, s)→ 0 as n→∞.
Trajectory s ∈ Ω is called an interior point of Ω, if s is not an isolated
point of Ω and there is ε > 0 such that Vε(s) ⊂ Ω.
We note that the set Π is not a linear space. Below we will define the
notions of “direction” and then “directional derivative” by using the main
idea behind these notions defined in linear spaces. They will be used to derive
optimality conditions.
Definition 2.2. We say the trajectories s,h ∈ Ω have the same direction if
there are ns, nh ∈ N such that sns+i = hnh+i for all i = 1, 2, · · · . We will use
the notation (s)∞ = (h)∞ in this case.
According to this definition, having the same direction means that these
trajectories coincide/join after some finite steps; i.e. ns and nt. Moreover, the
“larger” numbers ns and nt, assuming the sets {s2, · · · , sns} and {t2, · · · , tnt}
are disjoint, can be interpreted as s and h being “far” from each-other.
Definition 2.3. Assume that s¯ is not an isolated point of Ω; that is, Vε(s¯) ∩
Ω 6= ∅ for all ε > 0. The upper contingent derivative of f at s¯ with respect to
the direction d¯ ∈ Π is defined as
Uf(s¯, d¯) = lim sup
s→s¯
d→d¯
s 6=s¯
(s)∞=(d)∞
f(s)− f(s¯)
ρ(s, s¯)
.
The idea behind this definition is that the limit of the fraction on the
right hand side is taken over all sequences sk,dk such that sk → s¯, dk → d¯
and for each k, the trajectory sk has the same direction as dk. Thus, this idea
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is similar to the definition of the Clarke’s directional derivative of g at x¯ in
direction x in linear spaces given below:
g◦(x¯, x) = lim sup
y→x¯
ξ↓0
f(y + ξx)− f(y)
ξ
.
Since Π is not a linear space and the operation λd¯, (λ is a given number)
is not defined, the super-linearity of Uf(s¯, d¯) with respect to d¯ can not be
considered.
We also note that, according to (2.2), for example if ρ(sk, s¯) ≤ ε, then
the first [1 + log2
1
ε
] elements of trajectories sk and s¯ coincide. Therefore,
the statements sk → s¯, dk → d¯ means that trajectories sk and dk coincide
with s¯ and d¯, respectively, at the some “initial stage”, and this “initial stage”
grows infinitely when k → ∞. Then, the condition (sk)∞ = (dk)∞ states
that trajectories sk, dk join after that “initial stage”; that is, have the same
direction in terms of Definition 2.2. Therefore, we can interpret this siltation
as trajectories sk approaching to s¯ in direction d¯.
Clearly, the upper contingent derivative Uf(s¯, d¯) is not defined for direc-
tions (trajectories) d¯ that are not connected with s¯ in the sense of the above
interpretation.
3 Contingent cone
Let Ω ⊂ Π and s¯ ∈ Ω be a non-isolated point of Ω. For the rest of paper we
assume that Ω \ {s} 6= ∅. We introduce the notion of contingent cone TΩ(s¯).
Definition 3.1. We say s ∈ Π is an element of contingent cone TΩ(s¯) to the
set Ω at s¯ if there exist sequences of trajectories sn ∈ Ω, (sn 6= s¯, ∀n) and
tn ∈ Π such that sn → s¯, tn → s as n→∞, and (sn)∞ = (tn)∞ for all n :
TΩ(s¯)
.
= {s ∈ Π : ∃sn ∈ Ω, tn ∈ Π; sn 6= s¯,∀n, sn → s¯, tn → s and
(sn)∞ = (tn)∞,∀n}.
Roughly speaking, the contingent cone TΩ(s¯) combines all trajectories in
Π having the same direction with some trajectory in Ω being “sufficiently”
close to s¯.
Some properties of the contingent cone are presented below.
Lemma 3.2. Let s¯ be a non-isolated point of Ω. Then TΩ(s¯) is not empty
and, in particular, s¯ ∈ TΩ(s¯).
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Proof: If s¯ is a non-isolated point of Ω, then there exists a sequence
sn ∈ Ω such that sn 6= s¯,∀n, and sn → s¯ as n → ∞. Then, to prove the
relation s¯ ∈ TΩ(s¯) it is enough to let tn := sn in Definition 3.1. 2
In the next lemma, we show that the contingent cone in Definition 3.1 is
a closed set.
Lemma 3.3. TΩ(s¯) is a closed set.
Proof: Assume that the sequence um ∈ TΩ(s¯) converges to u. To show
TΩ(s¯) is closed, it suffices to show that u ∈ TΩ(s¯); or equivalently, it suffices
to show that there exist sequences sn ∈ Ω (sn 6= s¯,∀n) and tn ∈ Π such that
the conditions of Definition 3.1 are satisfied; that is
sn → s¯, tn → u as n→∞ and (sn)∞ = (tn)∞,∀n. (3.1)
Take an arbitrary ε > 0. Let m(ε) such that
ρ(um(ε),u) <
1
2
ε.
Givenm(ε), by the definition of um(ε) ∈ TΩ(s¯), there are sequences sm(ε),n ∈
Ω, tm(ε),n ∈ Π such that sm(ε),n 6= s¯,∀n, and
sm(ε),n → s¯, tm(ε),n → um(ε) as n→∞ and (sm(ε),n)∞ = (tm(ε),n)∞,∀n.
In other words, there is n(ε) such that
ρ(sm(ε),n(ε), s¯) ≤ ε and ρ(tm(ε),n(ε),um(ε)) ≤ 1
2
ε.
Then
ρ(tm(ε),n(ε),u) ≤ ρ(tm(ε),n(ε),um(ε)) + ρ(um(ε),u) ≤ ε.
This means that
sm(ε),n(ε) → s¯, tm(ε),n(ε) → u as ε→ 0.
On the other hand (sm(ε),n(ε))∞ = (tm(ε),n(ε))∞; that is, the required relation
(3.1) is true. 2
We note that the sets Ω and TΩ(s¯) are generally different. Below we provide
an example for which the relation TΩ(s¯) * Ω holds. A similar example to
demonstrate Ω * TΩ(s¯) can be constructed easily.
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Example 3.4. Consider the set of nodes (δ1, δ2, δ3, ....), δi ∈ Σ,∀i, and assume
that the set
∆ = {(δi1 , δi2 , δi3 , ....) : {1, 3, 5, · · · } ⊂ {i1, i2, i3, · · · } and i1 < i2 < · · · }
belongs to the set of all trajectories Π. Let
s¯ = (δ1, δ3, δ5, ....), t = (δ1, δ2, δ3, δ4, ....) and
Ω = {s ∈ ∆ : (s)∞ = (s¯)∞}.
Clearly t ∈ ∆ ⊂ Π and t /∈ Ω (since each trajectory in Ω contains only odd
indices after some finite index). Moreover, s¯ ∈ Ω is a non-isolated point of Ω;
for example, for the set of trajectories sn ∈ Ω defined by
sn = (δ1, δ3, δ5, · · · , δ2n+1, δ2n+2, δ2n+3, · · · , δ4n+1, δ4n+3, δ4n+5, ....)
we have sn 6= s¯,∀n ≥ 1 and sn → s¯ as n→∞.
We show that t ∈ TΩ(s¯). Consider the sequence of trajectories tn ∈ ∆ ⊂ Π
defined as follows
tn = (δ1, δ2, δ3, ..., δ2n, δ2n+1, δ2n+3, δ2n+5, ...).
Clearly tn → t as n→∞; and moreover, (tn)∞ = (sn)∞ for all n.
Therefore, t ∈ TΩ(s¯) and t /∈ Ω; that is, TΩ(s¯) * Ω. 2
In the following, we investigate the contingent cone of intersection and
union of sets.
Lemma 3.5. Let Ω1 and Ω2 be subsets of Π and s¯ ∈ Ω1 ∩ Ω2. Then,
(i) TΩ1∩Ω2(s¯) ⊂ TΩ1(s¯) ∩ TΩ2(s¯).
(ii) TΩ1∪Ω2(s¯) = TΩ1(s¯) ∪ TΩ2(s¯).
Proof: The proofs of TΩ1∩Ω2(s¯) ⊂ TΩ1(s¯)∩ TΩ2(s¯) and TΩ1(s¯)∪ TΩ2(s¯) ⊂
TΩ1∪Ω2(s¯) directly follow from the definition of contingent cone. Thus, it is
enough to show that TΩ1∪Ω2(s¯) ⊂ TΩ1(s¯) ∪ TΩ2(s¯).
Let t ∈ TΩ1∪Ω2(s¯). Then, there are sequences sn ∈ Ω1 ∪ Ω2 and {tn}n∈N
such that
ρ(sn, s¯)→ 0, ρ(tn, t)→ 0, and (sn)∞ = (tn)∞, ∀n. (3.2)
As sn ∈ Ω1 ∪ Ω2, for some j ∈ {1, 2} the realtion sn ∈ Ωj holds. Then,
from (3.2) we conclude that t ∈ TΩj(s¯) and hence t ∈ TΩ1(s¯) ∪ TΩ2(s¯). 2
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In the next example, we show that the inverse of the inclusion (i) in this
lemma; that is, the relation
TΩ1∩Ω2(s¯) ⊃ TΩ1(s¯) ∩ TΩ2(s¯)
may not be true.
Example 3.6. Consider two trajectories t = (s¯1, t2, t3, ....) and s¯ = (s¯1, s¯2, s¯3, ....)
assuming that ti 6= s¯j for all i, j ≥ 2. Define the sets Ω1 and Ω2 as follows
Ω1 = {s¯} ∪ Ω1,2 ∪ Ω01, Ω2 = {s¯} ∪ Ω1,2 ∪ Ω02;
where
Ω01 = {sn = (s¯1, s¯2, ..., s¯2n, s¯2n+2, s¯2n+4, s¯2n+6, ...), n = 1, 2, · · · },
Ω02 = {un = (s¯1, s¯2, ..., s¯2n, s¯2n+1, s¯2n+3, s¯2n+5, ...), n = 1, 2, · · · },
Ω1,2 = {un = (s¯1, s¯2, ..., s¯2n, ξ2n+1, ξ2n+2, ξ2n+3, ...), n = 1, 2, · · · };
and ξi 6= s¯j, for ξi 6= tj, all i, j ≥ 2.
Now, let the set all trajectories Π is given by
Π = {t} ∪ Ω1 ∪ Ω2 ∪ T1 ∪ T2
where
T1 = {tn = (t1, t2, ..., t2n, s¯2n+2, s¯2n+4, s¯2n+6, ...), n = 1, 2, · · · };
T2 = {vn = (t1, t2, ..., t2n, s¯2n+1, s¯2n+3, s¯2n+5, ...), n = 1, 2, · · · }.
First we show that t ∈ TΩ1(s¯) ∩ TΩ2(s¯).
Consider the sequences sn ∈ Ω1 and tn ∈ T1. Clearly
ρ(sn, s¯)→ 0, ρ(tn, t)→ 0, and (sn)∞ = (tn)∞, ∀n.
This means that t ∈ TΩ1(s¯).
In a similar way, for sequences un ∈ Ω2 and vn ∈ T2 we have
ρ(un, s¯)→ 0, ρ(vn, t)→ 0, and (un)∞ = (vn)∞, ∀n;
that leads to t ∈ TΩ2(s¯). Therefore, t ∈ TΩ1(s¯) ∩ TΩ2(s¯).
Now we show that t /∈ TΩ1∩Ω2(s¯). By contradiction let t ∈ TΩ1∩Ω2(s¯); that
is, there are sequences un ∈ Ω1 ∩ Ω2, un 6= s¯, ∀n, and dn ∈ Π such that
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ρ(un, s¯)→ 0, ρ(dn, t)→ 0, and (un)∞ = (dn)∞, ∀n. (3.3)
As Ω1 ∩ Ω2 = {s¯} ∪ Ω1,2, it is not difficult to observe that the relation
un ∈ Ω1 ∩ Ω2, un 6= s¯, implies for every n the following holds
(un)∞ 6= (s)∞, ∀s ∈ {t} ∪ Ω01 ∪ Ω02 ∪ T1 ∪ T2.
On the other hand, according to the definition of sets Ωi and Ti, i = 1, 2,
the convergence dn → t implies that given any n, one of the following holds:
dn = t, or dn ∈ T1, or dn ∈ T2. In all of these three cases we have
(dn)∞ 6= (un)∞.
This contradicts (3.3). Thus, t /∈ TΩ1∩Ω2(s¯). 2
4 Optimality conditions
Consider the optimization problem (2.4) stated in Section 2. In this section
our aim is to investigate optimality conditions for this problem in terms of
the contingent cone and the upper contingent derivative.
Assumption (L): The total cost f is locally Lipschitz; that is, for each
s¯ ∈ Π, there exist a δ−neighborhood Vδ(s¯) with δ > 0 and a number Lδ,s¯ <∞
such that
|f(s)− f(t)| ≤ Lδ,s¯ ρ(s, t), ∀s, t ∈ Vδ(s¯). (4.1)
The following two propositions provide some sufficient conditions under
which Assumption (L) holds.
Proposition 4.1. Assume that cost function C is bounded and the total cost
f is defined as in (2.3). If r ≤ 1
2
then f is locally Lipschitz at each s¯ ∈ Π.
Proof: Given s¯ ∈ Π, we take any δ > 0 and trajectories s, t ∈ Vδ(s¯).
Clearly
ρ(s, t) ≤ 2δ.
According to (2.2) at least the first [log2
1
2δ
− 1] elements of trajectories
s = (s1, s2, · · · ) and t = (t1, t2, · · · ) coincide. Let Nδ ≥ [log2 12δ − 1] be the
first index for which sNδ 6= tNδ and si = ti for all i = 1, · · · , Nδ − 1. Then
from (2.1) we have
ρ(s, t) =
∞∑
i=1
φi(s, t)2
−i ≥ 2−Nδ . (4.2)
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On the other hand
|f(s)−f(t)| ≤
∞∑
i=1
ri|C(si, si+1)−C(ti, ti+1)| =
∞∑
i=Nδ−2
ri|C(si, si+1)−C(ti, ti+1)|.
Since cost function C is bounded, there is M <∞ such that |C(si, si+1)| ≤
M for all i and s. Then
|f(s)− f(t)| ≤
∞∑
i=Nδ−2
2 riM ≤ 2MrNδ−2 1
1− r .
Taking into account r ≤ 1
2
we have 1
1−r ≤ 2 and rNδ−2 ≤ 2−Nδ+2 and
therefore
|f(s)− f(t)| ≤ 2M 2−Nδ+1.
Thus, denoting Lδ,s¯ = 4M from (4.2) we obtain (4.1). 2
Proposition 4.2. Let s¯ ∈ Π be given and the total cost f be defined as in
(2.3). Assume that, there exist a δ−neighborhood Vδ(s¯) and a number M <∞
such that the cost function C satisfyies the following condition
|C(si, si+1)− C(ti, ti+1)| ≤M ρ(s, t), ∀s, t ∈ Vδ(s¯) and ∀i = 1, 2, 3, ... .
Then f is locally Lipschitz at s¯.
Proof: Take any s, t ∈ Vδ(s¯). We have
|f(s)− f(t)| ≤
∞∑
i=1
ri|C(si, si+1)− C(ti, ti+1)|
≤
∞∑
i=1
riM ρ(s, t) =
Mr
1− r ρ(s, t), ∀s ∈ Vδ(t).
Thus, (4.1) holds for Lδ,s¯ =
Mr
1−r . 2
The following results is about the existence of the upper contingent
derivative.
Lemma 4.3. Assume that s¯ is a non-isolated point of Ω and Assumption (L)
holds. Then the upper contingent derivative Uf(s¯,d) exists for each direction
d ∈ TΩ(s¯) \ {s¯}.
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Proof: Take an arbitrary d¯ ∈ TΩ(s¯) \ {s¯}. By Assumption (L) for s¯ ∈ Ω,
there exists a δ−neighborhood Vδ(s¯) with δ > 0 such that (4.1) holds. Then
|f(s)− f(s¯)|
ρ(s, s¯)
≤ Lδ,s¯, ∀s ∈ Vδ(s¯) \ {s¯}. (4.3)
Since d¯ ∈ TΩ(s¯), then, it follows from (4.3) that
−Lδ,s¯ ≤ sup
ρ(s,s¯)<ε
ρ(d,d¯)<ε
s6=s¯
(s)∞=(d)∞
f(s)− f(s¯)
ρ(s, s¯)
≤ Lδ,s¯, ∀ < δ. (4.4)
Hence
Uf(s¯, d¯) = lim sup
s→s¯
d→d¯
s6=s¯
(s)∞=(d)∞
f(s)− f(s¯)
ρ(s, s¯)
exists, which means, the upper contingent derivative exists for any non-isolated
point s¯ ∈ Ω and any direction d¯ ∈ TΩ(s¯) \ {s¯}. 2
Remark: According to Lemma 4.3, as Uf(s¯,d) exists if d¯ is in contingent
cone, we call it the upper contingent derivative.
We will call d a descent direction of f at s¯ if the upper contingent deriva-
tive is negative: Uf(s¯,d) < 0. The main result of this section is a necessary
condition of optimality for a local minimizer of f that are presented in the
next theorem and corollary.
Theorem 4.4. Assume that s∗ is a non-isolated point of Ω and Assumption
(L) holds at s∗. If Uf(s∗,d) < 0 for some d ∈ TΩ(s∗) \ {s¯} then, s∗ is not
a local minimizer of the problem (2.4); that is, for every ε > 0, there exist
sε ∈ Ω and dε ∈ Π such that
ρ(sε, s∗) < ε, ρ(dε,d) < ε, sε 6= s∗, (sε)∞ = (dε)∞ and f(sε) < f(s∗).
(4.5)
Proof: By the assumption, there exists d¯ ∈ TΩ(s∗) \ {s∗} such that
Uf(s∗, d¯) < 0. Since d¯ ∈ TΩ(s¯), by the definition of contingent cone, there
exist sequences of trajectories sn ∈ Ω and tn ∈ Π such that
sn → s∗, tn → d¯ as n→∞; and sn 6= s∗, (sn)∞ = (dn)∞,∀n ≥ 1. (4.6)
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By the definition of upper contingent derivative we have
lim sup
n→∞
f(sn)− f(s∗)
ρ(sn, s∗)
≤ Uf(s∗, d¯) < 0.
Then, given  > 0, there exists a sufficiently large number n such that
the inequalities ρ(sn , s∗) < , ρ(tn , d¯) <  and f(sn) − f(s∗) < 0 hold.
Therefore, (4.6) yields (4.5). 2
From Theorem 4.4 we obtain the following necessary condition of local
optimality.
Corollary 4.5. (Necessary condition of optimality) Assume that s∗ is
a non-isolated point of Ω and Assumption (L) holds at s∗. If s∗ is a local
minimizer of the problem (2.4) then,
Uf(s∗,d) ≥ 0, ∀d ∈ TΩ(s∗) \ {s∗}. (4.7)
In the following, we present an example that illustrates Theorem 4.4 and
Corollary 4.5.
Example 4.6. Let
s∗ = (s1, s2, s3, s4....), d¯ = (s1, δ2, δ3, δ4, ....), and
sn = (s1, s2, ..., sn, δn+1, δn+2, δn+3, ....) : n = 1, 2, · · · ;
where si 6= δi for all i ≥ 2.
The set Ω and the set of all trajectories Π are given by Ω = {s∗}∪{sn : n =
1, 2, · · · } and Π = {d¯} ∪ Ω.
By the definition of Ω for any given sn ∈ Ω we have
ρ(sn, s∗) =
1
2n+1
+
1
2n+2
+ · · · = 1
2n
. (4.8)
Since ρ(sn, s∗)→ 0, the trajectory s∗ is not an isolated point of Ω.
The cost function C is defined as follows: for all i ∈ N,
C(δi, si+1) =
1− ξ(i)
2i
, and C(si, si+1) = C(δi, δi+1) =
1
2i
;
where ξ(i) satisfies
|ξ(i)| ≤M <∞,∀i ≥ 1, and lim
i→∞
ξ(i) = ξ∗. (4.9)
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Therefore, we have
f(s∗) =
∞∑
i=1
1
2i
= 1 and f(sn) = 1− ξ(n)
2n
,∀n ≥ 1. (4.10)
Now, we show that Assumption (L) holds at s∗. Let s and t in Ω be
arbitrary. Then, s = sn and t = tm for some n,m ∈ N. Assume that n < m.
We have
|f(s)− f(t)| =
∣∣∣∣−ξ(n)2n + ξ(m)2m
∣∣∣∣ ≤M ( 12n + 12m
)
.
By the fact that
ρ(s, t) ≥ 1/2n + 1/2n+1 + ....+ 1/2m ≥ 1/2n + 1/2m,
we obtain
|f(s)− f(t)| ≤M ρ(s, t).
This implies that Assumption (L) holds at s∗.
Consider arbitrary sequences of trajectories snk ∈ Ω and dnk → d¯. First
we note that dnk → d¯ implies dnk = d¯, ∀nk. On the other hand, by the
definition of Ω it is not not difficult to observe that snk → s¯ as nk → ∞.
Moreover, (snk)∞ = (dnk)∞, ∀nk. Thus, d¯ ∈ TΩ(s∗) \ {s¯}.
By Lemma (4.3) the upper contingent derivative Uf(s∗, d¯) exists for the
direction d¯ ∈ TΩ(s∗) \ {s∗}. We have
Uf(s∗, d¯) = lim sup
s→s∗
d→d¯
s6=s∗
(s)∞=(d)∞
f(s)− f(s∗)
ρ(s, s∗)
= lim sup
nk→∞
f(snk)− f(s∗)
ρ(snk , s∗)
and therefore from (4.8), (4.9) and (4.10) it follows that
Uf(s∗, d¯) = lim sup
nk→∞
1− ξ(nk)
2nk
− 1
1
2nk
= −ξ∗.
If s∗ is a local minimizer in the problem (2.4) then, for all sufficiently
large nk the inequality f(s
nk) ≥ f(s∗) holds and according to (4.10) we have
ξ(nk) ≤ 0. Thus in this case ξ∗ ≤ 0 or Uf(s∗, d¯) ≥ 0.
Inversely, if Uf(s∗, d¯) < 0 for some d¯, then ξ∗ > 0 and the inequality
ξ(nk) > 0 holds for sufficiently large numbers nk. Therefore in this case, there
is nk such that f(s
nk) < f(s∗); that is, s∗ is not not a local minimizer of f. 2
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Chapter 6
Conclusions and Future Work
Conclusion
In this thesis, we investigate optimality conditions for a broad class of optimization prob-
lems involving non-convex non-smooth functions. The main techniques used throughout the
thesis deal with the notions of weak subdifferentials, augmented normal cones and superdif-
ferentials.
To start with, several necessary and sufficient optimality conditions involving the Hadamard
directional derivative are presented (see paper 1 in section 1.5). Then, a new notion of local
sigma supporting cone, based on the definition of augmented normal cone, is introduced. By
using this cone two new concepts, namely, the conic gap and the maximal conic gap are in-
troduced. These concepts are applied to investigate if a set has a conic gap at some boundary
points and moreover to measure how big such a gap is. The main focus in introducing sigma
supporting cone is the optimality conditions for local optimal solutions. These optimality
conditions for a special class of problems are presented by using the local supporting func-
tions together with the weak subdifferentials (papers 2 and 3 in section 1.5). Afterwards,
we investigate global optimality by introducing the global supporting cone, similar to the
local one. Then, all these new concepts and optimality conditions are considered in reflexive
Banach spaces (see paper 4,5 and 6 in section 1.5).
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Two important applications considered in the thesis deal with the optimality conditions
for the difference of topical functions, as well as for the cost function over an infinite horizon.
Optimization problems where the objective function is a topical function have been frequently
investigated recently. In this thesis, we establish necessary and sufficient optimality conditions
where the objective function is defined as a difference of two topical functions (see paper
7 in section 5.1). Infinite horizon optimization is another important class of applications
considered in this thesis. The study of stability of optimal trajectories is one of the main
concerns of this study. We establish stability of a sequence of minimizing trajectories in terms
of the classical and the ideal convergence (see paper 8 in section 5.2). Finally, by introducing
a new concept of the contingent derivative (paper 9, section 5.3), optimality conditions for
this class of optimization problems are derived.
Future work
There are still many interesting problems related to optimality conditions considered in
this thesis that could be investigated. For example, it would be interesting to replace the
difference of topical functions in paper 7 in chapter 5 with quotient of two topical functions
and derive optimality conditions for this type of functions by applying superdifferentials.
Another interesting problem is related to the optimality conditions in the problem of cost
minimization over infinite horizon optimization. These conditions could be derived by intro-
ducing some generalization of subdifferentials of cost function.
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