The aim of this research was to compare different Bayesian procedures to integrate information from outside a given evaluation system, hereafter called external information, and in this context estimated breeding
values (EBV), into this genetic evaluation, hereafter called internal evaluation, and to improve the Bayesian procedures to assess their potential to combine information from diverse sources. The 2 improvements were based on approximations of prior mean and variance. The first version of modified Bayesian evaluation considers all animals as animals associated with external information. For animals that have no external information (i.e., internal animals), external information is predicted from available external information. Thereby, propagation of this external information through the whole pedigree is allowed. Furthermore, the prediction of external information for internal animals allows large simplifications of the computational burden during setup and solving of mixed model equations. However, double counting among external animals (i.e., animals associated with available external information) is not avoided. Double counting concerns multiple considerations of contributions due to relationships by integration of external EBV for related external animals and is taken into account by the second version of modified Bayesian evaluation. This version includes the estimation of double counting before integration of external information. To test the improvements, 2 dairy cattle populations were simulated across 5 generations. Milk production for the first lactation for each female was simulated in both populations. Internal females were randomly mated with internal males and 50 external males. Results for 100 replicates showed that rank correlations among Bayesian EBV and EBV based on the joint use of external and internal data were very close to 1 for both external and internal animals if all internal and external animals were associated with external information. The respective correlations for the internal evaluation were equal to 0.54 and 0.95 if no external information was integrated. If double counting was avoided, mean squared error, expressed as a percentage of the internal mean squared error, was close to zero for both external and internal animals. However, computational demands increased when double counting was avoided. Finally, the improved Bayesian procedures have the potential to be applied for integrating external EBV, or even genomic breeding values following some additional assumptions, into routine genetic evaluations to evaluate animals more reliably.
INTRODUCTION
Theoretical properties of currently used methods to assess the genetic value of domestic animals depend on certain conditions. One of the most important is that all available information has to be used simultaneously to obtain unbiased estimates (e.g., Henderson, 1984) . However, this is often not the case in practice, for many potential reasons. The most important issue is the unavailability of raw data (e.g., recorded and evaluated in another country) or the complexity of computations that require the use of multi-step, sequential, or distributed computing. Both issues are frequent in modern breeding, especially in dairy cattle breeding, because international exchange of genetic material (e.g., frozen semen and embryos) is extremely widespread. Until now, basic genetic evaluations are mostly based on local data, potentially followed by an international second step, as performed by the International Bull Service (Interbull, Uppsala, Sweden) for dairy breed sires. However, the accuracy of local evaluations may be limited for animals with few local data. Furthermore, the current massive development of genomic selection exacerbates this issue, because potentially more different genetic evaluations may exist, and the need to combine those sources of information increases. Current methods used in the context of dairy cattle are mostly selection index based on VanRaden (2001) to combine different sources of information (e.g., Gengler and VanRaden, 2008) .
Another promising class of methods is based on Bayesian methods originating from the work from Klei et al. (1996) in the context of multibreed genetic evaluations for beef cattle. In this context, Bayesian means that the prior distribution of breeding values is changed according to what is known from an external source. Later, Quaas and Zhang (2001) and Legarra et al. (2007) proposed 2 different Bayesian derivations to incorporate external information, including external genetic breeding evaluations and their associated accuracies, into the internal evaluation. The integration of external information leads to an improved ranking of animals with external information (so-called external animals) in the internal evaluation, which is more similar to the ranking of a hypothetical joint evaluation of internal and external animals. Another advantage of this integration is that accuracies of EBV for external animals are more reliable compared with those of the internal evaluation. Furthermore, this improvement of accuracies and rank correlations of external animals between the internal and joint evaluations depends on the external accuracy of prior information Zhang, 2001, 2006; Zhang et al., 2002; Legarra et al., 2007) but also on several hypotheses used in the implementation. For example, current implementations do not take into account the double counting among external animals. However, an EBV of an animal combines information from its own records and from records of all relatives through its parents and its offspring (Misztal and Wiggans, 1988; VanRaden, 2001) . Integrated external information of this animal and a close relative into the same genetic evaluation may be counted double if this external information contains both contributions due to relationships. Furthermore, until now, only few proposals exist to put these methods in the context of dairy cattle breeding, whereas they can be used in many situations and as a way to integrate genomic prediction (e.g., Gengler and Verkenne, 2007) .
The first aim of this research was to compare different Bayesian approaches for their potential to combine information from diverse sources and the second aim was to improve existing Bayesian approaches to integrate external information into genetic evaluations. Focus was thereby given to the simplification of the computational burden and the avoidance of double counting among external animals.
MATERIALS AND METHODS

Theoretical Background
Different concepts that will be used in this study are defined as follows: (1) Internal data was defined as data used only for internal evaluations (e.g., milk records in a given country A). (2) External data was defined as additional data not directly used in internal evaluations (e.g., milk records in another given country B). (3) Internal information was related to information obtained from an evaluation based only on internal data (e.g., local EBV in country A). (4) External information was related to information obtained from an evaluation based only on external data and free of internal information (e.g., foreign EBV or genomic EBV obtained in country B). Finally, all animals were distinguished between internal and external animals. (5) An internal animal was an animal associated with only internal data and internal information (e.g., locally used sires in country A). (6) An external animal was an animal associated with external data and information and also having internal data and information or being relative to the evaluation of internal animals (e.g., foreign sires also used in country A in addition to country B or genotyped animals from country B relevant to country A).
The main reason for the application of Bayesian procedures is to obtain solutions as close as possible to those of a hypothetical joint evaluation of all external and internal animals including their data. This is performed by integrating external information into the internal genetic evaluation instead of using only internal data. The considered external information in this context was available external EBV and their associated accuracies obtained from only external data (y E ). Both will be used to define the prior distribution of the internal EBV of the external animals (u E ). This prior distribution can be defined in a generic way as p(u E |y E ) = MVN(μ 0 -Ub,G*), where MVN is multivariate normal, μ 0 is the vector of external EBV of a joint genetic evaluation of all internal and external animals based only on external data y E , G* is the matrix of prediction error (co)variances of these EBV, b is a vector of base differences between external and internal EBV, and U is an incidence matrix relating base differences to animals.
If E and I refer to external and internal evaluations, respectively, and based on Legarra et al. (2007) 
where y I is the vector of internal observations, β I is the vector of fixed effects, u is the vector of random genetic effects of the external and internal random genetic effects, X I and Z I are the incidence matrices for internal fixed effects and animals, respectively, and R I is the (co)variance matrix for the internal residual effects. Legarra et al. (2007) showed that:
where μ E is a vector of external EBV from a genetic evaluation of all external animals based only on external data that did not include relationships between the internal animals (Legarra et al., 2007) .
Four Different Implementations
To be used, the generic system of equations [1] often needs to be simplified. In fact, usually only functions of external prediction error variances (PEV; e.g., reliabilities), are available for approximating D and G*. Furthermore, μ 0 is an unknown vector that needs to be estimated for some implementations. In this study, 4 different Bayesian implementations using gradually better approximations of prior mean and prior variance are compared (Table 1 ). The differences were related to the animals providing external information and to the way that the prior mean and variance were defined. The first implementation, hereafter called Legarratype Bayesian evaluation (LBE), was the simplest one from a computational standpoint, as only external PEV were considered to approximate D. The second implementation, hereafter called Quaas-type Bayesian evaluation (QBE), included covariances among traits. Both implementations defined prior means based on external EBV obtained from the genetic evaluation of all external animals based only on external data, which did not include relationships among internal animals. The QBE can be computationally simplified as shown in the third implementation, hereafter called first version of modified Bayesian evaluation (FBE). Finally, the last implementation, hereafter called second version of modified Bayesian evaluation (SBE), approximated and used the across-animal covariances that are not reported in practice while existing in D.
LBE. Legarra et al. (2007) proposed a Bayesian implementation to integrate prior information into an internal genetic evaluation. The prior mean of the implementation was defined as μ E − U E b E , where μ E = E(u E |y E ), U E is an incidence matrix relating base differences to external animals, and b E is a vector of base differences among external and internal EBV for all the external animals. The prior variance D was approximated by a diagonal matrix in which diagonal elements were equal to PEV associated to every external evaluation. Furthermore, this approximation of D implied another approximation to estimate Λ. Because
1 , all relationships needed to be ignored, and only diagonal elements of the matrix G EE were used. If nondiagonal elements in G EE were taken into account, the matrix G* could be non-semi-positive definite (Legarra et al., 2007; Gengler and Vanderick, 2008) .
From a computational standpoint, the LBE method is rather simple to set up as the matrix D is considered diagonal. Gengler and Vanderick (2008) Legarra et al. (2007) and using external EBV and prediction error variances (PEV) associated with external sires obtained from the external evaluation. QBE = Bayesian evaluation following Quaas and Zhang (2006) and using external EBV and PEV associated with external sires obtained from the external evaluation. FBE = Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used. SBE = Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used and the double counting among external animals was avoided.
2 External EBV = EBV adjusted for base differences among external and internal information.
3 EEE = genetic evaluation of all external animals based only on external data that did not include relationships among the internal animals.
4 SI = selection index.
5 PEC = prediction error covariances among traits (for FBE) and among traits and animals (for SBE).
6 JEE = a posteriori joint genetic evaluation of all internal and external animals based only on external data.
LBE could be easily integrated into a test-day model for dairy cattle genetic evaluations with few modifications of the code of the used programs and with reasonable convergence. However, the method needs to compute the base differences among external and internal information, which was estimated by Gengler and Vanderick (2008) before using the external information. This strategy avoids the computationally expensive integrated estimation of base differences. QBE. Quaas and Zhang (2006) developed another Bayesian procedure to incorporate external information into a multibreed evaluation. They used a prior mean defined as μ E − U E b E and a prior variance D approximated by D ≈ Var(u E |y E ) = PEV(u E |y E ). Hence, following Quaas and Zhang (2006) for i = 1, 2, …, N with N external animals. The matrix G 0 is a matrix of genetic (co)variances among traits, and Δ i is a diagonal matrix with elements δ ij with j = 1, 2, …, n traits. The element δ ij is equal to the ratio of REL ij /(1 -REL ij ), where REL ij is the reliability associated to the external proof μ E for the jth trait of ith external animal.
The QBE implementation estimates the base differences between external and internal EBV in a different way to equation [1] . Base differences in QBE are estimated as ˆb Zhang et al., 2002; Quaas and Zhang, 2006) . If U is partitioned between external animals (U E ) and internal animals (U I ) and by replacing G* −1 by
, it can be shown (Appendix) that estimation of b E by QBE is equivalent to the computation of b using mixed model equation [1] . Except for this difference, differences between approximations of LBE and QBE mainly concern the matrix D and the consideration of the whole (co)variances matrix G EE .
It is important to note that, from equations where σ u j 2 is the genetic variance for the jth trait.
Thereby, the diagonal elements δ ij are equal to
Furthermore, QBE (Table 1 ) also needs the computation of the inverse of the relationship matrix A EE that only accounts for the relationships among external animals, A EE 1 − . The matrix A EE 1 − could be computed efficiently by first establishing directly A EE through an algorithm based on Colleau (2002) followed by its inversion with optimized subroutines (Misztal et al., 2009; Aguilar et al., 2011) . However, A EE might be dense, and its storage, as well as its inversion, might not be possible or could take too much computational burden because the number of external animals could be very high. Furthermore, the direct computation of A EE 1 − might not be possible using simplified rules, as relationships among all ancestors without external breeding will be absorbed in this matrix. Given these differences, QBE is slightly more complicated to implement than LBE.
FBE. The definition of prior mean and variance in QBE has the shortcoming that, as noted above, the computation of A EE 1 − is more difficult than the establishment of the inverse of the relationship matrix among all external and internal animals. The consideration of all animals has also the effect that the definition of prior mean needs to include external EBV for all animals. To consider these issues, FBE was developed. The approximation concerns the terms of the left hand side of the equation [4] instead of the terms of the right hand side, as is done in LBE and QBE. The unknown vector μ 0 can be approximated as follows. Let μ I be an unknown vector of external EBV of all the internal animals of a joint genetic evaluation of all internal and external animals based only on external data. Because this evaluation is only based on external data, and because μ μ μ
, μ I can be approximated as well as μ 0 . Therefore, all internal and external animals are considered as having external information. As detailed in Table 1 , this feature distinguishes the 2 implementations found in the literature (LBE and QBE) and the new implementations FBE and SBE. In these 2 implementations, FBE and SBE, . This extension of the relationship matrix requires an estimation of external breeding values for the internal animals (e.g., using selection index theory). However, this estimation is computationally feasible. The extension of the external breeding values leads to the setup of only a single inverted relationships matrix. Second, the integration of prior information for all animals in FBE leads to a hidden advantage for this implementation. Because all internal animals are associated with prior information, the prediction of their breeding values through FBE is influenced by the same constant difference that may exist between external information and breeding values that have to be estimated. Therefore, the equation to estimate genetic base differences among the different evaluations can be eliminated from the system of equations, because this effect becomes confounded with the general mean. A proof of this is given in the Appendix. Both advantages and differences of FBE in comparison to LBE and QBE allow large simplifications of the computational burden during setup and solving of mixed model equations, making their use again easier with complicated models and large data sets.
SBE. The knowledge of only the external PEV, or functions of these, means that the across-animal covariances are not correctly considered by LBE, QBE, and FBE, which leads to double counting among external animals. In this context, double counting means multiple considerations of parts of integrated external EBV for related external animals. In SBE, double counting is taken into account through an additional two-step algorithm (TSA), for which the aim is to estimate corrected RE for the external animals independent from contributions due to relationships. Hence, only the approximation of Λ for the external animals changes in SBE compared with FBE. So, the block diagonal of Λ for each internal animal i is equal to zero as those of the third implementation FBE, while the block diagonal of Λ for each external animal i is equal to Δ where j = 1, 2, …, n traits, and RE j * is a diagonal matrix with diagonal elements equal to RE only due to own records for the jth trait. Double counting among external animals can appear if external information-in this context, external EBV-of an animal and a close relative are integrated into the same genetic evaluation. This double counting is due to the fact that external information of those animals combines contributions due to own records and due to relationships (Misztal and Wiggans, 1988; VanRaden, 2001 ). To avoid this double counting, it is necessary to separate the contributions due to records from the contributions due to relationships in the external information for each external animal using TSA, in which the 2 steps are based on the algorithm A1 of Misztal and Wiggans (1988) . However, the aim of the current study was different from that of Misztal and Wiggans (1988) , and some modifications were necessary. The first modification concerns the fact that the 2 steps of the TSA include all relationships between external animals and their ancestors instead of only the relationships between an animal and its parents. Second, the estimated RE due to records by the algorithm A1 is obtained from a model in which all effects are absorbed into animals' effects. This leads to lower RE than the corresponding diagonal elements of the matrix Z R Z E E 1 E ′ − . To resolve this problem, an absorption matrix M is created from the RE due to records estimated by the first step of the TSA. Therefore, for the jth trait, the first step of the TSA separates contributions due to records and contributions due to relationships following the algorithm A1 of Misztal and Wiggans (1988) . Based on the contributions due to records, an absorption matrix M has to be developed that is taken into account by the second step of the TSA to estimate RE for the external animals independently from contributions due to relationships or correlated traits. The TSA must be repeated for each trait and is detailed in the Appendix.
The SBE shares the advantages with FBE explained above. However, as already explained, an additional advantage is that theoretically all double counting among external animals is avoided. The disadvantage is that the TSA needs to be implemented, which may be computationally challenging.
Simulated Data
The 4 different Bayesian methodologies described above were tested using simulated data. For this purpose, an external and an internal population were each simulated from 30 male founders and 120 female founders. Each population included about 1,000 animals distributed over 5 generations. For each population, the sires were randomly selected from available males for each generation. The maximum number of males mated in each generation was 25. All females existing in the pedigree were randomly mated with the selected males to simulate each new generation. However, these matings could not be realized if the coefficient of relationship between 2 animals was 0.5 or higher, as well as if the female had already 3 descendants. Furthermore, a male could be mated during at most 2 yr.
In regard to the external population, external females were randomly mated only with external males. In each generation, 60% of external male offspring were randomly culled. In regard to the internal population, internal females were randomly mated with internal males and a subset of external males. This subset included the first 50 sires that had the most offspring in the external population. In each generation, 99% of internal male offspring were randomly culled.
As the phenotypic trait, milk production for the first lactation was simulated for each female in both populations following Van Vleck (1994) . A nested herd effect within population was randomly assigned to each record under the condition that each herd included about 40 females. Phenotypic variance and heritability were assumed to be 3.24 × 10 6 kg 2 and 0.25, respectively. Using the simulated data, the following 7 genetic evaluations were performed: (1) The joint evaluation was a regular BLUP evaluation based on external and internal pedigree and data. This evaluation was assumed the reference. (2) The external evaluation was a regular BLUP evaluation based on external pedigree and data. (3) The internal evaluation was a regular BLUP evaluation based on internal pedigree and data. Concerning the 4 Bayesian evaluations, (4) the Legarra-type Bayesian evaluation was a LBE using external EBV and PEV associated with external sires, obtained from external evaluation (2) inside the internal evaluation, and (5) the Quaas-type Bayesian evaluation was a QBE using external EBV and PEV associated with external sires, obtained from external evaluation (2) inside the internal evaluation. (6) The first version of modified Bayesian evaluation was an FBE using external EBV and PEV associated with external sires inside the internal evaluation where external EBV for all animals (internal and external) were predicted and used, and (7) the second version of modified Bayesian evaluation was an SBE using external EBV and PEV associated with external sires inside the internal evaluation, where external EBV and PEV for all animals (internal and external) were predicted and used but applying the TSA algorithm to avoid double counting.
The simulation was replicated 100 times. For external and internal animals, comparisons between the joint evaluation and the 6 others were based on (1) Spearman rank correlation coefficients (r), (2) mean squared errors (MSE) expressed as a percentage of internal MSE, (3) regression coefficients (a), and on (4) coefficients of determination (R 2 ). All parameters were the average of 100 replicates.
RESULTS AND DISCUSSION
The 100 simulated external and internal populations included 1,052 animals each on average. The external information integrated into the internal genetic evaluation for one external animal corresponded to 10 effective daughters on average. This number of effective daughters may seem low, but it is the lower bound of the effective number of daughters one might expect when a sire is evaluated from genomic prediction.
Results for r, MSE, a, and R 2 illustrating the prediction of joint breeding values are shown in Table 2 for the external animals (i.e., the 50 external sires associated with external information integrated through a Bayesian evaluation), and in Table 3 for all the internal animals (i.e., animals associated with only internal information). To visualize effects of the integration of external information, EBV of the 50 external animals for one randomly chosen simulation are plotted in Figure 1. First, concerning the 50 external animals, rank correlations between joint evaluation and the 4 Bayesian implementations increased at least by 43% to be >0.96. Therefore, the integration of external information led to an improved ranking of external animals in the internal evaluation (i.e., more similar ranking compared with the ranking of the joint evaluation), which was expected, especially by Legarra et al. (2007) and Quaas and Zhang (2006) . Concerning all the internal animals, even if rank correlations increased only by 4%, integration of external information for external animals related to the internal population led to rank internal animals almost identically to their ranking obtained with the joint evaluation.
Second, according to the 4 estimated parameters r, MSE, a, and R 2 , the integration of external information for the 50 external animals led to better predictions of the joint evaluation through all Bayesian implementations for all 50 external animals as well as for all internal animals. However, whereas integrated external in-formation was identical for the 4 Bayesian implementations, significant differences were found among the 4 Bayesian procedures concerning prediction accuracy for breeding values. Breeding value prediction compared with the reference method (i.e., the joint evaluation) was poorest for the LBE method for the 50 external animals as well as for the internal animals. This can be explained by the approximation of the matrix D by LBE. It approximates the latter matrix by a diagonal matrix in which diagonal elements are equal to PEV, ignoring prediction error covariances associated with every external evaluation. In contrast, the 4 parameters associated with FBE and SBE showed that integration of all relationships between the 50 external animals and all the internal animals for the approximation of D allowed the propagation of external information through the whole pedigree. Consequently, internal animals related to their external relatives were predicted better, too. This propagation is not possible in current methods based on selection index theory (VanRaden, 2001; Gengler and VanRaden, 2008) , where information is combined on an animal-by-animal basis. Therefore, Legarra et al. (2007) and using external EBV and prediction error variances (PEV) associated with external sires obtained from the external evaluation. QBE = Bayesian evaluation following Quaas and Zhang (2006) and using external EBV and PEV associated with external sires obtained from the external evaluation. FBE = Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used. SBE = Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used and the double counting among external animals was avoided. Legarra et al. (2007) and using external EBV and prediction error variances (PEV) associated with external sires obtained from the external evaluation. QBE = Bayesian evaluation following Quaas and Zhang (2006) and using external EBV and PEV associated with external sires obtained from the external evaluation. FBE = Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used. SBE = Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used and the double counting among external animals was avoided.
FBE and SBE have here a clear advantage compared with current methods. Furthermore, integration of all relationships allowed us to compute only one relationship matrix A −1 that takes into account all relationships among internal and external animals, whereas QBE needs the computation of the matrix A EE 1 − as well as the matrix A −1
. One can assume that numerically the setting up of A −1 using the usual rules is easier and numerically more stable than computing A EE 1 − for potentially several thousands of animals.
Third, the 4 parameters showed that the SBE led to breeding values most similar to those estimated by the joint evaluation for the external animals. Values of R 2 , a, and r were close to 1 with only few variation among replicates (SD <0.001). Mean squared error was the lowest of the 4 Bayesian implementations and showed that the application of TSA avoided double counting among external animals. Outliers of breeding values for external animals were limited. For the internal animals, QBE, FBE, and SBE were similar following the Figure 1 . Examples from one randomly chosen simulation showing EBV of the 50 external animals between joint evaluation and external and internal evaluations, Legarra-type Bayesian evaluation [LBE; i.e., a Bayesian evaluation following Legarra et al. (2007) and using external EBV and prediction error variances (PEV) associated with external sires obtained from the external evaluation], Quaas-type Bayesian evaluation [QBE; i.e, a Bayesian evaluation following Quaas and Zhang (2006) and using external EBV and PEV associated with external sires obtained from the external evaluation], first version of modified Bayesian evaluation (FBE; i.e., a Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used), and second version of modified Bayesian evaluation (SBE; i.e., a Bayesian evaluation using external EBV and PEV associated with external sires obtained from the external evaluation where external EBV for all internal and external animals were predicted and used and the double counting among external animals was avoided). 4 parameters. Nevertheless, MSE was the lowest for SBE and showed the importance of the double counting among external animals on internal animals. However, with regards to r, a, and R 2 for the external and the internal animals estimated by FBE, double counting could be ignored if contributions due to relationships are low compared with contributions due to own records. If this is not the case, as for genomic information, TSA should be applied.
Fourth, no assumption was made about the difference of the amount of information between external and internal information. An external animal could get more information from the internal than from the external data. Integration of external information led to better predictions for breeding values obtained by the joint evaluation. Therefore, integration of external information seems to be important even if the amount is low.
Finally, the developed methods could be used in different settings. Many situations exist where local (internal) evaluations would benefit from the integration of external information (e.g., Gengler and Vanderick, 2008) . Because the developed methods can be used for multi-trait and other complex models, they allow the use of external information to improve the accuracy of evaluations for correlated, but only locally available traits as fine milk composition traits, such as free fatty acids, milk proteins, and other minor constituants (e.g., Gengler et al., 2010) . In the context of genomic selection, integration of external genomic information into routine genetic evaluations could be done using the proposed methods after some adaptations (e.g., Gengler and Verkenne, 2007) . Furthermore, as an anonymous reviewer reported, the matrix G* −1 is very similar to the inverse of the matrix H used in the single-step genomic evaluations and included both pedigree-based relationships and differences between pedigree-based and genomic-based relationships (Aguilar et al., 2010; Christensen and Lund, 2010) . In a different setting and after taking precautions to avoid double counting because of the use of the same data, regular genetic evaluation results from a larger population could also be used as external priors in gene effect discovery studies (e.g., Buske et al., 2010) or any other studies requiring accurate estimation of a polygenic effect jointly with marker, SNP, or gene effects.
CONCLUSIONS
According to these results, rankings of animals were most similar to those of a joint evaluation after the integration of all relationships and the application of the TSA to avoid double counting among external animals through SBE. It proved that the TSA worked well, although the creation of the absorption matrix M did not take into account the fixed effects considered in the external evaluation, which were unknown, but only one hypothetical unobserved fixed effect. The results based on our simulation showed that the Bayesian procedures FBE and QBE also worked well, with FBE having some computational advantages. Finally, with some adaptations and adjustments, FBE and SBE could be applied to integrate external information into routine genetic evaluations, SBE having additional advantages but being computationally more demanding. 
Elimination of Base Difference Equations in FBE and SBE
The derivation is based on the estimation of ˆû Ub + instead of û and b separately. The associated mixed model equations can be obtained through a few steps. First, using some rearrangements, the development according to the first, second, and third lines of the Bayesian mixed model equation (  ) 
