Conventional full-waveform inversion (FWI) based on the least-squares misfit function faces problems in converging to the global minimum when using gradient methods because of the cycle-skipping phenomena. An initial model producing data that are at most a half-cycle away from the observed data is needed for convergence to the global minimum. Low frequencies are helpful in updating low-wavenumber components of the velocity model to avoid cycle skipping. However, low enough frequencies are usually unavailable in field cases. The multiplication of wavefields of slightly different frequencies adds artificial low-frequency components in the data, which can be used for FWI to generate a convergent result and avoid cycle skipping. We generalize this process by multiplying the wavefield with itself and then applying a smoothing operator to the multiplied wavefield or its square to derive the nonlinearly smoothed wavefield, which is rich in low frequencies. The global correlation-norm-based objective function can mitigate the dependence on the amplitude information of the nonlinearly smoothed wavefield. Therefore, we have evaluated the use of this objective function when using the nonlinearly smoothed wavefield. The proposed objective function has much larger convexity than the conventional objective functions. We calculate the gradient of the objective function using the adjoint-state technique, which is similar to that of the conventional FWI except for the adjoint source. We progressively reduce the smoothing width applied to the nonlinear wavefield to naturally adopt the multiscale strategy. Using examples on the Marmousi 2 model, we determine that the proposed FWI helps to generate convergent results without the need for low-frequency information.
INTRODUCTION
Full-waveform inversion (FWI) updates the subsurface parameters by minimizing the difference between the predicted and observed data (Lailly, 1983; Tarantola, 1984; Pratt, 1999) . However, FWI suffers from the cycle-skipping problem when the time shift between the predicted and observed data is larger than half a cycle (Virieux and Operto, 2009) , which leads FWI to a local minimum with respect to the corresponding model region. Low-enough frequency components, which have a long-enough cycle length, help to mitigate the cycle-skipping problem. However, the lower limit of the available frequency band of field seismic data is usually not low enough. On the other hand, an initial model close enough to the true model can also mitigate the cycle-skipping problem in FWI. However, obtaining a good initial model is not a trivial task, which requires elaborate techniques, such as traveltime tomography (Bishop et al., 1985; Justice et al., 1989) and migration velocity analysis (Symes and Carazzone, 1991; Biondi and Symes, 2004; Sava and Biondi, 2004) .
A lot of work in FWI has been devoted to solving the cycleskipping problem without the need for low-frequency information. These studies fall into three groups of techniques.
In the first group, traveltime tomography is used within FWI. The traveltime or phase-only information, which has a quasilinear relationship to the medium parameters, is given more weight in the misfit function than the general misfit of the waveforms. The optimization problem is based on minimizing the traveltime shifts estimated from the crosscorrelation between the observed and modeled data (Luo and Schuster, 1991; Chi et al., 2015) . However, when the seismic data involve a complex wave phenomenon, the estimation of the traveltime shifts through the crosscorrelation faces problems. To calculate more reliable traveltime shifts, Ma and Hale (2013) Manuscript received by the Editor 15 May 2017; revised manuscript received 16 September 2017; published ahead of production 07 December 2017; published online 24 January 2018.
apply the dynamic-warping technique to determine the traveltime misfit between the predicted and observed seismograms, and they try to minimize the time shifts to update the subsurface parameters. Shin and Min (2006) extract phase information by taking the logarithm of the wavefield. Unfortunately, the extracted phase is wrapped. Choi and Alkhalifah (2015) propose a phase-unwrapping method and invert the unwrapped phase to reduce the nonlinearity of the inversion.
In the second group, the extension concept is used in which an extra dimension is added to the model domain as first introduced in migration-velocity analysis (Symes and Carazzone, 1991) and incorporated into FWI (Symes, 2008; Biondi and Almomin, 2014; Huang and Symes, 2015) . This additional degree of freedom is then penalized because it corresponds to an unphysical description of the model. Wu and Alkhalifah (2016) construct an objective function based on the data extension and a data-selective approach. Warner and Guasch (2014) propose to use the Wiener filter to match the predicted and observed data and penalize the energy away from the zero time-lag to update the velocity model. Van Leeuwen and Herrmann (2013) extend the search space to involve the reconstructed wavefield so that the predicted wavefield fits the observed data with minimal effect of cycle skipping. Métivier et al. (2016) measure the misfit between seismograms with an optimal transport distance.
In the third group, the objective function is constructed using the transformed data, which includes artificial low-frequency information. Wu et al. (2014) and Chi et al. (2014) estimate the envelope of the wavefield and invert the artificial low-frequency components included in the envelope of the wavefield to update the longwavelength components of the model. Li and Demanet (2016) extrapolate the low-frequency information by a phase-tracking method, and they perform FWI using the extrapolated low frequencies to estimate the low-wavenumber model. Bharadwaj et al. (2016) construct the objective function using the bump functional of the observed and modeled data, which are obtained by blurring the absolute value of the data. On the other hand, Hu (2014) proposes using beat-tone inversion, where subtraction between slightly different frequency wavefields carries apparent low-frequency information. However, to extract the apparent low-frequency information, this method required an elaborate technique, such as the phase-frequency differential and Hilbert transformation.
The motivation behind this paper is that the multiplication, instead of the subtraction, between slightly different frequency components generates artificial low-frequency components, which tend to represent the kinematic information of the wavefield more accurately, thus we can easily extract that information by applying a lowpass filter. To generalize its process for the whole frequency band of the data, we multiply the wavefield with itself, which is a nonlinear process yielding the artificial low frequencies. In this case, the amplitude information is blurred in the nonlinearly (transformed) smoothed wavefields. Besides, for field data, it is hard to simulate the amplitude of the wavefield considering our simplified representation of the model, imperfect estimation of the source wavelet, and the noise in the observed data. Thus, the least-squares (L2) norm, which tends to match the amplitude information directly, is not a good choice for FWI. On the other hand, Choi and Alkhalifah (2012) suggest the global-correlation norm to deal with the energy (amplitude) imbalance as a function of offset in the multisource FWI. Dutta et al. (2014) and Zhang et al. (2015) demonstrate that the global correlation norm generates more stable and practical results in the least-squares migration on account of relaxing the dependence on amplitude matching often required by the L2-norm. Liu et al. (2017) also indicate that FWI using the normalized crosscorrelation function is slightly less sensitive to the noise and the source signature. In this paper, we use the global correlation norm as an alternative to the least-squares misfit to mitigate the dependence on exact amplitude information of the nonlinearly smoothed wavefield. We derive the gradient expression of the objective function using the adjoint-state technique (Plessix, 2006) , which is similar to that of the conventional FWI except for the adjoint source. Numerical examples show that the proposed FWI method can mitigate the cycle-skipping problem and generate a good convergent result without sufficiently low-frequency information contained in the recorded waveform.
THEORY
Artificial low frequency from the nonlinearly smoothed wavefield Hu (2014) proposes the beat-tone inversion, where subtraction of wavefields with slightly different frequency from each other yields apparent low-frequency information. The subtraction of two cosine signals with frequencies of f and f þ δfðδf ≪ fÞ can be expressed as the multiplication of two sine signals with the frequencies of f þ ðδf∕2Þ and ðδf∕2Þ:
where f and t are the frequency and time variables, respectively. The frequency of the variation of the instantaneous amplitude is determined by ðδf∕2Þ. However, this apparent low-frequency component actually does not exist in the frequency spectrum after Fourier transform; thus, a simple low-pass filter cannot extract it. Hu (2014) needs an elaborate technique, such as the phase-frequency differential, to extract the apparent low-frequency information. Here, we multiply two wavefields with a slightly different frequency instead of subtracting them. The multiplication of two cosine functions with frequencies of f and f þ δf can be expressed as the summation of two cosine signals with the frequencies 2f þ δf and δf:
where the artificial low frequency (δf) is generated. We can easily extract the low-frequency component (cosð2πδftÞ) by applying a low-pass filter to the multiplication result. We compare the performance of the multiplication and subtraction of signals with a slightly different frequency. Figure 1a and 1b shows two cosine signals with frequencies of 10 and 11 Hz, and Figure 1c and 1d displays the multiplication and subtraction of the two signals, respectively. The subtraction just generates an apparent low-frequency component, which is hard to extract (Figure 1d ), whereas the multiplication yields a real low-frequency component ( Figure 1c ).
We also compare the performance of the multiplication and subtraction using synthetic data generated for a simple acoustic layered model. The wavefield (Figure 2c ) is simulated using the two-layer model ( Figure 2a ) for a source and receiver located at distances of 2 and 3 km, respectively, placed at a depth of 20 m. As a source, we use a Ricker wavelet with a center frequency of 10.5 Hz after filtering out the frequencies of less than 5 Hz. Its normalized amplitude spectrum is shown in Figure 2b . Figure 2d shows the frequency spectrum of the wavefield in Figure 2c . The low-frequency information of less than 5 Hz is missing. Then, we extract two narrow frequency-band data using a band-pass filter. The filtered wavefields with peak frequencies of 11 and 10 Hz are shown in Figure 2e and 2f, respectively, and their corresponding frequency spectra are shown in Figure 2g and 2h, respectively. Then, we perform the subtraction ( Figure 2i ) and multiplication (Figure 2j ) of the two wavefields with different frequencies. Their corresponding frequency spectra demonstrate that the multiplication process generates real low-frequency components (Figure 2l ), whereas the subtraction process does not ( Figure 2k ). Figure 2m illustrates that the produced low-frequency data preserves the kinematic information of the original wavefields.
The seismic wavefield is composed of a band of frequencies with a range controlled usually by the source and the earth's response. When we multiply the wavefield with itself, low-frequency components will be generated by the interaction of different frequencies in the multiplication process. This can be realized if we represent the wavefield as a Fourier summation of its sinusoidal components, so the multiplication process induces multiplications between sinusoidals of different frequencies (the distributive property of multiplication). Thus, we can extract the low-frequency components by applying a low-pass filter on the multiplied wavefield. All in all, to obtain the artificial low-frequency components from the fullfrequency band of the data, we multiply a wavefield with itself (nonlinear operation) and apply a low-pass filter to the nonlinearly transformed wavefield. We also generalize the case by adjusting the power of the multiplied wavefield:
sðx; tÞ ¼ S ffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi u 2 ðx; tÞ
where sðx; tÞ indicates the nonlinearly smoothed version of the wavefield uðx; tÞ, S indicates a lowpass filter, and the superscript p stands for the power of the absolute value of the wavefield. In this study, we choose p to be 1 or 2. We implement the triangle smoothing operator for the lowpass filter in this paper (Claerbout, 1992) . The weighting function (wðtÞ) used in the triangle smoothing with a smoothing width σ is shown in Figure 3 . The weighting factors are computed using
Then, we can obtain the smoothed data sðtÞ ¼ xðtÞ Ã wðtÞ:
We display the nonlinearly smoothed wavefields derived from the wavefields in Figure 2c and 2d with respect to different p values and their corresponding frequency spectra in Figure 4 . We note that the nonlinearly smoothed wavefields produce abundant artificial low-frequency components. Figure 4e shows the original wavefield (black line) and nonlinearly smoothed wavefield with p ¼ 2 (red line) and 1 (blue line) after normalization with its maximum value. In Figure 4e , the nonlinearly smoothed wavefields with p ¼ 2 have stronger energy at earlier times than the original wavefields, which means that the early arrivals (direct waves, diving waves) have more weight in the nonlinearly smoothed wavefield inversion and contribute to tomographic model building. The energy distribution of the nonlinearly smoothed wavefields with p ¼ 1 is close to that of the original wavefields, especially for the peaks of the waves. The nonlinearly smoothed wavefield also keeps the kinematics of the original wavefield.
Review of FWI based on the least-squares misfit function FWI aims to recover the subsurface parameters by minimizing the misfit between the modeled and observed data. The leastsquares misfit function is written by
where u syn ðx; tÞ is the modeled wavefield corresponding to the model m, u obs ðx; tÞ is the observed data, and x denotes the receiver location. For simplicity, we consider a single source in equation 6. The modeled data are simulated by the 2D acoustic wave equation considering constant density, written as
where v is the P-wave velocity, f is the source function, and Δ ¼ ð∂ 2 ∕∂x 2 Þ þ ð∂ 2 ∕∂z 2 Þ denotes the Laplacian operator. Illustrations of the generated artifical low frequencies from the multiplication of data with slightly different frequency: The (a) velocity model, (b) normalized amplitude spectrum of the used source wavelet, (c) simulated data without low-frequency components, (d) its frequency-domain amplitude spectrum, band-pass-filtered data with peak frequencies of (e) 11 and (f) 10 Hz, and (g, h) their corresponding frequency-domain amplitude spectra, (i) subtraction and (j) multiplication of the two data sets with different peak frequency, (k, l) the corresponding amplitude spectra, and (m) comparison of the original wavefield (solid line) and the low-frequency component of the multiplication (dotted line) after normalization by its maximum value. The dotted line in panel (m) represents the low-frequency component generated from the multiplication.
We update the model parameter m using the gradient of the objective function in equation 6 as follows:
where m n is the updated model at the nth iteration, α is the step length, diag H a is a diagonal approximation of the Hessian matrix (Shin et al., 2001) , ε is a damping factor used to avoid instability, and G 2D denotes a Gaussian smoothing operator. To calculate the gradient, we first back-propagate the adjoint source (u syn ðx; tÞ − u obs ðx; tÞ) and then compute the zero-lag crosscorrelation between the forward-and back-propagated wavefield by using the adjoint-state method (Plessix, 2006) .
Global-correlation-based objective function and its gradient
The least-squares norm aims to match the whole waveform, which includes amplitude and phase information, between the modeled and observed data. However, the amplitude information is blurred in the nonlinearly smoothed wavefield to allow the low-frequency information to mainly reflect the kinematic information. To deal with the imperfect amplitude matching in the real case, we choose the global-correlation norm (Choi and Alkhalifah, 2012) 
where s syn ðx; tÞ and s obs ðx; tÞ are the nonlinearly smoothed wavefields of the modeled and observed data, respectively. In the global-correlation-based objective function, we measure the similarity between the nonlinearly smoothed wavefields of the modeled and observed data by the normalized correlation between them, where the phase information is relatively emphasized and the amplitude information is relaxed.
We update the subsurface model parameters using the gradient of the objective function in equation 8, which is derived by taking the partial derivative of the objective function with respect to the subsurface model parameter (m) as follows: 
where ½∂uðx; tÞ∕∂m is known as the Fréchet derivative. To avoid the direct computation of the Fréchet derivative, we apply the adjoint-state method. Besides, we set the subsurface model parameter m to be the velocity. The gradient of J with respect to velocity v is given as follows:
where λðx; tÞ is the back-propagated wavefield with Rðx; tÞ as the adjoint source. The gradient calculation is almost the same as the conventional one except for the usage of the adjoint source Rðx; tÞ. Therefore, the proposed method has almost the same cost as the conventional FWI. Envelope-based FWI makes the optimization problem less prone to cycle skipping. However, when a cycle skip between the simulated and observed wavefield is larger than the dominant period, envelope-based FWI may still encounter a local minimum. Specifically, the radius of attraction of our objective function can be enlarged by increasing the triangle smoothing width. In addition, it is important to apply some reasonable smoothing to the gradient for a stable inversion (Wu and Alkhalifah, 2016) . Given a single frequency f and constant velocity v, the wavelength of the model update is smaller than a half wavelength, i.e., v∕ð2fÞ (Woodward, 1992) . If we use a low-pass filter with a smoothing width σ for the nonlinearly smoothed wavefields, the period increases approximately to 1∕f þ 2σ. Theoretically, the space resolution of the model update should be half a wavelength. However, the highwavenumber artifacts will be introduced in the gradient because the high-frequency components in the source wavelet and the adjoint source term in equation 13 cannot be removed completely. To remove the high-wavenumber artifacts from the gradient and improve the stability of the inversion, we apply smoothing to the calculated gradient with a smoothing radius expressed as
where σ refers to the smoothing width of the low-pass filter, v is the average velocity, and f is the dominant frequency. The larger the smoothing width σ, the larger the basin of attraction. Based on the multiscale strategy (Sirgue and Pratt, 2004) , we progressively reduce the smoothing width as the inversion proceeds.
NUMERICAL EXAMPLES
We demontrate our method with two synthetic models. We start with a simple constant-velocity model to illustrate the performance of the proposed objective function. Then, we test our method on the more complex Marmousi 2 model. In these examples, we use a 16th-order in space finite-difference scheme to simulate the wave propagation. We use four grid points per shortest wavelength to avoid numerical wave dispersion. We apply the complex-frequency-shifted perfectly matched layer technique (Zhang and Shen, 2010) as an absorbing boundary condition.
Behavior of the objective function using the nonlinearly smoothed wavefield
We compare the behavior of the objective functions corresponding to the original wavefield and nonlinearly smoothed wavefield. We display the objective function based on a constant-velocity model. The exact velocity is set to 3000 m∕s. The grid dimensions are 160 × 200, and the grid spacing is 20 m. A Ricker wavelet with a peak frequency of 20 Hz is used as a source wavelet. The time sampling is 0.001 s. We consider only one source and one receiver for simplicity. The source and receiver are located at depths of 20 and 3020 m, respectively, and both are located in the middle of the horizontal axis. Figure 5a shows the original wavefield, its envelope (Wu et al., 2014) , and the nonlinearly smoothed wavefield. Here, we apply a triangle smoothing filter with a smoothing width of 0.3 s to the absolute value of the original wavefield to obtain the nonlinearly smoothed wavefield. We note clearly a time shift between the peaks of the original wavefield and its envelope. On the other hand, the peaks of the nonlinearly smoothed wavefield are closer to that of the original wavefield than that of its envelope, which indicates that the kinematics of the nonlinearly smoothed wavefield represent the original one more accurately. In addition, the nonlinearly smoothed wavefield is much broader than the envelope. When the traveltime shift between the observed and modeled data is larger than the dominant period, there is still overlap between the nonlinearly smoothed observed and modeled data. As a result, the observed data may better sense the modeled data in time, and so the velocity may be pulled to the global minimum as we iterate. Figure 5b displays the behavior of the objective functions as a function of velocity using the original wavefield, envelope, and nonlinearly smoothed wavefield. We note that there are two local minima in the least-squares objective function using the original wavefield, whereas only a global minimum exists in the objective functions using the envelope and the nonlinearly smoothed wavefield. On the other hand, the proposed objective function has larger convexity than the objective function using the envelope. The convexity of the proposed objective function can be expanded or shrunk by adjusting the radius of wavefield smoothing. We control the radius of smoothing through inversion in the sense of the multiscale approach.
Marmousi 2 synthetic data test
We generate synthetic data for the Marmousi 2 model and apply the proposed FWI method to the synthetic data to evaluate the feasibility of the proposed FWI method. The true and initial velocity models are shown in Figure 6 . The grid dimensions are 465 × 148, and the grid interval is 24 m. We use 47 shots, which are distributed evenly at a depth of 24 m with 240 m horizontal spacing. Every grid point at a 24 m depth acts as a receiver. A Ricker wavelet with a peak frequency of 7 Hz is used as a source wavelet. The data-recording time is 6 s with a sampling rate of 0.002 s. We set p and the triangle smoothing width σ to 1 and 0.08 s, respectively. Figure 7a shows the inverted model using the proposed method. We use the inverted model as a new starting model for a subsequent FWI based on the conventional least-squares misfit function (Figure 7b ). For comparison, we also perform envelope FWI (Wu et al., 2014) with p ¼ 1 and corresponding subsequent FWI. Figure 7c and 7d shows the inverted models of envelope FWI and its subsequent FWI, respectively. Figure 7e result of conventional FWI reveals the local-minima problem resulting from the cycle skipping (Figure 7e ), whereas the proposed FWI and envelope FWI generate convergent results (Figure 7b and 7d) .
On the other hand, we note that the proposed FWI produces a better convergence, especially in the left part of the model, than does envelope FWI.
To further investigate the feasibility of the proposed FWI in the case of a lack of low-frequency information, we filtered out from the synthetic data energy less than 3.5 Hz. Figure 8a shows the observed data corresponding to the source at distance of 3648 m. Figure 8b and 8c is the nonlinearly smoothed wavefields with p ¼ 1 and 2, respectively. The nonlinearly smoothed wavefields with p ¼ 2 have stronger energy at the earlier times. To demonstrate the effect of p on the result of the proposed FWI, we will show the results in the cases of p ¼ 1 and 2. First, we compute the nonlinearly smoothed wavefields with p ¼ 1. We set the smoothing width to 0.16, 0.12, and 0.08 s progressively during the inversion. We also apply a Gaussian smoothing operator to the gradient to remove potential artifacts. Figure 9a-9c shows the inversion results with a smoothing width σ ¼ 0.16, 0.12, and 0.08 s, respectively. As the smoothing width becomes smaller, the resolution increases. Figure 9d shows the subsequent FWI result starting from Figure 9c , which is compatible with the true model. For comparison, we display the inverted models of the envelope-based FWI and its subsequent FWI in Figure 9e and 9f, which include artifacts resulting from the cycle-skipping problem. The depth profiles of the inverted models also demonstrate that the proposed FWI has converged toward a reliable model (Figure 10 ). Then, we compute the nonlinearly smoothed wavefields with p ¼ 2. Figure 11a-11c shows the inversion results with smoothing widths σ ¼ 0.16, 0.12, and 0.08 s, respectively. The early arrivals contribute more to the model updates, so the long-wavelength structures in the shallow part are inverted well. Figure 11d shows the subsequent FWI result starting from Figure 11c , which is a good approximation to the exact velocity model. As a comparison, the envelope-based FWI (Wu et al., 2014) result of p ¼ 2 and the subsequent FWI result are shown in Figure 11e and 11f, respectively. Envelope-based FWI suffers from a cycle-skipping problem and fails to provide a convergent result. The depth profiles of the inverted models are shown in Figure 12 . The examples demonstrate that the proposed FWI algorithm successfully generates a long-wavelength model, even without the help of low-frequency information, whereas envelope FWI still suffers from the cycle-skipping problem. Even though there is a big difference between the proposed FWI results for p ¼ 1 and 2, both results can help the standard FWI to provide a convergent result. Furthermore, we can combine the characteristics of these two cases with p ¼ 1 and 2, and construct a better initial model for the standard FWI. We can implement the proposed FWI with p ¼ 1 starting from the inversion results of p ¼ 2 exerting a natural layer-stripping process.
To further evaluate the role of the nonlinearly smoothed wavefields as compared with the role of the global-correlation-norm objective function, we perform a synthetic experiment using the nonlinearly smoothed wavefield with p ¼ 1 with a conventional least-squares misfit function for FWI. The smoothing width is again progressively set to 0.16, 0.12, and 0.08 s. Figure 13a 13c shows the inversion results with a smoothing width σ ¼ 0.16, 0.12, and 0.08 s, respectively. Finally, we apply conventional FWI starting from Figure 13c , and the inverted model is shown in Figure 13d . As we can see from Figure 13 , we can also obtain reasonable inversion results by only using the nonlinearly smoothed wavefield. Therefore, the nonlinearly smoothed wavefield plays a key role in our proposed method because of the extracted low-frequency information. The global-correlation-norm-based FWI is necessary especially for the case when the amplitude cannot be predicted correctly, which is often the case with real data. 
CONCLUSION
Multiplication of wavefields with slightly different frequency generates artificial low-frequency components, which can be easily isolated using a low-pass filter. To generalize the multiplication process in the full frequency band, we multiply a wavefield with itself to extract artificial low-frequency components. We compute the square or absolute value of the seismic data and apply a low-pass filter to it to generate a nonlinearly smoothed wavefield. We construct the objective function using the global correlation norm to ameliorate the dependence on the amplitude information of the nonlinearly smoothed wavefield in FWI. We calculate the gradient of the objective function using the adjoint-state technique, which is similar to conventional FWI except for the adjoint source. Numerical examples demonstrated that the proposed FWI method generates a convergent result even in the case of lack of low frequencies.
Thus, the proposed method seems promising and should be further investigated with more realistic synthetic data sets and field data. The introduction of viscous, elastic, and anisotropic effects poses additional issues and should also be investigated.
a)
b) c) Figure 13 . Inverted models using low-cut-filtered data by the least-squares misfit function based FWI using nonlinearly smoothed wavefield with p ¼ 1 and triangle smoothing widths of (a) 0.16, (b) 0.12, and (c) 0.08 s, (d) subsequent FWI starting from (c). 
