Transportation energy is a significant portion of the energy consumption of the US economy. While various policies such as changing the fuel mix and alternative fuels are proposed to make the system more efficient, the efficacy of land use policies such as changing the urban form and densification have been subject to considerable debate. In this paper, I use a rich dataset compiled from different sources to test the effectiveness of urban form on energy consumption in the transportation sector. I proxy the consumption with retail sales from gas stations for most of the conterminous United States at a county level. Using demographic, economic and landscape characteristics, I tease out the effect of different dimensions of urban form on energy consumption. I find that compact and contiguous urban form is modestly associated with lower energy consumption and is more important than demographic concentration in explaining the variance.
Introduction
In the United States (US), the transportation sector consumes about 29% of the total energy in 2017, rising from 23.5% in the 1960s (Bureau of Transportation Statistics, 2018) even while the energy efficiency of the economy increased. Much of this energy comes from liquid carbon-based fuels contributing to greenhouse gas emissions and bad air quality. Since the early work of Newman and Kenworthy (1989) , planners have posited the role for urban planning and physical design of the cities in promoting more efficient transportation energy use. While the link between transportation behavior and land use patterns is unassailable, the effectiveness of using urban form to promote sustainable transportation patterns and therefore energy consumption is subject to considerable debate (e.g. Boarnet and Crane, 2001; Echenique et al., 2012; Handy, 2005; Stevens, 2017) . The debate relies on the measurement of total distance travelled assuming a direct link between amount of travel and energy consumption (see e.g. Glaeser and Kahn, 2010; Lee and Lee, 2014) . However, the consumption is also affected by other important factors such as, but not limited to, mode choice (e.g. Dieleman et al., 2002) , elasticity of travel (e.g. Ding et al., 2017) , fuel efficiency of the fleet (e.g. Lutsey and Sperling, 2005) and alternative fuel availability (e.g. Qiu and Kaza, 2017; Stephan and Sullivan, 2008) . Thus, relating transportation energy consumption to urban form directly, rather than relating urban form to travel volume, is important. Different urban form characteristics, such as compactness, contiguity, density, and population distribution may have different impacts through different pathways on transportation energy consumption. In this analysis, we find that different urban form variables have different effects on energy consumption that is conditioned by the level of urbanisation.
Household travel surveys are often used to study the relationship between household characteristics, their location characteristics and travel behavior. For example, Brownstone and Golob (2009) use a subsample of the 2001 National Household Travel Survey to claim that households residing in lower density areas are prone to use higher transportation energy through increases in total travel and reduction in fuel efficiency (e.g. larger automobiles). On the other hand, Liu and Shen (2011) find no direct effect between urban form and energy consumption, but considerable indirect effect through mode choice (e.g. walking) and speed of travel using the same survey for the Baltimore subsample. Similarly, moving a step from energy consumption, using econometric models based on household surveys, Jones and Kammen (2014) find that suburbs contribute to half of the household carbon footprint. They find a non-linear association between population density and carbon footprint, primarily resulting from heterogenous intra city urban density variation. However, Stopher and Greaves (2007) point out that household surveys routinely miss 20-30% of the trips (as much as 60%) undertaken by the households. This suggests that we need to establish the relationships between energy consumption, travel and urban form using alternative datasets.
Furthermore, in these analyses the presumption is that household travel is a significant component of transportation energy consumption. In the US, energy consumption by trip types and purposes (e.g. person vs. freight) are not directly forthcoming. However, light duty vehicles with short wheel bases (passenger cars, vans, SUVs etc.) only accounted for 52% of highway transportation energy in 2016 (Bureau of Transportation Statistics, 2018 Table 4.06) . Assuming other vehicle types are largely associated with non-household travel, relying simply on household surveys underestimates the total energy consumption in the system and the impact of urban form. In addition to these, household travel surveys rarely capture work related travel especially in employment sectors that require substantial travel (e.g. fire protection, solid waste, construction) or when they do (e.g. transit) they are often ignored in analyses that focus on travel distances (e.g. Jones and Kammen, 2014) . Local freight is increasingly becoming important with the explosion of e-commerce (Rotem-Mindali and Weltevreden, 2013) as well as lengthening of supply chains (Hesse and Rodrigue, 2004) . Largely because consumption data is not available at a sub-national scale and because urban form measures are scale dependent, there is a lack of literature that interrogates this relationship comprehensively. An exception is Brown et al. (2009) , who model both freight and passenger miles using the Highway Performance Measurement System in 100 Metropolitan Statistical Areas (MSA). They suggest that both population density and concentration are associated with lower greenhouse gas emissions. Another is Liu et al. (2019) , who suggest that increasing compactness of cities marginally reduces freight activity and emissions.
In addition, urban form is coarsely measured through population density and other demographic variables (see e.g. Bento et al., 2009; Lopez, 2014) . However, there is a substantial literature that relates different dimensions of urban form (such as density, diversity, design, destination accessibility) to travel patterns (Cervero and Kockelman, 1997; Krizek, 2003) and therefore should be properly accounted for. In studies that do account for these different dimensions, the geographic structure of the economy of the place is largely unaccounted for. While it is true that residential sprawl is a significant dimension of urban form in the US, job sprawl and polycentricity are becoming increasingly important (Glaeser et al., 2001; Kneebone, 2009) . In this study, we account for these dimensions of urban form.
In addition to these measures of urban form relying on census and administrative data, previous research has shown that satellite based imagery provides a complementary picture of urban form (Bereitschaft and Debbage, 2013; Herold et al., 2002; Burchfield et al., 2006) . Because population and jobs are mobile, while urban development is durable and largely irreversible, changes to urban landscapes are largely orthogonal to changes in demographic and economic variables. Satellite based measurements can show that urban areas are fragmentary or contiguous irrespective of population density. Urban form measurements that do not incorporate land cover data miss an important dimension of urban form. These measurements have already shown to have correlations with air quality through non-point source pollution such as arising from transportation (Yuan et al., 2018) .
Thus, local transportation energy consumption depends on local demographic and economic structure, urban form variables such as density and design and regional characteristics such as polycentricity and access to opportunity. While these local and regional characteristics are readily measured, the transportation energy consumption is often modelled rather than measured. To circumvent this issue, I take a novel approach of using sales in gas stations as a proxy for transportation energy consumption. Because much of gas station sales primarily from gasoline, diesel and gasohol, the sales are directly proportional to volume of fuel consumed. While there are limitations associated with using this data (detailed in the later sections), I find this the best proxy available at a subnational scale for the US. The contribution of the paper is to give an account of how different urban form variables are associated with transportation energy consumption in an area. In this paper, I construct an extensive database of urban form characteristics for every county in conterminous United States reflecting the different levels (rural to heavily urban) and patterns of urbanisation (e.g. fragmentary to compact). Thus, by relating these characteristics and dimensions of urban development, we can fashion land use policies that might make the transportation system more sustainable.
It is useful to use county as a unit of analysis rather than other geographies for few theoretical and practical reasons. First, much of the economic and gasoline sales data is available at this level of geography. Second, in addition to being relatively stable statistical units, counties (or their equivalents) are political units that have some influence (if not outright control) over land use patterns through annexation policies, service provision and have relationships with other local governments. Third, counties are also nested within states, whose fuel taxes and infrastructure investments may be important for explaining consumption patterns. Fourth, urban form variables employed in this analysis is suitable at this geographic scale because the degree of rurality/urbanity is often defined at this scale (Waldorf, 2006) . Other higher level of geographic aggregations, such as MSAs, do not have these properties. It is important to understand the heterogenous effects of different variables on fuel consumption for different urbanisation levels to appropriately tailor policy responses.
The rest of the paper is as follows. I first describe the various data sources and methods used to construct different variables. Substantial effort is dedicated to creation of the variables from large and heterogenous datasets for all of the conterminous US. The statistical models employed are then explained in brief. The geographical pattern of the urban form and transportation energy consumption is used to motivate some of the hypotheses and modeling choices. I then describe the results and discuss the policy implications and results. The article concludes with limitations and future avenues of research.
Data & methods
This cross-sectional analysis uses data circa 2011, compiled from a number of sources for the conterminous United States. These raw datasets include landcover data from the US Geological Survey, elevation data from Mapzen, demographic data and from the US Census and some economic data from the Bureau of Economic Analysis. The construction of the variables used in the study are described below. Since much of the raw data is large and is assembled from multiple sources, the data processing is done in a multi-node, multi-core, Linux based cluster computing environment in R.
Transportation energy consumption
I use the 2012 Economic Census by the US Census Bureau to construct a proxy for transportation energy consumption, by analyzing the sales at gas stations in each county (or equivalent areas) of the United States. The Bureau collects extensive data on businesses every 5 years. I use the data that is reported at a county level for the retail sector (North American Industrial Classification System (NAICS) code 44-45), in particular, the total sales receipts from the gas stations (NAICS 447). Due to confidentiality concerns, data for 344 counties are not reported.
Gas stations in the US are routinely accompanied by convenience stores. Thus, the sales receipts include non-energy expenditures in the county. To test the external validity of using the sales to proxy for energy consumption, I compared the sales in gas stations that do not have convenience stores (NAICS 44719). Data is reported only for 835 counties for these type of gas stations, due to confidentiality concerns. For this subset of counties, the correlation between sales from all gas stations and those from gas stations without convenience stores is 0.82, suggesting that the receipts are not heavily biased by the non-energy expenditures.
Urban form measures
The land cover data, circa 2011, was produced by the US Geological Survey and retrieved from the Multi-Resolution Land Characteristics Consortium website. Each of the 30m pixels (~9 billion for the contiguous US) was classified into 16 National Land Cover Data (NLCD) level II land cover classes (United States Geological Survey, 2014). I use urban land cover classes (21-24) to determine the urban land cover in each county. County boundaries are from US Census for 2010. Calculation of urban form measures such as total urban land cover and its fragmentation is marred by the classification of roads as urban land cover in the raw dataset. Expanding on the procedures described in McCarty & Kaza (2015) , I reclassified the urban pixels that are within the buffer (based on the number lanes) of each link in the road network, as non-urban. The road network used is 2011 National Highway Planning Network published as part of the National Transportation Atlas Database (Bureau of Transportation Statistics, 2015) . Highway lane miles in the county are also calculated from this dataset. Differences in the positional accuracy of the vector and raster road networks (e.g. curves in the roads) lead to small erroneous residual urban patches in rural areas. To mitigate against these, I use a morphological operator called 'opening' (see e.g. Gonzalez and Woods, 2017) . Opening is combination of erosion followed by a dilation using a structuring element. I use a 3 � 3 square as the structuring element. To remove any other noise, I also reclassify the collections of pixels whose core area is less than 10% of the total patch area. Core area is defined as collection of pixels within a contiguous patch that are completely surrounded by the urban pixels on all sides, whereas the edges are those pixels that abut any non-urban pixels. Elongated patches that are remnants of linear features such as roads have very little core area. These procedures produce a map of urban area that is conducive to measure urban form (see e.g. Fig. 1 ).
Once the urban patches (contiguous clusters of pixels) are identified, the urban form indices are calculated using SDMTools (VanDerWal et al., 2014) . The key urban form metrics are number of patches, mean and standard deviation of patch area (e.g. Kaza, 2013; Seto and Fragkias, 2005) and index of moment of inertia (W. Li, Goodchild, and Church, 2013) . High number of patches reflects an overall fragmentary urban pattern, whereas high standard deviation of the patch area is indicative of a fragmentary pattern at the edges (satellite non-contiguous urbanization).
Index of Moment of Inertia (IMI) is a measure of shape compactness; an inverse of the ratio of the moments of inertia (MI) of the urban area relative to the centroid to that of the most compact urban form of the same area (circle). If A is the area of the urban area and then the A 2 r 2 ⁄ 2π is the MI of the circle. The MI of the urban area is given by
where I i is the indicator function which is equal to 1 when the cell i is urban and 0 otherwise, r is the resolution of the raster and d i is the distance of the cell i from the centroid. This can be derived from parallel axis theorem and MI of a square. This measure does not require contiguity of urban form though large urban patches farther from the centroid are more heavily penalized compared to those that are closer. IMI is closer to 0, when the urban form is heavily dispersed and closer to 1 when it is most compact for a given area. This is more effective measure of compactness of urban form than other metrics such as perimeter-area ratio or Reock index (ratio of urban area to the area of minimum bounding circle) because urban form is fragmentary, noncontiguous and polycentric (Kaza, 2019) . This metric has been used to study, among other things, the compactness of political districts (Fan et al., 2015) and the effect of land configuration on urban heat islands (X. Li et al., 2016) . The ruggedness of a county is measured by the root squared deviation from the median of the elevation. This is a better metric than root mean squared deviation, because mountainous areas have a right skewed distribution and means are susceptible to outliers. The elevation data is from Mapzen, which is in turn derived from 3DEP data courtesy of the U.S. Geological Survey (Sugarbaker et al., 2017) . The nominal ground resolution of the elevation raster is 150m representing 360 million pixels for the conterminous US.
Of the 220,000 block groups, I identify the outliers in employment density using the McMillen (2003) method of subcenter delineation. The outliers are substantially different from the predictions of a locally weighted regression that accounts for the position of the centroid of each block group. The block group level employment data is from Longitudinal Employer-Household Dynamics (LEHD) data by the US Census. These outliers are the employment centers. The proportion of the employment in these centers relative to the total employment is considered the index of concentration of employment. Values closer to 1, suggest a more concentrated employment opportunity within the county and closer to 0 suggest job sprawl.
Similar methods cannot be used for quantify the concentration of population as the population density has a much flatter spatial profile than employment density, which has marked by its peaks and plains. Thus, to account for population concentration, I use Gini index of population density using block groups within the county. I use the 2010 decennial census because population statistics are available at block group level. Area of the block group is taken to be the land area. Values closer to 1 implies the county has large areas that are unpopulated and fewer areas that have significant population density (an uneven distribution). 
Other control variables
Total and sectoral employment for the county is from the Local Area Income tables published by the Bureau of Economic Analysis for 2011. I define freight related employment as total employment in each county that is in goods producing sectors (Agriculture, Mining, Manufacturing and Construction) as well as other freight dependent sectors (Wholesale Trade, Retail trade and Transportation & Warehousing). I use the proportion of the employment in these sectors as one of the variables in the models. Total population and median income are from the American Community Survey 5-year tables.
From the smart location database published by the US Environmental Protection Agency (Ramsey and Bell, 2014) , I also calculate the county level indicators for intersection density of pedestrian-oriented intersections having four or more legs. These, in turn, are derived from the Navteq street network databases.
According to the Energy Information Administration, 70 percent of the retail gasoline price is due to price of crude oil and refining costs. The regional variation in prices is because of marketing, distribution, taxes and regulation. For example, California's requirement for unique blend partially explains the higher prices in that state compared to its neighbors. Because average annual prices at a county level are not readily available, I proxy the variation by accounting for number of gas stations (US Census), and distance from nearest petroleum terminal (Department of Homeland Security). State level taxes on gasoline, representing the variation in prices across states is from the 2011 state level statistical abstracts published by Federal Highway Administration (2014).
Distance to nearest Central Business District (CBD) is calculated using Great Circle Distance using the Haversine method (Sinnott, 1984) from the population weighted centroid of the county. The population weighted center of the county is obtained from US Census. The locations of the Central Business Districts are from Fee and Hartley (2012) .
Statistical methods
Because the distribution of the variables are highly skewed and are of different scales, I used Inverse Hyperbolic Sine (IHS) transformation for variables that are not constrained in a limited interval (Burbidge et al., 1988) . Unlike log transformation, IHS is defined on 0 and the interpretation of the coefficient is the same as interpreting a coefficient of a log transformed variable as (semi) elasticities. In particular, the log-likelihood function is defined for this transformation with 0 values, which is important for accounting for spatial autocorrelation.
I use regression analysis through ordinary least squares to first test the association between transportation energy consumption and urban form. In addition to the various variables described in the above subsections, I also include a dummy variable to represent each state as fuel taxes and other state level energy policies affect fuel prices in the state. The presence of spatial autocorrelation necessitates also the use of spatial error model (selected using the Lagrange Multiplier test). This is of the form.
I use queen contiguity to represent the spatial weights matrix W. ξ is the spatial component of the error term. α, δ i (state fixed effects), β and λ are estimated using Maximum Likelihood Estimation using 'spdep' (Bivand and Piras, 2015) . I present the results from both models. While above tests produce information about the 'theoretical importance', i.e. importance of the changes in the dependent variable by changes in the independent variables, we also need to explain the variance in the dependent variable (Achen, 1982) . Johnson and LeBreton (2004 p. 238 ) define relative/dispersion importance as, "the proportionate contribution each predictor makes to R 2 , considering both the unique contribution of each predictor by itself and its incremental contribution when combined with the other predictors." To estimate the dispersion importance, I use a metric proposed by Lindeman et al. (1980) by averaging sequential sums of squares over all orderings of explanatory variables. I use 'relaimpo' for this part of the analysis (Gr€ omping, 2006) .
Patterns of transportation energy consumption and urban form
Of all the states, Wyoming and North Dakota are among the top of the per capita expenditure in gasoline stations, followed by the states in the Midwest. Counties outside metropolitan statistical areas have 41.2% more per capita sales than those within them. While these counties account for only 16.2% of the total population, this suggests that urbanization is associated with lower per capita consumption due to proximity of destinations and increased economic development. Finer urban type classification of the counties from National Center for Health Statistics (NCHS) reveal an even starker pattern. Large central metro counties, on average, have two fifths of the per capita sales of the non-core rural counties. As the urbanization intensifies, per capita consumption decreases (see Table 1 ), even though large and medium metro counties account for more than two-thirds of the total sales.
Of the metropolitan areas Cheyenne, WY, Winchester, VA and Joplin, MO spend more than 4,000 USD per capita in gas stations, suggesting a large variation within urban areas. Corvallis, OR has the least, with both New York, NY and Boulder CO following closely (<1,000 USD per capita). This suggests dense urban environments with high transit amenities may result in lower spending. Metros along the Gulf coast and in states like Arizona and South Carolina exhibit large expenditures.
The county level data reveal that much of the Mountain west have high expenditures per capita (see Fig. 2 ). However, it is noticeable that the top five in per capita sales counties are in Texas, Colorado and New Mexico all have population less than 10,000. In particular, Culberson county in Texas has a population of 2,400 and reported over 125 million USD in sales with only 8 gas stations. Since it is not clear if data collection and reporting errors explain this, I ignore the counties in top 1 percentile (per capita expenditures more than ~10,000 USD per annum) in the statistical analyses.
Cities are more fragmented in the South and the West as is evidenced from the number of patches (see Fig. 3 ). In particular, counties in Florida and California have both large number patches and large average patch size. This is indicative of large urban subdivisions in the green fields, rather than coalescent infill urbanization.
The IMI, which is a measure of compactness suggests a different pattern. Compared to other parts of the country, the major metropolitan areas are more compact. This is largely due to the fact IMI measures both distance to the centroid and the size of the urban patch. Large urban areas close to center, which are more likely to be the case in cities, receive a higher compactness score, while suburbs and rural counties receive lower. It should also be noted that large central metros have higher IMI and skewed to the right, while the rest of the counties have left skewed distributions (see Fig. 4 ). This is probably because these large central counties have relatively fewer patches compared to other types of counties, including fringe and medium metros. Of all the large central metro counties, on average, West North Central are most compact, while Mountain counties are least compact. This result can partially be explained by the variation in topography. Terrain ruggedness, potentially prevents compact development. In the large fringe metro category, Middle Atlantic counties, on average, are most compact. Predictably Western US with its large mountainous ranges have more elevation differences. Other parts of the US with higher ruggedness are also in the Appalachia, the Adirondacks and the Ozarks. These are also places with comparatively low economic development. However, the converse is not true. Many parts of the eastern Carolinas, Northern California and Midwest have low ruggedness but also relatively low economic development. While the terrain might explain some constraints on economic activity, it is not determinative. The concentration of employment and population is very different in different types of counties (see Fig. 3 ). Central metro counties are more evenly populated (lower concentration) but have higher employment concentrations. This is also evident in the spatial patterns (see Fig. 2 ). In fact, population in rural counties is more heavily concentrated and employment is more heavily dispersed. The differences in the distributional patterns of urban form metrics and demographic variables reveal that they are complementary to one another.
Unsurprisingly, metropolitan counties have higher employment compared to other types of counties. Due to the documented trend of relocation of manufacturing first to the suburbs and then outside the country, large metropolitan counties are more heavily service oriented. Non-metropolitan and micropolitan counties still have substantially high proportion (~ 40%) of employment in freight-oriented employment (goods producing, trade and transportation sectors). These counties also have substantially fewer gas stations and are likely to be further away from the petroleum distribution terminals than metropolitan counties. Intermodal freight terminals are more common in large metro counties and counties with ports, with Cook County (Chicago) having the highest number (109). Unexpectedly, medium size metro counties, on average, have more such terminals than large fringe metro counties.
Transportation infrastructure such as highway lane miles are predictably more concentrated in large metro areas. However, the pedestrian orientation of the transport infrastructure is not. The bivariate relationship between employment/population size of a county and the density of pedestrian oriented intersections are positive for all counties except large central metro counties. This is not surprising because pedestrian oriented intersections are relatively sparse in large counties such as Riverside and Maricopa that dominate the set of large central metro counties.
Results
Summary statistics for the different variables included in the models are in Table 2 . The models provide evidence for the stated hypotheses in the earlier sections (see Table 3 ). Both employment and population have substantial effect on the total sales in a county. But more significantly increase in share of employment that is related to freight (goods producing, trade, transportation and warehousing) have a large effect. The proportion of freight related employment is decreases as county moves from urban to rural suggesting the importance of service-oriented employment to urban counties. This could potentially explain the larger per capita consumption in rural counties. Nonetheless, the number of intermodal freight terminals have no effect. This suggests that the intra-county freight is largely responsible for the variation of sales within the county and the effect of inter-county freight is either captured by other demand variables such as population or supply variables such as highway provision. Incidentally, highway lane miles variable has the largest elasticity among the variables studied.
The distance to the petroleum distribution terminals and the number of gas stations, serves as a proxy for retail price variation and function as control variables. Larger distances, a proxy for higher prices, reduce sales. The effect, however is small. Higher number of gas stations, imply increased competition and lower prices; this does not seem to have any effect on the sales. Non-core and micropolitan counties are generally much further away from the terminals and this could explain both fewer stations, higher prices and higher per capita expenditures.
While, as control variables, both number of jobs and total population have large and robust effect on energy consumption, the demographic and economic concentrations have little effect. This suggests that N. Kaza centrality of employment, even polycentricity, has little effect on the gasoline consumption. Proportion of concentrated employment, on average, is highest in large central metros (close to 30%). In other types of counties, the proportion, on average, is closer to 20%; employment is widely dispersed in the United States. The lack of effect of the concentrated employment could potentially be due to these low levels.
Controlling for the above variables, the urban form and spatial structure variables have expected impact. Fragmented urban counties characterized by high number of patches have higher expenditures. However, fragmentation at the edges as a characterized by increased standard deviation, does not seem to have any independent effect on the fuel consumption. Counties with large urban patches (on average) are associated with higher energy consumption profiles. Counties with large urban patches are usually associated with more intense and more expansive urbanization patterns. The more compact the urban area is (evidenced by IMI), the lower the energy consumption. Controlling for the total urban area, IMI is an index of spread around the centroid. Counties that have only few large urban areas which are concentrated near the center are associated with lower expenditures. Increase in pedestrian oriented intersection density has a negative effect on energy consumption. Furthermore, counties whose population weighted centroids that are further from the CBD have higher expenditures. This suggests CBDs still hold a significant role despite recent rise in polycentric development patterns. This significance of this variable also points to effects of the spatial structure of the region.
While considering the effect of these urban form variables on a national sample is interesting, the generalizability may be limited because of heterogenous effects within counties at different stages of urbanisation. Collapsing the six categories of counties into three, different urban form variables have different impacts in these subsamples (see Table 4 ). While pedestrian intersection density seems to have an effect in large metro counties, it has no effect in other types of counties. Perhaps this is due to the fact that metro counties have an order of magnitude higher density of pedestrian intersections; while large central metropolitan counties have almost 9 intersections per sq. mile (median), other types of counties have less than 1. Similarly, the higher compactness is associated with lower energy expenditures in small and medium metropolitan counties, while having no effect in other types of counties. This suggests that promoting compact development will have much more significant effect in second tier urban areas than the big metropolitan areas. The positive correlation of the variance in patch sizes (indicative of fragmentation at the urban edge) in small and medium metro counties also provide support to this claim. Nonetheless, fragmentation as measured by total number of urban patches is significant across different types of counties. While the statistical significance is of importance, the importance of a variable in explaining the variance of the dependent variable an often overlooked. While population and employment are significant in explaining the variance, the urban form indicators based on landscape metrics are close (see Fig. 5 ). It should be noted that variables that are not statistically significant in Table 3 can still be important (see Feldman, 2005) . For example, while the standard deviation of the patch area is only marginally significant in the statistical models, it is the third most important variable in explaining the variance of fuel consumption. Such is usually the case when variables are strongly correlated with other variables in the model. At the same time, while ruggedness is highly significant and negatively correlated with fuel consumption, it explains the variance the least. However, as Gr€ omping (2006) points out, while statistical significance is important for predictive purposes, one should still evaluate the effect of the insignificant theorized variable for potential causal purposes. Moreover, the variance inflation factors (VIF) calculated with 'car' (Fox and Weisberg, 2011) are less than 5 for all the variables except the controls (population and employment). Because VIFs are below the accepted thresholds for the variables of interest, the conclusions about them are not sensitive to multicollinearity problems (see Allison, 2012) .
Limitations & further work
Just as any other empirical work, we ought to consider the conclusions from this research in the context of its limitations. This study makes no claims about causal relationships, but provides evidence of associations. It supplements existing literature on transport energy and broadly confirms the relationship of urban form to transportation energy consumption.
The construct validity of using sales in gas stations in a county as an indicator of transportation energy consumption needs to be more closely examined. Gas stations sell numerous energy products including diesel and gasoline at different prices. This has implications for total energy consumption and ultimately the greenhouse gas emissions associated with the transportation sector.
Because transportation, by definition, is highly mobile it is not clear what percentage of the sales in each county can be associated with travel within the county and what is a function of regional travel and transportation throughput. Because highly disaggregated data on sales and locations of gas stations are not readily available, I cannot tease out these effects. Future work involving digital traces of household expenditures or logistics tracking could perhaps be used to elucidate these effects. Larger geographic agglomerations such as Metropolitan Statistical Areas are potentially a unit of analysis. However, they suffer from the same boundary problem as counties. There are also other objections. MSAs frequently span state boundaries, which creates problems for including key state level variables such as fuel taxes. Focusing the analysis on metropolitan areas ignore some of the high per-capita consumption counties that are non-core and micropolitan counties, which are 62% of the sample. Furthermore, there is significant heterogeneity of urbanisation within MSAs, i.e. large numbers of rural counties are included within metropolitan areas as the emphasis is primarily on the connection between centers and periphery rather than distinctions between urban and rural. Isserman (2005) argues that majority of the rural residents (~30 million) are within metropolitan areas. This skews the urban form metrics, we are interested in, rendering them less explanatory. Nonetheless, secondary analysis conducted at the metropolitan level suggested that fragmentation of urban form increases energy consumption (results in Appendix A). However, MSAs are not the only geographic aggregation that could potentially be relevant (see e.g. Labor Market Areas (Fowler et al., 2018) or commuting clusters (He et al., 2019) ). Future work should thoroughly examine the role of geographic scale and unit of analysis on both urban form indictors and the relationship of urban form to energy consumption.
A key variable that is missing in the analysis is the price of energy. Local level fuel prices are not readily available from Energy Information Administration or the Federal Highway Administration. One private source of information, Oil Price Information Service by IHS analytics, was prohibitively expensive to use in this analysis. Temporal variation on fuel prices is largely dependent on variation in crude oil prices. However, spatial variation in price is dependent on local and state level factors such as distribution costs and taxes. I proxy for the differences in the prices using a coarse variable of dummy variable for each state as well as distance to petroleum distribution centers. As a robustness check, I also acquired average gasoline taxes from Federal Highway Administration (2014) and ran the models by substituting the fixed effects of the state with the level of fuel taxes. The coefficient is not significant (results not shown). Other determinants of heterogeneity of local prices are proxied using distance to nearest petroleum distribution terminals and number of gas stations. These variables could be endogenous as the terminals are located close to demand centers. Future work should address the role of price fluctuation and geographic variation in energy demand.
Ultimately, transportation mode choices, distances travelled, trip frequencies and mode efficiencies all contribute to the energy consumption. While some of it observed at a household level in the household travel surveys, it is hard to relate individual household travel behavior to aggregate urban form characteristics as individuals are exposed to multiple urban forms and also might suffer from endogenous location choice. Estimates for non-household travel may also suffer from fleet composition, organizational policies and practices. Thus, we have to use aggregate units such as counties as unit of analysis. However, this aggregation brings its own problems of not being able to tease out the effect of various other policies avenues (such as subsidies for efficient vehicles) that may be more effective than urban form related policies in promoting sustainable transportation systems and behavior. Future work should combine both the aggregate geographic and micro level data to come up with better understanding of land use, mode, behavior and energy connections. Wickham et al. (2017) report that the thematic accuracy of the 2011 NLCD is at 83% for Level II categories, and 89% for Level I categories.
Since we are interested only in differentiation of urban from other landcover rather than differences within urban, the latter is relevant. However, as I have pointed out in section 2.2, raw NLCD does not fully capture the urban form characteristics. The positional accuracy of the road networks and the completeness of them introduce errors into the analysis. However, because there is no reason to suspect that errors are systematic, the estimates reported in the results are unbiased. Nonetheless, further research should examine the implications of using different geographical datasets with different accuracies on urban form.
Many other independent variables used in this work, as usual, have measurement errors that are both documented and undocumented. The American Community Survey data come with standard errors, but in this analysis, I only use the point estimates. Because the geographical unit is large (county), the errors are relatively minor, but should be noted. LEHD data excludes self-employed, federal/military/railroad workers and other employment exempt from unemployment insurance laws. It is estimated that LEHD underreports employment by 15% (Cambridge Systematics Inc, 2017). However, little is known about the systematic geographic errors. As long as there is no reason to suspect a systematic bias, we can provisionally accept the conclusions.
This study is focused on the association between energy consumption and urban form metrics and not on causality. Many of the urban form metrics are potentially endogenous to transportation infrastructure, including number of gas stations and gasoline sales. In addition, there may be other omitted variables that could influence the conclusions. Future work, could take advantage of the stability of the statistical units to study the changes in these variables to make some causal claims.
Conclusion and policy implications
The impact of urban form on transportation energy consumption has long been recognized. Yet, as this analysis shows, urban form characteristics that have hitherto not been considered play an important role in explaining some of the patterns. No single variable can capture the range Contrary to expectations, hilly counties are associated to have lower energy consumption. While terrain might only allow for fragmentary urbanization, it is also likely that the urban patterns within those fragments are likely to be more compact necessitating shorter travel and therefore less consumption. It is also likely that economic indicators such as jobs and median income are not capturing the full extent of economic distress in the county which could also explain the lower energy consumption. Ruggedness is largely associated with low economic development in the US due to difficulty of creating social, economic and physical infrastructures.
Nonetheless, most of the indicators of sprawling urban form have been shown to be associated with higher consumption. The effect of urban form variables, while significant, is not large compared to the levels of demographic and economic variables. However, they are more important than the concentrations of demographic and economic variables. This suggests that changing the patterns of development can be beneficial. While economic and demographic variables are important in aggregate, this research suggests that policies that modifying the spatial patterns of development might have definite impact. In particular, regulations such as urban growth boundaries and programs to promote infill development might reduce energy consumption patterns modestly.
The availability of highway infrastructure is also associated with increase in consumption and is an important indicator. This provides some evidence for induced travel. While the infrastructure availability is correlated with population and employment, its independent effect suggests that we should pay close attention to the decisions about road infrastructure. Lane miles are correlated to fragmentary patterns, especially in micropolitan and non-core counties, exacerbating the effect of urban form. Coupled with the fact, that large proportions of commuters use private automobiles, promoting alternative and less energy intensive and more healthy transportation modes such as biking and walking by providing more infrastructure for them would be useful. This conclusion is substantiated by the importance of pedestrian oriented intersections in the models.
Transportation contributes to about 28.5% of the greenhouse gas emissions in the US roughly equivalent to the emissions from the electricity sector. Unless dramatic shifts happen in the fuel mix, such as shift to electric vehicles, and the fuel efficiency of the fleet, these emissions are expected to grow. The prospect of autonomous vehicles may change the disincentives for single occupancy vehicles and incentives for public transportation and sustainable modes such as walking and biking with tremendous implications for energy consumption. This study provides evidence that some dimensions of urban form are effective in reducing energy consumption, even if the elasticities are small. Land use policies may provide some pathways to make the system more efficient. They should be treated as complementary to other transportation policies.
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