In Karpechko et al. (2009) The influence of the SAM has also been identified in moisture transport and precipitation , storm track activity and regional rainfall , sea surface temperature (Mo 2000; Screen et al. 2009b) , ocean circulation Sen Gupta and England 2006 , hereafter referred to as SGE06), and sea ice concentration (Lefebvre et al. 2004; Liu et al. 2004) . Screen et al. (2009b) also showed that model resolution does not strongly impact the short-term SST response to the SAM in an ocean model run at various horizontal resolutions. Screen et al. (2009a) showed that the observed negative SST response over the Pacific is associated with negative anomalies in the observed atmosphere-to-ocean heat fluxes, and the observed positive SST response east of Drake Passage is associated with positive anomalies in atmosphere-to-ocean heat fluxes. They suggest that the observed atmosphere-to-ocean heat flux anomalies in these regions are associated with observed zonal asymmetry in the SLP response, which is not simulated by the models.
However, Screen et al. (2009a) , studying the initial SST response to the SAM, show that in most of the Southern Ocean the ocean-atmosphere heat fluxes are associated with SATO anomalies driving SST anomalies rather than the other way round. Screen et al. (2009a) analyzed the SAM responses in four CMIP3 models and found that in their subset all of the models simulated a too-strong anomalous Ekman flow related to a too-strong zonal wind response. They concluded that the errors in the simulated Ekman heat flux are larger than the other mixed layer heat budget terms over most latitudes within 408-658S. North of 408S, errors in the atmosphere-to-ocean heat fluxes become increasingly important. This is confirmed by Screen et al. (2009a) who performed a detailed study of the terms of the ocean mixed layer heat budget.
While the simulations only possess limited skill in representing the short-term SST response to the SAM, the long-term response, which is influenced by mesoscale eddies, may be even more questionable (i.e., Screen et al. 2009b) .
The staff of the Journal of Climate regrets any inconvenience this error may have caused.
Introduction
The variability of the Southern Hemispheric extratropical circulation is dominated by the large-scale southern annular mode (SAM), which explains about 27% of the total hemispheric 850-hPa geopotential height variance south of 208S (Thompson and Wallace 2000) . This mode is essentially zonally symmetric, equivalent barotropic, and characterized by sea level pressure (SLP) and geopotential height anomalies in high and midlatitudes of opposite sign, with the node at about 558S. The positive phase of the SAM is associated with anomalously low pressure over high latitudes. The anomalies in air mass distribution are accompanied by changes in the strength and position of the midlatitude westerlies. During the positive phase of the SAM the westerlies move poleward and strengthen, while in the negative phase they move equatorward and weaken.
A number of SAM definitions are used in the literature. Thompson and Wallace (2000) defined the SAM as the leading empirical orthogonal function (EOF) of geopotential height variability at the 850-hPa pressure surface, although the first EOF of SLP (Miller et al. 2006; Cai and Cowan 2007) and geopotential height at the 500-hPa pressure surface (e.g., Cai and Watterson 2002 and references therein) have also been used. An alternative definition was suggested by Gong and Wang (1999) who defined the SAM (referred to as the Antarctic Oscillation) as a difference between the zonal mean SLP at 408 and 658S. Marshall (2003) used this latter definition to calculate the SAM index using SLP from 12 stations, 6 each along the aforementioned latitudes.
The SAM has a profound effect on Antarctic climate (Thompson and Wallace 2000; Marshall 2007) . During the positive phase the Antarctic continent cools as a result of anomalous upwelling and associated adiabatic cooling. In some regions, the background cooling is enhanced by decreased meridional heat transport from the warmer ocean and decreased vertical turbulent heat transport from the free troposphere due to a weakening of surface-layer winds and an associated weakening of turbulent mixing (van den Broeke and van Lipzig 2003) . At the same time the Antarctic Peninsula warms as a result of fewer cold air outbreaks from the continent and intensified advection of warm air from the ocean. The influence of the SAM has also been identified in moisture transport and precipitation , storm track activity and regional rainfall , sea surface temperature (Mo 2000; Screen et al. 2009 ), ocean circulation Sen Gupta and England 2006 , hereafter referred to as SGE06), and sea ice concentration (Lefebvre et al. 2004; Liu et al. 2004) .
The impact of the SAM on climate extends beyond Antarctica and is identifiable as far north as 208S (e.g., Gillett et al. 2006) . Several regional studies have detected a SAM influence on precipitation over southeastern South America (Silvesteri and Vera 2003), South Africa (Reason and Rouault 2005), Australia (Cai et al. 2005; Hendon et al. 2007; Meneghini et al. 2007) , and New Zealand (Renwick and Thompson 2006) . Some of these studies have pointed out considerable seasonality in the impact of the SAM.
During recent decades the SAM index has exhibited a trend toward positive values (see Marshall 2003 and references therein) , which is likely due to a combination of ozone depletion and greenhouse gas increases (Gillett and Thompson 2003; Marshall et al. 2004; Shindell and Schmidt 2004; Arblaster and Meehl 2006) . It has been shown that this trend contributed to observed decreases in Australian rainfall (e.g., Li et al. 2005) and Antarctic surface temperature changes (Thompson and Solomon 2002; Kwok and Comiso 2002; Marshall et al. 2006; Chapman and Walsh 2007; Marshall 2007) . Simulations of future climate with atmosphere-ocean general circulation models (AOGCMs) suggest that the SAM index will continue to increase as a response to projected increases in greenhouse gas concentrations (Shindell and Schmidt 2004; Miller et al. 2006) . However, some AOGCMs that account for the expected ozone recovery simulate a decrease of the SAM index during austral summer (Perlwitz et al. 2008; Son et al. 2008) . Models containing interactive atmospheric chemistry and, in general, a better representation of the stratosphere also simulate the summer SAM index decrease (Perlwitz et al. 2008; Son et al. 2008) . Irrespective of the direction of the future SAM trend, any changes in the SAM would be expected to influence the Southern Hemisphere climate. The question, which we address, is how well are climate models able to simulate the climate impacts of the SAM?
Qualitative agreement between simulated and observed signatures of the SAM on atmospheric and ocean variables has been demonstrated for individual models by several authors (Watterson 2000; Cai and Watterson 2002; SGE06; Cai and Cowan 2006; Watterson 2007) . However, none of these studies provided a quantitative assessment across multiple models. In this study we quantify the ability of the Coupled Model Intercomparison Project phase 3 (CMIP3) models used in the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report (AR4) to simulate the impact of the SAM on surface air temperature (SAT), precipitation (PRE), sea surface temperature (SST), and sea ice concentration (SIC). The ability of CMIP3 models to simulate different aspects of Antarctic climate has been assessed in several studies using a subset of the CMIP3 models. Miller et al. (2006) , Raphael and Holland (2006) , and Cai and Cowan (2007) , using SLP and the 850-hPa geopotential height fields, showed that the models simulate a realistic SAM pattern; Parkinson et al. (2006) and Holland and Raphael (2006) showed that the models reproduce the observed seasonality of Antarctic sea ice reasonably well, although some models simulate either too much or too little ice; Russell et al. (2006) demonstrated that all models but one reveal considerable deficiency in simulating the strength and position of the Antarctic Circumpolar Current; while Connolley and Bracegirdle (2007) created a metric that combined model errors in simulating several Antarctic and global climate variables to quantify the overall skill of a model in simulating Antarctic climate.
Data and methods
Model data were retrieved from the CMIP3 dataset (available online at http://www-pcmdi.llnl.gov/). For both Goddard Institute for Space Studies Model E (GISS-E) models data was downloaded directly from the GISS server (ftp://data.giss.nasa.gov/pub/pcmdi/). Several sources of observational data are used here to validate the models. SLP and SAT are taken from the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40) (Uppala et al. 2005) . PRE is taken from the Global Precipitation Climatology Project, version 2 (GPCP) (Adler et al. 2003) . GPCP is a merged analysis that incorporates surface rain gauge observations and satellite precipitation estimates based on microwave and infrared data. SST and SIC are taken from the Hadley Centre Sea Ice and Sea Surface Temperature dataset (HadISST) (Rayner et al. 2003) . Additionally, SAT and SLP fields from the National Centers for Environmental Prediction/ Department of Energy Atmospheric Model Intercomparison Project II reanalysis (NR2) (Kanamitsu et al. 2002) and SST from the NOAA Optimum Interpolation Sea Surface Temperature V2 (NOAA OI SST) (Reynolds et al. 2002) dataset are used to estimate the possible impact of the choice of reference datasets. For PRE, the two reanalyses datasets (ERA-40 and NR2) and also Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) (Xie and Arkin 1997) are used. In general, the use of reanalysis products for model validation is justified because we use only data from the satellite period when the observational coverage is good and therefore monthly variability, which we are interested in, is expected to be captured well.
The station-based SAM index used in this study is described in Marshall (2003) with some modifications as described below. For uniformity of the analysis, the SAM in reanalyses and models was defined similarly and calculated by interpolating original SLP to the coordinates of stations used in Marshall (2003) . Marshall 
et al. (2004) employed the same approach and showed that the correlation with an EOF-based index is very high (r 5 0.98). Note that higher variability should be expected for a station-based SAM index, compared to an EOF-based or zonal mean index, due to contributions from small-scale processes. Additional tests show that the results of the study are not sensitive the choice of index definition. Screen et al. (2009) also showed that model resolution does not strongly impact the shortterm SST response to the SAM in an ocean model run at various horizontal resolutions. The impacts of the SAM are estimated by regressing detrended monthly mean climate anomalies on a detrended monthly mean SAM index. Linear trends are calculated for each month separately. Because SAM variability may differ between datasets, we do not normalize the SAM index but simply subtract mean SLP at the stations at 658S from mean SLP at the stations at 408S. Thus, the index is in pressure units. Before regression, the atmospheric data are interpolated onto a 58 3 58 grid, which is the approximate resolution of the coarsest model (GISS-E). Although the coarsest oceanic model (GISS-ER) has a resolution of 48 3 58, the oceanic data are interpolated onto a 28 3 28 grid. This is done because the majority of the datasets have a resolution higher than 28 3 28. We found that the interpolation grid size has no strong impact on the results.
The regression pattern for an individual model is obtained by averaging over the regression patterns for all realizations available for that model. Averaging across all models (i.e., giving equal weight to each model) gives the multimodel response (MULTI). The alternative averaging, for which equal weight is given to each realization rather than to each model, gives similar results.
Owing to possible problems in the presatellite reanalysis data, we restrict our attention to the period of 1979-2001 for the atmospheric data and 1982-2007 for the oceanic data. GPCP precipitation is available for the period of 1979-2007. To keep the same length of time series as in observations and since many simulations finish in 1999, we use model SLP and SAT from the period 1977-99, PRE from the period 1971-99, and model oceanic data from the period 1974-99 in the twentieth-century simulations of each model. Since the data are detrended prior to the analysis, the small differences in periods between models and observations are not expected to influence the results.
As a tool to compare the modeled and observed regression fields, Taylor diagrams are used (Taylor 2001) . These diagrams simultaneously show three characteristics describing similarity between modeled and reference fields: the root-mean-square difference normalized by the standard deviation of the reference field, the spatial correlation (r), and the ratio of the variances (h) across the spatial field. Figure 1 shows the standard deviations of the detrended SAM indices in all datasets used in this study. Both reanalyses SAM indices agree very well with the station-based SAM index as well as with each other. Almost all models, with the exception of the Commonwealth Scientific and Industrial Research Organisation Mark version 3.0 (CSIRO Mk3.5), show SAM index variability larger than the observations. The multimodel averaged standard deviation of the SAM index exceeds the observed standard deviation by 1 hPa (about 20%). Similar differences between simulated and observed zonal mean SLP variability are found at 408 and 658S separately. Our results agree with Miller et al. (2006) , who found that NovemberMarch EOF-based SAM index variability in the majority of the CMIP3 models exceeds that in the NCEPNational Center for Atmospheric Research (NCAR) reanalysis. regression on the SAM index in all the CMIP3 models (MULTI). The ERA-40 pattern is similar to that shown by SGE06. The observed SLP response pattern (Fig. 2a) shows zonal symmetry familiar from other studies (e.g., Thompson and Wallace 2000; Gillett et al. 2006) . A major departure from zonal symmetry is an equatorward extension of the negative SLP response over the eastern Pacific between 2108 and 2908E. SGE06 found (c),(e) the regression is significant at the 90% significance level based on the t test allowing for autocorrelation; and (b),(c),(f) 95% of the models agree on the sign of the response.
Results

a. SAM pattern and variability
the same asymmetry in their analysis and suggested that it may be partly due to leakage between the first two modes in their EOF analysis owing to the relatively short time series used. However, the present analysis is free of possible EOF-related artifacts. Similar asymmetry was found in the Hadley Centre Sea Level Pressure (HadSLP) data over longer periods by Gillett et al. (2006) , giving more credibility to the result. Note, however, that HadSLP has been made spatially complete by optimal interpolation using NCEP reanalysis EOFs and is not therefore a purely observational dataset. Lachlan-Cope et al. (2001) attributed the asymmetry to the nonaxisymmetric Antarctic orography.
Given that the El Niñ o-Southern Oscillation (ENSO) has an influence on SLP in the region of the zonally asymmetric response and that the SAM is weakly correlated with the ENSO in austral summer (L'Heureux and , the zonal asymmetry may thought to be a manifestation of the SAM-ENSO interaction. The hypothesis was tested by removing the ENSO signal from the observed SLP field prior to regressing it on the SAM. The overall SAM response and, in particular the zonal asymmetry, do not change noticeably, suggesting that the zonal asymmetry is not attributable to the ENSO influence.
The MULTI SLP response shown in Fig. 2b is similar to that in ERA-40, suggesting that the models capture the large-scale structure of the SAM reasonably well. However, MULTI tends to be overly zonally symmetric and does not reproduce the eastern Pacific asymmetry. A similar result was found by SGE06 for the Community Climate System Model, version 2.0 (CCSM2.0) and by Raphael and Holland (2006) for several other CMIP3 models. On the other hand, the two positive centers of action around 908E and 1808 evident in the ERA-40 SLP response are captured by MULTI, albeit with somewhat reduced magnitude.
b. Surface air temperature and total precipitation responses
The SAT response (to the positive SAM anomaly) in ERA-40 (Fig. 2c) Kwok and Comiso (2002) .
A positive temperature response (Fig. 2c) covers the South Atlantic between 408 and 658S and extends through to the southwestern Indian Ocean. A prominent warming response also occurs in the southeastern Pacific. Large areas of continental warming also exist, particularly over southern parts of South America where the warming reaches as far north as 258S along the western coast, but also in western South Africa and over southern New Zealand and Tasmania. As discussed elsewhere (e.g., Gillett et al. 2006; SGE06) , the positive anomaly in this latitude belt is linked to the positive SLP anomaly. This is associated with the descending branch of the anomalous circulation and a reduction in cloud cover and therefore is attributable to increased solar radiation. A cooling response is observed over the Australian continent where it reaches 20.07 K hPa
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. As discussed by Hendon et al. (2007) , the cooling is associated with weak anomalous ascent and the shading effect of clouds. Note, however, that the cooling response covers a larger area than the precipitation response (Fig. 2e) , suggesting that changes in cloudiness are not the only influence on temperature. SGE06 also showed that the positive (negative) anomaly south (north) of 408S is associated with southward (northward) advection of warm (cold) air. In general, the ERA-40 temperature response agrees well with the station analysis by Gillett et al. (2006) with only small differences. In particular, the statistically significant positive response over the Antarctic Peninsula extends farther south in ERA-40 than in the station analysis.
The multimodel mean SAT response (Fig. 2d) possesses many of the same features as in ERA-40 but is of noticeably smaller magnitude. SGE06 also noticed reduced magnitude of the SAT response in a CCSM2.0 simulation. The reduced magnitude of the simulated temperature response appears to be a common feature across the models and will be discussed in more detail later.
The precipitation response exhibits a banded pattern in both GPCP and MULTI (Figs. 2e,f) ; however, the response in GPCP appears weaker south of 358S. The band of positive response at ;558-708S and the band of negative response between 358 and 508S coincide with the negative and positive pressure anomalies and corresponding regions of anomalous ascent and descent, respectively. The band of negative response covers, in particular, New Zealand, Tasmania, the extreme southeast and extreme southwest of Australia, the extreme southwest of South Africa, and the southern part of South America and was discussed in regional studies (Reason and Rouault 2005; Meneghini et al. 2007; Cai and Cowan 2006) . Anomalies north of 358S are less zonally symmetric. In both GPCP and MULTI, southern Australia and eastern South Africa show increased precipitation in agreement with the station analysis by Gillett et al. (2006) . Hendon et al. (2007) attributed the moistening response observed on the east coast of Australia to advection of moist air from the ocean by anomalous easterly winds. However, this argument may not apply inland away from the coast. Cai and Cowan (2006) , Hendon et al. (2007) , and Shi et al. (2008) demonstrated that the drying response over the extreme south of Australia maximizes in winter and the moistening response over the east coast maximizes in summer in association with seasonal meridional migration of the SAM pattern.
The GPCP and MULTI precipitation responses disagree over the eastern Antarctic Peninsula and the Weddell Sea where the GPCP response shows a local maximum, which is absent in MULTI. The maximum is absent in ERA-40 too (not shown). The high topography of the Antarctic Peninsula creates a precipitation shadow region on the eastern side of the peninsula (Turner et al. 1995) , therefore the maximum appears unexpected, at least in the northern part of the region where a more positive SAM index is associated with the more frequent passage of air from west to east of the peninsula (Marshall et al. 2006 ). MULTI does not reproduce the equatorward extension of the moistening response over the eastern Pacific Ocean evident in GPCP. This is most probably related to the models' failure to reproduce the negative pressure anomaly in this region. Another area of disagreement between MULTI and GPCP is along the east coast of South America between 208 and 408S. Here, GPCP shows a negative precipitation response, which is absent in MULTI. Gillett et al. (2006) show one station in this region with significant drying response. Silvestri and Vera (2003) showed that the response in this region is largest in late spring. They suggested that the response is linked to a SAM-related positive pressure anomaly that blocks the moisture transport by cyclones. If so, this mechanism is apparently missing in the models. Figure 3a is a Taylor diagram of the SAT response to the SAM index for individual models as well as for MULTI. The similarity of models to ERA-40 can be assessed in terms of the normalized rms difference, the spatial correlation r, and the ratio of the variances h.
The radial distance from the origin represents the ratio of standard deviations h while the cosine of the angle from the horizontal axis is equal to the spatial correlation coefficient r. The distance from the point (1,1) located on the horizontal axis represents the ratio of the centered pattern rms error to the standard deviation of the ERA-40 response. Table 2 shows the values of r and h for MULTI, reanalyses, and observed datasets as well as the range and the mean values across individual models. The correlation between the mean simulated and observed temperature response to the SAM is high. However, h is only about 0.5, reflecting the fact noticed earlier that the models underestimate the magnitude of the response. The results suggest that it is the magnitude of the SAM response that is the problem for the models and not the spatial pattern, which is captured by all the models reasonably well. Reassuringly, the NR2 reanalysis shows the best agreement with ERA-40 in terms of both r and h, suggesting that the choice of the reference dataset has not strongly influenced the results of this evaluation. Figure 3b is a Taylor diagram of the precipitation response to the SAM. MULTI shows better agreement with GPCP in terms of rms difference and in terms of spatial correlation than any individual model ( Table 2) . The agreement between GPCP and CMAP is good; however, the differences between GPCP and the reanalyses are larger than that between GPCP and MULTI. The magnitude of the response is larger in both ERA-40 and NR2 than in GPCP. Both reanalyses are in better agreement with the models than are GPCP and CMAP, which may be because the reanalysis models are not constrained directly by precipitation measurements and respond to the SAM similarly to the CMIP3 models. The mean rms difference between the models and ERA-40 is only 0.78, which is smaller than the mean rms difference between the models and GPCP (1.06). Considerable differences between the precipitation responses in observed datasets (GPCP and CMAP) and the reanalyses are at odds with the conclusion by SGE06 that the responses are insensitive to the dataset used.
The small values of h for the SAT regression indicate that the models underestimate the SAT responses to SAM. However, this provides no information about over which regions the responses are underestimated. Figures 4a-d show the averaged area-weighted SAT response to the SAM in the models and in ERA-40 in four regions (continental Antarctica, the Antarctic Peninsula, Australia, and South America south of 308S) where the SAT response is largest. The other land regions impacted by the SAM (South Africa, southern New Zealand, and Tasmania) are of substantially smaller size and will not be considered here.
Across the Antarctic continent, excluding the peninsula (Fig. 4a ), ERA-40 shows an averaged cooling of 20.19 K hPa
, while the multimodel average shows only about half as much cooling. Individual models show a large spread of values, with the weakest response being only 20.05 K hPa 21 . The two Met Office (UKMO) models show the best agreement with the observations (20.18 K hPa 21 ). Overall, the models underestimate the temperature response to SAM over the Antarctic continent and also in the free troposphere, as shown in Fig. 4e . Monaghan et al. (2008) analyzed five CMIP3 models and found that the correlation coefficients between detrended continent-averaged SAT and detrended SAM index in the models are comparable to those in the observations. However, they did not compare the regression coefficients to test the similarity of the absolute values of the response.
The warming response over the Antarctic Peninsula (Fig. 4b) is also typically underestimated, although the ERA-40 value is within the 2.5%-97.5% interval The response over southern South America (Fig. 4c) is much smaller in magnitude than that over Antarctic, and several models do not capture the positive response over this region. These models show a strong negative response over eastern South America between 308 and 408S, which dominates over the positive response farther south when averaged over the region.
Among the four regions only in Australia is the magnitude of observed response within the 2.5%-97.5% range of model responses (Fig. 4d) Although the results are based on detrended data, one may speculate that the differences in forcing between the models influence their temperature responses to the SAM. We tested this hypothesis by analyzing Hadley Centre Global Environmental Model version 1 (HadGEM1) runs with anthropogenic and natural, greenhouse-gas-only, and anthropogenic-only forcing and found no significant difference in the temperature response.
c. Sea surface temperature and sea ice concentration responses Figure 5 shows the SST response to the SAM in HadISST and in MULTI. Due to the thermal inertia of the ocean the maximum response of SST and SIC to the SAM is delayed by approximately one month (SGE06). Thus, the one-month lagged SST and SIC time series are used for the regression on SAM. The spatial pattern of HadISST SST response (Fig. 5a ) is very similar to that of NOAA OI SST shown by SGE06. There are negative centers of action in the central parts of South Pacific (south of 308S) and Indian (south of 508S) Oceans. The band of positive response between 308 and 508S extends across the South Atlantic and the western Indian Ocean to 908E. Another area of positive response is located southeast of Australia surrounding New Zealand and Tasmania. The observed zonal asymmetry of the response contrasts with the strongly symmetric response evident in MULTI (Fig. 5b) . Screen et al. (2009) showed that the observed negative SST response over the Pacific is associated with negative anomalies in the observed atmosphere-to-ocean heat fluxes, and the observed positive SST response east of Drake Passage is associated with positive anomalies in atmosphere-to-ocean heat fluxes. They suggest that the observed atmosphereto-ocean heat flux anomalies in these regions are associated with observed zonal asymmetry in the SLP response, which is not simulated by the models. SGE06 arrived at a similar conclusion. Away from these regions the simulated SST response is of noticeably larger magnitude than the observed one. Fig. 5c . The majority of the models have h larger than 1, which reflects a consistent tendency to overestimate the magnitude of the SST response by the models (see also Fig. 6 and Table 2 ). NOAA OI SST shows noticeably better agreement with HadISST than any of the models in terms of spatial pattern correlation. However, the difference between the two datasets is quite large (rms 5 0.63). The magnitude of the SST response in NOAA OI SST is larger than that in HadISST and is in better agreement with the models (Fig. 5d and Table 2 ). The stronger magnitude of the NOAA OI SST response is associated with larger monthly SST variability in this dataset compared to HadISST. The mean standard deviation averaged south of 208S is about 0.38 K in HadISST and 0.51 K in NOAA OI SST. The latter value is comparable to that in the multimodel average (0.49 K). The reduced standard deviation in HadISST has previously been reported by Rayner et al. (2003) . Both HadISST and NOAA OI SST are based on essentially the same input sources but use different techniques to interpolate data to regions where no observations are available. HadISST uses the reduced space optimum interpolation technique, which retains only information contained in the lowest-order empirical orthogonal functions. This reduces noise associated with observational errors but may also reduce the variance (see Rayner et al. 2003 for more detailed discussion). Figure 6 shows zonal mean SST, SAT, SLP, PRE, and zonal geostrophic wind responses to the SAM index in models and in observations. All of the quantities are averaged over ocean only. Clearly, the SST and SAT over ocean (SATO) responses show the worst agreement with the observations. The poor simulation of the SATO response reveals that the relatively good simulation of the overall SAT response is primarily because the models realistically capture the dominant features over the continents. Simulated patterns of zonal mean SLP and geostrophic zonal wind responses are in a better agreement with the observations but shifted north of the observed patterns by several degrees. The magnitudes of the simulated PRE response are larger than that in GPCP.
All models overestimate the surface cooling in the Southern Ocean at 508-608S as well as underestimating the warming of the overlying SATO. Some of the models simulate negative zonal mean SATO response contrary to the observations. There is a tendency for models with a more positive SATO response to show a less negative SST response at 508-608S and to be in better agreement with the observations. A correlation across the models between the simulated SATO and SST responses at 488-628S is statistically significant at the 99% level (r ; 0.7).The coupling between SST and SATO responses is also observed at 358-458S where the models overestimate the SST warming. In principle SST anomalies could drive SATO anomalies through modified atmosphere-ocean heat fluxes. SGE06 showed that this process becomes important on time scales longer than the initial SAM response. However, Screen et al. (2009) , studying the initial SST response to the SAM, show that in most of the Southern Ocean the ocean-atmosphere heat fluxes are associated with SATO anomalies driving SST anomalies rather than the other way round.
The errors in simulated SST response may also be related to possible errors in simulating meridional heat advection by SAM-induced Ekman flow, which is controlled by anomalous zonal surface wind. Indeed, there is a correlation across the models between the simulated eastward geostrophic zonal wind and SST responses at 488-628S that is statistically significant at the 99% level (r ; 20.6). This implies that the models indicating a colder SST response have stronger anomalous equatorward Ekman transport of cold water. Among the models, only the Istituto Nazionale di Geofisica e Vulcanologia SINTEX-G (INGV-SXG) has the average geostrophic zonal wind response weaker than that in ERA-40. Note that the magnitude of the correlation coefficient is somewhat sensitive to the latitude band chosen, and there is no such correlation between SST and wind responses at 358-458S where the models simulate a too warm SST response. Screen et al. (2009) analyzed the SAM responses in four CMIP3 models and found that in their subset all of the models simulated a too-strong anomalous Ekman flow related to a toostrong zonal wind response. They concluded that the errors in the simulated Ekman heat flux are larger than the other mixed layer heat budget terms over most latitudes within 408-658S. North of 408S, errors in the atmosphere-to-ocean heat fluxes become increasingly important.
The observed pattern of SIC response (Fig. 7a) consists of a negative response in the eastern part of the Bellingshausen Sea and northeast of the Antarctic Peninsula, a negative response between 1358 and 1658E, and three centers of positive response in the 08-508E, 908-1358E, and 1658-260E8 sectors. Note that the SIC response resembles a southward extension of the SST response, with areas of positive SST response corresponding to areas of negative SIC response and vice versa. Sea ice changes are driven by atmospheric and oceanic heat flux convergence as well as by wind and oceanic advection. All of these factors are influenced by SAM variability. In a model study found primarily a positive SIC response to the SAM that they attributed to equatorward advection of ice by SAM-induced Ekman drift. However, this picture is not consistent with the observations. SGE06 showed that the SIC response in some regions can be attributed to advection by anomalous westerlies and anomalous eastward oceanic currents. In this case, the sign of response depends on orientation of the ice edge. In Drake Passage and in the western South Atlantic the orientation of the climatological ice edge is northeastward. Therefore the westward advection in that region reduces ice extent, thus resulting in a strong negative response. SGE06 suggested that the positive SAT response to FIG. 7 . As in Figs. 5a-c, but for sea ice concentration. The multimodel average at each point in Fig. 7b is calculated only over simulations showing ice variability at that point. Thus, the number of ensemble members differs from point to point. The area where no simulation exhibits ice variability is shaded. SAM in that region also contributes to the negative SIC response. In a similar manner, the positive responses in Fig. 7a coincide with the regions where the climatological ice edge is oriented southeastward; therefore, the westward advection would extend ice fields there. These regions also coincide with regions of negative SAT response to the SAM (Fig. 2c) . Similarly, the negative response in the Australian sector is overlaid by a positive SAT response.
The multimodel mean simulated pattern of SIC response (Fig. 7b) reveals the major features of the observed response, although the magnitude of the response is considerably reduced. The negative response around the Antarctic Peninsula extends east only to 308W, while the observed response is stronger and extends farther east to 158E. In a similar manner, the simulated increase in sea ice in the northern part of the Ross Sea is weaker and covers less area than that observed. The negative response centered to the south of Tasmania, which is pronounced in HadISST, is confined to the coast and weaker in MULTI. Only in the small area northeast of the Antarctic Peninsula do 95% of the models agree on the sign of the response. A weaker simulated response in winter and summer seasons separately was earlier noticed by SGE06 in CCSM2.0.
The Taylor diagram for the SIC response (Fig. 7c ) shows that the response is simulated poorly by individual models. In terms of the spatial pattern, MULTI shows better agreement with HadISST than any individual model (Table 2) . However, the value of h is only 0.20, indicating that the magnitude of the response is substantially underestimated by MULTI. Individual models perform poorly in terms of both spatial pattern and the magnitude of the response. The magnitude of the response is underestimated by all the models.
Among the models, only the third climate configuration of the Met Office Unified Model (UKMO HadCM3) simulates the zonally symmetric response seen by . The ice advection in this model is driven purely by the oceanic current, suggesting that the response may be dominated by SAM-induced equatorward Ekman drift.
Note that the annual mean SIC climatology is simulated reasonably well by the majority of the models studied here (not shown), although there is a bias toward low SIC compared to HadISST. Connolley and Bracegirdle (2007) Since mean ice conditions are very different between summer and winter seasons, the responses to the SAM could also be very different. Similar analysis performed for the two seasons separately showed that the model skills in simulating the sea ice response are poor in both seasons, similar to the annual case (not shown). The annual SIC response is dominated by the winter response in both observations and models, with a smaller contribution from the summer response.
Discussion and conclusions
SGE06 analyzed climate impacts of the SAM in CCSM2.0 and identified several model deficiencies, such as the underestimation of SAT and sea ice responses to the SAM and the too strong and too zonal response in SST. Here we extend these results to provide a more quantitative evaluation of the responses across the full set of CMIP3 models to show that the above deficiencies are common across all analyzed models.
In general, the CMIP3 models satisfactorily reproduce the large-scale spatial pattern of SAT response to the SAM; however, the magnitude of response is underestimated by the majority of models. In absolute terms, the greatest underestimation of the response occurs over the Antarctic continent where the observed SAT response is strongest. The response is largely determined by the wind field response (van den Broeke and van Lipzig 2003). Therefore, model deficiencies in reproducing the SAT response may be associated, at least partly, with discrepancies in the wind response and heat advection. Physical parameterizations in the models may be another source of the discrepancies. The models also underestimate the cooling in the free troposphere, suggesting that parameterization of the boundary layer is unlikely to be an important source of the discrepancies.
Underestimation of the SAT response by the models implies that the SAT changes associated with future SAM changes will also be underestimated, assuming that the SAM-temperature relationship on a long-term scale is similar to that on monthly scale, and that the overall temperature response is a sum of responses to different forcing agents (Meehl et al. 2004) .
Analysis of the precipitation response reveals important regional discrepancies between observed and simulated patterns, such as a missing moistening response over the eastern Antarctic Peninsula in the simulations, but also large discrepancies between the observed datasets (GPCP and CMAP) and the reanalyses (ERA-40, NR2). Similarly to the models, the reanalyses do not reproduce a maximum in the precipitation response over the eastern Antarctic Peninsula. Also, the magnitude of the response in the reanalyses appears larger than in the observed datasets and is more comparable to the models. Precipitation in the reanalyses is strongly controlled by the physics of the underlying general circulation model, which makes them less reliable references than the observed datasets. However, the observed datasets also suffer from substantial uncertainties (Adler et al. 2003) . Differences between the precipitation responses across the reference datasets add uncertainty to the evaluation of the simulated precipitation response.
The simulated SST response to the SAM is too strong and too zonal. Model biases in the SST response are coupled with biases in the overlying SAT response. Models that simulate stronger zonal wind response also simulate stronger SST response, implying that errors in simulating anomalous meridional heat advection by Ekman flow likely contribute to the errors in the simulated SST response. This is confirmed by Screen et al. (2009) , who performed a detailed study of the terms of the ocean mixed layer heat budget. While the simulations only possess limited skill in representing the short-term SST response to the SAM, the long-term response, which is influenced by mesoscale eddies, may be even more questionable (i.e., Screen et al. 2009 ).
As for precipitation, our evaluation of the SST response to the SAM suffers from uncertainties in the observational data. While the responses in HadISST and NOAA OI SST data show similar spatial patterns, the magnitude of the NOAA OI SST response is about 30% larger, corresponding to generally larger monthly variability in this dataset that is better matched with the models. Owing to these uncertainties in the observations, it is difficult to assess the degree to which the magnitudes of observed and simulated SST responses differ.
Finally, the largest problems are identified in simulating the sea ice response to the SAM. Although the response in some models is broadly consistent with the observations, other models are not able to reproduce the observed spatial pattern of response at all. All of the models strongly underestimate the magnitude of SIC response. In some models, the poor performance can be related to a simplified representation of sea ice. However, the majority of the models include a quite sophisticated sea ice component and the reason for their shortcomings in simulating the sea ice response to the SAM is less clear. Like the SAT, the sea ice response is influenced by anomalous wind fields. Significant biases in the SLP response and associated geostrophic winds exist in the models. Some of the errors in the simulated wind response will translate into sea ice response biases. Taking into account projected SAM trends, problems detected in the simulated SIC response will likely influence projected SIC changes, and therefore they need to be addressed in model development.
This comprehensive analysis uses quantitative metrics to provide estimates of model biases related to the climate impacts of the SAM on monthly time scales. The results may be useful in interpreting simulations of future Southern Hemisphere climate change.
