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Abstract. Clustering has many important applications in computer science, but real-world
datasets often contain outliers. Moreover, the existence of outliers can make the clustering problems
to be much more challenging. In this paper, we propose a practical framework for solving the
problems of k-center/median/means clustering with outliers. The framework actually is very simple,
where we just need to take a small sample from input and run existing approximation algorithm
on the sample. However, our analysis is fundamentally different from the previous sampling based
ideas. In particular, the size of the sample is independent of the input data size and dimensionality.
To explain the effectiveness of random sampling in theory, we introduce a “significance” criterion
and prove that the performance of our framework depends on the significance degree of the given
instance. The result proposed in this paper falls under the umbrella of beyond worst-case analysis
in terms of clustering with outliers. The experiments suggest that our framework can achieve
comparable clustering result with existing methods, but greatly reduce the running time.
1 Introduction
Clustering is a fundamental topic and has many important applications in real world [27]. A major
type of clustering problems is center-based, including k-center/median/means clustering [4].
Center-based clustering problems can be defined in arbitrary metrics and Euclidean space RD.
Usually, a center-based clustering problem aims to find k cluster centers so as to minimize
the induced clustering cost. For example, the problem of k-center clustering is to minimize
the maximum distance from the input data to the set of cluster centers [19, 23], while k-
median/means is to minimize the average (squared) distance instead [30,31]. In practice, input
data size could be extremely large and this motivates us to develop sub-linear time algorithms
for clustering [14,25,34–36].
In reality, datasets often contain outliers which could seriously destroy the final clustering
results [8, 40]. Clustering with outliers can be viewed as a generalization of ordinary clustering
problems; however, the existence of outliers makes the problems to be much more challenging.
Charikar et al. [9] proposed a 3-approximation algorithm for k-center clustering with outliers
in arbitrary metrics; for the problem in Euclidean space, their approximation ratio becomes 4.
The time complexity of their algorithm is at least quadratic in data size, since it needs to read
all the pairwise distances. A following streaming (4 + )-approximation algorithm was proposed
by McCutchen and Khuller [33]. Recently, Chakrabarty et al. [7] showed a 2-approximation
algorithm for metric k-center clustering with outliers (but it is unclear of the approximation
ratio for the problem in Euclidean space); moreover, their algorithm needs to solve a complicated
model of linear programming and the exact time complexity is not provided. Badoiu et al. [5]
showed a coreset based approach but it has an exponential time complexity if k is not a
constant. Several distributed algorithms for k-center clustering with outliers were proposed
recently [6, 20,29,32]; most of these distributed algorithms, to our best knowledge, rely on the
aforementioned sequential algorithm [9].
For k-median/means clustering with outliers, the algorithms with provable guarantees [12,18,
28] are difficult to be implemented due to their high complexities. Several heuristic algorithms
without provable guarantee also have been studied before [11, 38]. By using the local search
method, Gupta et al. [22] provided a 274-approximation algorithm of k-means clustering with
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outliers, but it needs to discard more than the pre-specified number of outliers to guarantee the
quality.
Our results. As mentioned before, existing algorithms often have high complexities (e.g.,
quadratic complexity in input size) or induce relatively large errors (in terms of the clustering
quality or number of outliers). In this paper, we propose a practical framework for solving the
problems of k-center/median/means clustering with outliers. The framework actually is very
simple, where we just need to take a small sample from input and run existing approximation
algorithm on the sample; moreover, the size of the sample is independent of the input size n and
dimensionality D. If we only require to output cluster centers, our framework runs in sub-linear
time that is independent of the input size1. To further boost the success probability, we can take
multiple samples and select the one yielding the smallest objective value by scanning the whole
dataset in one-pass. Note that Charikar et al. [10] also showed a random sampling approach for
reducing data size for metric clustering with outliers; recently, Huang et al. [24] presented a
similar result for instance in Euclidean space. However, their methods have two drawbacks: the
sample sizes depend on n/z (z is the number of outliers) and log n (or the dimensionality D
in Euclidean space), which could be very large (e.g., D could very high and z could be much
smaller than n); moreover, to guarantee the desired qualities, they need to discard more than z
outliers.
Our idea is fundamentally different and inspired by the recent developments on optimization
problems along the direction of beyond worst-case analysis [39]. Many NP-hard optimization
problems have shown to be challenging even for approximation, but admit efficient solutions in
practice. Several works tried to explain this phenomenon in theory. For example, Ostrovsky
et al. [37] proposed a separation condition for k-means clustering which refers to the scenario
where the clustering cost of k-means is significantly lower than that of (k− 1)-means for a given
instance, and demonstrated the effectiveness of the Lloyd heuristic [31] under the separation
condition.
In this paper, we study and explain the effectiveness of random sampling for clustering
with outliers. We consider two key values: the lower bound on the size of the optimal clusters
inf1≤j≤k |C∗j | and the number of outliers z (the formal definitions will be shown in Section 1.1).
If a cluster C∗j has size  z, then we can say that C∗j is not a “significant” cluster. In real
applications, we may only have an estimation for the number of clusters k; consequently, if
|C∗j |  z, we can formulate the problem as a simpler (k − 1)-center/median/means clustering
with z + |C∗j | outliers instead. So we can assume that each cluster C∗j has at least a comparable
size with z in practice. If
inf1≤j≤k |C∗j |
z = Ω(1), our framework outputs k+O(log k) cluster centers
and yields a 4-approximation for k-center clustering with outliers; moreover, if
inf1≤j≤k |C∗j |
z > 1,
our framework returns exact k cluster centers and yields a 6-approximation solution. The
framework can also handle k-median/means clustering with outliers. Roughly speaking, it
returns O(k+ log k) cluster centers and yields a small additive error depending on the diameter
of the clusters. Actually, our result can be viewed as an extension of the sub-linear time k-
median/means clustering algorithms [14,36] to the case with outliers. We also want to emphasize
that the additive error is unavoidable even for k-median/means clustering without outliers, if
we require the sample complexity to be independent of the input size [14,36].
Very recently, Gupta [21] proposed a similar approach to handle k-means clustering with
outliers, where the algorithm takes a uniform random sample and run existing k-means clustering
algorithm on the sample to obtain the cluster centers. However, the analysis and results are
quite different from ours. The algorithm of [21] requires that each optimal cluster has size
roughly Ω(z log k) (the intuition is that with constant probability the algorithm will not sample
any outlier if each optimal cluster is large enough ). Moreover, the algorithm requires the sample
size to be roughly O(n/z) (each point is chosen independently with probability 1/z); though
1 Obviously, if we require to output the clustering membership for each point, it needs at least linear time.
the data size can be compressed by using the coreset technique [17], the sample size will depend
on the dimensionality d.
1.1 Preliminaries
The clustering problems can be defined in arbitrary metrics and Euclidean space. For the sake
of simplicity, we only introduce the definitions in Euclidean space; actually, the definitions can
be easily extended to arbitrary metrics. The input is a point set P ⊂ RD with |P | = n. Given a
set of points H ⊂ RD and a positive integer z < n, we define the following notations.
∆−z∞ (P,H) = min{max
p∈P ′
dist(p,H) | P ′ ⊂ P, |P ′| = n− z}; (1)
∆−z1 (P,H) = min{
1
|P ′|
∑
p∈P ′
dist(p,H) | P ′ ⊂ P, |P ′| = n− z}; (2)
∆−z2 (P,H) = min{
1
|P ′|
∑
p∈P ′
(
dist(p,H)
)2 | P ′ ⊂ P, |P ′| = n− z}, (3)
where dist(p,H) = minq∈H ||p− q|| and ||p− q|| denotes the Euclidean distance between p and
q.
Definition 1 (k-Center/Median/Means Clustering with Outliers). Given a set P of
n points in RD with two positive integers k and z < n, the problem of k-center (resp., k-median,
k-means) clustering with outliers is to find k cluster centers C = {c1, · · · , ck} ⊂ RD, such that
the objective function ∆−z∞ (P,C) (resp., ∆
−z
1 (P,C), ∆
−z
2 (P,C)) is minimized.
The definition can be easily modified for arbitrary metric (X, d), where X contains n vertices
and d(·, ·) is the distance function: the Euclidean distance “||p− q||” is replaced by d(p, q); in
addition, the set of cluster centers {c1, · · · , ck} should be selected from X. In this paper, we
always use Popt, a subset of P with size n− z, to denote the subset yielding the optimal solution
for the objective function. Also, let {C∗1 , · · · , C∗k} be the k optimal clusters forming Popt.
As mentioned before, it is rational to assume that inf1≤j≤k |C∗j | is not far smaller than z.
To formally state this assumption, we introduce the following definition.
Definition 2 ((1, 2)-Significant Instance). Let 1, 2 > 0. Given an instance of k-center
(resp., k-median, k-means) clustering with outliers as described in Definition 1, if inf1≤j≤k |C∗j | ≥
1
k n and z =
2
k n, we say that it is an (1, 2)-significant instance.
Obviously, since
∑k
j=1 |C∗j | < n, 1 should be smaller than 1. In Definition 2, we do not say
“inf1≤j≤k |C∗j | = 1k n”, since we may not be able to obtain the exact value of inf1≤j≤k |C∗j | in
practice; instead, we can estimate a lower bound of inf1≤j≤k |C∗j |. The ratio 12 (<
inf1≤j≤k |C∗j |
z )
reveals the “significance” of the clusters to outliers; the higher the ratio, the more significant the
clusters to outliers. In the following sections, we prove that the performance of our framework
heavily depends on 1 and 2.
The rest of the paper is organized as follows. To help our analysis, we present some
implications of Definition 2 in Section 2. Then we introduce our algorithms for solving k-
center clustering with outliers and k-median/means clustering with outliers in Section 3 and 4,
respectively. We also explain that how to boost the success probability of our framework and
how to further determine the clustering memberships of data points in Section 5. Finally, we
present our experimental results in Section 6.
Algorithm 1 Sub-linear Time k-Center Outliers I
Input: An (1, 2)-significant instance P of k-center clustering with z outliers, and |P | = n; a parameter
η ∈ (0, 1).
1. Randomly sample a set S of k
1
log k
η
points from P .
2. Let k′ = 1
η
2
k
|S|, and solve the (k + k′)-center clustering problem on S by using the 2-approximation
algorithm [19]. Denote by H the set of resulting k + k′ cluster centers.
Output H.
2 Implications of Significant Instance
Claim 1. Let U be a set of elements and V ⊆ U with |V ||U | = τ > 0. Given η, δ ∈ (0, 1), one
uniformly selects a set S of elements from U at random. (1) If |S| ≥ 1τ log 1η , with probability at
least 1− η, S contains at least one element from V . (2) If |S| ≥ 3
δ2τ
log 2η , with probability at
least 1− η, we have ∣∣|S ∩ V | − τ |S|∣∣ ≤ δτ |S|.
Proof. Actually, (1) is a folklore result having been presented in several papers before (such
as [15]). Since each sampled element falls in V with probability τ , we know that the sample
S contains at least one element from V with probability 1− (1− τ)|S|. Therefore, if we want
1− (1− τ)|S| ≥ 1− η, |S| should be at least log 1/ηlog 1/(1−τ) ≤ 1τ log 1η .
(2) can be proved by using the Chernoff bound [2]. Define |S| random variables {y1, · · · , y|S|}:
for each 1 ≤ i ≤ |S|, yi = 1 if the i-th sampled element falls in V , otherwise, yi = 0. So E[yi] = τ
for each yi. As a consequence, we have
Pr(
∣∣ |S|∑
i=1
yi − τ |S|
∣∣ ≤ δτ |S|) ≥ 1− 2e− δ2τ3 |S|. (4)
If |S| ≥ 3
δ2τ
log 2η , with probability at least 1−η,
∣∣∑|S|
i=1 yi−τ |S|
∣∣ ≤ δτ |S| (i.e., ∣∣|S∩V |−τ |S|∣∣ ≤
δτ |S|).
Through Claim 1, we directly have the following lemma (we need to replace η by η/k in
Claim 1, for taking the union bound over all the k clusters).
Lemma 1. Given an (1, 2)-significant instance P as described in Definition 2, one uniformly
selects a set S of points from P at random. Let η, δ ∈ (0, 1). (1) If |S| ≥ k1 log kη , with probability
at least 1− η, S ∩ C∗j 6= ∅ for any 1 ≤ j ≤ k. (2) If |S| ≥ 3kδ21 log 2kη , with probability at least
1− η, |S ∩ C∗j | ∈ (1± δ)
|C∗j |
n |S| for any 1 ≤ j ≤ k.
Moreover, we know that the expected number of outliers contained in the sample S is 2k |S|.
Therefore, we have the following result by using the Markov’s inequality.
Lemma 2. Given an (1, 2)-significant instance P as described in Definition 2, one uniformly
selects a set S of points from P at random. Let η ∈ (0, 1). With probability at least 1 − η,∣∣S \ Popt∣∣ ≤ 2kη |S|.
3 Sub-linear Time Algorithms for k-Center Clustering with Outliers
Let ropt be the optimal radius of the instance P , i.e., each optimal cluster C
∗
j is covered by
a ball with radius ropt. For any p ∈ RD and r ≥ 0, we use Ball(p, r) to denote the ball centered
at p with radius r.
Theorem 1. In Algorithm 1, the size |H| = k+ 1η 21 log kη . Also, with probability at least (1−η)2,
∆−z∞ (P,H) ≤ 4ropt.
Algorithm 2 Sub-linear Time k-Center Outliers II
Input: An (1, 2)-significant instance P of k-center clustering with z outliers, and |P | = n; two parameters
η, δ ∈ (0, 1).
1. Randomly sample a set S of 3k
δ21
log 2k
η
points from P .
2. Let z′ = 1
η
2
k
|S|, and solve the k-center clustering with z′ outliers problem on S by using the algorithm
of [9]. Denote by H the set of resulting k cluster centers.
Output H.
Remark 1. If we assume 21 and
1
η = O(1), Theorem 1 indicates that Algorithm 1 returns
k +O(log k) cluster centers. 21 = O(1) means that
inf1≤j≤k |C∗j |
z = Ω(1), that is, the number of
outliers is not significantly larger than the size of the smallest cluster. The running time is
(k + k′)|S|D = O(k21 (log k)D), which is independent of the input size n.
Proof. (of Theorem 1) First, it is straightforward to know that |H| = k + k′ = k + 1η 21 log kη .
Below, we assume that the sample S contains at least one point from each C∗j , and at most
k′ = 2kη |S| points from P \Popt (these happen with probability at least (1− η)2 due to Lemma 1
and 2).
Fig. 1: ||p− hlj || ≤ ||p− pj ||+ ||pj − hlj || ≤ 4ropt.
Since the sample S contains at most k′ points from P \Popt and Popt can be covered by k balls
with radius ropt, we know that S can be covered by k+k
′ balls with radius ropt. Thus, if we perform
the 2-approximation (k + k′)-center clustering algorithm [19] on S, the resulting balls should
have radii no larger than 2ropt. Let H = {h1, · · · , hk+k′} and BS = {Ball(hl, r) | 1 ≤ l ≤ k+k′}
be those balls covering S with r ≤ 2ropt. Also, since S ∩ C∗j 6= ∅ for 1 ≤ j ≤ k, there exists one
ball of BS , say Ball(hlj , r), covers at least one point, say pj , from C∗j . For any point p ∈ C∗j ,
we have ||p − pj || ≤ 2ropt (by the triangle inequality) and ||pj − hlj || ≤ r ≤ 2ropt; therefore,
||p− hlj || ≤ ||p− pj ||+ ||pj − hlj || ≤ 4ropt. See Figure. 1. Overall, Popt = ∪kj=1C∗j is covered by
the balls ∪k+k′l=1 Ball(hl, 4ropt), i.e., ∆−z∞ (P,H) ≤ 4ropt. It is easy to see that the same quality is
guaranteed, if the given instance is in a metric space.
If requiring to output exact k clusters (rather than k +O(log k)), we can slightly modify
Algorithm 1. See Algorithm 2.
Theorem 2. If 12 >
1
η(1−δ) , with probability at least (1 − η)2, Algorithm 2 returns k cluster
centers achieving a 6-approximation for the problem of k-center clustering with outliers. If the
given instance is in a metric space, the resulting approximation ratio becomes 5.
Remark 2. For example, we can simply set η = δ = 1/2, and then it requires that 12 >
1
η(1−δ) = 4
and the size |S| = 12k1 log(4k). Actually, as long as 12 > 1, we can always find the appropriate
values for η and δ to satisfy 12 >
1
η(1−δ) . For example, we can set η >
√
2
1
and δ < 1−
√
2
1
;
obviously, the success probability (1− η)2 could be small, if 12 is close to 1 (we will show that
how to boost the success probability in Section 5). The running time of Algorithm 2 depends
on the complexity of the algorithm of [9], which is O
(|S|2D + k|S|2 log |S|) in RD.
Proof. (of Theorem 2) We assume that the sample S contains (1± δ) |C
∗
j |
n |S| points from each
C∗j , and at most z
′ = 2kη |S| points from P \Popt (these happen with probability at least (1− η)2
due to Lemma 1 and 2).
Let BS = {Ball(hl, r) | 1 ≤ l ≤ k} be the set of k balls returned in Step 2 of Algorithm 2.
Since S ∩ Popt can be covered by k balls with radius ropt and |S \ Popt| ≤ z′, the optimal radius
for the instance S with z′ outliers should be at most ropt. Note that the algorithm of [9] is
a 4-approximation algorithm (3-approximation for instance in metric space). Consequently,
r ≤ 4ropt (r ≤ 3ropt for instance in metric space). Moreover,
|S ∩ C∗j | ≥ (1− δ)
|C∗j |
n
|S|
≥ (1− δ)1
k
|S|
>︸︷︷︸
by 1
2
> 1
η(1−δ)
(1− δ) 2
η(1− δ)k |S| =
2
ηk
|S| = z′ (5)
for any 1 ≤ j ≤ k. Thus, if we perform k-center clustering with z′ outliers on S, the resulting
k balls must cover at least one point from each C∗j (since |S ∩ C∗j | > z′ from (5)). Through a
similar manner as the proof of Theorem 1, we know that Popt = ∪kj=1C∗j is covered by the balls
∪kl=1Ball(hl, r+ 2ropt), i.e., ∆−z∞ (P,H) ≤ r+ 2ropt ≤ 6ropt. The approximation ratio becomes 5
if the given instance is in a metric space.
4 Sub-linear Time Algorithms for k-Median/Means Clustering with
Outliers
We consider the problem of k-means clustering with outliers in Euclidean space, and the idea
can be extended to handle k-median with outliers and their counterparts in arbitrary metrics.
We use a similar sampling based framework as Algorithm 1 (see Algorithm 3). However, the
analysis on Algorithm 3 is more complicated. To state our result more clearly, we show the
high-level idea first.
High-level idea. Let S be a large enough random sample from P . Denote by O∗ =
{o∗1, · · · , o∗k} the mean points of {C∗1 , · · · , C∗k}, respectively. We first show that S ∩ C∗j can well
approximate C∗j for each 1 ≤ j ≤ k. Informally,
|S ∩ C∗j |
|S| ≈
|C∗j |
n
and
1
|S ∩ C∗j |
∑
q∈S∩C∗j
||q − o∗j ||2 ≈
1
|C∗j |
∑
p∈C∗j
||p− o∗j ||2. (6)
To help our analysis, we need to define a transformation on Popt. For each point p ∈ C∗j , we
transform it to o∗j ; overall, we generate a new set of n− z points locating at {o∗1, · · · o∗k}, where
each o∗j has |C∗j | overlapping points. Let P˜opt denote the transformed point set of Popt. See
Figure. 2. We also let Sopt = S ∩ Popt, and define S˜opt as the point set generated by the same
transformation on Sopt. By using (6), we can prove that the clustering costs on P˜opt and S˜opt are
close (after the normalization) for any given set of cluster centers. Then, we can use S˜opt and
P˜opt as the “bridges” between S and P , so as to prove that H yields an approximate solution
for the instance P , i.e., ∆−z2 (P,H) is bounded.
In Theorem 3, L denotes the maximum diameter of the k clusters C∗1 , · · · , C∗k , i.e., L =
max1≤j≤k maxp,q∈C∗j ||p− q||. We show the full proof and its extensions in Section 4.1.
Fig. 2: The transformation from Popt to P˜opt.
Algorithm 3 Sub-linear Time k-Means Outliers
Input: An (1, 2)-significant instance P of k-means clustering with z outliers in RD, and |P | = n; parameters
η, δ, ξ ∈ (0, 1).
1. Randomly sample a set S of max{ 3k
δ21
log 2k
η
, 8k
ξ21(1−δ) log
2k
η
} points from P .
2. Let k′ = 1
η
2
k
|S|, and solve the (k + k′)-means clustering on S by using any existing approximation
algorithm. Denote by H the set of resulting cluster centers.
Output H.
Theorem 3. Suppose that the approximation algorithm used in Step 2 of Algorithm 3 yields a
clustering cost at most c times the optimal cost with c > 1. With probability at least (1− η)3,
the set of cluster centers H returned by Algorithm 3 results in a clustering cost ∆−z2 (P,H) at
most α∆−z2 (P,O
∗) + βξL2, where α = (2 + (4 + 4c)1+δ1−δ) and β = (4 + 4c)1+δ1−δ .
Remark 3. For simplicity, we can use the popular k-means++ algorithm [3] which yields an
O(log k)-approximation in Step 2 of Algorithm 3; we can also run the seeding procedure of
k-means++ O(k) steps (i.e., output O(k) cluster centers) so as to reduce the approximation
ratio O(log k) to O(1) [1]. If we use this algorithm of [1] and simply set δ = η = 1/2, then
α = β = O(1) (i.e., ∆−z2 (P,H) ≤ O(1)∆−z2 (P,O∗) + O(1)ξL2), and the sample size |S| =
O( k
ξ21
log k); moreover, the number of returned cluster centers |H| = O(k + log k
ξ2
) if 12 = Ω(1).
4.1 Proof of Theorem 3 and Its Extensions
The following lemma can be directly obtained via the Hoeffding’s inequality (each ||q − o∗j ||2
can be viewed as a random variable between 0 and 4L2) [2].
Lemma 3. We fix a cluster C∗j . Given η, ξ ∈ (0, 1), if one uniformly selects a set T of 8ξ2 log 2η
or more points at random from C∗j ,∣∣∣∣ 1|T |∑
q∈T
||q − o∗j ||2 −
1
|C∗j |
∑
p∈C∗j
||p− o∗j ||2
∣∣∣∣ ≤ ξL2 (7)
with probability at least 1− η.
Lemma 4. If one uniformly selects a set S of max{ 3k
δ21
log 2kη ,
8k
ξ21(1−δ) log
2k
η } points at random
from P , ∑
q∈S∩C∗j
||q − o∗j ||2 ≤ (1 + δ)
|S|
n
( ∑
p∈C∗j
||p− o∗j ||2 + ξ|C∗j |L2
)
(8)
for 1 ≤ j ≤ k, with probability at least (1− η)2.
Proof. Suppose |S| = max{ 3k
δ21
log 2kη ,
8k
ξ21(1−δ) log
2k
η }. According to Lemma 1, |S| ≥ 3kδ21 log 2kη
indicates that |S ∩ C∗j | ≥ (1 − δ)
|C∗j |
n |S| ≥ (1 − δ) 1k |S| for each 1 ≤ j ≤ k; further, |S| ≥
8k
ξ21(1−δ) log
2k
η implies that |S ∩ C∗j | ≥ (1− δ) 1k |S| ≥ 8ξ2 log 2kη . By Lemma 3, we know that∣∣∣∣ 1|S ∩ C∗j |
∑
q∈S∩C∗j
||q − o∗j ||2 −
1
|C∗j |
∑
p∈C∗j
||p− o∗j ||2
∣∣∣∣ ≤ ξL2 (9)
with probability at least 1− η for each 1 ≤ j ≤ k (via taking the union bound). From (9) we
know that ∑
q∈S∩C∗j
||q − o∗j ||2 ≤ |S ∩ C∗j |
( 1
|C∗j |
∑
p∈C∗j
||p− o∗j ||2 + ξL2
)
≤ (1 + δ) |C
∗
j |
n
|S|( 1|C∗j |
∑
p∈C∗j
||p− o∗j ||2 + ξL2
)
by Lemma 1
= (1 + δ)
|S|
n
( ∑
p∈C∗j
||p− o∗j ||2 + ξ|C∗j |L2
)
. (10)
So we complete the proof.
To prove Theorem 3, we need to define a transformation on Popt. For each point p ∈ C∗j ,
we transform it to o∗j ; overall, we generate a new set of n − z points locating at {o∗1, · · · o∗k},
where each o∗j has |C∗j | overlapping points. Let p˜ and P˜opt denote the transformed point and
point set of p and Popt, respectively. We also let Sopt = S ∩ Popt, and define S˜opt as the point
set generated by the same transformation on Sopt. Given two point sets Q and M ⊂ RD, we
use Cost(Q,M) to denote the clustering cost of Q by taking M as the cluster centers, i.e.,
Cost(Q,M) =
∑
q∈Q mint∈M ||q − t||2. Then, we have the following lemmas.
Lemma 5. Cost(Sopt, O
∗) ≤ (1 + δ) |S|n (n− z)
(
∆−z2 (P,O
∗) + ξL2).
Proof. Since Cost(Sopt, O
∗) =
∑k
j=1
∑
q∈S∩C∗j ||q−o
∗
j ||2 and∆−z2 (P,O∗) = 1n−z
∑k
j=1
∑
p∈C∗j ||p−
o∗j ||2, Lemma 4 implies that
Cost(Sopt, O
∗) =
k∑
j=1
∑
q∈S∩C∗j
||q − o∗j ||2
≤ (1 + δ) |S|
n
k∑
j=1
( ∑
p∈C∗j
||p− o∗j ||2 + ξ|C∗j |L2
)
= (1 + δ)
|S|
n
(n− z)(∆−z2 (P,O∗) + ξL2). (11)
Lemma 6. Cost(S˜opt, H) ≤ (2 + 2c)Cost(Sopt, O∗).
Proof. We fix a point q ∈ Sopt, and assume that the nearest neighbors of q and q˜ in H are ht
and ht˜, respectively. Then, we have
||q˜ − ht˜||2 ≤ ||q˜ − ht||2 ≤ 2||q˜ − q||2 + 2||q − ht||2 (12)
via the triangle inequality. Therefore,∑
q∈Sopt
||q˜ − ht˜||2 ≤ 2
∑
q∈Sopt
||q˜ − q||2 + 2
∑
q∈Sopt
||q − ht||2,
=⇒ Cost(S˜opt, H) ≤ 2Cost(Sopt, O∗) + 2Cost(Sopt, H). (13)
Moreover, since Sopt ⊆ S and H yields a c-approximate clustering cost of the (k + k′)-means
clustering on S, we have
Cost(Sopt, H) ≤ Cost(S,H) ≤ c ·W, (14)
where W is the optimal clustering cost of (k + k′)-means clustering on S. Note that the set
O∗ of k cluster centers together with the k′ outliers (the farthest k′ points of S to O∗) also
form a solution for (k + k′)-means clustering on S; namely, S is partitioned into k + k′ clusters
where each of the k′ outliers is a cluster with a single point. Obviously, such a clustering yields
a clustering cost (|S| − k′)∆−k′2 (S,O∗). Consequently,
W ≤ (|S| − k′)∆−k′2 (S,O∗). (15)
Also, Lemma 2 shows that S contains at most k′ points from P \ Popt, i.e., |Sopt| ≥ |S| − k′.
Thus, Cost(Sopt, O
∗) ≥ (|S| − k′)∆−k′2 (S,O∗). Together with (13), (14), and (15), we have
Cost(S˜opt, H) ≤ (2 + 2c)Cost(Sopt, O∗).
Lemma 7. Cost(P˜opt, H) ≤ 11−δ n|S|Cost(S˜opt, H).
Proof. From the constructions of P˜opt and S˜opt, we know that they are overlapping points
locating at {o∗1, · · · , o∗k}. From Lemma 1 (), we know that |S ∩ C∗j | ≥ (1 − δ)
|C∗j |
n |S|, i.e.,
|C∗j | ≤ 11−δ n|S| |S ∩ C∗j |. Overall, we have
Cost(P˜opt, H) =
k∑
j=1
|C∗j |
(
dist(o∗j , H)
)2
≤ 1
1− δ
n
|S|
k∑
j=1
|S ∩ C∗j |
(
dist(o∗j , H)
)2
=
1
1− δ
n
|S|Cost(S˜opt, H). (16)
Now, we are ready to prove Theorem 3. Note that (n−z)∆−z2 (P,H) actually is the |H|-means
clustering cost of P by removing the farthest z points to H, and |Popt| = n − z. So we have
(n− z)∆−z2 (P,H) ≤ Cost(Popt, H). Further, by using a similar manner as proving (13), we have
Cost(Popt, H) ≤ 2Cost(Popt, O∗) + 2Cost(P˜opt, H). Therefore,
∆−z2 (P,H) ≤
2
n− z
(
Cost(Popt, O
∗) + Cost(P˜opt, H)
)
≤ 2
n− z
(
Cost(Popt, O
∗) +
1
1− δ
n
|S|Cost(S˜opt, H)
)
by Lemma 7
≤ 2
n− z
(
Cost(Popt, O
∗) +
1
1− δ
n
|S|(2 + 2c)Cost(Sopt, O
∗)
)
by Lemma 6
≤ 2
n− z
(
Cost(Popt, O
∗) +
1 + δ
1− δ (2 + 2c)(n− z)
(
∆−z2 (P,O
∗) + ξL2)) by Lemma 5
=
(
2 + (4 + 4c)
1 + δ
1− δ
)
∆−z2 (P,O
∗) + (4 + 4c)
1 + δ
1− δ ξL
2, (17)
where the last equality comes from the fact Cost(Popt, O
∗) = (n− z)∆−z2 (P,O∗). The success
probability (1− η)3 comes from Lemma 4 and Lemma 2 (note that Lemma 4 already takes into
account of the success probability of Lemma 1 ). Thus, we obtain Theorem 3.
Extensions. The result of Theorem 3 can be easily extended to k-median clustering with
outliers in Euclidean space by using almost the same idea, where the only difference is that we can
directly use triangle inequality in the proof (e.g., (12) is replaced by ||q˜−ht˜|| ≤ ||q˜−q||+||q−ht||);
the coefficients α and β are reduced to be
(
1 + (1 + c)1+δ1−δ
)
and (1 + c)1+δ1−δ , respectively. For
the algorithm of (k + k′)-median clustering used in Step 2 of Algorithm 3, we can apply the
bi-criteria (O(1), O(1))-approximation algorithm proposed by Indyk [26] (the algorithm was
further improved by Chen [13]).
To consider metric k-median/means clustering with outliers, we should keep in mind that
the cluster centers can only be selected from the vertices of X. However, the optimal cluster
centers O∗ = {o∗1, · · · , o∗k} may not be contained in the sample S, and therefore we should
have some modification. We observe that the sample S contains a set O′ of vertices close to
O∗ with certain probability. Specifically, for each 1 ≤ j ≤ k, there exists a vertex o′j ∈ O′ such
that d(o′j , o
∗
j ) ≤ O(1) × 1|C∗j |
∑
p∈C∗j d(p, o
∗
j ) (or
(
d(o′j , o
∗
j )
)2 ≤ O(1) × 1|C∗j |∑p∈C∗j (d(p, o∗j ))2)
with constant probability (this claim can be easily proved by using the Markov’s inequality).
Consequently, we can use O′ to replace O∗ in our analysis, and obtain the similar result as
Theorem 3; the coefficients α and β will be both O(c1+δ1−δ ).
5 Boosting Success Probability and Determining Clustering Memberships
The parameter η determines the success probabilities of our algorithms. In particular, as
mentioned in Remark 2, we cannot set η too small to guarantee “ 12 >
1
η(1−δ)” in Algorithm 2.
To satisfy this requirement, we need to set η large enough and therefore the success probability
could be low. In fact, we can run the algorithm multiple times so as to achieve a higher success
probability; for example, if η = 0.8 and we run the algorithm 50 times, the success probability
will be 1− (1− (1− 0.8)2)50 ≈ 87%. Suppose we run the algorithm (Algorithm 1, 2, or 3) m > 1
times and let H1, · · · , Hm be the set of output candidates. The remaining issue is that how to
select the best one; that is, we need to select the one achieving the smallest objective value
among all the candidates.
A simple way is to directly scan the whole dataset in one-pass. When reading a point
p from P , we calculate its distance to all the candidates, i.e., dist(p,H1), · · · , dist(p,Hm);
after scanning the whole dataset, we have calculated the clustering costs ∆−z∞ (P,Hl) (resp.,
∆−z1 (P,Hl) and ∆
−z
2 (P,Hl)) for 1 ≤ l ≤ m and return the best one. Moreover, a by-product of
this operation is that we can determine the clustering memberships of data points simultaneously.
When calculating dist(p,Hl) for 1 ≤ l ≤ m, we record the index of its nearest cluster center in
Hl; finally, we can also return the corresponding clustering memberships after selecting the best
candidate.
We are aware of the sampling method proposed by Meyerson et al. [35] for estimating
k-median clustering cost; but it will induce an error on the number of outliers for our clustering
with outliers problems. As mentioned in Section 1, the sampling based ideas in [10,24] also have
the same issue.
6 Experiments
All the experimental results were obtained on a Windows workstation with 2.8GHz Intel(R)
Core(TM) i5-840 and 8GB main memory; the algorithms are implemented in Matlab R2018a
and the codes are included in our Supplement. We test our algorithms on both synthetic and
real datasets. To evaluate the performance, we use several baseline algorithms. For k-center
clustering with outliers, we consider three existing algorithms: the approximation algorithm
3-app-Charikar [9], streaming algorithm 4-app-MK [33], and parallel algorithm 13-app-
Malkomes [32]. The algorithm 13-app-Malkomes partitions the dataset into m ≥ 1 parts,
and runs (k + z)-center clustering [19] for each part; then each part sends the resulting k + z
centers with appropriate weights to the central server; finally, the central server runs a modified
(a) (b)
(c) (d)
Fig. 3: The objective values of our algorithms and the baselines; for (a) and (c), we normalize
the objective values over the values obtained by Algorithm 1; for (b) and (d), we normalize the
objective values over the values obtained by Algorithm 3 with β = 4.
version of 3-app-Charikar on the collected m(k+z) points so as to achieve a 13-approximation
solution. To make a fair comparison, we set m = 1 for 13-app-Malkomes in our experiments.
For k-means clustering with outliers, we consider the heuristic algorithm k-means−− [11] and
local search algorithm LocalSearch [22].
Datasets. For the synthetic datasets, we set n = 104, D = 102, z = 1%n, and k = 20. We
randomly generate k points as the centers inside a hypercube of side length 400; around each
center, we generate a cluster of points following a Gaussian distribution with variance 10; we
keep the total number of points to be n− z; to study the performance of our algorithms with
respect to the ratio 12 , we vary the size of the smallest cluster appropriately for each synthetic
dataset; finally, we uniformly generate z outliers at random outside the minimum enclosing
balls of these k clusters.
Moreover, we choose 4 real datasets from UCI machine learning repository [16]. Covertype
has 5 clusters with 575000 vectors in R54. ESR has 5 clusters with 12000 vectors in R178.
Poking Hand has 4 clusters with 995000 vectors in R10. Shuttle has 3 clusters with 59000
vectors in R9. Similar to the synthetic datasets, we uniformly generate 1% outliers at random
outside the minimum enclosing balls of the clusters for each real dataset.
Settings. For each dataset, we run our algorithms and the baseline algorithms 10 trials
and report the average results. We set η = 0.1 for Algorithm 1 and 3, and δ, ξ = 0.2 for
Algorithm 3. For Algorithm 2, we set the values of η and δ based on Remark 2, i.e., η >
√
2
1
and δ < 1−
√
2
1
; we run Algorithm 2 a proper number of times for each instance to guarantee
the success probability to be 0.8 (as discussed in Section 5). Since Algorithm 1 and 3 both
output more than k cluster centers, we define the ratio β = |H|k to evaluate the results. For
Algorithm 1, we set k′ strictly following the theoretical value 1η
2
k |S|, and the ratio β is less than
6. For Algorithm 3, we use the k-means++ seeding in Step 2 (as discussed in Remark 3); we do
not strictly follow the (overly conservative) theoretical value to determine the size of H, instead,
we keep the ratio β to be {1, 2, 3, 4} (that is, we run the k-means++ seeding {k, 2k, 3k, 4k}
steps, respectively).
Results. The obtained objective values of our and the baseline algorithms are shown in
Figure 3; the running times are shown in Table 1 and 2. For k-center clustering with outliers,
Figure 3a and 3c show that our algorithms and the three baseline algorithms achieve similar
objective values on the synthetic and real datasets in general (we run Algorithm 2 on the
synthetic datasets with 12 > 1 only; we do not run 3-app-Charikar on the real datasets
due to its high complexity). For k-means clustering with outliers, Figure 3b and 3d show that
Algorithm 3 can achieve the results close to the best of the two baseline algorithms when β ≥ 3.
From Table 1 and 2, we can see that our algorithms take significantly lower running times
than the baseline algorithms in general; the only exception is the synthetic dataset with 12 = 2
for Algorithm 2, where we believe the reason is that Algorithm 2 needs to run a large enough
number of times (as discussed in Section 5).
Table 1: Running time (s) on synthetic datasets
1/2 = 0.6 0.8 1 2 4 8
Algorithm 1 0.405 0.241 0.221 0.135 0.107 0.102
Algorithm 2 None None None 17.644 1.012 0.601
4-app-MK 6.348 6.962 7.636 5.268 5.662 5.657
13-app-Malkomes 94.697 89.123 89.222 89.068 89.217 89.11
3-app-Charikar 119.232 111.686 120.227 115.977 119.545 123.567
Algorithm 3 β = 1 0.535 0.357 0.350 0.164 0.127 0.113
Algorithm 3 β = 2 0.837 0.500 0.369 0.238 0.177 0.167
Algorithm 3 β = 3 0.851 0.745 0.492 0.356 0.225 0.212
Algorithm 3 β = 4 1.038 0.860 0.677 0.429 0.290 0.287
k-means−− 17.625 10.397 13.419 19.572 13.597 12.255
LocalSearch 99.151 98.872 98.800 77.966 82.503 113.124
Table 2: Running time (s) on real datasets
Real datasets Covtype ESR Poking Hand Shuttle
Algorithm 1 0.268 0.020 0.122 0.012
Algorithm 2 1.880 0.047 0.407 0.045
4-app-MK 3989.740 1.086 11.251 17.807
13-app-Malkomes 84841.069 13.607 30031.876 455.015
Algorithm 3 β = 1 0.356 0.026 0.201 0.013
Algorithm 3 β = 2 0.520 0.055 0.280 0.123
Algorithm 3 β = 3 0.470 0.041 0.367 0.181
Algorithm 3 β = 4 0.551 0.067 0.271 0.164
k-means−− 37.864 1.529 340.808 0.494
LocalSearch 6222.443 5.726 16258.150 21.682
7 Conclusions
In this paper, we propose a practical framework for solving the problems of center-based
clustering with outliers. To explain the effectiveness of random sampling in our framework,
we introduce the significance criterion for datasets and prove the quality guarantees based on
this criterion. The experimental results suggest that our framework can achieve comparable
performance but with much lower time complexity with several well known baseline algorithms.
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