Knowledge of particle deposition is relevant in biomedical engineering situations such as computational modeling of aerosols in the lungs and blood particles in diseased arteries. To determine particle deposition distributions, one must track particles through the¯ow ®eld, and compute each particle's distance to the wall as it approaches the geometric surface. For complex geometries, unstructured tetrahedral grids are a powerful tool for discretizing the model, but they complicate the particle-to-wall distance calculation, especially when non-linear mesh elements are used. In this paper, a general algorithm for ®nding minimum particle-to-wall distances in complex geometries constructed from unstructured tetrahedral grids will be presented. The algorithm is validated with a three-dimensional 90°bend geometry, and a comparison in accuracy is made between the use of linear and quadratic tetrahedral elements to calculate the minimum particle-to-wall distance. Ó
Introduction
Predictions of particle deposition are relevant in biomedical engineering situations involving laminar and turbulent¯ow. Examples include deposition of aerosols in lung bifurcations [1, 2] , and deposition of blood particles in stenosed and/or branching arteries [3, 4] . In lung bifurcations, localized enhanced aerosol deposition has been related to clinically observed incidences of bronchogenic carcinomas [5] . In stenosed arteries, locally enhanced platelet or monocyte deposition on the artery walls may lead to thrombosis and/or plaque development [6±8] . To quantify the distribution of particle deposition using computational models, each point particle (with`v irtual radius'' r p ) must be tracked through the computational¯ow ®eld, and deposition is assumed to occur if the particle's trajectory comes within a distance r p to the wall. One approach that may be used to determine whether a particle has intercepted the wall is to reduce the wall www.elsevier.com/locate/apm distances by a particle diameter and check to see if the particle remains within the diameter-reduced model. This approach was taken in work quantifying aerosol particle deposition in bronchial bifurcations [1±3, 9, 10] . In these studies, the bronchial bifurcation geometries were constructed from a parent branch and two daughter branches that were approximated mathematically by three straight-tube sections joined by a central zone. Although this method works well in geometries de®ned mathematically by a set of parameters, it would be computationally intensive to carry out in complex geometries that cannot be divided into a small set of parametrically de®ned regions. Another drawback of this method is that the particle-to-wall distances are not explicitly calculated. As a result, additional coordinate transformation computations are necessary if one wants to extend the simulation to more complex situations involving, for example, particles rolling along the model boundary.
Another approach to determine whether a particle has intercepted the wall is to compute the distance of the particle to the wall as it approaches the surface geometry. However, due to computational discretization of the surface, one must address the problem of ®nding the surface face having a point on its surface that is closest to the particle. For a simple geometry represented by a structured mesh of hexahedral elements, this problem is trivial since the surface face that is closest to the particle will simply be a wall face of the element in which the particle resides. Moreover, if the structured mesh is composed of linear elements the surface geometry will be approximated by¯at faces, and in this case a simple analytic formula for computing the minimum distance between the particle and the¯at surface may be used [11] . However, for a complex geometry consisting of sharp bends and/or high curvatures, it may be necessary to compute the particle's distance to the wall in an unstructured mesh composed of (possibly superlinear) tetrahedral elements.
With advances in digital medical image processing and analysis techniques, computational models constructed for anatomically realistic geometries are becoming more common [12] . Thesè`r ealistic'' models usually have very complex geometries that cannot be represented by a set of mathematical parameters and are dicult to discretize with a structured mesh. In these situations, an unstructured tetrahedral element mesh permits an alternative approach that easily accommodates the complex geometric domains. However, in using an unstructured ± and, in some cases, nonlinear ± grid [13] to subdivide the geometry, the particle-to-wall distance calculation is no longer trivial.
In this paper, a method is presented for calculating a particle's distance to complex surfaces represented by linear and quadratic surface faces derived, respectively, from unstructured meshes composed of linear and quadratic tetrahedral ®nite elements. A general algorithm for determining the ®nite element surface face that contains the point closest to the particle position is also presented. To verify the algorithms and compare linear and quadratic surface approximations for unstructured meshes, particles are tracked through an analytical velocity ®eld de®ned on a threedimensional 90°bend geometry. de®ned on an open set D of R 2 , the minimum distance between the surface and a point particle at position p * not lying on the surface may be found by minimizing
Minimum particle-to-wall distance
with respect to the parameters u and v. However, if the parametric surface is approximated by many unstructured piecewise continuous surface faces the problem of ®nding the minimum distance of p * to the surface is no longer as straightforward as simply evaluating (1) . For this discrete case, one must: 1. Find the set of surface faces that form a surface patch that contains a point that is closest to the point particle. Such a surface patch will be thought of as``covering'' the point particle. (Fig. 1 ). 2. Calculate (using (1)) the minimum distance between the point and each surface face that covers the point. 3. Determine the smallest of all these distances. This value will be the closest distance between the point and the surface. The algorithm presented below for step (1) is a general method that may be applied to any 2-D surface face type. The minimization method presented for step (2) is also general, however the detailed calculations of the minimization depend on the nature of the surface faces used to discretize the surface. An unstructured 3-D mesh is most commonly composed of tetrahedral elements, and a subdivision of the geometry with these elements creates a surface consisting of contiguous triangular surface faces. Hence, as an example of the above calculation the case of computing the distance of a point to a surface that has been subdivided into contiguous triangular surface faces that bound an arbitrary 3-D tetrahedral mesh geometry will be considered.
Patch ®nding algorithm
Let S i denote a surface face on the wall of the mesh and let the set M fS 1 ; S 2 ; . . . ; S m g denote the patch of surface faces that cover the point particle p * i x p ; y p ; z p within the mesh. In addition, let q * i x q i ; y q i ; z q i denote the point on surface face S i that is closest to p * i . As mentioned above, the ®rst step to calculating the minimum distance of a point to a surface is to ®nd the patch M. If the point particle's``virtual radius'' r p is much smaller than the smallest distance between two connected nodes in the mesh, then the particle-to-wall distance calculation is only performed if the particle lies within a wall element (i.e., a volume element that has at least one node attached to the wall). This is usually the case for particle sizes of interest in the bronchial or arterial models. Hence, for a ®nite element mesh composed of tetrahedral elements and triangular surface faces, M will be determined by applying the following algorithm: is a point on the surface that is closest to p * .
Case 1: The wall element within which p * resides has only one node g 1 on the wall ( Fig. 2(a) ).
Carry out steps 1±5 below. (b) The wall element e j within which p * resides has several nodes on the wall that de®ne the surface face g 1 g 2 g 3 . point on the surface that gives the minimum distance to p * will lie on the curve at the base of the surface of the concave volume, and this curve will form the patch covering the point. Proceed with steps 6 and 7. 6. Find nodes attached to g c that de®ne edges on the surface faces S i containing g c . 7 . Determine the closest distance of p * to each edge, and keep the smallest distance.
Case 2: The wall element within which p * resides has several nodes on the wall that de®ne a surface face S e (Fig. 2(b) ). 1. Find the corner node of surface face S e that is closest to the point p * . 2. Calculate the point q * i on each of the surface faces S i attached to this corner node. 3. Repeat steps 3±5 in Case 1.
3. Minimum particle-to-wall distance calculations and surface face checks
Determining whether a particle is within an element
The global coordinates x * x; y; z de®ne a computational mesh that subdivides a geometry and forms the physical or global space. To ®nd the location of a point particle p * that is being tracked through this global space one must ®rst locate the element that contains the particle. To do this, the particle's global coordinates and the nodes of the element in question are mapped to a natural or local (non-dimensional) coordinate system a; b; c (Fig. 4) . Four nodal coordinates are used to de®ne a linear tetrahedral element, and the mapping from local to global coordinates is given by:
where x * i x i ; y i ; z i ; i 1; 2; 3; 4, represent the nodal coordinates. Eq. (2) can be inverted analytically because it does not have any non-linear terms. In the case of quadratic tetrahedral elements, 10 nodal coordinates are used to specify an element, and the mapping from local to global coordinates is given by: (Fig. 5 ). Eq. (3) is non-linear, and hence must be inverted numerically. Once Eq. (2) or (3) are inverted and the local coordinates a; b; c are evaluated, one may proceed to determine whether a particle lies within an element.
In order for particle p * to lie within an element, its local coordinates must satisfy a set of conditions (which depend on the de®ned global to local coordinate mapping). For a tetrahedral mesh whose mapping is de®ned by Eq. (2) or (3), the following four conditions must be valid for p * to lie within the tetrahedron: 0 6 a 6 1 : 0 6 b 6 1 : 0 6 c 6 1 :
Condition (5) may be used to determine whether a particle has landed in a wall element.
3.2. Minimum distance of a particle to a wall face represent a surface face parameterized by local coordinates u; v, then the minimum distance between the surface face and a point particle p * may be found by minimizing
with respect to u; v. That is, the minimum of d e occurs when rd e 0, where r o=ou; o=ov is the gradient operator. In the case of tetrahedral elements, each face may be parameterized in terms of two of the three local coordinates a; b; c (Fig. 5) .
To illustrate this minimization procedure let us consider the case of quadratic tetrahedral elements. The parametric equation for a surface of a quadratic tetrahedral element may be obtained by collapsing the mapping described by Eq. (3) to one of the four faces. For example, for face 3 in To ®nd the minimum distance of p * to this face, Eq. (8) is substituted into (7) with u; v a; c,
and d e is minimized with respect to a; c.
In general, for a given tetrahedral face that lies on the surface of the geometry, Eq. (3) reduces to an equation of the form (11) and (12) cannot be solved analytically, Newton's method for nonlinear equations is used to ®nd the local coordinates u; v. The initial local coordinate guess is taken to be the projection of the particle's local coordinates p * H (mapping of p * given by Eq. (3)) onto the wall face. With this initial guess, convergence of the local coordinates occurs in one to ®ve iterations and typically in three. The global coordinates of the closest point x * e on the wall face to the particle p * are found by transforming u; v to the global coordinate system using Eq. (9) . In order for the global coordinate x * e to lie on the global surface face the corresponding local coordinates u; v must satisfy condition (5) (that is, 0 6 u 6 1, 0 6 v 6 1, and 0 6 1 À u À v 6 1). If this condition is satis®ed, the surface face lies above (covers) the point. Finally, the Euclidean distance from x * e to p * is calculated using the square root form of Eq. (7).
Numerical validation and results
To verify the wall distance calculation codes, and to compare the accuracy of approximating a curved surface with quadratic as opposed to linear surface faces, the following 3-D geometry (Fig. 6) was de®ned: 1 6 r 6 5; 0 6 h 6 p=2; 13
where r x 2 y 2 p , and h arctany=x. On this 90°bend geometry an analytic velocity ®eld given by
Àk cos h; 0; 14 where k 0:003, was imposed. The above geometry (13), and velocity ®eld (14) were chosen so that a particle seeded within the geometry would be passively advected along a constant radial path (Fig. 7) . In this way, the particle's distance from the curved walls is known to be constant along its trajectory, and deviations in the particle wall distance calculations could be computed easily. In addition, the above geometry (13) , allows one to compare the particle-to-wall distance calculation for two dierent surface curvatures (high curvature at r 1:0, lower curvature at r 5:0). The velocity ®eld was chosen to have a constant magnitude in order to yield identical particle trajectories for the linear and quadratic meshes. In doing this, the wall distance calculations depend only on the order of surface face (quadratic or linear) used to approximate the surface geometry, and a meaningful comparison between the two surface face types may be made.
To test the wall distance algorithm, quadratic and linear tetrahedral meshes for the 90°bend geometry were constructed. The linear meshes were derived from a subdivision of the quadratic meshes [14] , and each linear mesh contained eight times the number of elements of the corresponding quadratic mesh from which it was derived. The total number of nodes in the meshes varied from 3972 to 113702 with corresponding nodal densities varying from 134 nodes per unit volume to 3840 nodes per unit volume (Fig. 6) .
For each mesh, 25 particles were seeded equally spaced along the z-axis fz 0:15; 0:20; . . . ; 1:35g above the lower wall at x * 0:0; 1:003; z, and below the upper wall at Fig. 6 . Sample 90°bend meshes for various nodal densities ranging from the lowest to the highest. x * 0:0; 4:997; z. The particle paths were calculated using the fourth-order Runge±Kutta method to solve the dierential equation:
where u * is given by Eq. (14) . The time interval used for a given Runge±Kutta integration step was always chosen such that the particles traveled a ®xed distance of 3 Â 10 À3 units with each step along the velocity ®eld. Also, since u * is only known at the nodes of a mesh, the velocity of a particle at each Runge±Kutta integration step was found by spatially interpolating the velocity ®eld from the known nodal velocities. Since the velocity ®eld is de®ned such that a particle traces a constant radial path, it is known that particles seeded at radial distances of 1.003 and 4.997 units will trace paths that are 0.003 units away from the lower and upper surfaces, respectively (Fig. 7) . In our numerical experiments, the algorithms described in this paper were used to compute the particle-to-wall distances for the lower and upper surfaces of the 90°bend. To determine the accuracy of the wall distance calculation, the average percentage wall distance error Cross-sectional slice of 90°bend geometry at z 0:15. The equally spaced points just above the inner radius, r 1:0, and below the outer radius, r 5:0, illustrate the particle trajectories used in the numerical validation. The velocity ®eld j v * j 0:003 is also shown.
was computed. In Eq. (16), D true represents the true distance of a particle to the surface (0.003 units in this case), and D comp represents the average computed distance of the particles to one of the surfaces. To compute D comp for a given surface (lower or upper), each particle's distance to the surface was calculated at equal intervals of 0.03 units as they traveled along their trajectories. Next, for each surface, the average of all the particle-to-wall distances was calculated.
To illustrate the dependence of the wall distance error on mesh resolution, D error was plotted as a function of increasing average nodal density (average number of nodes per unit volume) (Fig. 8) .
Due to surface discretization, one expects that the particle-to-wall distances will be overestimated for particles traveling above the lower surface and underestimated for particles traveling below the upper surface resulting in positive and negative percentage wall distance errors, respectively. This is what was have obtained in our results (Fig. 8) . From the linear mesh results in Fig. 8 , one also observes that the percentage wall distance error is consistently larger for particles tracked just above the more highly curved lower surface, than for particles tracked just below the less curved upper surface. This is also expected since, for uniform element density, the discrete surface approximation will be better for lower curvatures, than for higher curvatures. In addition, it is observed, as expected, that in all the cases D error approaches zero as the average nodal density increases. Typical average nodal densities used in physiological models, for example the carotid artery bifurcation [13] , vary from about 80 nodes per unit volume in the less re®ned regions to about 600 nodes per unit volume in the more re®ned regions. From Fig. 8 , one sees that in this range of nodal densities the absolute value of D error is between 1% and 2% for quadratic meshes and between 15% and 150% for linear meshes. Hence the average particle-to-wall distance errors are signi®cantly smaller when quadratic surfaces are used.
Discussion and conclusion
Most ®nite element and ®nite volume CFD codes use linear elements, either tetrahedral or hexahedral, in which case, as mentioned above, it is trivial to compute the distance from a particle to the wall. FIDAP, a commercial ®nite element CFD code that does support quadratic elements, is capable only of detecting whether a particle has left the computational domain. In this case the user may ignore the particle altogether, have the particle deposited at the wall, or have it ricochet back into the domain [15] . In the present study, an ecient searching technique is presented for detecting not only when a particle has left the domain, but also when that particle is within a userspeci®c distance to the wall. This is particularly useful, for example, when tracking particles in the near wall region referred to as the``numerical boundary layer'' [9, 16] , where even small perturbations to the velocity vector (i.e., below convergence level or even within¯oating point error) can spuriously deposit a particle travelling along a near-wall streamline. Using the techniques described in this paper, such spurious depositions can be eliminated by convecting particles traveling within a ®xed distance to the wall using only the component of the velocity vector instantaneously tangent to the wall. Admittedly, the quadratic particle-to-wall distance calculation involves more operations than the corresponding calculation for the linear case. However, one can signi®cantly reduce the time spent in calculating particle-to-wall distances for a given particle trajectory, by reducing the number of particle-to-wall distance checks. This may be done by allowing a particle within a wall element to travel ®xed distances, DS i , between successive checks, where i 1 to the total number of particle checks for a given trajectory. The distance DS i traveled between successive checks will depend on the particle-to-wall distance found at each check. For example, if D i is the particle's distance from the wall as determined from the ith check and r p is the particle radius, then a particle may safely travel a distance DS i D i À r p in any direction before the next check must be made. In addition, it is important to note that the particle-to-wall distance calculation is performed for only a small percentage of the total number of particles seeded. For example, in our experience with particle deposition studies in the carotid artery bifurcation models it has been observed that for particle sizes of interest (0:5 Â 10 À3 to 2:5 Â 10 À3 radial units) only 3±4% of the total number of particles seeded come within a radial distance to the artery wall. Hence, this fact coupled with the ecient particle-to-wall distance checking scheme described above, leads to CPU times for particle deposition runs in quadratic meshes being comparable to those using linear meshes. This is because most of time is spent tracking the particles, and relatively little time is spent performing the particle-to-wall distance calculation. One may therefore conclude that for the large accuracy gained and only small computational eciency lost, it is worth retaining quadratic surfaces to calculate particle-to-wall distances when quadratic ®nite element meshes are employed.
