Abstract-We consider the classic problem of network reliability. A network is given together with a source vertex, one or more target vertices and probabilities assigned to each of the edges. Each edge appears in the network with its associated probability and the problem is to determine the probability of having at least one source-to-target path. This problem is known to be NPhard for general networks and has been solved for several special families.
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In this work we present a fixed-parameter algorithm based on treewidth, which is a measure of tree-likeness of graphs. The problem was already known to be solvable in linear time for bounded treewidth, however the known methods used complicated structures and were not easy to implement. We provide a significantly simpler and more intuitive algorithm that while remaining linear, is much easier to implement.
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I. INTRODUCTION
Network reliability is an important and well-studied problem with surveys appearing as early as 1983 [1] . The problem has many applications, including analysis and elimination of redundancy in electronic systems and electrical power networks [2] . It was shown to be NP-hard for general graphs [3] and hence researchers turned to solving it in special cases [3] , [1] , such as series-parallel graphs [4] and graphs with limited number of cuts [5] . Genetic [6] , randomized [7] , approximate [8] and Monte Carlo [9] algorithms are studied extensively as well. There are also several algebraic studies of the problem with the goal of obtaining bounds in series-parallel and other special families of graphs [10] , [11] , [12] , [13] . Several variants of the problem are defined [14] , [15] , [16] , and approaches to modify the network for its optimization are also investigated [17] .
A fixed-parameter algorithm solves a combinatorial optimization problem in time polynomial with respect to the size of input but possibly non-polynomially dependent on a specific aspect of its structure, which is called a "parameter" [18] . For example, there are polynomial algorithms for computing minimal cuts in graphs that are exponentially dependent on the size of the resulting cut [19] . Exploiting the additional benefit of having a parameter, parameterized complexity provides finer detail than classical complexity theory [20] .
A well-studied parameter for graphs is the treewidth and many hard problems are shown to have efficient solutions when restricted to graphs with small treewidth [21] , [22] , [23] . Notably, [24] introduces linear algorithms for computing various notions of network reliability on graphs with bounded treewidth.
Many real-world graphs happen to have bounded treewidth, for example control-flow graphs of C and Java programs usually have a treewidth of at most 7 (see [25] , [26] ), leading to applications in static analysis of programming languages [27] , [28] .
Our contribution is providing a new fixed-parameter algorithm for finding the exact value of network reliability in graphs, using treewidth as the parameter. Our algorithm, while remaining linear, is much shorter and simpler than the general framework utilized in [24] .
To the best of our knowledge, graphs with constant treewidth are the most general family of networks for which exact algorithms for computing reliability are found. This family contains trees, series-parallel graphs and outerplanar graphs [29] .
The present paper is organized as follows. First, Section II provides basic definitions of the network reliability problem and reviews the notion of treewidth. Then, Section III, which is the main part of the paper, presents our simple linear algorithm for solving network reliability in graphs with constant treewidth.
II. PRELIMINARIES Network Reliability Problem. A network reliability problem instance is a tuple I = (G, s, T, P) where G = (V, E) is an undirected graph with vertex set V and edge set E, s ∈ V is a "source" vertex and T ⊆ V a set of "target" vertices. P is a function of the form P : E → [0, 1] which assigns a probability to every edge of the graph G. The reliability problem on instance I is then defined as follows: A new graph G s is probabilistically constructed such that its vertex set is V and each edge e ∈ E appears in it with probability P(e). Appearance of the edges are stochastic and independent of each other. The problem is to quantify the probability of having at least one path from the source vertex to a target vertex in G s . Remark. We are describing our approach on undirected graphs, allowing multi-edges and self-loops. It is straightforward to change all the steps of the algorithm to address direcetd graphs as well. Tree Decompositions. We now provide a quick overview of the basics of tree decompositions and treewidth. A much more involved treatment can be found in [19] , [29] . Given an undirected graph G = (V, E), a tree T = (B, E T ) with vertex set B and edge set E T is called a tree decomposition of G if the following four conditions hold:
• Each vertex b ∈ B of the tree T has an assigned set of vertices V (b) ⊆ V . To distinguish vertices of T and G, we call each vertex of T a bag.
• Each vertex appears in some bag, i.e. b∈B V (b) = V .
• Each edge appears in some bag, i.e. ∀{u, v} ∈ E ∃b ∈ B s.t. {u, v} ⊆ V (b). We denote the set of edges that appear in a bag b with E(b). Note that an edge appears in b if and only if both of its vertices do.
• Each vertex v ∈ V appears in a connected subtree of T . More precisely, we let B v to be the set of bags that contain v, then B v must be a connected subtree of T . See Figure 1 for an example. A rooted tree decomposition is a tree decomposition in which a unique bag is specified as "root" and all edges are oriented outwards from the root. Cut Property. Tree decompositions are important for algorithm design because removing the vertices of each bag b from the original graph G cuts it into connected components corresponding to the subtrees formed in T by removing b [29] . We call this the "cut property" and it allows bottom-up dynamic programming algorithms to operate on tree decompositions almost the same way as in trees [23] . We use this property in our algorithm in Section III. Treewidth. If a tree decomposition T has bags of size at most k, then it is called a k-decomposition. Treewidth of a graph G is defined as the smallest k for which a k-decomposition of G exists. Note that in many texts, the treewidth is defined as the smallest such k minus 1. We refrain from adding the −1 in order to keep our formulas simple. For example, trees are precisely the set of graphs with treewidth 2. Intuitively, the treewidth of a graph measures how tree-like it is and graphs with smaller treewidth are more similar to trees. Nice Tree Decomposition. A rooted tree decomposition T = (B, E T ) is called nice if it has the following properties:
• Every non-leaf bag has at most two children.
• Each non-root bag b with parent bag p b is of one of these three types:
-Repeat: b has the same vertex set as its parent, i.e.
We say that b forgets v.
-Introduce: b has precisely one vertex more than its parent, i.e. there is a vertex
We say that b introduces v. Computing a Tree Decomposition. In our algorithm in Section III, when we operate on a graph G, we assume that we are also given a nice decomposition of G as part of the input. This is justified by an algorithm of Bodlaender [30] , that given a graph G and a constant k, decides in linear time whether G has treewidth at most k and if so, produces a k-decomposition of G and another algorithm in [31] that converts a tree decomposition to a nice one. Both of these algorithms operate in linear time and hence cause an at most linear overhead.
III. ALGORITHM FOR NETWORK RELIABILITY
Specification. In this section we provide an algorithm for solving instances of the reliability problem on graphs based on their tree decompositions. The input to the algorithm is an instance I = (G, s, T, P) together with a nice k-decomposition T = (B, E T ) of the graph G. The output is the reliability, i.e. the probability of existence of a path from s to T. Given that the tree decomposition can be rooted at any bag, without loss of generality, we assume that s is in the root bag. We also define n := max{|B|, |V |}. This is justified by an algorithm described in [30] that computes an optimal tree-decomposition in linear time, assuming bounded treewidth. Methodology. Our approach is a type of bottom-up dynamic programming. We first define several numerical variables at each bag and then compute them inductively by knowing values of the same variables for its children in the decomposition.
We now fix our notation and define the notions that will be used by our algorithm. Masks. A mask m on a bag b is a function m : E(b) → { , } that assigns a color (white or black) to each edge of b. Intuitively, white represents the case when the edge is absent in the probabilistic graph G s and black corresponds to its presence. The set of all masks on b is denoted by M b . Probability of a Mask. The probability of a mask m ∈ M b is inherited from the probability of its edges as follows:
Intuitively, this is the probability that the graph G s , formed by the stochastic process described before, matches m. Compatibility of Masks. Two masks m ∈ M b and m ′ ∈ M b ′ are said to be compatible if they agree on every e ∈ E(b) ∩ E(b ′ ), i.e. m(e) = m ′ (e).
Conditional Probability of a Mask. Given two masks m ∈ M b and m ′ ∈ M b ′ , the conditional probability of m ′ given m is defined to be 0 if they are incompatible and the following value otherwise:
(1 − P(e)) .
In other words, P(m ′ |m) is the probability that the stochastically constructed graph G s satisfies m ′ conditioned on knowing that it satisfies m. 
Variables at Each Bag. At each bag b of T , for every set of vertices X ⊆ V (b) and every mask m ∈ M b , we define a variable dp(b, m, X) to be used as follows: Let Y be the set of vertices in V (b) that have a path using edges of G ↓ b to a target vertex in the graph G s . Then at the end of its computation, dp(b, m, X) will store the probability of Y = X conditioned on that G s satisfies m, i.e. assuming all black edges of m appear in G s and no white edge does. In the following, we show (i) how the reliability is obtained according to values of dp(b, m, X)'s, (ii) how these values are determined at leaf bags, and (iii) how dp(b, m, X) can be computed in terms of the values of dp at children of b.
Computing Reliability. Let b r be the root bag of T and s ∈ b r . Then reliability is the probability of reaching a target vertex in G = G ↓ br . Given that every stochastically generated graph matches precisely one mask over b r , this can be written as a weighted sum of dp(b r , m, X)'s in which s ∈ X. Formally, the reliability is:
X∋s dp(b r , m, X).
Complexity Remark 1:
The sum above can be computed in O(2 ( k 2 )+k ) if the values of dp variables are known. This is because there are at most 2 ( k 2 ) different masks. We now turn to the main point of the algorithm, namely computing values of dp variables. and no other vertex does, then dp(b, m, X) = 1 and otherwise dp(b, m, X) = 0. In this case the computation is reduced to a simple reachability problem in G[b, m] which has at most k vertices and is therefore of complexity O(k 2 ), which can be obtained, for example, by a classic depth-first search.
Complexity Remark 2: At each leaf b, we should compute dp(b, m, X) for 2 ( • α 1 , α 2 , . . . , α a are the components that have nonempty intersections with both X and T.
• β 1 , β 2 , . . . , β b are the components that intersect X but not T.
• γ 1 , γ 2 , . . . , γ g are the components that do not intersect X.
Complexity Remark 3:
These components can be computed in O(k 2 ) with a simple reachability algorithm such as depthfirst search.
, then dp(b, m, X) = 0, because it is impossible that a vertex of a connected component has a path to a target and another vertex of that same component does not. Also, if a component γ i contains a target vertex, then dp(b, m, X) = 0, because by definition no vertex outside X should be able to reach a target. If these two cases do not occur, then we compute dp(b, m, X) as follows.
Note that in order for all vertices of X to reach targets, each of the components of the first and second type above must reach a target. Moreover, no other vertex should. We now consider two cases. In order for dp(b ′ , m ′ , X ′ ) to contribute to dp(b, m, X) the following conditions must be met:
• X ′ must be a union of δ i 's, i.e. ∃I ⊆ {1, . . . , d} s.t. X ′ = i∈I δ i . Otherwise, dp(b ′ , m ′ , X ′ ) would be zero.
• There must be no black edge in m and m ′ that connects a vertex in X ′ to a vertex in a γ j . Otherwise, the vertex in γ j reaches a target.
• Using the black edges in m and m ′ , every β j must be connected to X ′ or an α k . Otherwise, this β j cannot reach a target. Note that the vertices in an α i can reach a target vertex in the same α i and hence we do not need to add a condition for them.
For a given m ′ we denote the set of all X ′ satisfying the above conditions by χ m (m ′ ). Now, given that every such X ′ can be used to ensure that all vertices of X reach a target, we have:
Complexity Remark 4:
The sum above can be computed in O(k 2 · 2 2k ). First note that non-compatible masks need not be taken into consideration since their conditional probability is zero and does not contribute to the sum. Given that our tree decomposition is nice, for a mask m there are at most 2 ′ and X ′′ the values of dp(b ′ , m ′ , X ′ ) and dp(b ′′ , m ′′ , X ′′ ) are independent (given that m is fixed). For dp(b ′ , m ′ , X ′ ) and dp(b ′′ , m ′′ , X ′′ ) to jointly contribute to dp(b, m, X) the following conditions must be met:
• X ′ must be a union of δ i 's, i.e. ∃I ⊆ {1, . . . , d} s.t. X ′ = i∈I δ i . This is similar to Case 1. Similarly, X ′′ must be a union of ζ i 's.
• There must be no black edge in m, m ′ and m ′′ that connects a vertex in X ′ ∪ X ′′ to a vertex in a γ j . Otherwise, the vertex in γ j reaches a target.
• Using the black edges in m, m ′ and m ′′ , every β j must be connected to X ′ or X ′′ or an α k . Otherwise, this β j cannot reach a target. For two given masks m ′ and m ′′ we denote the set of all pairs (X ′ , X ′′ ) satisfying the above conditions by χ m (m ′ , m ′′ ). Now, given the independence result above and that every such pair can be used to ensure that all vertices of X reach a target, we can compute dp(b, m, X) as follows:
×   (X ′ ,X ′′ )∈χm(m ′ ,m ′′ ) dp(b ′ , m ′ , X ′ ) · dp(b ′′ , m ′′ , X ′′ )   .
Complexity Remark 5:
The sum above can be computed in O(k 2 · 2 4k ). Given that our tree decomposition is nice, for a mask m there are at most 2 k−1 compatible masks m ′ and 2 Hence, we provided a simple and intuitive linear algorithm for computing network reliability assuming bounded treewidth.
