Introduction
Consider a web portal for an online store. To simplify navigation, merchandise can be grouped into categories. When a new product is introduced, it will be bene¯cial if the system can automatically classify the product in the correct category. This classi¯ cation can be performed based on the description of the product. For example, consider a product with the following text description: ``white sneakers, size 10". If the system contains the knowledge that the terms ``sneakers" and ``athletic shoes" are related, then it can classify the new product in the ``athletic shoes" category. In this article, we show how such semantic knowledge can be stored in a similarity graph and how it can be used to cluster documents based on the meaning of terms in the documents. We also carefully examine the parameters of the algorithm that builds the similarity graph and the algorithm that performs the clustering. The goal is to ¯ne-tune the two algorithms so that the automatic classi¯cation procedure produces results that are as precise as possible.
The problem of semantic document clustering is interesting because it can improve the quality of the clustering result as compared to keywords-matching algorithms. For example, an algorithm of the second type will likely put documents that use di®erent terminology to describe the same concept in separate categories. Consider a scienti¯c document that contains the term ``ascorbic acid" multiple times and a scienti¯c document that contains the term ``vitamin C" multiple times. The documents are semantically similar because ``ascorbic acid" and ``vitamin C" refer to the same organic compound and therefore the clustering algorithm should take this fact into account. However, this will only happen when the close relationship be tween the two terms is stored in the system and used during document clustering. The need for a semantic clustering system becomes even more apparent when the number of documents is small or when they are very short. In this case, it is likely that the documents will not share many words in common and a keywords-matching system will struggle to ¯nd evidence for grouping documents together. In this article, we go even further by using part of the Reuters-21578 benchmark to optimize the clustering algorithm. This is an important step because we want our algorithm to approximate human judgment as closely as possible.
The problem of semantic document clustering is di±cult because it involves some understanding of the meaning of words and phrases and how they relate. Although signi¯cant e®ort has focused on automated natural language processing [9, 10, 24] , current approaches fall short of understanding the precise meaning of human text. In fact, we do not know if computers will ever become as °uent as humans in under standing natural language text. In this article, we do not analyze natural language text and break it down into the parts of speech. Instead, we only consider the words and phrases in the documents and use the similarity graph, which is based on a probabilistic model, to compute the distance between pairs of documents. Note that, as described in the next paragraph, most clustering algorithms rely on a distance metric to cluster the documents.
A traditional keywords-matching algorithm for document clustering falls short because it only considers the words and their frequencies in each document. For example, the popular k-means clustering algorithm [23] starts with k document seeds. It then ¯nds the documents that are closest to each seed using a distance metric. Next, the centroid (i.e., mean) of each cluster is found and then new clusters are created using the centroids as the seeds. The process repeats and it is guaranteed to converge. The algorithm is based on a vector representation of the documents (based on words frequencies) and a distance metric (e.g., the cosine similarity between two document vectors). Unfortunately, this approach will incorrectly compute the sim ilarity distance between two documents that describe the same concept using dif ferent words. It will only consider the common words and their frequencies and it will ignore the meaning of the words. Conversely, our approach adds all the documents to the similarity graph. The distance between a pair of documents is measured by evaluating the paths between them, where a path in the graph can go through several terms that are semantically similar. In this way, we consider not only words, but also phrases (a.k.a. terms) that consist of several words and their meaning. The similarity graph contains directed edges that are labeled with the probabilities that we are interested in the destination node given that we are interested in the source node. Note that this implies that the paths in the graph are directed and creating a sim ilarity metric that is symmetric is not trivial and we need to consider paths in both directions.
When computing the similarity distance between two documents, we aggregate the evidence from all the paths between the ¯rst and the second document. Every path provides additional evidence about the similarity between the two documents. Note that the weight of a path decreases as the length of the path increases because longer paths provide weaker evidence. Since the paths in the graph are directed, we also examine the paths from the second to the ¯rst document and examine how the results can be aggregated. Figure 1 shows the process °ow. Creating the similarity graph involves processing information from WordNet about senses, nouns, verbs, and adjectives. Note that words can have many senses and senses can be represented by several words.
We experimentally validate our document clustering algorithm on the Reuters 21578 benchmark. Out of the 21,578 newswire stories, 11,362 are categorized in one of several categories using human judgment. Since our algorithm is based on hard clustering, that is, every document can belong to at most one category, we consider only the ¯rst human classi¯cation for each document. We split the documents be tween two sets. We use the ¯rst set to optimize the parameters of our algorithms. We use the second set of documents for testing purposes. Speci¯cally, we compare the results from the human judgment to applying the k-means clustering algorithm with Add all Documents to the Similarity Graph Use the similarity graph to compute the distance between two documents. two di®erent distance metrics. The ¯rst is based on the popular cosine similarity metric that compares two documents as the cosine of the angle between their doc ument vectors. The second metric is based on the distance between the documents in the similarity graph. We use di®erent metrics, such as precision, recall, f-score, entropy, and purity, to evaluate how the results from the clustering algorithms compare to those of human judgment. When we apply the second distance metric, we get results that indicate closer similarity to human classi¯cation. This shows that the similarity graph can produce results that more closely match human judgment. The reason is that the similarity graph metric considers the meaning of the words and terms in the documents, while the cosine similarity metric only considers the words and their frequencies. When the parameters of our similarity graph clustering pro cedure are optimized, our algorithm produces even better results as measured by the di®erent metrics.
In what follows, in Sec. 2 we present a brief overview of related research. The next section describes the steps in creating the similarity graph. Our main contribution in this article is that at each step we look at the parameters that are involved and how they a®ect the quality of the clustering algorithm. While Sec. 4 explains how to measure the semantic similarity between terms, Sec. 5 describes how to measure the semantic similarity between documents. Again, we consider what parameters are involved and which values produce the best results. Section 6 describes two algo rithms for clustering documents: using keywords matching and using the similarity graph. Section 7 validates our semantic clustering algorithm by showing how it can produce data of better quality than the algorithm that is based on simple keywords matching. Lastly, Sec. 8 summarizes the article and outlines areas for future research.
Related Research
A preliminary version of this article was published in the conference proceedings of the Tenth IEEE International Conference on Semantic Computing [40] . Here, the paper is signi¯cantly revised, corrections are made, and more detailed explanations are provided in every section. However, the major contribution of this article is showing how the di®erent parameters of the algorithm that creates the similarity graph and the algorithm that performs the clustering using the similarity graph can be ¯ne-tuned in order to improve the quality of the clustering algorithm.
A plethora of research has been published on using supervised learning models with training sets for document classi¯cation [5, 41] . Our approach di®ers because we use supervised learning only for ¯ne-tuning the algorithm. For example, our original algorithm in [40] is unsupervised, it does not use a training set, and it can cluster documents in any number of classes rather than just classify the documents in preexisting categories.
One alternative to supervised learning is using a knowledgebase that contains information about the relationship between the words and phrases that can be found in the documents to be clustered. For example, in 1986, W. B. Croft proposed the use of a thesaurus that contains semantic information, such as what words are synonyms [7] . Sequentially, there have been multiple papers on the use of a thesaurus to rep resent the semantic relationship between words and phrases [13-15, 17, 19, 27, 32, 42] . This approach, although very progressive for the times, di®ers from our ap proach because we consider indirect relationships between words (i.e., relationships along paths of several words). We also do not apply document expansion (i.e., adding the synonyms of the words in a document to the document) when comparing two documents. Instead, we use the similarity graph to compute the distance between two documents. Some limited user interaction is possible when classifying docu ments ---see for example the research on folksonomies [11] . Our system currently does not allow for user interaction when creating the document clusters, but this is an interesting area for future research.
In later years, the research of Croft was extended by creating a graph in the form of a semantic network [4, 30, 33] and graphs that contain the semantic relationships between words [1, 2, 6] . Later on, Simone Ponzetto and Michael Strube showed how to create a graph that only represents the inheritance of words in WordNet [21, 34] , while Glen Jeh and Jennifer Widom showed how to approximate the similarity between phrases based on information about the structure of the graph in which they appear [18] . All these approaches di®er from our approach because they do not consider the strength of the relationship between the nodes in the graph. In other words, there are no weights that are assigned to the edges in the graph.
Natural language techniques can be used to analyze the text in a document [16, 26, 36] . For example, a natural language analyzer may determine that a document talks about animals and words or concepts that can represent an animal can be identi¯ed in other documents. As a result, documents that are identi¯ed to refer to the same or similar concepts can be classi¯ed together. One problem with this ap proach is that it is computationally expensive. A second problem is that it is not a probabilistic model and therefore it is di±cult to be applied towards generating a document similarity metric.
Ontologies can be used for document classi¯cation [31] . Our approach is di®erent because we do not consider preselected categories. Using ontologies also requires manual or automatic annotation of each document with a description in a formal language [12, 20, 28] . This may be problematic because manual annotation is time consuming and automatic annotation is not very reliable.
Since the early 1990s, research on LSA (stands for latent semantic analysis [8] ) has been prevalent. The approach has the advantage of not relying on external infor mation. Instead, it considers the closeness of words in text documents as proof of their semantic similarity. For example, LSA can be used to detect words that are synonyms [22] . This di®ers from our approach because we do not consider the closeness of words in a document. Although the LSA approach has its applications, we believe that WordNet provide data of higher quality than the documents to be clustered.
Creating and Fine-Tuning the Similarity Graph
In this section, we review how the similarity graph can be created using information from WordNet [25] . The algorithm that creates the graph is previously published in [38] . The novelty is that we use part of the Reuters-21578 benchmark to ¯ne-tune the algorithm and ¯nd the best value for the di®erent parameters.
WordNet gives us information about the words in the English language. The similarity graph is initially constructed using WordNet 3.0, which contains about 150;000 di®erent terms. Both words and phrases can be found in WordNet. For example, ``sports utility vehicle" is a term from WordNet. We will sometimes refer to these words and phrases as terms, while WordNet uses the terminology word form. Note that the meaning of a term is not precise. For example, the word ``spring" can mean the season after winter, a metal elastic device, or natural °ow of ground water, among others. This is the reason why WordNet uses the concept of a sense. For example, earlier in this paragraph we described three di®erent senses of the word ``spring". Every term has one or more senses and every sense is represented by one or more terms. A human can usually determine which of the many senses a term represents by the context in which the term appears. WordNet contains about 116;000 senses for the 150;000 terms.
The goal of the similarity graph is to model the relationship between the terms in WordNet using a probabilistic model. For every term that is not a noise word, a node that has the term as a label is created. Similarly, for every sense we create a node with a label that is the description of the sense. All node labels are converted to lower case and we do not create multiple nodes with the same label. We create edges between two nodes with a weight that approximates the probability that someone who is interested in the source node is also interested in the destination node.
Processing the senses
We ¯rst show how to build the edges between a term and its senses. Consider the word chair and its three meanings: ``a seat for one person", ``the position of a professor" and ``the o±cer who presides at meetings". Suppose that WordNet gives a frequency of 35, 2, and 1, respectively, for the three senses. We will then create the following edges. chair ) a seat for one person; weight ¼ 35=38 chair ) the position of a professor; weight ¼ 2=38 chair ) the officer who presides at meetings; weight ¼ 1=38
In general, we will compute the weight of each forward edge as the frequency of the sense divided by the sum of the frequencies of all the senses for the term. The reason is that the term can have many senses and the probability that we are interested in a speci¯c sense depends on the frequency of the sense.
We will also add backward edges, as shown next.
a seat for one person ) chair; weight ¼ 1 the position of a professor ) chair; weight ¼ 1 the officer who presides at meetings ) chair; weight ¼ 1
The weight of each backward edge is always equal to one because there is 100% probability that someone who is interested in a sense is also interested in the term that represent it. There are no parameters to be set in this step. Note that it is possible that our algorithm creates multiple edges in the same direction between the same two nodes. In this case, we simply add the weights of all the edges and keep a single edge in the ¯nal graph. However, this can lead to the weight of an edge being more than one and this is the reason why the weights of the edges are not proba bilities in the strict sense.
Processing the de¯nitions of the senses
We next show how to model the relationship between a sense and the non-noise terms in its de¯nition. Note that our algorithm uses a list of about one hundred noise words, such as ``who", ``where", ``at", ``about" and so on. Consider the second sense of the word ``chair": ``the position of a professor". The noise words: ``the", ``of", and ``a" will be ignored. We will therefore be left with two words: ``position" and ``professor". As a result, we will create the following edges according to the algorithm from [38] .
the position of a professor ) position; weight ¼ minMaxð0; a 1 ; 1=2Þ the position of a professor ) professor; weight ¼ 0:8 * minMaxð0; a 1 ; 1=2Þ
In [38] , we assumed that the ¯rst words in the de¯nition of a sense are far more important than the later words. We therefore multiplied the edge weight by coef ¼ 1:0 for the ¯rst non-noise term and kept decreasing this coe±cient by 0:2 for each sequential term until the value of the coe±cient reached 0:2. The function minMax is a custom functions that we will explain later in this section. Table 1 shows the value for the f-score (/ ¼ 1) with and without using the coef multiplier for di®erent values of a 1 . In this and sequential tables, we will use bold font for the highest value and italic value for the value for the initial algorithm that is described in [38] . Note that the results are for our training set, which includes only the ¯rst 2,000 documents in the Reuters collection. The ¯rst column in the table shows the results of running the algorithm from [38] and only changing the value for a 1 . The second column shows the result of running the same algorithm for di®erent values of a 1 , but this time we did not multiply by the coef multiplier. In [38] , a 1 ¼ 0:6 is used, which the table shows to be close to optimal. However, the training data shows that our assumption that the ¯rst words in the de¯nition of a sense are more important is incorrect for this application. The general formula for computing the edge weights for the de¯nition of the senses in [38] is coef * minMaxð0; a 1 ; ratioÞ, where the variable ratio is calculated as the number of times the term appears in the de¯nition of the sense divided by the total number of non-noise words in the sense and a 1 ¼ 0:6. In our example, ratio ¼ 1=2 for both edges because we have only two non-noise words in the de¯nition of the sense. The ratio parameter expresses the importance of the term in the de¯nition of the sense. For example, if there are only two terms in the de¯nition of the sense, then they are both very important. However, if there are 20 terms in the de¯nition of the sense, then each individual term is less important. The minMax function makes the di®erence between the two cases less extreme. Using this function, the weight of the edge in the second case will be only roughly four times smaller than the weight of the edge in the ¯rst case. This is a common approach when processing text. The importance of a word in a document decreases as the size of the document increases, but the importance of the word decreases at a slower rate than the rate of the growth of the document. We use the minMax function every time we compare the number of occurrences of a term in a document compared to the total number of words in the document.
The minMax function returns a number that is in most cases between the ¯rst two arguments, where the magnitude of the number is determined by the third argument. Since the appearance of a term in the de¯nition of a sense is not a reliable source of evidence about the relationship between the sense and the term, the value of the second argument is set to a 1 < 1. The value for a 1 is related to the probability that someone who is interested in a sense will also be interested in one of the terms in the de¯nition of the sense.
Formally, the minMax function is de¯ned as follows.
minMaxðminValue; maxValue; ratioÞ Note that when ratio ¼ 0:5, the function returns maxValue. An unusual case is when the value of the variable ratio is bigger than 0.5. For example, if ratio ¼ 1, then we have division by zero and the value for the function is unde¯ned. We handle this case separately and assign value to the function equal to 1:2 * maxValue. This is an extraordinary case when there is a single non-noise word in the text description and we need to assign higher weight to the edge. In our example, ratio ¼ 1 for both edges and therefore minMaxð0; a 1 ; ratioÞ ¼ 2 a 1 for both edges. An interesting question to ask is whether the minMax function makes a di®erence. As Table 2 shows, the answer is yes. The table shows the result of running our algorithm on the training set. The ¯rst column shows the results of using the minMax function and the second column shows the results without using the function. As the table suggests, using the minMax function does lead to bigger value for the f-score. We assume that this is also the case for the other edge weights formulas that use the minMax function in this paper and we do not run separate experiments to show the bene¯t of using the function for the rest of the formulas.
Processing the example uses of the senses
WordNet also includes example uses for each sense. For example, in WordNet the sentence ``he put his coat over the back of the chair and sat down" is shown as an example use of the ¯rst sense of word ``chair". Since the example use represents evidence that is weaker than the evidence from the de¯nition of a sense, we will calculate the evidence probability as minMaxð0; a 2 ; ratioÞ, where a 2 < a 1 . Here, the variable ratio is the number of times the term appears in the example use divided by the total number of non-noise words in the example use. The constant a 2 is related to the probability that someone who is interested in a sense is also interested in one of the terms in the example use of the sense. The following edges are created from the ¯rst sense of the word ``chair" and its example use. Note that the noise words have been omitted.
The weight is the same for all edges because all words appear once in the example use. For all words, the value of ratio is equal to 1 . Note that we ignore the order of the 5 words in the example use of a sense. In the algorithm from [38] , the value for a 2 is 0.2. Next, let us examine how the value of a 2 a®ects the value for the f-score. Table 3 shows how the results of changing only the value for a 2 on our training set. The Table shows that this value indeed gives the optimal for the f-score and we will not change it. 
Processing the backward edges
We also create backward edges between a term and the sense that contain it in their de¯nition. In [38] , the weight of each edge is computed using the formula minMaxð0; a 3 ; ratioÞ, where a 3 ¼ 0:3 and the variable ratio is the number of times the term appears in the de¯nition of the sense divided by the total number of occurrences of the term in the de¯nition of all senses. The constant a 3 relates to the probability that someone who is interested in a term is also interested in one of the senses that have the term in their de¯nition. As an example, if the word ``position" occurs as part of the de¯nition of only three senses and exactly once in each de¯nition, then we will add the following edge to the second sense of the word ``chair". ( ) 1 position ) the position of a professor; weight ¼ minMax 0; a 3 ; : 3
We check to see what is the optimal value for the parameter a 3 . We ran our algorithm from [38] with di®erent values for a 3 on the training set and the results are shown in Table 4 . As the table suggests, the optimal value is when a 3 ¼ 0:3, which is the value that is used in the algorithm from [40] .
Similarly, the algorithm from [38] creates edges between terms and the senses that contain the terms in their example use. The weight of an edge in this case is com puted as minMax ð0; a 4 ; ratioÞ. Here, the ratio parameter is the number of times the term appears in the example use of the sense divided by the total number of occurrences in the example uses of all senses. The constant a 4 relates to the prob ability that someone who is interested in a term is also interested in one of the senses that have the term in their example use. As an example, if the word ``coat" occurs as part of the example use of only three senses and exactly once in each sense, then we will add the following edge to the ¯rst sense of the word ``chair". Note that the example use of this sense is: ``he put his coat over the back of the chair and sat down".
( ) 1 coat ) a seat for one person; weight ¼ minMax 0; a 4 ; : 3
In [38] , the value for a 4 is set to 0.1. Table 5 shows that this is the optimal value for our training set.
Populating the frequencies of the senses
So far, we have shown how to extract information from textual sources, such as the text for the de¯nition and example use of a sense. We will next show how structured knowledge, such as the hyponym (a.k.a. kind-of) relationship between senses, can be represented in the similarity graph. Most existing approaches [29] explore these 2088 relationships by evaluating the information content of di®erent terms. Here, we adjust this approach and focus on the frequency of use of each word in the English language as described in the University of Oxford's British National Corpus. The description of this corpus, as presented in [3] , is: ``The British National Corpus is a 100 million word collection of samples of written and spoken language from a wide range of sources, designed to represent a wide cross-section of British English, both spoken and written, from the late twentieth century."
n Let s be a sense. Let fwf i g be the word forms for that sense. We will use i¼1 BNC ðwf Þ to denote the frequency of the word form in the British National Corpus. Let p ðwf Þ be the frequency of use of the sense s of the word form wf , as speci¯ed in s WordNet, divided by the sum of the frequencies of use of all senses of wf (also as de¯ned in WordNet). Then we de¯ne the size of s to be equal to P n jsj ¼ i¼1 ðBNC ðwf i Þ * p ðwf i ÞÞ. The above formula approximates the size of a sense by looking at all the word forms that represent the sense and ¯guring out how much each word form con tributes to the sense. The size of a sense approximates its popularity. For example, according to WordNet, the word ``president" has six di®erent senses with frequencies: 14, 5, 5, 3, 3, and 1. Let us refer to the fourth sense: ``The o±cer who presides at the meetings ..." as s. According to above de¯nition, p ðpresidentÞ ¼ 3=31 ¼ 0:096 s because the frequency of s is 3 and the sum of all the frequencies is 31. Since the British National Corpus shows the frequency of the word ``president" as 9781, the contribution of the word ``president" to the size of the sense s is equal to jsj ¼ BNC ðpresidentÞ * p ðpresidentÞ ¼ 9781 * 0:096 ¼ 938:98. Other terms that s represent the sense s, such as ``chairman", will also contribute to the size of the sense.
Processing structured knowledge about nouns
WordNet de¯nes the hyponym (a.k.a. kind-of) relationship between senses that represent nouns. For example, the most popular sense of the word ``dog" is a hyponym of the most popular sense of the word ``canine". Consider the ¯rst sense of the word ``chair": ``a seat for one person". WordNet de¯nes 15 hyponyms for this sense, including senses for the words ``armchair" and ``wheelchair". We will add edges that show the conditional probability between this ¯rst sense of the word ``chair" and each of the hyponyms. Let the probability that someone who is inter ested in a sense is also interested in one of the sub-senses be equal to a 5 . In order to determine the weight of each edge, we need to compute the size of each sense. In the British National Corpus, the frequency of ``armchair" is 657 and the frequency of ``wheelchair" is 551. Since both senses are associated with a single term, we do not need to consider the frequency of use of each sense. If ``armchair" and ``wheelchair" were the only hyponyms of the sense ``a seat for one person", then we need to add the following edges.
a
In general, the weight of an edge in [38] is computed as a 5 multiplied by the size of the sense and divided by the sum of the sizes of all the hyponym senses of the initial sense. The idea is that the the weight of an edge to a ``bigger" sense will be bigger because it is more likely that a bigger sense is relevant. Note that here we do not apply the minMax function. The reason is that the function is only relevant when computing the ratio of the number of occurrences of a term in text relative to the size of the text. In [38] , the value of a 5 ¼ 0:9 was used. However, as the table Table 6 suggests, the value of a 5 ¼ 0:2 is optimal for our training set.
We will also create edges for the hypernym relationship (the inverse of the hyponym relationship). For example, the ¯rst sense of the word ``canine" is a hypernym of the ¯rst sense of the word ``dog". The weight for each edge is the same and equal to a 6 . This represents the probability that someone who is interested in a sense will be also interested in the hypernyms of the sense. For example, if a user is interested in the sense ``wheelchair", then they may be also interested in the ¯rst sense of the word chair. However, this probability is not a function of the di®erent hypernyms of the sense. Here is the example edge that will be built.
chair with support on each side for arms ) a seat for one person; weight ¼ a 6 Table 7 shows how the value of a 6 a®ects the f-score for our testing data. The value of a 6 ¼ 0:3 was used in [38] , which is not the optimal value.
We next consider the meronym (a.k.a. part-of) relationship between nouns. Note that we do not make a distinction between the three types of meronyms (part, member, and substance) and process them identically. For example, WordNet con tains information that the sense of the word ``back": ``a support that you can lean against . . ." and the sense of the word ``leg": ``one of the supports for a piece of furniture" are both meronyms of the ¯rst sense of the word ``chair". In other words, back and legs are building parts of a chair. Part of this information can be repre sented using the following edges. a seat for one person ) a support that you can lean against; weight ¼ a 7 =2 a seat for one person ) one of the supports for a piece of furniture;
In general, we compute the weight on an edge as a 7 =n, where n is the number of meronyms of the sense. The reasoning behind the formula is that the more meronyms a sense has, the less likely it is that we are interested in a speci¯c meronym. Table 8 shows how the value of a 7 a®ects the f-score for our testing data. The value of a 7 ¼ 0:6 was used in [38] , which is not the optimal value. Note that the meronym relationship is very rear in WordNet and therefore tuning the a 7 parameter does not signi¯cantly a®ect the resulting graph.
We also represent the holonym (the reverse of the meronym) relationship between nouns. For example, the main sense of the word ``building" is a holonym of the main sense of the word ``window". We set the weight of each each to a constant: a 8 and therefore create the following edges for our example. Table 9 shows how the value of a 8 a®ects the f-score for our testing data. The value of a 8 ¼ 0:1 was used in [38] and it is the optimal value. Note that the holonym relationship is very rarely used in WordNet and therefore the value of a 8 does not a®ect the value of the f-score. 
Processing structured knowledge about verbs
We will ¯rst represent the troponym (a.k.a. doing in some manner) relationship for verbs. For example, to lisp is a troponym of to talk. Suppose that the main sense of the verb ``talk" has only three troponyms: ``lisp", ``orate", and ``converse". If the sizes of the main senses of the three verbs are 18, 1, and 95 (as determined by the formula for the size of a sense in Sec. 3.5), respectively, then we will create the following edges.
an exchange of ideas via conversation ) talk with a lisp; 18 weight ¼ a 9 * 114 an exchange of ideas via conversation ) talk pompously; 1 weight ¼ a 9 * 114 an exchange of ideas via conversation ) carry on a conversation; 95 weight ¼ a 9 * 114
The edges are from the ¯rst sense of the word ``talk": ``an exchange of ideas via conversation". The destination nodes are for the ¯rst senses of ``lisp", ``orate" and ``converse", respectively. For example, the ¯rst edge expresses the conditional probability between the main senses for ``talk" (an exchange of ideas via conversa tion) and the main sense for ``lisp" (talk with a lisp). The constant a 9 represents the probability that someone who is interested in a verb is also interested in one of its troponyms. The weight of each sense is computed as a 9 multiplied by the size of the sense and divided by the sum of the sizes of all the troponym senses. Table 10 shows that the value of a 9 ¼ 0:9 that was picked in [38] does not produce the highest value for the f-score for our training data.
We will also add edges for the reverse relationship with constant weight of a 10 for all edges. For example, we will add the following edge.
talk with a lisp ) an exchange of ideas via conversation; weight ¼ a 10 This means that if someone is interested in one of the troponyms, then there is a a 10 probability that they are also interested in the original verb. In [38] , the value of a 10 ¼ 0:3 was used. However, Table 11 shows that the optimal value for the training set is a 10 ¼ 0:7.
The hyponym and hypernym relationships are de¯ned not only for nouns, but also for verbs. The two relationships are the reverse of each other. In other words, if X is a hyponym of Y, then Y is a hypernym of X. The hypernym relationship for verbs corresponds to the ``one way to" relationship. For example, the verb ``perceive" is the hypernym of the verb ``listen" because one way of perceiving something is by lis tening. As expected, the verb ``listen" is a hyponym of the verb ``perceive". The ¯rst sense of the word ``perceive" is ``to become aware of through the senses". Suppose that the ¯rst senses of the verbs ``listen" and ``see" are the only hypernyms of the verb ``perceive". We will assume that the probability that someone who is interested in a verb sense is also interested in one of the hyponym senses is equal to a 11 . In order to determine the weights of the edges, we need to compute the size of each sense. In the British National Corpus, the frequency of ``listen" is 1241 and the frequency of ``see" is 3624. Since both senses are associated with a single word form, we do not need to consider the frequency of use of each sense. If ``perceive" and ``see" were the only hyponyms of the sense ``to become aware of thought and senses", then we will create the following edges.
to become aware of thought and senses ) pay attention to sound; 1241 weight ¼ a 11 * 4865 to become aware of thought and senses ) percieve by sight; 3624 weight ¼ a 11 * 4865
In general, the weight of each edge is computed as the size of the sense divided by the sum of sizes of all hyponym senses. The idea behind the formula is that the the weight of an edge to a ``bigger" senses will be bigger because it is more likely that such bigger senses are relevant. Table 12 shows how a 11 a®ects the value of the f-score for the training data. In [38] , the value of a 11 ¼ 0:9 was used, which turns out to be optimal for the training data.
We will use edge weights of a 12 for the hypernym (the reverse of the hyponym) relationship. For example, the main sense of the verb ``perceive" is a hypernym of the main senses of the verbs ``listen" and ``see". This information can be expressed using the following edges.
pay attention to sound ) to become aware of thought and senses; weight ¼ a 12 percieve by sight ) to become aware of thought and senses; weight ¼ a 12 The coe±cient a 12 represents the probability that someone who is interested in a sense will also be interested in the hypernyms of the sense. For example, if a user is interested in the sense ``see", then they may be also interested in the ¯rst sense of the word perceive. However, this probability is not a function of the di®erent hypernyms of the sense. Table 13 shows how a 12 a®ects the value of the f-score for the training data. In [38] , the value of a 12 ¼ 0:3 was used, which turns out to be close to the optimal value of a 12 ¼ 0:1. 
Processing structured knowledge about adjectives
WordNet de¯nes two relationships for adjectives: related to and similar to. For example, the ¯rst sense of the adjective ``slow" has de¯nition: ``not moving quickly", while the ¯rst sense of the adjective ``fast" has the de¯nition: ``acting or moving or capable of acting or moving quickly". WordNet speci¯es that the two senses are related to each other. We will represent this relationship using the following edges.
not moving quickly ) acting or moving quickly; weight ¼ a 13 acting or moving quickly ) not moving quickly; weight ¼ a 13
This represents that there is a a 13 probability that someone who is interested in an adjective is also interested in a ``related to" adjective. In [38] , a ¼ 0:6. Table 14 shows that this is close to the the optimal value for our training data. WordNet also de¯nes the similar to relationship between adjectives. We create edges with weights of a 14 for this relationship, where a 14 ¼ 0:8 in [38] . The number corresponds to the probability that someone who is interested in an adjective is also interested in a ``similar to" adjective. For example, WordNet contains the infor mation that the sense for the word ``frequent": ``coming at short intervals" and the sense for the word ``prevailing": ``most frequent or common" are similar to each other. We will therefore create the following edges.
coming at short intervals ) most frequent or common; weight ¼ a 14 ð2Þ most frequent or common ) coming at short intervals; weight ¼ a 14
Note that both the ``similar to" and ``related to" relationships are symmetric and therefore the weight of an edge and its reverse is the same. Table 15 shows how the value of a 14 a®ects the f-score on our training data. Note that both the ``similar to" and ``related to" relationships are very rear in WordNet and therefore the edges for them do not signi¯cantly in°uence the value for the f-score.
Measuring the Semantic Similarity Between Terms
The similarity graph is used to estimate the conditional probability that a user is interested in the term that is described by the label of a node given that they are also interested in the label of an adjacent node in the graph. Note that in some case the weight of an edge can become more than one, in which case we restrict it to one in order to be a probability. We compute the directional similarity between two nodes ðn 1 ;n 2 Þ is an edge in the path Pt using the following formula. X A! s P Pt ðC jAÞ C ¼
The function Pðn 2 jn 1 Þ refers to the weight of the edge from the node n 1 to the node n 2 . Informally, we compute the directional similarity between two nodes as the sum of the weights of all the paths between the two nodes, where we eliminate cycles from the paths. Each path provides evidence about the similarity between the terms that are represented by the two nodes. We compute the weight of a path between two nodes as the product of the weights of the edges along the path, which follows the Markov chain model. Since the weight of an edge along the path is almost always smaller than one (i.e., equal to one only in rear circumstances), the value of the conditional probability will decrease as the length of the path increases. This is a desirable behavior because a longer path provides less evidence about the similarity of the two end nodes. For alternative ways of computing the directional similarity between two nodes, see [39] . Note that there can be multiple interweaving paths between two nodes. The above algorithms ¯nds disjoint paths (i.e., paths with no edges in common) and there are multiple ways to do so. As expected, the decision of which paths to pick a®ects the clustering algorithm.
Next, we present two functions for measuring the semantic similarity between two nodes. The linear function for computing the semantic similarity between two nodes is shown in Eq. (5).
The minimum function is used in order to cap the value of the similarity function at one. The coe±cient a ampli¯es the available evidence (a � 1). Note that when a is equal to one, then the function simply takes the average of the two numbers and caps the result at 1.
The second similarity function is inverse logarithmic, that is, it ampli¯es the smaller values. It is shown in Eq. (6) . The norm function simply multiplies the result by a constant (i.e., -log 2 ðaÞ) in order to move the result value in the range [0,1]. ! -1 jw 1 ; w 2 j log ¼ norm
The paper [39] suggests that the two similarity metrics produce best results when a is around 0.1 and this is the value that is used in the experimental section. Note that since both metrics are monotonic, the value for a or the choice of similarity function does not a®ect the result of the clustering algorithm.
Measuring the Semantic Similarity Between Documents
In the previous section, we described how to measure the semantic similarity between two nodes of the graph. In this section, we describe how to measure the semantic similarity between any two text documents. The idea is to create a node for each document and then connect the nodes to the graph. The semantic similarity between two documents will then be measured by computing the distance between the two nodes using the linear or logarithmic metric from the previous section.
In order to demonstrate our approach, consider a ¯ctitious document that con tains a total of 10 non-noise words in its title and a total of 100 non-noise words in its body. Among these non-noise words, suppose that the word ``sneaker" appears once in the title and the word ``shirt" is present four times in the body. We will represent this information by creating the following edges. document ) sneakers; weight ¼ computeMinMaxð0; a 15 ; 1=10Þ document ) shirt; weight ¼ computeMinMaxð0; a 16 ; 4=100Þ
The weights of the edges are computed similar to the way the weights of the edged between a sense and the words in its de¯nition were computed. The number a 15 is used to represent the probability that someone who is interested in a document also wants information about one of the terms that appears in its title. The number a 16 represents the probability that someone who is interested in a document is also interested in one of the terms that appear in its body. In [38] , we set a 15 to 0:6 and a 16 to 0:3 because of our belief that terms in the title of a document are twice as important. Table 16 shows that the value of a 15 ¼ 0:9 is optimal for our test set. In other words, the tuning shows that someone who is interested in a document is almost always interested in one of the words in its title. Table 17 shows that the value of a 16 ¼ 0:9 is optimal for our test set. Again, the tuning shows that someone who is interested in a document is almost always interested in one of the words in the text. Next, consider the backward edge between the word ``sneaker" and the document. Suppose that the word appears a total of 10 times in the title of documents. Then the weight of the edge between the word ``sneaker" and a document that contains the word in the its title will be equal to a 17 · 1 . This is the same formula that is used for 10 computing the weights of the backward edges between a word form from WordNet and the de¯nition of the sense in which it appears, but the value of the coe±cient is di®erent. Similarly, if the word ``shirt" appears a total of 20 times in the body of documents and four times in the body of our document, then we will draw a back ward edge with weight a 18 · 4 between the word and the document. In [38] , the value 20 of a 17 is 0:3 and the value of a 18 is 0:15. Table 18 shows that the value of a 17 ¼ 0:3 is not optimal. On our training set, the optimal value is when a 17 ¼ 0:7. Similarly, Table 19 shows that the optimal value for a 18 over our training set is when a 18 ¼ 0:4. Our assumption that the words in the title of a document are roughly twice as important as words in the text of the document turns out to be correct in this case. Note that we do not pay special attention to the order of the words. The reason is that there is no empirical evidence that the ¯rst words in the title or body of a document are more important.
The word ``sneaker" has two di®erent senses. Our algorithm does not try to identify which of these senses the document refers to. Instead, there will be paths in the graph to both senses. We take this approach because it can be possible that di®erent occurrences of the word in the document refer to distinct senses. The strength of the relationship to a particular sense will be computed based on addi tional evidence. For example, if the document also contains the word ``shoe", then there will be stronger connection between the document and the main sense of the word ``sneaker". Second, note that the distance between two documents is not calculated in iso lation. In particular, the other documents in the corpus are also taken into account when calculating the backward edges. In other words, we calculate how similar two documents are relative to the rest of the documents in the corpus. Once the similarity graph is extended with the documents, the distance between two documents can be calculated using the linear or logarithmic metrics that were described in the previous section.
Clustering the Documents
In this section we describe how a set of documents can be clustered using the k-means clustering algorithm. The algorithm relies on a way for computing the distance between two documents. We present two variations: using keywords matching and using the similarity graph. In the next section we show how the results of the two algorithms compare to human judgment and the e®ect of tuning the parameters of the second algorithm.
A common approach for computing the similarity distance between two docu ments is to represent them as vectors and then compute the cosine of the angle between the two vectors as the normalized dot product of the vectors. For example, suppose that ``dog", ``cat" and ``shirt" are the only words that are used. Then for every document we can denote the number of times each word occurs. For example, a document that contains the word ``dog" twice, the word ``cat" three times and does not contain the word ``shirt" can be represented as the document vector ½2; 3; 0J. Alternatively, a document that contains the word ``cat" twice and the word ``shirt" four times can be represented as ½0; 2; 4J. The dot product of the two vectors is ½2; 3; 0J · ½0; 2; 4J ¼ 6. Next, we need to divide the result by the product of the sizes of the two documents. Therefore, the angle between the documents in radians will be 6 pffiffiffiffiffiffiffiffiffiffiffiffi ffi pffiffiffiffiffiffiffiffiffiffi � 0:37. Unfortunately, this approach does not take into account that ð2 2 þ3 2 Þ* 2 2 þ4 2 the words ``cat" and ``dog" are semantically similar and will calculate the similarity distance between a document about cats and one about dogs as zero if the two documents do not share words in common. In general, the cosine similarity between two documents is computed using the formula in Eq. (7) . Alternatively, we can use the linear or logarithmic metric from the previous section to compute the semantic distance between two documents.
The k-means clustering algorithm starts with a constant k. This is the number of clusters that will be produced. Initially, a centroid (i.e., a document) is randomly chosen for every cluster. Next, each document is assigned to the group that contains the closest centroid. After that, the centroid (i.e., mean) is found for each cluster and then the documents are clustered again around each centroid. The algorithm con tinues until applying the last step does not change the clustering. If the documents are represented as vectors, as we showed earlier in this section, then computing the mean of a set of documents amounts to adding the document vectors and dividing by the number of documents. For example, the mean of our two document vectors from the beginning of this section is meanð½2; 3; 0J; ½0; 2; 4JÞ ¼ ½2;5;4J ¼ ½1; 2:5; 2J. Note 2 that the mean function is independent of the document similarity metric that is used.
Experimental Results
All our code was implemented in Java. We ¯rst created the similarity graph using WordNet and it took about 10 min to create the graph on a standard laptop with Intel i5 CPU. We used the Java API for WordNet Searching (JAWS) to connect to WordNet. The interface was developed by Brett Spell [35] . We stored the graph as several Java hash tables, where the size of the ¯le is 89 MB. We next read 9; 362 documents from the Reuters-21578 benchmark and added them to similarity graph. The benchmark contains 21; 578 documents that are stored in 22 text ¯les. Out of those documents, 11;362 documents are classi¯ed in one of 82 categories using human judgment. Out of those 11;362 documents, 2;000 were used as a training set to adjust the parameters of our algorithm. All experimental results in this section are done on the remaining 9; 362 documents. For every document, we stored its title, its text, the category it belongs to, and a document vector. The later contains the non-noise words in the documents and their frequency. Since the words in the title are more important, we counted these words twice. We stored the in formation in Java hash tables, where the size of the ¯le is 22 MB. It took about two minutes to parse the text ¯les.
We next added the documents to the similarity graph. We followed the algorithm from Sec. 5. The size of the graph increased to 121 MB. For document nodes, we stored the title of the document in the label of the node. We also stored a hash table that keeps the mapping between the document nodes in the graph and the docu ments in the document ¯le that was described in the previous paragraph. It took about ¯ve minutes to add the documents to the graph.
We next clustered the documents using the k-means clustering algorithm. We chose the value k ¼ 82 because this is the number of categories as determined by the human judgment. The ¯rst 82 documents were put in 82 distinct clusters. At this point, the lonely document in each category was designed as the centroid. We next processed the rest of the documents. Every document was compared to the 82 cen troids and assigned to the cluster with the closest centroid. Next, a new centroid was chosen for each cluster. This was done by adding the document vectors in each cluster and dividing the result by the number of vectors (i.e., ¯nding the mean in each cluster). Next, the documents were reclustered around the new centroids and the process was repeated until it converged (i.e., applying the algorithm did not change the clusters).
The k-means clustering algorithm is based on two document functions: ¯nding the distance between two documents and computing the average of several documents. The later function is implemented by simply adding the document vectors and di viding the result by the number of vectors. However, we have three choices for the distance metric: the cosine, linear, and logarithmic. When we applied the cosine similarity metric, the k-means clustering program terminated in about three hours. Note that since the linear and logarithmic function are both monotonic, we got exactly the same results using either function. Table 20 shows the precision, recall, f-score, entropy, and purity when using the three di®erent algorithms. Table 21 summarizes the di®erences between the algo rithm from [38] and the tuned-up version (i.e., columns 2 and 3 in the table.) Note that the ¯rst criteria is whether we consider the ¯rst words in the de¯nition of the sense to be more important, that is whether we multiply the weight of the edges by the coef variable that decreases with each consecutive word in the de¯nition of a sense. The ¯ne-tuned version signi¯cantly changes the values for some of the para meters, where the values in the original algorithm [38] were estimated. However, as Table 20 shows, ¯ne-tuning the parameters leads to signi¯cantly better results.
We will next show the formulas for computing the precision, recall, f-score, en tropy, and purity. Let TP be the number of true positives, that is, the number of documents that were classi¯ed in the same category by both the program and human Table 21 . Di®erences between the original and the ¯ne-tuned similarity graph algorithm.
Algorithm from [38] Fine-tuned version judgment. Let FP be the number of false positives, that is, the number of documents that were classi¯ed in the same category by the program, but were classi¯ed in di®erent categories by human judgment. Lastly, let FN be the number of false negatives, that is, the number of documents that were classi¯ed in the same category by human judgment but were classi¯ed in di®erent categories by the program. The formulas for computing the precision, recall, and f-score are shown below.
In the above formulas, P is used to denote the precision and R is used to denote the recall. We used the value / ¼ 1 in the experimental results, which is a popular parameter for the f-score.
Entropy can be used to measure the diversity of the result, where lower entropy means that the documents in the computer-generated cluster are more similar, that is more of them belong to the same human-determined cluster. An entropy of zero means exact match. For each cluster D i that is generated by our algorithm, we can P k compute the entropy as entropyðD i Þ ¼ -j¼1 Pr i;j · log 2 ðPr i;j Þ, where Pr i;j is the proportion (relative to the total size of cluster D i ) of data from cluster D j (as determined by the human judgment) that ended up in cluster D i . The total entropy can be computed as the weighted average of the entropies of all clusters, or more P k jD i j precisely using the formula: jDj · entopyðD i Þ. Note that we have used jD i j to i¼1 denote the number of documents in cluster D i and jDj to denote the total number of documents. Lastly, purity measure the extends that a computer-generated cluster contains pure data, that is documents from the same human-de¯ned cluster. A purity of one means exact match. Formality, for a computer-generated cluster of documents D i , k we de¯ne purityðD i Þ ¼ max j¼1 ðPr i;j Þ. The total purity is calculated as the weighted P k jD i j average of the purity over all clusters, or formally as:
· purityðD i Þ. A greater i¼1 jDj value for purity means that the computer algorithm has done a better job of putting documents that belong together, as determined by human judgment, in the same cluster.
Conclusion and Future Research
In this paper, we reviewed how information from WordNet can be used to build a similarity graph. The graph shows the strength of the relationship between words and phrases from the English language. We showed how to use the graph to cluster documents. We use part of the Reuters-21578 benchmark to ¯ne-tune the algorithm. We showed that using the similarity graph leads to improved clustering as measure by precision, recall, f-score, and purity. We also showed that the ¯ne-tuned algorithm improves these results even further and also gives us improved results on the entropy measure as compare to the cosine similarity algorithm. One area for future research is using an extended version of the similarity graph that contains information from Wikipedia [37] to perform document clustering. One challenge in this area is that the extended graph is relatively big (more than 10 GB) and computing the distance between documents can be computationally expensive. Another area for future research is to consider the order of the terms in the docu ment. For example, the semantic similarity between documents that contain similar terms should be higher if the terms appear are in the same order.
