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ABSTRACT 
Background: When observing Small Medium Enterprises (SMEs), key relationships present themselves 
between SME owners' demographics and their likelihood to apply Risk Management (RM) within their 
businesses. These relationships were the focus of this study. 
Purpose of study:  The study aimed to explore those relationships through correlation analysis of the 
demographics and the various risk management components representing small businesses and risk 
management activities. This was done to answer the research question: How do SMEs' demographics affect 
their risk management in practice. 
Design/Methodology/Approach: To gather primary data the study applied a quantitative survey using 332 
SMEs, within the Sedibeng District Municipal Area (SDMA). An exploratory factor analysis was used to establish 
the relevant risk management components used by the sample. The factors generated were then analysed 
statistically and the correlative relationships between the factors and SME demographics were analysed.  
Results/Findings: What was found is that an implicit degree of progression towards risk management practices 
is in progress. Moreover, the identified risk management processes have strong intercorrelations showing that 
the risk management components that SMEs identified are being applied in their businesses cumulatively 
across the sample. Another notable finding was that the relationship between risk appetite and availability of 
liquidity is profound. Liquidity frames the considerations of SMEs firmly and may serve as a theoretical point 
from which to model their decision-making behaviours. Finally, it was found that although some risk 
management practices were in place, they are applied differently in practice than in theory, and SMEs have 
limited awareness of the risks they are exposed to. 
Recommendations: It is first recommended that the findings of this study be used to construct a theoretical 
starting point for risk management development interventions at an SME level. Secondly, it is recommended 
that the role of liquidity regarding risk-taking be explored in terms of behavioural finance to determine if there 
are subconscious biases that result in inappropriate risk-taking behaviours. 
Managerial implication: In using the understanding of how risk manifests in SMEs, managers can develop 
meaningful interventions that empower SMEs to bring risks in line with their ability to manage them. A positive 
secondary effect is the improvement of resource utilisation and solvency support. Future implications from such 
actions could refine how risks manifest in small businesses, identify which risks are the primary risks to focus 
on at their various stages, and explain how best to approach and manage them. 
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1. INTRODUCTION 
When definitions of risk are condensed to include the essential characteristics of risk, it can 
be defined as the inability to ensure a specific result or outcome concerning business 
processes or concerns derived from that place and is manifested in forfeited business 
opportunities or a reduction in asset values (Aven & Renn, 2009; Marx & de Swardt, 2013). 
Risk can be more clearly categorised and addressed when the concepts of frequency, 
exposure, probability, and the outcome are modelled into the business's risk considerations 
(Kaplan & Garrick, 1981; Knief, 1991; ISO, 2009, Fan & Stevenson, 2018). To do this, risk 
management must be applied. 
Risk management's value is derived from the resilience it provides against economic 
opportunity losses or asset value reduction by moderating risks (Aven & Renn, 2009: Marx & 
de Swardt, 2013, Azzimonti et al., 2020). In the day-to-day operations, risk management is 
required in some way. This is because business is fundamentally inseparable from risk. After 
all, capital is put at risk for the opportunity of economic profits. Internal and external risk events 
precipitate the damages that risk events incur on business, and as such, a holistic approach 
to the concept of risk is needed to ensure due diligence in addressing the full spectrum of risk 
a business faces (Aven & Renn, 2009; Marx & de Swardt, 2013). However, such a thorough 
process is resource-intensive and beyond the scope of most SMEs, who must simultaneously 
maintain multiple functional positions within their organisation (Cannon & Edmondson, 2005). 
The National Small Business Act (102 of 1996), which was updated in 2019, defines SMEs 
according to sector-specific guidelines. If a business is a subsidiary to a conglomerate that 
cumulatively exceeds the Act's turnover or employment specifications, it is no longer 
considered a small business regardless of its income or number of employees (SEDA, 2016). 
Moreover, notable exceptions have been given to black-owned, women-owned, family-owned, 
or cooperatively owned enterprises, which are considered small businesses for taxation 
purposes (Department of Trade and Industry, 2005; Scholz, 2016). SMEs lack holistic risk 
response structures to capitalise on business data (April, 2005). Although some SME inherent 
risk reaction can be amplified to address their operating context's risk concerns, it is still 
insufficient when brought into consideration as a formal system on its own. 
Thus, the research was conducted to gain insight into SME risk management practices and 
their connection to their demographics. By clarifying the correlative relationship between 
specific risk management components, as identified by SMEs, and SME demographics, it is 
possible to tailor risk intervention practices to them. Therefore, this paper's primary research 
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question is: How do SMEs' demographic factors interact with the risk components identifiable 
by them, and what are the correlative relationships between the demographical factors and 
risk management constructs that relate to SMEs. 
2. LITERATURE REVIEW 
This formalisation of risk management is essential in amplifying the robustness of businesses. 
If risks within the business are moderated within the context of risk events that might come 
from business activities, it is less likely to fail (SEDA, 2016). However, the application of risk 
management in Small, Medium Enterprises (SMEs) has shown to be inconsistent and 
insufficient in practice (Krüger, 2020). 
SMEs' detrimental characteristics further amplify the challenge of effective SME risk 
management due to their size. The foremost and most cited source of failure for SMEs is poor 
management skills from a lack of skills training (Audretsch, 2005; Havenga, 2008; Preuss, 
2011; Moos, 2015). Poor provisions planning, cash flow management and inaccurate 
bookkeeping are the second major contributor to SME's failure (Havenga, 2008: Anderson, 
2017). Poor marketing, incomplete advertising campaigns and poor feedback contribute to 
poor external communication (Preuss, 2011 Cook et al., 2021). SMEs first compete by 
lowering their prices. Despite innovation and quality competition being vital for holistic 
competition, they only resort to it at later growth stages (Audretsch, 2005, Sánchez-Gutiérrez, 
et al., 2019). Generally, small businesses are also not likely to improve the value offering of 
their goods or services beyond what is needed. However, digitisation could affect this 
profoundly (Scarborough & Zimmerer, 2003, Parida et al., 2019). However, even when 
overcome by business growth, poor risk management still pervades them and the medium 
enterprises they grow into.  
An understanding is thus required of what can be considered an example of holistic risk 
management. To do this, we begin by noting the academically defining the characteristics of 
risk that such a system must address: frequency, exposure, probability, and possible causative 
outcomes (Kaplan & Garrick, 1981; Knief, 1991; ISO, 2018). To address these characteristics, 
the concept of risk must be identified and measurable. Moreover, their relationships with 
contingent factors must be able to be explored. As is established, risks carry the inherent 
capacity to harm a business or undermine the magnitude of its successes (Andreassi, 2003). 
In lesser cases, risks can be considered minor or moderate, but some risk events can 
terminate a business with a single risk event. The ability to differentiate between these 
categories is essential as that permit the creation of a prioritisation schedule. Once this context 
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has been provided, the risks can be moderated through appropriate management, and 
economic profits can be further secured (Chicken, 1996; Aven, 2007; Hopkin, 2018). 
However, this process must be applied systematically because a business is an ongoing 
concern. Risk management must consist of the process of risk identification, assessment, 
treatment, planning for future and potential risks, establishing communication and reporting 
procedures and long-term monitoring (Krüger, 2020). For risk management to be considered 
sufficient, it must be pervasive, progressive, iterative, systematic and integrated (Valsamakis 
et al., 2013). This necessitates an enterprise-wide risk orientation. Moreover, it must address 
all internal, political, economic, social, technological, legal and environmental exposures 
generated by the business's activities (Chicken, 1996; Aven, 2007; Valsamakis et al., 2013). 
If applied correctly, risk management maximises favourable outcomes, minimises the effects 
of connected and unexpected risks, clarifies the causal relationships among risk events, 
amplifies survivability and competitiveness, and optimises business resource usage 
(O'Gorman, 2001; Watson, 2009; Knight, 2012; Diedericks, 2015; COSO, 2016; Hopkin, 
2018). Through risk management strategies, business resources are spent more efficiently, 
creating a surplus of resources to be used elsewhere in the business (Smit & Watkins, 2012; 
Gwangwava et al., 2014). By ensuring compliance with legal and regulatory standards, the 
business's robustness is further enhanced, and performance variability is decreased, leading 
to more stable growth and operations (COSO, 2016). Although the benefits are vast, it is also 
not a simple process to manage risk and SMEs face additional challenges in implementing it.  
SMEs' vulnerability is inherent to their characteristics; however, the most significant 
shortcoming remains their dependency on experience in identifying risk and a failure to 
incorporate contingencies and plans for realised risks into their continued managerial 
considerations (Krüger, 2020). Furthermore, SMEs do not have the same motivation as large 
businesses to abide by risk standards as most of their business projects do not require explicit 
and audited proof of compliance with standards (Ntlhane, 1995; King & Lessidrenska, 2009; 
Smit & Watkins, 2012). Risk management is also usually introduced into the business through 
legislative requirements such as the Occupational Health and Safety Act (85 of 1993) and their 
business operations, which in addition to labour laws, carry obvious risks that have had 
immediate and measurable effects (Krüger, 2017). Consequently, SMEs focus on these, and 
only these, considerations. Moreover, since the creation and application of a risk management 
system is a time-consuming and resource-intensive endeavour, SMEs prefer to avoid possible 
adverse outcomes at an operational and legal level instead of putting their resources into 
developing a holistic and overarching risk management system (Harvey, 2008; KMG, 2013).  
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Applying risk management in SMEs is difficult because of the significant initial investment of 
time and resources in establishing and implementing the business's risk management process 
while simultaneously maintaining all other operations (Hopkin, 2018). When risks are realised 
in the SME, they are treated symptomatically instead of systemically, following the SME crisis 
management practices instead of addressing a risk at the causal level (Price Waterhouse 
Coopers, 2011; Booysen & Visser, 2012; Diedericks, 2015). This practice leaves SMEs 
vulnerable to the same risks for extended periods and results in undue repetition of the same 
risk incidents (Balkenhol & Evans-Clock, 2003; Nieuwenhuizen, 2003; ISO, 2018).  
To make risk management applicable at an SME level thus requires an understanding of the 
particularities of how risk management processes and principles interact with the SME at a 
practical level. Understanding an approach to meaningful risk intervention can be used to craft 
non-invasive interventions that complement their established processes yet provide a rational 
path for progression towards best practice.  
For risk intervention to be worthwhile and effective, it must first be applied independently by 
top management in the business, thereby permitting it to imbed into SMEs' business culture. 
However, it is difficult to speak of a solution for SME risk management when the context of 
SME risk management is unknown. 
3. METHODOLOGY  
The article uses a radical structuralist/positivist paradigm, and a descriptive single-sample 
cross-sectional research design and quantitative methodology. Lincoln and Guba (2011) 
argue that the use of this research design and paradigm's use permits confirmation of the 
relational interactions between variables and thus appropriate given the research question of 
this article: How do SMEs' demographics affect their risk management in practice.  This study's 
target population consists of SMEs within the SDMA. The combination of purposive and 
convenience sampling is predicated in necessity in this study as informal businesses had to 
avoided and there is no practically significant prior knowledge of the precise locations of the 
sample. 
A survey was used as the data collection instrument to collect primary data, and the article 
employed a structured questionnaire to collect data from the sample once. The questionnaire 
consisted of four sections A through D. Section A and B was measured on a four-point Likert 
scale. Section A was used to determine if an SME was capable of identifying risk. Section B 
employed the Survey of Consumer Finances scale (Gilliam et al., 2010) and a modified 
Domain Specific Risk Taking (DOSPERT) scale (Weller et al., 2015) to determine the risk 
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taking and risk tolerance of SMEs. Section C consisted of questions that relate to risk 
management practices of the SMEs. Finally, Section D consisted of demographical questions. 
The questionnaire was pre-tested and piloted Pre-testing was applied in this study and 
consisted of an academic peer review process. The pilot study consisted of 30 small business 
owners selected from a sample that maintains similar properties to the target population. The 
questionnaire was distributed and gathered by the author and an independent data collection 
company. 332 SMEs responses were captured in relative proportion to each municipal area's 
economic activity.  
Data was captured in Microsoft Excel 2019 and statistical analysis was applies to it using 
Statistical Package for Social Sciences version 25.0 thereby establishing objectivity 
(Hammersley & Atkinson, 2007; Howlett et al., 2009). Reliability, validity, descriptive and, 
exploratory factor analysis was used to determine underlying relationships and validating the 
proposed scales (Malhotra & Peterson, 2006:739).  
4. RESULTS AND DISCUSSION 
4.1. Demographics 
Most of the sample operates as service and trade businesses that cumulatively account for 
45 per cent of all small business activities within the SDMA. This distribution means that SMEs 
are trading the goods of others or intangible goods. These two figures are high compared to 
the other business types, indicating greater survivability and greater ease of access (Oakley, 
2013). Production, finance and manufacturing account for a cumulative 23.8 per cent share of 
the market. The remaining 37 per cent splits over all other sectors combined. Compared to 
the Bureau of Economic Research (BER) report from 2016, the results correspond with the 
questionnaire results with only slight variations (BER, 2016). The distribution of small 
businesses per sector within South Africa shows that the most significant sectors from 2016 
are also the main sectors active in the SDMA; this consequently serves as a representative 
example of the South African economy. 
A notable point of deviation is that there is a significantly higher presence of business types 
from numerically minor categories. This distribution indicates a gathering of multiple high-level 
technical skills and professions into a much smaller geographical area. The greater 
concentration of skills from various sectors should allow for more potential innovation and 
multidisciplinary tie-ins. Community, construction, finance and business services are the 
closest contributors at 13.57 per cent, 13.29 per cent and 12.07 per cent, respectively.  
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The legal form of business also has significant influences on matters such as the degree to 
which liability is distributed between the business owner and the business, how taxation will 
affect it, what paperwork and regulation are relevant to the business and how it can raise 
capital (Ebrahim et al., 2019). The South African Companies Act of 2008 defines sole 
proprietorships, partnerships, private companies, public companies, personal liability, state-
owned enterprises, non-profit, and foreign companies. It should be noted that although close 
corporations are no longer allowed to be registered, as stipulated in the South African 
Companies Act of 2008, they are still permitted to continue operations indefinitely, despite 
pressures to conform to Generally Accepted Accounting Principles for SMEs (Stainbank, 
2008). The distribution of legal forms is shown in Figure 1. 
A notable concern for the reader is that 13 per cent of the businesses were not registered, and 
2.7 per cent of small businesses classified their business as other, despite there being no such 
category from a legal perspective. This particularity means that the businesses still had a 
physical presence despite not being registered.  
Figure 1. Small Business legal forms 
 
Source:  Author's compilation 
Some businesses have no choice besides to reside in areas zoned for them. Businesses 
dealing with industrial waste and businesses that require agricultural farmland are examples 
of such. The rest have a high degree of freedom to decide where they optimise their market 
engagement and potential for profitability. Most of the businesses exist in outlying business 
zoned areas (25.3per cent). A close second to zoned areas that are outlying is home-based 
businesses (23.8per cent). Central business districts and unzoned outlying areas account for 
16.9 per cent of small businesses in the SDMA. 8.1 per cent is accounted for by industrials, 
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According to Meyer (2018), the category of home-based businesses (23.5per cent) can 
indicate small to micro-businesses, as starting at home is typical and includes reasons like a 
lack of funds and convenience. 
Although the cut off for the sample was set to 50 employees, it was found that small 
businesses averaged only eight employees per business. This can, however, be deceiving as 
the mode sits at one employee, and 50 per cent of small businesses have only between one 
and four employees. The number of employees can be used as a proxy for the enterprises' 
size when considering the industry within which they operate. It can also be seen that as 
businesses grow, it becomes harder for them to maintain their larger size (Ward, 2011).  
This is shown in Figure 2; when the number of employees rises to four, a sudden drop in 
businesses can maintain that size. The trend repeats at nine and 22 employees, indicating 
increasing levels of difficulty at these points. This difficulty rises starkly, as only 10 per cent of 
the overall sample had employee numbers above 22 employees, and only 30 per cent of 
businesses had more than eight. The graph suggests that thresholds exist when difficulty 
increases; five employees are the first such threshold, then at ten employees, and 24 
employees.  
Figure 2: Employee frequency distribution 
 
Source:  Author's compilation 
Small business owners' age distribution falls, predictably, in line with the investor life cycle 
(Smith, 2019). Initially, they accumulate resources, which accounts for people from 21 to 40 
years of age. This represents approximately 60 per cent of all small owners in the SDMA. The 
age group of 41 to 50 years shows a significant decrease in the number of small business 
owners, which is in line with when consolidation would occur as there is a 50 per cent drop in 
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in the numbers from 41 to 50-year category to the 51 to 60-year category, which can be argued 
as the manifestation of the known effect of increased risk-taking in the declining stages of the 
life cycle (Habib & Hasan, 2018). Numbers then drop to early pre-accumulation stage levels 
as most people aged more significant than 61 enter their spending phase as they approach 
the end of their lives. 
Age distribution of the sample is also in line with global norms which show early 
entrepreneurial activity tends to be low at the age category of 18 to 24 years, it peaks during 
the age group of 25 to 34 and then declines after that, following an inverted U-shape 
(Herrington et al., 2014). This falls in line with an inverted U theory that argues that when the 
likelihood of becoming a successful entrepreneur is maximised, there is a peak in pursuant 
action (Lévesque & Minniti, 2011). This is proven true as entrepreneurship is maximised at 31 
to 40 years and spikes again at 51 to 60 years. In the 31 to 40-year category, potential 
entrepreneurs have acquired skills and resources and thus apply themselves in their 
entrepreneurial pursuits.  
This study assumed that business respondents had a basic literacy level, numeracy, 
understanding of the industry it was in, and managerial competence. Education, in terms of 
this study, referred to the degree of education of the respondents. This was included in the 
questionnaire to determine if there was some correlation between education and 
entrepreneurial success. The consensus is that at least primary education is essential (Kolstad 
& Wiig, 2010). However, the effect of higher levels of education on entrepreneurial success is 
still contested (Maycotte, 2015). Nearly one in every five small business owners do not have 
a matric/high school graduation certificate or similar level qualification. 
Furthermore, 29 per cent of participants have a university degree, 42 per cent have a 
certificate or a diploma, and 29 per cent did not qualify higher than matric. The number of SME 
owners with a degree is the same as those with up to matric. It is indicating that a high level 
of education is not needed to engage in entrepreneurial activity. Whether or not a higher 
degree of education correlates to higher degrees of success in SMEs is inconclusive given 
the data gathered.  
It was found that a great deal of SME failure was a result of poor management. Managerial 
skills are just that skills; as such, the amount of time spent practising them would affect a 
business's capacity to apply the managerial acumen needed when facing business 
challenges. This is proven by the high number of components that correlate with years of 
experience. Respondents were asked to indicate the number of years of managerial 
experience to gauge the managerial experience that small business owners have in their 
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businesses. This question also indicated the age of the business. It was found that most (75 
per cent) of small business owners in the sample only had one to five years' experience. 
In comparison, the remaining 25 per cent accounted for six to 40 years of experience. Moving 
into the six to 10 years category saw a drop to 13 per cent. Which then dropped to 4 per cent 
in the 11 to 15 years' category and dropping by a per cent every subsequent year. It was also 
found that 75 per cent of small businesses fail in the first five years that they are active (SEDA, 
2018:4). The low number of small businesses in later years is strongly related to the reasons 
for small business failure (Krüger, 2020). However, it could also be strongly correlated with 
small business owners' life cycle in later years (Habib & Hasan, 2018). 
4.2. Factor analysis 
Having identified the demographical factors that theory showed to be of interest, questions 
could be constructed to measure constructs cumulatively. However, establishing constructs 
requires statistical verification of those constructs in the sample that is being observed. 
Although the academic constructs that form the principle risk management considerations are 
well established, they do not translate directly to SMEs. However, that is not to say that they 
do not come together in meaningful forms or limited expressions of the theoretical ideal. Factor 
analysis can be used concurrently with theory to make sense of these variations.  
Factor analysis (FA) is the statistical process of refining or reducing data into factor groupings 
by analysing the relationships between interrelated variables (Field, 2009; Malhotra, 2010). 
Before running the FA, the data had to be tested for suitability, sampling adequacy and 
intercorrelation. This was done using running a Kaiser- Meyer- Olkin (KMO) and Bartlett's 
sphericity test. Multicollinearity between variables was also tested, utilising Pearson's 
correlation. 
A KMO will give a value between zero and one with higher values indicating a better adequacy 
factor. A KMO value was affected by sample size, and Pallant (2013) stipulates that a 
minimum sample of 150 respondents (this sample is 332) is required before adequacy can be 
reasonably expected. Furthermore, Pallant (2013) suggests a ratio of at least five cases per 
variable. In this study, the sample (332) yielded a ratio of 24 cases for each variable. According 
to the theory that the KMO is based on, there are categories for sample adequacy (Malhotra 
et al., 2012). Broadly, a score of 0.0 to 0.04 is considered inadequate, and a factor between 
0.5 to one is considered adequate for factor analysis. Further categorisation is suggested by 
Malhotra et al. (2012) and Field (2009), who argue that up to five categories of adequacy can 
be differentiated and they are: Inadequate: less than 0.5, Average: 0.5-0.7, Good:0.7-0.8, 
Great: 0.8-0.9 and Superb: greater than 0.9. 
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The KMO and Bartlett's test of sphericity was extracted from the three sections of the 
questionnaire from the items used to inform the constructs. Bartlett's test of sphericity was 
used as an identity matrix to examine if each variable correlates with itself but does not 
correlate with any other variables (null hypothesis) (Malhotra et al., 2012). In terms of factor 
extraction (analysis of eigenvectors), this research study used principal component analysis 
(PCA) and applied Oblimin with Kaiser normalisation (Cohen, 2013).  
For FA to be appropriate, Bartlett's test of sphericity should be significant (p<0.05) (Field, 
2009). In this case, the null hypothesis for Bartlett's sphericity test was significant where p-
values for sections A, B and C were less than 0.05. All sections had a statistical significance 
of p<0.000. The chi-squared and degrees of freedom are shown for each subsection 
individually in Table 1. An eigenvalue can aid in factor extraction as it represents the amount 
of variance associated with each factor. Factors with an eigenvalue less than 1.0 are 
considered insufficient and, as such, any factor that does not have at least an eigenvalue of 
one was not considered (Malhotra, 2010). Kaiser's criterion states that a component can only 
reliably be considered valid if it produces an Eigenvalue of one or greater (Pallant, 2016). If 
the components have an Eigenvalue of one or greater, the cumulative variance criterion is 
used in the report on the cumulative variation explained by the proposed components (Hair et 
al., 2010). 
Table 1:  Scale summary  
Scale A B C 
Number of items 14 16 17 
Number of components with significant Eigen values 3 4 3 
KMO 0.643 0.755 0.919 
Barlett's test of sphericity chi Squared 464.82 710.66 1848.13 
Degrees of freedom 91 120 136 
P. Value 0.000 0.000 0.000 
Cumulative variance 39.30per cent 39.6per cent 38.32per cent 
Source: Author's Compilation 
Cronbach alphas are used in tandem with inter-item correlations to ensure that the data is 
reliable. Before the dissemination of the following sections, it should be noted that the scales 
contained less than ten items per grouping. This is important to note, as fewer items could 
result in lower Cronbach alphas (Field, 2009). Although a generally accepted Cronbach alpha 
value of 0.8 is appropriate for tests in hard sciences and can have a cut-off point as low as 
0.7, in the social sciences, a value of around 0.6 can still be expected and remain valid (Field, 
2009; Hair et al., 2010; Kline, 2013). Additionally, since the scales comprised various 
subscales, it is suggested that Cronbach's alphas be applied separately to each subscale 
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(Field, 2009; Pallant, 2010). Having analysed the factors, they must now be tested for 
reliability. The reliability statistics are summarised in Table 2. 
Table 2:  Component summary  
Component Component label Mean SD Cronbach's Alpha 
inter-item 
correlations Reliability 
A1 Liquid capital management 2.60 0.58 0.62 0.25 YES 
A2 External risk 2.68 0.58 0.54 0.19 YES 
A3 Conceptualisation of risk N/A N/A 0.27 0.08 NO 
B1 
The willingness of the 
owner/manager to take 
health and safety risks 
2.13 0.65 0.73 0.31 YES 
B2 
The willingness of the 
owner/manager to take 
social risks 
N/A N/A 0.45 0.12 NO 
B3 
The willingness of the 
owner or manager to take 
financial risks 
N/A N/A 0.43 0.15 NO 
C1 Risk identification 4.10 1.03 0.80 0.36 YES 
C2 Risk intervention 4.18 1.08 0.86 0.43 YES 
C3 Employee risk feedback 4.36 1.43 0.72 0.56 YES 
Source: Author's Compilation 
The Cronbach's alpha of Component A1 is 0.622 with an inter-item correlation of 0.250, thus 
proving the reliability of this scale. Component A1(Liquid capital management) consisted of 
three variables relating to pure liquidity risk and one factor relating to operational risk. The 
questions were grouped as Liquid capital management, seeing that the operational risk as 
perceived by SMEs related to disparities in cash availability. Liquidity capital management is 
a significant factor in small business survival, sustainability and growth (Edem, 2017; SEDA, 
2018). 
The Cronbach's alpha of Component A2 (External risk) is 0.535, which is below the score of 
0.60 that is considered acceptable; however, with an inter-item correlation of 0.250, reliability 
can still be assumed, when scales are less than ten items, the inter-item correlation can be 
reported as an alternative to Cronbach's alpha as long as the value is between 0.15 and 0.55 
(Clark & Watson, 1995; Gliem & Gliem, 2003). External risk addresses questions related to 
externalised risk factors and includes considerations of government interference, changes in 
interest rates, exchange rates and operational risks outside of the business owner/manager's 
control. These factors group together to discuss the business environment, over which a 
business has no control (Waeibrorheem & Suriani, 2016). 
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The Cronbach's alpha of Component A3 (Conceptualisation of risk) is 0.269, with an inter-item 
correlation of 0.083. In this event, Component A3 is not as reliable as Cronbach's alpha, and 
the inter-item correlation is too low. Conceptualisation of risk addressed questions designed 
to determine whether the participant understood risk as a concept. Risk can be classified as 
pure risk, opportunity risk, or control risk (Marx & de Swardt, 2013; Valsamakis et al., 2013; 
Hopkin, 2018). If this factor proved significant, it would mean that the perspective that the 
small business owners had of risk could be determined; however, with the results given, it 
cannot. This is, however, telling in and of itself in that it shows a high degree of variability in 
the understanding of this concept.  
Section B used the SCF scale that stands on its own and is interpreted separately, along with 
a modified DOSPERT scale to determine the small business owner/manager's risk-taking 
behaviours to determine how prone to risk-taking behaviours were across the built-in 
subscales (Blais & Weber, 2006). Components B1 (The willingness of the owner/manager to 
take health and safety risks), B2 (The willingness of the owner/manager to take social risks) 
and B3 (The willingness of the owner or manager to take financial risks) speak to the 
DOSPERT portion of this interpretation. Component B1 (The willingness of the 
owner/manager to take health and safety risks) related to the risks that addressed health and 
safety risk-taking behaviours. Cronbach's alpha of Component B1 is 0.729, which is enough 
for reliability purposes. Component B2 (The willingness of the owner/manager to take social 
risks) addressed social risk-taking, and Component B3 (The willingness of the owner or 
manager to take financial risks) addressed financial risks, respectively. Component B2 (The 
willingness of the owner/manager to take social risks) and Component B3 (The willingness of 
the owner or manager to take financial risks) have Cronbach alphas of 0.488 and 0.426, and 
inter-item correlations of 0.120 and 0.147, respectively, are not considered reliable and were 
not included in further analysis. 
Section C was set up to determine how regularly individually identifiable risk management 
principles were applied within the business. The frequency of which would indicate how often 
the individual processes of risk management were addressed. Conceptually this would show 
what aspects of risk management small businesses emphasise in practice. Section C was 
intended to produce components that matched the steps laid out in theory (Valsamakis et al., 
2013). This would allow for identifying the gaps in particular risk management processes in 
the business, arguing that a lower frequency of interaction with a particular risk indicated a 
lower concern for the small business person (Highhouse et al., 2017).  
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The factor analysis in this section was used to determine if the small business owners would 
group the various questions relating to the individual risk management steps together as is 
found in theory, or whether they would group them atypically (Marx & de Swardt, 2013). What 
was found is that the section factored out to three instead of the expected six groupings. This 
indicates that small business owners/managers' perception of risk management processes is 
ontologically, epistemologically, conceptually, and cerebrally grouped differently from theory 
and can motivate more clearly separated risk management processes in practice (Highhouse 
et al., 2017). 
Despite the variation between theory and practice, components C1 (Risk identification), C2 
(Risk intervention), and C3 (Employee risk feedback) have shown to hold the highest 
Cronbach alphas with values of 0.797, 0.855 and 0.717, respectively. Component C1, (Risk 
identification) can be grouped as Risk identification as the questions relate to concepts in 
which actions are taken to identify risks actively. Component C2, (Risk intervention), serves 
as a grouping of questions that show the small business owner's managerial tendencies as all 
the items used in this component deal with considerations and interventions notably within the 
hands of only the owner of the enterprise. Component C3, (Employee risk reporting), creates 
a clear separation between the involvement of the owner/ manager and the employees in the 
business. The steps' conglomeration indicates the lack of risk awareness and a shallow 
understanding of best practice risk management (Valsamakis et al., 2013; Hopkin, 2018). 
Subsequently, it should be noted that for the risk management intervention tool proposed by 
this study to meet the intended goal requires a detailed listing and discussion of the elements 
that comprise it. 
4.3. Component and demographic correlations 
Correlations show the relationships between variables and describe those relationships' 
strength and direction (Pallant, 2016). A two-tailed Spearman correlation test was employed 
to determine the correlation between factors. According to Burns et al. (2017), coefficients 
come in five ranges, very strong (+/-0.81 to +/-1.00), strong (+/-0.61 to +/-0.80), moderate (+/-
0.41 to +/- 0.60), weak (+/- 0.21 to +/-0.40) and very weak (+/-.20 or below). The direction of 
the relationship can be negative or positive. A positive relationship is also called a direct 
relationship, and a negative relationship is called an indirect relationship. When items are 
directly correlated, they move in the same direction, and an increase or decrease in the one 
directly affects the other, increasing or decreasing as the other one does. The degree to which 
the change affects the other is determined by the relationship's strength, indicated by the 
correlation coefficient.  
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4.3.1 Inter-component correlation 
Table 1:  Inter component correlation 
Components: A1  A2  B  C1  C2  C3  





A2, External risk awareness -0.19** 1.000 
B, Willingness to take health and safety risks -0.25** -0.18** 1.000 
C1, Risk identification 0.03 0.26** -0.13* 1.000 
C2, Risk intervention 0.04 0.22** -0.07 0.63** 1.000 
C3, Employee risk feedback -0.08 0.24** -0.08 0.46** 0.49** 1.000 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
Source:  Author compilation 
Components do not only relate to demographic items but also correlate with each other. Table 
3 shows how the identified factors interact with each other. Component A1 and A2 accounts 
for Scale A: risk identification. Component A1, (Liquid capital management), correlates weakly 
and negatively with Component A2 (External risk awareness) (-0.19). The management of 
liquid capital is a matter of internal managerial efforts, while external risk awareness is 
orientated towards externalised risks. From discussions of small businesses' limitations, it can 
thus be argued that time spent managing eternal risks detracts from time spent managing the 
internal risks. As such, the negative correlation between the two is sensible. However, the 
effect is small because, as either improves, it inherently aids the other, and, as such, as the 
business grows, the correlation will likely invert.  
Component A1, (Liquid capital management), correlates weakly (-0.25) with the willingness to 
take health and safety risks. This is sensible as the more limited a small business' liquid capital 
is, the more unwilling it was to take risks and ignore Component C3, (Employee feedback) (-
0.02), which protects them from new and immediately relevant risks. Component A1, (Liquid 
capital management), also correlates weakly and positively with Component C1, (Risk 
identification) (0.03) and Component C2, (Risk intervention) (0.04). These correlations are 
very weak; however, this is not to say that they must be ignored. The very low correlation 
between Component C1, (Risk identification) and Component C2, (Risk intervention), speaks 
to the lack of a relationship that, as a theoretical ideal, should exist between them and 
Component A1, (Liquid capital management) endeavours. During risk identification and risk 
intervention, estimated losses and costs of managing risks are developed to allow for better 
resource allocation to address potential risks (Hopkin, 2018). The fact that these do not 
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correlate is indicative of a deficiency in small business risk management. To address this, a 
Small Business Risk Management Intervention Tool (SBRMIT) was developed in Krüger 
(2020) that explicitly guides these processes so that they may be addressed sufficiently to 
create a better link between these concepts. 
Component A2, (External risk awareness), correlates with Component B, (Willingness to take 
health and safety risks), weakly and negatively (-0.18). This is sensible, as a higher awareness 
of the business's risks, the less likely unnecessary risk-taking behaviours become (Valsamakis 
et al., 2013). Component A2, (External risk awareness), correlates with Component C1, (Risk 
identification) (0.26), Component C2, (Risk intervention) (0.18) and Component C3, 
(Employee risk feedback) (0.24). The more aware of those risks over which the business has 
no control, the more the business will identify and intervene in those risks. The small business 
is also more likely to encourage feedback on risks that the employees can identify to aid in 
this process.  
Component B, (Willingness for small business owners to take health and safety risks), 
accounts for Scale B, (risk-taking with DOSPERT). Even though Scale B accounted for three 
of the five domains of DOSPERT, only the willingness of the owner/ manager to take health 
and safety risks factored significantly. Component B correlates weakly and negatively with 
Component C1 (Risk identification) (-0.13), Component C2 (Risk intervention) (-0.07) and 
Component C3 (Employee risk feedback) (-0.08). This implies an inverse relationship between 
risk-taking and risk management. As the more risk-averse and the less risk-taking a small 
business owner is, this is sensible, the more likely they are to employ better risk identification, 
risk intervention, and risk communication interventions (Highhouse et al., 2017:402). 
Component C1, (Risk identification), C2, (Risk intervention) and C3, (Employee risk 
feedback), account for Scale C, The risk management process. Risk identification correlates 
positively and moderately to strongly with risk intervention (0.63) and employee risk feedback 
(0.46). Risk intervention correlates positively and moderately with Component C3 (0.49). As a 
single scale that measured related risk management processes, it is improbable that they 
could not be correlated. This statement is that the latter processes follow and are informed by 
the previous (Hopkin, 2018). For small businesses, risk identification comes about as a means 
of experiencing the risk event (Krüger, 2017). A risk intervention is necessary because the 
failure to act in this regard would result in losses that could be reduced. Furthermore, in this 
case, risk communication is when the employees drive to the business owner. The motivation 
for reporting risks in these cases is not a result of a defined procedure but ensures they are 
not held responsible for factors beyond their control. 
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Having described how correlation works, it is required to analyse the results of the correlation 
tests. The correlation test results between demographic items and components are displayed 
in Table 4 and discussed in the components' sequence.  
Table 2 : Summary Component and demographic correlations 
Component D3: Employee Numbers 
D8: Age of 
business 
owner 
D9: Education D11: Years of experience 
D12: Age of 
business 
A1, Liquid capital 
management 0.03 -0.08 0.01 0.06 0.01 
A2, External risk 
awareness 0.04 0.18** -0.01 0.16** 0.19** 
B, Willingness to take 
health and safety risks 0.05 -0.22
** -0.05 -0.44** -0.38** 
C1, Risk identification 0.29** 0.14* 0.02 0.08 0.09 
C2, Risk intervention 0.19** 0.17** 0.10 0.13* 0.12* 
C3, Employee risk 
feedback 0.22
** 0.21** 0.10 0.11 0.13* 
**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
Source:  Author compilation 
Liquid capital management does not correlate with anything significantly; neither does the 
current level of education of the business owners. External risk awareness correlates 
positively with the age of the business owners (0.18), the years of experience the business 
owner has accumulated (0.16) and the age of the business (0.19). This is sensible because 
small business owners become more aware of the risks they face and translate the effects of 
external risks into their businesses' context (Albert & Duffy, 2012). Furthermore, the investor 
lifecycle theory supports this notion in that it has been proven that people tend to become 
more risk-averse as their potential earning declines as their age increases (Smith, 2019). 
Willingness to take health and safety risks, is a measure of the willingness of small business 
owners to take health and safety risks. What was found is that there is a negative correlation 
between the willingness of small business owners to take risks and that they were less willing 
(negatively correlated) to take risks as their age (-0.22), business experience (-0.44) and the 
age of the business (-0.38) increased. Small business owners in the Sedibeng District 
Municipal Area regard their employees as their first responsibility for this study's components. 
Their willingness was seen to forgo purchasing additional stock, which would benefit the 
business, or paying their debtors on time, which would allow the business greater liquidity in 
the future, but instead, they focus on paying their employees. Subsequently, small business 
owners do not risk their health and safety that could jeopardise all their employees and the 
business. This tendency increases with the business owner's age  
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Risk identification showed a weak correlation between the business owners' age (0.14) and 
the number of employees that the business (0.29) had. This is intuitive as the ability to identify 
risks is a matter of experience. The age and experience of a business owner allow them to 
pull from their own life experience. A more significant number of employees allows for a 
broader awareness of risks and more workforce hours to identify them. Risk intervention was 
weakly correlated with the number of employees (0.19), the age of business owners (0.17), 
the years of business experience the small business owner (0.13) had and the age of the 
business (0.12). How well a business knows to address the risks it faces is a matter of 
experience and foresight. The passing of time allows for the acquisition of more experience. 
The more person-hours that have been put into a business, through the multiplication of time 
that additional employees contribute and the business owners' experience, through all the 
years the business has been active, and the business owner has gained experience, the better 
its ability to intervene. Employee risk feedback is weakly correlated with the number of 
employees (0.22), the age of business owners (0.22) and the age of the business (0.13). 
These factors explain that risk communication is prioritised as the business owners become 
more aware of their limitations through experience. The greater the number of employees, the 
more likely it is that feedback on risks was provided, and the longer the business is active, the 
more likely it was that employees and business owners would experience risk events that can 
be reported. 
5. CONCLUSION  
This paper sought to explore those relationships through correlation analysis of the 
demographics and the various risk management components representing SME and risk 
management activities. This was done to answer the research question: How do SMEs' 
demographics affect their risk management in practice. The principal components for analysis 
were identified through literature review, the methodology, and the results brought the 
following findings into awareness. 
The findings illustrate the following correlative relations between the applicable demographic 
variables and the risk management processes of SMEs in the SDMA: 
1. As the age of SME owners increase, their risk-taking will decrease, and their openness 
to risk management will increase. 
2. The longer a business stays open, the more aware it becomes of external risks.  
3. And the more employees a business has and the older the SME owner and the 
business, the better it is at identifying and intervening in risk events. 
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The demographics observed were only the number of employees, the age of the business, 
and the age of the SME owner that contributed to its risk management considerations. 
Moreover, what was found is that the SME only conceptualised its risk management process 
as three significant processes: Risk identification, and Risk intervention, and Employee risk 
feedback. Although 70.3 per cent of the SMEs surveyed did not apply any proper risk 
management, these relationships were still observed. This is significant because it illustrates 
the actual lack of understanding of risk management amongst these SMEs and implicates a 
high degree of missed benefit and demonstrates the value that intervention in this regard will 
carry. An implicit degree of progression towards risk management practices is shown herein. 
However, it is not sufficient to protect them from risks. Moreover, the identified risk 
management processes have strong intercorrelations showing that what has been identified 
is being applied cumulatively, albeit incompletely. 
Moreover, this contributes uniquely to the literature by showing how the risk management 
procedures that SMEs can identify and interact with their unique demographics. Furthermore, 
those processes and demographics of concern to larger enterprises have been shown to have 
little impact on their risk management. In effect, the focus of risk management related to SMEs 
has been narrowed down to the applicable demographics of the number of employees, the age of 
the business, and the age of the SME owner. 
Although the correlation of liquidity is weak concerning the willingness to take a risk, it is still 
present, and negative, and therein profound as it serves as an internal indicator of the strength 
of the business. If liquid funds are available, SMEs can and do take on more risk in the 
business. However, if liquidity contracts, the willingness to take risks decreases and external 
risk awareness is also reduced.  
The relationship indicates a disproportionally more considerable motivation to expand than to 
address possible increases in risk. Thus, until a more comprehensive risk awareness is built 
into SMEs, it is unlikely that they will not overreach and unwittingly make themselves 
vulnerable to catastrophic risk events. This interplay in variation in the availability of liquidity 
speaks to the SME owner's psychology and the entrepreneurial mindset they embody. As an 
introduction to a possible link between SME owners' behavioural biases, this serves as a 
transdisciplinary bridge between entrepreneurial studies and psychology. 
The findings indicate that some standard risk management practices are in place but are 
applied uniquely in SMEs and that SMEs have limited awareness of the risks to which they 
are exposed by consequence. However, the primary contribution is identifying how the primary 
risk management processes manifest in an SME context and interact with SME demographics.  
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6. LIMITATIONS AND RECOMMENDATIONS FOR FURTHER 
RESEARCH 
Although the sample was sufficient, it only spoke to one of the most economically active 
municipal areas in South Africa. A larger and more widely distributed sample size would also 
have aided the study in that more advanced statistical analyses would have been able to be 
applied, allowing for greater generalisation. 
Given the novel perspective of risk management held by SMEs, a qualitative interview stage 
might have helped provide additional context and understanding as to why their perspective 
coalesced into the three steps, they identified instead of the eight recommended in risk 
management literature. The limitation of quantitative techniques did not allow for probing into 
the details of their perspective. Thus, in addition to the former suggestions, the study 
recommends replicating it in other municipal areas, with qualitative research, to generate a 
perspective that represents South Africa more fully. Future implications from such actions 
could refine how risks manifest in SMEs in a more generalisable sense, aid in identifying which 
risks are the primary risks to focus developmental resources and policy attention towards at 
the various stages of business development and create a framework through which 
government can aid in reducing risks, and thereby amplifying job creation and retention. 
As stipulated in the demographics portion, a pattern seems to present with employee 
thresholds. Pursuing this trend in its own right with a sample of at least 1 000 (350 small 
businesses, 350 medium businesses and 300 large businesses) respondents might elucidate 
this observation more clearly. If proven true in future studies, the theoretical thresholds might 
serve as guidelines for more significant managerial intervention or as indicators of difficulty in 
the businesses. They can be used to set more tailored policy support measures for small 
businesses. However, this is increasingly subjective as various industries would have a 
different cut off numbers; consequently, this deserves further exploration. 
As shown by the demographical data, a limitation in whether or not a higher degree of 
education correlates to higher degrees of success was inconclusive, and it is suggested that 
a study be conducted to ascertain the relationship between the two.  
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