We present model-based inference for proteomic peak identification and quantification from mass spectroscopy data, focusing on nonparametric Bayesian models. Using experimental data generated from MALDI-TOF mass spectroscopy (Matrix Assisted Laser Desorption Ionization Time of Flight) we model observed intensities in spectra with a hierarchical nonparametric model for expected intensity as a function of time-of-flight. We express the unknown intensity function as a sum of kernel functions, a natural choice of basis functions for modelling spectral peaks. We discuss how to place prior distributions on the unknown functions using Lévy random fields and describe posterior inference via a reversible jump Markov chain Monte Carlo algorithm.
Introduction
The advent of Matrix Assisted Laser Desorption/Ionization Time of Flight (MALDI-TOF) Mass Spectroscopy and related SELDI-TOF (Surface Enhanced Laser Desorption/Ionization) allows the simultaneous assay of thousands of proteins, and has transformed research in protein regulation underlying complex physiological processes. This technology provides the means to detect large proteins in a range of biological samples, from serum and urine to complex tissues, such as tumors and muscle. With appropriate statistical analysis, one may explore patterns of protein expression on a large scale in high-throughput studies without the need for prior knowledge of which proteins may be present (Petricoin et al., 2002; Petricoin and Liotta, 2003; Diamandis, 2003; Baldwin et al., 2001; Martin and Nelson, 2001 ). As such, it becomes a discovery tool, identifying proteins and pathways that are linked to a biological process. In applications, tens to thousands of spectra may be collected, leading to massive volumes of data. Each spectrum contains on the order of tens of thousands of intensity measurements, with an unknown number of peaks representing proteins of specific mass-to-charge ratios.
The combined effects of heterogeneity in protein composition of samples and other complexities due to the biochemical/physical processes of the measurement procedures, lead to many challenges in identifying proteins or biomarkers that differentiate subgroups. Several steps, involving low level processing of the spectra, such as calibration, filtering of noise, baseline subtraction, normalization, and peak detection, are often carried out in separate stages in order to identify the location of peaks (representing proteins) and to quantify their abundance; inadequate or incorrect methods may introduce substantial biases or create more challenges for later stages of analysis, such as classification of subjects . In this chapter, we describe nonparametric statistical models for spectra that permit simultaneous filtering of noise and removal of baseline trends in conjunction with peak identification, quantification and, ultimately, classification.
Kernel Models for Spectra
We describe the model for a single spectrum, which may be either a raw spectrum or the average of spectra from several laser shots, individuals, etc. . The raw data consist of a time series of intensities of ions striking the detector at recorded time intervals (each clock tick is four nanoseconds). The data in Figure 15 .1 represent the average spectrum from 10 laser shots for a single serum sample. Typically, TOFs are calibrated using known samples to provide associated mass/charge values via a quadratic (or higher polynomial) transformation. Following Malyarenko et al. (2005) , we prefer to develop the model for intensity as a function of time of flight (TOF) rather than with mass/charge. We denote the observed intensity measurement at observed TOF t ∈ T ≡ [t o , t n ] as Y t , with expected intensity E[Y t ] given by the function f (t). Nonparametric models (such as wavelets) have been highly successful in representing the unknown expected intensity function f (t) Coombes et al. (2005) ; Morris et al. (2005) , expressing it as a linear combination of basis functions. Rather than using basis functions generated from a wavelet, we express the mean intensity thru a linear combination of kernel functions
where k(t; τ ; ω) is proportional to a non-negative density, such as a Gaussian or Cauchy kernel and b(t) represents the systematic background process.
The kernel model has several notable features that are attractive for modeling spectra. First, J, the number of terms in the expansion is meaningful, representing the number of kernels (peaks) or proteins in the spectrum. As basis functions, the kernels also have an intuitive interpretation. Because of variations in their kinetic energy, ions of equivalent mass may reach the detector at different times, resulting in a spread or distribution of arrival times. In the case of single ion peaks, the literature suggests that peak shape should be symmetric with possibly Gaussian (Dass, 2001) or Cauchy (Kempka et al., 2004) forms. Kernels based on normalized densities, such as the Gaussian
or Cauchy natural choices for basis functions for expanding the mean function. In the parameterizations above, τ j may be interpreted as the expected time-of-flight for protein j. When normalized densities (that integrate to one) are used to construct the kernels, the coefficient γ j corresponds to the area under the curve, which may be thought of as a measure of the concentration of protein j or of its abundance. Finally, the parameter ω j controls the width of peaks. Determining whether a given peak in the spectrum corresponds to a single protein or to two or more proteins is an issue of the resolving power of the mass spectrometer, which is characterized by its resolution. For a symmetric single ion peak with expected TOF τ j , the resolution, ρ j , at peak j is defined as
where ∆τ j is the full peak width at 50% of the maximum height (FWHM) (Siuzdak, 2003) as illustrated in Figure 15 .2. Solving for ω j , we have
Cauchy Kernel (15.5)
Gaussian Kernel (15.6) or in general, for a symmetric kernel k(t, τ, ω), ω = g k (τ, ρ) for g k that satisfies (15.4). Figure 15 .3 illustrates how peak width increases as TOF increases (larger mass/charge). As the proteins in the figure have the same concentration (γ j ), the area under each curve is constant, but the height decreases inversely with the square of TOF. The two peaks at 3000 and 3015 clock ticks are too close to resolve as individual peaks by isolating the mode, but may be resolved through the model because the width is wider than expected for the particular TOF. Using the relationship With equal concentrations, the heights are inversely related to the TOF, 2ρ/τj . The two peaks at 3000 and 3015 appear as a single peak, but the combined peak is wider than expected for the given resolution.
in (15.4), available prior information about resolution can be translated into prior knowledge about ω j , which will aid in resolving the number of proteins in a peak.
Prior Distributions
To make posterior inference about the unknown function f (which we will assume belongs to some separable Hilbert space H), we must first propose a prior distribution for functions in H. With the representation of f (t) in (15.1), an intuitive construction begins by choosing any positive number ν + > 0 and assigning
, where π is a probability distribution on R + × T × R + . This leads to the equivalent representation of f (t) as a convolution of kernels of the form
where
is a discrete random Borel measure on T × R + with a random number J jumps of random height γ j at the random points (τ j , ω j ).
More generally, the prior distribution π(dγ, dτ, dω) need not be proper (i.e. finite) for the random measure Γ (and the convolution) to be finite and well-defined. In particular, a natural choice for modeling concentrations is with a Gamma random field prior, a special case of a Lévy random field prior, where we take
with Lévy measure ν of the form
for α > 0 and β > 0 and for some finite measure π(dτ, dω) on
, the random variable Γ[A i ] represents the total abundance of proteins with expected time-of-flights in the interval (t i , t i+1 ]. While other approaches may be used to construct a prior for f (t), the Gamma random field, which is a stationary independent increment field, ensures that our prior beliefs are specified coherently across all possible partitions of time of flight. Because the Gamma random field prior assigns probability one to nonnegative functions f , we are assured that the expected intensity will always be non-negative.
Infinite Lévy measures ν, such as in the Gamma random field in (15.9), lead to a random measure Γ with an infinite number of support points J a priori, as the mean
in the Poisson distribution is infinite. As the Lévy measure ν, however, satisfies the bound
tractable computation may be obtained by the approximation 12) which will lead to finite
and hence finite J (almost surely). This approximation may be viewed as incorporating just the J largest intensities into the mean f (t). Although we may expect on the order of 30−50 proteins (Campa et al., 2003) , and hence finite J, the total number of protein products may be much higher due to protein modifications, such as the addition of matrix adducts or addition/loss of other ions, or isotopic differences in protein composition. For > 0, J corresponds to the number of peaks or proteins in the spectra with expected intensity greater than , thus the choice of may be guided by expected noise levels and overall resolution. For more details concerning Lévy random fields and approximations, see Khinchine and Lévy (1936); Maruyama (1970); Jacod and Shiryaev (1987) ; Sato (1999) ; Cont and Tankov (2004) ; Wolpert and Ickstadt (1998a,b) ; Wolpert and Taqqu (2005) . To complete the Gamma random field prior we must specify a joint distribution for τ j and ω j . Without prior information on the distribution of the mass/charge of expected proteins, a default choice is to taking τ j uniform over T. Given existing databases of proteins and associated masses, one can construct a more informative prior for τ j for a given proteomic application.
Because information is available regarding resolution, we develop priors for resolution, rather than directly placing a prior distribution on the parameter ω j , which governs peak width. Because the resolution ρ j depends on only characteristics of the mass spectrometer (laser and detector settings, experimental conditions) and not on the kernel representation, this provides a model independent method for assessing prior distributions for ω j . Resolution may differ among peaks, primarily because of variation in ion kinetic energy. We develop a hierarchical prior distribution for peak resolution ρ j , with ρ j | iid ∼ π(ρ j | ), which allows for variation in resolution from peak to peak, and place a prior distribution on the overall resolution to correspond to expected ranges. Because the width at 50% of the peak height is a function of the kernel parameters, the relationship between peak resolution ρ j and τ j given by equation (15.4), may be used to find the distribution of the peak width parameter ω j given τ j for any kernel parameterization. The hierarchical representation allows peak widths to vary slightly from protein to protein, but "borrows strength" from the ensemble of peaks and information regarding the overall resolution.
The prior may be restated in hierarchical fashion as
where in the distribution for γ j , Gamma(0, b; ) represents a truncated Gamma distribution with density proportional to γ −1 exp (−bγ) on [ , ∞) and normalizing constant E 1 (b ) (E 1 (z) is the Exponential Integral function (Abramowitz and Stegun, 1970 , Section 5.1)). In the above reformulation, the intensities {γ j } all have scale 1; however, the parameter β can be thought of as an overall spectrum specific scale parameter used to adjust the intensities and background parameters. The function g k used to transform ρ j to ω j is given in (15.6) and (15.5) for the Gaussian and Cauchy kernels, respectively. For MALDI data, we represent b(t) as an overall constant plus a kernel fixed at the initial time τ 0 ≡ t 0 (near 8K),
which effectively captures much of the high intensity measurements below 2,000 daltons. Prior distributions at higher stages of the hierarchy depend on prior knowledge about the anticipated number of proteins J 0 and the choice of and are taken to be weakly data dependent. The prior on the overall scaling parameter β depends on the data through the sum of the observed intensities, and is chosen so that the expected intensity at any point in time is roughly 0.01% of the total observed intensity. The prior on ρ leads to 95% of the resolution values being between roughly 80 to 125, based on our experience with similar data. Finally, the Gamma prior on the parameter α in the Lévy measure ν, (15.9) leads to J having a Negative Binomial distribution marginally with expected value J 0 (the anticipated number of proteins), and provides robustness to a fixed choice of α.
Likelihood
Posterior inference about parameters in the model requires specification of an appropriate likelihood. Because intensity measurements are non-negative, both Gamma and LogNormal distributions are reasonable candidates that allow the variance to depend on the mean. Under the Gamma model the variance is proportional to the mean, while with the LogNormal, the variance is proportional to the square of the mean. To explore which model is more appropriate, we took running windows of 50 clock ticks and computed the mean and variance of intensity (Y t ) in each window. We used a robust quantile regression (Koenker and D'Orey, 1994) to fit the linear and quadratic models for variance as function of the mean (Figure 15.4) . Overall, the linear relationship between the mean and variance appears to be more appropriate over a larger range of the data.
Based on the exploratory analysis, we adopt the following Gamma model for intensities,
parameterized with mean f (t) and variance f (t)/φ to accommodate the non-constant variability present in spectra. To avoid problems with evaluating the likelihood at zero, we add a small constant c to the data (allowing c to be random and estimated from the data did not change inferences). To complete our model specification, we need to choose a prior for φ. From experiments using blank chips, where there is no signal, but just pure noise, we observe intensities ranging from 20-25, or for the average of 10 spectra, we would expect standard deviations around 1.1 − 1.3. From the robust regression line in Figure 15 .4, the slope estimate is 4.3, which provides another estimate of 1/φ, the variance inflation factor. We take the prior for φ to be Gamma(0.5, 1), which provides reasonable coverage of these values (roughly 30% of the mass is in the interval), but puts 50% of the mass on values of φ less than 1/4.3 allowing for greater prior uncertainty (lower precisions).
Posterior Inference
Given prior distributions on all unknowns: the number of proteins J, the locations τ j , peak widths ω j , peak resolutions ρ j , and peak masses γ j , as well as other parameters, α and β, etc., the posterior distribu-tion of all unknowns is proportional to the likelihood of the data based on the Gamma model, multiplied by the prior distributions defined by the Gamma random field and other prior distributions at higher stages of the hierarchy. Marginal posterior distributions for most quantities of interest are not available analytically. The prior construction using Lévy random fields, however, permits tractable simulation of the posterior distribution via a reversible jump Markov chain Monte Carlo (RJ-MCMC) algorithm (Green, 1995) . The RJ-MCMC algorithm proceeds by drawing computer simulations of the high-dimensional state vector {α, β, ρ, J, {γ j , τ j , ω j } j≤J } and any other uncertain features. At each iteration, we randomly select to either increment J and add a new peak and associated parameters (Birth), decrement J and remove a peak (Death), or update peak or other parameters (Update); Birth/Death moves that allow a peak to be Split into two peaks or be Merged into a single peak are also included. Efficient computation is possible because updates to f based on adding/deleting or updating peaks bypass the need to invert large matrices that often arise in Gaussian approaches. Furthermore, because kernels are only computed as needed, memory requirements scale linearly with the sample size. For starting values, we have developed an EM algorithm to find modal estimates of the parameters in a single spectrum under an approximate Gaussian model, with positivity constraints. An R package for fitting these models is under development by the authors.
Illustration
To illustrate inference using the adaptive kernel model, we use the data from the average spectrum shown in Figure 15 .1. We select hyperparameters in a Gamma prior distribution for α such that the prior mean number of peaks is E(J) = 30, based on discussions with the researchers, who provided the data. The value of , which controls the minimum detectable peak mass, was set based on previous simulation experiments with similar levels of noise and overall total intensity. Using the Cauchy kernel, we ran the RJ-MCMC for 2 million iterations, thinning by 1000, and kept the last 1000 values for inference. Figure 15 .5 summarizes the marginal distribution of 1/φ, (the variance inflation factor) as well as joint draws of ρ j and τ j . The resolution ρ j does not appear to vary systematically with time-of-flight (or mass/charge), although the few areas with higher resolution suggest that the hierarchical model may be more appropriate than a model with one common resolution throughout. The figure also shows the cumulative distribution for relative concentration τj ≤t γ j / J j=1 γ j versus TOF t. Jumps in the cumulative distribution indicate locations of peaks in the spectrum.
At each iteration of the RJ-MCMC sampler, locations of the expected TOF (τ j ) are updated, with the number of peaks potentially changing. Point estimates of quantities of interest are computed from ergodic averages along the Markov chain or the Maximum A Posteriori (MAP) draw. Figure 15 .6 illustrates the function estimates corresponding to the highest posterior probability draw (top) and to the posterior mean (model averaging).
The rug plot at the bottom of each plot indicates locations of peaks. A technical issue with using RJ-MCMC algorithms for peak identification involves summarizing a high dimensional parameter vector of varying dimension. Under model averaging, we identify peaks or local modes by using the posterior distribution of the derivative process of the mean intensity function shown in Figure 15 .7. Peak identification is carried out by finding where the derivative process crosses zero. This typically results in fewer peaks than the the MAP draw, but identifies major peaks. as asymmetry and can differentiate between peaks composed of a sin-gle protein or multiple protein peaks. Despite the inherent flexibility of nonparametric models, the prior information on resolution helps in resolving peaks, as peaks that are wider than expected will require multiple kernels (proteins) to fit well. The choice of the minimum peak size, , also prevents overfitting as extremely small coefficients that do not contribute much to the overall estimate are not included.
Summary
The use of kernels to generate basis functions in the nonparametric model for spectra provides the flexibility and adaptivity of wavelet methods, but additionally provides peak identification and protein quantification directly from model parameters τ j and γ j , respectively. The locations (τ j ) may be viewed as the expected TOF of protein j, with γ j corresponding to its abundance. The parameters ω j , which control kernel shape, are allowed to vary over time, providing adaptivity in both time and frequency, similar to wavelet regression models and signal processing representations using Gabor frames (Clyde et al., 1998; Clyde and George, 2000; Morris et al., 2005; Wolfe et al., 2004) . Unlike these non-parametric regression models, the Gamma random field prior handles easily the non-negativity constraints on parameters γ j in the mean intensity function, but still achieves "sparse" local time-frequency representations. Tu et al. (2005) demonstrate that Lévy random field priors for nonparametric regression provide excellent MSE properties, outperforming translational invariant (non-decimated) wavelets in many cases. The single spectrum model may be extended to multiple spectra for classification problems or for discovering which proteins differentiate groups. In the case of multiple spectra, peak locations will not necessarily coincide, because of lack of alignment or sample to sample variability. Hierarchical models which allow expected TOF, τ j and relative abundances, γ j , and other parameters to vary from spectrum to spectrum may be used to address alignment, normalization, calibration and baseline adjustments. The hierarchical representation can easily accommodate replicate spectra from the same subject, day effects or other aspects of the experimental design. For classification problems, such as identifying disease states (cancer, for example), separate hierarchical models may be fit within groups. For new subjects, one may find the probability of disease states given the new spectrum and observed data using estimates of the marginal predictive distributions under each group, and then finding the probability of cancer using Bayes Theorem.
While these models do not identify directly proteins that are differentially expressed between the two (or more) groups, differences between the posterior distributions of the intensity function can be used to highlight regions with differential expression.
