(1) computed by Gaussian elimination without pivoting in nite precision. This result is analogous to Wilkinson's result for positive de nite matrices and gives a rigorous criterion for deciding when it is numerically safe not to pivot when solving (1).
Matrices with positive de nite Hermitian part have many properties analogous to those of positive de nite matrices. We discuss some of these in this paper.
In Sections 2 and 3 we derive a variety of inequalities for matrices with positive de nite Hermitian part. Most of these involve principal submatrices, condition numbers or Hadamard products and generalize well known results for positive de nite matrices. The two underlying facts are the formula for the Hermitian part of the inverse (Lemma 2.1) and a basic convexity result (Theorem 2.2). The results in Section 2 are applied in Section 4.
In Section 4 we derive error bounds for Gaussian elimination applied to a matrix with positive de nite Hermitian part in nite precision arithmetic. The leading principal minors (in fact all the principal minors) of a matrix A with positive de nite Hermitian part are positive and hence a linear system Ax = b can be solved by Gaussian elimination without pivoting. This fact can be exploited in practical algorithms. However, Gaussian elimination without pivoting can lead to serious element growth, and in nite precision arithmetic this tends to result in an unacceptably inaccurate solution (see e.g. 8, p. 87] for a simple example). In 8] the authors showed (under the reasonable assumption that k jLjjUj k k jLjjÛj k) thatx, the the solution computed by Gaussian elimination without pivoting, satis es (A + E)x = b where kEk F unc n kH + S T H ?1 Sk 2 and u is machine precision and c n is a linear function of n. Using this result they argued that it is safe not to pivot when solving Ax = b provided the ratio kH + S T H ?1 Sk 2 =kAk 2 is not large. (In Lemma 2.1 we show that this quantity is at least 1.) We show that it is not necessary to make the assumption k jLjjUj k k jLjjÛj k, and thereby give a su cient a priori condition for the LU factorization in nite precision arithmetic (without pivoting) of a positive de nite matrix to run to completion with positive pivots. These results are in Section 4.
All the results in this paper may be viewed as generalizations of results for positive de nite matrices.
If A is Hermitian we use use max (A) (respectively, min (A)) to denote the algebraically largest (respectively, smallest) eigenvalue of A. The The inequality in 5. is a special case of 4. The second inequality in 6. is immediate.
To prove the rst let Q be the unitary matrix I k (?I n?k ) and note that A 11 A 22 = (A + QAQ )=2:
The result now follows from 4. and 2. Finally, to show 7. let (A ?1 ) 22 be the (n?k) (n?k) kf(A + E) ? f(A)k 2 = kEk 2 ; regardless of the value of H (A). However, the bound (2.9) is quite satisfactory for our purposes since our results in Theorem 4.1, when restricted to Hermitian matrices, reduce to the bounds proved for Hermitian matrices in 14] (up to a constant).
3. Further Inequalities. In this section we prove some additional inequalities that will not be used in Section 4. The rst is a re nement of (2.3). Proof. Let A; B satisfy the conditions of the theorem. The left hand inequality is immediate. Because B is positive semide nite we may write B = P n i=1 i x i x i with i 0. So now by the convexity and homogeneity of f and the inequality (3.10) There are many reasons to avoid pivoting, we will only mention two; see 9] for a more complete discussion. Firstly, block algorithms 9, Section 3.2.11] perform better without pivoting . Secondly, pivoting will usually destroy sparsity.
Although we consider the outer product LU factorization algorithm, the gaxpy LU factorization algorithm, with the computations organized in the natural way (e.g. 9, Algorithm 3.2.4]), computes exactly the same LU factors in oating point arithmetic as the outer product algorithm. So the results are valid for the gaxpy algorithm also. The gaxpy algorithm is often preferred in practice, see 9, Section 1.4.8] for a discussion of some of the issues. Block LU factorization algorithms (see e.g., 9, Algorithms 3.2.5, 3.2.6]) typically will not produces exactly the same computed LU factorization as (4.1) but one may expect the error analysis to produce similar conclusions since we have shown in Section 2 that 2 (B) H (A) for any submatrix of a positive de nite matrix A.
The outer product algorithm that we will consider is for k = 1 to n ? 1 for j = k + 1 to n a jk = a jk =a kk for i = k + 1 to n a ij = a ij ? a jk a ki end end end Given a matrix X, let X 1 denote the rst column of X, and X (1) denote the rst row of X (note X (1) is 1 n).
First we will prove the following inequalities which will be used several times: We prove (4.2) by induction on n (it is also proved in 8] in another way). Let L and U be partitioned in the same way as A. k jLj jUj k F = k jL 1 j jU (1) We have used the induction hypothesis for the second inequality, Theorem 2.2 for the next and (4.6) for the last.
We now consider oating point arithmetic with precision u. LetL andÛ be the computed LU factors. Again we will use induction on the order of the matrices. It is clear that the assertions are true when n = 1. After one step of the LU factorization we have computed L 1 = fl(A 1 =A 11 ) = L 1 + F;Û (1) = U (1) To do this we must compute a bound on H (Ã + E). We now combine these bounds to obtain (4. Also, a large value of k jLj jÛj k F need not imply a large relative error. Both these points are illustrated by the numerical example in Section 3 of 8].
