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DELIGNE PAIRINGS AND DISCRIMINANTS OF ALGEBRAIC
VARIETIES
H. MANILAL KAPADIA
Abstract. Let V be a finite dimensional complex vector space, V ∗ its dual and let
X ⊂ P(V ) be a smooth projective variety of dimension n and degree d ≥ 2. For a generic
n-tuple of hyperplanes (H1, ..., Hn) ∈ P(V
∗)n, the intersection X ∩H1 ∩ · · · ∩Hn consists
of d distinct points. We define the “discriminant of X”, to be the the set DX of n-tuples
for which the set-theoretic intersection is not equal to d points. Then DX ⊂ P(V
∗)n is a
hypersurface and the set of defining polynomials, which is a one-dimensional vector space,
is called the “discriminant line”. We show that this line is canonically isomorphic to the
Deligne pairing 〈KLn, ..., L〉 where K is the canonical line bundle of X an L→ X is the
restriction of the hyperplane bundle. As a corollary, we obtain a generalization of Paul’s
formula [2] which relates the Mabuchi K-energy on the space of Bergman metrics to ∆X ,
the “hyperdiscriminant of X”.
1. Introduction
Let V be a finite dimensional complex vector space, V ∗ its dual, and X ⊆ P(V ) be a
smooth projective manifold of dimension n and degree d ≥ 2.
Definition 1. The discriminant variety of X is the projective variety D(X) defined by
(1.1) D(X) = {(H1, ...,Hn) ∈ P(V
∗)n : #{X ∩H1 · · · ∩Hn} 6= d}
Thus, (H1, ...,Hn) ∈ D(X) if and only if there exists a point x ∈ X ∩H1 · · · ∩Hn such that
dim(H1 ∩ · · ·Hn ∩ ETxX) ≥ 1, where ETxX ⊆ P(V ) is the imbedded tangent space x.
An essential property of D(X) ⊆ P(V ∗)n is that it has codimension one. Thus we may
consider the one-dimensional vector space Dˆ(X) of polynomials of degree (d, d, ..., d) which
vanish on DX . We call Dˆ(X) the discriminant line.
If pi : X → S is a flat family of varieties of dimension n and degree d over a base S, then one
can similarly define DˆX → S, a line bundle whose fiber at s ∈ S equals the one dimensional
vector space Dˆ(Xs) where Xs = pi
−1(x).
It is useful to compare the definition of D(X) to that of C(X), the Chow variety:
Definition 2. The Chow variety of X is the projective variety C(X) defined as follows
(1.2) C(X) = {(H0, ...,Hn) ∈ P(V
∗)n+1 : #{X ∩H0 · · · ∩Hn} 6= 0}
The variety C(X) ⊆ P(V ∗)n+1 also has codimension one and the one-dimensional vector
space of polynomials of degree (d, d, ..., d) which vanish on C(X) is called the Chow line.
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In the terminology of the work by Gelfand-Kapranov-Zelevinsky [1], the variety DX is
essentially the “first higher associated hypersurface of X”.
Let K → X the canonical line bundle, and L → X the restriction of the hyperplane line
bundle. Zhang’s theorem [7] says that the Deligne pairing 〈L, ...., L〉 of n+1 copies of L is
canonically isomorphic to the the Chow line.
In this paper we show that the Deligne pairing 〈KLn, L, L, ...L〉 of KLn with n copies of L
is canonically isomorphic to the discriminant line. As an application, we conclude, via the
theorem of Phong-Ross-Sturm [6], that the sub-dominant term in the Mumford-Knudsen
expansion is equal to the discriminant of X. A second application is to the asymptotics
of the K-energy on the space of Bergman metrics: The Mabuchi bundle M, which was
defined and studied by Phong-Sturm [3, 4, 5]. They showed its associated Deligne metric
is precisely the Mabuchi K-energy. Combining this with our result, we show that the
K-energy on the space of Bergman metrics equals the log of the Deligne norm of the
Discriminant Point minus the log of the Deligne norm of the Chow Point (see Corollary 2
for the statement). This generalizes, and makes more precise, the theorem of Paul [2] (in
which the same formula is proved under a restrictive hypothesis).
2. Deligne Pairings
We outline the basic theory, following closely the paper of Zhang [7]. Let pi : X → S be a
flat projective morphism of integral schemes defined over C, of pure relative dimension n.
Let L0, ...,Ln be line bundles on X. Then the Deligne pairing 〈L0, ...,Ln〉(X/S) → S is
a line bundle on S which is defined as follows: A section of 〈L0, ...,Ln〉 over a small open
set U ⊆ S is a symbol 〈l0, ..., ln〉 where the lj : U X are rational sections whose divisors
have empty intersection. The relation between the symbols is given as follows: If f is a
generic rational function on U and if∏
i 6=j
div(li) =
∑
k
nkYk
is flat over S, then
〈l0, ..., f lj , ..., ln〉 =
∏
k
NormYk/S(f)
nk 〈l0, ..., ln〉
We summarize below some of the properties of Deligne pairings which will be needed.
2.1. Projection Formulas.
2.1.1. With n pullbacks.
Let φ : X → Y and pi : Y → S. Let m = dim(X/Y ) and n = dim(Y/S).
Let K0, ...,Km be line bundles on X. Let L1, ...,Ln be line bundles on Y .
Then
(2.3) 〈K0, ...,Km, φ
∗L1, ..., φ
∗Ln〉(X/S) = 〈〈K0, ...,Km〉,L1, ...,Ln〉(Y/S)
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The map is given by F : 〈k0, ..., km, φ
∗l1, ..., φ
∗ln〉 7→ 〈〈k0, ..., km〉, l1, ..., ln〉.
2.1.2. With n+ 1 pullbacks.
Let K1, ...,Km be line bundles on X. Let L0,L1, ...,Ln be line bundles on Y .
Then
(2.4) 〈K1, ...,Km, φ
∗L0, ..., φ
∗Ln〉(X/S) = 〈L0,L1, ...,Ln〉(Y/S)
D
where D = deg[c1(K1η) · c1(K2η) · · · c1(Kmη)] and η is a generic point on Y . In other words,
D is the number of points in div(K1) ∩ · · · ∩ div(Km) in a generic fiber.
2.1.3. With n+ 2 pullbacks.
Let K1, ...,Km−1 be line bundles on X. Let L0,L1, ...,Ln+1 be line bundles on Y .
Then
(2.5) 〈K1, ...,Km−1, φ
∗L0, ..., φ
∗Ln+1〉(X/S) = OS
2.2. Induction Formula.
Let pi : X → S and L0, ...,Ln as before. Let l be a rational section of Ln. Assume all
components of div(l) are flat over S. Then
(2.6) 〈L0, ...,Ln〉(X/S) = 〈L0, ...,Ln−1〉(div(l)/S)
3. Metrics on Deligne Pairing
Assume that hj is a smooth metric on Lj. If X is not smooth, then this means that there
is a smooth manifold X ′, a smooth line bundle L′j → X
′, and a smooth metric h′j on Lj
whose restriction to X equals hj . Then the Deligne metric 〈h0, ..., hn〉 is a metric on the
line bundle 〈L0, ...,Ln〉 which is defined inductively by the formula
(3.7) log ‖〈l0, ..., ln〉‖ = log ‖〈l0, ..., ln−1〉‖ +
∫
X/S
log |ln|ω0 ∧ · · · ∧ ωn−1
where ωj = −
i
2pi∂∂¯ log |lj |
2.
The inductive formula (3.7) implies that (2.6) is an isometry
(3.8) 〈h0, ..., hn〉 = 〈h0, ..., hn−1〉 exp
(
−
∫
X/S
log |ln|ω0 ∧ · · · ∧ ωn−1
)
If φ0, ..., φn are smooth functions on X , formula (3.7) also implies
(3.9) 〈h0e
−φ0 , ..., hne
−φn〉 = 〈h0, ..., hn〉 exp(−E(φ0, ..., φn))
where
E(φ0, ..., φn) =
n∑
j=0
∫
X/S
φj (
∧
k<j
ωφk) ∧ (
∧
k>j
ωk)
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and ωφk = ωk +
i
2pi∂∂¯φk. In particular, if L0 = · · · = Ln and h0 = · · · = hn, then, setting
Eχ(φ) = E(φ, ..., φ) we obtain
(3.10) EX (φ) =
n∑
j=0
∫
X/S
φj ω
j
φ ω
n−j
which coincides with the well known Aubin-Yau functional.
A simple consequence of these formulas which will later be useful is the following:
Proposition 1. Let X be a smooth projective variety of dimension n, L0, ..., Ln → X
holomorphic line bundles, and hj a hermitian metric on Lj. Let G be a semi-simple Lie
group acting on L→ X, and define φσj by the following formula.
σ∗hj = he
−φσj
Then E(φσ0 , ..., φ
σ
n) = 0.
Proof. Define ρ : G→ C× by the formula
〈σ∗s0, ..., σ
∗sn〉 = ρ(σ)〈σ0, ..., σn〉
Then ‖〈σ∗s0, ..., σ
∗sn〉‖ = |ρ(σ)| · ‖〈σ0, ..., σn〉‖ so E(φ
σ
0 , ..., φ
σ
n) = − log |ρ(σ)|. On the
other hand, ρ : G→ C× is a homomorphism which must be trivial since G is semi-simple.
Example. Let X = PN , Lj = O(1) and h = hFS . Then for every σ ∈ SL(N + 1) we have
(3.11) EPN (φ
σ) = 0
4. The Mabuchi Line Bundle
Let pi : X → S be as above, and assume KX/S , the relative canonical bundle, is well defined
and let h be a positively curved metric on L with curvature ω. Define h−1K , which as a
metric on K−1, by the formula h−1K = ω
n. Phong-Sturm [3, 4] introduced the Mabuchi line
bundle∗, which is the hermitian bundle
(4.12) Mh = 〈K,L, ...,L〉
1
c1(L)
n 〈L, ...,L〉
−µ
c1(L)
n
where c1(L)
n is computed on a generic fiber, and µ ∈ Q is uniquely determined by requiring
that the metric is scale invariant, that is, invariant under h 7→ λh for λ a positive real
number. If follows from the definitions that nc1(K)c1(L)
n−1 − µ(n+ 1)c1(L)
n = 0 so
µ =
n
n+ 1
c1(K)c1(L)
n−1
c1(L)n
Then, as shown in [4],
(4.13) Mhe−φ = Mh exp(−ν(φs))
where for s ∈ X with Xs a smooth fiber, ν(s, φ) is the Mabuchi K-energy φs = φ|Xs .
∗Zhang had also deduced this bundle earlier in a 1993 letter to Deligne.
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For our purposes, it is more convenient to rewrite as follows:
(4.14) M
[c1(L)n]
h = 〈KL
n,L, ...,L〉〈L, ...,L〉−µ−n
The theorem of S. Zhang shows that 〈L, ...,L〉 is canonically isomorphic to the Chow
bundle. We shall use Zhang’s approach to prove 〈KLn,L, ...,L〉 is canonically isomorphic
to the Discriminant bundle.
5. Tangent bundle for projective space
Let V be a complex vector space of dimension N + 1 and P(V ) = {x ⊆ V : dim(x) = 1}.
Let O(1)→ P(V ) be the hyperplane line bundle.
If 0 6= xˆ ∈ V and x = C · xˆ ∈ P(V ) then we have a canonical map
Ixˆ : V = TxˆV → TxP(V )
Since ker(Ixˆ) = x we see Ixˆ : V/x → TxP(V ) is an isomorphism, or equivalently, the map
I∗xˆ : (V/x)
∗ → T ∗xP(V ) is an isomorphism.
Let Jxˆ : TxP(V ) → V/x be the inverse. Then for α ∈ C
× we have Jαxˆ = αJxˆ so we see
J : O(1) → (V/x)∗ ⊗ TxP(V ) is a vector bundle map and O(1) ⊗ V/x → TxP(V ) is a
canonical isomorphism:
(5.15) O(−1)⊗ TxP(V ) = V/x
Alternatively,
T ∗xP(V ) = (V/x)
∗ ⊗Ox(−1)
6. The Deligne metric
Let Y be a projective manifold of dimension m, L → Y an ample line bundle, and d a
positive integer. Let V = c1(L)
m and N → P(H0(Y,Ld)) be the hyperplane line bundle.
Let h be a positively curved hermitian metric on L and ω = −i∂∂¯ log h > 0 its curvature.
Let D(h) be the norm on the vector space H0(Y,Ld) defined by the following formula. If
0 6= f ∈ H0(Y,Ld) then
(6.16) log ‖f‖2D(h) =
1
V
∫
Y
log |f |2hd ω
m
where V =
∫
X 1ω
n. In particular, D(h) makes N into a hermitian line bundle.
Remark: Note that D(h) is not equal to Hilb(h), but D(h) = eψHilb(h) for some bounded
smooth function ψ on H0(Y,Ld) with the property: ψ(λv) = ψ(v) for all positive real
numbers λ.
Let 0 6= f ∈ H0(X,Ld) and assume Z = {f = 0} ⊆ Y is smooth.
The map
If : 〈L, ..., L〉Z → 〈L, ..., L
d〉Y
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given by 〈s0, ..., sm−1〉Z 7→ 〈s0, ..., sm−1, f〉Y is an isomorphism. Since Iαf = α
cIf we see
N−V[f ] = 〈L, ..., L
d〉Y ⊗ 〈L, ..., L〉
−1
Z
Equivalently there is a canonical isomorphism
(6.17) J[f ] : N
V
[f ] → 〈L, ..., L〉Z ⊗ 〈L, ..., L〉
−d
Y
which is easily seen to be an isometry (with metric D(h) on the left and the Deligne metric
on the right). Moreover, J is G ⊆ GL(H0(Y,Ld)) equivariant, where G = Aut(Y,L).
Let L → Y be a holomorphic line bundle on a projective manifold Y and h a smooth
metric on L. Suppose G ⊆ Aut(Y,L) is a semi-simple Lie group, and write σ∗h = he−φσ
for σ ∈ G.
Corollary 1. Let f ∈ H0(Y,Ld) be such that Z = {f = 0} is a smooth sub manifold. If
EZ is the Aubin-Yau functional on Z (3.10) then for all σ ∈ G we have
(6.18) EZ(φ
σ) =
1
V
log
(
‖fσ‖2D(h)
‖f‖2D(h)
)
7. The theorem of Zhang
In this section we give a slightly modified version of Zhang’s proof. Let X(n) ⊆ P(V )
of degree d, and write L → P(V ) and M → P(V ∗) for the hyperplane bundles. Let
P = P(V ∗)n+1 and Mi = pi
∗
iM → P. Let
M = pi∗1M ⊗ · · · ⊗ pi
∗
n+1M =M1 ⊗ · · · ⊗Mn+1 → P
Let piX : X × P→ X and piP : X × P→ P be the projection maps and consider
(7.19) B = 〈
m︷ ︸︸ ︷
pi∗PM, , ...pi
∗
PM,
n+ 1︷ ︸︸ ︷
pi∗XL⊗ pi
∗
PM1, ..., pi
∗
XL⊗ pi
∗
PMn+1〉X×P/∗
where m = dimP and ∗ is a point. We evaluate B in two different ways. First, let
Γ = {(x,H1, ....,Hn+1) ∈ X × P : x ∈ H1 ∩ · · · ∩Hn+1 }
and let Z = piP(Γ). Then Z = C(X) ⊆ P is the Chow hypersurface of X. The line
〈M, ...,M〉Z/∗ = 〈M, ...,M〉Z is called the Chow line.
Next we define a section si of pi
∗
XL⊗pi
∗
PMi as follows: si(x,H) ∈ x
∗⊗H∗ = Hom(x⊗H,C)
is the restriction of the canonical paring Hom(V ⊗ V ∗,C), in other words
(7.20) si(x,H)(z, λ) = λ(z)
for all z ∈ x and λ ∈ H. Note that si(x,H) = 0 if and only if x ∈ H. Thus, applying (2.6)
a total of n+ 1 times we obtain:
(7.21) B = 〈
m︷ ︸︸ ︷
M,M, ...,M〉Z/∗
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On the other hand, expanding the last n+ 1 terms on (7.19) we have B = B1 ⊗ B2 where
(7.22) B1 = 〈
m︷ ︸︸ ︷
pi∗PM, ...pi
∗
PM,
n+ 1︷ ︸︸ ︷
pi∗XL, ..., pi
∗
XL〉X×P
and
(7.23) B2 =
n+1∏
i=1
〈
m︷ ︸︸ ︷
pi∗PM, ..., pi
∗
PM,
n+ 1︷ ︸︸ ︷
pi∗XL⊗ pi
∗
PM1, ..., pi
∗
PMi, ...pi
∗
XL⊗ pi
∗
PMn+1〉X×P
Now (2.4) gives
(7.24) B1 = 〈L, ..., L〉
deg(M)
X
If we expand the last n+ 1 terms in B2, using (2.5)the only terms which survive are those
of the form
n+ 1︷ ︸︸ ︷
〈pi∗PMi, pi
∗
XL, ...pi
∗
XL〉X×P
since, by (2.5), the other terms vanish. Applying (2.4) once again:
(7.25) B2 =
n+1∏
i=1
〈
m︷ ︸︸ ︷
M, ...,MMi〉
d
P =
m+ 1︷ ︸︸ ︷
〈M, ...,M〉dP
where d = c1(L)
n. Since deg(M) = 1 we conclude
〈L, ..., L〉X = 〈M, ...,M〉C(X) ⊗ 〈M, ...,M〉
−d
P
Combining with (6.17) we obtain Zhang’s theorem.
8. Deligne pairings and discriminants
Let V be a vector space over C of dimension N + 1 and X ⊆ P(V ) a smooth projective
variety of degree d > 1. Recall that D(X) ⊆ P = P(V ∗)n is a hypersurface. Let L→ P(V )
and M → P(V ∗) be the hyperplane line bundles, let Mj = p
∗
jM → P and let M→ P be
the line bundle M =M1 ⊗ · · · ⊗Mn.
Theorem 1.
〈KLn, L, ..., L〉X = 〈M, ...,M〉D(X) ⊗ 〈M,M, ...,M〉
−d
P
Proof. Let m = dim(P) and
B = 〈
m︷ ︸︸ ︷
pi∗PM, , ...pi
∗
PM, pi
∗
X(K ⊗ L
n)⊗ pi∗PM, pi
∗
XL⊗ pi
∗
PM1, ..., pi
∗
XL⊗ pi
∗
PMn〉X×P −→ X × P
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On the one hand,
B = 〈M,M, ...,M〉dP ⊗ 〈KL
n, L, ..., L〉X
where
d = (n+ 1)c1(L)
n + c1(K)c1(L)
n−1
On the other hand,
B = 〈pi∗PM, ..., pi
∗
PM, pi
∗
X(K ⊗ L
n)⊗ pi∗PM〉Γ′
where
Γ′ = {(x,H1, ...,Hn) ∈ X × P : x ∈ H1 ∩ · · · ∩Hn}
Now we wish to define a holomorphic section s : Γ′ → pi∗X(K ⊗ L
n)⊗ pi∗PM. We define
s(x,H1, ...,Hn) ∈ Λ
n(TxX
∗)⊗O(n)x ⊗H
∗
1 ⊗ · · ·H
∗
n
= (Λn(TxX)⊗Ox(−1)⊗H1, ..., Ox(−1)⊗Hn)
∗
as follows: Since Ox(−1) ⊗ Hj ⊆ TXP(V )
∗, if ηj ∈ Ox(−1) ⊗ Hj then ηj ∈ TxP(V )
∗ so
η1 ∧ · · · ∧ ηn ∈ Λ
nTxP(V )
∗. Hence if ω ∈ ΛnTxX we have a canonical multilinear map
[Λn(TxX)] × [Ox(−1)⊗H1]× · · · [Ox(−1)⊗Hn] → C
given by
(ω, η1, ..., ηn) 7→ [η1 ∧ · · · ∧ ηn](ω)
Thus
B = 〈M, ...,M〉D
where D = {s = 0} ⊆ Γ′. This proves the theorem.
Combining Theorem 1 and (4.13) we obtain:
Corollary 2. Let X ⊆ PN be a smooth variety of dimension n and degree d ≥ 2. Then
(8.26) νω(φσ) = deg(CX) log
‖DσX‖
2
‖DX‖2
− deg(DX) log
‖CσX‖
2
‖CX‖2
where νω is the Mabuchi K-energy and the norm is the Deligne norm defined by (6.16).
Remark: Suppose that X ⊆ PN is a smooth variety as above whose dual defect vanishes
(which holds in the case where X is linearly normal). Then Paul [2] defines ∆X , the
X-hyperdiscriminant of X to be the dual variety of X × Pn−1, viewed as a sub variety
of PnN+n−1 via the Segre imbedding. Using different methods, he proves formula (8.26)
with DX replaced by ∆X and with the Deligne norm replaced by an inexplicit norm. It is
not hard to show that DX and ∆X are canonically isometric in the case where the dual
defect vanishes. Thus Corollary 2 may be viewed as a generalization of Paul’s theorem: we
don’t place any requirement on the dual defect of X. Also, our norm is explicitly given by
formula (6.16).
Remark: In order to simplify notation, we have restricted to the case where the base S is
a single point. One can generalize our results to the case where the base is arbitrary: The
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Chow line and the Discirminant line, which are one dimensional vector spaces when S is a
point, become line bundles on S when S has positive dimension.
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