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Abstrakt
Tato bakalá°ská práce se zabývá návrhem metody pro ur£ení sm¥ru pohledu ve scén¥ a p°es-
nou registrací obrazu kamery s modelem scény pro ﬁltrování pop°edí od pozadí. Sou£ástí této
práce jsou metody pro popis obrazu významnými body, konkrétn¥ metody SURF, FAST
a Brief. Ukázková aplikace, jejíº testy jsou zde taktéº popsány, prezentuje ur£ení korespon-
dence mezi vstupním obrazem z kamery a vytvo°eným modelem scény. Hlavní vyuºití této
práce spo£ívá v pouºití roz²í°ené reality s ur£ením sm¥ru pohledu uºivatele.
Abstract
This thesis deals with a design of a method for determination of the view direction within
a scene and an exact registration of a camera picture with a model of the scene for back-
ground keying. The methods for an image description by interest points are parts of this
thesis, especially the methods SURF, FAST and Brief. A demo application, which tests
are described here as well, presents a correspondence determination between an input im-
age from a camera and a created model of the scene. The main use of this work rests in
augmented reality together with determination of the user's view direction.
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Kapitola 1
Úvod
Roz²í°ená realita pro letecký simulátor, co si pod tímto slovním spojením p°edstavit? Pro
roz²í°enou realitu je nutný obraz reálného sv¥ta, nap°íklad z kamery nebo jiného snímacího
za°ízení, následn¥ dopln¥n o n¥jaká data, u nichº chceme aby uºivatel vid¥l v korespondenci
s tímto reálným obrazem. M·ºe se jednat o r·zné informace speciﬁcké pro dané prost°edí.
Jak po£íta£ ví kam tyto informace umístit, kdy je tam umístit? Jak po£íta£ vidí? Vidí
pouze posloupnost £ísel, která vyad°ují jednotlivé obrazové body, takºe m·ºe nap°íklad
zjistit, ve kterém bod¥ má obraz jakou barvu. Av²ak roz£lenit obraz na jednotlivé objekty,
p°i°adit význam t¥mto objekt·m, to jiº není triviální záleºitostí. Pro realizaci t¥chto metod
je pot°eba speciálních p°ístup·, tzv. po£íta£ového vid¥ní, které se v posledních letech velmi
rozvíjí.
P°íkladem prost°edí pro nasazení roz²í°ené reality m·ºe být kup°íkladu letecký simulátor.
Letecký simulátor je za°ízení pro simulaci let·, °ízení letadla, kdy £lov¥k zaºívá pocit, ºe
v letadle sedí, i kdyº nemusí mít ani pilotní kurs. Ov²em kaºdá simulace je pouze simulací,
proto do reality to má stále docela daleko. V mé práci se zabývám metodou pro ur£ení
sm¥ru pohledu ve scén¥, coº m·ºe být sou£ástí vylep²ení leteckého simulátoru. S pomocí
virtuálních brýlí a roz²í°ené reality lze dosáhnout vhodného spojení pro reáln¥j²í zobrazení
virtuálního sv¥ta ze simulátoru ve spojení s reálným prost°edím laborato°e.
Obrázek 1.1: Letecký simulátor[1]
Kapitola 2 se zaobírá popisem základních pojm·, shrnuje nejd·leºit¥j²í metody pro de-
tekci významných struktur, výpo£et lokálních vlastností obrazu a následné porovnávání
p°íznakových vektor·. Dal²í kapitola (3) obsahuje návrh samotné metody a popis vyuºití
jednotlivých technik. Kapitola 4 popisuje návrh a implementaci ukázkové aplikace, v£etn¥
jejího testování, zhodnocení a nástinu moºných budoucích roz²í°ení.
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Kapitola 2
P°ehled technik
V následující kapitole popí²i techniky, které vyuºívám ve své práci a bude objasn¥no k £emu
slouºí.
2.1 Detekce p°íznak·
Detekce p°íznak· v po£íta£ovém vid¥ní je souhrn metod, které se zam¥°ují na výpo£et
abstrakce informace z obrazu a rozhodování na lokální úrovni, zda-li se v kaºdém bodu
obrazu nachází p°íznak daného typu, £i nikoliv. Takový významný bod m·ºe být nap°íklad
roh  pr·se£ík dvou hran. V takovém bod¥ mají obrazové funkce velký gradient ve sm¥rech
x a y. Dal²í významné body, které lze velice dob°e detekovat, jsou nap°. izolované body
s lokálním maximem nebo minimem. P°íklady takovýchto bod· lze vid¥t na obrázku 2.1.
Pro popis obrazu významnými body se vyuºívá nap°íklad následujících metod:
 SIFT
 SURF
 Moravc·v detektor roh·
 Harris·v a Stephens·v operátor
Obrázek 2.1: Detekované významné body[13]
Ne v²echny vý²e zmín¥né metody jsou vhodné na v²echny druhy vyuºití, n¥které jsou
více robustní, av²ak také o to více náro£né na výpo£etní výkon  SIFT je v tomto sm¥ru
dobrým p°íkladem. SIFT neboli Scale Invariant Feature Transform, dosahuje velice dobrých
výsledk·, je stabilní v·£i zm¥n¥ m¥°ítka, o £emº vypovídá i jeho název, také rotaci £i zm¥nám
sv¥telných podmínek, av²ak tato robustnost je cenou za rychlost a výpo£etní náro£nost.
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Rozpoznání probíhá £ty°krokov¥ a kaºdý bod je popsán deskriptorem 128-rozm¥rný vektor
celých kladných £ísel.
Proto jsem si vybral SURF, který je dostate£n¥ robustní a zárove¬ jiº p°i dne²ních
konﬁguracích PC dokáºe b¥ºet v reálném £ase.
2.2 SURF
SURF neboli Speeded Up Robust Features [3], je robustní nástroj, pro popis a detekci bod·
v obraze. SURF vychází z algoritmu SIFT, který jsem zmínil vý²e. Hlavní výhodou této
metody je, jako u algoritmu SIFT, zaru£ení obrazové nezávislosti. Vyhledání jednotlivých
význa£ných bod· probíhá pomocí rychlé Hessianovy matice. Okolí kaºdého vyhledaného
bodu je popsáno p°íznakovým vektorem o délce 64 ﬂoat hodnot (lze roz²í°it na 128 hodnot).
Tento vektor musí spl¬ovat základní kritéria pro robustnost  odolnost v·£i ²umu, rozmazání
£i kompresi. SURF je sloºen ze t°í základních blok·:
 Integrální obrazy,
 Fast-Hessian detektor,
 deskriptor významných bod·.
Integrální obraz je spo£ten velmi rychle ze vstupního obrazu. Jedná se o takovou
reprezentaci, kdy kaºdý bod x p°edstavuje sou£et hodnot p°edchozích pixel· doleva a nahoru
[16]. Matematické vyjád°ení integrálního obrazu viz. rovnice 2.1. Tento p°ístup je uºite£ný,
jelikoº lze dosáhnout konstantního £asu konvoluce pro libovoln¥ velké vstupní obrazy  SURF
toto vyuºívá práv¥ pro konvoluci ﬁltr· r·zných velikostí.
I∑(x) = i≤x∑
i=0
j≤y∑
j=0
I(i, j) (2.1)
Fast-Hessian detektor je zaloºen na diskriminantu Hessianovy matice. Hodnota di-
skriminantu je vyuºita pro klasiﬁkaci maxima a minima funkce podle druhé derivace. Také
je zde moºnost spo£ítat derivaci pomocí konvoluce s vhodn¥ zvoleným jádrem. Jako vhodné
jádro lze povaºovat Gauss·v ﬁltr, jelikoº je kruhovit¥ symetrický, tak lze dosáhnout invariaci
v·£i rotaci. Zp·sob, jak dosáhnout invariaci v·£i m¥°ítku, je vyuºití tzv. scale-space kontin-
uální funkce, m¥ní se velikost ﬁltru, velikost p·vodního obrazu z·stává stejná. V po£íta£ovém
vid¥ní je nejb¥ºn¥j²í reprezentace scale-space pomocí tzv. obrazové pyramidy. Ukázka takové
pyramidy je na obrázku 2.2.
Deskriptor významných bod· je poslední ze t°í hlavních blok· SURF algoritmu.
Popisuje, jak jsou intenzity pixelu distribuovány v m¥°ítkov¥ závislém sousedství kaºdého
bodu zájmu, detekovaného Fast-Hessian detektorem. Integrální obraz vyuºitý v konjunkci
s Haar vlnkovými ﬁltry se poté vyuºívá pro zvý²ení robustnosti a sníºení výpo£etní náro£nosti.
Haar vlnkové ﬁltry, jsou jednoduché ﬁltry (obr. 2.3), které se vyuºívají pro získání gradient·
v horizontálním a vertikálním sm¥ru.
Toto byl stru£ný popis metody SURF, který osv¥tluje jeho hlavní principy. Detailn¥j²í
informace lze získat nap°íklad z [3].
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Obrázek 2.2: Obrazová pyramida pro scale-space  namísto redukce velikosti obrazu (vlevo)
lze díky integrálnímu obrazu zvý²it m¥°ítko ﬁltru (vpravo). [3]
Obrázek 2.3: Haarova vlnka [14]
2.3 Stabilizace a predikce
Kalman·v ﬁltr [12], lze povaºovat za zobecn¥ní Wienerova ﬁltru ve dvou sm¥rech [6].
Hlavní výhodou je, ºe nepoºaduje stacionaritu a proto m·ºe poskytnout optimální odhad i
pro nestacionární signály. Rozsah sb¥ru informací není omezen, tak jako bývá u jiných ﬁltr·,
takºe lze pouºít ve²keré dostupné informace z pozorovaného signálu. Jedná se o matemat-
ickou metodu, která se zam¥°uje na zpracování m¥°ených hodnot, které jsou za²um¥né
nebo jinak nep°esné.
Na základ¥ historie m¥°ených hodnot se snaºí odhadnout hodnoty nové. V mém p°ípad¥
se jedná o odhad polohy, z informací o poloze p°edchozí. Za p°edpokladu, ºe pohyb probíhá
po spojité trajektorii, lze následující polohu modelovat jako normální rozloºení. Hustota
rozloºení v takovém p°ípad¥ m·ºe být vyjád°ena jako funkce pozice cíle, viz. rovnice 2.2.
p(x) =
1
σ
√
2pi
exp
(
−(x− x)
2
2σ2
)
(2.2)
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Pravd¥podobnost normálního rozloºení nabývá nejvy²²ích hodnot kolem st°ední hodnoty
x  nejpravd¥podobn¥j²í pozice nové polohy.
Kalman·v ﬁltr lze rozd¥lit do dvou krok·, jak lze vid¥t na obrázku 2.4, na predikci a
korekci. Predikce zaji²´uje odhad zm¥ny aktuálního stavu v dal²ím kroku. Korekce tento
odhad upraví pomocí hodnot nam¥°ených v daném £ase.
Obrázek 2.4: Kalman·v ﬁltr
ásticový ﬁltr je jiný p°ístup predikce pozice, dá se °íct, ºe je obecn¥j²í neº Kalman·v
ﬁltr [6]. Hlavním rozdílem oproti Kalmanov¥ ﬁltru je, ºe hustota pravd¥podobnosti není
popsána st°ední hodnotou a rozptylem, ale váhovanými £ásticemi (= £ásticový ﬁltr), které
reprezentují vzorkování funkce rozloºení pravd¥podobnosti. ásticové ﬁltry jsou obvykle
vyuºívány pro odhadBayovských model·, ve kterých jsou latentní prom¥nné propojeny po-
mocí Markovského °et¥zc·[17].
Obecn¥ existuje více modiﬁkací £ásticového ﬁltru, které se ve v¥t²in¥ p°ípad· li²í hlavn¥
v pouºitém algoritmu p°evzorkování. Z moºných kandidátu jsou to nap°íklad:
 Condensation £ásticový ﬁltr,
 Gaussian £ásticový ﬁltr,
 Monte Carlo £ásticový ﬁltr,
 Auxiliary £ásticový ﬁltr.
Stabiliza£ní a prediktivní algoritmy dopomáhají k ustálení obrazu, £i jiných dat nebo
pomáhají k urychlení algoritmu a to díky predikci. Já jsem pro svou práci vyuºil kalmanova
ﬁltru, jelikoº lze pohyb hlavou reprezentovat jako lineární systém, pro jehoº predikci lze
Kalmanova ﬁltru dob°e vyuºít.
2.4 RANSAC
Tato zkratka RANSACvyjad°uje RANdom SAmple Consensus [5], neboli shoda náhod-
ných vzork·. Je to iterativní metoda pro odhad parametr· na matematickém modelu,
který se zkládá ze sady pozorovaných dat, které v²ak obsahují i data, která do modelu
nepat°í. RANSAC je tedy nástrojem, jak vylou£it data, která do takového modelu nes-
padají  outliners a zachovat ta, která do modelu pat°í  inliners. Nevhodná data, nes-
padající do modelu mohou být r·zného p·vodu, nap°íklad ²um nebo ²patná interpretace
dat.
P°íkladem vyuºítí algoritmu, je nalezení 2D p°ímky, se kterou bude v korespondenci
co nejvíce bod· z dané roviny. Na obraze 2.5 lze vlevo vid¥t sadu bod·, ve které budeme
vyhledávat danou p°ímku a vpravo jiº pomocí RANSACu p°ímku vyhledanou. Jiº z názvu
6
Obrázek 2.5: Mnoºina bod· v obraze
metody, lze °íct, ºe se do ur£ité míry bude °ídit náhodou  tedy náhodn¥ vybereme dva body,
proloºíme jimi p°ímku a poté otestujeme kolik dal²ích bod· leºí v blízkosti této p°ímky.
Algoritmus iterativn¥ vybírá náhodné body z mnoºiny hypotetických inliners bod· a
ov¥°uje, zda-li doopravdy inliners jsou. V²echny zbývající data jsou poté testována v ko-
respondenci s tímto modelem, tzn., ºe pro kaºdý ze zbývajících bod· se vypo£te, do jaké
míry koresponduje s hypotézou. Pokus dostatek bod· souhlasí, s tímto odhadnutým hy-
potetickým modelem, pak získáváme p°ijatelný model. Také je pot°eba odhadnout chybu,
vzhledem k relativnímu modelu. Celý tento postup, je opakován daným po£tem iterací.
S kaºdým opakováním se vytvá°í nový hypotetický model, ke kterému je spo£tena i chyba
a tento model se bu¤ vylou£í, kv·li nedostatku bod·, jeº byly klasiﬁkovány jako inliners
nebo je dostatek bod· klasiﬁkováno jako inliners, tak se porovnává chyba s p°edchozím
modelem a model s men²í chybou z·stává uchován do dal²í iterace. Vhodný po£et iterací
lze odvodit ze vzorce pravd¥podobnosti 2.4. Ozna£me p jako pravd¥podobnost, ºe v n¥k-
teré z iterací bude vybráno n bod· a v²echny budou spadat do mnoºiny inliners. Dále
prom¥nná w je pravd¥podobnost vybrání inliners pokaºdé, kdyº je vybrán n¥jaký bod,
viz. 2.3. Pravd¥podobnost wn z 2.4 popisuje, ºe ve²keré body n jsou inliners a 1 − wn je
pravd¥podobnost, ºe alespo¬ jeden z n bod· je outliner.
Pro vypo£tení po£tu iterací k pot°ebyných pro dosáhnutí úsp¥chu je vyobrazeno v 2.5.
w =
po£et inliners
po£et bod· v datech
(2.3)
1− p = (1− wn)k (2.4)
k =
log 1− p
log(1− wn) (2.5)
RANSAC je tedy velice výkonná metoda, která efektivn¥ vybírá správné vzorky z ma-
tematického modelu a ty ²patné vylu£uje.
2.5 Homograﬁe
Homograﬁi lze deﬁnovat jako relaci mezi dv¥ma útvary [15], v mém p°ípad¥ a v p°ípad¥ po£í-
ta£ového vid¥ní mezi dv¥ma obrazy, kde k jednotlivým bod·m z jednoho útvaru lze p°i°adit
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jeden bod z druhého útvaru. V po£íta£ovém vid¥ní, jak jsem zmínil vý²e, se jedná o mapování
bod· z jednoho obrazu do druhého a vyjad°uje transformaci mezi nimi. P°íkladem trans-
formací jsou i geometrické transformace, ukázky jejich matic m·ºete nalézt v p°íloze A.1.
Ukázka homograﬁe viz. obrázek 2.6.
Máme-li:
pa =
xaya
1
 , p′b =
xbyb
w′
 , Hab =
h11 h12 h13h21 h22 h23
h32 h23 h33
 (2.6)
pak platí pro výpo£et transformovaných sou°adnic z a do b:
p′b = Habpa (2.7)
kde transformace z b do a:
Hba = H
−1
ab (2.8)
Výsledný bod lze pak získat normalizací sou°adnic:
pb =
p′b
w′
=
xbyb
1
 (2.9)
Obrázek 2.6: Homograﬁe [7]
Na záv¥r probíhá výpo£et samotné transofma£ní matice. Pro tu je pot°eba minimáln¥
4 korespondujících bod·, které neleºí na jedné p°ímce. Po sloºení rovnic t¥chto 4 bod·, lze
získat matici, jejíº hodnost je 8 a tvo°í lineární homogenní soustavu rovnic pro 9 neznámých.
e²ením je poté nulový prostor této matice.

x1 y1 1 0 0 0 −x1x′1 −y1x′1 −x′1
0 0 0 x1 y1 1 −x1y′1 −y1y′1 −y′1
x2 y2 1 0 0 0 −x2x′2 −y2x′2 −x′2
0 0 0 x2 y2 1 −x2y′2 −y2y′2 −y′2
...
...
...
...
...
...
...
...
...
xn yn 1 0 0 0 −xnx′n −ynx′n −x′n
0 0 0 xn yn 1 −xny′n −yny′n −y′n

(2.10)
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Pouºití homograﬁe je pot°ebné nap°íklad z d·vodu aplikování masky, aby doopravdy
odpovídala reálnemu zobrazení. Obraz z webkamery m·ºe být drobn¥ deformovaný a p°i
aplikaci homograﬁe na masku, dostaneme stejnou deformaci, která odpovídá deformaci na
obrazu z webkamery. Dal²í vyuºití se nabízí p°i transformaci sou°adnic z jednoho obrazu do
druhého, abychom zjistili p°esné umíst¥ní obrazu v modelu.
2.6 FAST & Brief
FAST je zkratkou anglického Features from Accelerated Segment Test[10], coº je metoda pro
rychlou detekci významných bod· v obraze, zaloºená na metod¥ detekce roh· [13]. Základem
tohoto algoritmu je Accelerated Segment Test (AST), který funguje tak, ºe uvaºuje kruh
o velikosti 16px okolo kandidáta na roh p. Tento algoritmus vyhodnocoval p jako roh, pokud
existuje n po sob¥ jdoucích pixel·, které leºí na této kruºnici a zárove¬ jsou v²echny sv¥tlej²í
neº intenzita kandidátního pixelu Ip spole£ne s práhem t nebo pokud jsou v²echny tmav²í
neº Ip − t, jako je znázorn¥no na obrázku 2.7. Na obrázku je vid¥t p°eru²ovaná sv¥tlá £ára,
procházející skrz 12bod·, které odpovídají podmínce, ºe musí takové body být sv¥tlej²í neº
p, a to o hodnotu v¥t²í neº je práh t. Po£et bod· n byl p·vodn¥ stanoven na 12, jelikoº high-
speed test p°ipo²tí vy°azení velkého po£tu bod·, které nejsou rohy. High-speed test nejprve
prozkoumá pixely 1 a 9. Pokud jsou oba v rozmezí t a Ip, prozkoumá následn¥ pixely 5 a
13. Aby p mohl být roh, musí alespo¬ 3 tyto body být sv¥tlej²í neº Ip + t nebo tmav²í neº
Ip − t. Pokud toto neplatí, pak p nem·ºe být roh.
Jedna z významných a uºite£ných vlastností u FAST detektoru je potla£ování blízkých
roh·[11]. To se provádí tak, ºe se postupn¥ zv¥t²uje práh  vy²²í práh znamená niº²í po£et
detekovaných bod·. Jednotlivé detekované rohy jsou nejprve ohodnoceny maximální hod-
noto prahu t, pro kterou jsou detekovány jako roh. Detekce blízkých bod· je provád¥na
pomocí matice 3× 3. Náhled rozdílu p°i zapnutém a vypnutém potla£ení blízkých roh· lze
náléz v p°íloze B.1.
Tento p°ístup se jeví jako dostate£n¥ výkonný, av²ak má i své nedostatky. Jedním z ne-
dostak· m·ºe být detekce více významných bod· p°iléhajících k sob¥ nebo ºe ú£innost
detektoru závisi na po°adí zpracování jednotlivých pixel·.
Obrázek 2.7: Segment test corner detekce[9]
BRIEF neboli Binary Robust Independent Elementary Features [4] je metoda pro popis
významných bod· v obraze. Jelikoº není FAST komplexní metodou, pro detekci i popis
obrazu významnými body, jako nap°íklad SURF nebo SIFT, musí se vyuºít samostatného
deskriptoru významných bod·. Hlavními poºadavky na deskriptor jsou nízké pam¥´ové
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nároky a rychlost, v neposlední °ad¥ také kvalita. Mezi zp·soby, jak sníºit náro£nost na
pam¥t je sníºení po£tu dimenzí deskriptor· za pomocí vyuºití hash funkcí, ze kterých
vznikají binární °et¥zce. Podobnost takovýchto binárních °et¥zc· m·ºe být m¥°ena pomocí
Hammingovy vzdálenosti. Ale tento p°ístup nespl¬uje poºadavek na rychlost, jelikoº je nut-
ností nejprve spo£ítat celý deskriptor, který se následn¥ upraví pomocí hashovací funkce.
Z tohoto vyplývá, ºe je pot°eba spo£ítat binární °et¥zec p°ímo, namísto toho, abychom jej
po£ítali z kompletního deskriptoru. V p°ípad¥ p°ímého výpo£tu binárních °et¥zc· z obra-
zových bod· vyuºívá metody porovnání intenzit mezi dvojicemi bod· v jedné linii. Tuto
metodu vyuºívá také BRIEF deskriptor. Co se tý£e rychlosti, díky zp·sobu výpo£tu pomocí
operace XOR, lze na dne²ních CPU dosáhnout velmi dobrých výsledk· za pomoci SSE
instrukcí.
2.7 Parametry kamery
Parametry kamery jsou takové, které je nutno znát pro p°evod ze sou°adnic obrázku, do
sou°adnic pixel·, viz. 2.8. Parametry charakterizují £íselný, optický a geometrický model
kamery [2], který lze rozd¥lit na vn¥j²í a vnit°ní parametry.
Obrázek 2.8: Transformace obrazových sou°adnic [2]
Vn¥j²í parametry kamery jsou takové, které popisují vztah mezi reálným sv¥tem
sou°adným systémem reálného sv¥ta  a kamerou  sou°adným systémem kamery.
Vnit°ní parametry kamery jsou ty, které jsou nutné pro p°evod sou°adni obrázku na
sou°adnice pixel·, jak bylo nazna£eno v úvodu. Tyto parametry se dají vyjád°it jako matice
K matice vnit°ních parametr·.
K =
fx 0 cx0 fy cy
0 0 1
 (2.11)
Zde cx a cy vyjad°ují sou°adnice základního bodu (m·ºe být nap°. st°ed snímku),fx a fy
jsou ohniskovými vzdálenostmi, které jsou uvád¥ny v jednotkách jeº vychází z pixel·. Tato
matice je nezavislá na scén¥, ale odvíjí se od zm¥ny ohniskové vzdálenosti.
fx =
ohnisková vzdalenost [mm]
²í°ka pixelu[µm]
103
fy =
ohnisková vzdalenost [mm]
vý²ka pixelu[µm]
103
Pokud zmáme matici vnit°ních parametr·, lze dopo£ítat p°esná poloha objektu  ve 3D
prostoru, £i zjistit jeho p°esné rozm¥ry.
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Kapitola 3
Návrh
V této kapitole rozeberu návrh metody. struktury dat, jednotlivých modul·, princip· a tak
podobn¥. Proto je následující kapitola zam¥°ena na návrh a jsou v ní popsány postupy a
praktiky uºité v mé práci.
3.1 Speciﬁkace cíle
Cílem práce je navrhnout metodu pro vyhledání orientace pohledu uºivatele, který se za
pomocí virtuálních brýlí a webkamery bude rozhlíºet po scén¥. Následn¥ bude obraz z we-
bkamery p°esn¥ registrován s modelem dané scény a na základ¥ t¥chto informací bude ﬁl-
trováno pozadí od pop°edí, p°ípadn¥ vyobrazena jiná data  informace o sm¥ru pohledu.
3.2 Koncept práce
Základem je ur£it, do jaké £ásti modelu se uºivatel dívá. lov¥k je schopen jednodu²e °íct,
na jakou £ást v obrazu se dívá a pokud bude model popsán i úhlovým vyjád°ením, je
vcelku jednoduché °íct, jakým sm¥rem se dívá. Lidské vnímání skute£nosti je spojeno i
s p°edstavivostí a prostorovou orientací, tím pádem není problém jednozna£n¥ ur£it, jakým
sm¥rem se ná² pohled ubírá. Ov²em v po£íta£ovém vid¥ní ºádná p°edstavivost ani prostorová
orientace není, takºe tyto, pro nás p°irozené, postupy se musí v po£íta£ové technice °e²it
algoritmickým p°ístupem.
Celá úloha se dá rozd¥lit na n¥kolik krok·:
 Tvorba modelu
 Popis modelu úhlovou reprezentací
 Popis modelu významnými body
 Popis snímku z kamery významnými body
 Ur£ení korespondence mezi snímkem a modelem
 Výpo£et vzájemné pozice snímku a modelu
11
Prvním krokem je tvorba modelu kokpitu. Tvorba probíhá pouze jednou pro kaºdé
prost°edí, ve kterém se bude knihovny vuºívat, av²ak ani to z ní ned¥lá mén¥ d·leºi-
tou sou£ást, neº doopravdy je. Více informací o samotném modelu se nacházi v kapitole
3.3.Tvorba modelu je objasn¥na v 4.3.
Dal²ím krokem je popis modelu a snímku z kamery významnými body. Tento krok má
také velkou d·leºitost, jelikoº na kvalit¥ detektoru významných bod· závisí posléze schop-
nost ur£ení samotné korespondence mezi jednotlivými obrazy a tím pádem i ur£ení výsled-
ného sm¥ru. Vzájemná korespondence se dá ur£it nap°íklad pomocí rohového detektoru
a následné porovnávání blízkého okolí nebo je moºno vyuºít robustního detektoru, který
v sob¥ m·ºe zahrnovat i desktriptor pro popis okolí takového bodu. V mém p°ípad¥ bude
lep²í vyuºití pro robustní detektor spolu s deskriptorem.
Pokud máme snímky popsány, je pot°eba samotné nalezení korespondence, coº lze díky
robustní metod¥ s vyuºitím detektoru a deskriptoru význanmých bod· provést pomocí
porovnávání jednotlivých deskriptor·. Po nalezení korespondujících bod· je pot°eba spo£íst
homograﬁi mezi jendotlivými obrazy. Homograﬁe je moºné spo£íst kup°íkladu metodou
nejmen²ích £tverc·, ale tento p°ístup není p°íli² vhodný, kv·li velkému mnoºství chybn¥
nalezených shod, které je nejprve pot°eba eliminovat. V tomto moment¥ je velmi dob°e
vyuºítelný algoritmus RANSAC, který eliminuje chybn¥ ur£ené body od t¥ch správn¥ ur£ených.
Na základ¥ homograﬁe lze dále spo£íst vzájemnou pozici snímku a modelu, díky které
lze zakreslit p°ibliºný sm¥r pohledu do modelu. Na základ¥ t¥chto informací bude dopo£ítán
úhel pohledu, odpovídající reálnému pohledu uºivatele.
3.3 Model kokpitu
Model kokpitu je jednou z nejd·leºit¥j²ích £ástí celého návrhu, jelikoº je klí£em k nalezení
p°esné orientace v prostoru. Modelem bude, v mém p°ípad¥, velký panoramatický obraz 
fotograﬁe  která bude reprezentovat daný kokpit letadla nebo t°eba palubní desku vozidla 
prost°edí, ve kterém metoda bude nasazena.
Skladba modelu by m¥la obsahovat detailní podobu prost°edí, ve kterém bude nasazena,
není ºádaoucí, aby bylo toto prost°edí rozdílné od toho reálného, protoºe metoda je zaloºena
na vyhledávání klí£ových struktur v obraze. Rozdílné prost°edí by výºadovalo ur£itý druh
zna£ek, na základ¥ kterých by se hledaly koresponden£ní £ásti mezi vstupním obrazem a
modelem, ale to je jiº úpln¥ jiná metoda.
Úrove¬ detail· v modelu je lep²í zvolit vy²²í, jelikoº ²kálování, £i jiné úpravy se lépe
provád¥jí sm¥rem dol·, neº nahoru. V¥t²í rozm¥ry s v¥t²ími detaily znamenají více klí£ových
bod·, ale i po£et klí£ových bod· musí být rozumn¥ vyváºen, tak jako jejich rozptyl. Výsledné
rozm¥ry by m¥ly být experimentáln¥ prov¥°eny, zda-li a do jaké míry spl¬ují poºadavky.
Mapování úhlú v modelu nesmí být podce¬ováno, jelikoº správné mapování jed-
notlivých pixel· modelu na reprezentaci úhlu je d·leºitý p°edpoklad pro úsp¥²ný výpo£et
polohy hlavy. Tato £ást je závislá na samotném modelu, jak byl utvo°en, je pot°eba jednoz-
na£n¥ °íct, v jaké £ásti nebo na jakém obrázku se nachází myuvst°ed kokpitu  to je p°ímý
pohled pilota kup°edu. Levý a pravý okraj modelu ozna£íme za maximální moºné body
oto£ení hlavou  pot°ebný rozsah vlevo i v pravo. Nyní p°esn¥ víme kde je st°ed pohledu a
jeho maximální rozsah a poté jiº m·ºeme aproximovat zbývající pixely k úhl·m. V tomto
p°ípad¥ by ale takovéto mapování nebylo dostate£n¥ p°esné  p°esné by bylo pouze v p°ípad¥,
ºe by model byl perfektní.
Pro zvý²ení p°esnosti lze jednozna£n¥ p°i°adit dal²ím bod·m v modelu úhlovou reprezentaci.
Kup°íkladu první bod, o který lze roz²í°it mapující funkci, je sm¥r pohledu vlevo, druhý je
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Obrázek 3.1: Zjednodu²ený diagram °e²ení
sm¥r pohledu vpravo. Dal²í dva by mohly být p°ibliºn¥ 45°od p°ímého pohledu v obou
sm¥rech. Takto lze vyzna£it nap°. 7 význa£ných bod· a zbývající úhly se dopo£ítávají podle
vzorce:
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1px =
{
po£et stup¬· úhlu
po£et pixel·
}
°
(jeden pixel má význam x stup¬· úhlu x je rovno po£tu stup¬· lomeno po£tem pixel·).
3.4 Maska pop°edí/pozadí
Maska pop°edí/pozadí je pot°ebná k jednozna£nému rozli²ení, co je ve scén¥ pilotovo pop°edí 
tj. kokpit, ovládací prvky a podobn¥ a co je pozadím pro pilota. Pozadí v takovéto scén¥
je prostor laborato°e, st¥ny místnosti, v podstat¥ ve²keré prost°edí, do kterého pot°ebuji
zobrazit data ze simulátoru.
Nejjednodu²²í a nejefektivn¥j²í zp·sob, jak takovou masku pop°edí/pozadí vytvo°it, je
bezesporu ru£ní tvorba s pomocí graﬁckého softwaru. Automatické rozli²ení pop°edí od
pozadí by ur£it¥ moºné bylo, ale to p°evy²uje rozsah této práce a lze to povaºovat za jedno
z moºných budoucích roz²í°ení.
3.5 Detekce významných bod·
Robustní metoda. Pro detekci významných bod· jsem vyuºil metodu SURF, vycházející
z robustn¥j²í, ale o to pomalej²í metody SIFT. Pro ú£ely v mé práci je vhodná, jelikoº dob°e
pracuje v reálném £ase a dává dobré výsledky, které jsou pro mou práci dosta£ující.
P°ed samotnou detekcí, je vhodné vstupní obraz (z kamery i model) nejprve p°edzpra-
covat. Pro lep²í výsledky, je vhodné p°evést snímek do ²edotónového odstínu a ve²keré dal²í
zpracování bude probíhat s tímto ²edotónovým obrazem.
Obraz máme p°edzpracován, nastává samotná detekce významných bod·. Pro rovnom¥rn¥j²í
rozloºení významných bod·, lze vstupní obraz rozd¥lit na X pomyslných £ástí a kaºdou
£ást popsat zvlá²t významnými body.Na obrázku 3.2 je moºno vid¥t význam tohoto kroku 
pokud je v obraze místo, které obsahuje mnoho významných bod·, pak se detektor zam¥°í
na tyto místa a zde vyhledá mnoho významných bod·, coº není úpln¥ ºádoucí, jelikoº zbý-
vající £ásti obrazu jsou významnými body popsány ²patn¥, né-li v·bec. Tento jev lze vid¥t
na pravé £ásti obrázku, konkrétn¥ pravý dolní roh není popsán ºádnými významnými body,
kdeºto u obrazu, který byl p°edrozd¥len na více £ástí, lze vid¥t, ºe zde jsou body rozptýleny
rovnom¥rn¥ji a popsány jsou v²echny £ásti obrazu.
Dal²ím krokem je popis významných bod·, aby se daly jednozna£n¥ rozli²it a nalézt body,
které jsou ve vzájemné korespondenci. Pro tento krok je moºno vyuºít n¥jakého deskriptoru
významných bod·, ale protoºe SURF je komplexní metoda, pro detekci i popis významných
bod·, vyuºiji jeho potencíálu také pro vygenerování deskriptor· jednotlivých významných
bod·. SURF deskriptor pracuje na principu distribuce gradient· v okolí daného významného
bodu. Výsledkem je vektor o délce 64 nebo 128 ﬂoat hodnot.
Matoda pro optimalizaci. Moºným zp·sobem, jak odleh£it zpracování a vyhledávání
klí£ových bod·, je pouºití mén¥ robustních algoritm· pro popis obrazu významnými body.
Mezi takovéto metody pat°í nap°íklad FAST, jehoº dvojsmyslný název vypovídá o rychlosti
tohoto algoritmu. Op¥t pro dosaºení lep²ích výsledk· je vhodné vstupní obraz p°evést do
²edotónové reprezentace. Dále jsou pomocí FAST detektoru vyhledány klí£ové body, které
jsou následn¥ popsány BRIEF deskriptorem. Tato kombinace metod není tak robustní jako
SURF, tudíº není vhodná pro p°ímé vyhledávání shod mezi dv¥ma obrazy, ale pro svou
rychlost, je vhodná pro hledání korsepondencí mezi obrazy s malými rozdíly. I p°i této
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Obrázek 3.2: Vlevo bez rozd¥lení na více £ástí. Vpravo obraz rozd¥len do 4 kvadrant·.
metod¥ lze dob°e vyuºít rozd¥lení na n¥kolik kvadrant·, které se odd¥len¥ popí²í význam-
nými body, pro lep²í rozptyl.
Vyhledání shod je dal²ím krokem obraz je jiº p°edzpracován a popsán významnými
body pomocí algoritmu SURF. Nyní je pot°eba nalézt shody mezi jednotlivými snímky.
K tomu se vyuºívá práv¥ detekovaných významných bod·, které jsou popsány p°íznakovým
vektorem. P°íznakové vektory nesou velké mnoºství hodnot, které jsou závislé od okolí
daného významného bodu a na základ¥ t¥chto hodnot se vyhledávají korespondence.
Pro hledání koresponden£ních bod· lze vyuºít n¥kolika technik, moºností je korelace his-
togram·, viz. p°íloha A.2, ov²em ta není vhodná pro m·j návrh. Dal²í moºnosti jsou zaloºeny
na vyhledání nejbliº²ích sousedních bod·. První, nejmén¥ efektivní a nejvíce výpo£etn¥ a
£asov¥ náro£ná je najivní metoda pro hledání nejbliº²ích prvk·. Ta funguje na principu
hrubé síly  porovnávání kaºdého prvku s kaºdým, kdy si vºdy nejlep²í výsledek pamatuje
a pokud se najde lep²í výsledek, tak nahrazuje p°edchozí nalezený. Tato metoda není p°íli²
efektivní, jelikoº vyºaduje mnoho výpo£etního £asu pro pr·chod a porovnání spousty prvk·.
Já jsem se rozhodl vyuºít roz²í°ené techniky, kdy se pro porovnávání vytvá°í k-dimenzionální
strom. Tento strom je strom binární, který obsahuje kone£ný po£et prvk·. Tvorba stromu
probíhá tak, ºe se jednotlivé body se°adí podle jedné sou°adnice, nalezne se medián a podle
n¥j se tato mnoºina rozd¥lí na dv¥ £ásti. V kaºdé z t¥chto £ástí se op¥t nalezne medián a
podle n¥j op¥t d¥lí. Z tohoto vyplývá, ºe jsou data organizována podle vícedimenzionálních
klí£·  v mém p°ípad¥ podle sou°adnic jednotlivých významných bod·.
Poté co jsou shody vyhledány, musí se eliminovat ty, které jsou chybn¥ vybrané. Na to
jsem vyuºil algoritmus RANSAC, který podává velice dobré výsledky v dobrém £ase. Jak je
vid¥t na obrázku 3.3, koresponden£ní body jsou spojeny £árou. Body které nemají nalezenu
shodu jsou vyzna£eny modrým kole£kem. Tyto body bez shody byly vy°azeny RANSACem,
jako body, které nespadají do aktuálního modelu.
3.6 Nalezení orientace kamery
Nalezení orientace kamery vychází z n¥kolika p°edpoklad· máme zkonstruován model kokpitu,
který je popsán významnými body, dále vstupní obraz z kamery je také p°edzpracován a
popsán významnými body. Také budeme znát p°edchozí polohu hlavy uºivatele  sm¥r jeho
pohledu. Tyto informace nám dopomohou k tomu, abychom p°esn¥ a také rychle ur£ili sm¥r
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Obrázek 3.3: Vyzna£ení korespondujících si bod· mezi dv¥ma obrazy
pohledu (orientace) kamery v prostoru.
Na základ¥ korespondujících si bod· je z°ejmé, v jaké £ásti modelu se vyhledávaný obraz
z kamery nachází. lov¥k svým vnímáním a také díky p°edstavivosti je schopen, na základ¥
t¥chto korespondencí °íct, do jaké £ásti modelu spadá, ov²em pro po£íta£ je to netriviální
úloha, protoºe obraz a model v¥t²inou mají odli²né m¥°ítko, p°ípadn¥ jsou jinak geometricky
transformovány. Z této skute£nosti vyplývá, ºe nelze úpln¥ jenodu²e ur£it p°esnou polohu,
bez dal²ích výpo£t·.
Pro jednozna£né ur£ení polohy vstupního obrazu v modelu je pot°eba znát transformaci
mezi modelem a vstupním obrazem. Tato transformace se nazývá homograﬁe. Homograﬁe
je vypo£ítána z jednotlivých korespondujících si klí£ových bod·, protoºe ty nám udávají
polohu shodujících se bod· ve dvou r·zných obrazech.
Jakmile je zji²t¥na homograﬁe mezi obrazem a modelem, musí se tato homograﬁe vhod-
ným zp·sobem aplikovat na obraz, pro zji²t¥ní jeho p°esné polohy v modelu. Vezmou se
sou°adnice obrazu  v podstat¥ jen koordináty obdélníka, které mají po£átek v {0, 0} a konec
v {²í°ka obrazu, vý²ka obrazu}. Na tyto sou°adnice se aplikuje homograﬁe, £ímº zajistíme
jejich p°epo£et na sou°adnou soustavu v modelu. Výsledek takové transformace lze vid¥t
na obrázku 3.4. Vlevo jsou £erven¥ vyzna£eny sou°adnice p·vodního hledaného obrázku,
vpravo jsou zelen¥ vyzna£eny jiº transformované sou°adnice v celkovém pohledu.
Z takovýchto transformovaných sou°adnic vypo£ítat úhel polhedu jiº není problém.
Jedna z moºností jak toto provést, je vzít sou°adnice st°edu této projekce a podívat se
do tabulky, která nese informaci o tom, jaké sou°adnice udávají jaký sm¥r.
3.7 Optimalizace
P°i detekci významných bod· v obraze, jsem zmínil dva p°ístupy u kterých jsou pouºity
r·zné metody pro detekci a popis významných bod·. První metodu jsem jiº popsal, jednalo
se o robustní metodu, kde se vyhledávaly korespondující si body, av²ak cenou za robustnost
tohoto p°ístupu, je jeho výpo£etní náro£nost. Proto je pot°eba ud¥lat p°ístup, který bude
urychlením k této základní metod¥.
Odhad orientace s pomocí polohového £idla je jeden ze zp·sob·, jak docílit optimalizace.
Díky specialnímu hardwaru lze získat p°ibliºnou polohu hlavy, £ímº by se mohl následn¥
omezit prostor pro vyhledávání a porovnávání klí£ových bod·. Jelikoº o výpo£et polohy by
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Obrázek 3.4: Homograﬁe aplikovaná na sou°adnice hledaného objektu
se nestaral v tu chvíli procesor, ale externí hardware, do²lo by k rychlému omezení prostoru
prohledávaných významných bod· bez ztráty výpo£etního výkonu.
Dal²í moºnost optimalizace je zaloºen na klí£ových bodech, av²ak poºadavky nejsou tak
p°ísné, aby se omezila výpo£etní náro£nost. Vyuºil jsem FAST detektoru významných bod·
a BRIEF deskriptoru pro jejich následný popis, protoºe dohromady tyto dv¥ metody dávají
optimální vyváºení mezi rychlostí a p°esností.
Základem je zde sledování pohybu (motion tracking) významných bod· a srovnání
polohy mezi jednotlivými snímky. Toto lze dob°e aplikovat, pokud je pohyb hlavy dostate£n¥
plynulý. Na obrázku 3.5 lze vid¥t jak takovéto sledování lze zobrazit. Mod°e je vyobrazen
významný bod a zelená £ára vyzna£uje sm¥r jeho pohybu  na druhém konci se bod aktuáln¥
nachází. Problém m·ºe nastat v p°ípad¥ velké zm¥ny  p°i prudkém pohybu hlavou, kdy se
m·ºe stát, ºe algoritmus pomyslné spojení mezi významnými body ztratí.
Motion tracking lze vyuºít pro optimalizace vícero zp·soby. Bu¤ jako samotné metody,
bez vyuºití robustního vyhledávání, nebo naopak jako sou£ást robustní metody.
V p°ípad¥ samotné metody, bez robustního p°ístupu, lze po£ítat s n¥kolikanásobným
vzr·stem rychlosti, díky relativn¥ malé náro£nosti algoritm· FAST a BRIEF. Ov²em zde je
niº²í výpo£etní náro£nost kompenzována men²í robustností.
Základní my²lenkou tohoto p°ístupu, je posouvání aktuální pozice na základ¥ zm¥n
mezi jednotlivými snímky. Tudíº v tomto p°ípad¥ odpadá práce s modelem a jeho význam-
nými body, jelikoº dochází k porovnání mezi jednotlivými snímky z kamery a vyhodnocení
zm¥n mezi nimi. Díky tomu, ºe je známa p°edchozí i aktuální pozice významných bod·,
lze jednodu²e dopo£ítat o kolik a jakým sm¥rem je pot°eba upravit výstupnou informaci
o sm¥ru pohledu. Zde ale nastává problém s kumulací chyby, která se s kaºdým krokem této
metody bude zv¥t²ovat a proto by bylo pot°eba v pravidelných intervalech dop°es¬ovat za
pomocí robustní metody.
Pokud by m¥la být metoda motion trackingu vyuºita dohromady s robustní metodou,
jednalo by se o £áste£nou predikci sm¥ru pohledu. Zde, na základ¥ známých rozdíl· mezi ko-
respondujícími body v jednotlivých snímcích, lze jednodu²e spo£ítat homograﬁi mezi t¥mito
snímky. Jakmile je homograﬁe spo£ítána, dá se s její pomocí zjistit nová p°ibliºná poloha
v modelu. Pro to je pot°eba znát je²t¥ homograﬁi, která byla spo£tena pro ur£ení polohy
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Obrázek 3.5: Motion tracking  sledováni pohybu významných bod·
mezi obrazem a p°edchozím snímkem. Výpo£et je následovn¥:
Ht = Ht−1 +H0 (3.1)
Kde Ht je nová homograﬁe, Ht−1 je homograﬁe mezi p°edchozím snímkem a modelem a H0
je homograﬁe mezi po sob¥ jdoucími snímky. Pokud vyuºijeme nov¥ nalezenou homograﬁi
pro ·pravu sou°adnic hledaného okna, získáme novou p°ibliºnou polohu v modelu. Tyto
nov¥ nalezené sou°adnice roz²í°íme, abychom p°i p°ípadné chyb¥ neztratili £ást klí£ových
bod·, pokud by aktuální snímek nespadal do p°edpov¥zené pozice p°esn¥.
Tím lze dosáhnout velkého omezení vstupujících významných bod·, pro robustní metodu
vyhledání p°esné pozice a tím navý²ení rychlosti, jelikoº v niº²ím po£tu bod·, lze korespon-
dence nalézt za níº²í £as.
Rozd¥lení modelu na pomyslné dlaºdice m·ºe být dal²í zp·sob, jak je moºno opti-
malizovat následné vyhledávání významných bod·. Jelikoº je maska jeden velký, komplexní,
panoramatický snímek, na kterém jsou v²echny £ásti kokpitu, bude obsahovat velké mnoºství
významných bod·. Jednozna£n¥ se dá °íci, ºe £ím v¥t²í obraz popisujeme významnými body,
tím více jich tam bude nebo jich naopak bude málo na velké plo²e  coº není ani jeden z jev·,
které by byly pozitivem. Proto nastává otázka, jak omezit po£et bod·, ve kterých je pot°eba
vyhledat korespondující body, aby se zbyte£n¥ neprohledávaly body, u kterých je jistota,
ºe v aktuální scén¥ být nem·zou. Asi nejjednodu²²í a zárove¬ nejjednodu²²í je rozd¥lit model
na n¥kolik £ástí, mezi kterými se následn¥ bude p°epínat a tím se omezí po£et bod·, které
mohou spadat do vyhledávané scény.
Toto rozd¥lení je moºno provést dv¥ma zp·soby.
První zp·sob je za pomocí tzv. ROI (region of interests), kdy je pot°eba v pam¥ti drºet
celý model se v²emi významnými body a samotné rozd¥lení probíhá za pomocí virtuálních
okének, mezi kterými se p°epíná. Tato okénka jsou ve své podstat¥ pouze struktury, které
drºí informace o tom kde okénko za£íná a kde kon£í a za pomocí n¥j se p°istupuje do
p·vodního, celého modelu.
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Druhý zp·sob spo£ívá ve fyzickém rozd¥lení modelu na jednotlivé dlaºdice. U tohoto
p°ístupu se samoz°ejm¥ také bude p°epínat mezi jednotlivými £ástmi modelu. Zde se dá
vyuºít dynamického p°edna£ítání jednotlivých dlaºdic a je moºnost nedrºet v pam¥ti stále
celý model. Podle aktuální dlaºdice se mohou na£íst pouze okolní dv¥ a p°i p°echodu na
jinou dlaºdici op¥t na£íst dal²í a tu, která jiº není v poºadovaném rozsahu, uvolnit. Av²ak
tento p°ístup s sebou nese i jiná uskalí  uloºení významných bod·, protoºe pokud by se
významné body v t¥chto dlaºdicích m¥ly p°i kaºdém na£tení znovu po£ítat, nebyl by tento
p°ístup sníºením výpo£etní náro£nosti, nýbrº jejím zvý²ením.
Obrázek 3.6: Naho°e model, dole model rozd¥lený pomyslné na dlaºdice.
Fyzické rozd¥lení na jednotlivé dlaºdice m·ºe skýtat dal²í výhody, av²ak za cenu toho,
ºe v²echny dlaºdice budou drºeny v pam¥ti  opera£ní pam¥´ není tak drahá jako výpo£etní
£as. Podstatným krokem je návrh rozvrºení t¥chto dlaºdic. Je pot°eba aby se jednotlivé
dlaºdice p°ekrývaly v dostate£ném rozsahu, jinak kdyby se st°ed scény dostal na kraj jedné
dlaºdice, ztratil by polovinu významných bod· z £ásti, kde je dlaºdice vedlej²í. P°ekryv by
v optimálním p°ípad¥ m¥l být stejn¥ velký jako velikost scény  poté p°i p°echodu z jedné
i druhé strany nedojde ke ztrát¥ cenných významných bod·. Názorné rozd¥lení modelu na
dlaºdice je na obrázku 4.1. Zde je model symbolicky rozd¥len na t°i dlaºdice, které jsou
rozly²eny sm¥rem a barvou jednotlivých £ar. Zleva  £ervené ²rafování, zelené ²rafování a
modré svislé ²rafování.
Zde je pot°eba zváºit, který z moºných p°ístup· by byl nejvhodn¥j²í vyuºít pro optimal-
izaci.
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Kapitola 4
Ukázková aplikace a testy
V této £ásti práce se dostáváme k samotné realizaci vý²e p°edstaveného návrhu a jed-
notlivých metod. Také zde je popsáno testování výstupní ukázkové aplikace.
Tato kapitola obsahuje základní popis struktury knihovny a její pouºití v ukázkové ap-
likaci, popis základních t°íd a dal²í podstatné implementa£ní detaily.
P°i implementaci ukázkové aplikace jsem vyuºil jazyka C++, který £ítá dobré moºnosti
objektov¥ orientovaného návrhu. Dále mezi programové vybavení spadá knihovna OpenCV
v aktuální verzi 2.21. Tato knihovna obsahuje velké mnoºství algoritm· podporujících po£í-
ta£ové vid¥ní.
4.1 Struktura aplikace
Jádro knihovny bylo navrºeno modulárn¥, s ohledem na dal²í moºná budoucí roz²í°ení. P°i
návrhu knihovny a ukázkové aplikace jsem vycházel z vý²e p°edstaveného návrhu metody a
také z princip· ºivotního cyklu ukázkové aplikace:
1. Inicializace
2. Na£tení dal²ího snímku z webkamery, p°ípadn¥ videosouboru
3. Popis snímku významnými body
4. Nalezení korespondencí
5. Výpo£et homograﬁí
6. Výb¥r £ásti modelu
7. Opakování £innosti od bodu 2, je-li na vstupu dal²í snímek
8. Konec £innosti,uvoln¥ní alokovaných zdroj·
Inicializací se rozumí na£tení a zpracování modelu, jeho popis významnými body, nas-
tavení detektor· a deskriptor· na vhodné parametry, jako je nap°íklad horní hranice po£tu
nalezených významných bod·. Dále inicializace videa z webkamery, p°ípadn¥ ze vstupního
souboru.
1http://opencv.willowgarage.com/wiki/
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O popis obrázku významnými body se stará t°ída MyExtractor. P°i její tvorb¥ se
nastavují parametry pro detektor i deskriptor, poté v pr·b¥hu jiº nelze tyto parametry
m¥nit. Pokud je pot°eba více r·zných detektor· s r·znými nastaveními, jednodu²e sta£í
vytvo°it n¥kolik instancí této t°ídy.
Dal²í podstatnou t°ídou je MyDetector, která obstarává dal²í d·leºité funkce, jako
je výpo£et homograﬁe, £i hledání korespondujících si bod·. Mezi poºadovaná vstupní data
pat°í dv¥ sady klí£ových bod·, dv¥ sady deskriptor· k t¥mto klí£ovým bod·m. Dále vektor
shod, který naplní indexy jednotlivých klí£ových bod·, které si odpovídají. Pro vyhledání
korespondencí vyuºívám OpenCV implementace rychlé metody, zaloºené na metod¥ Flann,
která pro vyhledání pouºívá KD-stromu. Takto si utvo°ím dv¥ mnoºiny bod·, kde jsou shody
hledány obousm¥rn¥, jak z klí£ových bod· vstupního obrazu do klí£ových bod· modelu,
tak také naopak. Tímto k°íºovým porovnáním lze dosáhnout vy°azení ²patn¥ nalezených
korespondencí, a²ak za cenu v¥t²í £asové náro£nosti, viz. tabulka 4.1.
Práci s modelem zaji²´uje samostatná t°ídaMyModel. V p°ípad¥, ºe by nebyly uvaºovány
optimalizace pro výb¥r speciﬁcké £ásti modelu, nebylo by pot°eba vytvá°et samostatnou
t°ídu pro model  posta£ilo by model popsat významnými body a pracovat s celou mnoºi-
nou. Ov²em p°i p°edstavené optimalizaci je jiº vhodné vyuºít objektového návrhu a operace
s modelem zapouzd°it do samotné t°ídy.
Klí£ové body 1 Klí£ové body 2 Metoda as Po£et shod
418 2000
Pouze Flann 130ms 418
K°íºová kontrola 250ms 292
Tabulka 4.1: Porovnání rychlostí
4.2 Reºimy £innosti
V této kapitole rozeberu pr·b¥h zpracování obraz· a stavy, do jakých se m·ºe aplikace
dostat. Popis je zaloºen na diagramu °e²ní z obrázku 3.1.
S jistotou mohu °íct, ºe ideálního pr·b¥hu aplikace, kdy by nedo²lo k n¥jaké výjimce
v ur£itých stavech nelze dosáhnout, nicmén¥ i tuto moºnost zde popí²i.
Model je zpracován, popsán významnými body, na vstup p°ichází snímky z videa. Ve²k-
eré snímky spadají do hledané oblasti, kterou máme popsanou modelem. Uºivatel provádí
plynulé pohyby hlavou p°i rozhlíºení. Popis vstupního obrazu význa£nými body prob¥hne
v po°ádku, je detekován dostate£ný po£et korespondencí, na jejichº základ¥ se vypo£ítá
p°esná homograﬁe. S pomocí homograﬁe jsou spo£ítány sou°adnice pohledu do modelu. Na
základ¥ pozice v modelu je spo£ítán úhel pohledu. V dal²í iteraci jiº jsou detekovány i výz-
namné body s pomocí metody FAST a popsány metodou BRIEF, takºe v novém snímku jde
spo£íst homograﬁi mezi aktuálním a p°edchozím snímkem. S vyuºitím této homograﬁe mezi
jednotlivými snímky a homograﬁe mezi modelem a scénou, je moºno spo£ítat p°edpoklá-
danou p°ibliºnou novou homograﬁi mezi snímkem a modelem. Na základ¥ této predikované
homograﬁe je jiº moºnost omezit výb¥r klí£ových bod· z modelu a tím dosáhnout niº²í
výpo£etní náro£nosti.
Toto byl pr·b¥h, kdy je v²e idealizováno, dochází k dobré detekci bod·, korespondencí
je dosatatek pro výpo£et p°esné homograﬁe.
Nyní se podívejme na reálný pr·b¥h aplikace. Prvním rozdílem je, ºe ve²keré snímky
nemusí spadat do modelu  toto nastává p°i pohledu mimo model. Detekci významných
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bod· toto neovlivní, av²ak dojde k ²patnmému vyhodnocení shod. Po£et shod bude velmi
malý a navíc budou shody fale²né, coº bude mít za následek ²patný výpo£et homograﬁe a
pokud bychom takovouto homograﬁi aplikovali, dostaneme nesmysln¥ zdeformovaný výstup.
V tomto p°ípad¥ lze vrátit poslední známou polohu a uºivatele upozornit, ºe nebyly nalezeny
shody.
Dále m·ºe p°i prudkých pohybech dojít ke ztrát¥ korespondencí meizi jednotlivými
snímky, na £emº je závislá metoda pro odleh£ení, zaloºená na kombinaci FAST&BRIEF. Ho-
mograﬁe mezi jednotlivými snímky nebude dostupná, tudíº nebude moºnost spo£íst predikci
pro polohu v modelu. Z tohoto vyplývá nutnost vyuºití v²ech klí£ových bod· z modelu, pro
dohledání p°esné polohy.
4.3 Tvorba modelu
je komplexní prací, týkající se sb¥ru dat a práce s technikou. Dále popí²i n¥kolik p°ístup·, jak
lze takovýto model vytvo°it. Pot°ebná výbava pro tvorbu modelu je fotoaparát, p°ípadn¥
webkamera, trocha p°edstavivosti a zru£nosti s graﬁckými nástroji.
První postup lze provést následujícím zp·sobem. Je pot°eba posadit se na místo pi-
lota/°idi£e. Fotoaparát by m¥l být co nejblíºe místu, kde bude mít pilot hlavu. Ideální je
vyuºití p°ímo head mounted systému, který má kameru umíst¥nou tak, jak bude snímat
okolí i p°i samotné detekci. Poté vytvo°íme n¥kolik snímk· s postupným otá£ením hlavy.
D·leºité je, aby se jednotlivé snímky p°ekrývaly. Pro tento postup je vhodné, abychom p°i
otá£ení drºeli takzvanou rovinu fotky, tj. abychom co nejvíce omezili vertikální pohyb hlavy.
Zde platí, ºe více snímku, bude znamenat vet²í kvalitu modelu, jelikoº z t¥chto fotograﬁí
bude pot°eba následn¥ utvo°it jeden velký panoramatický snímek. Pro tvorbu tohoto snímku
je moºno pouºít n¥který z graﬁckých editor·.
Dal²í postup se li²í v drobnostech a uºivatelské p°ív¥tivosti. Zde není nutno ovládat n¥-
jaký z graﬁckých program·, sta£í p°edat trénovací aplikaci a jednozna£n¥ udat posloupnost,
jak jdou tyto fotograﬁe po sob¥. Trénovací aplikace poté rozpozná jednotlivé návaznosti
mezi fotograﬁemi a model si sestaví sama. Toto je moºno povaºovat za jedno z moºných
budoucích roz²í°ení pro tuto práci. Nyní neuvaºuji tvorbu takovéto trénovací aplikace.
Dal²ím p°ístupemm·ºe být trochu odli²ný postup, kdy se nezpracovávají statické snímky,
ale dynamické  video. Zde je nutné nejen drºet obrazovou linii, ale také plynulý pohyb, pro
dosaºení co nejlep²ích výsledk·. Takovéto video poté zpracujeme speciálním softwarem,
který vygeneruje panoramatický snímek, který lze pouºít dále jako model.
Obrázek 4.1: Testovací model pro ur£ení pozice  panoramatický snímek pracovního prost°edí
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4.4 Návrh reprezentace zobrazení
P°i návrhu reprezentace jsem se zamý²lel, jak vhodn¥ prezentovat data s pomocí imple-
mentované knihovny. Bylo pot°eba skloubit zobrazení vstupního videa spolu s vyzna£ením
klí£ových struktur. Jednozna£ná prezentace výsledk· m·ºe být provedena s pomocí dvou
£ástí  textový výstup, který bude obsahovat poºadované informace o aktuálním úhlu, rychlosti
zpracování, £i informaci o tom, jakých metod se p°i zpracování vyuºívá. Dále vizuální
reprezentace výsledk· s r·znorodou volbou moºných zobrazení.
Praktická ukázka vykreslení podstatných informací lze vid¥t na obrázku 4.2. Obrazy
jsou zám¥rn¥ v odstínech ²edi, pro lep²í názornost a kontrast barev na vyzna£ených prvcích.
V levé £ásti je vstupní obraz z webkamery, zelený k°íº je pomocnou sloºkou, pro vyobrazení
k°íºe £erveného, který znázor¬uje transformovaný pohled do modelu. Zelené body vyjad°ují
detekované význa£né body a modré linie spojují jednotlivé správné korespondující body.
Obrázek 4.2: Prost°edí pro vizualizaci.
4.5 Testování
Pro testování detekce významných struktur, jejich popis a následné hledání korespondencí
mezi nimi jsem vyuºil vý²e popsané ukázkové aplikace. Testování probíhalo s kamerou
umíst¥nou na hlav¥, snímající pohled uºivatele a okamºité zpracování vstupu a vizuální
hodnocení, které mi v tomto p°ípad¥ p°ipadalo jako nejlep²í moºnost hodnocení. Jednotlivé
pokusy zde popí²i a zhodnotím. Zhodnocení metody jako celku je v dal²í kapitole.
Test 1 Tento test je zam¥°en na co nejvíce stabilní vstup, plynulý pohyb p°i rozhlíºení
a udrºení pohledu tak, aby spadal do p°iprapveného modelu.
V tomto p°ípad¥ probíhala detekce velice dob°e a p°esn¥. Velmi z°ídka do²lo ke ²patnému
ur£ení homograﬁe a tedy i £áste£n¥ chybné reprezentaci pohledu do modelu, kterou lze vid¥t
na obrázku 4.3.
Test 2 Tento test je zam¥°en na stabilní vstup s dynamickými zm¥nami p°i pohy-
bech hlavou. Také otá£ení hlavy je rychlej²í neº v p°edchozím testu. Pohled stále spadá do
p°ipraveného modelu.
Rychlej²í, av²ak plynulé otá£ení hlavou zvládala metoda zpracovat velice obstojn¥. Místy
do²lo ke ²patnému ur£ení homograﬁe a tedy i £áste£n¥ chybné reprezentaci pohledu do
modelu. Dynamická zm¥na pohybu d¥lá v¥t²í problémy, jelikoº v takovém p°ípad¥ je obraz
z kamery zna£n¥ rozmazaný, takºe je kvalita významných bod· ²patná a po£et nalezených
korespondencí klesá pod pot°ebnou úrove¬.
Test 3 Tento test je zam¥°en na mén¥ stabilní vstup s dynamickými zm¥nami p°i
pohybech hlavou. Rychlost otá£ení hlavy je vysoká. Pohled stále spadá do p°ipraveného
modelu.
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Obrázek 4.3: Deformovaný výstup transformované polohy do modelu. St°ed £erveného k°íºe
odpovídá sm¥ru pohledu.
I kdyº není vstup zcela stabilní (neustále dochází k pohybu kamery), tak p°i ur£ení
sm¥ru pohledu dochází ke správné detekci, srovnatelné s prvním testem. V p°ípad¥ rychlého
otá£ení hlavy jiº nastane ztratáta p°esné polohy a úpln¥ ²patnému vyhodnocení aktuální
polohy, aº do doby, neº se pohled ustálí a obraz z kamery se dostate£n¥ zaost°í. Ukázka
²patné detekce je na obrázku 4.4.
Obrázek 4.4: Deformovaný výstup transformované polohy do modelu. St°ed £erveného k°íºe
odpovídá sm¥ru pohledu.
Test 4 Tento test je zam¥°en na nestabilní vstup s dynamickými zm¥nami p°i po-
hybech hlavou. Rychlost otá£ení hlavy je vysoká. Dochází ke st°ídání pohledu na jedno
místo s rychlým za²kubnutím a pohledem na místo jiné. Pohled stále spadá do p°ipraveného
modelu. Také se p°ed kamerou objeví cizí t¥leso  ruce, které £áste£n¥ zabra¬ují výhledu do
scény.
V tomto testu dochází ke správné detekci pouze v p°ípad¥ zastavení hlavy, kde se
obraz dostate£n¥ zost°í a kvalita detekovaných bod· se stane dostate£nou. P°i prudkých, aº
²kubavých pohybech dochází ke kompletn¥ ²patné detekci. V p°ípad¥ p°ímého pohledu p°es
ruce dochází ke správné detekci s mírnými výpadky, výstup s rukama lze vid¥t na obrázku
4.5.
Test 5 Tento test je zam¥°en p°irozený, moºná aº zbrklý vstup uºivatele, který nezná
p°esný rozsah modelu, tudíº dochází i k pohledu mimo model.
Tento test kombinuje v²echny p°edchozí testy, obsahuje jak statický pohled do scény,
který je detekován správn¥, tak i opa£ný extrém rychlé, ²kubavé otá£ení hlavou, kdy úpln¥
ztrácí korespondenci mezi pohledem a modelem. P°i pohledu mimo model nedochází k de-
tekci dostate£ného mnoºství shodných bod·, tudíº sm¥r pohledu z·stává neur£en (²patn¥
ur£en, viz. obrázek 4.6).
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Obrázek 4.5: Ruce £áste£n¥ zakrývají pohled do scény.
Obrázek 4.6: Pohled mimo kameru.
4.6 Vyhodnocení
Vý²e jsem zmínil základní testy, na ov¥°ení funk£nosti implementované aplikace podle navrºených
metod. Dle t¥chto test· lze zhodnotit funk£nost detekce pohledu do scény, jako dosta£ující,
pokud se jedná o £áste£n¥ stabilní pohled do scény s pomalým otá£ením hlavou. V p°ípad¥
rychlého otá£ení, £i velice nestabilního pohledu jiº výsledky nejsou nijak uspokojivé. D·vo-
dem takto ²patných výsledk· je dle mého názoru kvalita vstupního obrazu, jelikoº p°i nízké
frekvenci snímkování kamery dochází k velkému rozmazání obrazu, tím se velice zhor²uje
kvalita význa£ných bod· a dohledání jejich korespondencí se stává neproveditelnou.
Co se tý£e zhodnocení aplikace masky na výsledný obraz, tak výsledky odpovídají
úsp¥²nosti detekce pohledu do scény, jelikoº správná detekce je podstatným p°edpokladem
pro správné nalezení homograﬁe mezi modelem a snímkem, tudíº i homograﬁí mezi vstup-
ním snímkem a maskou, která je shodná. Takºe správná detekce má za d·sledek dobrou
aplikaci masky, ²patná detekce zap°í£iní nevhodn¥ deformovanou masku, jeº poté odstraní
pozadí i tam, kde nemá, £i naopak, z·stane pozadí tam kde by m¥lo být odstran¥no.
Navrºené optimalizace pro navý²ení rychlosti bohuºel nedostály poºadovaného ú£inku,
jelikoº docházelo k £astým úplným výpadk·m korespondencí, tudíº se muselo £asto vyuºívat
dohledávání v rámci celého modelu.
4.7 Budoucí moºná roz²í°ení
Mezi budoucí moºná roz²í°ení práce by mohla spadat automatická tvorba modelu, ze vstup-
ních soubor· nebo p°ímým vstupem z webkamery, coº by zvý²ilo uºivatelskou p°ív¥tivost a
u²et°ilo £as, p°i ru£ní tvorb¥ modelu.
Dal²ím moºným roz²í°ením by mohla být optimalizace pomocí metody motion history.
Aktuáln¥ dochází k výpo£t·m pouze mezi jednotlivými snímky motion tracking, vylep²ená
metoda by byla robustn¥j²í, v p°ípad¥ uchování informace o p°edchozím pohybu motion
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history.
Také systém predikce, do jaké £ásti modelu pohled spadá by mohl projít vylep²ením,
aktuální systém po£ítá s metodou motion trackingu, díky kterému dop£ítává homograﬁi mezi
jednotlivými snímky, takºe p°i nestabilním vstupu, kdy tato metoda selhává není moºné
dob°e p°edvídat, do jaké £ásti modelu pohled spadá.
Dále vidím moºnost úpravy metody pro rozli²ení pop°edí od pozadí, jelikoº ru£n¥ utvo°ená
maska, která se aplikuje na obraz není ideálním °e²ením problému. Zde by se mohlo vyuºít
jiné metody, nástin takových metod lze nalézt [8].
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Kapitola 5
Záv¥r
Po£íta£ové vid¥ní je v dne²ní dob¥ velmi dynamicky se rozvíjející odv¥tví po£íta£ových v¥d.
Díky této práci jsem m¥l moºnost p°iblíºit se tomuto odv¥tví. Cílem práce je navrhnout
metodu, která s pomocí virtuálních brýlí spolu s kamerou umoºní uºivateli rozhlíºení po
scén¥. Obraz reprezentující pohled uºivatele bude p°esn¥ registrován s vytvo°eným modelem
scény a na základ¥ t¥chto informací bude ﬁltrováno pozadí od pop°edí. Také jsou v této práci
prezentovány hlavní metody pro detekci a popis vyznamných struktur v obraze a metody
pro rychlou detekci a porovnání p°íznakových vektor·.
Konkrétn¥ jsem ve své práci zvolil SURF detektor/deskriptor, pro vyhledávání korespon-
dujících si bod· v obraze, jelikoº je odolný v·£i obrazovým zm¥nám, jako je rotace £i zm¥na
m¥°ítka. Dále mezi jeho výhody pat°í výpo£etní náro£nost, která je °ádov¥ niº²í, neº u srov-
nateln¥ robustní metody SIFT. Díky sníºení náro£nosti výpo£t· lze detektor/deskriptor
SURF vyuºít i pro zpracování obraz· v reálném £ase. Dal²í metody, které jsem vyuºil pro
optimalizace, jsou FAST rychlý detektor roh· a Brief pro jejich následný popis. Na t¥chto
metodách jsem zaloºil sv·j návrh implementované knihovny.
Dále jsem navrhl a vytvo°il ukázkovou aplikaci za pouºití implementované knihovny.
Ukázková aplikace vyuºívá porovnání a detekci p°íznakových vektor· pro ur£ení korespon-
dencí mezi vstupním obrazem z kamery, £i audiovizuálního souboru a vytvo°eným modelem
scény. Testování funk£nosti jsem provedl vlastním zkou²ením a pozorováním výstupu této
aplikace. Odstup¬ování náro£nosti jsem provedl subjektivn¥, od jednoduchých, pomalých
pohyb·, aº po ostré zm¥ny sm¥ru, v£etn¥ p°ekrytí vstupního obrazu rukama.
Celková schopnost správné detekce korespondencí mezi vstupním obrazem a modelem
byla ovlivn¥na kvalitou vstupního obrazu. Jelikoº rychlý pohyb hlavou znamená dynamickou
zm¥nu obrazu, dochází k rozmazání, které zhor²uje následnou detekci významných bod· a
tím také schopnost nalézt dostate£ný po£et koresponencí mezi jednotlivými obrazy, pro dal²í
výpo£ty.
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P°íloha A
Dopl¬ky k teorii
A.1 Geometrické transformace
Geometrické transformace spadají v po£íta£ové graﬁce mezi nejroz²í°en¥j²í operace, které
se provád¥jí.
Geometrická transofmace mapuje bod v obraze, ur£en jeho sou°adnicemi x1 a y1 na novou
pozici se sou°adnicemi x2 y2. To lze vyjád°it vzore£kem A.1. Transformace lze rozd¥lit na
n¥kolik druh·:
 lineární  posuv, oto£ení, zkosení, zm¥na m¥°ítka
 nelineární  r·zné deformace obrazu
 projekce  zobrazování 3D objekt· na 2D výstup.
∣∣∣∣x2y2
∣∣∣∣ = A ∣∣∣∣x1y2
∣∣∣∣+B (A.1)
Homogenní sou°adnice jsou sou°adnice bodu v rovin¥ P1(x1, y2), pro jehoº posunutí
na pozici P2(x2, y2) musíme k aktuálním sou°adnicím p°i£íst vektor posunutí T (dx, dy).
Nové sou°adnice pak vycházejí ze vztahu A.2. Maticový zápis lze najít ve vztahu A.3. Pokud
bychom cht¥li daný bod v·£i po£átku oto£it, vyuºijeme vztah A.4, zm¥nu m¥°ítka nalezneme
ve vztahu A.5 a zkosení v A.6. Z toho vyplývá, ºe R, S a SH jsou transforma£ní matice pro
jednotlivé operace.
x2 = x1 + dx (A.2)
y2 = y1 + dy
P ′ = P + T (A.3)
P ′ = P ·R (A.4)
P ′ = P ·S (A.5)
P ′ = P ·SH (A.6)
Hlavní výhoda homogenních sou°adnic je, ºe umoº¬ují interpretovat v²echny transformace
jednotnou formou. Homogenní transformace zárove¬ vyjad°ují i aﬁnní transformace. Aﬁnní
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transformace jsou takové, které zachovávají rovnob¥ºnost. Homogenní sou°adnice bodu ve
2D prostoru lze vyjád°it jako uspo°ádanou trojci [X,Y,w], pro kterou platí, ºe x = Xw ,y =
Y
w ,
kde w je váha bodu.
Posunutí je transformace, kde dochází k p°emíst¥ní kaºdého bodu ve sm¥ru osy x a y
o vzdálenost XT a YT .
Transforma£ní matice:
S =
 1 0 00 1 0
XT YT 1
 (A.7)
Oto£ení je transformace, kde dochází k rotaci kaºdého bodu kolem sou°adného systému
o daný úhel α.
Transforma£ní matice:
S =
 cosα sinα 0− sinα cosα 0
0 0 1
 (A.8)
kálování je transformace, p°i které dochází ke zm¥n¥ m¥°ítka.
Transforma£ní matice:
S =
SX 0 00 SY 0
0 0 1
 (A.9)
Zkosení je transformace, kdy dojde ke zkosení obrazu ve sm¥rech x a y. Míra zkosení
je udána parametry transforma£ní matice:
S =
 1 Shy 0Shx 1 0
0 0 1
 (A.10)
Z praxe lze °íct, ºe pouze z°ídkakdy posta£i pouze jedna transformace, tudíº je pt°eba
tyto transformace sloºit  vytvo°it jednu spole£nou transforma£ní matici. Spole£ná trans-
forma£ní matice se tvo°í postupným skládánímnásobením jednotlivých transformací. P°i
skládání záleºí na po°adí jednotlivých transformací.
A.2 Korelace
Zde posta£í jen stru£ný náhled, jelikoº se jedná o dal²í z moºností, jak vyhledávat korespon-
dence mezi dv¥ma body  jeº jsou sou°adnicemi pro okolí, které se p°evede na histogram a
tyto histogramy se poté za pomocí korelace porovnají.
Korelace slouºí ke vzájemnému porovnávání dvou navzorkovaných signál·, z £ehoº poté
jako výsledek získáme posloupnost £ísel udávajících podobnost t¥chto dvou signál·. Také je-
jich posunutí, periodu atd. Dal²ím typem korelace, je tzv. autokorelace, p°i které se porovná-
vají dva shodné signály. Tento algoritmus si zakládá na vzájemném násobení jednotlivých
vzork· a následném po£ítání jejich sumy.
R(m) =
N−m−1∑
n=0
s(n)s(n+m) (A.11)
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Normalizovaná vzájemná korelace je mírn¥ odli²ný p°ístup, který m·ºe mít v jistých
p°ípadech lep²í uplatn¥ní neº klasická korelace. Výhoda oproti klasické korelaci, je ºe ne-
dochází k postupnému zkracování oblasti, ze které autokorela£ní koeﬁcienty po£ítáme.
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P°íloha B
Obrázky
Obrázek B.1: Na horním obrázku je potla£ení zapnuto  rozloºení bod· je lep²í, nedochází
k velkým p°ekryv·m mezi body, na dolním je potla£ení vypnuto, lze vid¥t seskupování bod·.
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P°íloha C
Obsah CD
Na p°íloºeném CD jsou ve²keré zdrojové text nejen programové £ásti, ale také této technické
zprávy. Dále programová dokumentace, návod na p°eloºení a plakát prezentující celé °e²ení.
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