One of the widely acknowledged drawbacks of exible statistical models is that the tted models are often extremely di cult to interpret. However, if exible models are constrained to be additive the tted models are much easier to interpret, as each input can be considered independently. The problem with additive models is that they cannot provide an accurate model if the phenomenon being modeled is not additive. This paper shows that a tradeo between accuracy and additivity can be implemented easily in Gaussian process models, which are a type of exible model closely related to feedforward neural networks. One can t a series of Gaussian process models that begins with the completely exible and are constrained to be progressively more additive, and thus progressively more interpretable. Observations of how the degree of non-additivity and the test error change as the models become more additive give insight into the importance of interactions in a particular model. Fitted models in the series can also be interpreted graphically with a technique for visualizing the e ects of inputs in non-additive models that was adapted from plots for generalized additive models. This visualization technique shows the overall e ects of di erent inputs and also shows which inputs are involved in interactions and how strong those interactions are.
Introduction
Although getting accurate predictions on new data from a statistical model may be su cient, it is often desirable and sometimes essential to be able to interpret the tted model. This is especially true in medical domains, where black-box methods are viewed with great suspicion (Wyatt 1995; Sharp 1995) . Flexible statistical models, such as neural networks, bagged decision trees, or Gaussian processes tend to be rather di cult to interpret. When interpretation is important, simpler but more easily interpretable methods such as logistic regression are often used instead. There is a risk with such simpler methods that they may fail to discover an important relationship in the data because they lack the exibility to model it. The standard practice in the neural network modeling community, and, to a lesser extent, in the exible statistical modeling community has been to minimize model complexity only in the service of minimizing prediction error. However, given the importance of interpretability in some domains, it could be useful to have a modeling technique in which we can trade slight decreases in predictive power for increases in interpretability. The primary cause of di culty of interpretation of exible models is interactions rather than non-linear e ects in individual variables, so the interpretability of a tted model can be regarded as inversely proportional to the importance of interactions. This paper combines ideas from generalized additive modeling (Hastie and Tibshirani 1990) and from Gaussian process modeling (Williams and Rasmussen 1996) in an attempt to implement and graphically present the results of various di erent positions in the tradeo between minimizing prediction error and maximizing interpretability.
Generalized additive models (Gams ) are among the most interpretable general-purpose exible (i.e., non-linear) statistical models. Gams are not fully exible | in a Gam, variables can have non-linear e ects but do not interact. The lack of interaction is, in fact, what makes them so easily interpretable: the independent e ect of each variable can be shown in a simple plot. The entire set of plots (one for each variable) for an tted additive model provides a very informative visualization. Plate et al (1997) showed how these plots could be adapted to visualize non-additive models. The resulting \additive e ects" plots are quite informative, but cannot present full information about interactions | unrestricted interactions are inherently complex and there is unlikely to ever be any single universally appropriate method for presenting them. Neal (1996) showed a close relationship between feedforward neural networks and Gaussian process models: as the number of hidden units in a single-hidden-layer feedforward neural network goes to in nity, its properties (in a Bayesian formulation) converge to those of a Gaussian process. Williams and Rasmussen (1996, Neal (1996) showed how Gaussian process models could be applied directly to high-dimensional supervised learning tasks, and showed that the results appeared very competitive with neural network approaches. Rasmussen (1996) , in some careful studies, showed that Gaussian process models often out-perform other models such as neural networks and decision trees. The idea presented in this paper is that of installing a \knob" on Gaussian processes that can be used to lower, in steps, the in uence of non-additive components of the model. Since only the non-additive components are di cult to interpret, this allows one to tradeo interpretability against model accuracy. The modeling technique advocated in this paper is to t a series of Gaussian process models progressively constrained to be more and more additive. This additivity knob is intended to serve three purposes: (1) to allow one to see whether interactions are merely gratuitous or are actually necessary to achieve good predictions; (2) to verify observations about the individual e ects of variables in a tted unconstrained model; and (3) to investigate the form of the tted model and how it changes as the model is forced to be more interpretable. Additive e ects plots and diagnostics o er insight into these three issues. The plot of generalization error versus degree of additivity shows the importance of interactions in the tted model. The plots of the additive e ects of individual variables in the series of tted models show the overall e ects of each variable and which variables are involved in interactions.
2 Additive models and additive plots A large part of the attraction of generalized additive models (Gams ) (Hastie and Tibshirani 1990) is that, although they are non-linear, tted models are easily interpreted from simple graphical displays. A Gam can be expressed as g( x) = h( 1 (x 1 ) + 2 (x 2 ) + + k (x k )) where x = (x 1 ; x 2 ; : : : ; x k ) is the vector of input values and g( x) is the predicted output value. The functions 1 ; 2 etc can be arbitrary non-linear functions. The function h relates the sum of the i 's to the output variable and depends on the distribution of the target variable and the distribution of errors in the target values. For example, for continuous target variables with Gaussian errors of constant variance, the identity function is appropriate for h. For binary valued target variables, the logistic function is appropriate for h: h(a) = 1=(1 + e ?a ), which gives the probability of the output being 1. The possibility of di erent functions for h is what makes Gams generalized: appropriate functions exist for a wide range of target error distributions. The way the functions of the inputs combine is what makes Gams additive. Although the e ect of a particular input can be non-linear there are no interactions between inputs: the contribution of a particular input does not depend on the values of other inputs. (However, it is possible to use functions of more than one variable in a component function in a Gam, which allows for pre-speci ed interactions between particular inputs.)
A Gam can be easily interpreted via plots of the e ects of inputs on the additive scale of the model, i.e., plots of i . The i are usually functions of one variable, and hence can be displayed simply.
3 Gaussian process models Gaussian process models are a well-established modeling technique that have recently received attention as an alternative to feedforward neural networks for high-dimensional nonlinear regression tasks. The recent interest was inspired by Neal (1996) who showed a close relationship between feedforward neural networks and Gaussian process models: as the number of hidden units in a single-hidden-layer feedforward neural network goes to in nity, its properties (in a Bayesian formulation) converge to those of a Gaussian process. Williams and Rasmussen (1996) and Rasmussen (1996) have shown that Gaussian process models can be applied directly to high-dimensional supervised learning tasks, and often out-perform other models such as neural networks and decision trees. Gaussian processes are closely related to a number of well-established techniques, including`kriging' in geostatistics (Matheron 1963) , generalized radial basis functions (Poggio and Girosi 1989) , and spline models (Wahba 1990; Wahba, Wang, Gu, Klein, and Klein 1994a) . In the context of interpretation of complex models, the attractiveness of Gaussian process models is that it is simple to t a Gaussian process model that has both additive and general components (the general components allow interactions). It is also easy to adjust the relative importance of additive and general components. Only an brief explanation of Gaussian process models will be given here; for a detailed description of how Gaussian process models can be applied to regression and classi cation tasks, the reader should consult Williams and Rasmussen (1996) , Rasmussen (1996) , Neal (1997) , Mackay (1997) , or Gibbs and Mackay (1997) .
Overview of Gaussian process models
The Gaussian process models used in this paper can be seen as a type of nearest neighbor model that adaptively choose which input dimensions (or directions) are important when determining distance. Consider using a Gaussian process model for a regression task, where for each example we want to predict a single scalar output value based on a number of input values. To begin with, ignore the inputs. Suppose we have N training examples, and we want to make a prediction on one new example. The outputs are assumed to be from a zero-mean N + 1 dimensional Gaussian distribution, with an N + 1 by N + 1 covariance matrix. The vector of outputs can be thought of as a sample from this Gaussian distribution. The predicted distribution for the output for the new example is calculated by conditioning on the other (training) outputs. The mean (or median, or mode) of this distribution can be used as a point value prediction for this output. For example, if there is one training case, and the covariance between the training output and the new output is high, then the new output will have a narrow distribution with a mean close to the training case value. If the covariance is low, the mean will be close to zero and the distribution will be wide. Making this prediction uses a covariance matrix that has (N + 1)(N + 2)=2 possible degrees of freedom.
This may seem like an enormous number of parameters when we only have N training cases. However, this is where the inputs enter the picture. The elements of the covariance matrix are not free to assume arbitrary values | they are derived in a highly parameterized manner from the inputs. Element k; j of the covariance matrix is a function of the distance between the input vectors for the kth and jth examples (here, training and testing examples are treated equally). The distance metric can be parameterized to allow the importance of di erent dimensions of the input space to vary. For pairs of examples that are close in input space according to the distance metric being used, the corresponding elements of the covariance matrix will be large, which means that we expect their outputs to be close. For the bene t of the reader not familiar with Gaussian process models, the remainder of this section gives an introduction to the underlying math using terminology and concepts of neural network models. Readers not interested in the mathematical details may like to skip from here directly to Section 4, merely taking the message that we do have a knob with which to control the additivity of a Gaussian process model.
Neural network modeling
To introduce the terminology, I will describe a multi-layer perceptron (MLP) (aka feedforward neural network). Consider an MLP that maps from an d-dimensional input space to a scalar output. Let f( x (i) ; t (i) 
be the training set consisting of N input-output pairs ( x (i) ; t (i) (i) . Such a function can be used to model noisy data by proposing that a target output is equal to the output of the network plus some random, zero-mean, noise. In neural network modeling, this noise is commonly assumed to be Gaussian. Let 2 be the variance of this noise. Thus, for a network with weight matrix W, an input vector x (i) , and a noise level , the probability of observing a particular target value t (i) is as follows:
2 )
The probability of observing an entire training set f(
for a given tted model and noise level is known as the likelihood of the tted model. It is simply the product of the probabilities of the individual observations:
The log of this is log Likelihood = log Pr(ft
which, modulo a scaling factor 1=(2 2 ) and translation by N log( p 2 ), is the familiar \total error" for a neural network. A common approach to using a neural network is to nd the parameters W that maximize the likelihood of the tted model (i.e., the probability of the data given the tted model), which is equivalent to minimizing the total error. This process of nding the optimal set of parameters is known as tting or training the network. Note that the noise level 2 often need not be computed, but when it is required it can be estimated as the variance of the di erence between the network outputs and the target values. This is a maximum likelihood approach to model tting because we attempt to nd a single set of weight values that maximizes the likelihood of the tted model.
The Bayesian framework for modeling
In a Bayesian approach, one does not consider just the \most likely" function from the family of functions under consideration (i.e., the most likely set of weights for the neural network.) Rather, one considers all possible functions from some class of functions, weighted by the likelihood and prior probability of each function. The prior probability is how probable we think the function is prior to having seen any training data. For example, in neural networks, the common weight-penalty prior makes networks with large weights less probable. Before writing down the probability of a particular target value in a Bayesian framework, let us generalize the notation to talk about a wider class of functions than neural networks, and also to incorporate the noise into the model. Before, we used mlp( ; W) and to de ne a probability distribution over target values. Now, let M denote the combined functional and noise model. Thus, where before we wrote the probability of a target value given a particular tted network speci ed by W as Pr(t (i) j x (i) ; W; ), we now write the probability of a target value given a particular tted model as Pr(t (i) j x (i) ; M): For some input vector x (i) , the mean of this distribution over target values is often used as the point predication for the tted model (i.e., E tj x (i) ; M] corresponds to mlp( x (i) ; W)).
In a Bayesian framework, we also need to specify a prior over the class of functions under consideration. The parameters which specify the prior are known as hyperparameters. Let be the hyperparameters.
The probability of a particular tted model M given some hyperparameters is Pr(Mj ). In neural networks, a common hyperparameter is the weight penalty factor (aka weight decay parameter), which acts to prefer networks with small weights. Now we are ready to write down the probability distribution in the Bayesian framework for a single target value. It is the integration over all possible tted models of the probability of the target value weighted by the prior probability of each tted model:
Note that M does not appear on the left-hand side of this equation, because we are integrating over all possible tted models. However, does appear, because we are only considering one particular set of hyperparameters. Note that it is possible to integrate over hyperparameters. This requires further hyperparameters to specify a distribution to integrate over and is known as hierarchical Bayesian modeling. This is in fact part of Williams and Rasmussen's (1996) and Neal's (1997) Bayesian approach to Gaussian process modeling. The above equation is su cient to capture this: the intermediate hyperparameters can be assumed to be subsumed into the model M and the hyperparameters are the nal, top-level ones.
It is now straightforward to write down the probability of observing the entire set of training data in a Bayesian approach:
Note that this is not the likelihood of a particular tted model M, but can be viewed as the likelihood of a set of hyperparameters. However, if we liked, we could consider this set of hyperparameters to be a speci cation of a higher-level \model". The above just gives us a way of calculating the probability of a set of training data. We are often interested in predicting the target at some new point in the input space, call it x (N+1) , conditioned on the training data. Using a version of the chain rule (Pr(AjB; C) = Pr(A; BjC)= Pr(BjC)), the conditional distribution of t (N+1) can be written as follows:
Note that all we need to make predictions is the probability of some set of data. This presages one of the aspects of Gaussian process modeling that can be confusing to newcomers: unlike with neural network models, there is no simple functional form giving the prediction of the model at a training point. This is not to say that such a function does not exist or that cannot compute such a prediction; indeed the above equation can be used for this. But, unlike in the maximum likelihood approach to neural network modeling, there is no search for optimal parameters that involves computing predictions of the tted model at training points. All that is needed in Gaussian process modeling is the ability to compute the probability of some entire set of data given a set of hyperparameters. Predicting values at new data points in the Bayesian approach (Eqn 3) requires integrating over the space of possible model ts (Eqn 2) (which possibly involves integrating over intermediate level hyperparameters). When the model is a neural networks this is di cult but can be done by making approximations as in MacKay's (1992) Evidence framework, or by integrating numerically using Monte Carlo methods (Neal 1996) . One of the advantages of Gaussian process approach to modeling is that it gives an exact analytic form for Eqn 2 and allows one to perform Bayesian analysis using matrix manipulations (at least when there are no intermediate hyperparameters).
Gaussian process modeling
A Gaussian process is a collection of variables t = (t (1) ; : : : ; t (n) ) which have a joint distribution speci ed by a Gaussian:
where is a vector of means, C is a covariance matrix (which is symmetric), and Z is a normalizing constant (Z is equal to (2 ) N=2 p det(C).) We can use a Gaussian process for modeling by treating target values as the collection of values that are a Gaussian distribution and deriving the covariance matrix C from the training and testing data data. It is important to note that the entire collection of target values is treated as a single sample from a high-dimensional distribution.
The vector of means is usually taken to be zero. The matrix C is usually computed as a parameterized function of the input vectors; it has entries
The parameters of this function are customarily referred to as hyperparameters because of their close relationship to the hyperparameters of a neural network. The exact form of C will be discussed in the next section, but it is usually based on a some sort of distance function so that if the input vectors x (j) and x (k) are close, C kj will be high, making the targets t (j) and t (k) highly correlated. Since C depends only on the input vectors f x (i) 
and the hyperparameters , we can write the probability of the data given the tted model as follows (this is the analogue of Eqn 2):
where t N is the vector of target values ft (i) 
, and C is a function of and f x (i) 
as before. Note that there is no additional term allowing for noise in the target value; in Gaussian process modeling the priors on the noise and modeling functions are both combined into the covariance matrix.
The conditional distribution over the target value t (N+1) for input vector x (N+1) given a training set f( x (i) ; t (i) 
and hyperparameters can be derived from Eqns 5 and 3. We use t N +1 to denote the vector of target values ft (i) 
, and C N and C N +1 to denote the covariance matrices for the sets of input vectors f x (i) 
and f x (i) 
respectively (using the same ). Since this conditional density distribution is the ratio of two Gaussian density functions it simpli es to a single Gaussian distribution: ; ):
Collecting together the terms in Eqn 6 that are functions of t (N+1) , we can express the Gaussian distribution of t (N+1) at x (N+1) :
wheret N +1 = k ). Neal's (1996) work on the relationship between Gaussian process models and Bayesian neural networks models concerned predictive models having the form of Eqn 3 in which M was a neural network. The priors on the networks were such that as the number of hidden units increased, the weight magnitudes were expected to be smaller. This approach to modeling requires an integration over all possible parameters (weight values) for the networks. Neal showed that as the number of hidden units approaches in nity, the properties of such a Bayesian neural network model approach those of a Gaussian process model given by the analytic expression in Eqn 7.
3.5 The covariance matrix for a Gaussian process model
We are now in a position to specify the exact form of the covariance function. The only constraint is that it should produce a non-negative de nite covariance matrix for any set of points f x (i) 
. Williams and Rasmussen (1996) , Rasmussen (1996), and Neal (1997) ; ) is the set of hyperparameters for the Gaussian process, and kj = 1 for k = j and 0 otherwise.
The e ects of the various hyperparameters can be explained in terms of their e ect on the regression function computed by the Gaussian process model. The hyperparameter c (> 0) is a constant part of the covariance, which is the same for any pair of inputs. This adds a constant component to the regression function. The hyperparameters u control the linear part of the covariance and thereby the linear component of the regression function. The hyperparameters and the u control the contribution of a distance-based part of the covariance, which adds a nearest-neighbor type smoothing component to the regression function. controls how much the regression function varies across inputs, i.e., the range of the t (i) . A high value of corresponds to a large range in the output values. u control the length scales on individual input dimensions. When u is small, the distance between x (k) u and x (j) u has little bearing on the covariance, which means that the regression function is relatively una ected by the uth input dimension. The explanation of the covariance matrix in terms of distances between inputs in Section 3.1 is based on the assumption that this exponential term dominates the covariance. The hyperparameter accounts for noise in the outputs Predictions from a tted Gaussian process model can be based on maximum likelihood values for the hyperparameters, i.e., the values of the hyperparameters which maximize Eqn 5. Predictions can also be made in a hierarchical Bayesian framework by specifying a prior distribution over the hyperparameters , and then integrating over using Markov Chain Monte Carlo (MCMC) sampling of points in space (to approximate an integral like that in Eqn 2). The publicly available software described in Neal (1997) performs this MCMC sampling; this software was used for the experiments described in this paper.
3.6 Introducing additive components into the covariance function A Gaussian process model can easily be made to be additive by changing the covariance function to be an additive function of distances on di erent input dimensions (Rasmussen 1996; Neal 1997) . In fact, a general exponential part can also be included, which gives the model both additive and general smoothing components. The covariance function from Neal (1997) , which is the one used in this paper is as follows:
C( x . Note that the linear term from Eqn 8 (involving u ) has been dropped. The rst exponential term in this formula, which is the same as above, is the general term that can take account of distance in any direction. The other exponential terms (in the sum) can each only look at distances in directions which line up with axes in the input space.. Thus, if 0 = 0, the covariance function is an additive function of the the di erences (x (k) u ? x (j) u ). Since the predictions of a tted Gaussian process model are additive with respect to additive terms in the covariance, the predictions of the tted model will be additive (provided 0 = 0). In some cases where the output actually is an additive function on the inputs, the general exponential part is automatically found to have zero importance (i.e, 0 = 0). The technique suggested in this paper is to produce a series of tted models that range from a general function of inputs to a purely additive function of inputs. This can be accomplished as follows: (1) Fit a model with all parameters free (predictions are made based on the MCMC samples from the posterior density); (2) Fit a series of models with decreasing xed values of 0 . When 0 is very small, the model will be additive. The proposal of this paper is that insight into the input-output relationship in the data can be gained by visualizing the function computed, and observing the quality of predictions and the degree of non-additivity, as the model is forced to be more and more additive.
4 Visualizing Gaussian process models with additive plots Plate et al (1997) describe how additive plots (Hastie and Tibshirani 1990) can be adapted for visualizing non-additive models. Consider a general function of d variables, f(x 1 ; x 2 ; : : : ; x d ), and the problem of understanding how f varies with the x i . If d = 2 we can plot a surface, but if d is higher, conventional plotting techniques fail us. The problem is that f is not a function of x i { its value be di erent depending upon the remaining x j . Five possible methods for visualizing the e ect of individual inputs on a multivariate function f(x 1 ; x 2 ; : : : ; x d ) are described below. For ease of notation, these methods are described with respect to the rst input, x 1 . They are also illustrated in Figure 1 The values observed in the training data are reasonable candidates for these xed values (taken a vector at a time). This method is unsatisfactory because it not only presents too much information but does not even result in a simple plot for functions that are additive. tted models there are too many curves, especially when the input space is high-dimensional and there are many training examples. Large segments of the curves may exist in sparsely populated regions of the input space, where the behaviour of the tted model is neither well-determined by the input data, nor particularly relevant to performance on new data points drawn from the same distribution.
scatter plot of gradients (c) Make a scatter plot of the gradients of f with respect to x 1 at the training data points, i.e., the points @f=@x 1 j x (k) for each example k. While this is less busy, the total magnitude of e ect of x 1 is not immediately obvious because the vertical axis is the gradient of f. The additive e ects plots with slopes (e) (referred to as \additive e ects plots" for the remainder of this paper) present the most reasonable amount of information in an interpretable manner. For tted trend: An overall trend in a plot indicates a trend in the e ect of the variable. overall vertical range: The overall vertical range re ects the degree to which the variable can a ect the output. Plots for variables with no e ect will be a straight line at zero. The overall vertical range can be a ected by the choice of reference value for the variable, but the degree of this e ect will be small except in pathological cases.
local vertical spread: Vertical spread of values at a particular horizontal position indicates interaction between the variable plotted and one or more other variables. Care must be taken to not read too much into the horizontal location of points of maximum or minimum spread in these plots, e.g., x = 1 for g (5) and y = 0:45 for g (5) , as these locations are entirely determined by the choice of reference values: spread is necessarily zero at the reference value.
non-linearity: In the absence of spread, non-linearity is easily detected, such as with g (4) . However, in the presence of spread, non-linearity can be masked. However, the angles of segments can provide clues as to the absence and presence of non-linearities, such as with g (5) . Plate et al (1997) used this method to visualize the e ects of various variables in a MLP model of the risk of developing lung cancer. The plots revealed trends in the e ects of individual variables similar to those found in a logistic regression model, but also showed the presence of considerable interactions. As the MLP was only slightly superior to the logistic regression model in terms of predictive performance, the questions arises as to whether the bulk of the observed interactions in the tted MLP are really useful or merely gratuitous | a product of excess exibility in the model and noise in the data. This question was one of the motivations for the work described in the current paper | the development of a model in which one can turn down the degree of interaction and observe the e ect on the tted model and its predictive power. Unfortunately, the lung-cancer data was not suitable to test the modeling technique as there are too many examples for use with current Gaussian Process modeling software, and too little di erence in the performance of logistic regression and more exible models.
The vertical scale of additive e ects plots
Modeling functions often have a natural additive scale which is not always the same as the output of the function. In generalized additive models a link function translates between the additive scale of the model and the output. For Gams assuming Gaussian noise on outputs these two scales are usually the same (and the link function is the identity function). For logistic Gams that predict a probability for a binary target the inverse-logistic (logit) link function is often used. This means that the model is additive in the log-odds scale of the probability of the output, and the additive plots use this scale (in general the output probabilities will not be an additive function of the inputs). Other link functions (and hence scales) are used in di erent situations. The appropriate scale for additive-e ects plots for non-additive functions, i.e., the scale on which the e ects are most additive, will often be obvious. E.g., for a neural network or Gaussian process model for binary targets, the log-odds of the output probability will usually be the best scale. In a neural network model with a logistic function on the output unit, this corresponds to the total input to the output unit. In other situations, experimentation may be needed to reveal the most appropriate scale. The same vertical range should be used for plots of additive e ects for di erent variables. This allows easy comparison of the magnitude of e ects of di erent variables.
Measuring the degree of interaction
Although the degree of interaction (i.e., degree of non-additivity) can be seen in the plots of additive e ects, it is also useful to have an objective measure. One possible measure of the degree to which x i interacts with other variables is the average squared error in a smooth t to the partial gradients of f with respect to x i . This corresponds to the error in a smooth t to the points in method (c) in Figure 1 .
For additive functions, this will always be very small or zero (provided the component functions are continuous). A smooth t to the gradient points can be calculated with any 1-d smoother { the degrees of interaction reported in this paper were based on the smooth t computed by the BRUTO curve tter described in Hastie and Tibshirani (1990) . The total degree of interaction among variables can be measured by the sum of the degrees of interaction for each variable. Note that this measure is independent of the reference value that is used to calculate the additive e ects.
Choosing the points for visualization
In order to not overload the additive e ects plots with too much information, one must plot only a limited number of points. The set of of examples (training or testing or both) is an obvious choice for points at which to plot e ects. The advantage of this over using random points is that the relative density of points in di erent parts of the plot is apparent. When plotting at points corresponding to examples, isolated points may indicate either outliers in the input space, or regions of the function in which there is very little support for the value the function is producing. However, one disadvantage of plotting only at points corresponding to examples is that one may fail to spot undesirable or anomalous behaviour of the tted model in regions on the input space not populated by any examples. One possibly informative approach would be to make a color-coded plot at training examples, test examples, and random points.
Example on an arti cial function in 4 dimensions
As an example, consider the following function of four variables, which has additive and interaction components and one irrelevant input (x 4 ):
f(x 1 ; x 2 ; x 3 ; x 4 ) = 0:925g (4) (x 1 ; x 2 ) + 2:248(x 2 + x 3 ? 1) 2 250 training examples were generated for this function. Each x (k) j was randomly selected from a uniform distribution over 0; 1]. Target values for the training cases had added Gaussian noise with variance 0.5. Test errors were evaluated over 1600 randomly selected points. To get an accurate measure of test error there was with no noise in targets, but the test errors are made comparable to the training errors by adding 0.5. This training data was modeled with a Gaussian process with ve exponential parts: one general, and one for each dimension. 1 Initially, all the parameters were allowed to vary. Next, a series of models was tted with 0 xed to various values (all other parameters were resampled for each value of 0 ). Training and test errors, and degrees of interaction are shown in Figure 2 . These plots show that interactions are important: test error is signi cantly increased for the value of 0 that forces the degree of interaction to zero. Figure 3 shows the additive e ects for four of the models. These plots make it clear that x 1 has a purely additive (and highly non-linear) e ect, x 4 has no e ect, and x 2 and x 3 have non-linear e ects and strong interactions. In this case the interactions must be with each other, because there are are only two interacting variables. 5 Modeling spectroscopy data Thodberg (1996) reported impressive results using a neural network to predict fat content in meat from near-infrared spectroscopy measurements. In the original data each example consists of 100 measurements at various points on the infrared spectrum and one measure of fat content. The task is to predict fat content from the spectroscopy measurements. All the models reported by Thodberg used inputs derived from a principal components analysis of the original data (usually the rst 10 principal components). Thodberg split the 215 examples into 172 training examples, and 43 test examples. This split is used in all the experiments reported below. On this data, and using the rst 10 principal components, a stepwise linear regression model has a mean squared test error of 7.72, and a stepwise quadratic regression model (including all pairs of interaction terms) has a mean squared test error of 0.62. Thodberg reports a mean squared test error of 0.13 for a committee of neural networks tted with Automatic Relevance Determination. It is interesting to try to understand what features of the data the better models extract, especially as they are so much better than the linear model. 0.84. Next, a series of models with 0 set to di erent values were tted and tested. Although the test errors are not as low as Thodberg achieved, they are quite good (the lowest mean squared error is 0.44) and one can make out interesting features discovered by the tted models. Figures 4 shows diagnostics and Figure 5 shows the e ects of the di erent principal components. The diagnostics show that nonlinear e ects are important for accuracy: an almost purely additive Gaussian process ( 0 = 0:0625), which like a Gam is non-linear but cannot capture interactions, has an average test error around 3.3 | midway between the best Gaussian process (0.44) and a linear model (7.72). The diagnostic plots also show that that components 1 to 5 are involved in interactions that are important to the accuracy of the tted model: as the amount of interaction is reduced, the prediction error rises sharply.
The following conclusions can be drawn from the plots of additive e ects in Figure 5 :
Components 1 to 5 have a large e ect and are involved in important interactions. Component 1 has a strong positive trend in its e ect, with a slight drop-o at high values. This is con rmed in the plot for the nearly-additive model ( 0 = 00625). Component 2 has no strong trend but is involved in signi cant interactions. Components 3 and 4 have strong negative trends, and components 5 and 6 mild positive trends. 
Interpretation in terms of the original variables
One problem with trying to interpret this spectroscopy data model is that the inputs are calculated from the nine most important principal components of the original data (which had 100 dimensions, each corresponding to a di erent frequency in the infra-red spectrum). One might argue that the principal components analysis makes interpretation impossible, or alternatively that the interpretation is meaningful because the principal components capture the underlying structure in the patterns of spectral values. However, since the plots of additive e ects are calculated from the black-box behaviour of the modeling function one can sidestep this argument by plotting the additive e ects of the original features. This is done by treating the principal components decomposition followed by the Gaussian process model as a prediction model which can be applied to the original 100 dimensional data. The additive e ects of each spectral value are shown in Figure 6 . The slowly varying pattern of e ects across spectral values suggest that the important underlying features are blurred across neighboring values of the spectrum and that these are captured by the principal components analysis. : Additive e ects of the rst nine principal components in three di erent tted Gaussian process models for the spectroscopy data.
The line segments that slope in the opposite direction from the apparent trend in Figure 6 (e.g., as in S50) illustrate out possible weakness of this visualization technique when applied to nearest-neighborstyle functions . Recall that the \additive e ect" (the vertical axis) is calculated as f(x (k) S1   S2  S3  S4  S5  S6  S7  S8   S9  S10  S11  S12  S13  S14  S15  S16   S17  S18  S19  S20  S21  S22  S23  S24   S25  S26  S27  S28  S29  S30  S31  S32   S33  S34  S35  S36  S37  S38  S39  S40   S41  S42  S43  S44  S45  S46  S47  S48   S49  S50  S51  S52  S53  S54  S55  S56   S57  S58  S59  S60  S61  S62  S63  S64   S65  S66  S67  S68  S69  S70  S71  S72   S73  S74  S75  S76  S77  S78  S79  S80   S81  S82  S83  S84  S85  S86  S87  S88   S89  S90  S91  S92  S93  S94  S95  S96 S97 S98 S99 S100 Figure 6 : Additive e ects of the original features in the tted Gaussian process model (with free 0 ) for the spectroscopy data. The vertical range is the same in each plot.
Discussion
Methods for interpreting complex models have received some attention within the eld of neural networks. Three di erent approaches can be discerned. The rst, and most prominent, is that of extracting rules that describe either how the network computes a function (Towell and Shavlik 1993; Blasig 1994; Alexander and Mozer 1995) or the function computed by the network (Saito and Nakano 1988) . This approach is most suited to applications in which inputs are discrete features or in which classi cation decisions are clear-cut, i.e., applications where smooth continuity of the computed function is relatively unimportant. The visualization techniques described in this paper (which can be easily applied to any kind of statistical model with continuous inputs) are intended for precisely the opposite kind of application: ones in which inputs are continuous and outputs vary smoothly. The second approach to interpreting neural networks is based on providing an interpretable view of the internal representational space (Shultz, Oshima-Takane, and Takane 1995; Shultz and Elman 1994; Sanger 1989) . Again, this approach is more suited to tasks with discrete inputs and clearcut outputs. The third approach is based on providing quantitative or graphical indications of the e ect of input variables on the output (Baxt 1992; Baxt and White 1995; Moseholm, Taudorf, and Frosig 1993) . This approach is the one most similar to that presented in this paper. However, the work of Baxt mainly concerned models with discrete inputs. One important di erence between Baxt's methods and the plots of additive e ects is that the latter make clear how the magnitude of the e ect varies with the value of the input. Methods for enforcing or formulating additivity in various families of exible models have been investigated by a number of researchers. Moody and R ognvaldsson (1996) discuss various smoothing terms for feedforward neural networks that penalize higher order derivatives with respect to inputs. A smoothing term that penalized o -diagonal second derivatives of model outputs with respect to inputs would push the tted model towards additivity. Girosi, Jones, and Poggio (1995) discuss formulations of additive models in terms of regularization networks. The smoothing-spline anova (ss-anova) of Wahba, Wang, Gu, Klein, and Klein (1994b) is also a Gaussian process model, though with a di erent covariance function to that used here. ss-anova is also based on additive components, and is actually more general than the model used in this paper: it starts with functions of single variables, then adds in functions of two variables, and so on up to the full interaction term. The Gaussian process model used in this paper only has functions of single variables and the full interaction term. There are two practical advantages of this type of Gaussian process model over neural networks or a more general Gaussian process model: (i) there is a single knob (the 0 value) that controls the degree of additivity, and (ii) it is simple to specify and t a series of models with a range of degrees of additivity.
Conclusion
The visualization methods described here can be used to show the e ects of inputs on a single scalar output of any tted statistical model, including complex models such as committees of neural networks or bagged decision trees. These methods can also be used to display e ects of original features when the model is based on transformed features. The gain that comes from combining this visualization method with the general-plus additive-term formulation of Gaussian process models is that one has a \knob" to control the degree of additivity (and thus interpretability) of the tted model and a way of visualizing the e ects of turning the knob. The visualizations show four important aspects of the tted model: the overall degree of importance of interactions, the general e ects of each variable, which variables are involved in interactions and the strength of these interactions.
