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Abstract
In this paper a collocation procedure is developed for a linear Volterra integral equation of the second kind by using the Sinc
basis functions. The approximate solutions are given so that the auxiliary basis functions satisfy the four different end conditions.
It is shown that the Sinc procedure converges to the solution at an exponential rate of O(e−k
√
N). Numerical results are included to
conﬁrm the efﬁciency and accuracy of the method.
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1. Introduction
In this paper a Sinc-collocation procedure is developed for the numerical solution of the linear Volterra integral
equation of the second kind:
u(x) = f (x) + 
∫ x
a
K(x, t)u(t) dt, x ∈ = (a, b), (1)
where K(x, y) and f (x) are known functions and  is a constant. Recently Babolian and Davary [1] have proposed an
Adomian decomposition method for the numerical solution of linear Volterra integral Eq. (1). Walsh function methods
have been developed for the numerical solution of linear Volterra integral equation [2,3]. However, the direct solution
of Volterra integral equations usingWalsh function methods requires a degenerate kernel approach in that the ﬁrst step
is to separate the variables. Thus, considerable preliminary work is needed before the Walsh series are introduced.
In order to avoid the preliminary work required, instead of solving the Volterra integral equations, they are rewritten
as Fredholm integral equations with appropriately modiﬁed kernels and are solved in Fredholm form [4]. Rashed [5]
introduced a method based on interpolation for treating integral equations.
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In Section 2wewill give somepreliminary deﬁnitions and theorems in [6] that are employed to derive the formulations
and analysis of the Sinc-collocation method in Section 3. The convergence analysis of the Sinc-collocation is proved in
Section 4, and it is shown that the Sinc procedure converges to the solution at an exponential rate of O(e−k
√
N) where
k > 0. Finally numerical examples are given in Section 5 to illustrate the efﬁciency of the presented method.
2. Sinc interpolation
The Sinc function is deﬁned on the whole real line by
Sinc(x) =
{ sin(x)
x
, x = 0,
1, x = 0.
(2)
For any h> 0, the translated Sinc functions with evenly spaced nodes are given as follows:
S(j, h)(x) = Sinc
(
x − jh
h
)
, j = 0,±1,±2, . . . (3)
which are called the jth Sinc functions. The Sinc function form for the interpolating point xk = kh is given by
S(j, h)(kh) = (0)jk =
{
1, k = j,
0, k = j. (4)
Let
(−1)kj =
1
2
+
∫ k−j
0
sin(t)
t
dt , (5)
then deﬁne a matrix whose (k, j)th entry is given by (−1)kj as I (−1) = [(−1)kj ]. If u is deﬁned on the real line, then for
h> 0 the series
C(u, h)(x) =
∞∑
j=−∞
u(jh)Sinc
(
x − jh
h
)
, (6)
is called the Whittaker cardinal expansion of u, whenever this series converges, u is approximated by using the ﬁnite
number of terms in (6). For positive integer N, we deﬁned
CN(u, h)(x) =
N∑
j=−N
u(jh)Sinc
(
x − jh
h
)
. (7)
For further explanation of the procedure, we consider the following deﬁnitions and theorems in [6].
Deﬁnition 1. Let D be a simply connected domain in the complex plane (z = x + iy) having boundary D. Let a
and b denote two distinct points of D and  denote a conformal map of D onto Dd , where Dd denote the region
{w ∈ C : |Iw|〈d, d〉0} such that (a)=−∞ and (b)=∞. Let =−1 denote the inverse map, and let  be deﬁned
by={z ∈ C : z=(u), u ∈ R}. Given, and a positive number h, let us set zk=zk(h)=(kh), k=0,±1,±2, . . . ,
let us also deﬁne  by (z) = e(z).
Deﬁnition 2. Let L	(D) be the set of all analytic functions, for which there exists a constant, C, such that
|u(z)|C |(z)|
	
[1 + |(z)|]2	 , z ∈ D, 0< 	1. (8)
Theorem 1. Let u ∈ L	(D), let N be a positive integer, and let h be selected by the formula
h =
(
d
	N
)1/2
, (9)
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then there exists positive constant c1, independent of N, such that
sup
z∈
∣∣∣∣∣∣u(z) −
N∑
j=−N
u(zj )S(j, h) ◦ (z)
∣∣∣∣∣∣ c1e(−d	N)
1/2
. (10)
Theorem 2. Let u/′ ∈ L	(D), with 0< 	1, and 0<d, let (−1)kj be deﬁned as in (5), and let h = (d/	N)1/2.
Then there exists a constant, c2, which is independent of N, such that∣∣∣∣∣∣
∫ zk
a
u(t) dt − h
N∑
j=−N
(−1)kj
u(zj )
′(zj )
∣∣∣∣∣∣ c2e(−d	N)
1/2
. (11)
3. The Sinc-collocation method
The solution of linear Volterra integral equation (1) is approximated by the following linear combination of the Sinc
functions:
un(x) =
N∑
j=−N
ujS(j, h) ◦ (x), n = 2N + 1, x ∈ = (a, b). (12)
We denote a = a and b = b. The approximate solution for x ∈ (−∞,∞) is deﬁned so that the conformal map 
which is given in the Deﬁnition 1 maps = [a, b] onto (−∞,∞). We consider the following cases:
Case 1: Let u(x) be the exact solution of (1) and u(x) ∈ L	(D), which satisfy the end conditions as:
lim
x→a
u(x) = lim
x→b
u(x) = 0. (13)
By applying Theorem 1, we have
sup
x∈
∣∣∣∣∣∣u(x) −
N∑
j=−N
u(xj )S(j, h) ◦ (x)
∣∣∣∣∣∣= supx∈ |I (1)u |, (14)
where
sup
x∈
|I (1)u |c3 exp{−(d	N)1/2}. (15)
Assume (K/′)u ∈ L	(D), by applying Theorem 2 and setting x = xk , we obtain∣∣∣∣∣∣
∫ xk
a
K(xk, t)u(t) dt − h
N∑
j=−N
(−1)kj
K(xk, tj )
′(tj )
u(tj )
∣∣∣∣∣∣= |I (2)u |, (16)
where
|I (2)u | ||c4 exp{−(d	N)1/2}. (17)
The constants c3 and c4 in the relations (15) and (17) are independent of N. Having used relations (14)–(17) and setting
x = xk we get the collocation result as
N∑
j=−N
⎧⎨
⎩(0)kj − h
N∑
j=−N
(−1)kj
K(xk, tj )
′(tj )
⎫⎬
⎭ uj = f (xk). (18)
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We denote I (0) =[(0)kj ], I (−1) =[(−1)kj ], K =[K(xk, tj )] and D(1/′)= diag(1/′(x−N), . . . , 1/′(xN)), where I (0),
I (−1) and K are square matrices of order (2N + 1)× (2N + 1), then the system of (18) can be given in the matrix form
as:
AU = P, (19)
where
A = I (0) − h
(
I (−1)D
(
1
′
))
◦ K ,
P = [f (x−N), . . . , f (xN)]T,
U = [u−N, . . . , uN ]T.
The notation “◦” denotes the Hadamard matrix multiplication. Having solved the system (19), we obtain uj which is
the computed solution of un(x).
Case 2: We assume that u(x) is the exact solution of the given integral Eq. (1) and let u(x) ∈ L	(D) which satisﬁes
the end conditions
lim
x→a
u(x) = 0, lim
x→b
u(x) = 0. (20)
In this case, by considering an auxiliary basis function wa(x), we get
u(x) = uawa(x) +
N∑
j=−N+1
u(xj )S(j, h) ◦ (x) + I (3)u , (21)
where the wa(x) is deﬁned by
wa(x) = 11 + (x) , (22)
and satisﬁed the following conditions:
lim
x→a
wa(x) = 1, lim
x→b
wa(x) = 0. (23)
Moreover by applying Theorem 1, we obtain:
sup
x∈
∣∣∣∣∣∣u(x) −
⎛
⎝uawa(x) + N∑
j=−N+1
ujS(j, h) ◦ (x)
⎞
⎠
∣∣∣∣∣∣= supx∈ |I (3)u |, (24)
where
sup
x∈
|I (3)u |c5 exp{−(d	N)1/2}. (25)
Now we suppose (K/′)wa ∈ L	(D), then by applying the results of Theorem 2 and setting x = xk , we have∣∣∣∣∣∣
∫ xk
a
K(x, t)uawa(t) dt − hua
N∑
j=−N+1
(−1)kj
K(xk, tj )
′(tj )
wa(tj )
∣∣∣∣∣∣= |I (4)u |, (26)
where
|I (4)u | ||c6 exp{−(d	N)1/2}. (27)
J. Rashidinia, M. Zarebnia / Journal of Computational and Applied Mathematics 206 (2007) 801–813 805
The constants c5 and c6 in the relations (25) and (27) are independent of N. For this case we consider the approximate
solution of the integral Eq. (1) as follows:
un(x) = uawa(x) +
N∑
j=−N+1
ujS(j, h) ◦ (x), n = 2N + 1. (28)
Having applied the relations (24)–(27) and Theorems 1, 2 and having substituted x =xk for k=−N, . . . , N , we obtain
the system in the matrix form as
AU = [Bn×1|Cn×(n−1)]U = P, (29)
where
B =
⎡
⎣wa(x−N) − h N∑
j=−N+1
(−1)kj
K(x−N, tj )
′(tj )
wa(tj ), . . . , wa(xN) − h
N∑
j=−N+1
(−1)kj
K(xN, tj )
′(tj )
wa(tj )
⎤
⎦
T
,
C =
[
(0)kj − h(−1)kj
K(xk, tj )
′(tj )
]
, k = −N, . . . , N, j = −N + 1, . . . , N ,
P = [f (x−N), . . . , f (xN)]T,
U = [ua, u−N+1, . . . , uN ]T.
By solving the above system, the computed solution un is
Un = Tu.U, (30)
where the matrix Tu is deﬁned by
Tu =
⎛
⎜⎜⎜⎜⎝
wa(x−N) 0 · · · 0 0
wa(x−N+1) 1 · · · 0 0
...
...
. . .
...
...
wa(xN−1) 0 · · · 1 0
wa(xN) 0 · · · 0 1
⎞
⎟⎟⎟⎟⎠ . (31)
Case 3: Let u(x) be the unique solution of the integral equation (1) and u(x) ∈ L	(D), we assume that
lim
x→a
u(x) = 0, lim
x→b
u(x) = 0. (32)
In this case by using Theorem 1 and introducing an auxiliary basis function in the form of the ﬁnite Sinc expansion we
obtain:
u(x) =
N−1∑
j=−N
u(xj )S(j, h) ◦ (x) + ubwb(x) + I (5)u , (33)
where the auxiliary basis function wb(x) is given by
wb(x) = (x)1 + (x) , (34)
and satisﬁes the following conditions
lim
x→a
wb(x) = 0, lim
x→b
wb(x) = 1. (35)
Similarly, by using Theorems 1 and 2 in conjunction with relation (24) we derive
un(x) =
N−1∑
j=−N
ujS(j, h) ◦ (x) + ubwb(x), n = 2N + 1. (36)
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Substituting the approximate solution (36) in Eq. (1) at x = xk , leads to the following system of linear equations:
AU = [Bn×(n−1)|Cn×1]U = P, (37)
where
B =
[
(0)kj − h(−1)kj
K(xk, tj )
′(tj )
]
, k = −N, . . . , N, j = −N, . . . , N − 1,
C =
⎡
⎣wb(x−N) − h N−1∑
j=−N
(−1)kj
K(x−N, tj )
′(tj )
wb(tj ), . . . , wb(xN) − h
N−1∑
j=−N
(−1)kj
K(xN, tj )
′(tj )
wb(tj )
⎤
⎦
T
,
P = [f (x−N), . . . , f (xN)]T,
U = [u−N, . . . , uN−1, ub]T.
By solving the above system, we obtain the computed solution un in the form of
Un = Tu.U, (38)
where
Tu =
⎛
⎜⎜⎜⎜⎝
1 0 · · · 0 wb(x−N)
0 1 · · · 0 wb(x−N+1)
...
...
. . .
...
...
0 0 · · · 1 wb(xN−1)
0 0 · · · 0 wb(xN)
⎞
⎟⎟⎟⎟⎠ . (39)
Case 4: Now, let u(x) ∈ L	(D) be the unique solution of the integral equation (1) and satisﬁes the following
conditions:
lim
x→a
u(x) = 0, lim
x→b
u(x) = 0. (40)
We followed the procedures of the previous cases and obtained the approximate solution of the integral Eq. (1) as
un(x) = uawa(x) +
N−1∑
j=−N+1
ujS(j, h) ◦ (x) + ubwb(x), n = 2N + 1. (41)
By substituting the approximate solution (41) at x = xk in Eq. (1) and by applying Theorems 1 and 2 we obtain the
system of linear equations as follows:
AU = [Bn×1|Cn×(n−2)|Dn×1]U = P, (42)
where
B =
⎡
⎣wa(x−N) − h N−1∑
j=−N+1
(−1)kj
K(x−N, tj )
′(tj )
wa(tj ), . . . , wa(xN) − h
N−1∑
j=−N+1
(−1)kj
K(xN, tj )
′(tj )
wa(tj )
⎤
⎦
T
,
C =
[
(0)kj − h(−1)kj
K(xk, tj )
′(tj )
]
, k = −N, . . . , N, j = −N + 1, . . . , N − 1,
D =
⎡
⎣wb(x−N) − h N−1∑
j=−N+1
(−1)kj
K(x−N, tj )
′(tj )
wb(tj ), . . . , wb(xN) − h
N−1∑
j=−N+1
(−1)kj
K(xN, tj )
′(tj )
wb(tj )
⎤
⎦
T
,
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P = [f (x−N), . . . , f (xN)]T,
U = [ua, u−N+1, . . . , uN−1, ub]T.
Solving the system (42) we obtain the vector un which is the computed solution of integral Eq. (1) in the form of
Un = Tu.U, (43)
where the matrix Tu is
Tu =
⎛
⎜⎜⎜⎜⎝
wa(x−N) 0 · · · 0 wb(x−N)
wa(x−N+1) 1 · · · 0 wb(x−N+1)
...
...
. . .
...
...
wa(xN−1) 0 · · · 1 wb(xN−1)
wa(xN) 0 · · · 0 wb(xN)
⎞
⎟⎟⎟⎟⎠ . (44)
4. Convergence analysis
Nowwe discuss the convergence of the collocation method deﬁned in (12) and (18) in the case that the exact solution
u(x) of Volterra integral equation (1) satisﬁes the condition (13). For each N, we can ﬁnd uj which is our solution
of the linear system (19), also by using uj we obtain the approximate solution un(x). In order to derive a bound for
|u(x) − un(x)| we need to estimate the norm of the vector Au˜ − P, where u˜ is a vector deﬁned by
u˜ = (u(x−N), . . . , u(xN))T,
where u(xj ) is the value of the exact solution of integral equation at the Sinc points xj . For this purpose we need the
following lemma.
Lemma 1. Let u(x) be the exact solution of the integral equation (1) and satisfy the condition (13). Let h=(d/	N)1/2
and K(x, .)/′ ∈ L	(D) for x ∈ (a, b), then there exists a constant c7 independent of N, such that
‖Au˜ − P‖ ||c7N1/2 exp{−(d	N)1/2}. (45)
Proof. For convenience, we consider 
= Au˜ − P and let vk be the kth component of vector 
. We derive a bound for
vk . Using the relations (16) and (17), we obtain:
|vk| = |(Au˜ − P)k|
=
∣∣∣∣∣∣u(xk) − h
N∑
j=−N
(−1)kj
K(xk, tj )
′(tj )
u(tj ) − f (xk)
∣∣∣∣∣∣
 ||c8 exp{−(d	N)1/2}.
Therefore, we have
‖Au˜ − P‖ =
(
N∑
k=−N
|vk|2
)1/2
 ||c7N1/2 exp{−(d	N)1/2}. 
Now we can prove the following theorem, which shows that the Sinc-collocation method converges at the rate of
O(e−k
√
N), where k > 0.
Theorem 3. Let us consider all assumptions of Lemma 1 and let un(x) be the approximate solution of integral equation
(1) given by (12) and satisfy the condition (13), then we have
sup
x∈(a,b)
|u(x) − un(x)|c9N1/2 exp{−(d	N)1/2}, (46)
where = ‖A−1‖.
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Proof. By considering the linear Volterra integral equation (1) the relations (14)–(18), we have
|u(x) − un(x)| =
∣∣∣∣
∫ x
a
K(x, t)u(t) dt − 
∫ x
a
K(x, t)un(t) dt
∣∣∣∣
 ||h
N∑
j=−N
∣∣∣∣K(x, tj )′(tj ) h,j (x)
∣∣∣∣ |u(xj ) − uj | = E (Say),
where h,j (x) = 12 +
∫ x
a
S(j, h) ◦ (t) dt .
Note that
h
⎛
⎝ N∑
j=−N
∣∣∣∣K(x, tj )′(tj ) h,j (x)
∣∣∣∣
2
⎞
⎠
1/2
M
holds for x ∈ (a, b), then using the Schwarz inequality, we obtain
E ||h
⎛
⎝ N∑
j=−N
∣∣∣∣K(x, tj )′(tj ) h,j (x)
∣∣∣∣
2
⎞
⎠
1/2
(|u(xj ) − uj |2)1/2
M||‖u˜ − U‖.
Using Eq. (19), we have U = A−1P, then
‖u˜ − U‖ = ‖u˜ − A−1P‖
‖A−1‖ ‖Au˜ − P‖. (47)
By using Lemma 1, we obtain
Ec9N1/2 exp{−(d	N)1/2}. (48)
This completes the proof of Theorem 3. 
Convergence of the collocation method given in cases (28), (36) and (41) that satisfy the conditions (20), (34) and
(40), respectively, is given in the same procedure.
5. Numerical examples
We consider the following examples by different authors [1,4,5] to compare our computed results and justify the
accuracy and efﬁciency of our methods. The solution of the given examples is obtained for different values of 	,
0< 	1 and also for different values of N. Let u(xj ) denote the exact solution of the given examples, and let un(xj )
be the computed solutions by our method. Let  = (a, b) and  be a conformal map onto D. By exploiting of the
Deﬁnition 1, we have
D =
{
z ∈ C :
∣∣∣∣arg
(
z − a
b − z
)∣∣∣∣<d 2
}
,
(z) = ln
(
z − a
b − z
)
. (49)
The errors are reported on both set of the Sinc grid points
S = {x−N, . . . , x0, . . . , xN },
xk = a + be
kh
1 + ekh , k = −N, . . . , N (50)
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Table 1
Errors on the Sinc grid S and uniform grid U for Example 1
N h ‖Es(h)‖ ‖EU(l)‖ ‖A−1‖2
10 0.702481 5.59312 × 10−6 1.22895 × 10−5 4.09701
20 0.496729 4.09093 × 10−8 1.95127 × 10−7 5.69525
30 0.405579 8.17493 × 10−10 1.53781 × 10−8 6.93047
40 0.351241 2.82669 × 10−11 1.00989 × 10−9 7.97478
50 0.314159 1.40343 × 10−12 2.32307 × 10−10 8.89627
60 0.286787 9.07052 × 10−14 3.48518 × 10−11 9.73017
Table 2
Errors on the Sinc grid S and uniform grid U for Example 2
N h ‖Es(h)‖ ‖EU(l)‖ ‖A−1‖2
10 0.993459 3.62082 × 10−4 5.07142 × 10−4 1.34863
20 0.702481 1.37172 × 10−5 2.06089 × 10−5 1.46923
30 0.573574 1.07554 × 10−6 1.55651 × 10−6 1.55535
40 0.496729 1.19509 × 10−7 1.67759 × 10−7 1.62439
50 0.444288 1.66838 × 10−8 2.29259 × 10−8 1.68287
60 0.405578 2.75147 × 10−9 3.72607 × 10−9 1.73405
70 0.375492 5.16344 × 10−10 6.88879 × 10−10 1.77981
Table 3
Errors on the Sinc grid S and uniform grid U for Example 3
N h ‖Es(h)‖ ‖EU(l)‖ ‖A−1‖2
10 0.702481 3.76189 × 10−6 4.08088 × 10−6 3.35921
20 0.496729 6.49225 × 10−8 1.18579 × 10−7 4.58181
30 0.405578 3.49865 × 10−9 7.77615 × 10−9 5.54681
40 0.351241 3.3494 × 10−10 6.8867 × 10−10 6.36997
50 0.314159 4.50725 × 10−11 1.10746 × 10−10 7.09989
60 0.286787 7.62003 × 10−12 1.73281 × 10−11 7.76251
and set of the uniform grid points with step size l = 0.01,
U = {z0, z1, . . . , z100},
zk = kl, k = 0, 1, . . . , 100. (51)
The errors on the grids are deﬁned as
‖Es(h)‖ = max−N jN |u(xj ) − un(xj )|, (52)
and
‖EU(l)‖ = max
0 j100
|u(zj ) − un(zj )|, (53)
respectively. The numerical results are tabulated in Tables 1–4.We observe that =‖A−1‖ appears in the coefﬁcient of
the error term in (46), where the norms are computed for several values ofN numerically. In the following examples, we
pursue the change of  and judge whether the numerical solution of (19) is reliable or not, and also show the existence
of A−1 practically.
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Table 4
Errors on the Sinc grid S and uniform grid U for Example 4
N h ‖Es(h)‖ ‖EU(l)‖ ‖A−1‖2
10 0.993459 7.19568 × 10−5 2.40056 × 10−4 1.4642
20 0.702481 2.92523 × 10−6 9.98749 × 10−6 1.54109
30 0.573574 2.44904 × 10−7 7.98501 × 10−7 1.59742
40 0.496729 2.93812 × 10−8 9.16409 × 10−8 1.6434
50 0.444288 4.46824 × 10−9 1.33535 × 10−8 1.68286
60 0.405579 8.03773 × 10−10 2.31774 × 10−9 1.71776
0.2 0.4 0.6 0.8 1
0.05
0.1
0.15
0.2
0.25
N = 2
N = 10
Exact
• • •
———
Fig. 1. Exact and approximate solutions for Example 1 (N = 2, 10).
Example 1. Consider the following Volterra integral equation of the second kind with exact solution u(x)=
x − x2 given in [1]
u(x) = x − x2 + x
3
6
− x
4
12
+
∫ x
0
(t − x)u(t) dt, 0x1. (54)
Since
lim
x→0 u(x) = 0, limx→1 u(x) = 0,
therefore by considering Case 1 the approximate solution of the (54) by Sinc approximation is:
un(x) =
N∑
j=−N
ujS(j, h) ◦ (x). (55)
We solved Example 1 for different values of N, 	= 1, d = /2 and h = (1/2N)1/2. The maximum of absolute errors
on the Sinc grid S and the uniform grid U are tabulated in Table 1. This table indicates that as N increases the errors are
decreased more rapidly. It should be mentioned that the errors on the Sinc grid S decrease more rapidly than the errors
on the uniform grid U. The exact and approximate solutions of Example 1 are shown in Fig. 1 for N = 2 and 10. For
large values of N the approximate solution is indistinguishable (for the given scale) from the exact solution due to the
exponential convergence rate of the Sinc method.
Example 2. Consider the integral equation
u(x) = 1 − x + x
2
2
+
∫ x
0
(t − x)u(t) dt, 0x 
2
, (56)
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Fig. 2. Exact and approximate solutions for Example 2 (N = 3, 10).
with exact solution u(x) = 1 − sin(x). Since
lim
x→0 u(x) = 0, limx→ 2
u(x) = 0,
then the Sinc approximate solution of (56) is given by
un(x) = u0w0(x) +
N∑
j=−N+1
ujS(j, h) ◦ (x). (57)
The approximate solution is calculated for different values of N, 	 = 12 , d = /2 and h = ( 1N )1/2. The maximum
absolute errors on the Sinc grid S and on the uniform grid U are tabulated in Table 2. This table indicates that as N
increases the errors are decreased rapidly. It is also noted that the error on the Sinc grid S is similar to the error on the
uniform grid U. The exact and approximate solutions of Example 2 are shown in Fig. 2 for N = 3 and 10. Again the
exponential convergence rate quickly decreases the errors.
Example 3. We consider the integral equation
u(x) = x +
∫ x
0
sin(x − t)u(t) dt, 0x1, (58)
with exact solution u(x) = x + x3/6 is given in [4]. Since
lim
x→0 u(x) = 0, limx→1 u(x) = 0,
then the solution of (58) can be approximated as
un(x) =
N−1∑
j=−N
ujS(j, h) ◦ (x) + u1w1(x). (59)
The example has been solved for different values of N, 	 = 1, d = /2 and h = (1/2N)1/2. The maximum of
absolute errors on the Sinc grid S and on the uniform grid U are tabulated in Table 3. It is also noted that the
error on the Sinc grid S decreases more rapidly than the error on the uniform grid U. The exact and approxi-
mate solutions for Example 3 are shown in Fig. 3, including the approximations for N = 1 and 10, which are
indistinguishable (on this scale) from the exact solution due to the exponential convergence rate of the
method.
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Fig. 3. Exact and approximate solutions for Example 3 (N = 1, 10).
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Fig. 4. Exact and approximate solutions for Example 4 (N = 2, 10).
Example 4. Consider the following Volterra integral equation of the second kind with the exact solution u(x) = e−x2
given in [5]
u(x) = e−x2 + x
2
(1 − e−x2) −
∫ x
0
xtu(t) dt, 0x1. (60)
Since
lim
x→0 u(x) = 0, limx→1 u(x) = 0,
using Case 4, the approximate solution of the given integral equation (60) through applying the Sinc approximation is
given by
un(x) = u0(x)w0(x) +
N−1∑
j=−N+1
ujS(j, h) ◦ (x) + u1(x)w1(x). (61)
We solved the example for different values of N, 	= 12 , d = /2 and h= (1/N)1/2. The maximum absolute errors on
the Sinc grid S and the uniform grid U are tabulated in Table 4. The table indicates that as N increases the errors are
decreased rapidly, in fact the error on the Sinc grid S decreases more rapidly than the error on uniform grid U . The
exact and approximate solutions to Example 4 are shown in Fig. 4 forN =2 and 10.Again the exponential convergence
rate quickly decreases the errors. For N10 the approximate solution are indistinguishable from the exact solution.
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In general Figs. 1–4 show that for larger values of N, the approximate solutions are indistinguishable from the true
solution due to the exponential convergence rate of the method.
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