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Abstract
We prove that a transitive group of odd prime-power degree such that every minimal transi-
tive subgroup is cyclic is either doubly transitive (and hence known) or contains a normal Sylow
p-subgroup.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In 1901, Burnside [3] proved the following result:
Theorem 1. Let G be a transitive group of prime degree p. Then either G is doubly tran-
sitive or G contains a normal Sylow p-subgroup.
This result can also be stated in the following equivalent fashion, where Fp denotes the
ﬁeld of order p:
Theorem 2. Let G be a transitive group of prime degree p acting on . Then either G is
doubly transitive or we may label  with elements of Fp so that G<AGL(1, p) = {x →
ax + b : a ∈ F∗p, b ∈ Fp}.
E-mail address: dobson@math.msstate.edu.
0012-365X/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2004.09.013
66 E. Dobson / Discrete Mathematics 299 (2005) 65–78
We remark that as all doubly transitive groups are known [4], Burnside’s result implies
that all transitive groups of prime degree are known. This result has powerful applications
in, amongst other subjects, combinatorics. Indeed, it has been shown by Turner [16] that
every vertex-transitive digraph (a digraph is vertex-transitive if Aut(), the automorphism
group of , acts transitively on V ()) of prime order p is isomorphic to a circulant digraph
of order p (a circulant digraph of order p is a digraphwithV ()=Zp such that there exists
S ⊆ Z∗p andE()={(i, j) : i−j ∈ S}).As any graphwith doubly transitive automorphism
group is necessarily either a complete graph or its complement (with full automorphism
group the symmetric group), Burnside’s Theorem gives a procedure to calculate the full
automorphism group of any vertex-transitive graph of prime order (this was ﬁrst observed
in [2]). Additionally,Alspach [1], was then able to explicitly enumerate all vertex-transitive
digraphs of prime order.
Recently, the author andWitte [6,Theorem3]proved the following analogueofBurnside’s
Theorem 1 for transitive groups of degree a prime-squared.
Theorem 3. Let G be a transitive permutation group of degree p2, p a prime, with Sylow
p-subgroup P. Then either
(1) G is doubly transitive; or
(2) PG; or
(3) P is equivalent to either Zp × Zp, a certain group P ′p−1 of order pp, or Zp  Zp.
Several remarks are now in order. First, as with permutation groups of prime degree,
the above result, with some notable exceptions, will allow for a description of all transitive
permutation groups of prime-squared degree (see [6] for these results as well as an explicit
statement of the ‘notable exceptions’). Second, with these results in hand, it is not too
difﬁcult to obtain the same sorts of results about vertex-transitive graphs of order p2 as
were obtained for vertex-transitive graphs of order p using Burnside’s Theorem 1. Finally,
in the special case of transitive groups of prime-squared degree that contain a regular cyclic
subgroup, the above result can be stated as follows:
Theorem 4. Let G be a transitive permutation group of degree p2, p a prime. If every
minimal transitive subgroup of G is isomorphic to Zp2 , then either G is doubly transitive
or G contains a normal Sylow p-subgroup.
In this paper, we will extend the preceding result to all permutation groups of odd prime-
power degree (Theorem 33).
The rest of this paper is organized as follows. In Section 2, we discuss results that we will
need that are already known as well as introducemuch of the terminology used in this paper.
In Section 3, we prove a technical result regarding the doubly transitive representation of
PSL(n, k) on an odd prime-power number of points, as well a consequence of this technical
result. Much of the work in this paper is based on coding theory, and in Section 4, we have
collected all such results, as well as permutation group results related to coding theory.
Finally, in Section 5, we have collected all of the results dealing solely with permutation
groups, and also prove the main result, Theorem 33.
E. Dobson / Discrete Mathematics 299 (2005) 65–78 67
2. Preliminaries
For p a prime, we denote the group of order p by Zp, and the ﬁeld of order p by Fp. The
proof of the following result is not difﬁcult, and can be found in [15].
Lemma 5. Let GSk contain a regular cyclic subgroup 〈〉. Assume that G admits a
complete block system E of s blocks of size , necessarily formed by the orbits of 〈s〉.
Furthermore, assume that ﬁxG(E)|E admits a complete block system of q blocks of size r,
necessarily formed by the orbits of 〈qs〉|E for some E ∈ E, where qr = . Then G admits
a complete block system C of qs blocks of size r formed by the orbits of 〈qs〉.
Deﬁnition 6. Let n be a positive integer.We deﬁneN(n)={x → ax+b : a ∈ Z∗n, b ∈ Zn},
andM(n)={x → ax : a ∈ Z∗n}.We remark that if n is prime, thenN(n) is usually denoted
by AGL(1, n).
Let G be a transitive permutation group of degree mp acting on Zm × Zp that admits a
complete block system B of m blocks of cardinality p. We may suppose without loss of
generality that G acts on Zm × Zp such that B = {{i} × Zp : i ∈ Zm}. If g ∈ G, then
g permutes the m blocks of B and hence induces a permutation in Sm denoted g/B. We
deﬁne G/B = {g/B : g ∈ G}. Let ﬁxG(B) = {g ∈ G : g(B) = B for every B ∈ B}.
Assume that ﬁxG(B) = 1 so that a Sylow p-subgroup P0 of ﬁxG(B) is nontrivial. Then
P0 is contained in 〈zi : i ∈ Zm〉, where each zi is a p-cycle that permutes the elements of
{i} × Zp. For h ∈ P0, we then have that h =∏m−1i=0 zaii , ai ∈ Zp. Deﬁne v:P0 → Zmp by
v(h)= (a0, a1, . . . , am−1). The following results appear in [6].
Lemma 7. The set {v(h) : h ∈ P0} is a linear code of length m over Fp.
Lemma 8. If there exists x ∈ G such that x(i, j) = (i + 1, j + bi), bi ∈ Zp,  ∈ F∗p,
then {v(h) : h ∈ P0} is a cyclic code of length m over Fp. Conversely, if C is a cyclic
code of length m over Fp, then there exists a group G as above such that P0 = {∏m−1i=0 zaii :
(a0, a1, . . . , am−1) ∈ C}.
Deﬁnition 9. The code of Lemma 7 will be denoted by CB, and will be called the code
induced by B. If G admits a unique block system B of m blocks of cardinality p, we say
CB is the code over Fp induced by G. We remark that CB depends upon the choice of the
Sylow p-subgroup P0, but that different choices of P0 give monomially equivalent (that is,
isomorphic) codes.
Deﬁnition 10. For a code C of length n over a ﬁeld Fp of prime order p, let Aut(C) be the
group of all linear bijections of Fnp which map each codeword of C to a codeword of C of
the same weight. Thus Aut(C) is the subgroup ofMn(Fp) that map each codeword of C to
a codeword of C, where Mn(Fp) is the set of all n × n monomial matrices over Fp. That
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is,Mn(Fp) is the set of all n× n matrices with exactly one nonzero entry from Fp in each
row and column.
Let [mij ] = M ∈ Mn(Fp). Then M = PD, where P = [pij ] is the permutation ma-
trix given by pij = 1 if mij = 0 and pij = 0 otherwise and D = [dij ] is a diago-
nal matrix with dii = mij if mij = 0 and dij = 0 if i = j . As the group of all per-
mutation matrices is simply the symmetric group on the coordinates of a vector in Fnp,
there is thus a canonical isomorphism between Mn(Fp) and Sn(F∗p)n, with multiplica-
tion in Sn(F∗p)n given by (, a)(, b) = (, (−1b)a) and Sn(F∗p)n acts on Fnp by
(, d)(x)=(xd). We will abuse notation and write that (, d)=M ∈ Mn(Fp). If (, d) ∈
Aut(C), then (, d) is diagonal if and only if =1. Finally, we let PAut(C)={ : (, d) ∈
Aut(C)}. That is, PAut(C) is the permutation group on the coordinates of Fnp induced
by Aut(C).
Deﬁnition 11. A code C of length n over Fp is invariant under G if GPAut(C).
Deﬁnition 12. A code C of length m over Fp is said to be degenerate if there exists
k|m, k = m, and a code D of length k over Fp such that C =⊕m/ki=1D. That is, a code
C = {(d1, d2, . . . , dm/k) : d1, . . . , dm/k ∈ D}. If C is not degenerate, we say that it is
nondegenerate.
Deﬁnition 13. Let X be the set of all possible complete block systems of (Zn)L. Deﬁne a
partial order on X byBC if and only if every block of C is a union of blocks ofB.
Deﬁnition 14. Let G be a transitive group acting on a set , and let G act on  ×  by
g(,)= (g(), g()). Let O0,O1, . . . ,On be the orbits of G acting on ×. We call the
orbit {(, ) :  ∈ } the trivial orbit. Assume O0 is the trivial orbit, and deﬁne directed
graphs1, . . . ,n by V (i )= for all 1 in, andE(i )=Oi . The graphsi are orbital
digraphs ofG. Note thatGAut(i ) for all 1 in.We deﬁne the 2-closure ofG, denoted
G(2), to be
⋂n
i=1 Aut(i ). Clearly, if  is a vertex-transitive graph and GAut(), then
G(2)Aut().
3. A result dealing with PSL(n,k)
In this paper, we will need various facts about PSL(n, k) when it has a doubly transitive
representation on an odd prime-power number of points. Lemma 17 is implicit in the proof
of [13, Lemma 2.2], but we include the proof for completeness. Before turning to these
facts, we will need a deﬁnition.
Deﬁnition 15. If n is the smallest integer such that p|(an− bn), then p is a primitive prime
factor of an − bn.
We will also need Zsigmondy’s Theorem [18]:
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Theorem 16. If 1b<a and gcd(a, b) = 1, then an − bn has a primitive prime factor
with the following two possible exceptions:
(1) 26 − 16, or
(2) n= 2 and a + b is a power of 2.
Lemma 17. Let PSL(n, k)GPL(n, k) be primitive of degree (kn−1)/(k−1)=pm,
where k is a prime power, n2, p an odd prime, andm1. If (n, k) = (2, 8), then a Sylow
p-subgroup of L(n, k) is regular and cyclic, and so a Sylow p-subgroup of G is regular
and cyclic. Consequently, if N(pm)G, then pm = 9 and PSL(2, 23)<GPL(2, 23).
Proof. Let k = te for some prime t. By Zsigmondy’s Theorem 16, tne − 1 has a primitive
primedivisor runless tne=64orne=2 and t+1 is a power of 2. Ifne=2 and t+1 is a power of
2, then (kn−1)/(k−1) is a power of 2, which is not possible. If tne=64, then (n, e)=(2, 8),
(3, 4), or (6, 2). One can easily check that n is a prime power only if (n, e) = (2, 8). We
conclude that tne−1 has primitive prime divisor r. As (kn−1)/(k−1)=pm and r does not
divide k−1= te−1, we have that r=p.As |GL(n, k)|=kn(n−1)/2∏n−1i=0 (kn−i−1), we have
that a Sylow p-subgroup of GL(n, k) is of order pm, and by [11, Satz 2.7.3], is cyclic. As a
transitive group of degree pm contains a transitive Sylow p-subgroup, a Sylow p-subgroup
P of PSL(n, k) is also cyclic of order pm. By [11, Satz 2.7.3], |N(pm)∩PSL(n, k)|/pm=n,
and, asP is cyclic and |N(pm)|=(pm−pm−1)·pm, we have gcd(n, p)=1.We conclude that
if (n, k) = (2, 8), then N(pm)G. It is straightforward to show that N(9)PL(2, 23)
and so PSL(2, 23)<GPL(2, 23). It thus only remains to show that a Sylow p-subgroup
of L(n, k) is cyclic of order pm.
Note that te − 1 divides tne − 1 and tn − 1 divides tne − 1. Let  = lcm(te − 1, tn −
1)/(te− 1). As r =p is a primitive divisor of tne− 1, gcd(r, )= 1. Furthermore,  divides
(tne − 1)/(te − 1)= (kn − 1)/(k − 1)= pm = rm. We conclude that = 1 so that n= e.
Hence gcd(e, p)= 1. As |L(n, k)| = e · |GL(n, k)|, we have that a Sylow p-subgroup of
L(n, k) is cyclic of order pm, and the result follows. 
Lemma 18. Let p5 be prime and GSpm , m2, such that G is doubly transitive and
N(pm)G. Then soc(G)= Apm .
Proof. By [9, Theorem 1.49], the only doubly transitive groups of composite degree pm
that contain a full cycle have socle PSL(n, k) for some choice of n2 and k a prime power,
or Apm . As N(pm)G we have that soc(G)= Apm by Lemma 17. 
Remark 19. We observe that, for example, N(25)A25 so that G need not be the full
symmetric group.
4. Coding theory
Much of the work in [6] is based upon results in the theory of error-correcting codes,
and the same is true in this paper. In this section, we collect all of the results on codes
that we will require. We will primarily be interested in cyclic codes of length pm over Fp.
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It is well known that each such code has a generating polynomial which is a divisor of
xp
m − 1 = (x − 1)pm , so for each dimension 0dpm there is a unique cyclic code of
length pm over Fp of dimension d generated by (x− 1)pm−d . As the image of a cyclic code
of length k under an automorphism of the cyclic group of order k is a cyclic code of length
k, by the uniqueness of each cyclic code of length pm and dimension d over Fp, we have:
Lemma 20. Letp be prime andC be a cyclic code of lengthpm overFp.ThenC is invariant
under N(pm).
Also, the cyclic code of length pm of Fp generated by x − 1 is dual of the repetition
code, so every nontrivial cyclic code of length pm over Fp is contained in the dual of the
repetition code.
Lemma 21. Let C be a cyclic code of length pm, m1, over Fp. Then C is trivial if and
only if there exists a codeword c= (c0, . . . , cpm−1) ∈ C such that∑p
m−1
i=0 ci /≡ 0 (modp).
Proof. First observe that if C is trivial, then there is a codeword c = (c0, . . . , cpm−1) such
that
∑pm−1
i=0 ci /≡ 0 (modp) as every possible codeword is contained in C. Conversely, let
C be nontrivial, so that C = Fmp . Then C is contained in dual of the repetition code and the
result then follows. 
Lemma 22. Letp5 be prime andCa cyclic code of lengthpm,m2, overFp. IfPAut(C)
is doubly transitive with nonabelian socle, then soc(PAut(C))= Apm .
Proof. By Lemma 20, N(pm)PAut(C) so by Lemma 18, we have that soc(PAut(C))=
Apm . 
Lemma 23. Let C be a nontrivial cyclic code of length 9 over F3 that is invariant under
PSL(2, 8). Then C is either the repetition code or its dual.
Proof. As Aut(C) = Aut(C⊥) for every code, we need only consider cyclic codes C of
length 9 over F3 of dimensions 2, 3, and 4. As PSL(2, 8) is triply transitive, the stabilizer
in PSL(2, 8) of any two points is transitive. Let g ∈ Aut(C), so that g(i, j)= (g(i), ij ),
 ∈ S9, i ∈ F∗3, GAut(C) such that {g : g ∈ G} = PSL(2, 8), and G89 = {g ∈ G :
g(8) = 8 and g(9) = 9}. That is, G89 consists of all elements of G that ﬁx the 8th and
9th coordinates. Then G89 is transitive on the coordinates 1, . . . , 7. As G89 is transitive
on the coordinates 1, . . . , 7, we have that G89 contains an element g of order 7, so that
g permutes the coordinates 1, . . . , 7, cyclically. As C is nontrivial, C is contained in the
dual of the repetition code. It is then not difﬁcult to see that any codeword of weight 2
must generate the dual of the repetition code. Hence the minimum weight of C is at least
3. As C is nontrivial, the linear code C9 obtained from C by deleting the 9th-coordinate
must have the same dimension, as no two codewords can vary in exactly one coordinate.
Furthermore, C9 must have minimum weight at least 2. Hence the code C89 obtained from
C9 by deleting the 8th-coordinate must also have the same dimension as C. As g ∈ G89
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is cyclic of order 7, we have that C89 is isomorphic to a cyclic code C′ of length 7 over
F3 of dimension 2, 3, or 4. Note that the generating polynomial of C′ is a divisor of
x7 − 1= (x − 1)(x6 + x5 + x4 + x3 + x2 + x + 1) and x6 + x5 + x4 + x3 + x2 + x + 1
is irreducible over F3 as the smallest power of 3 congruent to 1 modulo 7 is 6 [7, Exercise
13.6.8]. But then C′ has dimension 0, 1, 6, or 7, a contradiction. 
We shall have need of the following result of Knapp and Schmid [12, Theorem 4.4].
Theorem 24. Let C be a nontrivial code of length n over the ﬁeld F. If n7 and C is
invariant under An, then C is isomorphic to the repetition code or its dual.
We remark for n< 7, there are exceptions to the above result, which are given in [12].
Lemma 25. Let GSpm be transitive such that G admits a complete block system B of
pm−1 blocks of cardinality p. Furthermore, assume ﬁxG(B) is a p-group and that every
minimum transitive subgroup of G is cyclic. If the Sylow p-subgroups of G/B are cyclic
and CB, the cyclic code of length pm−1 induced by B, is either the repetition code or its
dual, then either G/B is not doubly transitive, or m= 2 and G/B= AGL(1, p).
Proof. Let  : Zpm → Zpm by (i, j)= (i + 1, j + ai), where ai = 0 if i = pm − 1 and
apm−1=1.Wewill assumewithout loss of generality that  ∈ G, and argue by contradiction.
We thus assume thatG/B is doubly transitive and ifm= 2, thenG/B = AGL(1, p). Then
G/B is a doubly transitive group with nonabelian socle. Then there exists g ∈ G such
that |g/B| = pm−1, g is of order a power of p, but g/B /∈ 〈〉/B. As ﬁxG(B) is a p-group,
g(i, j)= ((i), ij+bi),  ∈ Spm−1 of order pm−1, i ∈ Z∗p, and each bi ∈ Zp. Note that g
induces an automorphism g¯ ofCB, given by g¯(i, j)=((i), ij ). IfC is the repetition code,
it is easy to see that i = j for every i, j ∈ Zpm−1 so that g(i, j)= ((i), j + bi) as g has
order a power of p. If C is the dual of the repetition code, then Aut(C)= Aut(C⊥), where
C⊥ is the repetition code and i =j for every i, j ∈ Zpm−1 so that g(i, j)= ((i), j +bi).
Suppose that |g|=pm−1. Then∑pm−1−1i=0 bi ≡ 0 (modp). Let t ∈ Z such that gt/B has
a ﬁxed point. Then if gt(i, j) = ((i), j + ci),  ∈ Spm−1 , ci ∈ Zp, then
∑pm−1−1
i=0 ci ≡
1 (modp). Let r = |gt|. Then (gt)r (i, j)= (i, j + di), and∑p
m−1−1
i=0 di ≡ r (modp). As
every Sylow p-subgroup ofG/B is cyclic and gt has a ﬁxed point, gt has order relatively
prime to p, so that r /≡ 0 (modp). Then (gt)r ∈ CB, the code induced by B, and the
codeword induced by (gt)r , namely (d0, . . . , dpm−1−1), satisﬁes
∑pm−1−1
i=0 di /≡ 0. It then
follows by Lemma 21 that CB is trivial. It is then easy to see that G contains a subgroup
isomorphic to Zpm−1 × Zp, a contradiction. Hence |g| = pm.
As |g| = pm, ∑pm−1−1i=0 bi ≡ c /≡ 0 (modp). Then there exists r ∈ Zpm−1 such that
gr/B has a ﬁxed point, and gr/B = 1. Let d = |gr/B|, and O1,O2, . . . ,Os the orbits




ei ∈ Zp, then∑p
m−1−1
i=0 ei ≡ 0 (modp) (here zi : Zpm → Zpm by zi(i, j)= (i, j + 1) and
zi(, j)= (, j),  = i). Let gr (i, j)= ((i), j + ci). Then∑p
m−1−1
i=0 ci ≡ c+ r (modp).





























≡ d(c + r) (modp).
Note that as a Sylow p-subgroup ofG/B is cyclic, we have gcd(d, p)=1.As∑pm−1−1i=0 ei ≡
0 (modp) and gcd(d, p) = 1, we have that c ≡ −r (modp). However, there exists t ∈
Z∗
pm−1 , t = r such that gt /B has a ﬁxed point, and analogous arguments will show that
c ≡ −t (modp), a contradiction. 
The following result generalizes [10, Lemma 3.15].
Lemma 26. Let C be a nonzero nontrivial code of length n over Fk , for some prime power
k. If the set of nonzero coordinates of a minimum weight codeword of C is not contained in
a nontrivial block of PAut(C), then every diagonal automorphism of C is scalar.
Proof. Let  be a diagonal automorphism of C. As  is a diagonal automorphism, we may
view  as a function from Fnk → Fnk which is given by (x0, . . . , xn−1)= (0x0, . . . , n−1
xn−1), where i ∈ F∗k for every i ∈ Zn. We ﬁrst show that the set S of nonzero coordinates
of any minimum weight codeword has the property that if i, j ∈ S, then i = j .
Let S be the set of nonzero coordinates of some minimum weight codeword c= (c0, . . . ,
cn−1) of C. Suppose that for some i, j ∈ S, we have that i = j . Let ¯−1i : Fnk →
Fnk by ¯
−1
i (x0, . . . , xn−1) = (−1i x0, . . . , −1i xn−1). It is then easy to see that ¯−1i is an
automorphism ofC. Then −1i ici=ci but −1i j cj = cj .AsC is nontrivial, c is nonzero in
at least two coordinates.We conclude that ¯−1i (c)−c hasweight less than c, a contradiction.
Thus i = j for every i, j ∈ S.
If S is not contained in a nontrivial block of PAut(C), then by the Separation Property [5,
Exercise 1.5.5], for distinct a, b ∈ S (note that distinct a, b ∈ S do exist, as otherwise S is a
singleton, and C is trivial) there exists g1 ∈ PAut(C) such that g1(a) ∈ S but g1(b) /∈ S. By
arguments above, i = j for every i, j ∈ g1(S). Hence i = j for every i, j ∈ S ∪ g1(S).
As S is not contained in a nontrivial block of PAut(C), either S ∪ g1(S)= Zn (and we are
done) or S ∪ g1(S) = Zn and S ∪ g1(S) is not a block of PAut(C). Similarly, there exists
g2 ∈ PAut(C) such that g2(a) ∈ S ∪ g1(S) but g2(b) /∈ S ∪ g1(S). Then if i, j ∈ g2(S),
then i = j . We conclude that i = j for every i, j ∈ S ∪ g1(S) ∪ g2(S). Continuing
inductively, we have that i = j for all i, j ∈ Zn, and the result follows by induction. 
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Lemma 27. LetGSpm such that (Zpm)LG. If G admits a complete block systemB of
pm−1 blocks of size p and some element of ﬁxG(B) induces a nontrivial scalar automor-
phism of CB, the code induced byB, then CB is the trivial code, in which case G contains
a regular subgroup isomorphic to Zpm−1 × Zp.
Proof. For convenience, we will view G as acting on Zpm−1 × Zp in such a way that
B = {{i} × Zp : i ∈ Zpm−1} and if (Zpm)L = 〈〉, then (i, j) = (i + 1, j + bi), where
bi = 0 if i = pm−1 − 1 and bpm−1−1 = 1. Suppose there exists  ∈ ﬁxG(B) such that
 induces a nontrivial scalar automorphism of CB. Then (i, j) = (i, j + ci),  ∈ Z∗p,
ci ∈ Zp. Then −1pm−1 = −1pm−1 , and −1(i, j) = (i + 1, j + di), di ∈ Zp. As
(−1)pm−1 = −1pm−1 = −1pm−1 , we have that ∑pm−1−1i=0 di ≡ −1 (modp).Then
−1−1(i, j)=(i, j+di−bi−1). Clearly∑p
m−1−1
i=0 bi=1, so that
∑pm−1−1
i=0 (di−bi−1) /≡
0 (modp). Then (d0 − bpm−1−1, d1 − b0, . . . , dpm−1−1 − dpm−1−2) ∈ CB so by Lemma
21 we have that CB is the trivial code. It is then easy to see that G contains a transitive
subgroup isomorphic to Zpm−1 × Zp. 
5. The main result
We begin with a result that is probably well known to many readers, but is of crucial
importance. For a group G, we deﬁne the left-regular representation of G, denoted GL,
by GL = {x → gx : x ∈ G}. It is well-known that GLSG is a transitive, regular, and
isomorphic to G.
Lemma 28. Let P Spm be a p-group such that (Zpm)LP . Then P admits unique com-
plete block systemBi of pm−i blocks of size pi .
Proof. We prove that Bi exists by induction on i. If i = 0, then B0 consists of singleton
sets, and thus B0 is a trivial complete block system. Assume that Bi exists. Then P/Bi
is a p-group of degree pm−i , and thus P/Bi has nontrivial center. We may thus choose
an element g ∈ P/Bi of order p. Then 〈g〉P/Bi and has orbits of order p. Thus P/Bi
admits a complete block system of pm−i−1 blocks of size p, and so P admits a complete
block system of pm−i−1 blocks of size pi+1. For uniqueness, as (Zpm)LP , P contains a
subgroupH that is transitive and cyclic. It is then easy to see thatH admits unique complete
block systems Ci of pm−i blocks of size pi formed by the orbits of the unique subgroup
of H of order pi . As eachBi is also a complete block system of H, we have thatBi = Ci ,
0 im− 1. 
Lemma 29. LetGSpm such that every minimal transitive subgroup of G is cyclic,m2.
If G admits a complete block system B of pm−1 blocks of size p and ﬁxG(B) is solvable,
then ﬁxG(B) is a p-group.
Proof. Let CB be the cyclic code induced byB, and c ∈ CB a minimum weight codeword
of CB. Let S be the set of all coordinates for which c is nonzero, and C the smallest
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block of 〈〉/B for which S ⊆ C (here, of course, (i, j) = (i + 1, j + bi), where bi = 0
if i = pm−1 − 1 and bpm−1−1 = 1). Let C be the block system of 〈〉/B consisting of
all conjugate blocks of C. If C is a trivial block, then C = Zpm−1 or C is a singleton. If
C = Zpm−1 and ﬁxG(B) is not a p-group, then there exists an element  ∈ ﬁxG(B) or
order relatively prime to p. Then  induces a nontrivial diagonal automorphism of CB. By
Lemma 26, this automorphism is scalar, so by Lemma 27 G contains a regular subgroup
isomorphic to Zpm−1 × Zp, which is not possible. Thus ﬁxB(B) is a p-group as required.
If C is a singleton, then it is easy to see that G contains a transitive subgroup isomorphic to
Zpm−1 × Zp. Whence C is a nontrivial block of 〈〉/B. Now, as C is a nontrivial block of
〈〉/B, C is a coset of some proper nontrivial subgroup H of 〈〉/B, and so H is cyclic. Let
|H | =p, 1m− 2.Then c generates a cyclic code C1 of length pm−1 over Fp, and C1
is a degenerate code, C1 =⊕p
m−1/p
i=1 C2, where C2 is a cyclic code of length p over Fp.
By choice of C, we have that C2 is nondegenerate. As c is a minimum weight codeword of
CB, c|C is a minimum weight codeword of C1|C = C2. By Lemma 26, we have that every
diagonal automorphism of C2 is scalar. By Lemma 27 we have that C2 is the trivial code.
AsC1=⊕p
m−1/p
i=1 C2, we have thatC1 is the trivial code, and asC1 is a sub-code of C, that
C is the trivial code. It is then easy to see that G contains a transitive subgroup isomorphic
to Zpm−1 × Zp, a contradiction. Hence ﬁxG(B) is a p-group. 
Lemma 30. Let P Spm be a transitive p-group such that every minimal transitive sub-
group of P is cyclic. LetB be the complete block system of P consisting of p blocks of size
pm−1. If g ∈ NSpm (P ) such that g has order relatively prime to p, then g/B = 1.
Proof. By Lemma 28, P admits a unique complete block systemBi of pm−i blocks of size
pi , 0 im− 1. As conjugation of P by an element of NSpm (P ) maps normal subgroups
to normal subgroups and conjugation of a subgroup of P preserves the size of the orbits of
the subgroup, we have thatBi , 0 im− 1, is also a complete block system of NSpm (P ).
Suppose that there exists g ∈ NSpm (P ) such that gcd(|g|, p) = 1 and g/B = 1. Let Bi ,
0 im − 1 be the block system with blocks of smallest size such that g/Bi = 1 but
g/Bi+1 = 1, and H = 〈P, g〉. Then PH = 〈g〉 · P so that |H | = |g| · |P |. Note that
any minimal transitive subgroup of H must be a p-group, so that every minimal transitive
subgroup ofH is contained in P. Then every minimal transitive subgroup ofH/Bi is cyclic,
ﬁxH/Bi (Bi+1/Bi ) is solvable and not a p-group (as g/Bi ∈ ﬁxH/Bi (Bi+1/Bi )). This then
contradicts Lemma 29. 
Lemma 31. Let p be an odd prime and GSpm be such that every minimal transitive
subgroup of G is cyclic. Let NG be a minimal normal subgroup with orbits of smallest
order, and B the complete block system of G formed by the orbits of N, consisting of pi
blocks of size pm−i . Assume that N is not solvable. Let P be a Sylow p-subgroup of N. Then
NG(P ) satisﬁes the following conditions:
(1) NG(P ) is transitive,
(2) NG(P )/B=G/B,
(3) ﬁxNG(P )(B) is solvable,
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(4) ﬁxNG(P )(B) is not a p-group, and
(5) if M is a minimal normal subgroup of NG(P ) and C is the complete block system of
NG(P ) formed by the orbits of M, then either C=B and the blocks ofB are of prime
size p, or ﬁxNG(P )(C) is a p-group.
Proof. (2) Let g ∈ G. Then g−1PgN and is a Sylow p-subgroup of N. Thus there exists
g ∈ NﬁxG(B) such that −1g g−1Pgg = P . Then gg/B= g/B and gg ∈ NG(P ).
(1) In view of (2), we need only show that ﬁxNG(P )(B)|B is transitive.AsN |B is transitive
on B ∈ B, it follows by [17, Theorem 3.4] that a Sylow p-subgroup ofN |B is transitive, so
that P |B is transitive. Whence ﬁxNG(P )(B)|B is transitive for every B ∈ B.
(3), (4), (5) As N is a minimal normal subgroup of G, by [8, Theorem 2.1.5], N is either
an elementary abelian q-group for some prime q or N is the direct product of isomorphic
nonabelian simple groups. As N is not solvable, N is the direct product of isomorphic
nonabelian simple groups. Then ﬁxG(B)|B is primitive for every B ∈ B as by Lemma
5 if ﬁxG(B)|B is imprimitive, then G admits a complete block system C with blocks of
smaller size than the blocks of B, ﬁxG(C)<ﬁxG(B), and, of course, ﬁxG(C)G. As
ﬁxG(B)|B contains a regular cyclic subgroup, either |B| is prime or |B| is composite and
ﬁxG(B)|B is doubly transitive as then Zpm−i is a Burnside group [5, Theorem 3.5A]. Thus
soc(ﬁxG(B)|B) = Apm−i or PSL(n, k) in a natural action on (kn − 1)/(k − 1) points. As
N |BﬁxG(B)|B , we have that N |B = Apm−i or PSL(n, k) if pm−i is not prime. We thus
have three cases to consider, namely, when |B| is prime, when |B| is composite and N |B is
an alternating group, and when |B| is composite and N |B is PSL(n, k), B ∈ B.
Case 1. |B| is prime. Then ﬁxNG(P )(B)Sp and normalizes a p-cycle.We conclude that
ﬁxNG(P )(B)|BAGL(1, p) for every B ∈ B. As AGL(1, p) is solvable, ﬁxNG(P )(B) is
solvable so (3) holds. If ﬁxNG(P )(B)|B is a p-group, then, as ﬁxG(B)|B is not solvable, we
have that N |B is nonsolvable. Then N is the direct product of isomorphic simple groups,
so that N =∏rj=1K , for some nonabelian simple group K. Hence P is isomorphic to Zrp.
Furthermore,NN(P ) is a p-group if and only ifNK((Zp)L)= (Zp)L. This however, cannot
occur, as if NK((Zp)L)= (Zp)L, then (Zp)L is contained in the center of its normalizer in
K, in which case by Burnside’s transfer theorem [8, Theorem 7.4.3], K contains a normal
p-complement. This would then imply that K contains a nontrivial normal subgroup with
orbits of size relatively prime to p, which is not possible. Whence NG(P ) is not a p-
group and (4) holds. Finally, a minimal normal subgroup of NG(P ) is P, and (5) holds
trivially.
Case 2. |B| is composite and N |B is an alternating group. As N |B = Apm−i , a Sylow
p-subgroup L ofN |B is isomorphic to Zp  (Zp  · · · Zp) (m− i times), which is a Sylow p-
subgroup of Spm−i . A straightforward induction argument will then show thatNSpm−i (L)=
M(p)m−i · L. Then N =∏ri=1Apm−i , for some r1, and L is also a Sylow p-subgroup
of N |B . Hence ﬁxNG(P )(B)|BM(p)m−i · L which is solvable, so that ﬁxNG(P )(B) is
solvable and (3) follows. Furthermore, as every minimal transitive subgroup of G is cyclic,
every minimal transitive subgroup of NG(P ) is also cyclic. Note that L|B admits a unique
complete block system consisting of pm−i−1 blocks of size p, so that NG(P ) admits a
complete block systemDofpm−1 blocks of sizepbyLemma5.AsNS
pm−i (L)=M(p)m−i ·L
and N =∏ri=1Apm−i , ﬁxNG(P )(D)|D is solvable for every D ∈ D, and ﬁxNG(P )(B)|B =
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(M(p)m−i · L) ∩ Apm−i . As either M(p)m−i · L ⊆ Apm−i or (M(p)m−i · L) ∩ Apm−i is a
subgroup of index 2 inM(p)m−i ·L, an easy counting argument shows that ﬁxNG(P )(B)|B
is not a p-group so that ﬁxNG(P )(B) is not a p-group, establishing (4).
Let M be a minimal normal subgroup of NG(P ). As NG(P ) contains a regular cyclic
subgroup T, the orbits of M form a complete block system C, which is also a complete
block system of T. AsD is a complete block system of NG(P ),D is also a complete block
system of T. As the blocks of a regular cyclic subgroup of a given order are unique, we must
have that C consists of pm−1 blocks of size p, so that D= C. By Lemma 29 we have that
ﬁxNG(P )(C) is a p-group and the result follows.
Case 3. |B| is composite and N |B = PSL(n, k). As N |B = PSL(n, k) so that N =∏
i=1 PSL(n, k) for some integer , it follows by Lemma 17 that a Sylow p-subgroup of N
is a direct product of  cyclic groups of order pm−i . Then ﬁxNG(P )(B)|BN(pm−i ) so that
ﬁxNG(P )(B)|B is solvable. We conclude that ﬁxNG(P )(B) is solvable and (3)
follows.
LetT be a regular cyclic subgroup of PSL(n, k). ThenNPSL(n,k)(T )=n and byLemma 17,
wemust have that gcd(n, p)=1.Then∏i=1NPSL(n,k)(T )ﬁxNG(P )(B) so that ﬁxNG(P )(B)
is not a p-group and (4) follows. Finally, as ﬁxNG(P )(B)|BN(pm−i ), by Lemma 5 we
have that NG(P ) admits a complete block system D of pm−1 blocks of size p, and, as
NG(P ) contains a regular cyclic subgroup, ﬁxNG(P )(D) = 1. Let M be a minimal normal
subgroup of NG(P ). As NG(P ) contains a regular cyclic subgroup T, the orbits ofM form
a complete block systemC, which is also a complete block system of T. AsD is a complete
block system of NG(P ),D is also a complete block system of T. As the blocks of a regular
cyclic subgroup of a given order are unique, we must have that C consists of pm−1 blocks
of size p, so that D= C. By Lemma 27 we must then have that ﬁxNG(P )(D) is a p-group,
and the result follows. 
Lemma 32. Let GSpm be such that every minimal transitive subgroup of G is cyclic. If
G admits a nontrivial complete block systemB, then every minimal transitive subgroup of
G/B is cyclic.
Proof. Suppose that every minimal transitive subgroup of G is cyclic. Let HG be tran-
sitive such thatH/B is a minimal transitive subgroup, and K a minimal transitive subgroup
of H. AsH/B is a minimal transitive subgroup,K/B=H/B. As K is a minimal transitive
subgroup ofH,K is a minimal transitive subgroup ofG, and so is cyclic. ThusK/B=H/B
is cyclic. 
Theorem 33. Letp3 be prime, andGSpm ,m1, be transitive such that everyminimal
transitive subgroup of G is cyclic. Then either G contains a transitive normal Sylow p-
subgroup, or G is doubly transitive and
(1) G= Apm or Spm , and m= 1,
(2) PSL(n, k)GPL(n, k), for some prime power k and n2 with pm = (kn − 1)/
(k − 1),
(3) PSL(2, 11) orM11 and pm = 11,
(4) M23 and pm = 23.
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Proof. Note that if G is doubly transitive, then the result follows by [9, Theorem 1.49].
We thus assume that G is not doubly transitive. We proceed by induction on m. If m = 1,
then the result follows from Burnside’s Theorem 1, and if m = 2, the result follows from
Theorem 3. Assume thatm3 andGSpm is transitive such that every minimal transitive
subgroup of G is cyclic. As G contains a transitive cyclic subgroup, say 〈〉, and Zpm is a
Burnside group [5, Theorem 3.5A], we have thatG is either imprimitive or doubly transitive.
As G is not doubly transitive, G is imprimitive, admitting a complete block system B of
p blocks of size pm−, 1. Then ﬁxG(B) = 1 as p ∈ ﬁxG(B). Hence G contains a
proper nontrivial normal subgroup. Let NG be a minimal normal subgroup with orbits
of smallest order. We then may assume without loss of generality that B is formed by the
orbits of N. Then ﬁxG(B)|B is primitive for every B ∈ B as by Lemma 5 if ﬁxG(B)|B
is imprimitive, then G admits a complete block system C with blocks of smaller size than
the blocks of B, and ﬁxG(C)<ﬁxG(B), and, of course, ﬁxG(C)G. If ﬁxG(B)|B not
solvable, then by Lemma 31, there exists G′G such that
(1) G′ is transitive,
(2) G′/B=G/B,
(3) ﬁxG(B) is solvable, and
(4) ﬁxG′(B) is not a p-group, and if M is a minimal normal subgroup of G′ and C is the
complete block system of G′ formed by the orbits of M, then either C = B and the
blocks ofB are of prime size p, or ﬁxG′(C) is a p-group.
If C = B, then C ≺ B and by Lemma 32 every minimal transitive subgroup of G′/C
is cyclic. Hence by the induction hypothesis either G′ is doubly transitive or G′ contains
a normal Sylow p-subgroup. As B is a complete block system of G′, B/C is a nontrivial
complete block system ofG′/C, so thatG′/C is not doubly transitive. Thus if P is a Sylow
p-subgroup ofG′/C, thenPG′/C. Then P admits a complete block systemD′ of p blocks
of size pm−j−1, and henceG′ admits a complete block systemD of p blocks of size pm−1.
As ﬁxG′(C) is a p-group but ﬁxG′(B) is not a p-group, there exists g ∈ ﬁxG′(C) such that
g has relatively prime order to p and g/C = 1. Note that as C is nontrivial, we have that
C ≺ BD. By Lemma 30, g/D = 1, contradicting the fact g ∈ ﬁxG′(C). WhenceC=B.
Hence the blocks ofB are of prime size, and ﬁxG′(B) is solvable. It then follows by Lemma
29 that ﬁxG′(B) is a p-group, contradicting the fact that ﬁxG′(B) is not a p-group. Thus
ﬁxG(B) is solvable.
As ﬁxG(B) is solvable, N is elementary abelian. As the orbits of N also form a complete
block system ofG, we must have that the orbits ofN form a complete block system of pm−1
blocks of size p. It then follows by Lemma 29 that ﬁxG(B) is a p-group. By Lemma 32 and
the induction hypothesis, we have that G/B is either doubly transitive or G/B contains
a normal Sylow p-subgroup. In the latter case, let P be a Sylow p-subgroup of G. Then
P/BG/B, and as ﬁxG(B) is a p-group, we have that PG. The result then follows by
induction. If G/B is doubly transitive with nonabelian socle, then PAut(CB) is doubly
transitive with nonabelian socle as G/BPAut(CB). Furthermore, N(pm−1)PAut(C)
by Lemma 20, so by Lemma 22 we have thatApm−1PAut(CB). By Theorem 24, we must
then have that CB is either the repetition code or its dual. By Lemma 25, we have thatG/B
is not doubly transitive, a contradiction. Finally, if G/B has abelian (and so elementary
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abelian) socle, thenG/Bmust have degree p, in which caseG has degree p2, contradicting
the fact that m3. 
As expected, the preceding result will have implications for a variety of problems regard-
ing circulant graphs of odd prime-power order. These results will be presented elsewhere.
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