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Abstract. The initial value problem for ordinary differential equation (ODE) is investigated 
when the linear parametric transformation (rotation of coordinate axes) is applied. It is shown 
that for transformed equation the principal term of asymptotic error expansion of numerical 
method can be minimized by an angle of rotation. The dependence of the optimal angle bWt(X) 
on X is plotted for the model equation $$ = Xy solved by linear multistep methods and Runge- 
Kutta methods. 
We study the numerical integration of ordinary differential equation of the form 
2 = f(X,Y), a<+<& y(a)=Yo. (1) 
Before solving this problem with one of the standard numerical methods we will try to 
transform Equation (1) into one that can be easy. Usually either new variables are introduced 
or a problem with known analytical solution is used. One such approach to the numerical 
solution of ODE is that of [l] which considers the integration of systems of the form y’(z) = 
A(z) Y + cj(z, y) with “small” c > 0. Thus we seek some transformation, simplifying the 
process of solution of a given problem. For example, when f(z, y) = 1 + y2, the integration 
curve has points of infinite gradient at t = fn7r/2. This curve can be found more simply if 
we transform Equation (1) into new coordinates (t, u) by the rotation of axes, as shown in 
Figure 1. 
Note that the standard methods for the integration of ODE are usually based on algo- 
rithms adapting to a given problem (in the sense of automatical selection of a stepsize, 
order of a method, etc.). On the contrary, in our case we will adapt a problem to a given 
algorithm. There has been little theoretical investigation of such approach. Certainly the 
choice of appropriate transformation is art rather than algorithm. That is one of reasons 
that the “transformation” approach is not widely used. However, we can look for a family 
of transformations with some free parameters and try to simplify the choice by parameter 
optimization. 
In this paper we consider the linear parametric transformation consisting in the rotation 
of coordinate axes where the angle of rotation is a parameter. The same transformation has 
formerly been used for regularization of the boundary value problem for ODE [2]. 
Let us introduce the new variables 
u= xcos4+ysinf$, t = -zsinc5+ycos& 
Then (1) can be transformed into 
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Figure 1. 
where CY = a cos C#J + yo sin 4, p = b cos q5 + y(b) sin 4, and 
g(t 21 $) = f(Z> Y> COSdJ - sin4 
, Y 
f(z,y)sinf$+cos4’ 
It is assumed that f sin 4 + cos 4 # 0 for all t, 0. 
Now the function g(t, TJ, 4) depends on a parameter +--the angle of axes rotation. This 
result allows us to handle the right-hand side function and its partial derivatives by the 
rotation angle in order to minimize the error of numerical method. The asymptotic expansion 
of the global absolute truncation error when solving problem (1) is [3] 
fk = CH" 
where s, order of the method; C, the error constant; Ds[j(z, y)], certain differential operator 
associated with the method; v(z), stepsize distribution function for irregular grid; and H, 
parameter of the grid. Obviously we also can write such an expansion for problem (2), but 
the error ck will depend on 4 in this case. Therefore, it can be possible to minimize the 
error ck(+) by choosing an appropriate rotation angle. 
The conventional numerical methods are based on local approximation of the solution by 
a polynomial and usually evaluate the local truncation error in order to select a suitable 
stepsize. The method is to estimate the principal term of asymptotic expansion of the local 
truncation error 
R,(h) = Ch’+‘D,[g(tle,‘Ll(tk),~)] (3) 
and to select a stepsize h as large as possible which provides norm of R,(h) smaller than 
given tolerance 7. Let us introduce the “max” norm ]I s ]]c = max 1 . I in the interval [cy, fi]. 
Therefore, it would be interesting to consider the following minimization problem: 
(4 
With a linear multistep method of order s, the differential operator is Ds[g(t, u, d)] = 
gcS)(t, u, 4). 0th er methods, such as Runge-Kutta methods, have operators that involve 
partial derivatives of the right-hand side function. 
EXAMPLE: Consider the model equation 
& 
dz= 
Xy, X = const, 2 E [O,l], y(0) = 1 (5) 
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which is transformed into 
dU 
clt= 
~(tsinq5+ucos~)cosq5-sinq5 
J(tsin$+ucos~)sinq5+cos~’ 
(6) 
and solved by the Euler method with the following operator 
a [g(t, u(t), 4)l = !-+‘)(h u, 4) = X2(1 sin q5 + u cos 4) 
(X(tsin~+ucosq5)sinq5+cos9)3’ 
Returning to the old variables we receive the minimization problem 
min max 
J”y(r) 
6 05zSi (Xy(z)sind + cosq5)” ’ 
(7) 
where y(z) = ys exp()rt) is the known solution. Further, let y*(d) be a value of y (depending 
on 4), which provides the maximum of Di [g] with respect to 5. Observing that the expression 
under modulus sign is positive at XyssinqJ > 0, we can use the necessary condition of the 
extremum ali DhF1 llc = 0 and find 
if ctg(4) > MAYO, 
y’(4) = iFexp(X), if ctg(4) < 2Ay0 w(A), 
& ctg(4), elsewhere. 
In order to obtain the optimal value q5,t we use another necessary condition G#k=o, 
assuming that y*(4) = (1/2X)ctg(d). We thus obtain the optimal value 
4 opt = f arccos 
2 
J 
3 if MAYO 5 ctg(40pt) I 2Ay0w(W, (8) 
where sign of &,pl is determined from the condition Aye sin q5 > 0. It is worth remaking 
that the maximum of Di[sJ at optimal angle 4opt about X times less than one at 4 = 0. 
Let us consider further the Runge-Kutta methods (RKMs) presented by the Butcher 
table of coefficients aij, bi, ci defining the method [4]. In case of second order method, the 
principal term of asymptotic expansion of the local error can be written in the form 
Rdh) = ; [d2) - 3b&(gtt + 2ggtu + g’guu)] 
By regarding g(t;u, ti) as function of x and y(z) we derive 
g(l) = 
f(l) 
g(2) = f(2)(f sin C#J + cos 95) - 3(f(1))2 sin 95 
(f sin q5 + cos 4)3 ’ (fsinq5 + co~d)~ 
, etc. 
Then we can obtain following expression for the principal term when solving the model 
problem 
R2(h) = z A”y(x) cos d - 2yA4y2(z) sin 4, 
(Xy(z) sin qj + cos 4)” 
Y(X) = YO exp(Jx). (9) 
Here y = 1 - 362cg is the method-depended constant. As far as the method of third order 
is concerned, we have 
R3(h) = ; [d3) - +2c; + b3c:) (gttt + aggtt,, + 3g2gtuu + g3guuu) 
- 4c3(gtgt, + ggugtu + ggtguu + g2guguu) - 2ca(gttgu + 2gg,gtu + g2guguu)] * 
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Returning to the old variables we receive for the model equation 
R3()&) = h” 67X 6 3 2 sin2 f$ + 4wA5y2(+) sin 4 cos 4 + A’y(Z) cos2 C$ y ( ) 
4! (Xy( z) sin fj + CCXC#J)~ 
(IO) 
Here 7 = 1 - d&C; + b3CZ), w = c2 + 2~3 - 2 . Note that for linear multistep methods 
(LMMs) of the second and the third orders 7 = 1, w = -2. 
Let us now turn to the minimization problem of the local error in the Lz-norm II*I~L~. In 
this case we have following problem (in the old variables) 
min ~ 1’ 0,” [9 (x, y(z), 4)] (y’(z) sin 4 + cos 4) dx. 
Then we obtain for the Euler method when solving the model equation (5) 
(II) 
r$n I 
A4yi exp2(Xz) 
e1 (Xys exp(k) sin f$ + co8 f$)” dx* 
We are also able to write such problems for the methods of orders 2 and 3 by change of 
differential operator in (11). These problems have been solved for X E [-100, -11 and the 
dependences b&X), providing min 1) Db[g] 11~~. 
First, we examine linear multistep methods. Figure 2 shows the plots #Jade for the Euler 
method (curve l), LMM of the second order (curve 2 ) and LMM of the third order (curve 3). 
Further, plots for some RKMs of order 2 are shown in Figure 3, namely, the trapezoidal 
method (curve 1) with c:, = 1 (i.e. 7 = -l/2), classical Runge method (curve 2) with 
cz = l/2 (i.e., 7 = l/4) and the method with c2 = 2/3, 7 = 0 (curve 3). At last, Figure 4 
shows plots for third order RKMs: the Runge method (curve 1) with cz = l/2, cs = 1 
(7 = 0,w = l/2), the Heun method (curve 2) with c2 = l/3, cs = 2/3 (7 = 1/9,w = -l/3) 
and the method with cz = l/2, cs = 3/4,7 = l/12, w = 0 (curve 3). All of the dependences 
are plotted in the logarithmic scale, and values of 0 are given in radians. It is interesting 
that C&~(X) has different asymptotic behavior for the third order Runge-Kutta methods, 
but not so when the order is 2. 
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Figure 2. 
Finally we shall briefly discuss the results. Preliminary transformation of the initial 
problem allows us to minimize the principal term of asymptotic error expansion in some 
norm by parameter optimization. Therefore, we are able to solve the transformed equation 
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more efficiently with standard methods as a consequence of possible stepsize extension or 
decreasing the method order. Note that this transformation can also be used with another 
methods, such as Picard iterations, and so on. It must be pointed out that our results hold 
true when there is no need to present the solution in the old coordinates. If we return to 
the old coordinates, the errors of the nodes, 21, will arise due to the involvement of both 
dependent and independent variables in the rotation. In this case the full error will be 
determined by the formula 
IY(%) - Yk I % 6k(COs 4 - f(z*, Y(z’)) Sin +), 
where 2* = tk +8(2k+i - lb), 0 5 6 5 I, Ek = Iu(tk)-Ukl, 
of the problems (1) and (2) 
y(zk), U(tk) are exact solutions 
and Yk, Uk are appropriate numerical solutions. It has to be 
admitted that the “rotation” approach does not seem to be efficient when presenting the 
solution in the old coordinates. 
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