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SINGULAR FIBERS OF THE GELFAND–CETLIN SYSTEM ON u(n)∗
DAMIEN BOULOC, EVA MIRANDA, AND NGUYEN TIEN ZUNG
Abstract. In this paper, we show that every singular fiber of the Gelfand–Cetlin
system on coadjoint orbits of unitary groups is a smooth isotropic submanifold which
is diffeomorphic to a 2-stage quotient of a compact Lie group by free actions of two
other compact Lie groups. In many cases, these singular fibers can be shown to be
homogeneous spaces or even diffeomorphic to compact Lie groups. We also give a
combinatorial formula for computing the dimensions of all singular fibers, and give
a detailed description of these singular fibers in many cases, including the so-called
(multi-)diamond singularities. These (multi-)diamond singular fibers are degenerate
for the Gelfand–Cetlin system, but they are Lagrangian submanifolds diffeomorphic
to direct products of special unitary groups and tori. Our methods of study are based
on different ideas involving complex ellipsoids, Lie groupoids, and also general ideas
coming from the theory of singularities of integrable Hamiltonian systems.
Contents
1. Introduction 1
2. The Gelfand–Cetlin system on coadjoint orbits of u(n)∗ 5
3. Geometric interpretation of the fibers 7
4. The geometry of ellipsoid flags with fixed eigenvalues 10
5. Dimensions, decomposition and examples of the fibers 19
6. Isotropic character of the fibers 27
Acknowledgements 30
References 31
1. Introduction
The Gelfand-Cetlin system is a famous integrable Hamiltonian system on the coad-
joint orbits of unitary groups, which was found and studied by Guillemin and Stern-
berg in early 1980s [GS83a, GS83b], using the so-called Thimm’s method of collective
motions [Thi81], and related to the classical work of Gelfand and Cetlin in represen-
tation theory [GC50]. A result of Alekseev and Meinrenken [AM07] says that this
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system is also equivalent to an integrable system found by Flaschka and Ratiu [FR96],
via the so-called Ginzburg-Weinstein transformation. Compared to many other inte-
grable systems, especially those arising in classical mechanics and physics (see, e.g.,
[BF04, Zun96]), the Gelfand-Cetlin has some very special topological and geometric
properties:
• Its base space (i.e. the space of connected fibers of the momentum map) is
(affinely equivalent to) a convex polytope, similar to the case of toric systems
(whose base spaces are the so-called Delzant polytopes [Del88]), even though
the system is not toric.
• In fact, the Gelfand-Cetlin momentum map of the system (which consists of
eigenvalue functions of a chain of matrices) generates a toric action, but only on
a dense open set of the symplectic manifold in question. This momentum map
is not globally smooth, though it can be changed into a smooth momentum
map with the same fibers (i.e. preimages) by taking the symmetric functions
of the eigenvalue functions. However, this smooth momentum map does not
generate a torus action.
• Unlike the toric case, where the singularities are all elliptic nondegenerate (in
the sense of Vey–Eliasson; see, e.g., [Eli90, Zun96, MZ04, Mir14, Mir03] for non-
degenerate singularities), the Gelfand-Cetlin system admits many degenerate
singularities.
• The degenerate singular fibers of the Gelfand-Cetlin system are very peculiar in
the sense that they are all smooth isotropic submanifolds, as will be shown in
this paper (see also Cho–Kim–Oh [CKO18] where the same result is obtained
by different methods), while many degenerate singular fibers of other integrable
Hamiltonian systems are singular varieties. (See, e.g., [BGK18, BF04, Zun00,
Zun03] for various results about degenerate singularities).
• It turns out that the Gelfand-Cetlin systems can be obtained by the method of
toric degenerations, see Nishinou–Nohara–Ueda [NNU10]. This method, which
comes from algebraic geometry, is now known to generate a lot of “artificial”
integrable Hamiltonian systems (see, e.g. Harada–Kaveh [HK15] and references
therein). This toric degeneration nature of the Gelfand-Cetlin system may be
strongly related to its topological and geometrical particularities.
This paper is the result of a project dating back to 2006 to study the singularities of
the Gelfand-Cetlin system, from the point of view of the general topological theory of
integrable Hamiltonian systems and their singularities. Unlike some other papers on
the subject like [NNU10, CKO18], which are mainly motivated by considerations from
algebraic geometry, our work is mainly motivated by considerations from dynamical
systems. The first results of this project appeared in the form of a PhD thesis in 2009
of Iman Alamiddine [Ala09], who did it under the supervision of N.T. Zung and with
the help of E. Miranda. The main result of this thesis is a complete description of a
degenerate singular fiber in u(3)∗, which is a Lagrangian submanifold diffeomorphic to
S3, together with a neighborhood of it (i.e. a symplectic normal form for the system
around this degenerate fiber). At that time, we conjectured that all the fibers of the
Gelfand-Cetlin system (in any dimension) are smooth isotropic. In particular, N.T.
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Zung gave a talk on this subject at IMPA in 2009, where a method for studying the
topology of singular fibers of the Gelfand-Cetlin system using the complex ellipsoids
was presented and some results were announced1.
Inspired by ideas coming from the Gelfand-Cetlin system, D. Bouloc proved in 2015
[Bou15] a similar conjecture for all singular fibers of the Kapovich-Millson system of
bending flows of 3D polygons [KM96], and also of another similar integrable system
studied by Nohara and Ueda [NU14] on the 2-Grassmannian manifold. Namely, he
showed that all these fibers are isotropic submanifolds (if the ambient symplectic variety
itself is a manifold) or orbifolds (in special situations when the ambient symplectic
spaces are orbifolds but not manifolds). Remark that these systems of Kapovich-
Millson and Nohara–Ueda can also be obtained by toric degenerations (see Foth–Hu
[FH05]).
Encouraged by the results of [Bou15], we have a more general conjecture about the
singular fibers of integrable systems which can be obtained via toric degenerations,
and have worked out the case of Gelfand-Cetlin system for the present paper. In
particular, we will show in this paper that every singular fiber of the Gelfand–Cetlin
system on coadjoint orbits of unitary groups is a smooth isotropic submanifold which is
diffeomorphic to a 2-stage quotient of a compact Lie group by free actions of two other
compact Lie groups (Theorem 4.16 and Corollary ??). In many cases, these singular
fibers can be shown to be homogeneous spaces or even diffeomorphic to compact Lie
groups. We also give a combinatorial formula for computing the dimensions of all
singular fibers (Proposition 5.3), and give a detailed description of these singular fibers
in many cases, including the so-called (multi-)diamond singularities. These (multi-
)diamond singular fibers are degenerate for the Gelfand–Cetlin system, but they are
Lagrangian submanifolds diffeomorphic to direct products of special unitary groups
and tori.
We remark that Cho, Kim and Oh in a recent preprint [CKO18] already proved the
smooth isotropic character of the singular fibers of the Gelfand-Cetlin system and gave
a combinatorial formula for the dimensions of these fibers. We found out [CKO18] by
chance during the preparation of our paper. Their paper and ours are independent, and
complement each other, because the motivations are completely different (Cho, Kim
and Oh came to the problem from the point of view of pure symplectic geometry and
mirror symmetry, while our project was motivated by problems coming from dynamical
systems), and the methods used are also very different. In particular, in our work we
use the variety of complete flags of complex ellipsoids which is not present in [CKO18].
It is precisely a kind of duality between such a variety of complete flags of complex
ellipsoids and a coadjoint orbit of the unitary group (see Figure 2) that gives us a
geometric description of the fibers of the Gelfand-Cetlin system.
We notice that some related partial results on the topology of collective integrable
systems have been obtained by Lane in [Lan17]. We remark also that, even though
the singularities of the Gelfand-Cetlin system are rather special from the point of
view of general integrable Hamiltonian systems, there are still many similarities with
1See http://strato.impa.br/videos/workshop_geometry/geometry_070809_03.avi; this talk
contains some good ideas and some errors.
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other singularities that we encountered before. In particular, there is still a topological
decomposition into direct products of simpler singularities, as will be seen in Section
5. One can also talk about the (real) toric degree of these singularities (see [Zun16]
and references therein for the notion of toric degree), a topic that we will not discuss
in this paper.
Organization of this paper. The rest of this paper is organized as follows:
In section 2 we give the basic notions of Gelfand–Cetlin systems.
In Section 3 we construct a variety of complete flags of complex ellipsoids, which
is dual to a symplectic phase space of the Gelfand-Cetlin system (i.e., a coadjoint
oorbit of the unitary group), and “move” the Gelfand-Cetlin from the coadjoint orbit
to a “dual system” on the variety of complete flags of complex ellipsoids. The “dual
Gelfand-Cetlin momentum map” on this “dual Grassmannian” also consists of eigen-
value functions of appropriate matrices, and the two momentum maps (the Gelfand-
Cetlin momentum map and its “dual map” have the same image).
In Section 4 we study the symmetry group of an ellipsoid flag with fixed eigenvalues,
which gives a new geometrical interpretation of the Gelfand–Cetlin system, and use
this machinery to define the symmetry groupoid of ellipsoid flags. These objects yield a
good understanding of the geometry of the Gelfand–Cetlin system: The main result of
this section is Theorem 4.16 where we prove that the fibers of Gelfand–Cetlin system are
smooth submanifolds and identify these manifolds with a quotient manifold constructed
using this symmetry groupoid of ellipsoid flags.
Based on the results of Section 3 and Section 4, in Section 5 we give a combinatorial
formula for the dimensions of the fibers of the Gelfand-Cetlin system, and show a nec-
essary and sufficient condition for a fiber to be of maximal possible dimension, or equiv-
alently, to be a Lagrangian submanifold (Proposition 5.3). We also give many concrete
examples of the fibers, together with their topological description. In particular, there
is an interesting family of degenerate singular fibers, which we call (multiple-)diamond
singularities because the equalities in the corresponding Gelfand-Cetlin triangles form
“diamonds”, and which are Lagrangian submanifolds diffeomorphic to compact Lie
groups of the type
(1.1) SU(l1)× . . .× SU(ls)× TN−
∑
(l2i+1),
where s is the number of diamonds and l1, . . . , ls are their sizes. A particular case of
diamond singularities worked out in detail in this section is the case of a degenerate
fiber diffeomorphic to the 3-dimensional sphere S3 ≈ SU(2) in u(3)∗, which has been
studied before in Alamiddine’s thesis [Ala09].
Finally, in Section 6 we prove the isotropic character of the fibers of the Gelfand-
Cetlin theorem (Proposition 6.1) by direct computations. We believe that this is a
general phenomenon, which should be true not only for the Gelfand-Cetlin system and
the systems studied by Bouloc [Bou15], but also for many other systems obtained via
the toric degeneration method as well. In this relation, we present in Proposition 6.3 a
general sufficient condition for the isotropicness of the singular fibers of an integrable
Hamiltonian system. Unfortunately, this proposition is still not general enough: there
are some degenerate singular fibers of the Gelfand-Cetlin system (especially those which
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are Lagrangian) which do not satisfy the conditions of this last proposition. So one will
need a more general proposition in order to avoid direct case-by-case computations.
2. The Gelfand–Cetlin system on coadjoint orbits of u(n)∗
2.1. Coadjoint orbits of u(n)∗. Consider the unitary group
(2.1) U(n) = {M ∈Mn(C) |MM∗ = In = M∗M},
and its Lie algebra
(2.2) u(n) = {B ∈Mn(C) | B +B∗ = 0}.
The dual space u(n)∗ is identified with the space H(n) = √−1u(n) of Hermitian
matrices of size n via the map ϕ : H(n) → u(n)∗ defined for all A ∈ H(n) and
B ∈ u(n) by
(2.3) ϕ(A)(B) = −√−1 tr(AB).
Under this identification, the coadjoint representation of U(n) is simply the matrix
conjugation: Ad∗C(A) = CAC
∗ for all C ∈ U(n) and A ∈ H(n). The spectrum of
a Hermitian matrix is real. Therefore in this paper, by a coadjoint orbit of U(n) we
always mean its identification with the set O(λ) ⊂ H(n) of all Hermitian matrices with
a fixed real spectrum λ = (λ1, λ2, . . . , λn) ∈ Rn with λ1 ≥ λ2 ≥ . . . ≥ λn.
Each coadjoint orbit O(λ) is equipped with a natural symplectic form, called the
Kirillov–Kostant–Souriau form, of which we recall here the expression. Note that
if A ∈ O(λ), then the tangent space of the coadjoint orbit at A can be written as
(2.4) TAO(λ) = {[B,A] | B ∈ u(n)},
and the Kirillov–Kostant–Souriau form ω on O(λ) take the form
(2.5) ωA([H1, A], [H2, A]) =
√−1 tr(A[H1, H2])
for H1, H2 ∈ u(n). Moreover, each coadjoint orbit O(λ) is diffeomorphic to a model
given by the following proposition.
Proposition 2.1 ([Aud12, Prop. II.1.15]). Suppose that the spectrum λ consists of k
distinct eigenvalues of respective multiplicities n1, . . . , nk, that is
(2.6) λ1 = · · · = λd1︸ ︷︷ ︸
n1
> λd1+1 = · · · = λd2︸ ︷︷ ︸
n2
> · · · > λdk−1+1 = · · · = λn︸ ︷︷ ︸
nk
.
Then the coadjoint orbit O(λ) is diffeomorphic to the homogeneous space U(n)/U(λ),
where
(2.7) U(λ) ≈ U(n1)× · · · × U(nk)
is the subgroup of block-diagonal unitary matrices of size n, with diagonal blocks of
respective sizes n1, . . . , nk.
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From the above proposition we obtain that the orbit O(λ) has dimension n2− (n21 +
· · ·+n2k). In particular, we say that λ (and the corresponding orbit O(λ)) is generic if
all the eigenvalues are distinct, that is
(2.8) λ1 > · · · > λn.
In this case, U(λ) is a n-dimensional torus Tn = U(1)n and the generic orbit O(λ) has
maximal dimension n2 − n = n(n− 1).
2.2. The Gelfand–Cetlin system. Fix a spectrum λ = (λ1 ≥ · · · ≥ λn). For any
matrix A ∈ O(λ) and any integer 1 ≤ k ≤ n, denote by Ak the upper-left submatrix of
A of size k × k. Since Ak is a Hermitian matrix of size k, it admits k real eigenvalues
(2.9) F1,k(A) ≥ · · · ≥ Fk,k(A).
The family of functions
(2.10) F = {Fi,j : O(λ)→ R | 1 ≤ i ≤ j < n}
satisfies the Gelfand–Cetlin triangle (diagram) of inequalities [GS83a, Prop.
5.3] shown in Figure 1.
λ1 ≥ λ2 ≥ λ3 ≥ · · · ≥ λn−1 ≥ λn
F1,n−1 F2,n−1 F3,n−1 · · · Fn−1,n−1
≥ ≥ ≥ ≥ ≥ ≥ ≥ ≥
F1,n−2 F2,n−2 · · · Fn−2,n−2
≥ ≥ ≥ ≥ ≥ ≥
· · · · · ·≥ ≥ ≥ ≥
F1,2 F2,2≥ ≥
F1,1
Figure 1. The Gelfand–Cetlin triangle (diagram).
Moreover, these functions commute pairwise under the Poisson bracket induced by
the Kirillov–Kostant–Souriau form on O(λ), and we have the following theorem due
to Guillemin and Sternberg [GS83b]:
Theorem 2.2 ([GS83b]). On any coadjoint orbit O(λ), the non-constant functions
in F define a completely integrable Hamiltonian system. The singular values of this
system are the values for which there is a non-trivial equality in the Gelfand–Cetlin
diagram on Figure 1.
Indeed, the family F contains n(n − 1)/2 functions, which is precisely half the di-
mension of a generic coadjoint orbit. If the coadjoint orbit O(λ) is not generic because
some of the eigenvalues λ1, . . . , λn are equal, then the Gelfand–Cetlin inequalities imply
that some of the functions in F are constant. But one can check that the number of
remaining non-constant functions is, again, half the dimension of O(λ).
SINGULAR FIBERS OF THE GELFAND–CETLIN SYSTEM 7
Remark that we can also define the functions F1,n, . . . , Fn,n on u(n)
∗ in the same
way; they will be constant on O(λ): F1,n = λ1, . . . , Fn,n = λn.
By abusing the notation, for any given spectrum λ we will call momentum map of
the Gelfand–Cetlin system, or Gelfand-Cetlin map, the following so-called collective
function, which will be denoted by the same letter F : is given:
(2.11) F = (Fi,j)1≤i≤j<n : O(λ)→ Rn(n−1)/2.
Even though this map has redundant components when λ is non-generic, it has the
same level sets as the usual momentum map of the Gelfand–Cetlin integrable system,
which is enough for the matter of the present paper.
3. Geometric interpretation of the fibers
Fix an ordered real spectrum λ = (λ1 ≥ · · · ≥ λn), and denote by
(3.1) Dλ = diag(λ1, . . . , λn) ∈ O(λ)
the diagonal matrix with entries λ1, . . . , λn. We have a natural projection pi : U(n)→
O(λ) given by
(3.2) pi(C) = CDλC
∗.
3.1. Partial and complete flag manifolds. Recall that a flag in Cn is a sequence
of vector subspaces
(3.3) V • = ({0} = V 0 ⊂ V 1 ⊂ · · · ⊂ V k = Cn)
with increasing dimensions 0 = d0 < d1 < · · · < dk = n (we will often omit V 0). The
k-tuple (d1, . . . , dk) is called the signature of the flag V
•. A flag is complete if k = n
and (d1, d2, . . . , dk) = (1, 2, . . . , n), otherwise it is partial.
Fix a signature d = (d1, . . . , dk). One can associate to any flag V
• with signature d
a basis (u1, . . . , un) of Cn such that for any 1 ≤ i ≤ k, the space V i is generated by
the first di vectors of this basis. Up to a Gram–Schmidt process, the basis (u1, . . . , un)
can be supposed unitary, we then identify it with the matrix C ∈ U(n) with columns
u1, . . . , un. Conversely, any matrix C ∈ U(n) represents a unique flag V • with signature
d such that for any 1 ≤ i ≤ k, V i is generated by the first di columns of C.
Note that two matrices C1, C2 represent the same flag if and only if there exists a
block diagonal matrix P ∈ Ud = U(n1) × · · · × U(nk) such that C2 = C1P , where
ni = di − di−1 (with convention d0 = 0). It is then standard to identify the set of all
flags with signature d in Cn with the homogeneous space
(3.4) Fd = U(n)/Ud = U(n)/(U(n1)× · · · × U(nk)).
In particular, the set of complete flags in Cn is identified with U(n)/Tn, where
Tn = U(1)× · · · × U(1) is the usual n-dimensional torus.
Remark 3.1. In particular, Proposition 2.1 states that every coadjoint orbit O(λ) is
diffeomorphic to a flag manifold Fd, with signature d determined by the redundancies
among the values λ1, . . . , λn.
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3.2. Complex ellipsoids. Let V be a finite-dimensional (complex) vector space with
a Hermitian product 〈. | .〉 (the convention chosen in this paper for a Hermitian product
is to be linear in the first variable and anti-linear the second variable). Recall that a
linear transformation α : V → V is called Hermitian if 〈α(v1) | v2〉 = 〈v1 | α(v2)〉
for any v1, v2 ∈ V , i.e., α∗ = α. A Hermitian transformation is diagonalizable in a
unitary basis: there exists a basis (v1, . . . , vk) of V , with 〈vi | vj〉 = δi,j, such that
α(vi) = γivi. Moreover, its eigenvalues γ1, . . . , γk are real numbers. In particular, for
any v = x1v1 + · · ·+ xkvk in V we have
(3.5) 〈α(v) | v〉 = 1 ⇐⇒ γ1|x1|2 + · · ·+ γk|xk|2 = 1.
By analogy with the real Euclidean case, we will set the following definition:
Definition 3.2. A complex ellipsoid in V is a subset of the form
(3.6) Eα = {v ∈ V | 〈α(v) | v〉 = 1}
where α : V → V is a positive definite Hermitian transformation (recall that α is
positive definite if 〈α(v) | v〉 > 0 for any v 6= 0, or equivalently if all its eigenvalues are
positive). If (v1, . . . , vk) is a basis of eigenvectors for α and γ1, . . . , γk are the associated
eigenvalues, then we say that Eα has axes Cv1, . . . ,Cvk and radii 1/
√
γ1, . . . , 1/
√
γk.
When V = Ck and A ∈ H(k), we simply write
(3.7) EA = {x ∈ Ck | 〈Ax | x〉 = 1}.
The complex ellipsoids satisfy the following immediate properties:
Lemma 3.3. Let α, β be positive definite Hermitian tranformations of V , and φ : V →
W a unitary map. Then:
(1) for any v 6= 0 in V , there exists t > 0 such that tv ∈ Eα,
(2) Eα = Eβ if and only if α = β,
(3) φ(Eα) = Eφ◦α◦φ−1,
(4) if V = W , then φ preserves Eα if and only if α and φ commute.
Proof. Fix v 6= 0. Since α is positive definite, 〈α(v) | v〉 > 0. Then t = 1/√〈α(v) | v〉
is well-defined and we have:
〈α(tv) | tv〉 = t2〈α(v) | v〉 = 1
which proves (1). But if Eα = Eβ, then we also have 〈β(tv) | tv〉 = 1, hence 〈β(v) |v〉 =
1/t2 = 〈α(v) | v〉. That is
〈(β − α)v | v〉 = 0
for all v ∈ Cn. Since β − α is again Hermitian, it is diagonalizable. But the above
condition implies that all its eigenvalues are zero, so we conclude that α = β, which
proves (2). The equality (3) comes from:
〈α(v) | v〉 = 〈φ ◦ α(v) | φ(v)〉 = 〈φ ◦ α ◦ φ−1(φ(v)) | φ(v)〉.
Then (4) follows from (2) and (3). 
The following proposition deals with the intersection of a complex ellipsoid with a
lower dimensional vector subspace.
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Proposition 3.4. Let Eα be a complex ellipsoid in V , and W,W
′ two linear subspaces
of V . Then:
(1) Eα ∩W is a complex ellipsoid in W : there exists a positive definite Hermitian
map β : W → W such that Eα ∩W = Eβ.
(2) In particular, if V = Cn, W = Ck × {0}n−k then EA ∩W = EAk .
(3) If Eα ∩W = Eα ∩W ′, then W = W ′.
Proof. For (2), it suffices to remark that 〈Ai(x) | i(x)〉n = 〈Akx | x〉k for every x ∈ Ck,
where i : Ck → Ck × {0}n−k is the canonical identification. Now for (1), choose
φ : Cn → V unitary such that φ(Ck × {0}n−k) = W . Define A ∈ H(n) by Ax =
φ−1 ◦ α ◦ φ(x), hence w ∈ Eα if and only if φ−1(w) ∈ EA. Now define β : W → W by
β(w) = φ(Akφ
−1(w)). We obtain w ∈ Eα∩W if and only if φ−1(w) ∈ EA∩(Ck×{0}n−k),
which is equivalent to w ∈ Eβ.
For (3), consider w ∈ W . By Lemma 3.3, there exists t > 0 such that tw ∈ Eα.
If Eα ∩ W = Eα ∩ W ′ then, tw, and hence w, lie in W ′ and so W ⊂ W ′. With a
symmetric argument we conclude that W = W ′. 
The above properties motivate the following definitions:
Definition 3.5. An ellipsoid flag in Cn is a triple (E•, V •, A) where:
i) V • is a (vector space) flag in Cn,
ii) A is a positive definite Hermitian matrix of size n,
iii) E• = (E1 ⊂ E2 ⊂ · · · ⊂ Ek = EA) is the increasing sequence of ellipsoids
defined by Ek = EA ∩ V k.
The signature of (E•, V •, A) is the signature of V •, and we say that (E•, V •, A) is
complete if V • is complete.
We will sometimes denote the ellipsoid flag (E•, V •, A) by E• = EA ∩ V •, or simply
by E•.
Recall that, for each 1 ≤ k ≤ n, the complex ellipsoid Ek = Eαk is defined by a
unique positive definite Hermitian map αk : V
k → V k. For brevity, we will say that
the flag E• is defined by the family α• = (α1, . . . , αn).
Definition 3.6. Let (E•, V •, A) be a complete ellipsoid flag. We call eigenvalues of
E• the (n(n+ 1)/2)-tuple
(3.8) Γ(E•) = (γi,j(E•) | 1 ≤ j ≤ n, 1 ≤ i ≤ j),
where for any 1 ≤ j ≤ n,
(3.9) γ1,j(E
•) ≥ γ2,j(E•) ≥ · · · ≥ γj,j(E•)
are the eigenvalues of the defining maps αj : V
j → V j of E•.
Fix a positive spectrum λ = (λ1 ≥ · · · ≥ λn > 0) and consider a matrix A ∈ O(λ).
Let C ∈ U(n) such that A = pi(C) = CDλC∗. As above, for 1 ≤ k ≤ n denote by Ak
the upper-left submatrix of A and by ik : Ck ↪→ Cn the canonical inclusion. Consider
(3.10) V •std = (i1(C) ⊂ i2(C2) ⊂ · · · ⊂ in(Cn))
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the standard complete flag of Cn, and V •C its image by the linear map x 7→ C∗.x. By
Proposition 3.4, the complete ellipsoid flag (E˜•A, V
•
std, A), and hence its image under Φ
denoted by flag (E•C , V
•
C , Dλ), have eigenvalues
(3.11) F (A) = {Fi,j(A) | 1 ≤ i ≤ j ≤ n}.
Note that V •C = Q(C
∗) where Q : U(n) → F is the map which sends each nonde-
generate matrix to the flag defined by its columns, so the ellipsoid flag E•C depends on
the diagonalization C chosen for A.
Introduce the eigenvalue map
(3.12)
Γλ : F −→ RN
V • 7−→ Γ(EDλ ∩ V •)
and denote by t : U(n) → U(n) the involution t(C) = C∗ = C−1. Then the above
remarks are summed up in the commutative diagram given in Figure 2.
U(n) U(n)
O(λ) F
RN
pi:C 7→CDλC∗
t:C 7→C∗
Q: flag generated by the columns
F : Gelfand-Cetlin map Γλ:V
• 7−→Γ(EDλ∩V •)
Figure 2. From the Gelfand–Cetlin system to the map Γλ on the flag
manifold F .
Definition 3.7. This this paper, by a fiber, we will mean either a preimage of the
map F on O(λ) (i.e. a fiber of the Gelfand-Cetlin system on a given coadjoint orbit),
or a preimage of the map Γλ in the diagram in Figure 2.
4. The geometry of ellipsoid flags with fixed eigenvalues
Fix λ = (λ1 ≥ · · · ≥ λn > 0) a positive spectrum. As before, denote by Dλ the
diagonal matrix with entries λ1, . . . , λn, and by EDλ the corresponding ellipsoid in Cn.
4.1. Symmetry group of an ellipsoid flag. Let V • in F be a given complete flag
and E• = EDλ ∩ V • the ellipsoid flag obtained by intersecting V • with the “standard”
ellipsoid EDλ . For a fixed 1 ≤ k ≤ n, let us describe the subgroup Gk of U(V k)
consisting of those elements which the k-dimensional complex ellipsoid Ek = Eαk ⊂ V k.
We recall the following result from linear algebra.
Lemma 4.1. Let V be a finite dimensional inner product space, α : V → V a positive
definite Hermitian transform, and V = W1 ⊕ · · · ⊕ Wr the decomposition of V into
eigenspaces of α. Then the subgroup of unitary transformations ϕ ∈ U(V ) which
commute with α is exactly
(4.1) G = U(W1)⊕ · · · ⊕ U(Wr).
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Remark 4.2. In the above expression, by ϕ = ϕ1 ⊕ · · · ⊕ ϕr with ϕi ∈ U(Wi) we mean
the map ϕ : V → V defined by
(4.2) ϕ(v) = ϕ1(v1)⊕ · · · ⊕ ϕr(vr)
for any v = v1 ⊕ · · · ⊕ vr ∈ W1 ⊕ · · · ⊕Wr.
This implies the following:
Proposition 4.3. The subgroup of unitary transformations of V k that preserves Ek is
exactly
(4.3) Gk = U(W1)⊕ · · · ⊕ U(Wr) ⊂ U(V k),
where V k = W1 ⊕ · · · ⊕Wr is the decomposition of V k into eigenspaces of αk.
Each Wi has dimension ni determined by the eigenvalues
(4.4) γ1,k = · · · = γd1,k︸ ︷︷ ︸
n1
> γd1+1,k = · · · = γd2,k︸ ︷︷ ︸
n2
> · · · > γdr−1+1,k = · · · = γk,k︸ ︷︷ ︸
nr
of αk. (“Horizontal” equalities in the Gelfand–Cetlin diagram).
Proof. The first part of the proposition is immediate: by Lemma 3.3, φ ∈ U(V k)
preserves Eαk if and only if φ commutes with αk. We conclude using Lemma 4.1. Since
V • is in F(c), αk has eigenvalues γ1,k ≥ · · · ≥ γk,k, so the numbers ni correspond indeed
to the dimensions of the different eigenspaces. 
For later use, we will need the subgroup Hk+1 ⊂ Gk+1 of unitary transformations of
V k+1 which preserve not only Ek+1 but also V k (or equivalently, Ek), and H ′k+1 the
subgroup of transformations in Hk+1 whose restriction to Lk is the identity, where Lk
denotes the orthogonal complement of V k in V k+1. Note that dimLk = 1.
Lemma 4.4. Fix a vector ` ∈ Lk of length 1 and write αk+1(`) = w⊕ a` with w ∈ V k,
a ∈ C. Then for any v ∈ V k we have
(4.5) αk+1(v) = αk(v)⊕ 〈v | w〉`
Proof. Using the decomposition V k+1 = V k ⊕ Lk, write αk+1(v) = β(v) ⊕ λ(v)` with
β : V k → V k and λ : V k → C. Since V k and Lk are orthogonal, we have
λ(v) = 〈αk+1(v) | `〉 = 〈v | αk+1(`)〉 = 〈v | w〉.
It remains to show that β = αk. To do so, remark that for any v ∈ V k ⊂ V k+1,
〈αk+1(v) | v〉 = 〈β(v) | v〉
hence Eαk = Eαk+1 ∩ V k = Eβ. By Lemma 3.3, it follows that αk = β. 
We are now able to describe the groups H ′k+1 and Hk+1.
Proposition 4.5. Let V k = W1 ⊕ · · · ⊕ Wr be the decomposition of V k into the
eigenspaces of αk, and
(4.6) V k+1 = W1 ⊕ · · · ⊕Wr ⊕ Lk
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the induced decomposition of V k+1, where Lk is the orthogonal complement of V
k in
V k+1. Denote by projWi : V
k+1 → Wi the orthogonal projection on Wi. Then the group
Hk+1 of unitary maps on V
k+1 which preserve Ek and Ek+1 is the set of elements
(4.7) φ1 ⊕ · · · ⊕ φr ⊕ ξ.idLk ∈ U(W1)⊕ · · · ⊕ U(Wr)⊕ U(Lk)
such that for any 1 ≤ i ≤ n and wi ∈ projWi(αk+1(Lk)) we have φi(wi) = ξwi.
The subgroup H ′k+1 is the set of all above elements with ξ equal to 1.
Proof. Fix a unit vector ` ∈ Lk (the orthonormal complement of V k in V k+1), and
write
αk+1(`) = w1 ⊕ · · · ⊕ wr ⊕ a`
with wi ∈ Wi and a ∈ C. Then, by Lemma 4.4, for any vi ∈ Wi,
αk+1(vi) = αk(vi)⊕ 〈vi | w1 ⊕ · · · ⊕ wr〉` = γikvi ⊕ 〈vi | wi〉`.
Note that wi depends of the choice of ` ∈ Lk, but Cwi can be determined intrinsically
as the subspace projWi(αk+1(Lk)).
Let φ ∈ U(V k+1). Suppose φ preserves V k, and more precisely Ek. Then
φ = φ1 ⊕ · · · ⊕ φr ⊕ ξ.idLk ∈ U(W1)⊕ · · · ⊕ U(Wr)⊕ U(Lk).
On the other hand φ preserves Ek+1 if and only if φ commutes with αk+1. For vi ∈ Wi
we have{
αk+1(φ(vi)) = γikφi(vi)⊕ 〈φi(vi) | wi〉` = γikφi(vi)⊕ 〈vi | φ∗i (wi)〉`,
φ(αk+1(vi)) = γikφi(vi)⊕ 〈vi | wi〉ξ` = γikφi(vi)⊕ 〈vi | ξ¯wi〉`.
Similarly,{
αk+1(φ(`)) = αk+1(ξ`) = ξw1 ⊕ · · · ⊕ ξwr ⊕ ξa`,
φ(αk+1(`)) = φ(w1 ⊕ · · · ⊕ wr ⊕ a`) = φ1(w1)⊕ · · · ⊕ φr(wr)⊕ ξa`.
It follows that φ preserves Ek+1 if and only if for any 1 ≤ i ≤ r, φi(wi) = ξwi. 
Remark 4.6. The space projWi(αk+1(Lk)) is trivial if αk+1(Lk) is orthogonal to Wi. In
this case, for any wi ∈ Wi we have αk+1(wi) = αk(wi), so Wi is also an eigenspace of
αk+1 associated to the same eigenvalue, and there must be a vertical equality in the
Gelfand–Cetlin diagram for E•.
By contraposition, if the eigenvalue γi,k associated to Wi appears only once in the
Gelfand–Cetlin diagram, then the space projWi(αk+1(Lk)) has necessarily dimension 1.
However, note that the converse is not true. A vertical inequality in the Gelfand–
Cetlin diagram does not imply that the corresponding space projWi(αk+1(Lk)) is trivial.
Remark 4.7. If W ′i denotes the orthogonal complement of W
′′
i = projWi(αk+1(Lk)) in
Wi, then Hk+1 can be written as the group of all elements of the form
(φ′1 ⊕ ξ.idW ′′1 )⊕ · · · ⊕ (φ′r ⊕ ξ.idW ′′r )⊕ ξidLk
∈ (U(W ′1)⊕ U(W ′′1 ))⊕ · · · ⊕ (U(W ′r)⊕ U(W ′′r ))⊕ U(Lk).
This group is clearly isomorphic to
U(W ′1)× · · · × U(W ′r)× U(1)
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and each W ′i has codimension at most 1 in Wi. In particular, the subgroup H
′
k+1 is
isomorphic to
U(W ′1)× · · · × U(W ′r)
Consider the group
(4.8) G(E•) = G1 × · · · ×Gn,
where for each 1 ≤ k ≤ n, Gk is the group of unitary transformations of V k preserving
Ek = EDλ ∩ V k. Consider also the subgroups H ′(E•) < H(E•) < G(E•) defined by
(4.9) H ′(E•) = H ′1 × · · · ×H ′n and H(E•) = H1 × · · · ×Hn
where for each 1 ≤ k ≤ n, Hk is the group of unitary transformations of V k preserv-
ing both Ek and Ek−1 (or equivalently, both Ek and V k−1) and H ′k is the group of
transformations in Hk whose restriction to (V
k−1)⊥V
k
is the identity.
Definition 4.8. The group G(E•) is called the coarse symmetry group of the
ellipsoid flag E•. The quotient manifold
(4.10) S(E•) = G(E•)/H ′(E•)
with respect to the free right H ′(E•)-action on G(E•) defined by
(4.11) φ · f = ((f−12 )|V
1
V 1 ◦ φ1 ◦ f1, . . . , (f−1n )|V
n−1
V n−1 ◦ φn−1 ◦ fn−1, φn ◦ fn)
for any φ ∈ G(E•), f ∈ H ′(E•), is called the reduced symmetry space of E•.
4.2. Push-forward of flags. In this subsection, V • is a complete flag in Cn and
E• = EDλ∩V • is its intersection with the standard ellipsoid. Fix an element C∗ ∈ U(n)
such that Q(C∗) = V •, i.e. columns (u1, . . . , un) of C∗ form a unitary basis of V •.
Definition 4.9. Let φ = (φ1, . . . , φn) in G(E
•).
(1) The push-forward of V • by φ is the complete flag
(4.12) φ∗V • = (V 1φ ⊂ · · · ⊂ V nφ = Cn)
defined by
(4.13) V kφ = φn(φn−1(. . . φk(V
k) . . . )) ∀ 1 ≤ k ≤ n.
(2) The push-forward of C∗ = (u1, . . . , un) by φ is the family
(4.14) φ∗C∗ = (u
φ
1 , . . . , u
φ
n)
defined by
(4.15) uφk = φn(φn−1(. . . φk(uk) . . . )) ∀ 1 ≤ k ≤ n..
The following proposition shows that the above definition makes sense.
Proposition 4.10. For any φ ∈ G(E•) and C∗ ∈ U(n) such that Q(C∗) = V •:
(1) φ∗C∗ is a unitary matrix,
(2) Q(φ∗C∗) = φ∗V •.
In other words, the map Q : U(n) → F intertwines the two push-forward operations
defined above.
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Proof. Recall that (u1, . . . , un) is a unitary basis. Since the maps φ1, . . . , φn are unitary
transformations, uφ1 , . . . , u
φ
n are also unit vectors. Moreover, for any 1 ≤ i < j ≤ n,
〈uφi | uφj 〉 = 〈φn(φn−1(· · ·φi(ui) · · · )) | φn(φn−1(· · ·φj(uj) · · · ))〉
= 〈φj−1(· · ·φi(ui) · · · ) | uj〉
= 0
since φj−1(· · ·φi(ui) · · · ) lies in V j−1 = Span(u1, . . . , uj−1). It follows that φ∗C∗ is a
unitary matrix. Moreover, it is clear that each ui lies in V
i
φ so φ∗C
∗ is a basis of the
flag φ∗V •. 
The push-forwards of flags and unitary bases can be rewritten more concisely in
terms of applications φ¯1, . . . , φ¯n defined in the following lemma.
Lemma 4.11. Let φ ∈ G(E•). For 1 ≤ k ≤ n, define φ¯k : V k → V kφ recursively by:
(4.16)
{
φ¯n = φn,
φ¯k = (φ¯k+1)|V
k
φ
V k
◦ φk for 1 ≤ k < n,
Then for any 1 ≤ k ≤ n:
(1) uφk = φ¯k(uk),
(2) V kφ = φ¯k(V
k) = φ¯k+1(V
k),
(3) EDλ ∩ V kφ = φ¯k(Ek) = φ¯k+1(Ek)
(with the convention that φ¯n+1 is the identity map on Cn).
Proof. By definition of φ¯k, for any subset S ⊂ V k we have
φ¯k(S) = φn(φn−1(· · ·φk(S) · · · )).
Taking S = {uk} proves (1) while S = V k = φ−1k (V k) proves (2). Now, recall that by
definition φk : V
k → V k preserves Ek = EDλ ∩ V k. Then for any ` ≥ k, by writing
Ek = EDλ ∩ V k = EDλ ∩ V ` ∩ V k
we get
φ`(E
k) = φ`(EDλ ∩ V `) ∩ φ`(V k) = EDλ ∩ V ` ∩ φ`(V k) = EDλ ∩ φ`(V k).
Iterating this process, we can show that φ¯`(E
k) = EDλ∩φ¯`(V k). Take ` = k or ` = k+1
to prove (3). 
The push-forwards defined in this section do not provide a one-to-one correspondence
between the group of symmetries G(E•) and the set of flags with given eigenvalues.
Actually, two symmetries give the same push-forwards if the are equal up to an element
in the groups H ′(E•) or H(E•) defined above. More precisely, we have:
Proposition 4.12. For any φ, ψ ∈ G(E•),
(1) φ∗V • = ψ∗V • if and only if ψ = φ · f for some f ∈ H(E•),
(2) φ∗C∗ = ψ∗C∗ if and only if ψ = φ · f for some f ∈ H ′(E•),
where the actions of H(E•) and H ′(E•) on G(E•) are given by Formula (4.11) in
Definition 4.8.
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Proof. (1) We have V nφ = Cn = V nψ . Suppose that V kφ = V kψ for all 1 ≤ k ≤ n. Then
fk = φ¯
−1
k ◦ ψ¯k : V k → V k is well-defined and preserves V k−1. By Lemma 4.11, fk
preserves also Ek, hence fk ∈ Hk. We then have, for any 1 ≤ k < n,
f−1k = ψ¯
−1
k ◦ φ¯k = ((ψ¯k+1)|
V kψ
V k
◦ ψk)−1 ◦ ((φ¯k+1)|V
k
φ
V k
◦ φk) = ψ−1k ◦ (f−1k+1)|V
k
V k ◦ φk,
that is ψk = (f
−1
k+1)|V
k
V k
◦ φk ◦ fk.
Conversely, if ψ = φ · f for some f = (f1, . . . , fn) ∈ H(E•), then for any 1 ≤ k ≤ n,
ψ¯k = φ¯k ◦ fk and hence
V kψ = ψ¯k+1(V
k) = φ¯k+1 ◦ fk+1(V k) = φ¯k+1(V k) = V kφ .
(2) If φ∗C∗ = ψ∗C∗, then φ∗V = ψ∗V by Proposition 4.10, and hence ψ = φ · f for
some f ∈ H(E•). By definition of the action of H(E•) on G(E•) we have
uψk = ψ¯k(uk) = φ¯k ◦ fk(uk).
Finally, for any 1 ≤ k ≤ n,
uψk = u
φ
k ⇐⇒ φ¯k ◦ fk(uk) = φ¯k(uk) ⇐⇒ fk(uk) = uk,
hence ψ∗C∗ = φ∗C∗ if and only if fk is the identity on Span(uk) = (V k−1)⊥V
k
for any
k, that is f ∈ H ′(E•). 
We want to prove now that the push-forward operation allows, starting from a flag
V •, to reach all the flags lying in the same fiber (in the sense of Definition 3.7) as
V •,and similarly for a unitary basis formed by the columns of C∗.
To do so, we first need the following result, stating that if a complex ellipsoid E
contains two codimension 1 ellipsoids E1 and E2 with same radii, then there exists a
symmetry of E mapping E1 onto E2.
Lemma 4.13. Let V1, V2 be two codimension 1 subspaces of some Hermitian space V .
Consider α : V → V a positive definite Hermitian form and Eα the corresponding
ellipsoid in V . For i = 1, 2, let βi : Vi → Vi be the positive Hermitian form defining
the ellipsoid Eβi = Eα ∩ Vi. Then there exists a unitary map ϕ : V → V such that
(4.17)
{
ϕ(Eα) = Eα,
ϕ(V1) = V2.
if and only if β1 and β2 have same eigenvalues.
Proof. The “only if” part is obvious. Let us now assume that β1 and β2 have the same
eigenvalues λ1 ≥ · · · ≥ λn, where n = dimV − 1. For i = 1, 2, denote by (v1i , . . . , vni )
a unitary basis of eigenvectors of βi. Fix a vector `i of length 1 n Li = (Vi)
⊥ and set
Bi = (v1i , . . . , vni , `i). The matrix of α in the unitary basis Bi has the form
Ai =
 Dλ xi
x∗i ai

where Dλ = diag(λ1, . . . , λn), xi = (x
1
i , . . . , x
n
i ) ∈ Cn and ai ∈ R.
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For every X ∈ R \ {λ1, . . . , λn}, Dλ − XIn is invertible. Set yi = (Dλ − XIn)−1xi.
Then y∗i = x
∗
i (Dλ −XIn)−1. It follows that In 0
y∗i (ai −X)− y∗i xi

 Dλ −XIn xi
0 1
 = Ai −XIn+1.
Thus we obtain the following relation between the characteristic polynomial Pα(X) of
α and the characteristic polynomial Pλ(X) = (λ1 −X) · · · (λn −X) of βi:
Pα(X) = ((ai −X)− y∗i xi)Pλ(X).
But observe that
ai = trAi − trDλ = trα− (λ1 + · · ·+ λn)
does not depend on i ∈ {1, 2}. It follows that y∗1x1 = y∗2x2, that is
n∑
j=1
|xj1|2
λj −X =
n∑
j=1
|xj2|2
λj −X .
Write {1, . . . , n} = I1 unionsq · · · unionsq Ik such that j, j′ are in a same Ip if and only if
λj = λj′ =: λIp . Define ψ : V
1 → V 2 as follows. Identifying the coefficients in the
above equality between rational functions, we obtain that for any 1 ≤ p ≤ k,
r = ‖xIpi ‖ =
∑
j∈Ip
|xji |2
does not depend on i. In other words x
Ip
1 and x
Ip
2 lie in sphere of same radius in C|Ip|,
hence there exists a matrix gp ∈ U(|Ip|) such that xIp2 = gp · xIp1 . More precisely, for
any j ∈ Ip,
xj2 =
∑
j′∈Ip
gpj,j′x
j′
1 .
Then set for any j ∈ Ip,
ψ(vj1) =
∑
j′∈Ip
gpj′,jv
j′
2
(note that ψ(vj1) is an eigenvector of β2 associated to the eigenvalue λIp). Then ψ is
unitary and satisfies ψ(x11v
1
1 + · · ·+ xn1vn1 ) = x12v12 + · · ·+ xn2vn2 .
Now extend ψ to a map ϕ : V → V by setting for all v1 ∈ V1 and a ∈ C,
ϕ(v1 ⊕ a`1) = ψ(v1)⊕ a`2.
It is clear that ϕmaps V1 onto V2. Let us check now that is preserves Eα, or equivalently,
that ϕ ◦ α = α ◦ ϕ.
For any eigenvector vj1 ∈ V1, j ∈ Ip,
α ◦ ϕ(vj1) = α
∑
j′∈Ip
gpj′,jv
j′
2
 = ∑
j′∈Ip
gpj′,j(λIpv
j′
2 ⊕ x¯j
′
2 `2) = λjψ(v
j
1)⊕ cj`2
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with cj =
∑
j′∈Ip g
p
j′,jx¯
j′
2 . But since the matrix (gj,j′) is in U(|Ip|), its inverse is (g¯j′,j)
and we have cj = x¯
j
1. Hence, α ◦ ϕ(vj1) is equal to
ϕ ◦ α(vj1) = ϕ(λjvj1 ⊕ x¯j1`1) = ψ(λjvj1)⊕ x¯j1`2.
Moreover,
α ◦ ϕ(`1) = α(`2) =
n∑
j=1
xj2v
j
2 ⊕ a2`2 = ϕ
(
n∑
j=1
xj1v
j
1 ⊕ a2`1
)
= ϕ ◦ α(`1)
so φ : V → V is the unitary transform given by the lemma. 
Proposition 4.14. Let V •1 , V
•
2 ∈ F be two complete flags and C∗1 , C∗2 ∈ U(n) bases for
these flags, i.e., Q(C∗i ) = V
•
i . Then the following three conditions are equivalent:
(1) Γλ(V
•
1 ) = Γλ(V
•
2 ),
(2) V •2 = φ∗V
•
1 for some φ ∈ G(E•1),
(3) C∗2 = φ∗C
∗
1 for some φ ∈ G(E•1).
Proof. Set E•i = EDλ ∩ V •i , so Γλ(V •i ) = Γ(E•i ), and let α• = (α1, . . . , αn) (res. β• =
(β1, . . . , βn)) be the family of unitary maps defining E
•
1 (res. E
•
2).
(3) ⇒ (2) is just a consequence of Proposition 4.10.
(2) ⇒ (1): if V •2 = φ∗V •1 , then by Lemma 4.11,
Eβk = E
k
2 = EDλ ∩ V k2 = φ¯k(Ek1 ) = φ¯k(Eαk)
hence βk = φ¯k ◦ αk ◦ φ¯∗k and so αk and βk have same eigenvalues.
(1) ⇒ (2): suppose Γλ(V •1 ) = Γλ(V •2 ) and let us construct φ ∈ G(E•) recursively.
Applying Lemma 4.13 to V n−11 , V
n−1
2 ⊂ Cn, we obtain a map φn : Cn → Cn preserving
En1 and such that φn(V
n−1
1 ) = V
n−1
2 .
Suppose constructed φn, φn−1, . . . , φk+1 such that V i−12 = φ¯i(V
i−1
1 ) for all k < i ≤ n.
Then
W k−12 = φ
−1
k+1(φ
−1
k+2(· · ·φ−1n (V k−12 ) · · · )) ⊂ V k1
gives a ellipsoid Ek1 ∩ W k−12 in V k1 with same eigenvalues as Ek−12 , and then same
eigenvalues as Ek−11 . Applying Lemma 4.13, we obtain a map φk : V
k
1 → V k1 preserving
Ek1 and such that φk(V
k−1
1 ) = W
k−1
2 , or equivalently,
φn(φn−1(· · ·φk(V k−11 ) · · · )) = V k−12 .
(1) ⇒ (3): suppose Γλ(V •1 ) = Γλ(V •2 ), then we just showed that there exists φ ∈
G(E•1) such that V
•
2 = φ∗V
•
1 . Set C
′∗
2 = φ∗C
∗
1 . We have
Q(C ′∗2 ) = φ∗Q(C
∗
1) = φ∗V
•
1 = V
•
2 = Q(C
∗
2)
hence there exists T = diag(ξ1, . . . , ξn) such that C
∗
2 = C
′∗
2 T . For any 1 ≤ i ≤ n, let
fi : V
i
1 → V i1 be the multiplication by the scalar ξi ∈ U(1). Then f = (f1, . . . , fn) is
an element of H(E•1). Consider ψ = φ · f ∈ G(E•1). We have clearly ψ¯i = ξiφ¯i, hence
ψ∗C∗1 = (φ∗C
∗
1)T = C
′∗
2 T = C
∗
2 . 
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4.3. The symmetry groupoid of ellipsoid flags. Let us fix a value Λ = q(V •0 ) ∈ RN
given by a complete flag V •0 , and denote by FΛ 3 V • the preimage of Λ under the map
Q. For each complete flag V • ∈ F , let us denote by Gλ(V •) = G(E•) the symmetry
group of the ellipsoid flag E• = EDλ ∩ V •, and let
(4.18) GΛ = unionsqV •∈FΛGλ(V •) = {(V •, φ) | V • ∈ FΛ, φ ∈ Gλ(V •)}
be the disjoint union of those groups as V • varies in FΛ. Define the source and the
target maps s, t : GΛ → FΛ by the following formula for (V •, φ) in GΛ:
(4.19)
{
s(V •, φ) = V •,
t(V •, φ) = φ∗V •,
where φ∗V • denotes the push-forward of flags defined by Formula (4.13). The com-
position φ ◦ ψ of two elements (V •, φ) and (W •, ψ) such that V = ψ∗W • is defined
in an obvious way. For example, (φ · ψ)n = (φn ◦ ψ)n, (φ · ψ)n−1 = (ψn|Wn−1)−1 ◦
φn−1 ◦ (ψn|Wn−1) ◦ψn−1. Similarly, there is a natural way to inverse the elements in GΛ.
We have the following proposition, whose proof follows immediately from the previous
propositions:
Proposition 4.15. GΛ with the above natural maps and a natural smooth structure is
a transitive Lie groupoid.
We refer to [Mac87] for the general theory of transitive Lie groupoids. We will call
GΛ ⇒ FΛ it the symmetry groupoid of ellipsoid flags for a given Λ. According to
Proposition 4.14, the base manifold FΛ of this groupoid is diffeomorphic to the quotient
of the group Gλ(V
•
0 ) by the right action of the group Hλ(V
•
0 ) given by Formula (4.11).
Denote by U(n)∗Λ the set of all C
∗ ∈ U(n) such that the flag Q(C∗) generated by
its columns belongs to FΛ. According to Proposition 4.14, we have that U(n)∗Λ is
diffeomorphic to the quotient S(E•0) = Gλ(V
•
0 )/H
′
λ(V
•
0 ) of the group Gλ(V
•
0 ) by the
right action of the group H ′λ(V
•
0 ) given by Formula (4.11). Recall that this quotient
space is called the reduced symmetry space of the ellipsoid flag E•0 , by Definition 4.8.
Moreover, the map q restricted to U(n)∗Λ is a submersion from U(n)
∗
Λ to FΛ.
There is a natural smooth action of the Lie groupoid GΛ ⇒ FΛ on the submersion
Q : U(n)∗Λ → FΛ defined as follows: if φ ∈ Gλ(V •) and C∗ ∈ U(n)∗Λ such that
Q(C) = V • then
(4.20) φ · C∗ = φ∗C∗.
Moreover, this action is transitive on U(n)∗Λ.
The above discussions lead to the following result on the smoothness of singular
fibers of the Gelfand-Cetlin system:
Theorem 4.16. For any value Λ of the Gelfand-Cetlin map Fλ, the fiber F
−1
λ (Λ) of
the Gelfand–Cetlin system on O(λ) is an embedded smooth manifold diffeomorphic to
the quotient manifold
(4.21) U(n)∗Λ/Uλ
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where Uλ is the group of unitary matrices commuting with Dλ = diag(λ1, . . . , λn) and
its free (right) action on U(n)∗Λ is defined by
(4.22) C∗ · P = P ∗C∗
for all P ∈ Uλ and C∗ ∈ U(n)∗Λ.
Remark that, instead of looking at U(n)∗Λ, we can also look at its inversion U(n)Λ
in U(n), and write the above quotient as U(n)Λ/Uλ with the right action C · P = CP .
Proof. The proof is straightforward: two matrices C1, C2 ∈ U(n)Λ give rise to the
same element in the fiber F−1(Λ) ∈ O(λ) of the Gelfand-Cetlin system if and only
if C1DλC
∗
1 = C2DλC
∗
2 , which means that PDλ = DλP , where P = C
∗
2C1, that is,
P ∈ Uλ. (Recall that C∗ = C−1 for unitary matrices C). 
5. Dimensions, decomposition and examples of the fibers
In this section, based on the results of the previous section, we compute the dimen-
sions of the fibers of Gelfand–Cetlin systems. We also show a topological decomposition
of these fibers into direct products, and describe explicitly some examples.
As before, we denote by λ = (λ1 ≥ · · · ≥ λn > 0) a fixed positive spectrum, by 2N
the dimension of the coadjoint orbit O(λ) and by Fλ : O(λ)→ RN the momentum map
of the Gelfand–Cetlin system on O(λ). We also consider F the set of complete flags
in Cn and Γλ : F → RN the map that associates to a flag V • the eigenvalues Γλ(V •)
of the ellipsoid flag EDλ ∩ V •. We denote by p : U(n) → O(λ) and q : U(n) → F the
natural projections. Together with the involution t : U(n) → U(n), t(C) = C∗, these
maps define a commutative diagram given in Figure 2.
In each case we fix a value Λ = (λi,j)1≤i≤j<n in RN , and we fix a flag V • in Γ−1λ (Λ).
We denote by α• = (α1, . . . , αn) the family of Hermitian operators αk : V k → V k
defining the ellipsoid flag E• = EDλ ∩ V •. By our assumptions, for each 1 ≤ k ≤ n, αk
has eigenvalues λ1,k ≥ λ2,k ≥ · · · ≥ λk,k.
5.1. Dimensions of the fibers. Using the notations and the results of the previous
section, we have the following formula:
(5.1) dimF−1(Λ) = dimS(E•)− dimUλ = dimGλ(V •)− dimH ′λ(V •)− dimUλ,
which can also be written as
(5.2) dimF−1(Λ) =
n∑
k=1
(dimGk − dimH ′k)− dimUλ,
where Gk is the group of unitary transformations of V
k preserving Ek = EDλ ∩ V k;
Hk is the group of unitary transformations of V
k preserving both Ek and Ek−1 and
such that their restriction to (V k−1)⊥V
k
is the identity; Uλ is the subgroup of unitary
matrices which commute with diag(λ1, . . . , λn).
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5.2. Regular fibers on generic coadjoint orbits. In the regular case on a generic
coadjoint orbit, i.e. where all the inequalities in the Gelfand-Cetlin triangle are strict,
all the eigenvalues of each ellipsoid in the ellipsoid flags are distinct and are different
from those of the subsequent ellipsoid (i.e. the one of one dimension smaller), for each
k = 1, . . . , n we have that H ′k is trivial and Gk = U(W1,k)⊕ · · · ⊕ U(Wk,k) where each
Wi,k is a 1-dimensional eigenspace of αk, so we have Gk ∼= U(1)k ∼= Tk. Similarly, Uλ
consists of only diagonal unitary matrices, so Uλ ∼= Tn. Thus, in the regular case on a
generic coadjoint orbit, we have
(5.3) dimF−1(Λ) = (
n∑
k=1
k)− n = n(n+ 1)
2
− n = n(n− 1)
2
= N,
which is exactly half the dimension n(n− 1) of a generic coadjoint orbit of U(n). This
fact is not surprising, since we know that connected regular fibers of an integrable
Hamiltonian systems are Lagrangian tori whose dimension is equal to half the dimen-
sion of the symplectic manifold. In our regular generic case, S(E•) ∼= U(n)Λ is a torus
of dimension n(n+ 1)/2 on which a torus U(n)λ ∼= Tn of dimension n acts freely, and
the quotient space F−1(Λ) is a torus of dimension n(n+ 1)/2− n = n(n− 1)/2 = N .
5.3. Elliptic nondegenerate singular fibers. In the case when all the horizontal
inequalities in the Gelfand-Cetlin triangle are strict, but there are some diagonal in-
equalities (of the types λi,k = λi−1,k−1 or λi,k = λi,k−1), we still have Gk ∼= Tk for
each k and Uλ ∼= Tn, but now some of the groups H ′k are non-trivial tori. For exam-
ple, if λi,k = λi−1,k−1 then it means that the corresponding eigenspaces of αk−1 and
αk coincide: Wi,k = Wi−1,k−1 which implies that H ′k contains U(Wi,k). In general,
if there are s(k) ≥ 0 equalities between the numbers λ1,k, . . . , λk,k and the numbers
λ1,k−1, . . . , λk−1,k−1 then the group H ′k is isomorphic to Ts(k). Thus, in this case we
have
(5.4) S(E•) ∼= Tn(n+1)2 −
∑
k s(k)
and the fiber
(5.5) F−1(Λ) ∼= TN−
∑
k s(k)
is a torus of dimension N −∑k s(k), where N = n(n− 1)2 is the dimension of regular
fibers and
∑
k s(k) is the total number of diagonal equalities in the Gelfand-Cetlin
triangle.
Remark that, in this case, the momentum map F is smooth at F−1(Λ), and F−1(Λ)
is an elliptic singularity of corank
∑
k s(k), so the fact that it is a torus of dimension
N−∑k s(k) fits well with the general theory of nondegenerate singularities of integrable
Hamiltonian systems (see [Zun96]).
5.4. Spherical singularity of a generic orbit of u(3)∗. Take n = 3 and consider
a generic coadjoint orbit of dimension 2N = 6. Choose Λ = (λ1,1, λ2,1, λ2,2) such
that λ2,1 = λ2,2. The inequalities in the Gelfand–Cetlin diagram implies that we have
λ1,1 = λ2,1 = c2,2 = λ2.
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Computation of G(E•). We simply apply Proposition 4.3 to obtain:
• G1 = U(V 1),
• G2 = U(V 2),
• G3 = U(W1)⊕ U(W2)⊕ U(W3) where each Wi has dimension 1.
Computation of H ′(E•). For 0 ≤ k < 3, let Lk be the orthogonal complement of V k in
V k+1. Set Ak = projV k(αk+1(Lk)) and denote by A
′
k its orthogonal complement in V
k.
By Proposition 4.5, H ′k+1 is the set of all transforms
φk ⊕ idLk
with φk ∈ U(V k) satisfying φk(v) = v for any v ∈ Ak. We then compute the dimension
of Ak to determine whether the latter condition on φk is trivial or not.
• By definition, H1 = G1 = {ξ.idV 1} and H ′1 = {idV 1}.
• Fix `1 a unit vector in L1 and denote α2(`1) = w1⊕ a2`1. Then by Lemma 4.4,
for all v1 ∈ V 1,
α2(v1) = α1(v1)⊕ 〈v1 | w1〉`1.
But remark that both α1 and α2 are simply the scalar multiplication by λ2, so
finally we have 〈v1 | w1〉 = 0 for all v1 ∈ V 1, that is w1 = 0. It follows that
A1 = Span(w1) = {0}, and then
H ′2 = {φ1 ⊕ idL1 | φ1 ∈ U(V 1)}.
• Since A2 has dimension at most 1, its complement A′2 has dimension 1 or 2.
But recall that H3 is diffeomorpic to U(A
′
2)× U(1), so
(dimCA
′
2)
2 + 1 = dimRH3 ≤ dimRG3 = 3.
It follows that dimCA
′
2 = 1 = dimCA. Hence H
′
3 rewrites as the subgroup
H ′3 = {ξ3.idA′2 ⊕ idA2 ⊕ idL3 | ξ3 ∈ U(1)}.
Quotient space S(E•) = G(E•)/H ′(E•). We are going to write all the transformations
in G1, G2, G3, H
′
2, H
′
3 in the same basis C = (u1, u2, u3), which by definition satisfies
V k = Span(u1, . . . , uk) for all 1 ≤ k ≤ 3.
First let us remark that W2 ⊂ V 2 and is actually equal to A′2. Indeed suppose
v3 ∈ W2 and write
v3 = v2 ⊕ c`2, v2 ∈ V 2, c ∈ C
where `2 is some fixed unit vector in L2. Recall that by Lemma 4.4, if we write
α3(`2) = w2 ⊕ a3`2 with w2 ∈ V 2 and a3 ∈ R, then α3(v2) = λ2v2 ⊕ 〈v2 | w2〉`2. Since
v3 ∈ W2, it satisfies α3(v3) = λ2v3, which rewrites as{
λ2v2 + cw2 = λ2v2,
〈v2 | w2〉+ ca3 = λ2c.
We saw previously that A2 = projV 2(α3(L2)) = Span(w2) has dimension 1, that is
w2 6= 0. It follows that c = 0, hence v3 = v2 ∈ V 2. Moreover the above system gives
also 〈v3 |w2〉 = 〈v2 |w2〉 = 0, that is v3 is orthogonal to A2. Since the dimensions agree,
we obtain that W2 = (A2)
⊥V 2 = A′2.
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W3
W2
W1
V 2
L2
V 1
Figure 3. A complete flag in C3 corresponding to a matrix in the spher-
ical singular fiber on u(3)∗
Then, note that without loss of generality we can assume that V 1 = A2. Indeed,
take φ2 ∈ U(V 2) mapping V 1 onto A2, and set φ = (idV 1 , φ2, idV 3) ∈ G(E•). The push-
forward φ∗V • satisfies V 2φ = V
2 and V 3φ = V
3, hence only the 1-dimensional ellipsoid
E1 has been modified. In particular the spaces Lk, Ak, A
′
k remain unchanged for k ≥ 2.
But according to the Gelfand–Cetlin diagram, the eigenvalue of E1φ is necessarily λ,
hence C ′ = φ∗C lies in the same fiber of Γλ as C.
Figure 3 provides a geometric interpretation of the above two facts. Consider E3 a
generic ellipsoid in C3 with semi-principal axes v1, v2, v3 of lengths a1 < a2 < a3 (with
ai = 1/
√
λi). If E
2 = E3 ∩ V 2 is a circle of radius a2 contained in E3, then v2 must
be an axis of E2, giving the condition W2 = Span(v2) ⊂ V 2. Moreover, any ellipsoid
E1 = E2∩V 1 has radius a2 too, so the value c = Γλ(E•) does not depend on the choice
of V 1.
Finally, if we denote by J1 the identity on A2 = V1 = Span(u1), by J2 the identity
on W2 = A
′
2 = L1 = Span(u2) and by J3 the identity on L2 = Span(u3), we have:
• G1 = {ζ1J1},
• G2 = U(V 2) = U(Cu1 ⊕ Cu2),
• G3 = {ζ3J2 ⊕ ψ3 | ζ3 ∈ U(1), ψ3 ∈ T},
• H ′2 = {ξ2J1 ⊕ J2 | ξ2 ∈ U(1)},
• H ′3 = {J1 ⊕ ξ3J2 ⊕ J3 | ξ3 ∈ U(1)}.
where T is a subgroup of U(Cu1⊕Cu3) diffeomorphic to T2. Define a map ϕ˜ : G(E•)→
G2 × T by setting for all φ = (ζ1J1, φ2, ζ3J2 ⊕ ψ3) ∈ G(E•),
ϕ˜(φ) = ((J1 ⊕ ζ3J2) ◦ φ2 ◦ (ζ1J1 ⊕ J2), ψ3).
For any f = (J1, ξ2J1 ⊕ J2, J1 ⊕ ξ3 ⊕ J3) ∈ H ′(E•),
φ · f = (ξ∗2ζ1J1, (J1 ⊕ ξ∗3J2) ◦ φ2 ◦ (ξ2J1 ⊕ J2), ξ3ζ3J2 ⊕ ψ3).
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The map ϕ˜ is H ′(E•)-invariant and induces a diffeomorphism
ϕ : S(E•) ∼−→ G2 × T ≈ U(2)× T2
Quotient space S(E•)/Uλ. Note that modulo H ′(E•), any φ ∈ G(E•) can be written
φ = (J1, φ2, J2 ⊕ ψ3), φ2 ∈ G2 = U(V 2), ψ3 ∈ T
in a unique way, providing an explicit inverse ϕ−1 : G2 × T → S(E•). For such a φ,
the push-forward φ∗C = (u
φ
1 , u
φ
2 , u
φ
3) is given by
uφ3 = ψ3(u3),
uφ2 = (J2 ⊕ ψ3)(φ2(u2)),
uφ1 = (J2 ⊕ ψ3)(φ2(u1)).
This can be written in the more convenient form:
∀ 1 ≤ k ≤ 3, uφk = (J2 ⊕ ψ3) ◦ (φ2 ⊕ J3)(uk).
Let us now describe the action of Uλ on S(E
•) explicitly. For any P = diag(ξ∗1 , ξ
∗
2 , ξ
∗
3) ∈
Uλ, the matrix C
′ = P ∗(φ∗C) has columns (u′1, u
′
2, u
′
3) given by the relation
∀ 1 ≤ k ≤ 3, u′k = (ξ1I1 ⊕ ξ2I2 ⊕ ξ3I3)(uφk),
where Ij denote the identity map on Wj = Cej. Note that J2 = I2 and recall that
ψ3 = ζ1I1 ⊕ ζ3I3 for some ζ1, ζ2 ∈ U(1). It follows that
(ξ1I1 ⊕ ξ2I2 ⊕ ξ3I3) ◦ (J2 ⊕ ψ3) ◦ (φ2 ⊕ J3) = (J2 ⊕ ψ′3) ◦ (φ′2 ⊕ J3)
where ψ′3 = (ξ1I1 ⊕ ξ3I3) ◦ ψ3 = ξ1ζ1I1 ⊕ ξ3ζ3I3 ∈ T and
φ′2 = (J1 ⊕ ξ2J2) ◦ φ2 ∈ G2.
Hence P ∗(φ∗C) = φ′∗C with φ
′ = (J1, φ′2, J2 ⊕ ψ′3).
Consider the smooth map
Ψ˜ S(E•) −→ S3
(J1, φ2, J2 ⊕ ψ3) 7−→ φ−12 (u1)
with values in the 3-sphere S3. It is clearly onto. With the above notation, note that
(φ′2)
−1(u1) = φ−12 ◦ (J1 ⊕ ξ∗2)(u1) = φ−12 (u1),
so Ψ˜ is constant along the orbits of the action of Uλ on S(E
•). Moreover, suppose
(φ′2)
−1(u1) = φ−12 (u1) = v1 for two maps φ2, φ
′
2 ∈ G2 = U(V 2). Let v2 = φ−12 (u2) and
v′2 = (φ
′
2)
−1(u2). Since φ2 ∈ U(V 2), (v1, v2) and (v1, v′2) are two unitary bases of V 2. It
follows that there exists ξ∗2 ∈ U(1) such that v′2 = ξ2v2, hence (φ′2)−1 = φ−12 ◦(J1⊕ξ∗2J2).
Finally, the level-sets of Ψ˜ are exactly the orbits of Uλ since for any ψ3 = ζ1I1 ⊕ ζ3I3
and ψ′3 = ζ
′
1I1⊕ζ ′3I3 we have ψ′3 = (ξ∗1I1⊕ξ∗3I3)◦ψ3. Hence Ψ˜ induces a diffeomorphism
Ψ : S(E•)/Uλ → S3 and by Theorem 4.16 we recover the following result of the thesis
of Alamiddine [Ala09]:
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Proposition 5.1. Let Fλ : O(λ) → R3 be the Gelfand–Cetlin system on the generic
coadjoint orbit u(3)∗ corresponding to eigenvalues λ1 > λ2 > λ3. Then the singular fiber
F−1λ (λ2, λ2, λ2) is an embedded submanifold of O(λ) diffeomorphic to the 3-dimensional
spere S3.
Remark 5.2. An important contribution of [Ala09] is the symplectic normal form proved
for a neighborhood of these fibers: The symplectic model is that of the geodesic flow
of the canonical (symmetric) metric on S3.
5.5. Diamond singularities. Consider now the case when there are some horizontal
inequalities in the Gelfand-Cetlin triangle of eigenvalues. Say λi,k = λi+1,k. In this
case, the corresponding fiber F−1(Λ) will be called a degenerate singularity of the
Gelfand-Cetlin system. Notice that the components Fi,k and Fi+1,k of the Gelfand-
Cetlin momentum map (whose values at F−1(Λ) are equal, λi,k = λi+1,k) are non-
smooth at F−1(Λ), though their sum and their product are still smooth functions
there, but if we change Fi,k and Fi+1,k by Fi,k +Fi+1,k and Fi,kFi+1,k in the momentum
map to make it smooth then the new momentum map will have a degenerate singularity
at F−1(Λ) (see [Eli90, Zun96, MZ04] for the notion of nondegenerate singularities of
smooth integrable systems). That’s why we call F−1(Λ) a degenerate singularity.
Assume now, for example, that we have
(5.6) . . . > λi−1,k > λi,k = λi+1,k = . . . = λi+l−1,k > λi+l,k > . . . ,
i.e. we have exactly l equal eigenvalues λi,k = λi+1,k = . . . = λi+l−1,k = γ on line k
of the Gelfand-Cetlin triangle, l ≥ 2. Then automatically we must have a diamond of
equalities as shown on Figure 4 (assuming that our coadjoint orbit is generic, i.e. on
line n of the Gelfand-Cetlin triangle there is no equality).
λi+l−1,k+l−1
=
=
λi+1,k+1= · · · =λn−1,n−1
· · ·
· · ·= =
λi,k = λi+1,k = · · · =λi+l−1,k
=
=
=
=
· · · · · ·=
=
=
=
λi,k−l+2 =λi+1,k−l+2
=
=
λi,k−l+1
Figure 4. A diamond of equalities
Assume that there are no other equalities except the ones in the diamond on Figure
4. Then we will say that Λ is a diamond singular value and F−1(Λ) a diamond
SINGULAR FIBERS OF THE GELFAND–CETLIN SYSTEM 25
singularity of the Gelfand-Cetlin system. In this case, the groups Gj and H
′
j (1 ≤
j ≤ n) are as follows (with the above indices i, k, l such that i + l − 1 ≤ k and
k + l − 1 ≤ n):
• Gj ∼= Tj for j ≤ k− l+ 1 and for j ≥ k+ l− 1; Gj ∼= U(l− |k− j|)×Tk−l+|k−j|
for k− l+ 1 < j < k+ l− 1. (The number l− |k− j|, when it’s positive, is the
number of eigenvalues on line j in the Gelfand-Cetlin triangle which are equal
to the given value γ).
• H ′j is trivial for j ≤ k− l+ 1 and for j ≥ k+ l; H ′j ∼= U(l− 1/2− |k− j + 1/2|)
for k − l + 1 < j < k + l. For example, H ′k+l−1 ∼= H ′k−l+2 ∼= U(1) ∼= T1, and
H ′k ∼= H ′k+1 ∼= U(l − 1).
It follows from the above computations that in this case we have
(5.7) S(E•) ≈ U(l)× TN+n−l2 ≈ SU(l)× TN+n−l2+1
and the diamond singular fiber
(5.8) F−1(Λ) ≈ SU(l)× TN−l2+1
is of dimension N , equal to the dimension of a regular fiber.
The spherical singularity studied in detail in Subsection 5.4 is a special case of
diamond singularities, where we have n = 3, i = 1, k = 2, l = 2, N = 3, N − l2 + 1 = 0,
and the fiber is diffeomorphic to SU(2) ≈ S3.
The above computations can be generalized to the case of multiple diamonds, when
the set of equalities in the Gelfand-Cetlin triangle form exactly s ≥ 1 diamonds of sizes
l1, . . . , ls respectively which do not intersect each other. We may call it a multiple-
diamond singularity. A multiple-diamond fiber will be diffeomorphic to
(5.9) SU(l1)× . . .× SU(ls)× TN−
∑
(l2i+1)
which is still of the same dimension N as the regular fibers.
5.6. General degenerate singularities. For a general degenerate singularity, in-
stead of diamonds of equalities in the Gelfand-Cetlin triangle, we have parallelograms
of equalities which may overlap each other in a vertical fashion to create connected
chains of equalities. (The parallelograms do not overlap each other horizontally, in the
sense that if we take a connected chain of overlapping parallelograms of equalities, then
the intersection of that chain with each line of the Gelfand-Cetlin triangle is connected
if not empty). The topology of the singular fibers can be described by these chains of
parallelograms: each point in the Gelfand-Cetlin triangle which does not belong to any
chain and is not in the uppermost line corresponds to a factor T1, each chain corre-
sponds to some complicated factor, and F−1(Λ) is diffeomorphic to the direct product
of all these factors.
In the case when there is just one parallelogram of equal eigenvalues of size a × b
(whose vertices in the Gelfand-Cetlin triangle have indices, say, (p, q), (p, q + a − 1),
(p+b−1, q+b−1) and (p+b−1, q+a+b−2) for some p, q), andO(λ) is a generic coadjoint
orbit (i.e., the inequalities in the top line of the Gelfand-Cetlin triangle are strict), then
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by computations of the groups Gj and H
′
j similar to the previous subsection, we get
the formula
(5.10) dimF−1(Λ) = N −min(a, b).|a− b|
In particular, if a 6= b then dimF−1(Λ) < N , and if a = bthen we have a diamond
singularities and dimF−1(Λ) = N .
In general, we always have
(5.11) dimF−1(Λ) ≤ N
for any fiber dimF−1(Λ). Instead of proving this directly via combinatorial formulas
in the general case, one can deduce it from Corollary ?? proved in the next section,
which says that all the fibers of the Gelfand-Cetlin system are isotropic.
We observe that symmetrically overlapping diamonds also give rise to singular
fibers of the same dimension as regular fibers. For example, consider the case with
λ1,1 = λ1,2 = λ2,2 = λ1,3 = λ2,3 = λ3,3 = λ2,4 = λ3,4 = λ2,5 = λ2,5 = λ3,5 = λ4,5 = λ3,6 =
λ4,6 = λ4,7 and no other equalities. This is a case of of 2 overlapping diamonds of size
3× 3. In this case, we have dimG1 = 1, dimH ′1 = 0 (as always), dimG2 = 4, dimH ′2 =
1, dimG3 = 9, dimH
′
3 = 4, dimG4 = 4 + 2, dimH
′
4 = 4, dimG5 = 9 + 2, dimH
′
5 = 4,
dimG6 = 4+4, dimH
′
6 = 4, dimG7 = 1+6, dimH
′
7 = 1. (Most perfect squares in these
formulas are dimensions of corresponding unitary groups, and the other numbers are
dimensions of tori). It implies that
∑7
i=1(dimGi−dimH ′i) = 28 = 1+2+3+4+5+6+7,
which is exactly what one gets in the case of regular fibers, so the dimension of this
overlapping diamonds fiber is equal to the dimension of regular fibers.
In general, the dimension of dimF−1(Λ) by the following combinatorial formula. For
simplicity, we will show how to deduce this explicit formula only for the case of generic
coadjoint orbits; the more general case can be done in a similar way.
To each connected chain of equalities in the Gelfend-Cetlin triangle we associate a
sequence of positive numbers
(5.12) l1, l2, . . . , ls
where l1 = 1 is the number of eigenvalues in the intersection of the chain with the first
line (from bottom up) for which this intersection is non-empty (and hence automatically
contains exactly one eigenvalue), l2 is the number of eigenvalues in the intersection of
the chain with the next line, and so one, and ls = 1 is for the last line with non-
empty intersection with the chain. For example, for the above example of overlapping
diamonds, this sequence is 1, 2, 3, 2, 3, 2, 1. In general, for any two consecutive numbers,
li−1 and li in this chain, there are only 3 possibilities: li − li−1 = 1 (increase by 1),
li − li−1 = 0 (remains constant), and li − li−1 = −1 (decrease). Of course, for each
increase there must a decrease.
Notice now that if li − li−1 = 1 then
(5.13) dimG(i) − dimGxchain(i) − (dimH ′(i) − dimH ′xchain(i) ) = li − 1 = li−1
where G(i) is the group Gi+s, where the line number i + s has the relative index i in
the above sequence (i.e., the line number s + 1 is the first line which has non-trivial
intersection with our chain), and similarly for H ′(i), dimG
xchain
(i) is the dimension of Gi+s
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in the case when this chain of equalities disappears (but the other chains of equalities
in the Gelfand-Cetlin traingles remain the same), and similarly for H ′xchain(i) .
On the other hand, if li − li−1 = −1 or li − li−1 = 0 then
(5.14) dimG(i) − dimGxchain(i) − (dimH ′(i) − dimH ′xchain(i) ) = −li,
Now, if there is no equality of the type li− li−1, then since for each increase there is
exactly one decrease, all of the above numbers add up to 0, i.e. we have
(5.15)
s∑
i=1
(dimG(i) − dimGxchain(i) − (dimH ′(i) − dimH ′xchain(i) )) = 0,
For example, in the above example of two overlapping diamonds, the above sum is
1 + 2 + (−2) + s + (−2) + (−1) = 0. But in the more general case, when there are
equalities li = li−1, they will contribute negative terms to the sum, and we get:
(5.16)
s∑
i=1
(dimG(i) − dimGxchain(i) − (dimH ′(i) − dimH ′xchain(i) )) = −
∑
li=li−1
li,
The above discussions imply the following formula:
Proposition 5.3. i) For any value Λ of the momentum map of the Gelfand-Cetlin
system on any coadjoint orbit O(λ) we have
(5.17) dimF−1(Λ) = dimF−1(Λ0)−
∑
lα=lα−1
lα ≤ dimF−1(Λ0),
where dimF−1(Λ0) means a regular Lagrangian fiber of the system, and lα in the sum
runs through all the intersections of the connected chains of equalities of eigenvalues
with the horizontal lines in the Gelfand-Cetlin triangles which satisfy the equation li =
li−1 (with the above notations).
ii) The equality dimF−1(Λ) = dimF−1(Λ0) holds if and only if each connected chain
of equalities of eigenvalues in the Gelfand-Cetlin triangle is axially symmetric (so that
we have li 6= li−1 everywhere in every chain). In the case of a generic coadjoint orbit,
it means that each chain is a union of symmetrically overlapping diamonds.
Remark 5.4. Proposition 5.3 was also obtained by Cho–Kim–Oh [CKO18] by a different
method and using a different language.
6. Isotropic character of the fibers
The dimension formula (5.17) shows that the dimension of every fiber is less or equal
to the dimension of a regular fiber, i.e. half the dimension of the coadjoint orbit, so it
supports the conjecture that every fiber is isotropic. Indeed, we have:
Proposition 6.1. All the fibers of the Gelfand-Cetlin system on any coadjoint orbit of
U(n) are isotropic submanifolds.
Proof. We will show a proof of the above proposition by direct computations, which
are a bit technical but straightforward.
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Lat A ∈ dimF−1(Λ0) ⊂ O(λ) ⊂ H(n) be a generic point in a given singular level
set, and let [Y,A] and [Z,A] (Y, Z ∈ u(n)) be two arbitrary tangent vectors at A of
O(λ) (by the notations of Section 2) which are tangent to F−1(Λ0) at A. By Formula
(2.3) of the symplectic form, the isotropicness of dimF−1(Λ0) means that
(6.1) tr(A[Y, Z]) = 0.
This is the equality that we will prove here. Notice that we can write tr(A[Y, Z]) =
tr(AY Z − AZY ) = tr(AY Z − Y AZ) = tr([A, Y ]Z), where [A, Y ] is a tangent vector
to the fiber dimF−1(Λ0) at A.
Recall that transformation A 7→ CAC∗ ∈ dimF−1(Λ0) by a unitary matrix C can
be decomposed into a composition of transformations by matrices Ck ⊕ In−k (where
Ck ∈ U(k) and In−k is the identity matrix of size (n − k) × (n − k)) for k = 1, . . . , n
such that the conjugation of Ak by Ck leaves Ak−1 intact, where Ak is the upper left
submatrix of size k of A, i.e. the upper left submatrix of size (k−1)×(k−1) of CkAkC∗k
is equal to Ak−1. At the level of tangent vector, it means that we have a decomposition
(6.2) Y =
n∑
k=1
Yk ⊕ 0n−k
where 0n−k means the zero square matrix of size (n − k) × (n − k), Yk ∈ u(k) such
that the upper left submatrix of size (k − 1) × (k − 1) of [Ak, Yk] is zero. The same
decomposition holds for Z: Z =
∑n
k=1 Zk ⊕ 0n−k.
Now, it is easy to sea immediately that if k 6= h then tr([A, Yk⊕0n−k](Zh⊕0n−h)) = 0.
So in order to show that tr([A, Y ]Z) = 0, we just need to show that tr([Ak, Yk]Zk) = 0
for each k. It is sufficient to show it for k = n, because for k < n the proof will be
exactly the same. So now we can assume that Y = Yn and Z = Zn such that the upper
left submatrices of size (n− 1)× (n− 1) of [A, Y ] and [A,Z] are zero.
By conjugating simultaneously A, Y, Z by a unitary matrix of the type Cn−1 ⊕ I1
which does not change tr([A, Y ]Z) and the above condition on [A, Y ] and [A,Z], we
can reduce the problem to the case when An−1 = diag(γ1, . . . , γn−1) is diagonal. In this
case, we can write A as:
(6.3) A =

γ1 0 a1
. . .
...
0 γn−1 an−1
a1 . . . an−1 an

where ai = ain and ani = ain = ai. The condition that the upper left submatrix of size
(n− 1)× (n− 1) of [A, Y ] is equal to zero means that the entries yij of Y satisfy the
following equations for all i, j ≤ n− 1:
(6.4) (γi − γj)yij = yinaj − aiynj.
In particular, when i = j ≤ n− 1 we have:
(6.5) yinai = aiyni = −aiyin,
which means that yinai ∈
√−1R is pure imaginary. The same equalities hold for the
entries of Z = (zij), and in particular we have zinai ∈
√−1R for every i ≤ n− 1.
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By direct computations, we have
(6.6) tr([A, Y ]Z) = 2
√−1=(
n−1∑
i=1
(ai(yii − ynn)− γiyin +
∑
j<n,j 6=i
yijaj)zin),
so the point is to show that
(6.7)
(
n−1∑
i=1
(ai(yii − ynn)− γiyin +
∑
j<n,j 6=i
yijaj)zin
)
∈ R.
Recall that A is supposed to be a generic element in O(γ). If A is generic but ai = 0
then it means that ai = 0 for all the other A in O(γ) after a conjugation to the form
(6.3), which implies that the entry of index (i, n) in [A, Y ] is zero, i.e.
∑n−1
i=1 (ai(yii −
ynn)−γiyin +
∑
j<n,j 6=i yijaj) =, and so we can delete such terms (corresponding to the
values of i such that ai = 0) from (6.7). In other words, we just need to prove that
(6.8)
( ∑
i<n,ai 6=0
(ai(yii − ynn)− γiyin +
∑
j<n,j 6=i
yijaj)zin
)
∈ R.
Notice that when ai 6= 0 then it follows from zinai ∈
√−1R and yinai ∈
√−1R
that we have yinzin ∈ R, hence γiyinzin ∈ R because γi ∈ R. Moreover we have
ai(yii − ynn)zin ∈ R because aizin, yii, ynn ∈
√−1R. Hence (6.7) follows from the
following claim:
(6.9)
( ∑
i,j<n,ai 6=0,j 6=i
yijajzin
)
∈ R.
Consider the terms in the sum in (6.9). If γi 6= γj then by (6.4) we have yij =
yinaj − aiynj
γi − γj and
(6.10) yijajzin =
1
γi − γj (yinaj−aiynj)ajzin =
1
γi − γj (ajajyinzin+(aizin)(ajyjn)) ∈ R
because γi − γj ∈ R. yinzin ∈ R, aizin ∈
√−1R and ajyjn ∈
√−1R.
If γi = γj then by symmetry between the indices i and j, and the genericity of A,
if ai 6= 0 then we also have aj 6= 0. It follows from (6.4) that in this case we have
yinaj = aiynj = −aiyjn, and similarly zinaj = −aizjn. Regrouping the terms of indices
(i, j) and (j, i) in the sum (6.10) together, we get:
(6.11) yijajzin + yjiaizjn = yijajzin − yjiajzin = yijajzin + yijajzin ∈ R.
Thus, the sum is (6.9) is a real number, and we have finished the proof of Proposition
6.1. 
Remark 6.2. In [CKO18] Cho, Kim and Oh also gave a proof of Proposition 6.1. Their
proof is based on their description of each fiber of the Gelfand-Cetlin system as a tower
of consecutive fibrations, and is also computational.
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In relation to Proposition 6.1, let us mention the following Proposition 6.3 about
a sufficient condition for the isotropicness of the singular fibers of analytic integrable
systems. The Gelfand-Cetlin system is also analytic. (The original momentum map of
the Gelfand-Cetlin system is not globally smooth, but it can be made into a globally
analytic system by taking the symmetric functions of the eigenvalues instead of the
eigenvalues themselves). Unfortunately, not all fibers of its satisfy this sufficient con-
dition, and since we don’t have a more general proposition yet, we had to do a direct
computational proof for the Gelfand-Cetlin case.
Proposition 6.3. Let c ∈ Rn be a singular value of the momentum map G : (M2n, ω)→
Rn of a real analytic momentum map of an integrable Hamiltonian system, such that
the fiber G−1C (c) of a complexification GC : M
2n
C → Cn of G is an analytic variety of
dimension n on which the set of singular points of the complexified momentum map
GC is of positive codimension. (M
2n
C ⊃M2n is a local complexification of M2nC ). Then
we have:
i) If G−1(c) is a submanifold of M2n then it is isotropic.
ii) If G−1(c) is a singular analytic variety then the strata of its Whitney stratification
are isotropic.
Proof. Consider a complex singular level set G−1C (c) ⊃ G−1(c) where c is a singular
value of G. According to Whitney’s stratification theorem (see, e.g., [Sch66]) and the
above conditions, G−1C (c) admits a stratification, whose highest dimensional strata are
of dimension n and are regular with respect to the map GC, hence they are Lagrangian.
By Whitney’s regularity condition (b), it implies by induction that all the smaller-
dimensional strata are isotropic. In the case when G−1(c) is regular, the set of points
of G−1(c) which admits an open neighborhood in G−1(c) lying entirely in a stratum
is a dense subset of G−1(c), and at those points we have that G−1(c) is isotropic.
By continuity, G−1(c) is isotropic everywhere. The case of when G−1(c) is a singular
variety is similar, and in that case every stratum of G−1(c) is isotropic. 
Acknowledgements
Some results of this paper (sometimes with errors or imprecisions) were announced
earlier by the authors at various talks and conferences during many years. We would
like to thank the participants of these talks and conferences for their interest, and
especially Yael Karshon, Jeremy Lane and Tudor Ratiu for interesting discussions.
This paper was written by the authors mainly in 2017, and some of the results were
included in Damien Bouloc’s PhD thesis defended in June 2017. We thank the Centre
de Recerca Matematica-CRM for hospitality during the visit of Damien Bouloc to
CRM in June 2017.
Some parts of the paper were written or revised by N.T. Zung during his stay at
the Center for Geometry and Physics, IBS, Pohang (Korea) in early 2018, and he
would like to thank this Center and its director Yong-Geun Oh for the invitation
and excellent working conditions. He would like also to thank Yong-Geun Oh very
interesting discussions on the Gelfand-Cetlin system and related subjects, including
toric degenerations and mirror symmetry.
SINGULAR FIBERS OF THE GELFAND–CETLIN SYSTEM 31
References
[Ala09] I. Alamiddine. Ge´ome´trie de syste`mes Hamiltoniens inte´grables: le cas du syste`me de
Gelfand–Ceitlin. PhD thesis, Universite´ Toulouse III – Paul Sabatier, 2009.
[AM07] A. Alekseev and E. Meinrenken. Ginzburg-Weinstein via Gelfand-Zeitlin. J. Differential
Geom., 76(1):1–34, 2007.
[Aud12] M. Audin. Torus actions on symplectic manifolds, volume 93. Birkha¨user, 2012.
[BF04] A. V. Bolsinov and A. T. Fomenko. Integrable Hamiltonian systems. Chapman & Hall/CRC,
Boca Raton, FL, 2004. Geometry, topology, classification, Translated from the 1999 Russian
original.
[BGK18] Alexey Bolsinov, Lorenzo Guglielmi, and Elena Kudryavtseva. Symplectic invariants for
parabolic orbits and cusp singularities of integrable systems with two degrees of freedom.
arXiv:1802.09910, 2018.
[Bou15] Damien Bouloc. Singular fibers of the bending flows on the moduli space of 3d polygons.
Journal of Symplectic Geometry, to appear, 2015.
[CKO18] Yunhyung Cho, Yoosik Kim, and Yong-Geun Oh. Lagrangian fibers of gelfand-cetlin systems.
arXiv:1704.07213, 2018.
[Del88] Thomas Delzant. Hamiltoniens pe´riodiques et images convexes de l’application moment.
Bull. Soc. Math. France, 116(3):315–339, 1988.
[Eli90] LH Eliasson. Normal forms for Hamiltonian systems with Poisson commuting integrals el-
liptic case. Commentarii Mathematici Helvetici, 65(1):4–35, 1990.
[FH05] Philip Foth and Yi Hu. Toric degenerations of weight varieties and applications. Travaux
mate´matiques, Universite´ du Luxembourg, 16:87–105, 2005.
[FR96] Hermann Flaschka and Tudor Ratiu. A convexity theorem for Poisson actions of compact
Lie groups. Ann. Sci. E´cole Norm. Sup. (4), 29(6):787–809, 1996.
[GC50] I. Gelfand and M. Cetlin. Finite-dimensional representations of the group of unimodular
matrices. (Russian). Doklady Akad. Nauk SSSR (N.S.), 71:825–828, 1950.
[GS83a] V. Guillemin and S. Sternberg. The Gelfand–Cetlin system and quantization of the complex
flag manifolds. Journal of Functional Analysis, 52(1):106–128, 1983.
[GS83b] V. Guillemin and S. Sternberg. On collective complete integrability according to the method
of Thimm. Ergodic Theory Dynam. Systems, 3(2):219–230, 1983.
[HK15] Megumi Harada and Kiumars Kaveh. Integrable systems, toric degenerations and Okounkov
bodies. Inventiones mathematicae, 202(3):927–985, 2015.
[KM96] Michael Kapovich and John Millson. The symplectic geometry of polygons in Euclidean
space. J. Differential Geom, 44(3):479–513, 1996.
[Lan17] Jeremy Lane. Convexity and Thimm’s trick. Transformation Groups,
https://doi.org/10.1007/s00031-017-9436-7, 2017.
[Mac87] Kirill Mackenzie. Lie groupoids and Lie algebroids in differential geometry, volume 124.
Cambridge university press, 1987.
[Mir03] E. Miranda. On symplectic linearization of singular Lagrangian foliations. PhD thesis, Uni-
versitat de Barcelona, 2003.
[Mir14] Eva Miranda. Integrable systems and group actions. Cent. Eur. J. Math., 12(2):240–270,
2014.
[MZ04] Eva Miranda and Nguyen Tien Zung. Equivariant normal form for nondegenerate singular
orbits of integrable Hamiltonian systems. Ann. Sci. E´cole Norm. Sup. (4), 37(6):819–839,
2004.
[NNU10] Takeo Nishinou, Yuichi Nohara, and Kazushi Ueda. Toric degenerations of Gelfand-Cetlin
systems and potential functions. Adv. Math., 224(2):648–706, 2010.
[NU14] Yuichi Nohara and Kazushi Ueda. Toric degenerations of integrable systems on Grassman-
nians and polygon spaces. Nagoya Mathematical Journal, 214:125–168, 2014.
[Sch66] M.H Schwartz. Lectures on stratification of complex analytic sets. Tata Institute of Funda-
mental Research, 1966.
32 D. BOULOC, E. MIRANDA, AND N.T. ZUNG
[Thi81] A. Thimm. Integrable geodesic flows on homogeneous spaces. Ergodic Theory Dynamical
Systems, 1(4):495–517 (1982), 1981.
[Zun96] Nguyen Tien Zung. Symplectic topology of integrable hamiltonian systems, I: Arnold-
Liouville with singularities. Compositio Mathematica, 101(2):179–215, 1996.
[Zun00] Nguyen Tien Zung. A note on degenerate corank-one singularities of integrable Hamiltonian
systems. Commentarii Mathematici Helvetici, 75(2):271–283, 2000.
[Zun03] Nguyen Tien Zung. Actions toriques et groupes dautomorphismes de singularite´s des
syste`mes dynamiques inte´grables. C. R. Math. Acad. Sci. Paris, 336(12):1015–1020, 2003.
[Zun16] Nguyen Tien Zung. Geometry of integrable non-Hamiltonian systems. Geometry and Dy-
namics of Integrable Systems. Advanced Courses in Mathematics - CRM Barcelona, pages
85–140, 2016.
Institut de Mathe´matiques de Toulouse, UMR5219, Universite´ Paul Sabatier, 118
route de Narbonne, 31062 Toulouse, France
E-mail address: damien.bouloc@math.univ-toulouse.fr
Laboratory of Geometry and Dynamical Systems-EPSEB, Department of Mathematics-
UPC and BGSMath, Universitat Polite`cnica de Catalunya, Avinguda del Doctor
Maran˜on 44-50, 08028, Barcelona, Spain
E-mail address: eva.miranda@upc.edu
Institut de Mathe´matiques de Toulouse, UMR5219, Universite´ Paul Sabatier, 118
route de Narbonne, 31062 Toulouse, France
E-mail address: tienzung@math.univ-toulouse.fr
