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The helicon waves exhibit varying characters depending on plasma parameters, geometry, and
wave numbers. Here we elucidate an intrinsic multi-scale property embodied by the combination of
dispersive effect and nonlinearity. The extended magnetohydrodynamics model (exMHD) is capable
of describing wide range of parameter space. By using the underlying Hamiltonian structure of
exMHD, we construct an exact nonlinear solution which turns out to be a combination of two
distinct modes, the helicon and Trivelpiece-Gould (TG) waves. In the regime of relatively low
frequency or high density, however, the combination is made of the TG mode and an ion cyclotron
wave (slow wave). The energy partition between these modes is determined by the helicities carried
by the wave fields.
The helicons (synonymously-called whistlers) have va-
riety of applications such as plasma sources[1–4], space-
craft propulsion[5–8] as well as in laboratory plasma ex-
periments [9–12]. Helicons are low frequency (compared
with the electron cyclotron frequency) circularly polar-
ized electromagnetic waves propagating along an ambi-
ent magnetic field. The linear theory of helicon waves
has been studied in great detail for a particular frequency
range much lower than electron cyclotron frequency and
much higher than the ion cyclotron frequency, in which
the ions are considered immobile (see [13, 14], and refer-
ences therein). While early theory ignored electron mass,
Boswell[15] found that a finite electron inertia gives rise
to a second quasi-electrostatic wave called Trivelpiece-
Gould (TG) wave [16].
In this Letter, we present an analytical nonlinear heli-
con wave satisfying an extended MHD (exMHD) system
which takes into account the two-fluid effects due to the
electron inertia and Hall drift [17–19]:
∂ρ
∂t
= −∇ · (ρV ) , (1)
∂V
∂t
= − (∇× V )× V + ρ−1 (∇×B)×B∗
−∇
(
h+
V 2
2
+ d2e
(∇×B)2
2ρ2
)
, (2)
∂B∗
∂t
= ∇× (V ×B∗)−∇× (ρ−1 (∇×B)×B∗)
+d2e∇×
(
ρ−1 (∇×B)× (∇× V )) , (3)
where
B∗ = B + d2e∇× ρ−1 (∇×B) , (4)
is a generalized magnetic field; as to be shown in the ex-
pression (8) of the energy, we may regard B∗ as the mag-
netic field intensity (not only the energy but also other
important quantities, like helicities, pertain to this B∗).
We have used standard notation: ρ is the mass density, V
is the center-of-mass velocity, B is the magnetic field, h is
the total enthalpy, di(e) = c/
(
ωpi(pe)L
)
is the normalized
ion (electron) skin depth, ωpi(pe) =
√
n0e2/0mi(e) is the
ion (electron) plasma frequency, n0 is a constant density,
c is the speed of light and L is the system length scale.
Note that the above expressions have been normalized in
the standard Alfve´n units, with the magnetic field nor-
malized to an ambient magnetic field B0 and the velocity
normalized to the Alfve´n speed VA = B0/
√
µ0ρ0.
The exMHD system is endowed with a Hamiltonian
structure [17]. On the phase space of state variables
u = (ρ,V ,B∗), we can define a Poisson bracket, which
has three independent Casimir invariants (existence of
Casimir invariants make the Poisson bracket noncanoni-
cal):
C1 =
1
2
∫
Ω
(
A∗ − 2d
2
e
di
V
)
·B∗d3x, (5)
C2 =
1
2
∫
Ω
[
(A∗ + diV ) · (B∗ + di∇× V )
+d2eV · (∇× V )
]
d3x, (6)
C3 =
∫
Ω
ρ d3x. (7)
The energy is given by [17, 18, 20]
E =
∫
Ω
{
ρ
(
|V |2
2
+ U (ρ)
)
+
B ·B∗
2
}
d3x. (8)
Writing E in terms of u gives the Hamiltonian.
We can invoke the method of [21, 22] to construct non-
linear wave solutions by the Casimir invariants and the
Hamiltonian. We first construct energy-Casimir equilib-
rium by extremizing
Eµ (u) = E (u)−
3∑
n=1
µnCn (u) . (9)
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2The Euler-Lagrange equation ∂uEµ = 0 reads
∇×B = (µ1 + µ2)B∗ +
(
diµ2 − d
2
e
di
µ1
)
∇× V ,(10)
ρV =
(
diµ2 − d
2
e
di
µ1
)
B∗ +
(
d2i + d
2
e
)
µ2∇× V ,(11)
V 2
2
+ h (ρ) + d2e
(∇×B)2
2ρ2
− µ3 = 0, (12)
where µ1, µ2 and µ3 are Lagrange multipliers. Assuming
an incompressible flow (∇ · V = 0) with a constant mass
density ρ = 1, equations (10) and (11) combine to yield
a triple-curl Beltrami equation
∇×∇×∇×B − α1∇×∇×B + α2∇×B − α3B = 0,
(13)
where
α1 =
[ (
d2i + d
2
e
)
µ2 + d
2
e (µ1 + µ2)
]
/∆,
α2 =
[
1 +
(
d2i + d
2
e
)
(µ1 + µ2)µ2 −
(
diµ2 − d
2
e
di
µ1
)2]
/∆,
α3 =
[
µ1 + µ2
]
/∆,
∆ = d2e
[(
d2i + d
2
e
)
µ2 (µ1 + µ2)−
(
diµ2 − d
2
e
di
µ1
)2]
.
Equation (13) can be factored as
(curl − λ0) (curl − λ1) (curl − λ2)B = 0, (14)
where the eigenvalues λ0, λ1 and λ2 are given by
λ0 + λ1 + λ2 = α1,
λ0λ1 + λ1λ2 + λ2λ0 = α2,
λ0λ1λ2 = α3.
(15)
The general solution of (14) can be written as a linear
combination of three Beltrami eigenfunctions [23]:
B =
2∑
l=0
alGl, (16)
where Gl’s are the Beltrami eigenfunctions satisfying
(∇×Gl = λlGl), and al’s are arbitrary constants. By
substituting (16) into (10) and (11), the corresponding
flow is given by
V =
2∑
l=0
σ (1 + d2eλ2l )+ (d2i + d2e)µ2(
diµ2 − d2edi µ1
)λl
 alGl,(17)
where σ =
(
diµ2 − d
2
e
di
µ1
)
− (d
2
i+d
2
e)(µ1+µ2)µ2(
diµ2− d
2
e
di
µ1
) . We make
a special choice for one of the Beltrami eigenvalues to set
λ0 = 0. Then, the corresponding eigenfunction becomes
a harmonic field. Two consequences immediately follow
from (15):
µ1 = −µ2 = µ, (18)
λ1 + λ2 = α1,
λ1λ2 = α2.
(19)
Now, solving (19) yields
λ1,2 =
di
2d2eµ?
[
1∓
√
1− 4d
2
e
d2i
(µ2? − 1)
]
, (20)
where µ? =
(
d2i + d
2
e
)
µ/di. Under this condition the
general flow solution becomes
V = −µ?a0G0 − 1
µ?
(a1G1 + a2G2) . (21)
We can write down the Beltrami solutions explicitly,
for example, in the cylindrical coordinates:
B = a0G0 + b, V = −µ?a0G0 + v, (22)
v =
−1
µ?
b. (23)
where
b = a1G1 + a2G2
=
{
2∑
l=1
al
(
λl
im
r
Jm (γlr) + ik
∂
∂r
(Jm (γlr))
)
rˆ
−
2∑
l=1
al
(
mk
r
Jm (γlr) + λl
∂
∂r
(Jm (γlr))
)
θˆ
+
2∑
l=1
alγ
2
l Jm (γlr) zˆ
}
ei(mθ+kz), (24)
where γ2l = λ
2
l − k2 measures the transverse wave num-
bers, k is the axial wave number and Jm is the Bessel
function of first kind of order m.
We can derive wave solutions from the forgoing equi-
librium solutions. Evidently (22)-(24) are equilibrium
solutions satisfying
0 = ∇× [ (V − di∇×B)×B∗], (25)
0 = ∇× [V × (B∗ +∇× V )
+ (1− di) (∇×B)×B∗
]
, (26)
∇ · V = 0, (27)
∇ ·B = 0, ∇ ·B∗ = 0. (28)
Here we assume that the harmonic field G0 represents
the ambient magnetic field, and the other components
G1 and G2 are “wave fields” propagating on G0. Setting
(G0 = zˆ) and (a0 = 1), we write
B = zˆ + b, V = −µ?zˆ + v, (29)
3FIG. 1. (Color online) The relation between k (axial wave number) and λ (Beltrami eigenvalue measuring the reciprocal length
scale of wave field variation). In (a), (b), (c) and (d), di = 1 and de = 0.0233 are fixed, while ω is changed as a parameter.
In (e) and (f), ω = 1 is fixed, while the skin depths are changed. The shaded region above the dashed line of k = λ is the
evanescent domain. The dashed red curve shows the limit of immobile ions given by [14]. The regime of λ < 1/di may be
approximated ky ideal MHD, and the regime of 1/di < λ < 1/de by Hall MHD, while the electron inertia plays important role
in the regime of 1/de < λ.
Next, we transform the coordinates by Galilean-boost:
(r, θ, z) 7−→ (r, θ, ξ) := (r, θ, z + µ?t) ,
where t 7→ τ := t and z 7→ ξ := z + µ?t. The deriva-
tives transform as ∇r,θ,z 7→ ∇˜r,θ,ξ, and ∂∂t 7→ ∂∂τ + µ? ∂∂ξ .
For a 3-vector R such that ∇ ·R = 0, we may calculate
−µ? ∂R∂ξ = ∇ × (µ?êz ×R). Applying the above coor-
dinates transformations along with (29), the equilibrium
equations (25) and (26) transform into
∂B∗
∂τ
= ∇˜×
[ (
v − di∇˜ ×B
)
×B∗
]
, (30)
∂
(
B∗ + ∇˜ × v
)
∂τ
= ∇˜ ×
[
v ×
(
B∗ + ∇˜ × v
)
+ (1− di)
(
∇˜ ×B
)
×B∗
]
, (31)
which read as wave equations. Hence, our triple Beltrami
solution, which is now denoted as (29), can be regarded as
a wave solution propagating on the ambient field B0 = zˆ.
Let us extract wave characteristic quantities from the
Beltrami solutions; we put
B = zˆ + b e−iωt, V = v e−iωt, (32)
v =
(−k
ω
)
b, (33)
where b is given by (24). Equation (33) determines the
relation between the the magnetic and velocity fields in
the wave. Note that here µ? serves as the phase velocity.
We can rewrite the eigenvalues equation (20) in terms of
the frequency (ω = kµ?) as
λ1,2 =
dik
2d2eω
[
1∓
√
1− 4d
2
e
d2i
(
ω2
k2
− 1
)]
. (34)
The eigenvalues (34) are identical to the eigenvalues ob-
tained from the linear analysis (when the ions are consid-
ered immobile), except for the last term under the square-
root. This term recovers the ion inertia effect, yielding
an ion cyclotron wave mode (cf. Fig.1) which has been
ignored in previous studies. In Fig.1 k − λ diagrams are
presented in which the helicon and TG modes are repre-
sented by an ”orange line” and the ion cyclotron mode
by a ”blue line”. We have inserted two vertical dashed
lines in each plot to separate the ideal (λ < 1/di), Hall
(1/di < λ < 1/de) and the electron inertia (λ > 1/de) do-
mains. Notice that the ion cyclotron mode arises when
λ or k is negative. Figs. 1(a)-1(d) are the k − λ curves
for different values of the applied magnetic field. We can
observe that for ω > 1800 in normalized units all modes
become evanescent (no propagation). As the value of
ω decreases the helicon and TG modes appeared, when
it reaches a definite value (ω ≤ 1 in normalized units)
a third mode raise. We also observed a particular cou-
4FIG. 2. (Color online) The relation between Helicon-TG en-
ergy ratio EH/ETG and the helicities ratio C1/C2. Here, we
assume di = 1, de = 0.0233 and m = 0. In (a) ω = 20, and
(b) ω = 0.2.
pling between the different modes, which for the values
of k < ω the coupling occurs between Helicon and TG
waves, whilst the ion cyclotron wave is coupled with the
TG wave for the values of k > ω. To examine the effect
of the plasma density, we plot the k − λ relation for two
different values of the skin depth; see. Figs. 1(e) and
1(f)). The change of the plasma density (thus, the skin
depth) strongly influences the waves coupling.
As an interesting property of the nonlinear solution
(16), the coefficients a1 and a2 can be arbitrarily cho-
sen to combine two Beltrami eigenfunctions. Here we
study how they are determined by physical conditions.
One possible, conventional argument is to relate such
coefficients to boundary conditions on the electromag-
netic field. However, it is known that boundary condi-
tions falls short of determining the coefficients (in the
linear theory) [24–26]. We can approach the problem
from a different angle; based on our Hamiltonian for-
malism, we can invoke the Casimir invariants (helicities)
to quantify the coefficients. Inserting the solution (32)-
(33) into (5) and (6), we obtain the helicities represented
in terms of a2 and a2 (and other plasma parameters).
Numerically inverting this somewhat involved relation,
we obtain the ratio a1/a2, as well as the energy parti-
tion, as functions of the helicities. Figure 2 shows how
the helicon-TG energy ratio is changed by the helicities.
The Casimir invariants (5) and (6) can be related to the
two-fluid (electrons and ions) helicities, respectively, in
the one-fluid model limits. In two-fluid plasma consist-
ing of electrons and ions, the invariants can be written
as
∫
Ω
Pe,i.∇ × Pe,id3x, where Pe,i is the canonical mo-
mentum for each specie (Pe,i = me,iVe,i + qe,iA). At the
one-fluid limit, the exMHD invariants and the two-fluid
helicities reduce into the same quantities. Since the he-
licity is the measure of the wave polarization, or the twist
of the perturbed (generalized) magnetic field lines, this
figure can be used for the practical purpose of designing
the wave-launching system to optimize the wave energy
partition.
Using the generalized MHD model, we have elucidated
the multi-scale structure of electromagnetic waves. The
derived analytical solution, satisfying the set of nonlin-
ear equations, manifests the intrinsic coupling of the large
scale and the electron skin-depth small scale; the former
is realized as a helicon, and the latter as a TG mode.
When the density is sufficiently high or the frequency is
low, the TG mode chooses a different partner, which is
the ion-cyclotron slow wave. It is remarkable that the
coupling of such two-modes imitates a linear combina-
tion. Moreover, the dispersion relations obtained by the
linearized model do apply for fully nonlinear solutions
with arbitrary amplitudes. This ’superficial linearity’ is
a manifestation of the beautiful algebraic structure un-
derlying the generalized MHD system. Such simplicity is
due to the fact that the Hamiltonian and the Casimir in-
variants are quadratic functionals of the wave fields. For
compressible modes, however, the thermal and electro-
static energies add a different type of nonlinearity which
causes solitary-wave like structures [21, 27].
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