The estimation of variance-based importance measures (called Sobol' indices) of the input variables of a numerical model can require a large number of model evaluations. It turns to be unacceptable for high-dimensional model involving a large number of input variables (typically more than ten). Recently, Sobol and Kucherenko have proposed the Derivative-based Global Sensitivity Measures (DGSM), defined as the integral of the squared derivatives of the model output, showing that it can help to solve the problem of dimensionality in some cases. We provide a general inequality link between DGSM and total Sobol' indices for input variables belonging to the class of Boltzmann probability measures, thus extending the previous results of Sobol and Kucherenko for uniform and normal measures. The special case of log-concave measures is also described. This link provides a DGSM-based maximal bound for the total Sobol indices. Numerical tests show the performance of the bound and its usefulness in practice.
et al . [15] ). In fact, it is well known that, in many cases, only a small number of 1 input variables really act in the model (Saltelli et al . [19] ). This number is referred to a limited number of input variables (less than tens). 22 Recently, Sobol and Kucherenko [23, 24] have proposed the so-called Derivative- 23 based Global Sensitivity Measures (DGSM), which can be seen as a kind of general- 24 ization of the Morris screening method. DGSM seem computationally more tractable 25 than variance-based measures, specially for high-dimensional models. They also the-26 oretically proved an inequality linking DGSM to total Sobol' indices in the case of 27 uniform or Gaussian input variables.
28
In this paper, we investigate this close relationship between total Sobol' indices 1 and DGSM, by extending this inequality to a large class of Boltzmann probability 2 measures. We also obtain result for the class of log-concave measures. The paper is 3 organized as follows: Section 2 recalls some useful definitions of Sobol' indices and 4 DGSM. Section 3 establishes an inequality between these indices for a large class 5 of Boltzmann (resp. log-concave) probability measures. Section 4 provides some 6 numerical simulations on two test models, illustrating how DGSM can be used in 7 practice. We conclude in Section 5. Let Y = f (X) be a model output with d random input variables X = (X 1 , . . . , X d ).
11
If the input variables are independent (assumption A1) and E (f 2 (X)) < +∞ (as-
12
sumption A2), we have the following unique Hoeffding decomposition (Efron and
2)
16
By regrouping all the terms in equation (2.1) that contain the variable
we have the following decomposition:
where X ∼j denotes the vector containing all variables except X j and h(
. Notice that this decomposition is also unique under assumptions A1 and it contains all information relating f (X) to X j .
5
Definition 2.1. Assume that A1, A2 hold, let µ(X) = µ(X 1 , . . . , X d ) be the distribution of the input variables. For any non empty subset u ⊆ {1, 2, . . . , d}, set first
Further, the first order Sobol sensitivity indices (Sobol [20] ) of X u is
The total sensitivity Sobol index of X u (Homma and Saltelli [8] ) is
The following proposition gives another way to compute the total sensitivity 9 indices.
10
Proposition 2.1. Under assumptions A1 and A2, the total sensitivity indices of 11 variable X j (j = 1, 2, . . . , d) is obtained by the following formulas:
Proof 2.1. The first formula is an obvious consequence of equation (2.4), and it 1 is obtained by using the orthogonality of the summands in equation (2.1). Indeed, 
Let w(·) is be a bounded measurable function. A weighted version of the last indices 18 is:
Remark 2.1. Sobol and Kucherenko [24] showed that, for a specific weighting func-20 tion w(x j ) = 1 − 3x j + 3x 
(2.12) 
18
The class of Boltzmann probability measures includes the well known class of log-19 concave probability measures. In this case, v(·) is a convex function (assumption 20 A5). In other words, a twice differentiable probability density function ρ(x) is said 21 to be log-concave if, and only if,
Note that the probability measure of uniform density on a finite interval is not 1 continuous on R. So it cannot be considered in the class of log-concave probability 2 measure, nor in the class of Boltzmann probability measures.
3
The two following propositions give the formal link between Sobol' indices and 4 derivative-based sensitivity indices.
5
Theorem 3.1. Under assumptions A1, A2, A3 and A4, we have:
the cumulative probability function of X j and ρ j (·) the density of X j .
8
We recall the four assumptions:
12
• A4: the distribution of X j is a Boltzmann probability measure. (such that µ(X j ≤ m) = µ(X j > m)).
23
We recall the assumption A5: the distribution of X j is a log-concave probability 1 measure.
2
Proof 3.2. See proof 3.1.
3 Table 1 shows Cheeger constant for some log-concave probability distributions 4 that are used in practice for uncertainty and sensitivity analyses. We also give 5 their medians and the functions v(·). We obtain the same results for the normal 6 distribution N (µ, σ 2 ) similar to Sobol and Kucherenko [23] but we prove them in 
10
[1]). For general log-concave measures, no analytical expressions are available for the measure, we can estimate the Cheeger constant by numerically evaluating the ex-
. A classical estimator for the DGSM is the empirical one and is given below:
Experimental convergence properties of this estimator are given in Sobol and Kucherenko
6
[23].
7
From definition (2.4), we know that 
23
In the following Sections, we compare the estimates of the Sobol indices (S j and 24 S T j ) and the upper bound of S T j (see inequality (3.15)). let denote Υ j , the total 1 sensitivity upper bound:
where D is the variance of the model output f (X) and C = 4C 
15
The remaining first and second order coefficients were generated independently from 16 the normal distribution N (0, 1) and the remaining third and fourth coefficient were 17 set to 0.
18
We replace the uniform distributions associated with several input variables by 19 different log-concave measures of the Table 1 in order to show how the bounds can 20 be used in practical sensitivity analysis. Table 2 shows the probability distributions 21 associated to each input of the Morris function.
22
We have performed some simulations that allow computing the DGSM indices 23 Carlo samples have been fitted to achieve acceptable absolute errors (smaller than 9 1%). However, the objective here is not to compare the algorithmic performances 10 of DGSM and Sobol' indices in terms of computational cost, but just to look at the 11 inputs ranking.
Input Probability distribution Input Probability distribution
X1 U[0, 1] X11 U[0, 1] X2 N (0.5, 0.1) X12 N (0.5, 0.1) X3 E(4) X13 E(4) X4 G(0.2, 0.2) X14 G(0.2, 0.2) X5 W(2, 0.5) X15 W(2, 0.5) X6 U[0, 1] X16 U[0, 1] X7 U[0, 1] X17 U[0, 1] X8 U[0, 1] X18 U[0, 1] X9 U[0, 1] X19 U[0, 1] X10 U[0, 1] X20 U[0, 1]
12
The total Sobol' indices are used in this paper as a reference. It shows that Table 3 . has some influence but no interactions with other inputs. In this case, the 9 bound Υ j is relevant (close to S T j ), except for X7. The interpretation of the 10 bound gives a useful information about the total influence of the input. 3. First order Sobol' index is negligible while total Sobol' index significantly dif-fers from zero (inputs X1 to X6). In this case, the bound Υ j largely oversti-1 mates the total Sobol' index S T j for X3, X4 and X5. However, for X 4 , we 2 have Υ 4 < 1 and this coarse information is still usefull. For the three other 3 inputs, the bound is relevant.
4
For two inputs (X3 and X5), results can be judged as strongly unsatisfactory 5 as the bound is useless (larger than 1 which is the maximal value for a sensitivity 6 index). We suspect that these results come from: 7
• the model non linearity with respect to these inputs (see equation (4.19)),
8
• the input distributions (exponential and Weibull).
9
The second explanation seems to be the more convincing as these types of dis- we have no observed the same results for X 1 , X 2 and X 4 .
15
As a conclusion of this first test, we argue that the bound Υ j is well-suited for 16 a screening purpose. Moreover, coupling Υ j interpretation with first order Sobol' 17 indices S j (estimated at low cost using a smoothing technique or a metamodel, see
18
[19, 9]) can bring useful information about the presence or absence of interaction.
19
For inputs following uniform, normal and exponential distributions,the bound is 20 extremely efficient. In these particular cases, the bound is the best one and cannot 21 be improved. involves the characteristics of the river stretch: 20) with S the maximal annual overflow (in meters) and H the maximal annual height 6 of the river (in meters).
7
The model has 8 input variables, each one follows a specific probability distribu-8 tion (see Table 4 ). Among the input variables of the model, H d is a design parameter.
9
The randomness of the other variables is due to their spatio-temporal variability, our We also consider another model output: the associated cost (in million euros) of 13 the dyke presence,
with 1I A (x) the indicator function which is equal to 1 for x ∈ A and 0 otherwise. In constant depending on the probability distribution of X j .
5
By looking at the total sensitivity upper bound Υ j , the most influential variables gives the same subset of the most influential variables with some slight differences 8 for the prioritization of the most influential variables. In conclusion, we state that 9 Υ j can provide correct information on input variance-based sensitivities. is often the case in practice.
18
In this paper, we have produced an inequality linking the total Sobol' index and 19 a derivative-based sensitivity measure for a large class of probability distributions 1 (Boltzmann measures). The new sensitivity index Υ j , which is defined as a con-2 stant times the crude derivative-based sensitivity, is a maximal bound of the total 3 Sobol' index. It improves factors fixing setting by using derivative-based sensitivities 4 instead of variance-based sensitivities.
5
Two numerical tests have confirmed that the bound Υ j is well-suited for a screen- 
