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iResumo
Este trabalho e´ dedicado ao projeto de filtros de ordem reduzida para sistemas lineares contı´nuos
no tempo. A utilizac¸a˜o tanto da norma H2 quanto da norma H∞ do erro de estimac¸a˜o como crite´rio de
projeto e´ discutida e um novo me´todo, baseado em LMIs 1, e´ proposto para o projeto de filtros reduzidos.
Diferentemente de outros me´todos disponı´veis na literatura, a nova proposta consiste na aproximac¸a˜o
do problema original, de natureza na˜o-convexa, por um problema convexo atrave´s da escolha pre´via de
uma certa matriz associada a` restric¸a˜o de posto do filtro, dispensando com isso a aplicac¸a˜o de algoritmos
nume´ricos de programac¸a˜o na˜o-convexa. Para tanto, uma estrate´gia de escolha dessa matriz e´ proposta,
visando minimizar o grau de sub-otimalidade introduzido pela aproximac¸a˜o. A eficieˆncia do novo me´todo
e´ comprovada atrave´s de exemplos nume´ricos.
Abstract
This work addresses the reduced order filtering design problem for continuous-time linear systems.
Either H2 and H∞ norms of the estimation error, used as performance criteria, are discussed and a new
LMI-based method for reduced order filter design is proposed. Differently from other methods available
in the literature to date, the one presented here does not solve the associated nonconvex problem by an
optimization numerical method. It is based on the a priori determination of certain matrix related to the
filter rank constraint. A strategy for the choice of this matrix is proposed, in such a way that the problem
to be solved is approximated by a convex one whose solution presents a reduced degree of suboptimality.
The efficiency of the proposed method is tested by means of numerical examples.
1Do ingleˆs - Linear Matrix Inequalities
“Venham ra´pido! Estou bebendo estrelas!”
Dom Pe´rignon, monge franceˆs, ao provar o resultado da segunda
fermentac¸a˜o do vinho, o champagne.
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Capı´tulo 1
Introduc¸a˜o
O problema de filtragem de sistemas dinaˆmicos lineares consiste na determinac¸a˜o de um filtro
linear capaz de estimar os estados, ou uma combinac¸a˜o linear deles, de um dado sistema linear a
partir da observac¸a˜o de sua saı´da. A qualidade da estimativa produzida pode ser avaliada atrave´s
da norma do erro de estimac¸a˜o resultante e, normalmente, as normas H2 ou H∞ sa˜o utilizadas com
essa finalidade. Para ambos os crite´rios de desempenho adotados, o erro de norma mı´nima pode
ser obtido atrave´s de filtros com ordem igual a` do sistema original, que podem ser facilmente
determinados atrave´s de algoritmos de programac¸a˜o convexa com restric¸o˜es matriciais lineares
(Colaneri, Geromel e Locatelli 1997).
O projeto de filtros com ordem reduzida, por sua vez, e´ um problema em aberto, pois na˜o
existe na literatura um algoritmo com ordem de convergeˆncia polinomial que seja capaz de de-
terminar um filtro de ordem arbitra´ria para o qual o erro de estimac¸a˜o apresente norma mı´nima.
A restric¸a˜o da ordem do filtro torna o problema na˜o-convexo e, portanto, bem mais complexo. O
problema pode ser resolvido atrave´s de te´cnicas de programac¸a˜o na˜o-convexa, como me´todo do
gradiente, me´todo de projec¸o˜es alternadas ou branch and bound. A aplicac¸a˜o destes me´todos,
no entanto, e´ muitas vezes invia´vel devido ao grande esforc¸o computacional exigido. ´E normal-
mente preferı´vel a utilizac¸a˜o de me´todos mais simples, pore´m sub-o´timos.
Uma estrate´gia bastante usada para resolver esse problema de forma sub-o´tima e´ atrave´s da
adoc¸a˜o de me´todos indiretos de reduc¸a˜o de ordem. Pode-se, por exemplo, calcular o filtro o´timo
de ordem completa e reduzi-lo a um filtro de ordem menor atrave´s da aplicac¸a˜o de algum me´todo
de reduc¸a˜o de modelos, como o popular truncamento balanceado proposto por Moore (1981).
Outra opc¸a˜o, menos usual, e´ aproximar o modelo do sistema a ser filtrado por um modelo de
ordem menor e, a partir daı´, calcular o filtro reduzido. A Figura 1.1 ilustra essas estrate´gias de
reduc¸a˜o. Esses me´todos, no entanto, podem ser considerados como de malha aberta, uma vez
1
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Figura 1.1: Reduc¸a˜o direta × reduc¸a˜o indireta
que a reduc¸a˜o e´ feita sem qualquer considerac¸a˜o em relac¸a˜o ao resultado da conexa˜o do filtro
reduzido resultante com o sistema original.
Este trabalho se dedica ao estudo do problema de filtragem reduzida em normas H2 e H∞ ,
tendo como objetivo a definic¸a˜o de um novo me´todo em malha fechada, baseado em LMIs, para
a obtenc¸a˜o de forma direta de filtros com ordem menor que a do sistema original.
1.1 Apresentac¸a˜o da Dissertac¸a˜o
Esta dissertac¸a˜o esta´ dividida em seis capı´tulos e um apeˆndice. Este primeiro capı´tulo serve
de introduc¸a˜o ao conteu´do do trabalho, seus objetivos e sua organizac¸a˜o. Os demais capı´tulos
esta˜o estruturados da seguinte forma:
Capitulo 2: Neste capı´tulo, e´ feita uma breve revisa˜o sobre os principais fundamen-
tos e resultados em ana´lise de sistemas lineares que foram utilizados no
decorrer do trabalho como estabilidade, crite´rios de desempenho de sis-
temas dinaˆmicos, ca´lculo das normas H2 e H∞ , e o me´todo de reduc¸a˜o
de modelos por truncamento balanceado.
Capitulo 3: Neste capı´tulo, o problema geral de filtragem e´ introduzido e sa˜o apre-
sentadas as formulac¸o˜es para a obtenc¸a˜o do filtro o´timo H2 de ordem
completa. Em seguida, o problema de filtragem reduzida em norma
H2 e´ formulado atrave´s de LMIs e um novo me´todo para a obtenc¸a˜o de
filtros reduzidos em norma H2 e´ apresentado.
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Capitulo 4: Neste capı´tulo, sa˜o apresentadas as formulac¸o˜es para a obtenc¸a˜o do fil-
tro o´timo H∞ de ordem completa. Em seguida, o problema de filtragem
reduzida em norma H∞ e´ formulado atrave´s de LMIs e um novo me´todo
para a obtenc¸a˜o de filtros reduzidos em norma H∞ e´ apresentado.
Capitulo 5: Neste capı´tulo, os novos me´todos propostos sa˜o avaliados atrave´s de
exemplos nume´ricos e comparados a outros me´todos disponı´veis na lit-
eratura atual.
Capitulo 6: Por fim, neste capı´tulo, e´ feita uma breve discussa˜o das principais
contribuic¸o˜es e possı´veis extenso˜es do trabalho apresentado.
Apeˆndice A: Neste apeˆndice, sa˜o apresentados alguns lemas e fundamentos
matema´ticos utilizados no decorrer do trabalho, cujas provas na˜o sa˜o
imprescindı´veis para a compreensa˜o e interpretac¸a˜o dos resultados apre-
sentados.
1.2. Notac¸a˜o e Simbologia 4
1.2 Notac¸a˜o e Simbologia
Ao longo do texto, procuramos manter uma notac¸a˜o homogeˆnea e coerente com a literatura
da a´rea:
R Conjunto dos nu´meros reais;
(′) Transposic¸a˜o;
(•) Respectivo bloco sime´trico;
Hp Espac¸o vetorial de func¸o˜es complexas, racionais e analı´ticas no semi-
plano direito em sistemas contı´nuos;
s Varia´vel complexa da transformada de Laplace;
h(t) Respostas ao impulso de sistemas a tempo contı´nuo;
‖z(t)‖ Norma L2 de uma func¸a˜o contı´nua z(t). ‖z(t)‖2 =
∫
∞
0 tr(z(t)
′z(t))dt;
zˆ(s) Transformada de Laplace da func¸a˜o contı´nua z(t);
zˆ( jω) zˆ(s) calculado em s = jω;
zˆ∗( jω) Transposto conjugado de zˆ( jω);
H(s) =
[
A B
C D
]
Representac¸a˜o compacta de uma func¸a˜o de transfereˆncia atrave´s de uma
realizac¸a˜o no espac¸o de estados, sendo H(s) = C(sI−A)−1B+D;
Hzw(s) Func¸a˜o de transfereˆncia entre a entrada wˆ(s) e a saı´da zˆ(s). Generica-
mente pode ser representada por H(s);
H( jω) H(s) calculado em s = jω;
H∗( jω) Transposto conjugado de H( jω);
> (<) Quando aplicados a`s matrizes significa positividade (negatividade) de
seus autovalores;
tr(.) Soma dos elementos da diagonal principal da matriz (.);
diag(A,B) Construc¸a˜o de matriz bloco diagonal, cuja diagonal principal e´ com-
posta pelas matrizes A e B;
λmax(.) Autovalor ma´ximo da matriz (.);
σ¯(A) Valor singular ma´ximo da matriz A, σ¯(A) =
√
λmax(AA′);
¥ Fim de prova;
∗ Operador de convoluc¸a˜o.
Capı´tulo 2
Fundamentos em Controle Moderno
Este capı´tulo apresenta alguns conceitos ba´sicos da teoria de controle moderno que servi-
ram de base para o desenvolvimento deste trabalho. Discutiremos as condic¸o˜es necessa´rias e
suficientes para a estabilidade de um sistema dinaˆmico, espac¸os e normas H2 e H∞ , o ca´lculo
via LMI das normas H2 e H∞ de um sistema e a reduc¸a˜o de modelos atrave´s de truncamento
balanceado.
2.1 Definic¸o˜es Preliminares
Considere o sistema dinaˆmico a tempo contı´nuo, linear e invariante no tempo descrito no
espac¸o de estados
x˙(t) = Ax(t)+Bw(t)
z(t) = Cx(t)+Dw(t), (2.1)
onde x ∈Rn representa o vetor de estado, w ∈Rp representa a entrada exo´gena e z ∈Rq e´ a saı´da
de interesse. A matriz de transfereˆncia desse sistema sera´ dada por
H(s) = C(sI−A)−1B+D =
[
A B
C D
]
, (2.2)
onde s e´ a varia´vel complexa da transformada de Laplace.
A func¸a˜o de transfereˆncia (2.2) tambe´m pode ser mapeada em func¸a˜o da inversa da varia´vel
complexa de Laplace s−1, como mostra o seguinte lema.
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Lema 2.1 Considere a func¸a˜o de transfereˆncia assintoticamente esta´vel H(s), definida como
em (2.2). A func¸a˜o H(s−1) pode ser descrita pela realizac¸a˜o no espac¸o de estados
H(s−1) =

 A−1 A−1B
−CA−1 D−CA−1B


Prova: A prova desse lema vem da substituic¸a˜o da identidade
(s−1I−A)−1 =−A−1 (sI−A−1)−1 A−1−A−1 ,
resultante do Lema A.4, na expressa˜o H(s−1) = C(s−1I−A)−1B+D. ¥
2.2 Estabilidade
O sistema (2.1) e´ dito assintoticamente esta´vel ou internamente esta´vel se e somente se a
soluc¸a˜o de
x˙(t) = Ax(t), x(0) = x0, t ≥ 0 (2.3)
tender a zero quando t → ∞, para x0 arbitra´rio. Analisando a soluc¸a˜o de (2.3), dada por x(t) =
eAtx0, podemos concluir que um sistema e´ assintoticamente esta´vel se e somente se todos os
auto-valores de A possuı´rem parte real negativa. A estabilidade assinto´tica (ou interna) pode ser
testada atrave´s da definic¸a˜o de uma func¸a˜o de Lyapunov, como mostra o lema seguinte (Kailath
1980).
Lema 2.2 O sistema (2.1) e´ assintoticamente esta´vel se, e somente se, existir uma func¸a˜o
quadra´tica
v(x) := x′Px > 0 ∀x 6= 0 ∈ Rn ,
com P = P′, que seja sempre decrescente, ou seja,
v˙(x) = x′(A′P+PA)x < 0 ∀x 6= 0 ∈ Rn.
A func¸a˜o v(x) descrita pelo Lema 2.2 e´ denominada func¸a˜o de Lyapunov. Como consequ¨eˆncia
direta do lema anterior, define-se a condic¸a˜o de estabilidade de Lyapunov, descrita pelo seguinte
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corola´rio (Kailath 1980, Kwakernaak e Sivan 1972).
Corola´rio 2.1 A matriz A e´ assintoticamente esta´vel se, e somente se, para qualquer Q = Q′ > 0
existir uma P = P′ > 0 que seja soluc¸a˜o u´nica da equac¸a˜o A′P + PA + Q = 0, conhecida como
Equac¸a˜o de Lyapunov.
2.3 Normas de Sistemas
No projeto de sistemas dinaˆmicos, a determinac¸a˜o de um crite´rio de comparac¸a˜o entre dois
diferentes sistemas e´ imprescindı´vel. Atrave´s da definic¸a˜o de normas, torna-se possı´vel realizar
essa avaliac¸a˜o de forma quantitativa. A escolha de qual norma utilizar em um determinado
projeto deve ser feita conforme a aplicac¸a˜o desejada. Nesta sec¸a˜o, dois crite´rios cla´ssicos de
desempenhos sera˜o discutidos, as normas H2 e H∞ . Maiores detalhes sobre normas de sistemas
podem ser encontrados em Colaneri et al. (1997) e Zhou e Doyle (1998).
2.3.1 Norma H2
O sistema descrito pela func¸a˜o de transfereˆncia (2.2) pertence ao espac¸o H2 se e somente se
∫
∞
−∞
tr(H∗( jω)H( jω))dω < ∞.
Nesse caso, a norma H2 do sistema e´ definida como
‖H(s)‖22 :=
1
2pi
∫
∞
−∞
tr(H∗( jω)H( jω))dω. (2.4)
Utilizando o Teorema de Parseval (Lema A.1), e´ possı´vel expressar a definic¸a˜o da norma H2 no
espac¸o temporal
‖H(s)‖22 =
∫
∞
0
tr
(
h′(t)h(t)
)
dt , (2.5)
onde
h(t) = L−1[H(s)] =
{
CeAtB, t ≥ 0
0, t < 0 .
Pode-se notar, atrave´s da substituic¸a˜o de (2.2) em (2.4), que a norma H2 de um sistema descrito
pela func¸a˜o de transfereˆncia (2.2) e´ finita se e somente se a matriz A for assintoticamente esta´vel
e a matriz D for nula.
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O quadrado da norma H2 , como pode-se observar em (2.5), coincide com a energia total da
resposta do sistema a entradas impulsivas e unita´rias aplicadas em cada um dos canais de entrada.
2.3.2 Norma H∞
O sistema descrito pela func¸a˜o de transfereˆncia (2.2) pertence ao espac¸o H∞ se e somente se
sup
Re(s)≥0
σ¯[ H(s) ] < ∞,
onde σ¯[.] e´ o operador valor singular ma´ximo. De acordo com essa definic¸a˜o, o espac¸o H∞ e´
constituı´do apenas por func¸o˜es pro´prias e assintoticamente esta´veis.
A norma H∞ correspondente e´ definida como
‖H(s)‖∞ := sup
ω
σ¯[ H( jω) ]. (2.6)
A norma H∞ pode ser interpretada fisicamente como a raza˜o ma´xima entre a energia do sinal
de saı´da e a energia do sinal de entrada, ou seja, o ganho ma´ximo do sistema. Tal interpretac¸a˜o
sera´ justificada no decorrer desse trabalho (Lema 2.7).
2.4 Ca´lculo de Normas Via LMI
Definidas as normas que utilizaremos, apresentamos nesta sessa˜o me´todos para o ca´lculo das
normas H2 e H∞ atrave´s de problemas de otimizac¸a˜o envolvendo restric¸o˜es matriciais lineares.
A formulac¸a˜o de problemas via LMIs desperta cada vez mais interesse no estudo de sistemas
de controle, pois possibilita a utilizac¸a˜o de algoritmos convexos com tempo de convergeˆncia
polinomial na obtenc¸a˜o da soluc¸a˜o (Apkarian, Tuan, e Bernussou 2001).
2.4.1 Ca´lculo da Norma H2
Para o ca´lculo da norma H2 via LMIs, definimos primeiramente as matrizes conhecidas na
literatura como Gramianos de observabilidade e de controlabilidade a partir do resultado do
seguinte lema.
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Lema 2.3 Dadas as matrizes A, assintoticamente esta´vel, e Q = Q′ > 0, a matriz P = P′ > 0
que resolve a equac¸a˜o de Lyapunov A′P+PA+Q = 0 pode ser calculada como
P =
∫
∞
0
eA
′tQ eAtdt.
Prova: Como os auto-valores de A teˆm parte real negativa, eAt → 0 quando t → ∞. Portanto,
A′P+PA =
∫
∞
0
A′eA
′tQ eAtdt +
∫
∞
0
eA
′tQ eAtA dt
=
∫
∞
0
d
dt
(
eA
′tQ eAt
)
dt =
[
eA
′tQ eAt
]
∞
0
=−Q
¥
A partir do Lema 2.3, define-se como Gramiano de observabilidade a matriz
Po :=
∫
∞
0
eA
′tC′CeAtdt ⇐⇒ A′Po +PoA+C′C = 0 (2.7)
e como Gramiano de Controlabilidade a matriz
Pc :=
∫
∞
0
eAtBB′eA
′tdt ⇐⇒ APc +A′Pc +BB′ = 0. (2.8)
Definidos os Gramianos, podemos calcular a norma H2 conforme o lema seguinte.
Lema 2.4 Considere a matriz de transfereˆncia real (2.2), com A esta´vel e D = 0. ´E correto
afirmar que
‖H(s)‖22 = tr(B′PoB) = tr(CPcC′),
onde Po e Pc sa˜o os Gramianos de observabilidade e controlabilidade, respectivamente.
Prova: Como H(s) e´ esta´vel e estritamente pro´pria (D = 0), temos que
h(t) = L−1[H(s)] =
{
CeAtB, t ≥ 0
0, t < 0
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Substituindo h(t) na definic¸a˜o temporal da norma H2 e utilizando a equac¸a˜o (2.7), temos que
‖h(t)‖22 =
∫
∞
−∞
tr
(
h′(t)h(t)
)
dt
=
∫
∞
0
tr
(
B′eA
′tC′CeAtB
)
dt
= tr
(
B′
∫
∞
0
eA
′tC′CeAtdt B
)
= tr
(
B′PoB
)
.
Alternativamente, utilizando a propriedade comutativa da func¸a˜o trac¸o e a equac¸a˜o (2.8), temos
‖h(t)‖22 =
∫
∞
−∞
tr
(
h(t)h′(t)
)
dt = tr
(
CPcC′
)
. (2.9)
¥
Portanto, a norma H2 pode ser calculada a partir de um dos Gramianos. Para converter este
problema, cujo esforc¸o consiste na resoluc¸a˜o da equac¸a˜o alge´brica matricial que determina o
Gramiano, em um problema de otimizac¸a˜o restrito por LMIs, utilizamos a seguinte propriedade.
Lema 2.5 Se as duas equac¸o˜es de Lyapunov
A′P1 +P1A+Q1 = 0 (2.10)
A′P2 +P2A+Q2 = 0 (2.11)
sa˜o satisfeitas, enta˜o P1 > P2 ⇔ Q1 > Q2.
Prova: Podemos verificar esse resultado subtraindo da equac¸a˜o (2.10) a equac¸a˜o (2.11)
A′∆P +∆PA+∆Q = 0,
na qual ∆P = P1−P2 e ∆Q = Q1−Q2. Supondo Q1 > Q2, temos que ∆Q > 0. Como A e´ esta´vel,
∆P > 0 pelo Teorema de Lyapunov e portanto P1 > P2. Isso conclui a prova. ¥
Utilizando essa propriedade das equac¸o˜es de Lyapunov, torna-se possı´vel calcular a norma
H2 atrave´s de problemas de otimizac¸a˜o convexa restritos por LMIs. Se observarmos o lado
direito da equac¸a˜o (2.7), por exemplo, podemos concluir a partir do Lema 2.5 que qualquer
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matriz P = P′ > 0 que satisfac¸a a inequac¸a˜o
A′P+PA+C′C < 0
obedecera´ a` relac¸a˜o
P > Po > 0 .
Portanto, a norma H2 pode ser calculada mediante a` resoluc¸a˜o do problema de programac¸a˜o
convexa
‖H(s)‖22 = tr
(
B′PoB
)
= inf
P>0
{tr(B′PB) : A′P+PA+C′C < 0}.
Note que a desigualdade utilizada como restric¸a˜o faz com que a matriz P nunca seja igual ao
gramiano de observabilidade Po. No entanto, a distaˆncia entre essas duas matrizes pode ser
arbitrariamente pequena, a depender do algoritmo utilizado no ca´lculo. Isso nos garante que a
norma obtida por esse me´todo seja ta˜o pro´xima quanto se queira da norma H2 do sistema.
Analogamente, utilizando a equac¸a˜o do gramiano de controlabilidade, podemos calcular a
norma H2 de um sistema atrave´s do problema
‖H(s)‖22 = tr
(
CPcC′
)
= inf
P>0
{tr(CPC′) : (PA′+AP+BB′ < 0)}.
Uma das grandes vantagens de se lidar com as restric¸o˜es de desigualdade estrita e´ a possibil-
idade da aplicac¸a˜o do Lema A.2, conhecido como Complemento de Schur, para a obtenc¸a˜o de
uma formulac¸a˜o alternativa do problema, como no lema seguinte.
Lema 2.6 Com relac¸a˜o ao sistema linear (2.1), as seguintes afirmac¸o˜es sa˜o equivalentes
i) ‖H(s)‖22 < µ
ii) Existem matrizes P = P′ e W = W ′ tais que
tr(W ) < µ (2.12)
W B′P
PB P

> 0 (2.13)

A′P+PA C′
C −I

< 0 (2.14)
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iii) Existem matrizes P = P′ e W = W ′ tais que
tr(W ) < µ (2.15)
 W CP
PC′ P

> 0 (2.16)

AP+PA′ B
B′ I

< 0 (2.17)
O valor da norma H2 de H(s) pode ser calculado resolvendo-se um dos problemas de otimizac¸a˜o
convexa
‖H(s)‖22 = minµ,W,P{µ : (2.12−2.14)} (2.18)
ou
‖H(s)‖22 = minµ,W,P{µ : (2.15−2.17)} (2.19)
Prova: A equivaleˆncia entre i) e ii) e´ provada da seguinte forma. Aplicando o complemento de
Schur (Lema A.2) a` desigualdade (2.13), temos que W > B′PB⇔ tr(W ) > tr(B′PB). Aplicando
o complemento de Schur a` equac¸a˜o (2.14), temos que A′P+PA+C′C < 0 implicando, segundo
o Lema 2.5, em P > Po > 0, para qualquer P factı´vel. Utilizando a equac¸a˜o (2.12) e o Lema 2.4,
temos que
‖H(s)‖22 = tr
(
B′PoB
)
< tr
(
B′PB
)
< tr(W ) < µ .
Portanto, ao minimizar µ, o valor de tr(B′PB) se aproxima tanto quanto se queira de tr(B′PoB),
ja´ que P = Po +εI, com ε positivo e infinitesimal, e´ factı´vel. Dessa forma, ao final da otimizac¸a˜o,
a func¸a˜o objetivo de (2.18) assume o valor da norma H2 do sistema com precisa˜o determinada
pelo algoritmo de otimizac¸a˜o utilizado. Analogamente, por dualidade, mostra-se que i) e iii) sa˜o
equivalentes, concluindo a prova. ¥
2.4.2 Ca´lculo da Norma H∞
Para realizar o ca´lculo da norma H∞ atrave´s de LMIs, faremos uso do seguinte lema.
Lema 2.7 Com relac¸a˜o ao sistema linear (2.1), as seguintes afirmac¸o˜es sa˜o equivalentes
i) ‖H(s)‖2
∞
< γ
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ii) ‖z(t)‖22 < γ‖w(t)‖22
e a norma H∞ de H(s) pode ser calculada como
‖H(s)‖2
∞
= sup
‖w(t)‖2 6=0
‖z(t)‖22
‖w(t)‖22
. (2.20)
Prova: Pelo item ii, temos que
∫
∞
0
z′(t)z(t)dt− γ
∫
∞
0
w′(t)w(t)dt < 0.
Utilizando o fato de que z(t) = h(t)∗w(t) e aplicando o Lema A.1 (Parseval), temos que
∫
∞
−∞
wˆ∗( jω){H∗( jω)H( jω)− γI} wˆ( jω)dω < 0, (2.21)
o que equivale a dizer que
H∗( jω)H( jω)− γI < 0 ∀ω , (2.22)
uma vez que W ( jω) e´ arbitra´rio.
A equivaleˆncia entre (2.21) e (2.22) e´ provada da seguinte forma. Se a inequac¸a˜o (2.22)
for satisfeita, o integrando da inequac¸a˜o (2.21) sera´ sempre negativo e portanto (2.21) tambe´m
sera´ satisfeita. Por outro lado, se a condic¸a˜o (2.22) na˜o for satisfeita para uma determinada
frequ¨eˆncia ω = ω¯, o integrando da inequac¸a˜o (2.21) sera´ positivo nessa frequ¨eˆncia. Nesse caso,
e´ sempre possı´vel escolher uma entrada wˆ( jω) que fac¸a com que o valor desse integrando seja
suficientemente grande na frequ¨eˆncia ω¯, fazendo com que o resultado da integrac¸a˜o seja maior
do que zero e que a inequac¸a˜o (2.21) deixe de ser satisfeita.
Portanto, a afirmac¸a˜o ii) e´ equivalente a dizer que todos os autovalores de H∗( jω)H( jω) sa˜o
menores que γ para qualquer valor de ω. Isso significa, de acordo com a definic¸a˜o (2.6), que
‖H(s)‖2
∞
< γ e, consequ¨entemente, que i) e ii) sa˜o equivalentes. Minimizando γ, fazemos com
que as desigualdades i) e ii) se aproximem tanto quanto se queira de duas igualdades, justificando
(2.20). ¥
De posse do Lema 2.6 disso, podemos calcular a norma H∞ de um sistema via LMIs atrave´s
do lema seguinte.
Lema 2.8 Com relac¸a˜o ao sistema linear (2.1), as seguintes afirmac¸o˜es sa˜o equivalentes
i) ‖H(s)‖2
∞
< γ
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ii) Existe uma matriz P = P′ > 0 tal que


A′P+PA PB C′
B′P −γI D′
C D −I

< 0 (2.23)
P > 0 (2.24)
iii) Existe uma matriz P = P′ > 0 tal que


AP+PA′ B PC′
B′ −I D′
CP D −γI

< 0 (2.25)
P > 0 (2.26)
O valor da norma H∞ de H(s) pode ser calculado atrave´s de um dos seguintes problemas de
otimizac¸a˜o convexa
‖H(s)‖2
∞
= min
γ,P
{γ : (2.23−2.24)} (2.27)
ou
‖H(s)‖2
∞
= min
γ,P
{γ : (2.25−2.26)} (2.28)
Prova: Esta prova pode ser encontrada em (de Oliveira 1999). A equac¸a˜o (2.23) pode ser
reescrita, utilizando o complemento de Schur (Lema A.2), como
[
A′P+PA+C′C PB+C′D′
B′P+D′C D′D− γI
]
< 0. (2.29)
Pre´-multiplicando e po´s-multiplicando a inequac¸a˜o (2.29) por [x′ w′] e [x′ w′]′ respectivamente,
temos que
x′(A′P+PA+C′C)x+ x′(PB+C′D)w+w′(B′P+D′C)x+w′(D′D− γI)w < 0 (2.30)
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Definindo a func¸a˜o de Lyapunov quadra´tica
v(x) := x′Px
com P > 0, temos que
v˙(x) = x˙′Px+ x′Px˙
= (Ax+Bw)′Px+ x′P(Ax+Bw)
= x′(A′P+PA)x+w′B′Px+ x′PBw
< −(Cx+Dw)′(Cx+Dw)+ γw′w
A u´ltima passagem vem da equac¸a˜o (2.30). Como z = Cx+Dw, podemos dizer que
v˙(x(t)) <−z′(t)z(t)+ γw′(t)w(t).
Como o sistema e´ esta´vel, x(t → ∞) = 0. Para condic¸o˜es iniciais nulas, x(0) = 0, integrando a
equac¸a˜o acima de zero a infinito, temos que
v[x(∞)]− v[x(0)]︸ ︷︷ ︸
0
<−
∫
∞
0
z′(t)z(t)dt + γ
∫
∞
0
w′(t)w(t)dt.
Portanto,
‖z(t)‖22 < γ‖w(t)‖22 .
Pelo Lema 2.7, temos enta˜o que γ > ‖H(s)‖2
∞
, provando a equivaleˆncia entre i) e ii). Com isso, ao
minimizar γ, podemos fazer com que este se aproxime tanto quanto se queira de ‖H(s)‖2
∞
, justi-
ficando (2.27). Analogamente, por dualidade, prova-se a equivaleˆncia entre iii) e os demais ı´tens
e, consequ¨entemente, a equivaleˆncia entre os problemas (2.27) e (2.28), concluindo a prova. ¥
2.5 Reduc¸a˜o de Modelos via Truncamento Balanceado
A ordem de uma determinada func¸a˜o de transfereˆncia pode ser encarada como uma medida
do grau de complexidade do sistema por ela modelado. Em geral, quanto maior a ordem, mais
rico e elaborado e´ o modelo. Por outro lado, modelos de ordem maior sa˜o matematicamente
mais complicados, exigindo maior esforc¸o computacional em seu tratamento. Em alguns casos,
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a elevada ordem do modelo pode inviabilizar o tratamento do problema, principalmente quando
respostas em tempo real sa˜o desejadas. Por conta disso, existe muitas vezes a necessidade de se
aproximar um determinado modelo por outro mais simples, ou seja, de menor ordem. Esta sec¸a˜o
apresenta o cla´ssico me´todo de reduc¸a˜o de modelos proposto por Moore (1981), o truncamento
balanceado.
2.5.1 Realizac¸a˜o Balanceada
O sistema esta´vel de ordem n descrito por (2.1) e´ dito estar em coordenadas balanceadas
quando seus gramianos de observabilidade e controlabilidade sa˜o ambos diagonais e iguais.
Ale´m disso, um sistema esta´vel qualquer sempre pode ser reescrito em coordenadas balanceadas
atrave´s de uma transformac¸a˜o de similaridade, como mostra o Lema 2.9.
Lema 2.9 Considere o sistema (2.3), assintoticamente esta´vel e de ordem n, cujos gramianos
de observabilidade Po e controlabilidade Pc sa˜o dados por (2.7) e (2.8) respectivamente. Calcule
a matriz na˜o-singular F ∈ Rn×n tal que Pc = F ′F e a decomposic¸a˜o em valor singular FPoF ′ =
UΣ2U ′, em que UU ′ = I e Σ = diag(σ1,σ2, ...,σn) > 0, com σ1 ≥ σ2 ≥ ... ≥ σn ≥ 0. A matriz
de transformac¸a˜o T := F ′UΣ−1/2 coloca o sistema original em coordenadas balanceadas.
Prova: Aplicando a transformac¸a˜o de similaridade, o novo sistema sera´ descrito por
H(s) =
[
T−1AT T−1B
CT D
]
=
[
¯A ¯B
¯C D
]
.
Reescrevendo as equac¸o˜es (2.7) e (2.8) em func¸a˜o das matrizes do sistema transformado ¯A, ¯B e
¯C, verificamos que os gramianos de observabilidade e de controlabilidade da nova realizac¸a˜o sa˜o
diagonais, iguais, e dados por ¯Po = T ′PoT = ¯Pc = T−1Pc(T ′)−1 = Σ. ¥
2.5.2 Truncamento de Sistemas Balanceados
A realizac¸a˜o balanceada de um sistema dinaˆmico possui caracterı´sticas interessantes sob o
ponto de vista de reduc¸a˜o de modelos. Tais sistemas podem ser truncados, ou seja, ter alguns
de seus estados excluı´dos, resultando em um modelo de ordem reduzida que atende a alguns
crite´rios de estabilidade e desempenho desejados, como mostra o lema seguinte.
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Lema 2.10 Considere o sistema assintoticamente esta´vel de ordem n descrito em coordenadas
balanceadas por
H(s) =

 A B
C D

=


A11 A12 B1
A21 A22 B2
C1 C2 D

 ,
cujo gramiano Σ e´ dado por
Σ =

 Σ1 0
0 Σ2

 ,
em que Σ1 = diag(σ1, ...,σr) e Σ2 = diag(σr+1, ...,σn) com σi+1 ≥ σi ≥ 0. A respeito do sistema
de ordem r dado por
Hr(s) =

 A11 B1
C1 D

 ,
as seguintes afirmac¸o˜es sa˜o verdadeiras:
i) Hr(s) e´ assintoticamente esta´vel.
ii) A norma H∞ do erro de aproximac¸a˜o entre o modelo reduzido e o original e´ tal que
‖H(s)−Hr(s)‖∞ ≤ 2
p
∑
i=r+1
σi.
iii) A norma H2 do erro de aproximac¸a˜o entre o modelo reduzido e o original e´ tal que
‖H(s)−Hr(s)‖2 ≤ 2
p
∑
i=r+1
(
σ2i
i
∑
j=1
tr
(
c jc′j
)−σi tr(cic′i)
)1/2
,
onde ci e´ a i-e´sima coluna da matriz C do sistema.
Prova: A prova desse lema pode ser encontrada em (Skelton e de Oliveira 2001). ¥
Capı´tulo 3
Filtragem em Norma H2
Estimar os estados de um sistema dinaˆmico a partir da observac¸a˜o de sua saı´da e´ um problema
de suma importaˆncia em diversas a´reas da engenharia. O tema surgiu ha´ mais de dois se´culos,
em trabalhos realizados por Gauss para determinar a o´rbita de corpos celestes, dando origem
ao celebrado me´todo dos mı´nimos quadrados. Hoje, a utilizac¸a˜o de me´todos de estimac¸a˜o de
estados se estende a aplicac¸o˜es aeroespaciais, projetos de sistemas de controle, recepc¸a˜o de sinais
e econometria.1
O estudo do problema de filtragem o´tima aplicada a sistemas lineares contı´nuos invariantes
no tempo comec¸a com Wiener (1949). Em seu trabalho, Wiener abordou o problema no domı´nio
da frequ¨eˆncia sob um ponto de vista estoca´stico. O resultado por ele obtido e´ uma equac¸a˜o
integral que determina o filtro para o qual o erro de estimac¸a˜o cometido apresenta variaˆncia
mı´nima. Em outras palavras, sob o ponto de vista determinı´stico o filtro de Wiener minimiza a
norma H2 do erro de estimac¸a˜o. Kalman (1960), a partir da representac¸a˜o do sistema em espac¸o
de estados, resolveu o mesmo problema para o caso mais geral em que os paraˆmetros do sistema
sa˜o na˜o-estaciona´rios, podendo variar com o tempo. No caso estaciona´rio, foco deste trabalho,
os filtros de Wiener e Kalman coincidem e produzem erro mı´nimo em norma H2 . Tal filtro
possui ordem igual a` do sistema original e pode ser obtido atrave´s de um problema convexo de
otimizac¸a˜o restrito por LMIs (Colaneri et al. 1997), como mostraremos no decorrer desta sec¸a˜o.
Mais recentemente, o projeto de filtros de ordem reduzida, isto e´, cuja ordem e´ menor que a
da planta original, passou a ser estudado. Tal problema desperta grande interesse especialmente
em aplicac¸o˜es envolvendo sistemas de ordem elevada e estimac¸a˜o em tempo real, para os quais
a utilizac¸a˜o de filtros de ordem completa pode implicar em esforc¸os computacionais excessivos
ou em inviabilidade de implementac¸a˜o.
1Discusso˜es mais detalhadas sobre a histo´ria da teoria de estimac¸a˜o podem ser encontradas em (Sorenson 1972,
Kailath 1974).
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Figura 3.1: Estrutura do problema de filtragem
Em (Li, Xie, Yan e Soh 1999), um me´todo baseado em truncamento balanceado com pesos
em frequ¨eˆncia e´ proposto para sistemas discretos no tempo. Para o caso contı´nuo, diferentes
algoritmos para obtenc¸a˜o de filtros de ordem reduzida foram apresentados em (Xie, Yan e Soh
1998) e (Tuan, Apkarian e Nguyen 2001).
Podemos observar nessas e em outras refereˆncias relacionadas ao assunto, como (Nagpal,
Helmick, e Sims 1987) e (Grigoriadis e Watson 1997), que o problema de otimizac¸a˜o associado
a` obtenc¸a˜o de filtros reduzidos em norma H2 e´ na˜o-convexo devido a` presenc¸a de restric¸o˜es de
posto sobre algumas varia´veis de otimizac¸a˜o. Por conta disso, o problema pode ser abordado
basicamente de duas formas. A primeira consiste em adotar alguma estrate´gia de aproximac¸a˜o
que resulte em um problema convexo, permitindo assim a aplicac¸a˜o de algum dos va´rios me´todos
de otimizac¸a˜o convexa presentes na literatura. A outra consiste na utilizac¸a˜o de me´todos na˜o-
convexos de otimizac¸a˜o como me´todo do gradiente, me´todo de projec¸o˜es alternadas ou branch
and bound.
De forma geral, a primeira abordagem resulta em problemas de otimizac¸a˜o computacional-
mente mais simples, pore´m sub-o´timos. A segunda abordagem, por sua vez, se baseia normal-
mente em processos iterativos que exigem elevado esforc¸o computacional e ainda assim a oti-
malidade global da soluc¸a˜o na˜o pode ser garantida. A utilizac¸a˜o desses me´todos na˜o-convexos
de otimizac¸a˜o se torna invia´vel no tratamento de sistemas de ordem elevada.
Ao contrario das refereˆncias citadas, nas quais a segunda estrate´gia foi adotada, vamos propor
nesta sec¸a˜o um novo me´todo baseado na determinac¸a˜o de uma certa matriz que, quando fixada,
aproxima o problema original na˜o-convexo por um problema convexo de otimizac¸a˜o. Dessa
forma, o foco principal do projeto passa a ser a escolha dessa matriz, que deve ser realizada de
forma a minimizar a perda de otimalidade resultante.
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3.1 Definic¸a˜o do Problema Geral de Filtragem
A Figura 3.1 mostra o esquema ba´sico do problema de filtragem, que pode ser descrito da
seguinte forma. Considere o sistema linear de ordem n assintoticamente esta´vel e invariante no
tempo
x˙(t) = Ax(t)+Bw(t),
y(t) = Cx(t)+Dw(t),
z(t) = Lx(t), (3.1)
onde x(t)∈Rn e´ o vetor de estados, y(t)∈Rny e´ a saı´da medida, z(t)∈Rnz e´ o sinal a ser estimado
(resultado de uma combinac¸a˜o linear das varia´veis de estado) e w(t) ∈ Rnw e´ uma perturbac¸a˜o
exo´gena (ruı´do branco e unita´rio). Considere tambe´m que todas as medidas sejam perturbadas
pela entrada w(t), implicando DD′ > 0, e que o ruı´do do processo seja ortogonal ao ruı´do da
medic¸a˜o, ou seja, BD′ = 0. Por fim, supo˜e-se que o par (A,B) seja controla´vel e que o par (A,C)
seja observa´vel. O problema de filtragem consiste em determinar um filtro linear de ordem n f
x˙ f (t) = A f x f (t)+B f y(t), (3.2)
z f (t) = C f x f (t)+D f y(t), (3.3)
onde x f (t) ∈ Rn f , tal que uma determinada norma da func¸a˜o de transfereˆncia da entrada do
sistema original w(t) para o erro de estimac¸a˜o e(t) := z(t)− z f (t) seja minimizada, ou seja
min
F
‖Hew(s)‖2p , (3.4)
com p = {2,∞}. Note que ao conectarmos o sistema original e o filtro, obtemos
Hew(s) =
[
˜A ˜B
˜C ˜D
]
=

 A 0 BB fC A f B f D
L−D fC −C f −D f D

 , (3.5)
o que deixa claro o fato de que ˜A ∈ R(n+n f )×(n+n f ) tem de ser assintoticamente esta´vel para
garantir que a func¸a˜o objetivo (3.4) seja finita. Para n f = n, o problema (3.4) com p = 2 produzira´
o cla´ssico filtro de Kalman (ou Wiener) e com p = ∞ resultara´ no filtro central H∞ , que pode ser
obtido numericamente atrave´s de uma equac¸a˜o de Riccati (Zhou e Doyle 1998). Para n f < n, o
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filtro obtido tera´ ordem reduzida.
Vale a pena destacar que o valor o´timo da norma da func¸a˜o de transfereˆncia Hew(s) tende a ser
menor quanto maior for a ordem do filtro. Portanto, existe um compromisso entre performance
e ordem do filtro. No presente contexto, no qual o sistema original e´ livre de incertezas e na˜o-
linearidades, a melhor performance sempre pode ser obtida com o filtro de ordem completa n f =
n, (Geromel 1999). Isso implica no fato de que filtros o´timos de ordem n f > n necessariamente
apresentem performance igual ao filtro o´timo de ordem completa. Eventualmente, um filtro
o´timo de ordem reduzida pode ate´ apresentar performance igual a` apresentada pelo filtro o´timo
de ordem completa, mas nunca melhor.
3.2 Filtragem ´Otima H2 com Ordem Completa
O lema seguinte apresenta uma parametrizac¸a˜o baseada em LMIs de todos os filtros de ordem
completa, ou seja, cuja ordem e´ igual a` do sistema original, tais que a norma H2 da func¸a˜o
de transfereˆncia Hew(s) e´ limitada por um valor pre´-estabelecido. O filtro o´timo H2 de ordem
completa (filtro de Kalman) e´ obtido atrave´s da minimizac¸a˜o desse valor limitante da norma.
Lema 3.1 O conjunto F constituı´do por todos os filtros pro´prios de ordem completa n f = n
que satisfazem o limitante ‖Hew(s)‖22 < µ e´ dado por
F (s) =

 A f B f
C f D f

=

 (Z−Y )−1M (Z−Y )−1F
G 0

 , (3.6)
onde as matrizes sime´tricas W, Y , Z e as matrizes F, M, G de dimenso˜es compatı´veis satisfazem
as desigualdades
tr(W ) < µ , (3.7)

W L−G L
• Z Z
• • Y

> 0 , (3.8)


A′Z +ZA A′Y +ZA+C′F ′+M′ ZB
• A′Y +YA+FC +C′F ′ Y B+FD
• • −I

< 0 . (3.9)
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Portanto, o filtro o´timo H2 de ordem completa pode ser obtido atrave´s do problema de otimizac¸a˜o
convexa
min
µ,W,Z,Y,F,L,M,G
{µ : (3.7−3.9)} .
Prova: Inicialmente, note que a condic¸a˜o ˜D =−D f D = 0 tem de ser satisfeita para que ‖Hew(s)‖22
tenha valor limitado. Como foi assumido que DD′ > 0, a matriz D f de qualquer filtro perten-
cente ao conjunto F deve ser nula. O restante da prova vem da aplicac¸a˜o do Lema 2.6 ao sistema
conectado (3.5). Primeiro, definimos as matrizes
P :=
[
X U
U ′ ˆX
]
> 0 , P−1 :=
[
Y V
V ′ ˆY
]
> 0 , T :=
[
Z Y
0 V ′
]
, (3.10)
nas quais X , ˆX , Y e ˆY sa˜o sime´tricas, U ∈ Rn×n e V ∈ Rn×n sa˜o na˜o-singulares, e Z := X−1.
Em seguida devemos aplicar duas transformac¸o˜es a`s LMIs (2.16) e (2.17) respectivamente. A
primeira consiste em multiplicar a inequac¸a˜o (2.16) a` esquerda pela matriz Q1 := diag(I,T ) e
a` direita por sua transposta. A segunda vem da multiplicac¸a˜o da inequac¸a˜o (2.17) a` esquerda
por Q2 := diag(T, I) e a` direita Q′2. Substituindo as definic¸o˜es de P e T e as matrizes do sis-
tema conectado (3.5) nas LMIs obtidas, obte´m-se um conjunto de desigualdade matriciais na˜o-
lineares. Para lineariza´-las, devemos definir as varia´veis
G := C fU ′Z F := V B f M := VA fU ′Z. (3.11)
Com isso, expressamos o item iii) do Lema 2.6 para o sistema conectado, obtendo as LMIs (3.7),
(3.8) e (3.9). Como foi provado no Lema 2.6, se o sistema conectado satisfizer essas inequac¸o˜es,
o limitante ‖Hew(s)‖22 < µ e´ garantido. Para concluir a prova, basta escrever as matrizes do filtro
A f , B f e C f em func¸a˜o das varia´veis definidas em (3.11), o que resulta na equac¸a˜o (3.6). A prova
deste lema pode ser vista com maiores detalhes em (Geromel 1999). ¥
Observando o resultado expresso pelo Lema 3.1, podemos notar que as varia´veis matriciais G
e M aparecem apenas nas LMIs (3.8) e (3.9) respectivamente. Esse fato permite que o problema
de obtenc¸a˜o do filtro o´timo H2 seja consideravelmente simplificado atrave´s da aplicac¸a˜o do Lema
A.3, conhecido como Lema da Eliminac¸a˜o de Varia´veis. O resultado e´ apresentado no seguinte
teorema.
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Teorema 3.1 Considere as seguintes LMIs

 W L
• Y

> 0 , (3.12)

 A′Z +ZA ZB
• −I

< 0 , (3.13)

 A′Y +YA+FC +C′F ′ Y B+FD
• −I

< 0 , (3.14)
Y > Z > 0 . (3.15)
O filtro estritamente pro´prio de ordem completa (n f = n) que e´ soluc¸a˜o o´tima do problema (3.4)
para p = 2 e´ dado pela equac¸a˜o (3.6) na qual
G =−LY−1(Z−Y ) , (3.16)
M =−YA−FC−A′Z−Y BB′Z (3.17)
e as matrizes sime´tricas W, Y e Z, e a matriz gene´rica F sa˜o obtidas da soluc¸a˜o o´tima do
problema de programac¸a˜o convexa
min
W,Z,Y,F
{tr(W ) : (3.12−3.15)} . (3.18)
Prova: Esse resultado e´ obtido em dois passos. Inicialmente aplicamos o complemento de
Schur sobre o terceiro elemento da diagonal principal de (3.8) e eliminamos a varia´vel G atrave´s
da escolha (3.16), segundo o Lema A.3, obtendo (3.12) e (3.15). Em seguida, repetimos o mesmo
procedimento sobre a desigualdade (3.9) e eliminamos a varia´vel M atrave´s da escolha (3.17),
obtendo as restric¸o˜es (3.13) e (3.14). ¥
Vale a pena destacar que dada uma matriz Z0 factı´vel na soluc¸a˜o o´tima do problema (3.18),
a escolha Z = αZ0, com α → 0 positivo, tambe´m sera´ o´tima. Isso decorre do fato de que as
u´nicas restric¸o˜es relacionadas a Z sa˜o as inequac¸o˜es (3.13) e (3.15). Aplicando o complemento
de Schur a` inequac¸a˜o (3.13) obtemos a restric¸a˜o
A′Z +ZA+ZBB′Z < 0 , (3.19)
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que continua sendo satisfeita para Z arbitrariamente pro´xima da matriz nula. A restric¸a˜o (3.15),
u´nica relac¸a˜o entre Y e Z, e´ substituı´da por Y > 0 quando Z → 0, o que na˜o interfere na
determinac¸a˜o das matrizes Y e F que minimizam a func¸a˜o objetivo. Dessa forma, podemos sim-
plificar o Teorema 3.1 atrave´s da substituic¸a˜o Z pela matriz nula nas equac¸o˜es (3.16) e (3.17), da
eliminac¸a˜o da restric¸a˜o (3.13), da substituic¸a˜o de (3.15) pela inequac¸a˜o Y > 0 e da consequ¨ente
troca de (3.18) pelo problema convexo
min
W,Y,F
{tr(W ) : (3.12),(3.14)} . (3.20)
Podemos ir ainda mais adiante se observarmos que as inequac¸o˜es (3.12) e (3.14) se aprox-
imam de igualdades na soluc¸a˜o o´tima do problema (3.20). Escrevendo a condic¸a˜o de otimali-
dade2 associada ao complemento de Schur de (3.14), concluı´mos que a escolha F =−C′(DD′)−1
e Y = P−1, em que P e´ soluc¸a˜o da equac¸a˜o de Riccati
A′P+PA+BB′−PC′(DD′)−1CP = 0,
e´ o´tima. Com isso, obte´m-se o filtro o´timo de ordem completa
F (s) =
[
A−PC′(DD′)−1C PC′(DD′)−1
L 0
]
,
tambe´m conhecido como filtro de Kalman.
3.3 Filtragem ´Otima H2 com Ordem Reduzida
Utilizaremos o resultado apresentado no Teorema 3.1 como base para a formulac¸a˜o do pro-
blema de filtragem H2 com ordem reduzida. Como discutimos no final da Sec¸a˜o 3.2, a imposic¸a˜o
Z → 0, que resulta no problema (3.20), produz o filtro o´timo H2 de ordem completa, com
n f = n. Por outro lado, vale a pena observar que a substituic¸a˜o da inequac¸a˜o (3.15) pela restric¸a˜o
Y = Z > 0 produz como resultado o filtro o´timo de ordem zero (n f = 0), dado por F (s) = 0
conforme as equac¸o˜es (3.6) e (3.16). Esse resultado ja´ era esperado, pois caso contra´rio terı´amos
um erro de estimac¸a˜o com norma H2 ilimitada.
Ainda com base no Teorema 3.1, e´ possı´vel obter filtros tais que n > n f > 0. No entanto,
2Vide (Luenberger 1969) para uma discussa˜o mais detalhada sobre condic¸o˜es de otimalidade ou condic¸o˜es de
Kuhn-Tucker.
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a restric¸a˜o de posto do filtro faz com que a formulac¸a˜o resultante seja na˜o-convexa. O teorema
seguinte apresenta a formulac¸a˜o do problema na˜o-convexo de obtenc¸a˜o de filtros o´timos de or-
dem reduzida n > n f > 0.
Teorema 3.2 Considere as LMIs (3.12) - (3.14) e a restric¸a˜o alge´brica
Y = Z +V ΣV ′ , (3.21)
na qual V ∈ Rn×n f tem posto completo de colunas e Σ = Σ′ > 0 ∈ Rn f×n f . O filtro linear de
ordem n f ≤ n que e´ soluc¸a˜o o´tima do problema (3.4) para p = 2 e´ dado por
F (s) =

 −Σ−1(V ′M−1V )−1 −Σ−1(V ′M−1V )−1V ′M−1F
LY−1V Σ 0

 , (3.22)
onde M e´ dada (3.17), e as matrizes W, Y , Z e Σ sime´tricas, e F gene´rica sa˜o obtidas da soluc¸a˜o
o´tima do problema na˜o-convexo de otimizac¸a˜o
min
W,Y,Z,F,V,Σ
{tr(W ) : (3.12−3.14),(3.20), Z > 0, Σ > 0 } . (3.23)
Prova: Substituindo a inequac¸a˜o (3.15) pelas restric¸o˜es (3.21) e Z > 0, e aplicando o Lema 2.1
a (3.6), temos
F (s−1) =
[
M−1(Z−Y ) M−1F
−GM−1(Z−Y ) −GM−1F
]
(3.24)
=
[
−M−1V ΣV ′ M−1F
GM−1V ΣV ′ −GM−1F
]
=
[
−V ′M−1V Σ V ′M−1F
GM−1V Σ −GM−1F
]
, (3.25)
sendo que a u´ltima passagem resulta da mudanc¸a de base xr := V ′x. Da equac¸a˜o (3.25) podemos
concluir que ao impormos a restric¸a˜o (3.21), fazemos com que n− n f po´los do filtro de ordem
completa (3.24) tendam a zero e tornem-se na˜o-observa´veis, podendo portanto ser eliminados.
Isso corresponde a eliminar os po´los arbitrariamente ra´pidos (localizados em −∞) presentes em
F (s). Essa ana´lise se torna mais clara ao notarmos que se Z−Y tiver posto n f , a matriz de
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observabilidade de (3.24), dada por


−GM−1(Z−Y )
−GM−1(Z−Y )M−1(Z−Y )
.
.
.
−GM−1(Z−Y )M1−n(Z−Y )n−1

 ,
tambe´m o tera´. Nesse caso, sem qualquer perda de generalidade, (3.23) produz um filtro reduzido
de ordem n f cuja func¸a˜o de transfereˆncia pode ser obtida atrave´s de uma nova aplicac¸a˜o do Lema
2.1 e da substituic¸a˜o da equac¸a˜o (3.16), resultando em (3.22). ¥
3.4 Filtragem Reduzida H2 atrave´s de Programac¸a˜o Convexa
O Teorema 3.2 apresenta o problema de otimizac¸a˜o envolvido na determinac¸a˜o de um filtro
o´timo H2 de ordem qualquer n f ≤ n. No entanto, a restric¸a˜o (3.21) e´ na˜o linear em relac¸a˜o a`
varia´vel V , o que transforma (3.23) em um problema na˜o-convexo de otimizac¸a˜o, cuja soluc¸a˜o
torna-se invia´vel quando sistemas de ordem elevada sa˜o abordados. Essa dificuldade pode ser
contornada atrave´s de uma escolha pre´via da matriz V . Contudo, a otimalidade de (3.23) depende
diretamente de V e com isso um certo grau de sub-otimalidade e´ introduzido pela fixac¸a˜o a priori
dessa matriz. Portanto, nosso objetivo e´ encontrar V ∈ Rn×n f tal que o grau de sub-otimalidade
introduzido no problema seja o menor possı´vel.
Para isso, vamos basear nossa escolha de V nas restric¸o˜es que compo˜em o problema (3.23).
Aplicando o complemento de Schur a` inequac¸a˜o (3.13), obtemos a desigualdade (3.19). Multi-
plicando os dois membros de (3.19) por Z−1, obtemos a inequac¸a˜o
Z−1A′+AZ−1 +BB′ < 0 .
Comparando essa desigualdade com a equac¸a˜o de Lyapunov
QA′+AQ+BB′ = 0 , (3.26)
podemos concluir a partir do Lema 2.5 que qualquer matriz Z que satisfac¸a (3.13) obedecera´ a`
relac¸a˜o
Z−1 > Q > 0 .
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De forma ana´loga, e com base na discussa˜o levantada no final da Sec¸a˜o 3.2 acerca das condic¸o˜es
de otimalidade do problema de filtragem com ordem completa, podemos concluir que qualquer
par (Y,F) factı´vel na restric¸a˜o (3.14) satisfaz tambe´m a relac¸a˜o
Y−1 > P > 0 , (3.27)
onde P e´ soluc¸a˜o da equac¸a˜o de Riccati
A′P+PA+BB′−PC′(DD′)−1CP = 0 . (3.28)
Comparando (3.26) e (3.28) pode-se notar que Q≥ P e que, portanto, o par (Y,Z) arbitrariamente
pro´ximo de (P−1,Q−1) e´ sempre factı´vel no problema de ordem completa (3.18). Partindo desse
fato, buscamos determinar a melhor escolha possı´vel de V para essa instaˆncia de (Y,Z).
Se escolhermos Z arbitrariamente pro´ximo de Q−1, temos, pela equac¸a˜o (3.21), que a matriz
Y associada, factı´vel no problema (3.23), e´ tal que Y = Q−1 +V ΣV ′. Com isso, de acordo com
(3.27), temos que P−1 ≥ Q−1 +V ΣV ′. Uma vez que W > LY−1L′, conforme (3.12), o problema
a ser resolvido para determinar V e´
min
V,Σ>0
{
Tr(L(Q−1 +V ΣV ′)−1L′) : P−1 ≥ Q−1 +V ΣV ′} , (3.29)
no qual V ∈Rn×n f tem posto completo de colunas e Σ = Σ′. A soluc¸a˜o o´tima do problema (3.29)
e´ dada pelo lema seguinte.
Lema 3.2 Considere a decomposic¸a˜o
Q−P =
n
∑
i=1
eie
′
i > 0 .
Considere tambe´m a matriz E ∈ Rn×n f como sendo a matriz resultante da concatenac¸a˜o dos n f
vetores ei ∈ Rn, com i = 1,2, · · · ,n f , associados aos n f maiores valores do produto e′iL′Lei. A
soluc¸a˜o o´tima do problema (3.29) e´ dada pelas matrizes V ∈ Rn×n f e Σ = Σ′ > 0
V = Q−1E , Σ = (I−E ′Q−1E)−1 . (3.30)
Prova: Inicialmente, definimos as matrizes ˆV := V Σ1/2 e ˆU := Q ˆV (I + ˆV ′Q ˆV )−1/2. Utilizando
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o Lema A.4 (Lema da Inversa), temos que
(Q−1 + ˆV ˆV ′)−1 = Q−Q ˆV (I + ˆV ′Q ˆV )−1 ˆV ′Q
= Q− ˆU ˆU ′ . (3.31)
Substituindo (3.31) no problema (3.29) e utilizando a propriedade comutativa da func¸a˜o trac¸o,
obtemos o problema equivalente
max
ˆU
{
Tr( ˆU ′L′L ˆU) , Q−P≥ ˆU ˆU ′} . (3.32)
A formulac¸a˜o (3.32) torna evidente o fato de que ˆU = E, com E definido como enunciado do
Lema 3.2, e´ soluc¸a˜o o´tima do problema. Devemos provar, portanto, que a escolha (3.30) implica
em ˆU = E. Utilizando (3.30) e a definic¸a˜o de ˆV , podemos concluir, apo´s simples manipulac¸o˜es,
que
Σ = I + ˆV ′Q ˆV . (3.33)
Substituindo (3.33) e a escolha de V dada por (3.30) na definic¸a˜o da matriz ˆU , temos que
ˆU = Q ˆV (I + ˆV ′Q ˆV )−1/2
= Q ˆV Σ−1/2
= E .
Para concluir a prova, nos resta mostrar que a inversa de I−E ′Q−1E existe e e´ definida posi-
tiva, implicando em Σ > 0. Como P e´ definida positiva temos a relac¸a˜o Q ≥ P + EE ′ > EE ′.
Multiplicando essa desigualdade pelo produto E ′Q−1 a esquerda e por seu transposto a direita,
podemos concluir que E ′Q−1E > (E ′Q−1E)2 e por conseguinte que I > E ′Q−1E > 0, garantindo
a positividade da matriz Σ definida em (3.30), o que conclui a prova. ¥
A partir desse resultado, somos capazes de obter, para um dado sistema de ordem n do tipo
(3.1), um filtro de ordem reduzida n f < n atrave´s dos seguintes passos:
1) Calculamos Q e P atrave´s das equac¸o˜es de Lyapunov (3.26) e de Riccati (3.28) respectiva-
mente.
2) Aplicamos o Lema 3.2 para determinar a matriz V ∈ Rn×n f .
3) Resolvemos o problema (3.23), fixando previamente a matriz V com o resultado obtido no
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passo anterior.
4) Calculamos a func¸a˜o de transfereˆncia do filtro de ordem reduzida atrave´s de (3.22).
Vale a pena ressaltar mais uma vez que o resultado obtido dessa forma e´ apenas sub-o´timo.
No entanto, o me´todo proposto na˜o e´ iterativo e resulta em um problema convexo de otimizac¸a˜o.
Por conta disso, o custo computacional envolvido na execuc¸a˜o do novo me´todo e´ significativa-
mente mais baixo do que o exigido por (Grigoriadis e Watson 1997),(Xie et al. 1998) ou (Tuan
et al. 2001). A efica´cia do novo me´todo sera´ ilustrada atrave´s de exemplos no Capı´tulo 5.
Capı´tulo 4
Filtragem em Norma H∞
Como foi discutido no capı´tulo anterior, a ide´ia de utilizar a minimizac¸a˜o do erro quadra´tico
me´dio da estimac¸a˜o como objetivo no projeto de filtros data de aproximadamente dois se´culos
atra´s. Esse tipo de estimac¸a˜o, no entanto, requer o conhecimento exato dos sinais atuantes no
sistema (Kwakernaak e Sivan 1972).
O problema de filtragem em norma H∞ , ao contra´rio do caso H2 , comec¸ou a ganhar destaque
nas u´ltimas de´cadas. O problema consiste em projetar um filtro que minimize o valor ma´ximo
do ganho de energia entre a entrada do sistema e o erro de estimac¸a˜o por ela provocado (Zhou e
Doyle 1998, Shaked 1990).
Por serem menos sensı´veis a variac¸o˜es de paraˆmetros do que os estimadores de variaˆncia
mı´nima, os filtros H∞ passaram a ter ampla aplicac¸a˜o em situac¸o˜es que requerem robustez. Por
exemplo, quando o sistema original apresenta algum tipo de incerteza ou na˜o-linearidade ou
quando as caracterı´sticas estatı´sticas dos sinais envolvidos no problema na˜o sa˜o perfeitamente
conhecidas (Shaked e Theodor 2002).
O problema de filtragem H∞ com ordem completa pode ser resolvido facilmente atrave´s de
programac¸a˜o convexa restrita por LMIs ou atrave´s de me´todos baseados na resoluc¸a˜o de uma
equac¸a˜o de Riccati (Colaneri et al. 1997, Zhou e Doyle 1998). O problema de filtragem com
ordem reduzida, por outro lado, apresenta as mesmas dificuldades discutidas no caso H2 : a
presenc¸a de restric¸o˜es de posto sobre algumas varia´veis de otimizac¸a˜o, torna o problema na˜o
convexo.
Em (Grigoriadis e Watson 1997), condic¸o˜es necessa´rias e suficientes para a determinac¸a˜o
de filtros H∞ de ordem reduzida sa˜o discutidas tanto para o caso contı´nuo quanto para o caso
discreto e um me´todo baseado em LMIs e´ proposto. Em (Yu e Hsu 1994), o caso variante no
tempo e´ abordado e em (Yu e Hsu 1995) a discussa˜o e´ estendida a sistemas discretos no tempo.
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Em (Xu e Chen 2002), o problema invariante no tempo e´ novamente discutido, pore´m atrave´s de
uma abordagem estoca´stica.
Nesta sec¸a˜o apresentaremos um novo me´todo de filtragem H∞ com ordem reduzida. O
me´todo e´ semelhante a`quele desenvolvido para o caso H2 , no qual o problema originalmente
na˜o-convexo e´ aproximado por um problema convexo, pore´m sub-o´timo. A aproximac¸a˜o se ba-
seia novamente na determinac¸a˜o pre´via da matriz responsa´vel pela imposic¸a˜o da restric¸a˜o de
posto do filtro, que deve ser feita de forma a minimizar a perda de otimalidade introduzida.
O problema geral de filtragem esta´ descrito na Sec¸a˜o 3.1. No projeto de filtros H∞ , a func¸a˜o
objetivo a ser minimizada e´ dada pela equac¸a˜o (3.4) com p = ∞.
4.1 Filtragem ´Otima H∞ com Ordem Completa
O lema seguinte apresenta uma parametrizac¸a˜o baseada em LMIs de todos os filtros de ordem
completa, ou seja, cuja ordem e´ igual a` do sistema original, tais que a norma H∞ da func¸a˜o
de transfereˆncia Hew(s) e´ limitada por um valor pre´-estabelecido. O filtro o´timo H∞ de ordem
completa pode ser obtido atrave´s da minimizac¸a˜o desse valor limitante da norma.
Lema 4.1 O conjunto F constituı´do por todos os filtros pro´prios de ordem completa n f = n
que satisfazem o limitante ‖Hew(s)‖2∞ < γ e´ dado por
F (s) =

 A f B f
C f D f

=

 (Z−Y )−1M (Z−Y )−1F
G R

 , (4.1)
onde as matrizes sime´tricas Y , Z e as matrizes F, M, G, R gene´ricas satisfazem as desigualdades


A′Z +ZA A′Y +ZA+C′F ′+M′ ZB L′−G′−C′R′
• A′Y +YA+FC +C′F ′ Y B+FD L′−C′R′
• • −I −D′R′
• • • −γI

< 0 , (4.2)
Y > Z > 0 . (4.3)
O filtro o´timo H∞ de ordem completa pode ser obtido atrave´s do problema de otimizac¸a˜o convexa
min
γ,Z,Y,F,L,M,G,R
{γ : (4.2),(4.3)} .
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Prova: A prova desse lema e´ bastante semelhante a` do caso H2 e resulta da aplicac¸a˜o do Lema
2.8 ao sistema conectado (3.5), maiore detalhes podem ser encontrados em (de Oliveira 1999).
Primeiro, definimos as matrizes (3.10) e em seguida devemos aplicar duas transformac¸o˜es a`s
LMIs (2.25) e (2.26) respectivamente. Multiplicamos a inequac¸a˜o (2.25) por Q1 := diag(T, I, I)
a` direita e por Q′1 a` esquerda e trocamos (2.26) pela similar T ′PT > 0. Substituindo as definic¸o˜es
(3.10) e as matrizes do sistema conectado (3.5) nas LMIs obtidas, obte´m-se um conjunto de
desigualdade matriciais na˜o-lineares. Para lineariza´-las, devemos definir as varia´veis
G := C fU ′Z F := V B f M := VA fU ′Z R := D f , (4.4)
resultando em (4.2) e (4.3). Para concluir a prova, basta escrever as matrizes do filtro A f , B f , C f
e D f em func¸a˜o das varia´veis definidas em (4.4). ¥
Essa formulac¸a˜o ainda pode ser simplificada, sem perda de otimalidade, atrave´s da eliminac¸a˜o
das varia´veis M, G e R, como mostra o teorema seguinte.
Teorema 4.1 Considere as seguintes LMIs


A′Y +YA+FC +C′F ′ Y B+FD L′
• −I 0
• • −γI

< 0 (4.5)

 A′Z +ZA ZB
• −I

< 0 (4.6)
Y > Z > 0 (4.7)
O filtro de ordem completa (n f = n) que e´ soluc¸a˜o o´tima do problema (3.4) para p = ∞ e´ dado
pela equac¸a˜o (4.1) na qual
R = 0 , G = L , (4.8)
M =−YA−FC−A′Z−Y BB′Z (4.9)
e as matrizes sime´tricas Y e Z, e a matriz gene´rica F, sa˜o obtidas da soluc¸a˜o o´tima do problema
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de programac¸a˜o convexa
min
γ,Z,Y,F
{γ : (4.5−4.7)} . (4.10)
Prova: Ao Aplicarmos o complemento de Schur ao terceiro elemento da diagonal principal de
(4.2), as inequac¸o˜es

 A
′Y +YA+FC +C′F ′ Y B+FD L′−C′R′
• −I −D′R′
• • −γI

< 0 (4.11)
e (4.6) aparecem como blocos da diagonal principal da matriz resultante. Impondo G = L−RC
e (4.9), tornamos essa matriz bloco-diagonal. Assim, segundo o Lema A.3, podemos substituir a
restric¸a˜o (4.2), pelas LMIs (4.6) e (4.11). Para finalizar a prova, devemos mostrar que a escolha
R = 0 e´ o´tima. Se aplicarmos o complemento de Schur em relac¸a˜o ao terceiro elemento da
diagonal principal de (4.11) e fizermos a substituic¸a˜o de varia´veis ¯F = F − γ−1L′R, obtemos a
inequac¸a˜o
[
A′Y +YA+ ¯FC +C′ ¯F ′+ γ−1L′L Y B+ ¯FD
• −I
]
+ γ−1
[
C′
D′
]
R′R
[
C D′
]
< 0,
que evidencia a otimalidade da escolha R = 0. ¥
A ana´lise feita no final da Sec¸a˜o 3.2 para o caso H2 pode ser estendida a` filtragem H∞ ,
nos permitindo arbitrar Z → 0 sem perda de otimalidade. Dessa forma, podemos simplificar
o Teorema 4.1 atrave´s da substituic¸a˜o Z pela matriz nula na equac¸a˜o (4.9), da eliminac¸a˜o da
restric¸a˜o (4.6), da substituic¸a˜o de (4.7) pela inequac¸a˜o Y > 0 e da consequ¨ente troca de (4.10)
pelo problema convexo
min
γ,F,Y>0
{γ : (4.5)} . (4.12)
Podemos ir ainda mais adiante se observarmos que a inequac¸a˜o (4.5) se aproxima de uma
igualdade na soluc¸a˜o o´tima do problema (4.12). Utilizando as condic¸o˜es de otimalidade associ-
adas a` restric¸a˜o
A′Y +YA+FC +C′F ′+Y BB′Y +FDD′F ′+ γ−1L′L < 0 , (4.13)
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obtida a partir de (4.5), concluı´mos que a escolha F =−C′(DD′)−1 e Y = P−1
∞
e´ o´tima, onde P∞
e´ soluc¸a˜o da equac¸a˜o de Riccati1
AP∞ +P∞A′−P∞NP∞ +BB′ = 0 (4.14)
com N := ( C′(DD′)−1C − γ−1L′L ) e A−NP∞ assintoticamente esta´vel, obtida para o menor
valor possı´vel de γ. A partir de (4.1) obtemos portanto o filtro o´timo de ordem completa
F (s) =
[
A−P∞C′(DD′)−1C P∞C′(DD′)−1
L 0
]
,
tambe´m conhecido como filtro central H∞ .
4.2 Filtragem ´Otima H∞ com Ordem Reduzida
Utilizaremos o resultado apresentado no Teorema 4.1 como base para a formulac¸a˜o do pro-
blema de filtragem H∞ com ordem reduzida. Como ja´ discutimos, a imposic¸a˜o Z → 0, que resulta
no problema (4.12), produz o filtro o´timo H∞ de ordem completa, com n f = n. Por outro lado, a
substituic¸a˜o da inequac¸a˜o (4.7) pela restric¸a˜o Y = Z > 0 produz como resultado o filtro o´timo de
ordem zero (n f = 0), dado por F (s) =−LM−1F . Esse resultado se torna claro se considerarmos
a equac¸a˜o (4.8) e o fato de que
F (s−1) =
[
M−1(Z−Y ) M−1F
−GM−1(Z−Y ) R−GM−1F
]
, (4.15)
resultante da aplicac¸a˜o do Lema 2.1 em (4.1).
Ainda com base no Teorema 4.1, e´ possı´vel obter filtros tais que n > n f > 0, como mostra o
teorema seguinte.
Teorema 4.2 Considere as LMIs (4.5), (4.6) e a restric¸a˜o alge´brica
Y = Z +V ΣV ′ , (4.16)
na qual V ∈ Rn×n f tem posto completo de colunas e Σ = Σ′ > 0 ∈ Rn f×n f . O filtro linear de
1Uma discussa˜o completa sobre equac¸o˜es de Riccati e suas propriedades pode ser encontrada em (Zhou e Doyle
1998).
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ordem n f ≤ n que e´ soluc¸a˜o o´tima do problema (3.4) para p = ∞ e´ dado por
F (s) =

 −Σ−1(V ′M−1V )−1 −Σ−1(V ′M−1V )−1V ′M−1F
LM−1V (V ′M−1V )−1 LM−1(V (V ′M−1V )−1V ′M−1− I)F

 , (4.17)
onde M e´ dada por (4.9) e as matrizes Y , Z e Σ sime´tricas, e F gene´rica, sa˜o obtidas da soluc¸a˜o
o´tima do problema na˜o-convexo de otimizac¸a˜o
min
γ,Y,Z>0,F,V,Σ>0
{
γ : (4.5),(4.6), Y = Z +V ΣV ′
}
. (4.18)
Prova: Substituindo a inequac¸a˜o (4.7) pela restric¸a˜o (4.16), e substituindo esta em (4.15), temos
que
F (s−1) =
[
−M−1V ΣV ′ M−1F
GM−1V ΣV ′ R−GM−1F
]
[
−M−1V Σ M−1F
GM−1V Σ R−GM−1F
]
, (4.19)
sendo que a u´ltima passagem resulta da mudanc¸a de base xr := V ′x. Assim como no caso
H2 , a imposic¸a˜o de (4.16) faz com que n− n f po´los de F (s−1) sejam nulos e se tornem
na˜o-observa´veis, podendo ser eliminados. Isso corresponde a eliminar os po´los arbitrariamente
ra´pidos (localizados em −∞) presentes em F (s). Portanto, (4.18) produz um filtro reduzido de
ordem n f cuja func¸a˜o de transfereˆncia pode ser obtida atrave´s da substituic¸a˜o de (4.8) na equac¸a˜o
resultante de uma nova aplicac¸a˜o do Lema 2.1 em (4.19), produzindo (4.17). ¥
4.3 Filtragem Reduzida H∞ atrave´s de Programac¸a˜o Convexa
No Teorema 4.2, o problema de filtragem o´tima em norma H∞ com ordem reduzida foi for-
mulado. Como pudemos observar, a restric¸a˜o (4.16) introduz uma na˜o linearidade de difı´cil
tratamento no problema. Para contornar essa dificuldade, assim como no caso H2 , devemos
arbitrar a matriz V a priori, levando em considerac¸a˜o a perda de otimalidade introduzida por essa
escolha. Uma vez fixada a matriz V , obtemos o filtro reduzido atrave´s da soluc¸a˜o do problem de
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programac¸a˜o convexa
min
γ,Y,Z>0,F,Σ>0
{
γ : (4.5),(4.6), Y = Z +V ΣV ′
}
. (4.20)
Para determinar a matriz V de forma a minorar a deteriorac¸a˜o provocada, propomos uma
te´cnica baseada na relac¸a˜o entre a matriz P∞ dada pela equac¸a˜o de Riccati (4.14), associada a`
restric¸a˜o (4.5), e a matriz Q soluc¸a˜o da equac¸a˜o de Lyapunov QA′ + AQ + BB′ = 0, associada
a` restric¸a˜o (4.6). Note que ambas as equac¸o˜es esta˜o relacionadas com o problema de interesse
(4.20).
Utilizando a mesma ana´lise feita para o caso H2 , podemos concluir que Z−1 > Q > 0 para
qualquer Z que satisfac¸a (4.6) e que Y−1 > P∞ > 0 para qualquer (Y,F) que satisfac¸a (4.5). No
entanto, como a matriz N da equac¸a˜o de Riccati (4.14) na˜o e´ necessariamente definida positiva,
na˜o e´ possı´vel estabelecer uma relac¸a˜o P∞ e Q, e, consequ¨entemente, a soluc¸a˜o (Y,Z) arbitra-
riamente pro´xima de (P−1
∞
,Q−1) na˜o e´ necessariamente factı´vel. Com isso, torna-se invia´vel a
adoc¸a˜o de um raciocı´nio semelhante a`quele utilizado no caso H2 para a obtenc¸a˜o V .
De forma alternativa, propomos que V ∈ Rn×n f seja determinada atrave´s do problema
min
µ,V,Σ>0
{
µ : µQ−1 ≥ P−1
∞
−V ΣV ′ ≥ 0 } , (4.21)
com Σ sime´trica.
O raciocı´nio por tra´s dessa proposta e´ simples. Suponhamos uma soluc¸a˜o tal que Y = P−1
∞
.
Da restric¸a˜o (4.16) terı´amos enta˜o que Z = P−1
∞
−V ΣV ′. Dado que Q−1 > Z para qualquer Z
factı´vel, podemos concluir que se a igualdade µQ−1 = P−1
∞
−V ΣV ′, com µ < 1, fosse factı´vel, o
par (Y,Z) = (P−1
∞
,µQ−1) seria soluc¸a˜o o´tima do problema (4.20). Isso se deve ao fato da equac¸a˜o
(4.14) estar associada ao valor mı´nimo de γ, o mesmo obtido atrave´s do filtro central H∞ . No
entanto, essa situac¸a˜o e´ bastante particular, pois representa um caso em que o filtro o´timo global
pode ter ordem menor que a ordem do sistema. A soluc¸a˜o do problema (4.21) tenta, portanto,
aproximar a soluc¸a˜o (Y,Z) = (P−1
∞
,Q−1) da factibilidade, resultando na matriz V para a qual
µ, que em geral e´ maior que um, consegue atingir o menor valor possı´vel. A soluc¸a˜o o´tima de
(4.21) e´ dada pelo seguinte lema.
Lema 4.2 Considere matriz S ∈Rn×n tal que Q−1 = SS′ e P−1
∞
= SΛS′, com Λ diagonal decres-
cente. A soluc¸a˜o o´tima do problema (4.21) e´ definida pela matriz V ∈ Rn×n f composta pelas n f
primeiras colunas de S, pela matriz diagonal Σ∈Rn f×n f composta pelos n f primeiros elementos
de Λ, e pelo escalar µ = Λn f +1,n f +1.
4.3. Filtragem Reduzida H∞ atrave´s de Programac¸a˜o Convexa 37
Prova: Realizando as fatorac¸o˜es Q−1 = SS′ e P−1
∞
= SΛS′, com Λ diagonal decrescente,
podemos re-escrever o problema (4.21) como
min
µ,V,Σ>0
{
µ : µI ≥ Λ−S−1V ΣV ′(S′)−1 ≥ 0} .
Para permitir que µ atinja seu valor mı´nimo, devemos anular os maiores elementos de Λ. Para
isso, sendo Λ = diag(ΛM,Λm) com Λm ∈ Rn f×n f , a igualdade
S−1V ΣV ′(S′)−1 = ΛM (4.22)
deve ser satisfeita, permitindo que µ assuma o valor do elemento (n f + 1,n f + 1) de Λ. Para
concluir a prova, basta verificar que as escolhas propostas para V e Σ satisfazem (4.22). ¥
O procedimento adotado para a obtenc¸a˜o do filtro de ordem n f < n pode portanto ser con-
densado nos seguintes passos:
1) Calculamos P∞ e Q atrave´s das equac¸o˜es de Lyapunov (4.6) e de Riccati (4.14) respectiva-
mente.
2) Aplicamos o Lema 4.2 para determinar a matriz V ∈ Rn×n f .
3) Resolvemos o problema (4.20), fixando previamente a matriz V com o resultado obtido no
passo anterior.
4) Calculamos a func¸a˜o de transfereˆncia do filtro de ordem reduzida atrave´s de (4.17).
´E importante observar que o Passo 1 calcula a matriz P∞. Basicamente, esse ca´lculo pode
ser realizado de duas formas diferentes. Uma delas consiste em determinar, atrave´s de uma
busca linear, o menor valor de γ para o qual (4.14) apresenta soluc¸a˜o. A matriz P∞ que resolve
a equac¸a˜o (4.14) para esse valor mı´nimo de γ e´ a matriz que estamos procurando. A outra
alternativa e´ calcular P∞ e γ mı´nimo atrave´s da soluc¸a˜o do problema (4.12). A matriz P∞ e´ dada
pela inversa da matriz Y que resolve (4.12).
Como ja´ foi discutido anteriormente, a aplicac¸a˜o desse me´todo na˜o garante a otimalidade da
soluc¸a˜o. No entanto, o procedimento e´ bastante simples e muito econoˆmico no que se refere ao
esforc¸o computacional exigido em sua execuc¸a˜o. Atrave´s de exemplos ilustrativos, mostraremos
que os resultados obtidos atrave´s do novo me´todo proposto sa˜o bastante satisfato´rios e de modo
geral superam outros me´todos presentes na literatura da a´rea.
Capı´tulo 5
Exemplos e Comparac¸o˜es
Neste capı´tulo, analisaremos a performance dos me´todos propostos atrave´s de exemplos
nume´ricos. Inicialmente, utilizaremos dois exemplos simples extraı´dos da literatura para fazer
uma comparac¸a˜o entre os novos me´todos, o truncamento balanceado do filtro o´timo de ordem
completa e os me´todos propostos por (Xie et al. 1998) e (Tuan et al. 2001), para o caso H2 , e por
(Grigoriadis e Watson 1997), para o caso H∞ . Em seguida, a aplicac¸a˜o dos novos me´todos na
filtragem de sistemas de ordem elevada sera´ exemplificada com base no modelo de vibrac¸a˜o de
uma barra flexı´vel apresentado em (Meirovitch, Baruh e ¨Oz 1983). Por fim, os novos me´todos
sera˜o comparados com o truncamento balanceado do filtro o´timo de ordem completa atrave´s de
uma se´rie de exemplos gerados aleatoriamente, permitindo assim uma comparac¸a˜o estatı´stica
entre os dois.
5.1 Comparac¸a˜o com Me´todos Anteriores
Nesta sec¸a˜o, os me´todos de filtragem reduzida apresentados sera˜o aplicados a dois exemplos
retirados da literatura. O primeiro foi discutido em (Xie et al. 1998) e (Tuan et al. 2001) e sera´
analisado em norma H2 . Para o caso H∞ , estudaremos o exemplo apresentado em (Grigoriadis
e Watson 1997).
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Exemplo 5.1 (Norma H2) - Considere o seguinte problema, extraı´do de (Xie et al. 1998).
x˙(t) =


0 −0,1 0 0 0
1 −0,3 0 0 0
0 −0,2 0 0 0,016
0 −0,3 1 0 0,06
0 −0,1 0,1 −1,5 −0,9


x(t)+


0 1 0 0
0 0 0 0
1 0 0 0
0 0 0 0
0 1 0 0


w(t)
y(t) =

0,1 0 0 −0,5 1,6
0,1 0,2 0 −0,3 0,12

x(t)+

0 0 1 0
0 0 0 1

w(t)
z(t) =

0,1 0 0 −0,5 1,6
0,1 0,2 0 −0,3 0,12

x(t) . (5.1)
O sistema (5.1) esta´ representado na forma (3.1). Como podemos notar, y(t) = z(t) + v(t)
onde v(t) = Dw(t) e´ um ruı´do branco e independente da dinaˆmica do sistema. Portanto, nosso
objetivo e´ estimar o sinal z(t) a partir uma medic¸a˜o ruidosa desse mesmo sinal.
A Tabela 5.1 mostra o desempenho em norma H2 dos diferentes filtros obtidos atrave´s de
cada um dos diferentes me´todos: o truncamento balanceado do filtro o´timo de ordem completa
(TB), o me´todo proposto em (Xie et al. 1998), o me´todo proposto em (Tuan et al. 2001) e o novo
me´todo proposto para filtragem reduzida em norma H2 . Como podemos ver, o novo me´todo
produz os melhores resultados para todos os valores de 1≤ n f < 5 = n. Para n f = 5, o problema
se reduz a (3.18) e produz o filtro o´timo H2 de ordem completa. O filtro de ordem n f = 3 obtido
atrave´s do me´todo proposto e´ dado por
F (s) =


−0,6198 −1,1420 22,9700 −0,0653 −0,6971
−0,0026 0,2147 19,5100 −0,1314 −0,1079
0,0122 −0,2232 −2,7200 0,0205 0,0028
−0,2564 3,1290 130,2000 0 0
−0,5257 −1,6830 20,7700 0 0


,
´E importante observar que, comparados ao novo me´todo, os algoritmos de filtragem reduzida
propostos em (Xie et al. 1998) e (Tuan et al. 2001) exigem grande esforc¸o computacional. Esses
me´todos sa˜o baseados em te´cnicas cla´ssicas de otimizac¸a˜o na˜o convexa como me´todo do gradi-
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n f Truncamento Balanceado Xie et al. (1998) Tuan et al. (2001) Novo Me´todo
5 1,77 1,77 1,77 1,77
4 3,59 1,99 — 1,78
3 21,61 2,06 1,91 1,80
2 21,56 2,56 — 2,05
1 60,15 — — 5,82
Tabela 5.1: Norma H2 do erro de estimac¸a˜o
ente, lagrangeano aumentado, projec¸o˜es alternadas e branch and bound. O novo me´todo, por sua
vez, e´ simples e consiste apenas na soluc¸a˜o do problema convexo resultante da fixac¸a˜o da matriz
V no problema (3.23) segundo o Lema 3.2. ¨
Exemplo 5.2 (Norma H∞) - Considere o seguinte sistema, extraı´do de (Grigoriadis e Watson
1997).
x˙(t) =

 0 11
−11 −2,2

x(t)+

0 0
1 0

w(t)
y(t) =
[
0 1
]
x(t)+
[
0 1
]
w(t)
z(t) =
[
1 0
]
x(t) . (5.2)
Esse modelo corresponde a um sistema oscilato´rio de segunda ordem com frequ¨eˆncia natural
ωn = 11rad/s e fator de amortecimento ζ = 0,1. A medida de velocidade y esta´ corrompida por
ruı´do e a partir dela queremos estimar a posic¸a˜o z.
Atrave´s do problema (3.18) podemos calcular o filtro o´timo de ordem completa, que mini-
miza a norma H∞ do erro estimac¸a˜o. Assim, obtemos o filtro
F (s) =


−1,2491 −11,1618 −0,1017
10,7420 −1,5362 −0,1012
2,7139 −2,1318 0

 , (5.3)
para o qual a norma H∞ do erro de estimac¸a˜o vale 0,4163. Portanto, o filtro (5.3) garante que para
qualquer perturbac¸a˜o de energia unita´ria w a energia do sinal de erro de estimac¸a˜o sera´ menor
que 0,4163.
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n f Truncamento Balanceado Grigoriadis e Watson (1997) Novo Me´todo
2 — 0,4163 0,4163
1 0,4487 0,4225 0,4163
0 — 0,4568 0,4568
Tabela 5.2: Norma H∞ do erro de estimac¸a˜o
Aplicando o me´todo do truncamento balanceado sobre (5.3), obtemos o filtro de primeira
ordem
FT (s) =

 −1,0513 −0,4556
−0,4556 0

 , (5.4)
para o qual a norma H∞ do erro de estimac¸a˜o vale 0,4487.
Grigoriadis e Watson (1997) propuseram um me´todo iterativo baseado em projec¸o˜es alter-
nadas para a obtenc¸a˜o de um filtro de primeira ordem com melhor desempenho que (5.4). O
filtro por eles calculado e´ dado por
FG(s) =

 −19,6228 4,4377
1,1731 −0,1735


e produz um erro de estimac¸a˜o com norma H∞ igual a 0,4225.
Utilizando o novo me´todo proposto na Sec¸a˜o 4.3, obtemos o filtro
FN(s) =

 −11,0004 −2,5105
−1,5006 −0,1733


que produz um erro de estimac¸a˜o cuja norma H∞ vale 0,4163. Como podemos observar, o filtro
obtido atrave´s desse me´todo e´ o´timo, pois apresenta desempenho ideˆntico ao apresentado pelo
filtro o´timo de ordem completa (5.3).
Ainda podemos ir mais adiante e calcular o filtro o´timo de ordem zero atrave´s da substituic¸a˜o
da inequac¸a˜o (4.7) pela restric¸a˜o Y = Z > 0 no Teorema 4.1. Com isso, realizando os devidos
ca´lculos, concluı´mos que o filtro nulo F0(s) = 0 e´ o melhor filtro esta´tico possı´vel para o sistema
(5.2), produzindo erro de estimac¸a˜o com norma H∞ igual a 0,4568. Os resultados obtidos para o
problema de filtragem H∞ do sistema (5.2) esta˜o sumarizados na Tabela 5.2.
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p1 p2
l1
l2
Figura 5.1: Sistema flexı´vel
¨
5.2 Aplicac¸o˜es envolvendo Sistemas de Ordem Elevada
Nesta sec¸a˜o, ilustraremos a aplicac¸a˜o do me´todo proposto para sistemas de ordem elevada.
Para isso, estudaremos o modelo de deslocamento de uma barra flexı´vel (Figura 5.1), con-
forme apresentado em (Meirovitch et al. 1983), (Geromel 1989) e (de Souza 1994). Con-
sidere que atuadores e sensores sa˜o co-alocados ao longo dessa barra, com tamanho igual a 10
unidades de comprimento, nas posic¸o˜es p1, · · · , pm. De acordo com a modelagem apresentada
em (Meirovitch et al. 1983), o movimento da barra com ν modos de vibrac¸a˜o pode ser descrito
por
x¨i(t)+ω
2
i xi(t) =
m
∑
j=1
φi(p j)u j(t) , xi(0) = x˙i(0) = 0
y j(t) =
ν
∑
i=1
φi(p j)xi(t),
sendo que u j(t) e´ a intensidade da forc¸a produzida em cada atuador e y j(t), o deslocamento
vertical da posic¸a˜o p j da barra. O modelo e´ va´lido para qualquer t ≥ 0, supondo que a barra
esteja em repouso no instante t = 0.
As frequ¨eˆncias naturais ωi e as func¸o˜es φi(η), valida para 0≤ η≤ 10, sa˜o dadas por
J0(10ωi) = 0 , φi(η) = 1√10
J0(ωi(10−η))
J1(10ωi)
,
sendo que J0(·) e J1(·) denotam as func¸o˜es de Bessel de primeira espe´cie de ordem zero e um
respectivamente. As medidas de velocidade e deslocamento realizadas em cada sensor sa˜o cor-
rompidas pelos ruı´dos unita´rios e ortogonais w1 j(t) e w2 j(t) respectivamente. O modelo final
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foi construı´do supondo que u j(t) = −∑mk=1 R jk(y˙k(t)+ w1 j(t)), sendo que a matriz R ∈ Rm×m,
sime´trica e definida positiva, e´ escolhida de forma a reproduzir aproximadamente um fator de
amortecimento pre´-estabelecido.
A partir das medidas realizadas nos sensores localizados nas posic¸o˜es p1, · · · , pm, queremos
estimar o movimento das posic¸o˜es l1, · · · , lr da barra, onde na˜o ha´ sensor. Portanto, considerando
a descric¸a˜o do problema de filtragem (3.1), definimos cada elemento da matriz L atrave´s da lei
de formac¸a˜o L ji = φi(l j). Com isso, a realizac¸a˜o mı´nima do sistema de equac¸o˜es (3.1) e´ dada por
H(s) :=


0 I 0 0
−Ω −BRB′ −BR 0
C 0 0 I
L 0 0 0

 , (5.5)
sendo Ω = diag(w21, · · · ,w2ν), Bi j = φi(p j) e C ji = φi(p j).
A func¸a˜o de transfereˆncia (5.5) representa um sistema linear invariante no tempo de ordem
n = 2ν com nw = m entradas, ny = m saı´das mensura´veis e nz = r saı´das a serem estimadas.
Exemplo 5.3 (Norma H∞) - Para ilustrar a utilizac¸a˜o do novo me´todo de filtragem reduzida
H∞ em aplicac¸o˜es envolvendo sistemas de ordem elevada, utilizaremos o problema de filtragem
descrito pela realizac¸a˜o (5.5) com n = 20, m = 2, r = 1 e
p =

 3,5
5,5

 , l = [ 8,5 ] , R =

 0,4410 0,0651
0,0651 0,3048

 .
Seguindo os quatro passos apresentados no final da Sec¸a˜o 4.3, obtivemos os filtro de ordem
reduzida e os comparamos aos respectivos filtros Fb(s), resultantes do truncamento balanceado
do filtro o´timo de ordem completa F∞(s). O novo me´todo tambe´m foi comparado a uma versa˜o
otimizada do truncamento balanceado, apresentada em (Glover 1984), na qual a matriz de trans-
missa˜o Db do filtro reduzido via truncamento balanceado e´ otimizada de forma que
min
Db
‖F∞(s)−Fb(s)−Db‖2∞, (5.6)
o que gera uma melhor aproximac¸a˜o em relac¸a˜o ao filtro o´timo de ordem completa. Os resultados
esta˜o expressos na tabela 5.3. O me´todo do truncamento balanceado tradicional esta´ representado
pela sigla TB, ao passo que o truncamento otimizado e´ referido com TB otimizado.
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n f TB TB otimizado Novo Me´todo
20 3,3842 3,3842 3,3842
14 3,3842 3,3842 3,3842
12 3,3842 3,3843 3,3842
10 3,3842 3,3865 3,3842
8 3,3843 4,0589 3,3843
6 14,1321 19,5390 3,3886
4 17,3163 18,7345 3,6577
2 22,2629 26,5050 3,7642
Tabela 5.3: Performance H∞
Como podemos ver, os treˆs me´todos se mostraram equivalentes para as ordens n f > 14. No
entanto, a maior eficieˆncia do novo me´todo se torna evidente a` medida que diminuı´mos a ordem
n f do filtro. Para n f = 2, por exemplo, obtivemos o filtro reduzido
F (s) =


0,2417 0,07551 0,01207 −0,07741
−1,691 −0,2301 −0,6041 −0,0543
−1,637 1,101 −0,333 0,9932

 , (5.7)
para o qual a norma H∞ do erro de estimac¸a˜o produzido vale 3,7642, valor muito pro´ximo do
mı´nimo obtido com o filtro o´timo de ordem completa 3,3842 e muito inferior aos valores 22,2629
e 26,5050 obtidos com os demais me´todos.
Um outro fato interessante pode ser observado a partir desses resultados. Como podemos
ver, o me´todo do truncamento balanceado otimizado na˜o necessariamente gera melhores filtros
que o me´todo tradicional. Isso mostra que dados dois filtros F1(s) e F2(s) gene´ricos, ambos de
ordem n f < n, o fato de F1(s) se aproximar mais do filtro o´timo de ordem completa F∞(s) na˜o
garante que ele tenha melhor performance que o filtro F2(s). Para o caso n f = 2, por exemplo,
podemos notar que o me´todo TB otimizado, apesar de gerar uma aproximac¸a˜o mais precisa de
F∞(s), tem como resultado um filtro para o qual o erro de estimac¸a˜o apresenta norma 19% maior
que a norma H∞ do erro produzido pelo filtro de mesma ordem obtido atrave´s do truncamento
balanceado tradicional.
Esse comportamento e´ justifica´vel, uma vez que os me´todos TB e TB otimizado na˜o fazem
uso de qualquer informac¸o˜es a respeito do sistema a ser filtrado, o que caracteriza esses dois
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n f Truncamento Balanceado Novo Me´todo
20 0,5838 0,5838
14 0,5838 0,5839
12 0,5838 0,5839
10 0,5838 0,5853
8 0,5840 0,5855
6 0,6681 0,5960
4 0,8975 0,7200
2 1,4644 0,7267
Tabela 5.4: Performance H2
me´todos como me´todos de reduc¸a˜o em malha aberta. O novo me´todo proposto, por sua vez,
carrega as informac¸o˜es do sistema a ser filtrado e utiliza como objetivo de otimizac¸a˜o o erro de
estimac¸a˜o produzido pelo filtro reduzido, e na˜o sua semelhanc¸a com o filtro o´timo H∞ de ordem
completa, o que o caracteriza como um me´todo de filtragem reduzida em malha fechada. ¨
Exemplo 5.4 Para ilustrar a utilizac¸a˜o do novo me´todo de filtragem reduzida H2 em aplicac¸o˜es
envolvendo sistemas de ordem elevada, utilizaremos o problema de filtragem descrito pela reali-
zac¸a˜o (5.5) com n = 20, m = 2 e r = 1
p =

 3,5
5,5

 , l = [ 6,0 ] , R =

 0,4410 0,0651
0,0651 0,3048


Seguindo os quatro passos apresentados no final da Sec¸a˜o 3.4, obtivemos os filtro de ordem
reduzida e os comparamos aos respectivos filtros Fb(s), resultantes do truncamento balanceado
do filtro o´timo de ordem completa, ou filtro de Kalman. Os resultados esta˜o expressos na tabela
5.3.
Como podemos observar, ao contra´rio do caso H∞ , o novo me´todo proposto para filtragem
reduzida em norma H2 nem sempre apresenta melhor desempenho que o tradicional truncamento
balanceado. De fato, como veremos na sec¸a˜o seguinte, o novo me´todo e´ melhor que o trunca-
mento balanceado apenas em algumas situac¸o˜es. Portanto, a escolha de qual dos dois me´todos
utilizar depende muito da aplicac¸a˜o em questa˜o. Como podemos observar, para o caso n f = 2, o
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filtro
F (s) =


−0,4344 0,0442 0,0354 −0,1456
−2,5147 −1,6906 −2,2336 0,7554
−3,7219 −0,1548 0 0

 (5.8)
obtido atrave´s do novo me´todo apresentou uma performance bastante melhor que o truncamento
balanceado. Por outro lado, o filtro de de´cima ordem obtido atrave´s do truncamento e´ o´timo,
enquanto que o filtro correspondente obtido atrave´s do novo me´todo e´ apenas sub-o´timo. ¨
5.3 Simulac¸a˜o de Sistemas Gerados Aleatoriamente
Nesta sec¸a˜o, a performance da filtragem realizada atrave´s dos novos me´todos propostos sera´
comparada a` performance atingida quando o filtro de ordem reduzida e´ obtido do truncamento
balanceado do filtro o´timo de ordem completa atrave´s de uma se´rie de simulac¸o˜es com sistemas
gerados aleatoriamente. Com isso, poderemos ter uma visa˜o estatı´stica da eficieˆncia dos me´todos
apresentados.
O sistemas utilizados nessas simulac¸o˜es foram gerados da seguinte forma. Inicialmente, uma
realizac¸a˜o em espac¸o de estados de um sistema esta´vel discreto no tempo e´ gerada segundo uma
distribuic¸a˜o normal de variaˆncia unita´ria e me´dia nula. Ou seja, cada elemento das matrizes A,
B, C e D e´ gerado aleatoriamente com essa distribuic¸a˜o probabilı´stica.
Em seguida, a matriz dinaˆmica A e´ multiplicada por um escalar de forma a garantir que
todos seus auto-valores fiquem dentro de um cı´rculo de raio 5/6 centrado na origem do plano
complexo, o que garante a estabilidade do sistema discreto. Grac¸as a aleatoriedade dos nu´meros
gerados, a func¸a˜o de transfereˆncia obtida dessa forma e´ sempre observa´vel e controla´vel. Por
fim, os po´los do sistema discreto gerado sa˜o mapeados no semi-plano complexo com parte real
negativa atrave´s da transformac¸a˜o bilinear
Ac = (Ad + I)−1(Ad − I) ,
na qual Ad representa a matriz dinaˆmica do sistema discreto no tempo gerado e Ac representa a
matriz dinaˆmica equivalente em tempo contı´nuo.
A simulac¸o˜es foram realizadas com sistemas de ordem 2 ≤ n ≤ 15 e, por simplicidade, com
uma u´nica entrada e uma u´nica saı´da. Para cada sistema de ordem n gerado, foram calculados os
filtros reduzidos de ordens n f = 1,2, ...,n−1.
Para o caso H∞, o filtro reduzido e´ obtido seguindo os quatro passos apresentados no final
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Figura 5.2: Novo me´todo × truncamento balanceado - caso H∞
da Sec¸a˜o 4.3 e enta˜o comparado ao filtro Fb(s), resultante do truncamento balanceado do filtro
o´timo de ordem completa F∞(s). O novo me´todo tambe´m e´ comparado a uma versa˜o otimizada
do truncamento balanceado, na qual a matriz de transmissa˜o Db do filtro reduzido via trunca-
mento balanceado e´ otimizada de forma que
min
Db
‖F∞(s)−Fb(s)−Db‖2∞, (5.9)
o que gera uma melhor aproximac¸a˜o em relac¸a˜o ao filtro o´timo de ordem completa.
Para fins de comparac¸a˜o, definimos o seguinte ı´ndice de performance
ε ,
‖Hew(s)‖∞
‖Hzw(s)‖∞ .
Note que ‖Hzw(s)‖∞ e´ a norma do erro obtido quando um filtro com func¸a˜o de transfereˆncia
nula, F (s) = 0, e´ conectado a` saı´da do sistema original. Essa situac¸a˜o pode ser considerada
como sendo uma espe´cie de pior caso e, portanto, utilizamos apenas os exemplos gerados nos
quais ε≤ 1.
Definimos enta˜o εn, εt e εto como sendo os ı´ndices de performance alcanc¸ados atrave´s do
novo me´todo, do truncamento balanceado tradicional e do truncamento balanceado otimizado,
respectivamente.
Os diagramas-nuvem apresentados nas Figuras 5.2 e 5.3 evidenciam a efica´cia do novo
me´todo, que apresenta a melhor performance em praticamente todas as instaˆncias analisadas.
A ana´lise para o caso H2 e´ semelhante. O filtro reduzido e´ obtido seguindo-se os quatro
passos apresentados no final da sec¸a˜o 3.4. O resultado e´ enta˜o comparado com o truncamento
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Figura 5.3: Novo me´todo × truncamento balanceado otimizado - caso H∞
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
εt
ε n
Figura 5.4: Novo me´todo × truncamento balanceado - caso H2
balanceado atrave´s do ı´ndice
ε ,
‖Hew(s)‖2
‖Hzw(s)‖2 .
Novamente, ‖Hzw(s)‖2 representa a norma de pior caso do erro de estimac¸a˜o e portanto apenas
as situac¸o˜es nas quais ε≤ 1 foram consideradas.
Sendo εn e εt os ı´ndices de performance alcanc¸ados atrave´s do novo me´todo e do truncamento
balanceado respectivamente, obtivemos o diagrama-nuvem apresentado na Figura 5.4. Tal dia-
grama permite concluir que o novo me´todo apresenta desempenho semelhante ou pior que o
truncamento balanceado do filtro o´timo de ordem completa na grande maioria das instaˆncias
simuladas. Ainda assim, o me´todo proposto se mostra como uma boa alternativa ao tradicional
truncamento balanceado, uma vez que sua performance e´ competitiva em boa parte dos casos
analisados, e visivelmente melhor em algumas situac¸o˜es particulares, como mostra a Figura 5.4.
Capı´tulo 6
Concluso˜es e Perspectivas
Este trabalho teve como objetivo o estudo do problema de filtragem reduzida de sistemas
dinaˆmico contı´nuos e invariantes no tempo dentro de um contexto de otimizac¸a˜o convexa restrita
por LMIs. Ale´m de termos apresentado as formulac¸o˜es do problema de filtragem o´tima com
ordem completa e com ordem reduzida, esperamos ter contribuı´do com a literatura da a´rea com
a introduc¸a˜o de duas novas estrate´gias de projeto de filtros reduzidos via LMIs, uma para o caso
H2 e outra para o caso H∞ .
Como foi mostrado atrave´s de exemplos, o me´todo proposto para filtragem reduzida em
norma H∞ apresenta um desempenho bastante eficiente, superando outros me´todos presentes
na literatura. O me´todo proposto para o caso H2 , apesar de nem sempre produzir melhores re-
sultados que a reduc¸a˜o indireta via truncamento balanceado, se mostrou interessante em algumas
aplicac¸o˜es particulares.
Os principais resultados e discusso˜es apresentados nesta dissertac¸a˜o fazem parte do artigo
(Geromel e Levin n.d.), submetido a` revista IEEE Transactions on Aerospace and Electronic
Systems em Junho de 2004.
Dito isto, concluı´mos esta dissertac¸a˜o apresentando algumas ide´ias para a continuac¸a˜o futura
deste trabalho:
• Ana´lise de possı´veis aplicac¸o˜es pra´ticas dos resultados aqui discutidos.
• Estudo de possı´veis aprimoramentos dos me´todos apresentados com o objetivo de reduzir
o grau de sub-otimalidade dos resultados obtidos.
• Extensa˜o deste estudo a sistemas discretos no tempo.
• Adaptac¸a˜o dos novos me´todos para problemas de filtragem robusta, que apresentem na˜o-
linearidades ou incertezas polito´picas por exemplo.
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• Desenvolvimento de me´todos ana´logos a`queles apresentados aqui para o problema de pro-
jeto de controladores com ordem reduzida.
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Apeˆndice A
Resultados Auxiliares
Neste apeˆndice, apresentaremos alguns resultados auxiliares ba´sicos utilizados no decorrer
desse trabalho.
Lema A.1 (Teorema de Parseval) Seja f (t) uma func¸a˜o assintoticamente esta´vel e ˆf (s) sua
transformada de Laplace, a seguinte identidade e´ verdadeira
∫
∞
0
f (t)2 dt = 1
2pi
∫
∞
−∞
| ˆf ( jω)|2 dω.
Prova: A prova deste lema pode ser encontrada em (Geromel e Palhares 2004). ¥
Lema A.2 (Complemento de Schur) Considerando-se que as matrizes A11 e A22 sa˜o sime´tricas,
o conjunto
{A11 > 0 ∩ A22 > A′12A−111 A12}
e´ equivalente ao conjunto descrito pela desigualdade matricial

 A11 A12
A′12 A22

> 0 .
Prova: A prova deste lema pode ser encontrada em (de Oliveira 1999) e (Zhang 1999). ¥
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Lema A.3 (Lema da Eliminac¸a˜o) Considere a matriz sime´trica P, particionada da forma
P :=

 P11 P12
P′12 P22

 .
Existe uma matriz X, de dimenso˜es compatı´veis, para a qual a desigualdade

 P11 P12−X
P′12−X ′ P22

< 0
e´ satisfeita se e somente se P11 < 0 e P22 < 0. Se essas condic¸o˜es forem satisfeitas, uma possı´vel
soluc¸a˜o e´ X = P12.
Esse resultado, tambe´m conhecido na literatura como Lema da Projec¸a˜o, e´ consequ¨eˆncia direta
do Lema A.2 e pode ser visto com mais detalhes em (Boyd, Ghaoui, Feron e Balakrishnan 1994).
Lema A.4 (Lema da Matriz Inversa) Consider as A e B quadradas, inversı´veis e na˜o nec-
essariamente de mesmas dimenso˜es. A seguinte identidade e´ verdadeira
(A+XBX ′)−1 = A−1−A−1X(B−1 +X ′A−1X)−1X ′A−1 .
Prova: A prova deste lema pode ser encontrada em (Zhang 1999). ¥
