Abstract. Population size for Evolutionary Algorithms is usually an empirical parameter. We study the population size from aspects of fitness landscapes' ruggedness and Probably Approximately Correct (PAC) learning theory.
Introduction
Evolutionary Algorithms (EAs) have been applied to various kinds of problems [1, 2] . One important aspect that affects the global convergence in EA is deciding population size, which has become a focus of research in recent years [3, 4] . In order to estimate population size in real-coded EAs, we employ PAC learning theory and propose concepts on characterizing the fitness landscapes.
Population Size of Evolutionary Algorithms
The intuitive notion of ruggedness is related to the difficulty of optimizing over a given landscape [5] . Several distinctive approaches have been proposed to quantify ruggedness [6, 7, 8, 9] .
Intuitively, if the initial population of real-coded EAs is large enough to include points that are in the neighborhood of the global optimum, EAs have a great chance of locating the target point in subsequent generations. It is therefore necessary to define a metric inferring closeness to optima points.
Definition 1. Granularity of Fitness Function A fitness function f (x) can be represented by the linear combination of a set of orthonormal basis functions {ϕ
k (x)} = {ϕ(k 1 x), ϕ(k 2 x), . . . , ϕ(k n x)}, that is f (x) = k a k ϕ k (x) . The granularity of fitness function f is defined as τ = 1/max(k i ), i = 1, . . . ,
n, where k i characterizes the frequency information of the basis function ϕ(k i x).
In order to infer the nearness of organisms in real value domain, we adopt the definition of -cover provided by Vidyasagar [10] .
Theorem 1. Given the fitness function f (x) with granularity τ , where f (x) is defined on S ⊂ R n , the PAC population size m is bounded bym, that is, m ≥m
where φ = g(τ )/S, g(τ ) = τ when n = 1; g(τ ) = πτ 2 /4 when n = 2. 1/φ defines the size of hypothesis space, such that with confidence δ, 0 < δ < 1, the initial population forms an -cover of S with probability greater than 1 − δ and = τ . Assume the initial population is drawn according to a uniform distribution. If the initial population forms an -cover of the solution space, then no point in that space is more than -away from a member in -cover. Several approaches for measuring the ruggedness have been considered, such as the number of local minima and the correlation length. We adopted a granularity measure τ from the decomposition of fitness landscapes. Figure 1 shows that enlarging the population size increases the probability of finding the global optimum. However, after it reaches a certain point, the improvement is no longer dramatic. The PAC population size is at the threshold that gives high convergence rate and minimizes the computational expense.
