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Summary 
The smoke emission from diesel engines is now regarded as a very significant prob-
lem because of greater public consciousness of environment damage, and in some coun-
tries legislation is now in force limiting the particulate generation. This thesis describes 
work on the feedback control of diesel smoke, in which a new smoke sensor was used to 
make real-time smoke detection feasible during engine transients. Experimental results 
demonstrated that this control system significantly reduced the smoke 'puff' normally 
generated by a sudden power demand. 
An advanced identification method is presented, which models the engine based on 
experiments . This method is dependent on an understanding of the sampling action of 
~ 
the fuel injector on a diesel engine 1.nd utilizes a synchronization technique for acquiring 
the information of the engine dynamics. Parameter estimation was used to derive the 
models of speed-to-fuel rack and smoke-to-fuel rack. The nonlinearity of the model of 
smoke-to-fuel rack was investigated in a preliaj11,p,ry way. 
~~"' 
Two kinds of controllers , non-adaptive controllers and self-tuning controllers , were 
developed and implemented on a real engine. The non-adaptive controllers , designed 
with a combination of PI control algorithm and optimisation of the engine performance, 
were of relatively low complexity and had the ability to work effectively at light-load 
engine conditions. The self-tuning controllers associated with a smoke predictor were 
applied to solv~ the problems of the system nonlinearity and enable the control system 
to work in a wider range of engine operations. The problem associated with self-tuning 
controllers were demonstrated but the possibility of using such controllers was proven. 
.. 
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Chapter One 
Introduction 
1.1 Motivation 
Although diesel engines have a higher thermal efficiency than gasoline engines, 
and can be more easily made in large displacements, they are not without emissions 
problems. Gasoline engines have three principle noxious emissions - nitrous oxide, 
carbon monoxide and unburnt hydrocarbons. The latter two are normally a result 
of running close, or richer than stoichiometry although hydrocarbons can also be a 
problem at over-lean conditions. In the diesel, the mixture is always lean overall, and 
it is nitrous oxide and particulates t'hich are the primary emissions . The generation of 
particulates is a complex process , tut essentially results from the fact that combustion 
in a diesel takes place as a diffus~on flame, i.e., the flame is rich . 
The particulate emissions normally appear as black smoke, and not only cause 
. f~ 
air pollution but also with serious overfuelling_-result in reduced fuel economy. Table 
1 [BI J shows that a comparison of a typical diesel engine exhaust with a typical 
Table 1.1 Typical emission levels from Diesel and Petrol engines 
Diesel engme Petrol engme 
Particulate matter 0.5 g/ma 0.01 g/ma 
Carbon Monoxide <0.1 % by volume < 10% by volume 
Hydrocarbons <300 ppm <1000 ppm 
Oxides of Nitrogen 1000-4000 ppm 2000-4000 ppm 
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petrol engine is favourable t o the diesel engine except for particulate matter (smoke). 
Much effort has been concentrated on understanding the particulate production, 
and how reductions might be made by improving the engine design . In addition 
particle collection in the exhaust by means of the traps requires a detailed knowledge 
of the particulates ' size distribution, composition etc. Particle emission depends on 
whether the fuel burns completely or not. Two types of factors can be identified that 
affect diesel particulate production: 
( a): 
chamber type and proportions (pre / main) 
chamber shape 
stroke/bore ratio 
cylinder size 
compression ratio 
fuel quality 
injection pressure 
I 
' 
(b ): 
injection timing 
injection period 
inlet air temperature and pressure 
exhaust back pressure 
A/F ratio 
""swirl velocity 
-~ ~ 
cold start 
T he factors in (a) are m ainly decided by the engine design which can be treated as 
static factors. T he factors in (b ) are active in a dynamic system and thus it may be 
important to control these to enable the engine to perform b etter . This is b ecause 
they determine _the mixture of air and fuel in the burning process, and then the 
real-time particulate production. 
Electronic feedback control is a novel technique for real-time smoke detection by 
controlling the dynamic factors in (b ). Much work has been done on electronic control 
of IC engines, but feedback control of diesel smoke is still a new area of research. The 
reason is that a sensor with a sufficiently fast frequency response to be the basic 
2 
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transducer component in the closed loop has not previously been available. The 
widely-used closed loop control system cannot be utilised without a suitable sensor to 
get accurate information about the controlled factor. Thus realising a sensor and then 
some routine to control the diesel smoke is exciting the minds of many researchers. 
1.2 Literature review 
1.2.1 Diesel particulate generation 
For regulatory purposes, diesel particulates are defined as solid or liquid matter 
that collects on an absolute filter in a diluted exhaust stream at a temperature equal 
to or less than 52°C . A typical particulate sample includes solid material ( carbon) and 
volatile material consisting of un\tlmed hydrocarbon compounds and sulfates [A3]. 
Smoke is defined as carbon or so<t concentration, which is the nonvolatile portion of 
the particulates [GS]. 
Essentially the generation of a soot particle in the flame can be divided into 
,.~-~ )~ ',i 
three phases under all normal combustion conditions: 1) formation of precursors, 
2)growth of the nuclei into soot particles by the chemical reactions of aggregation 
and dehydrogenation, and 3) physical coagulation of these first particles. Formation 
of the first particles from the precursors, and the initial aggregation of the former, are 
both very rapid processes occurring in the hotter zone of the flame. After emission 
from the hottes~ zones of the flame, the small but fully formed soot particles continue 
to grow into bigger units by coagulation [B3]. 
In a diesel engine, the carbon generated in a diffusion flame is either completely 
consumed, or some of it may be released as soot. This means that the carbon forma-
tion and carbon combustion will be occurring simultaneously during the heat release 
period. The concentration of carbon particles at the end of the major part of heat re-
3 
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lease will be the net soot release. This may be further consumed during the expansion 
stroke before finally finding its way into the engine exhaust [K2] . 
The formation of smoke in a diesel · engine is mainly determined by the mixing 
process, which controls the spatial and temporal history of the fuel-air mixture and 
temperature. There are many variables affecting the formation of the smoke through 
their effect on fuel-air mixing; here the emphasis will be put on dynamic ones. 
1) Fuel injection timing 
A variation in injection timing has a number of effects[K2]. First, the ignition 
delay changes with timing. This in turn changes the proportion of fuel that burns as 
a diffusion flame. 
1 
• In DI ( direct injection) engini', turbulence is generated prior to combustion, and 
the smoke level increases with th<r advance of timing[K2,I1 ]. Advanced timing results 
in longer delay periods which allows more fuel vapour and small droplets to be carried 
away with the swirling air, more fuel injected b~e ignition, higher temperatures in 
.. 
the cycle, and an earlier ending of the combustion process. All these reduce the smoke 
intensity in the exhaust . Some experimental results in [K3] showed that the smoke 
level increased with an advance in timing up to a given point (small angles before 
TDC), beyond which further advance reduced exhaust smoke. Khan[K4] suggested 
that one of the factors that contributed to the reduction in smoke at retarded timing 
was the reduced-rate of formation at the lower diffusion flame temperature occurring 
later in the expansion stroke. 
In an IDI (indirect injection) engine1 turbulence is combustion-generated. The 
effect of injection timing on IDI engines is different from that of DI ones - smoke 
levels increase with timing advance especially under heavy load [G5,A2] . Thus, the 
basic smoke characteristic with respect to injection timing is the reverse of that for 
4 
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DI engines. The exhaust smoke becomes less and less sensitive to changes in injection 
timing as the efficiency of air-fuel mixing is increased [K3]. 
2) Air/Fuel ratio 
Diesel engines produce a senous smoke problem if operated at a low enough 
A/F ratios. A typical diesel characteristic [Sl] shows that smoke density at any 
given RPM increases with decreasing A/F ratio. This is due to soot formation when 
fuel-rich mixtures are subjected to a high temperature. The soot formation has a 
strong dependence on temperature and on lack of oxygen (low A/F ratio) while soot 
oxidation has a strong dependence on temperature and needs excess oxygen (high A/F 
ratio). The more fuel-rich the mixtu~e, or the higher the temperature, the greater the 
yield of soot from the carbon available in the fuel. The emission of soot is therefore 
. ., 
associated with the main part of !he injected fuel and in particular with that part 
' which is injected after the ignition delay period. Fuel injected before ignition has , 
time to mix to leaner condition; before the temperature rises. This means that in a 
sense A/F ratio in the cylinder is related to th~)ujection timing. 
; ~'I, 
3) Engine speed 
At a middle engine speed point, the concentration of particulates is minimum 
[11]. Smoke thus becomes worse with an increase or decrease in speed [M6]. Above 
the speed point with minimum smoke, the level increases due partly to a decrease in 
air charge ( redu_ced volumetric efficiency) and partly incomplete burning owing to a 
shorter burning period. The higher smoke level at lower speed occurs because the 
air motion generated in the combustion chamber tends to mismatch the fuel motion, 
resulting in a deterioration of the smoke level. 
4) Air swirl ratio 
Some of the results pertaining to the effect of air swirl are given in [K4]. The 
5 
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swirl ratio in these experiments was adjusted with a shrouded valve. The smoke level 
tends to reduce when the swirl ratio becomes high, bu t at the higher engine speeds 
the smoke verses swirl ratio curves flat ten out or t urns u pward at the higher end of 
the swirl ratio range. The effect of injection pressure and injector design are closely 
related to the air flow . The objective is to produce a spray which will penetrate the 
air charge fully, but not wet the piston or cylinder walls . This is complicated problem 
to achieve at a full range of operating conditions. 
5) Temperature 
It is generally said that higher temperatures during the combustion process al-
ways increase the soot released. Increase of air inlet temperature will increase the 
end of compression temperature and hence the rate of soot formation [G5]. The 
I 
effect of cooling water is examine in [Il ,A2]. Coolant temperature did not signifi-
cantly influence the gaseous emi_ssions . In general, and especially at the high loads, 
r 
increasing the coolant temperature caused a modest decrease in the smoke and par-
t iculate emissions , i. e. a similar t rend, as far as smoke is concerned , caused by inlet 
air temperature changes . 
;~ 
1.2.2 Eng ine control 
Current research on electronic engine control 
Cross [C12] described a versatile diesel fuel injection system for a direct injec-
tion engine, which offered electronic control of injection timing , fuel metering, and 
injection pressure. The controller design for the injection system was based on hybrid 
analog/CMOS logic which implemented the timing and fueling schedules varied with 
the engine operating conditions. He showed that this injection system was able to 
make full range fueling or timing adjustments between successive injections to meet 
the targets of engine transient behaviour and emissions. 
6 
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A companson of closed loop and open loop control techniques for electronic 
diesel injection systems was presented in [T3]. The closed loop control exhibited 
accuracy, response time and disturbance input rejection characteristics while offering 
the potential of relaxed actuator specifications . 
Single point electronic fuel injection system technology was reviewed by Toyoda 
et al [T2]. They pointed out the potential of this system as a future important 
fuel supply system for spark ignition engines and showed an example describing how 
the control algorithm or the basic tables for control could be adjusted according to 
environmental changes or system deterioration by learning control, which is a powerful 
tool to compensate for offsets in the control points . 
A/F ratio control is essential for the efficient operation of a three-way catalyst 
(for HC, CO and NOx control) sY#lem. In these systems, the engines are normally 
controlled by a microprocessor ulng feedback from an oxygen sensor in the engine 
exhaust to maintain the A/F ra~io at close to stoich~ metry [Cl] . 
Closed-loop control of A/F ratio has attracte.._d much research since the late 60's . 
fl!l~ 
Aquino [Al] put the emphasis on examining t~~· various possible causes of A/F excur-
sions to quantify their relative importance and to compensate the controller. Bosch's 
engine management system, on the other hand[G4], introduced an adaptive A/F ratio 
control system which was an open-loop control system used to resolve the problem 
that the engine was run lean at lower loads and rich at higher loads. 
Engine emission control is normally a part of the hybrid control on engine perfor-
mance. Much work has been done on controlling the emissions to meet the specified 
requirements on the pollutants HC, CO and NOx. In the work of S ell et al [S6], the 
closed-loop control of carbon monoxide was based on direct detection of the emission, 
in contrast to the normal CO control by means of a .\ = 1 zirconia oxygen sensor and 
three way catalyst. 
7 
• 
Chapter 1 
The recirculation of exhaust gases has been employed in light duty diesel engines 
to reduce the formation of NOx [R6]. The formation of NOx was reduced by lowering 
the combustion temperatures, which effectively reduced the oxygen concentration in 
the charge. The proportion of exhaust gases which were recirculated was varied in 
accordance with changes in engine operating conditions and ambient atmospheric 
pressure. In the electronically controlled EGR emission system, the control signal for 
the EGR valve was obtained from the signals derived from engirl<t fuel/load signal and 
the engine speed signal. In addition, EGR control was automatically compensated 
with barometric pressure changes. 
Reams et al. [R2] developed an experimental diesel electronic fuel control system 
by modification of the transient fueliri.g characteristics and used it to assess the effects 
of the fuel system on diesel vehic,' emissions and smoke levels. Modified governor 
characteristics were shown to obt,in a 37 percent reduction of particulate emissions. 
The system is an open-loop contrbl of EGR and injection with the benefit of reducing 
smoke. 
Engine optimal control 
The problem of optimization of engine performance can be simply stated: m1m-
mizing fuel consumption while meeting emission limits with acceptable driveability. 
The approaches for solving optimization of engine performance fall into two cate-
gories: off and on-line. In the off-line approaches, previous researchers[Rl,P3,A4,W6] 
have developed steady-state models relating fuel consumption and emissions to engine 
operating conditions and engine controls. The optimum calibration was obtained at 
fixed speed-load points. 
Cassidy [C2] and Daher [D2] optimised the engine controls on-line. They did not 
use engine models but instead used the engine itself to evaluate performance and to 
8 
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determine search directions in the optimization procedure. 
Different techniques for optimization have been employed. The disadvantage of 
the classical indirect methods is that it makes the problem solution hard to imple-
ment. Some of these procedures require detailed physical models of the engine and 
its operation. The problem of developing a physical model of a multicylinder engine 
is a very time consuming and complex task. 
Cassidy [C2] employed an on-line technique in which a minicomputer, connected 
to an engine and programmed with an optimisation algorithm, automatically deter-
mined the calibrations for the best possible fuel economy performance at a specified 
level of emissions. 
Dohner [D2] presented an opti~sation procedure which replaced the mathemati-
cal system model with the proces5'i.tself and used experimental measurements to solve 
the optimal control problem. The procedure synthesised a set of optimal feedback 
control functions which maximised fuel economy for specified emission and driveabil-
... 
ity constraints and dealt with the engine-vehid~:~ystem during transient operation, 
including the cold-start portion of the emissiori. test and the catalytic converter tran-
sient emission signature. 
The geometric programmmg method was used to determine optimum engme 
control settings by Dehghani and Sehitoghi [Dl]. This technique converted a non-
linear problem into a set of linear equations, and this made the problem easier to 
resolve . In contrast to the classical methods, the technique first found the optimum 
value of the objective function instead of the optimum independent variables . After 
the optimum value of the objective function was found it was a relatively simple task 
to calculate the optimal independent variables . This method is especially effective in 
fuel economy problems where the constraints are highly non-linear. 
9 
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A control system used on a 6-cylinder, 2.8-litre petrol engme was developed 
by the Nissan Motor Co., Ltd., which employed a microprocessor to electronically 
control four factors of the automotive engine: fuel injection, spark timing, exhaust 
gas recirculation and air intake during idling [12] . The optimum performance was 
achieved through correlative control of the respective factors in transient conditions. 
The evaluation functions and the restrictions to achieve the optimum performance 
were determined through mapping at different engine operation conditions. 
Engine adaptive control 
Recently, adaptive control has begun to be used in engine control system. Zanker 
and Wellstead[Zl] applied self-tunin~ to a turbo-charged diesel engine to the regula-
tion of engine speed associated with direct digital control. Three forms of self-tuning 
., 
controllers were designed and teste!: minimum variance, de-tuned( tailored) minimum 
variance and pole-shifting . Of the three, de-tuned minimum variance gave the most 
' 
satisfying results. The performance of the self-tuning digital controller was compared 
with a fixed-term electronic analogue controllerr-~ich had previously been developed 
for the engine. Both the self-tuning and electronic controllers could span the entire 
operating range of the engine. The good transient responses typical of the electronic 
controller were equaled in some of the self-tuning runs, but the general transient 
behaviour of the self-tuning controller was poorer than that of the electronic con-
troller. Additionally, re-tuning transients occurred in self-tuning runs. However, the 
experiments of this work showed the possibility of such an approach and aspects of 
self-tuning control on engines. 
Another approach using self-tuning regulators was the simulation work done 
by Olsson et al [Ol]. In their work, the extended Least-Square method was used for 
system identification and the minimum variance method was used as the control algo-
rithm to overcome problems connected with unknown bias of the the engine dynamics, 
10 
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slowly varying engine parameters and excess oxygen sensor characteristics. The sim-
ulation results showed the feasibility of self-tuning in comparison with conventional 
PI controllers. 
In [MS], Mihelc and Citron developed an idle mode control system which adap-
tively adjusted the idle operating points in response to the changes in engine operating 
and environment conditions. This was accomplished by operating at an idle speed 
which gave the maximum acceptable level of engine roughness and had the best com-
promise of fuel economy, idle quality and emission levels. 
1.2.3 Engine modelling for control system design 
How to get the models of the system is important and critical to a design of a 
control system. The models are re~red in order to apply the tools of control system 
1'· 
simulation and analysis. Two geiferal classes of engine model have been developed 
for the purpose of control: 
1. Physical models 
Based on mass balance energy balance anp. momentum, this kind of model has 
the advantage that the governing equations are expressed in terms of physical param-
eters, so that the model can be used to evaluate the control performance in the range 
of operating conditions, engine sizes and alternative configuration prior to hardware 
implementation [Al,M8,W3] . In [D3], the model was formulated in a modular manner 
which recognised the physical processes that occurred in the engine. Use of normal-
ized parameters and a modular structure allowed for simulation of different engines, 
changing engine component performance characteristics and adding new model fea-
tures . But the problem of this kind of model is that it is considerably more complex 
with many involved variables which may not be those to be controlled or necessary 
input/output factors. 
11 
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2. Empirical Models 
Most engine control systems have been developed using an approach that is em-
pirical. This class of engine models have been used as the basis for current engine 
control system. They are synthesised from measured data with obvious advantages: 
independence from any physical model and analysis, accurately representing the en-
gine performance under special test conditions, employing mathematical forms much 
less complex then those of physical models of the same fidelity. 
1) A mapping technique has long been used to present the relationship of the 
variables of the engines [G6,I2]. Usually a three dimensional surface was used for 
determining the controlled factors in terms of two input factors. Here the problem 
is that if the functional relationship of the entire control and performance variables 
are linear, then time average p.ormance measures can be readily deduced from 
steady state information. UnforAmately, the highly nonlinear nature prohibits such 
a simplification. 
2) A dynamic modelling technique is base,g.on the application of the test signal 
. ~~~ 
to the system. The application of modern coll.frol theory to design the engine control 
system has led to the research on a dynamic modelling technique used for engine 
control. Up to date, the modelling techniques which have been used for engine control 
are frequency response, time response, statistic and parameter estimation methods. 
The detail review of the engine modelling will be represented later in the first 
section of Chapter 3. 
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1.3 Objective 
As mentioned above, engine smoke control is getting more and more attention 
due to more stringent emission requirements. Two main techniques have been used 
to address the problem of excessive particulate emissions. One is to make some 
improvement on the engine design such as combustion chamber, inlet manifold, fuel 
pump, injector and so on. The alternative is processing the particles in the exhaust 
with an effective particle trap. But of these methods, the first cannot resolve the 
dynamic problems when engine is operating and the second has not been established; 
serious technological problems still exist. So it is clear that dynamic smoke control is 
important. 
Through the survey of engine control, it can be found that electronic control 
., 
of engine emissions has normally fesulted in the auxiliary benefit of hybrid engine 
T· 
control.Transient control of dies~l, engines might be expected to have similar spin-off 
effects. 
Generally speaking, the major problems f~bimproved diesel engine control are 
following: 
1) Sensors and actuators with adequate accuracy, reliability and cost effectiveness 
for control system performance. 
2) Application of control theory to the analysis of control system. 
3) Techniques · of engine dynamics modelling for use in control systems synthesis. 
4) Implementation of the control algorithms. 
In contrast to the steady-state engine operation, real engine operation, such as 
engines of motor vehicles and motor trucks, involves a large number of transient 
conditions which are of considerable importance for certain engine-pollution control 
13 
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systems. 
The fact that operating conditions strongly affect particulate emissions is true 
for acceleration. During hard acceleration particles can be seen emerging from t he 
exhaust. The composition of the particulates in the exhaust is still somewhat of 
an open question. It may be carbon-rich particles from the rich mixture or may 
be combustion-chamber deposits broken loose by thermal shock due to the transient 
change in cylinder pressure and temperature . Mckee and McMahon[SlO] showed 
that with increasing engine speed (from idle to 50 mph) the amount of particulate 
matter emitted from a diesel engine increased considerably. The emission rate further 
increased during acceleration. A similar effect on gasoline engines was observed by 
Hirschler et al(pp . 196, [S10]) who found that during acceleration the amount of lead 
emitted was several times higher than the amount of lead consumed when lead was 
' used with the fuel to control corrJ1ustion in engine. 
Thus the objective of this research is to develop an engine control system which 
maintains the engine operation at a predetermined smoke level and meets the speed 
requirement during t ransients . 
14 
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Chapter Two 
Diesel engine apparatus 
Fig. 2.1 is a schematic of the engine control system. This system has five main 
components: 
1. the diesel engine to be controlled; 
2. the computer which processes the information from the sensors and sends com-
mands to the actuator; 
3. the sensors which monitor the operating conditions of the engine, and give feedback 
signals to the computer; 
I 
4. the signal processing circuits,thich process the raw signals before digitization; 
5. the actuator which receives 1commands from the computer to control the position 
of the fuel rack. 
... 
In order to describe the relevant features of~s system, it is convenient to consider 
each component in isolation. 
2.1 Diesel engines 
Two dieseL engines were used in this study. Both were four-stroke engines and 
installed in the test cells at the Engineering Department in Cambridge University. 
Details of the engine specifications are given below. 
a) Ricardo E16 diesel engine 
Type: 
Number of cylinders: 
Indirect injection combustion chamber 
1 
15 
Bore: 
Stroke: 
Compression ratio: 
Maximum speed: 
b) A.E.C. Engine 
Type: 
120.70mm 
139.70mm 
13.8:1 
1800RPM 
Direct injection combustion chamber 
Number of cylinders: 1 
Bore: 105.00mm 
Stroke: 130.00mm 
Compression ratio: 14. 7:1 
Maximum speed: 1800RPM 
Maximum torque: 66Nm.(at 1000RPM) 
Fuel pump: C.A . .,-. 8mm element, no governor fitted 
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These engines were loaded by electrical dynamometers. The load due to the dynamome-
ter could be varied from O to 130N m. 
The characteristics of the engine at steadf-state torque and speed condition with 
constant fuel rack position can be understood by remembering that the fuel per firing is 
proportional to rack position, hence fuel per unit time is proportional to rack position 
times engine speed. Assuming a constant indicated efficiency, the engine brake power is 
proportional to fuel per unit time minus losses due to frictional loads. When the losses 
are proportional only to engine speed (i.e. constant friction torque), the torque-speed 
curves are flat, and the engine can maintain any speed at a constant rack position, i.e . 
the rack position-speed characteristic is that of a integrator. When the losses dominate 
the torque-speed curves slope off, the rack position-speed characteristic shifts from pure 
integrator to first order lag, slow and stable at high speed and high load, unstable at 
low speeds . 
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2.2 Smoke sensor 
2.2 .1 Operation principle 
The sensor is designed to utilise of the fact that some of the particulates emitted 
from a diesel engine are charged. The reason for the charge is somewhat obscure, but 
the phenomena itself has been observed and studied in the previous study [M8]. 
Although this work was not centrally concerned with the dependent of the sensor 
itself, new sensor design was developed, and calibration was undertaken. Early work 
with the sensor[ClO] had aimed to produce a high performance ring sensor, which would 
have a high sensitivity, but it was found that insulation problems, and difficulties in 
insertion, limited the usefulness of this design. 
I 
Fig. 2.2 shows the design[ClO]fleveloped for the present work, which is very simple. 
By using a circuit(Fig. 2.6) on J hich there are integrators with virtual earth input, 
, 
the effect of a varying leakage path to ground is almost negligible until the resistance 
\~,12 ... -'~ 
to ground becomes very low. The problem of/\effects and net charge transfer to the 
. -~ 
detector is avoided by negative feedback of a low pass version of the signal output from 
··:= 
the first stage integrator . 
Although the sensor is simple, it is very difficult to get an exact explanation of 
sensor's behaviour. Some suggestions for the sensor's behaviour were given in [ClO], 
where it was concluded that: 
1) the smoke has a net charge, especially during exhaust blow down 
2) the net charge on the smoke as it passes the sensor is of the same sign( except 
at very high smoke levels when the signal reversespolarity) 
3) the origin of the charge is contact electrification effects between the the partic-
ulates and the exhaust valve. 
u 
. it" 
Chapter 2 
The operation of the smoke sensor is that the charged particulates are issued from 
a diesel engine, and this charge can be detected by measuring the image charge induced 
in the probe. 
The characteristics of this smoke sensor are as follows: 
1) It is different from other instruments measuring the smoke as it gives an elec-
tronic output which can be used as feedback in a closed-loop control system. 
2) It can work as a real time smoke detector in diesel engine. 
3) The structure of it is simple and it is easy to install on a engine. 
2.2.2 Smoke signal and signal processing 
., 
• The signals obtained from t~e sensor are mainly during the blow down phase. 
Typical sensor response is showri, in Fig. 2.3. It consists of a sharp pulse of positive 
charge followed by a wider pulse with a smaller peak of negative charge. Significant 
cyclic dispersion, not normally associated with c.t~l engines, is present in the real time 
smoke signals. This is due to the 'noise' in the -, di:fference between two large quantities 
- smoke generation and consumption in the cylinder. 
The smoke signals enter a processing circuit(Fig. 2.6) to be amplified and inte-
grated over a 'window' period which is typically between 130 and 200 degrees after 
firing top dead center, the period of exhaust valve opening during which the signal is 
present. so the instantaneous level of output from the signal processing circuit corre-
sponds to the total charge sensed by the smoke sensor up to that point in the engine 
cycle. If the signal does not return, after the exhaust event, to the level which it had 
before the exhaust event, this is due to charge transfer between the smoke and the 
sensor. In practice this transfer can be of either sign, and is usually small with respect 
to the main signal amplitude. 
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2.2.3 Calibration 
Tests were conducted to calibrate the sensor on the Ricardo E16, single-cylinder, 
IDI engine. 
Independent smoke measurements were made using a Hartridge Smoke-meter 
MK30 which measures the opacity of the exhaust gas. The smoke-meter was connected 
by a sample pipe and a sample probe to the diesel exhaust system. The exhaust sample 
pressure was adjusted to be correct by altering the position of the probe or exhaust 
pressure, and the temperature was controlled by heating the tube in the smoke-meter. 
The signal processing of the smoke sensor was described previously. The final 
signal, the output voltage of the processing circuit, is the total charge which has passed 
the probe up to the present time. ;I'hey are digitized through the A/D converter which 
samples at a frequency of 10 Hz,jhen averaged over 30 samples and stored by a program 
for data acquisition. 
Calibration tests are carried on at three speeds(700, 800, 900RPM). The torque 
was varied between 45 and 130 Nm at each sp'~a. The results of these tests are shown 
in Fig. 2.4. A correlation coefficient of 0.87 confirms a good correlation between the 
average sensor signal and Hartridge smoke units. 
Transient smoke levels were measured during the period of the engine transients. 
The output of the Hartridge smoke-meter was converted to a voltage which was recorded 
by a chart recorder. The result of the smoke sensor was also recorded by the chart 
recorder. Comparison of two kinds of measurements in Fig. 2.5 shows that the tenden-
cies of two traces are well agreed. 
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2.3 The computer 
The computer used for control is PDPll/23-PLUS. The main characteristic of 
this 16-bit microcomputer is that it can .address up to one megabyte of parity MOS 
MSVll-P memory while offering full PDP-11 processor functionality. 
The CPU module of PDPll/23-PLUS contains diagnostic and bootstrap ROM, 
a memory management unit, line-time clock, two asynchronous serial lines, and three 
sockets for the Commercial Instruction Set( CIS) and Floating Point Instruction Set 
options. 
This kind of computer was designed with a system distribution panel that sim-
plifies access, installation, reconfiguration, and relocation of all serial line and option 
connections. ., 
' 
, .. 
' 2.3.1 Physical Specification ·, 
Physically, the PDPll/23-PLUS consists of a single unit containing the microcom-
. ;~~ puter hardware itself, a keyboard, and a visual display unit(VDU). External devices, 
floppy disk units and printer, can be connected to the computer. The main features 
are following: 
a) There are two DLV-11 type serial line units for the system console, and an 
additional terminal or line printer. 
b) Extended LSl-11 Bus interface supports a full megabyte of memory. The LSl-11 
Bus provides vectored priority interrupts, programmed 1/0 transfers, and DMA 1/0 
data transfers. All modules operate asynchronously at their highest possible speed. 
c) The four-level interrupt bus structure allows the priority of bus options for each 
level to be conveniently determined by their physical locations on the bus. 
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2.3.2 · A/D and D / A conversions 
The Analogue-to-Digital and Digital-to-Analogue converters are on an AXVll-C 
circuit board. The board accepts up to 16 single-ended inputs, or up to 8 differential 
inputs, either unipolar or bipolar, and has a programmable gain on these inputs of 1, 
2, 4, or 8 times the input voltage. 
The AXVll-C also has two separate digital-to-analogue converters(DACs ). Each 
DAC has a write-only register that provides 12-bit input data resolution. On receiving 
the data, the AXVl 1-C changes the data to an analogue output voltage. 
The process of A/D or D / A conversion can only be realized by assembly language. 
The time of A/D conversion is 25µs and D / A conversion 65µs. 
f 
• 
' 2.4 Actuator and engme spe·ed measurement r 
The actuator used to receive the command sii:$:n~l from the computer and drive the 
. ~-fuel rack is a servo motor modified from the F~~S34 made by FUTABA Corporation 
of U.S.A. The output torque of the servo is 112.6 oz-in (8kg-cm) and operating speed 
is 0.19 sec/60°. This servo motor has a polyacetal resin precision servo gear which can 
operate smoothly and provide positive neutral and virtually no backlash. 
The servo motor is connected mechanically with the engine fuel rack and electri-
cally with a driving circuit which replaced the initial electronics control system of the 
servo. The command signal from the D / A converter enters the circuit, and then is 
compared with the output signal of the servo which moves the fuel rack while rotating. 
The error signal resulted from the comparison passes through an amplifier and output 
to make the servo's operating angle up to be the right position. So the operating angle 
of the servo is a linear function of the voltage level of the command signal. 
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The fuel rack travels from minimum fuel supply position to maximum fuel supply 
position when the operating angle of the servo changes from o0 to 180°. The range of 
the voltage from the D/A converter to the servo is -lOV. to +lOV. 
The engine speed signal is taken from a techogenerator on the crankshaft. This ac 
signal is rectified before A/D converter. 
2.5 Discussion on the output of smoke sensor 
The description of the smoke sensor in section 2.2 shows that the output of the 
smoke sensor is related to the exhaust particle concentration. The test results of cal-
ibration give a good agreement between the output of the smoke sensor and the Har-
tridge Units . The use of this smoke sensor in a transient smoke control system will be 
• evaluated through the performancff of control system discussed in Chapter 4 and 5. 
In this section the behaviour of the smoke signals such as cyclic variation, indepen-
dency and origin of the sensor response, and how these affect the sensor's application 
will be discussed. 
1. Cyclic variation 
The problem of cyclic variation was found early in the work at Ricardo[R3] and 
later by Schweimer[S5] . This was also investigated in the work of Collings, et al[ClO]. 
The smoke signal used for smoke feedback control is a processed one of the pulse 
generated by the imbalanced charge brought with the particles. The pulses are sampled 
by a 'window' and integrated, so the smoke signal before A/D converter is actually a 
voltage level which is related directly to the total charge in the pulse up to a particular 
time. If the pulse smoke signal keeps unchanged from cycle to cycle, the smoke level 
will be smooth with time invariance. So, the cyclic variation of the pulses resultsin the 
oscillation of the smoke level. However, when the fuel supply increases suddenly( a big 
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step input to the fuel rack), the smoke pulse becomes much bigger than that at steady-
state condition. Comparing to the high smoke level at transients, the oscillation of the 
smoke signal resulted from cyclic variation at steady-state is very small. Hence, the 
cyclic variation of the smoke signals is ignored in the smoke feedback control system. 
2. Speed dependency 
The dependency of the smoke signals can be investigated with the calibration 
between smoke and other coefficients of engine. The calibration was conducted in 
three engine speed points. The sample 'window' for processing the smoke signals was 
produced by a circuit which processed the pulses from crankshaft and camshaft. When 
the engine speed decreased, the 'window' becomes a little wider, this means that the 
integral time for the smoke signal became longer. If the smoke signal had a relatively 
high offset, the width of the 'window' would affect the integrated results very much. 
However, the offset of the raw Sllf)ke signal was removed by the simple electronic cir~uit 
described in section 2.2.1 befor~ the signal was processed. The variation of the width 
of the sample 'window' did not show much effect to the smoke level held after the 
integrators. Early work in Ricardo[R3] gave t -Jiii/observations that the response of the 
probe(for smoke sensing) was speed dependent. In our work, no special investigation 
has been done for this. However, the correlations(Fig. 2.4) separately at three different 
speed points show that the general speed dependency of the smoke level is not very 
significant 
23 
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Chapter Three 
Engine modelling 
3.1 Introduction 
An engine incorporates complex component sub-system including the fuel supply 
system, manifold, combustion system etc, whereas the engine control system (actuator, 
sensor, electronics etc) is more precisely defined. The realization of the control system 
is based upon the modelling of the controlled system. It is necessary to analyze the 
performance of the system using the model, and then design the controller. In modem 
., 
control theory, every kind of me~od for system analysis and design such as Bode 
' 
diagram, Nyquist criterion or Root Locus method, needs a good understanding of the 
controlled system. Even for adaptive control which has been developed more recently, 
the parameters of the transfer function describi)lg the relationship of the input and 
. 
·;~ 
output can be estimated on-line, but the transfer function is still required to be partly 
,.· 
known - the order of the transfer function and time delay have to be specified initially. 
Hence, modelling is always the first step in the solution of a control problem. 
Generally, there are two ways to determine the mathematical model of an engine system: 
(1) mathematic-physical analysis based on general physical laws or process dynam-
ICS. 
(2) eixperimental analysis based on the information obtained by measurements. 
A review of the application of experimental modelling technique to engine control 
shows that frequency response techniques have been widely used. In 1974, Windett 
and Flower[Fl,F2,F3] applied sample-data theory to frequency response measurements 
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of a l~rge diesel engine. To eliminate the scatter produced due to the signal processing, 
a synchroniser was used to produce repeatable measurements and demonstrated by 
applying it to a variety of simple sampled-data systems. 
Chang and Sell[ CS] gave another example of the application of this technique to 
a petrol engine modelling employing an infrared diode laser spectrometer to establish 
dynamic effects of A/F ratio perturbation about stoichiometry on CO emissions and 
engine torque. In their work, the input signal was a biased sinusoidal voltage to perturb 
engine A/F ratio at different frequencies . Two models were derived, one was for A/F 
effect on torque, another predicted the correlation of engine torque and CO emissions . 
Time response techniques were used in [Cl] to measure the response of the A/F 
ratio to the fuel. The input was a step change to the fuel metering system, and the I 
transfer function was found to be flit order with a time delay. 
' Flower et al did more work onrengine modelling using P.R.B.S . techniques [F4] to 
obtain a transfer function between engine speed and fuel rack position. The P.R.B.S . 
. ... pulse rate . and sample time were synchronised wf:11 the engine firing. Details of the 
model however were not discussed. 
Engine dynamic modelling usmg a parameter identification algorithm was de-
scribed in[M9]. Morris et al used physical principles to obtain a block diagram of 
the system, and then Landau's hyperstable identification algorithm to determine the 
parameters of the model. Based upon a sampling interval of one engine revolution, the 
response of the torque to throttle was described by a fourth-order dynamic model. 
The ability to model an engine dynamically suggests that modern control analysis 
and design techniques can be employed to resolve the engine control problem. However, 
progress has been impeded by the absence of suitable dynamic models. One of the basic 
reasons for this is the lack of suitable sensors. This chapter shows how a novel smoke 
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sensor was used as a basis for establishing the necessary information for modelling. 
Following this introductory section, section 2 describes the features of different methods 
used for engine modelling and review some of the results obtained by the author. The 
problems associated with conventional modelling techniques are discussed in section 3. 
In section 4 the generation of the input signals, data acquisition and synchronization 
technique that have been developed for engine modelling are described. Section 5 
describes the identification algorithm that is predominantly used in this study. The 
determination of model order and parameters estimated are described in section 6. 
Finally, the nonlinearities of the models and simulation results are discussed in section 
7. 
3.2 Modelling methods used f0r engine control 
• 
' The modelling techniques which have been used for engine control are 1) time re-
' 
sponse method, 2) frequency response method, 3) correlation technique and 4) param-
eter estimation. In this section, we shall discuss }ii, main features of the application of 
each method to engine modelling with the exp<=;i:ience in the previous work and present 
work undertaken. 
1. Time response methods 
The time response method gives the output response to specific types of input 
m the time domain. With this method the forcing function giving the best insight 
for transient response studies is the unit step function[S4]. The following are the 
advantages and disadvantages of time response method: 
Advantages: 
a) For an engine system, step change of input such as required speed and torque 
can usually be applied fairly easily. 
31 
Chapter 3 
b) The resulting response very readily gives an idea of the transfer function of 
engine system. With simple observation we can determine the order of magnitude of 
the gain, of the dominant time constant, or of the damping ratio and natural frequency 
of the system. 
c) Any pure transport delay involved in the response and indication of non-linearity 
can be shown with different magnitude of steps. 
Dis ad vantages: 
a) The engine speed may not settle, and drifts unacceptably with a step input on 
the fuel rack. 
b) Because engine variables such a~ speed may change much during the case of the 
experiment, the model obtained is not_,necessarily associated with one operating point . 
• ... c) It is difficult to predict mod<i order accurately using this approach. 
r 2. Frequency response methods , 
In this approach, the transfer function of a, ;Wtem in the frequency domain is 
described in terms of the response to a varying s~pusoidally input signal after all initial 
transients have died away. Provided the system is linear the steady state output, which 
is the particular integral term of the solution of the governing differential equation, is 
a sinusoid of the same frequency as the input, but with a shift of phase and a change 
of amplitude. This method has the advantages: 
a) Embodying principles are easily understood. 
b) It is convenient to generate the input signals . 
c) An indicator (namely a Bode or Nyquist Diagram) is given, which offers a simple 
and intuitional understanding of the measured system. 
and disadvantages: 
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a) It is time consumed because the steady-state output is a sinusoid of the same 
frequency as the input when the testing time tends to infinity. Accurate results may 
only be obtained when the testing time is long enough at each frequency point of the 
sinusoid input. The frequency response of the system over a specified range has to be 
measured at each frequency point one after another. 
b) It is impractical in some cases because of the limitation imposed by the existence 
of system noise . 
c) The frequency range for the test is limited if the system to be modelled is 
inherently discrete in nature ( e.g. in the case of a car engine one revolution of the 
engine is a fundamental behavioural quantisation). 
Details of the problems associated with the application of this method to engine 
-, 
modelling will be discussed later in 1 ection 3.3 . 
' 3. Statistical methods 
These methods are based on the fact that the cross-correlation function of the 
- ... input and .output in a dynamic system is proporticffl:ll to the impulse response function 
when the input signal is white noise[S4]. A random signal which has a white noise 
spectrum is easy to generate - Pseudo Random Binary Sequence (P.R.B.S.) can be 
used instead of white noise in system modelling. The features of this method are: 
Advantages: 
a) The effect 0f the inherent noise in the system can be largely eliminated and the 
response characteristics can be determined when the appropriate statistical procedure 
is used to analyse the signals. 
b) P.R.B.S . signals are very useful approximations to periodic white n01se and 
are the input signals most widely used in statistical system testing, which are com-
monly available in real-time computing environments . The binary nature of the signals 
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simplifies the cross correlation calculation. 
c) The signal int ensity of a P.R.B .S. is low, with energy spread over a wide fre-
quency range, hence it is a suitable forcing funct ion for a plant in operation as it causes 
little disturbance from the operating condition. In addition, it is applicable to the 
determination of transfer functions on line . 
Disadvantages : 
a) The method is not as simple to understand as that of other modelling methods. 
b) The method is based on the assumption that the noise of the system is uncor-
related with the input . Accurate modelling is difficult to achieve if this assumption 
breaks down in the real system. 
c) The modelling results stro~ y depend on inherent discrete behaviour ( as men-
tioned above) . How this effect iifluences the modelling results will be discussed in 
Section 3.3. 
4. Parameter estimation 
r:r: - ~ }Ji.JJt< 
In some cases the parameter values of mo.dels may be obt ained wit h t he forgoing 
methods. In ot her cases , however , it might not be feasible to determine the precise 
values of the system parameters in this way. In these instances it is sometime possible to 
deduce the values using parametric identification. This method has following features : 
Advantages: 
a) Much smaller numbers of experimental data are needed, compared to statistic 
method or frequency response method. Also, significant simplification in the computa-
tion can be achieved by choosing input signals of a special type, e.g. impulse functions, 
step functions , coloured or white noise , sinusoidal signals , and. P .R.B .S. 
b ) It can be done both on-line or off-line recursively with respect to different 
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requirement and control algorithms. 
c) If the model is expressed in linear discrete form the parameters of the canonical 
form can be obtained directly because the various criteriu. are realised by computa-
tion, and the inputs and outputs need sampling into discrete results. 
Dis ad vantages: 
a) A plausible structure of the transfer function, such as order of the model, and 
time delay between input and output, has to be postulated before the parameter esti-
mation. 
b) The input and output used for identification are sampled signals which cause 
the error between them and the real signals. 
I 
' 3.3 Application of frequenc•,: and statistical methods for engine modelling 
The frequency method is widely used for engine modelling. This is because this 
method is accompanied by the frequency anal~ s method which is also widely used 
for system analysis and design. Statistical me.thod has been tried on engine modelling 
but only in a few examples. In this section, we first discuss the discrete nature of 
I.C. engines, and then discuss the application of the frequency and statistical methods 
for engine modelling and indicate the problems of applying these methods for engine 
modelling with some test results. Lastly, we decide on which modelling technique to 
use for our control system design. 
3.3.1 Discrete nature of the engine 
In a diesel engine system, the output of engine speed and movement of the fuel 
rack are continuous, However, the fuel injector contains a discrete sampling mechanism. 
In a typical fuel injection system on a diesel engine, the amount of the fuel injected 
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is determined mainly by the injection time and pressure. The fuel injection normally 
starts before top dead center, the timing cam drives the piston of the fuel pump past 
the fuel inlet so that the injection cylinder is pressurised. The fuel is then continuously 
injected into the combustion chamber while the fuel pressure is high enough until, for 
example, the helix in the side of the piston connects the pressurised part of the cylinder 
with the inlet part . So, the amount of injected fuel for each engine cycle is determined 
only by the time during the injection stroke when the helix on the piston passes the fuel 
port . The relative position of the helix and inlet port is varied by the position of the 
fuel rack which rotates the piston. The injection time is only of the order of 5 percent 
of each engine cycle, so the injection event can be treated as sampling the movement 
of the fuel rack. The sample time interval is given 
., 
• 
' 
T = 120 
n.N 
N is engine speed( RP M) and n is the number of cylinders. 
3 .3 .2 Frequency resp onse metho d 
1. The principle of frequency response method 
In frequency domain, the transfer function G( s) of a linear system can be shown 
to be a ratio of two polynomials in s, each of which can be factorized to give 
G( s) = Y(s) = k(s - z1)(s - z2) .... (s - zm) 
U(s) (s - P1)(s - P2) .... (s - Pn) 
If a sine wave of unit amplitude and of frequency w rad/second is taken as the input 
to system: 
u(t) =sinwt 
or in frequency domain w U(s) = 2 s +w 
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The output y(t) will be[S4] 
[y(t) ]t-.= = IG(jw)jsin(wt + LG(jw)) (3.1) 
The magnitude and phase can be obtained as functions of frequency from the transfer 
function G( s) by replacing s by jw and determining the modulus and argument of 
G(jw ), which for any particular frequency is generally a complex number. 
2. Application of frequency response method for engine modelling 
For the samples to be truly representative of the original signals it must be possible 
to recreate the signals accurately from the samples. It is well known in communication 
theory that this is possible only when the sampling frequency fs is at least twice the 
highest frequency component present in the signals. Otherwise, 'aliasing' will result. 
In the case of diesel engine the en.r;ine output will be a sine wave with a gain and 
phase lag if the frequency w is lot.er than 1/2T. But, when the input frequency to 
' the fuel rack is higher than 1/2T, the movement of the fuel rack will be sampled at 
' 
too low a rate . The actual process of the fuel supply is cast into another sine wave 
with frequency w' which is different from w, an~Jus makes the output a sine wave of 
frequency w' too. This behaviour can be demonstrated easily. Fig. 3.1 and 3.2 show 
the sine wave inputs ( which drive the actuator connected with the fuel rack) and the 
speed outputs at different frequencies ( the engine steady-state speed is about 840RPM, 
firing frequency is about 7Hz) . In Fig. 3.1.a, the input sine wave has the frequency of 
lHz. The sampling ( at the time of the injection) thus has a frequency 7 times that of 
the input sine wave. In Fig. 3.1.b, the frequency of the input sine wave is 2Hz. The 
frequency of injection is thus a factor of 3.5 times higher than that of the input sine 
wave. Thus the sine wave outputs of the engine speed have the same frequency as the 
inputs. In Fig. 3.2, however, the 'aliasing' is very obvious when the input frequency is 
higher than half of the firing frequency, 6Hz, in Fig. 3.2.a, and 7Hz in Fig.3.2 . b. With 
this problem, the relationship of the input and output will not correspond to equation 
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(3 .1). Hence the modelling of the engine will be misleading at these kinds of frequency 
points. 
To b e a ble to determine the dynamic charact eristics of the operating process of an 
engine with the frequency response method, it is necessary to determine the value of 
the minimum acceptable frequency of the input sine wave from the engine firing rate. 
In p ractice, the Bode diagram starts to become scattered when the frequency of the 
input sine wave is above 1/4 of the engine firing rate. 
3.3.3 Statistical methods 
1. Principle of the statistical method 
If a linear system, whose transfer function is G( s) in frequency domain, has input I 
u(t) and output y(t), then following f epresentation can be obtained from a fundamental 
' theorem of spectral analysis : 
<I>yu(w) = G(jw)~n(w) 
where <I>yu is cross-spectrum of the out put and input, <l> uu is auto-spectrum of the 
input , This leads t o the following estimate of t h e frequency response G(jw ): 
By calculating the gain and phase at each frequency point, input u(t) and output 
y( t) are sampled as u 1 , u2, ... , u N and y1 , Y2, . . . , y N , the spect rum can then be obtained 
from these N pairs of sample values by calculating the auto-correlation and cross-
correlation functions and using Fourier transforms . 
2. Application of the statistical method for engine modelling 
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When the statistical method is applied to engine modelling, some caution should 
be taken. As the diesel engine is a discrete system, the continuous input signal for 
moving the fuel rack is actually sampled by the fuel injection, so the frequency of the 
input and output samplings, used for calculation of the spectrum, must be taken into 
account . 
The P.R.B .S. signal is widely used in the statistical method due to its approxima-
tion of periodic white noise[ASJ. Let values of P.R.B.S. sequence for successive interval 
!:),,T be x1 , x 2 , •.. , x N, so that its autocorrelation function is 
l N 
q;x,;( T) = N L x(j)x(j + T) 
j = l 
,., { - ~ if_j =J- 0 
. N 
,= 
a 2 ifj = 0 
This shows that the autocorrelation function of the P.R.B.S . signal is . approximate 
'J~ ;, 
to a 8 function when N is large. If the P.R.B.S. sequence is sampled at a frequency Is 
Us =J- b.1T ), its random property will be changed, so the P.R.B.S. pulse sequence should 
have the same frequency as that used to sample the input and output signals. 
By way of example, Fig. 3.3 shows the Bode diagram of the transfer function, for 
speed-to-fuel rack, obtained from a single cylinder (AEC) engine using the statistical 
method. The basic test point speed was 800RPM. The P.R.B.S. input signal perturbed 
the fuel rack around a basic position which kept the test speed point. The P.R.B.S. 
signal was trigged at the same frequency as engine firing. Input and output signals were 
sampled at the engine firing frequency and calculated on a digital spectrum analyser 
to give the Bode diagram. As shown in the figure , both the gain and phase become 
oscillatory when the frequency is higher than lHz. The problem here is that the 
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frequency of P .R .B .S. pulse sequence is the same as the sampling frequency of data 
acquisition, and the sampling frequency of data acquisition must match the engine 
firing, hence the system can only be identified at very low frequency when the engine 
speed is low. This might explain the oscillations in Fig. 3.3. 
3.3.4 Experimental modelling activity 
Through the review of the modelling techniques used for engine control, the anal-
ysis of the problem when the frequency response or statistical methods are used, and 
consideration of the digital form of the transfer function required in this control sys-
tem, the method of parameter estimation was chosen as the modelling method for the 
system design . 
-, 
With this method, two conflicHJ1.g requirements must be considered to obtain the 
production of a suitable model stru~ ture and estimation of the parameters within that 
structure. 
1 )_ The model should be as simple as possible. :!A general, a simple model eases the 
process of controller design and impleme~fation; this is particularly true if the 
model can be made linear and the order of the transfer function kept low. 
2) The model should be as accurate as possible to provide an adequate representation 
of the real system. Even though it may be impossible to get a model which exactly 
represents the actual process, sufficient accuracy is necessary for the cont roller 
design methods used and the specified requirement s wit h regards to t he control 
performance. 
The modelling work was carried out as follows: 
1) Acquisition of the data on the real engine to be controlled . . 
2) Determining the time delay of the transfer functions from the data acquired and 
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predetermining the order of the transfer function using initial identification. 
3) Derivation of the models with off-line identification of different engine conditions 
and observation of the nonlinearity of the transfer functions. 
3.4 Synchronization technique for dynamic measurement 
As mentioned above, the diesel engine is a typical sampler, and the perturbation 
of the fuel rack in modelling must occur to affect the fuel supply; otherwise, there will 
be aliasing between the input and output to lead a misunderstanding of the system. 
In this section it will be shown how this problem was dealt with the synchronization 
technique, and then data acquisition · for off-line identification are described . 
., 
' 3.4.1 Model conventions anA notations 
In this research, we were considering the implementation of digital control strate-
- ... gies. Therefore, it was appropriate to formulate,;il:!screte time models of the system. 
The input used in the modelling was a digital signal which was converted through 
a D / A converter to drive the servo-motor, as described in section 2.4. u( t), the input 
used for parameter estimation, was the actuation signal to the servo subtracted from a 
constant input signal which was acting on the servo to maintain the engine speed test 
point. 
The outputs of the controlled system were engine speed and smoke level. Both 
were processed before A/D conversion. Speed and smoke measurements had the same 
scale as input measurement. The sampled data for modelling of speed output, y 1(t), 
and smoke output, y 2 (t), were the speed and smoke outputs subtracted from the their 
initial values respectly. The calibration between engine speed and the digitized value, 
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DV, of the speed measurement was DV =r·RPM+a. For AEC engine, a was 1832.8 and 
r was 1.5401. 
The diagram of the system for modelling is shown in Fig.3.4 and the layout for 
data acquisit ion in Fig.3.5. 
3.4.2 Measurement of input and outputs 
1. Generation of P .R.B .S. signals 
The P.R.B.S . signal was a binary sequence, where switching between one signal 
level and the other took place in a pseudo random manner, but was discretised in time 
by allowing switching to take place only at equispaced internals. 
The P.R.B.S. signal was generate
1
d by a Fortran program. Seven shifters were used 
in the program to get 127 bits sequet ce. The amplitude of the signal could be selected 
' by the user before the P .R.B.S . was generated. , 
2. Data acquisition for off-line identification 
.... 
Another Fortran program linked with an ~ife'inbler routine was used to sample 
,' 
and store the data results of the input and outputs into the data files, and to send out 
the P.R.B.S. analogue signal to the servo motor. The program read the P.R.B.S. data 
sequence, added it to a basic value( basic voltage to keep the steady-state engine speed), 
and then the assembler routine moved one of the data sequences from the memory to 
D / A converter w_hen the trigger arrived. After that, this data was converted into 
an analogue signal to the servo motor and this signal was held until the next trigger 
arrived. 300 samples were taken for each program execution. 
3. Amplitude of P.R.B.S . and the perturbation of outputs 
The amplitude of P .R. B.S. was selected to make small perturbation in the outputs 
when the sampled data were used for system identification. The final models derived 
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were in digital form whose discrete time intervals were constants. However, in fact, 
the real sample frequency for data acquisition was varied because the engine speed was 
changing due to the perturbation on the fuel rack and the sampling was synchronised 
with the engine revolution . So the fixed sample frequency in the identified model was 
actually an average of the real sample frequencies . The more the engine speed was 
perturbed, the more the sample frequency varied. The accuracy of the model would be 
unacceptable if the sample frequency in the test changed over a wider range. 
The engine speed was sensitive to the small variation of the fuel rack's movement 
at low frequency, but the smoke signal could not be excited when the amplitude of 
the P .R .B .S. pulse was smaller than 0.25V. Thus, the amplitude of P.R.B.S . input was 
chosen to be higher than 0.25V. and w.ith different gains to investigate the non-linearity 
of the system. I 
• 
' 3.4.3 Synchronization of the sampling and engine revolution 
. A synchronization technique was used to II,l.;,'~~ the samples of data acquisition in 
the system synchronise with the natural samplers. It required that the samplings to 
the continuous parts of the system occur at regular intervals of the same variables that 
govern the natural samplers. In this diesel engine the event of this synchronization is 
shown in Fig. 3.6: 
1) The trigger starting the D/A converter and then sending out the P.R.B.S. pulse 
has the same frequency as engine firing. 
2) The time interval to keep one P.R.B.S . pulse is chosen to be the time for one engine 
cycle. Each trigger to the P.R.B.S. pulse happens in exhaust process, this keeps 
the position of the fuel rack unchanged during injection pe:riod. 
3) The sample frequency to the input and outputs is the same as engine revolution. 
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4) A/D conversion happens at the time when the piston arrives at TDC. 
3.5 System identification algorithm 
Recursive Least Square(RLS) method was used to determine the parameters of 
the models . 
1) Model in RLS 
The model underlying RLS is 
y(t + 1) = </J(t)() + v(t + 1) 
where 
</J(t) = [- y(t), -y(t - 1), .... , -y(t - na + l), u(t - nd), u(t - nd - l), .. .. , 
u(t - nd - nb + l), v(t), v(t - 1), .. .. , v(t - nc + 1)] 
-, 
• I () = [ a1, a2, .... , ana,, bo, b1, ..... , bnb- l, C1, C2, .... , Cnc] 
' y - the output 
u - the input 
... 
v - uncorrelated,zero-mean rando~~ quence or white noise 
a, b, c - parameters of the model 
na, nb, nc - defines the degree of the model 
n d - system t ime delay 
T his model can b e writt en as 
where 
C( -1 ) 1+ -1 + - 2+ + -nc q = c1q c2q ... . Cncq 
q- 1 - represents the unit delay operator, q- 1 y(t + 1) = y(t) 
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2) Estimate execution 
The parameter estimate B( t) based on data point at time t is given by 
where 
B( t ) = B(t -1) + W( t - l)[y(t) - y(t)] 
y(t) =</>(t - l)B(t - 1) 
W t _ P(t - l)111(t - l) 
() -111(t)P(t - l)111 1(t) + -X(t) 
1 
111(t) = c(q-1 )k(t) </>(t) 
where k(t) is a contraction factor and ,\(t) is a forgetting factor . 
k(t + 1) =akk(t) + (1 - ak) 
-X(t + 1) =a>.A(t) + (1 - a>,) 
-, 
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a>, and ak control the rates at whict ,\(t) and k(t) reach their final values . 0 ~ a>, ~ 
' 
P( t ) is a scaled version of the covariance of the estimate given by 
"' ~ 
P (t ) = [P( t _ l) _ P(t - l)111'( f~lt )P(t -1 )] /-X (t) 
-X(t) + 111 (t )P(t - l )111'( t) 
3.6 Paramet er estimat e 
1. Pre-determination of the structures of transfer functions 
Time delays of the models were determined from the sampled data, which was 
represented by the number of sample intervals. The time delay in the model of fuel 
rack-to-speed was one sample interval and in that of fuel rack-to-smoke two sample 
intervals. 
The order of the fuel rack-to-speed model was assumed by referring to a mathe-
matical model of engine[Hl] and the experimental results in previous work[Z2]. The 
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position of the fuel rack is proportional to the fuel per firing, hence fuel per unit time 
is proportional to that fuel rack position times engine speed. Engine power is approxi-
mately proport ional to fuel per unit time minus losses. Change of steady state engine 
speed results from change in fuelling rate, 'i .e. fuel rack position, and load torque. For 
an engine on which loading is unchanged, the transfer function between fuel rack and 
speed is nearly a pure integrator if the engine is not governed[Hl] . This is why a diesel 
engine has a tendency to run away if not governed. 
The actuation signal of the controlled engine system was a digital one which was 
converted through the D / A converter of the computer, processed in a circuit driving 
the motor before it moved the fuel rack. To account for these additional components, 
higher orders of the transfer function of speed-to-fuel rack w!Rre investigated. 
No previous work has been fouj on the experimental determination of fuel rack-
to smoke model. In the work of <fhang and Jeffery[C5], the model of fuel rack-to-
CO emissions was derived as a second order one. Since the relative proportions of 
particulates, unburnt HC and CO might be conceived to be roughly proportional to 
~ 
each other when the engine condition is kept unef~'h.ged, the transfer function of fuel 
rack-to-smoke was assumed to be second order. 
2. Investigation of the order of the transfer function 
The range of the order of transfer function for the model was investigated and 
accuracy of the models was utilised to :finally determine the order of the model. With 
the same algorithm for identification, the transfer function of speed-to-fuel rack was 
investigated from first order to third order and the number of zeroes from O to na - l. 
The transfer function of smoke-to-fuel rack was investigated in the same range. The 
coefficients produced for the various models are given in Table 3.1 and 3.2 respectly 
for speed and smoke models . In Table 3.1, the data were taken ~t engine steady-state 
speed 800RPM and torque 30 Nm, and Table 3.2, speed 900RPM and torque 45 Nm. 
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The simplest speed model which gives a near minimum square error is that for na=2, 
nb=O and nd=l. A near minimum error of the smoke model is obtained for the simple 
choice na= 2, nb=O and nd=2. 
Similar results about the order of the transfer function were obtained at other 
speed-torque points, here only the final models used for system analysis and design are 
given in Table 3.3 and 3.4. 
3. Convergence of the estimated parameters 
Parameters of the model were estimated with 50 - 100 sample points at each 
engine test condition . The initialization of the parameters was zero. Convergence of 
the parameter estimate is shown in Fig: 3. 7 and 3.8. In Fig. 3. 7 are the results of speed-
to-fuel rack model and in Fig. 3.8 the smoke-to-fuel rack. There are some :fluctuations ., 
in the first 4 - 20 iterations for :f>eed models, as shown in Fig. 3. 7, after which 
' the values of the parameters settle down to the steady-state ones . The identification r 
processes for the smoke model have more :fluctuations, as shown in Fig. 3.8, and the 
vah,1es of the parameters are not very stable aftef~ iterations. 
4. Comparison of real and predicted results 
Comparison of y(t), the real output, and y(t), the predicted output, are shown in 
Fig. 3.9-11. In Fig . 3.9 is the predicted speed output compared with the real speed 
output at engine condition speed= 800RPM and torque= 30Nm. The model for predic-
t ion is second order with one infinite zero. The two traces are in good agreement. Even 
in the identificat ion with first order transfer function for speed model, the predicted 
and real speed outputs are still in good agreement, as shown in Fig. 3.10. 
Fig. 3.11 shows the comparison of smoke outputs. The model of smoke-to-fuel rack 
is second order with one infinite zero. The two outputs agree well although difference 
between them looks bigger than that between real and predicted speed outputs. 
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Table 3.1 Coefficients for various orders of fuel rack-to-speed model 
na nb nd a1 a2 a3 bo b1 b2 V 
1 0 1 -0.9318 0.0296 1830.2 
2 0 1 -1.5375 0.5627 0.0145 1104.3 
2 1 1 -1.4198 0.4621 0.0136 0.0067 1071.9 
3 0 1 -1.6712 0.8033 -0.1009 0.0131 1472.6 
3 1 1 -1.4159 0.4888 -0.0305 0.0131 0.0076 1122.2 
3 2 1 -1.4328 0.4983 -0.0249 0.0127 0.0080 -0.0012 1168.7 
.. 
• 
' V - the sum of the squared errors between real and simulated results over N samples r 
N = 100 in Table 3.1, N = 40 in Table 3.2 
... 
·Table · 3.2 Coefficients for various order~18'f fuel rack-to-smoke model 
na nb nd a1 a2 a3 bo b1 b2 V 
1 0 2 -0 .8798 0.0476 372.297 
2 0 2 -0.5719 -0 .2883 0.0616 226.351 
2 1 2 -0.4595 -0 .3861 0.0653 0.0036 223.151 
3 0 2 -0.6330 -0.1793 -0.0524 0.0603 224.915 
3 1 2 -0.3700 -0.1668 -0.2788 0.0674 0.0203 215 .791 
3 2 2 -0 .2769 0.1794 -0.6517 0.0708 0.0318 0.0173 223.244 
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Table 3.3 Parameters of fuel rack-to-speed model at different engine conditions 
Speed Torque Gain Pole 1 Pole 2 Time delay ndl 
(RPM) (Nm) k1 P11 P12 ( sample interval) 
800 30 0.0145 0.9368 0.6006 1 
800 60 0.0094 0.9447 0.5369 1 
700 30 0.0140 0.9613 0.5741 1 
700 72 0.0075 0.9775 0.4801 1 
900 30 0.0180 0.9351 0.3583 1 
900 60 0.0101 0.9556 0.3807 1 
-, 
• '. 
' 
Table 3.4 Parameters of fuel rack-to-smoke model at different engine Conditions 
.. 
~~ ,: 
" Speed Torque Gain Pole 1 - Pole 2 Time delay nd2 
(RPM) (Nm) k2 P21 P22 ( sample interval) 
800 30 0.0099 0.7767 0.1197 2 
800 60 0.0335 0.9506 0.3536 2 
900 45 0.0616 0.8943 -0.3224 2 
900 60 0.0322 0.9448 0.2132 2 
3. 7 Discussions on the final models 
The engine speed response to the fuel rack movement was tested at different speed-
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torque points. The results in Table 3.3 show that in the speed model there is always 
a slow pole which is bigger than 0.9 and less than 1 in the Z-domain. A tendency can 
be found that the slow pole in the transfer function goes towards the position which 
is more unstable when the speed is lower. · This agrees with the results of engine speed 
modelling in the previous work [Hl,Z2] and also the speed-torque characteristics of the 
engme. 
The poles in the smoke model are more stable than those of the speed model. The 
steady-state gain of the transfer function increases very quickly with the increase of 
engine torque. But, the smoke model is more difficult to be identified due mainly to its 
nonlinearity. Three different sizes of the P.R.B .S. input were adopted to measure the 
response of the smoke model at the same speed-torque test point. The test data shown 
in Fig. 3.12 were estimated to inve~lgate the nonlinear gain of the transfer function. 
J', 
The amplitudes of the P.R.B.S. in;ut pulses, as shown in the figure, were 51(0.SV.), 
102(1.0V.) and 204(2.0V. ). Identified with these three inputs, the steady-state gains 
were 0.0232, 0.3239 and 1.2301 respectively when the transfer function was second order 
' ... 
with a time delay of two sample intervals. The ~ii.linearity of the smoke response to 
the fuel rack might result from the engine corn:bustion process and derivation of the 
sensor's output from real smoke level. From the control standpoint, the main parameter 
to be controlled is engine speed and the smoke is to be detected in the transients, so 
the accuracy requirements to the speed model and smoke model are different. 
The time delay of either speed response to fuel rack or smoke is less than one 
engine cycle from the view of engine operation. In the models shown in Table 3.3 and 
3.4, the time delay of the speed model is one sample time interval and smoke model 
two sample time intervals. In fact, the smoke response does not take the time delay 
twice of that speed response does . This is caused by the sample process. During the 
period one P.R.B.S. pulse takes, the first sample starts at the TDC after compression 
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stroke, the second one happens at the TDC after expansion stroke, at this moment the 
speed signal affected by the alteration of the fuel supply is ready to be output but the 
smoke signal is being processed. So the smoke signal can only be sensed one sample 
interval later than the speed signal. 
Simulation was carried out in an open loop. The P .R.B.S . signal used for mod-
elling was still taken as the input signal in simulation, and the simulated outputs were 
compared with the actual outputs. Graphical illustration of the accuracy of the models 
is given in Fig. 3.13-16 which show that the agreement between the measured and 
calculated results is quite acceptable and also show that the model of the fuel rack-to-
speed(Fig. 3.12 and 3 13) is more accurate than that of fuel rack-to-smoke(Fig. 3.14 
and 3.15). 
3.8 Conclusions ., 
' The work in this Chapter wa,s undertaken to utilize the modelling techniques with 
the concern about the discrete nature of the diesel engine. 
"-Two models, speed-to-fuel rack and smok~~o-fuel rack which are necessary to 
controller design, were obtained with the synchronization technique for data acquisition 
and Recursive Least Square method for system identification. The comparisons of the 
test and simulated results show the acceptable accuracy of the derived models. 
The engine speed model can be linearised as a second order transfer function in Z 
domain with a t~me delay of one sample interval, i.e. one engine revolution. 
The nonlinearity of smoke-to-fuel rack model was investigated in a preliminary 
way, and the model was approximated as a second order transfer function with a time 
delay of two sample intervals when the amplitude of the input signals was limited in 
some range. It must be emphasised that more accurate modelling of the particulate 
emissions is extremely difficult since it is highly nonlinear. 
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Chapter Four 
Control System Design 
4.1 Introduction 
Feedback control is generally deemed to be a better way than 'open-loop' con-
trol.This technique involves measuring the output variables at time t and, after mea-
surement, comparing them with what is required at time t and calling the difference 
between the desired value and the actual one, the 'error'. Using the errors in each of 
the variables the whole system acts to drive the errors to zero . 
., 
In a single-input single-outpu• (SISO) engine speed feedback control loop(Fig . 
.... 
4.1.a), the controller always work_s, to reduce the error between speed requirement and 
( 
actual engine speed, so only the speed error is used to control the fuel quantity in-
jected. Normally the smoke is entirely set by a limit on the maximum fuel that can 
... 
be injected. Such a system cannot cope with ff1 smoke limit because the fuel rack 
position demanded by the controller will move with a very big step due to the ini-
tially large speed error, and the subsequent, over-fueling will cause a high smoke level 
which normally appears as a 'smoke puff' during blowing down. Fig. 4.1.b shows this 
'smoke puff' which is the output of the smoke sensor during acceleration. Although 
more sophisticate_d controllers, using the boost pressure to limit the maximum fuel flow 
are often implemented, these are still difficult to optimize in the sense of allowing truly 
smoke-limited power during acceleration. This is especially true if the smoke limit itself 
may be desired as a variable. 
For the reason given above, it appears that there is a useful role for an effective 
real time smoke sensor as part of a control system. Initial work on smoke sensor done 
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by Collings et al[ClO] was the starting point in realizing this control system. 
With the objective of smoke limited operation, the engine control system we dealt 
with had two inputs, required engine speed and smoke, and outputs, transient engine 
speed and smoke. Normally, the design of a multivariable control system is-based on 
the linear models of the controlled plant. As was found in the results of the engine 
modelling, the smoke model was nonlinear and could only be linearised locally. This was 
incentive to design the engine control system with the method different from the usual 
ones. Two designs of the engine control system will be described in this Chapter. They 
were based on a combination of the conventional controller design and optimisation 
for an appropriate interpretation of the overall performance specification. Following 
the system analysis, the conventional method of the PI controller design was used to 
initially set the controllers, and t4en objective functions were chosen for optimization 
' of the closed-loop behaviours toljether with the selection of the controller's coeffic~ents. 
This chapter is organized as follows: In section 2 is the analysis of the engine system 
to be controlled. Section 4.3 describes two control strategies and section 4.4 considers 
,.., , 
the problem of optimal performance. Section lf'<describes the controller design details, 
whilst in section 4.6 the two control system designs are compared by analysis of the 
system. stability and sensitivity. Section 4. 7 then describes the implementation of one 
control strategy on computer. Finally in section 4.8 we present an evaluation of control 
performance with experimental results. 
4 .2 Analysis of the engine system 
The engine control system we were considering was not a SISO system and had 
nonlinear models, so the conventional control approaches were extended to design the 
proper controllers and satisfy the control requirements. However, observing the per-
formance and analysing the characteristics of a proposed feedback loop was necessary 
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in order to find control problems and to design efficiently. Classical control approaches 
were widely used for doing these in terms of directly measured transmission charac-
teristics . Hence Bode diagram and time response methods were used for preliminary 
analysis of the engine system and the .results of this analysis were referred to in the 
control system design. 
The analysis and design of the engine control system were carried out with the 
models at an engine condition of 800RPM speed and 30N m torque which were taken 
from the modelling work described in Chapter 3. The transfer functions of speed-to-fuel 
rack and smoke-to-fuel rack taken from that chapter are: 
(
Y1(t)) 
Y2(t) 
0 ) (~1(t-l)) + (-0.5627 
1.0672 \Y2(t - 1) 0 (
Y1(t - 2)) 
Y2(t - 2) 
(
0.0145) ~ ( 0 ) + fL (t-ndl)+ u(t-nd2) 
0 , 0.0451 
As defined before, y1 is the engine speed outp~ y2 is the engine smoke output and u 
is the actuation which acts on the fuel rack. ,,." 
Fig. 4.2 is the time response of the engine speed to unit step input. The slower 
pole of the two poles, 0.6006 and 0.9369, in the model of speed-to-fuel rack causes 
the slow response. As shown in the figure, the rise time is 2.55 seconds and settling 
time is 4.2 seconds at the point that the error becomes smaller than 3 percent of the 
steady-state speed value. The steady-state error is about 40 percent of the step input . 
In Fig. 4.3 are the Bode plots of engine speed and engine smoke to fuel rack in 
open loop. For the model of speed-to-fuel rack, the gain margin is 33dB and the phase 
margin oo · . The model of smoke-to-fuel rack has a gain margin of 25.8dB and a 
phase margin of oo. Two poles of the smoke model in open loop are 0.8099 and 0.2573. 
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4.3 Control Strategies 
Two engine control strategies were constructed in terms of the control objective. 
1. Cascade control loop - system 1 
Fig. 4.4 is a block diagram representation of the component in system 1. Several 
simplifications have been made in this diagram to facilitate the discussion of the general 
concepts involved in the control strategy. 
The block labelled 'engine' includes the fuel delivery system, its outputs have been 
shown as the crankshaft speed and the smoke signals. The 'actuator' includes a servo 
motor and a circuit to drive it. The S\1mple frequencies of T 5 is limited by the execution 
time in the control program. Tc is t~e time interval to hold the command signals from 
D / A converter to the servo motor,':Ts is equal to Tc, but Tc and Ts are not uniform in 
time as indicated in the diagram. 
r 
The corresponding control diagram is shown in Fig. 4.5, R 1(z- 1 ) is the speed re-
. ... 
quiremerit, and R 2 (z- 1 ) the smoke requirement .'.Ifto feedback outputs are Y1 (z- 1 ) , the 
actual speed, and Y2(z- 1 ), the actual smoke. C1(z-1) and C2(z- 1 ) are the controllers 
to process the speed and / or smoke error signals . The speed requirement, R 1 (z- 1 ), is 
a step input with positive amplitude. The smoke requirement, R 2 (z-1 ), is the smoke 
level at steady-state engine condition. It can be treated as a step input with zero 
amplitude. 
For the control strategy of this system, the feedback smoke signal is first compared 
with the allowable smoke level in order to calculate the smoke error. The smoke error 
passes through a gate which assigns a zero to it if the actual smoke level is less than 
the allowable one; otherwise, the error remains unchanged. The output of controller 2 
is added to speed error, the new error value e(t) is then processed in controller 1. 
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As the smoke requirement, R 2 (z- 1 ), is zero, the transfer functions between outputs 
and inputs are: 
( 4.1) 
where 
-, 
The characteristic equatio~ of these two transfer functions are the same. This 
means that the stability of th~ iwo pairs of inputs and outputs correspond. 
2. Parallel control loop - system 2 
Fig. 4.6 is the control diagram of systeiji,:<Q. In this system, the actual speed is 
compared with the required one while the actual smoke is compared with the require-
ment in a parallel way. Two error signals are processed in their respective controllers, 
then combined to give the command to the fuel rack. 
The transfer functions of this system can be represented by ( 4.1 ), but the elements, 
G1 (z- 1 ) and 92(z-1 ), are different: 
( 4.4) 
(4.5) 
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Two transfer functions have the same characteristic equations, but the two con-
trollers, one for smoke error processing and another for speed, work independently. 
This is different from system 1 in which the two controllers affect each other. 
4.4 Optimisation of the engine performance 
The ability to adjust the transient performance is a distinct advantage in feedback 
control systems. Definition and measurement of the best system performance must 
be given first in order to analyse and design control systems. As control systems are 
inherently dynamic systems, the performance is usually specified in terms of both the 
time response for a specific input signal and the resulting steady-state error . 
., 
1. Input signals • 
' For a system which is stable, the response to a specific input signal will provide , 
several measurements of the performance. The standard test input signals commonly 
used are (1) the step input (2) the ramp input .,~ (3) the parabolic input . In this engine 
control system, engine speed and smoke w,ere controlled in transients caused by an 
engine demand change. The speed requirement is a step signal for engine acceleration. 
Thus the measurement of the system was the response to the step signals. 
2. Performance index 
There are _certain gross system properties which are indicative of acceptable system 
performance. These performance specifications are generally categorised as either time 
domain or frequency domain specifications. In the time domain, typical specifications 
are rise time Tr, percent overshoot P, settling time Tst for the transient response of 
the system to a step input . 
During the process of engine acceleration, the speed is always expected to rise up 
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to the target as soon as possible, i.e. with a short rise time but additional constraints 
on overshoot and settling time. Thus rise time, settling time and overshoot of the 
engine speed were taken as three of the performance indices. Also, smoke error was 
one index which must be considered due to our control objective. 
3. Steady-state error 
The steady-state error of engine speed was chosen to be less than 5 percent of the 
step of the input speed. The steady-state error of engine smoke was not taken as a 
consideration since the smoke level was only required to be lower than the requirement. 
4. Optimal criterion 
A performance index is a quantitative measure of the performance of a system 
and is chosen so that emphasis is given to the important system specifications. Modem 
f 
control theory assumes that the syf ems engineer can specify quantitatively the required 
' system performance[D5]. 
With the specified objective functions involving the performance indices, the con-
trollers were designed to minimize an objecti';~unction (which was denoted by the 
symbol J). As a result, any objective functio~ to be minimized should involve penal-
ties or weightings for both excessive deviation from equilibrium and excessive control 
efforts. 
In the control system under study, speed performance was controlled and the error 
of smoke was only effective when it was bigger than zero even though the actual smoke 
output was always detected. Remembering that the objective of this control system 
was to reduce or remove the 'smoke puff', the criterion was defined as 
N 
min 1 = :z= qi. xi 
i = l 
where qi is penalty, Xi includes Tr(rise time of engine speed), T~t(settling time of engine 
speed), P(percent overshoot of engine speed) and Esrn, the sum of the smoke errors 
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over 100 samples. The choice of the penalties was quite arbitrary and at the discretion 
of the system designer in terms of the control objective. 
4.5 Controller design 
4.5.1 Computational simulation of the designed system 
Simulation study was made on the models of the real engine systems in order to 
(a) select the weights in the objective functions through observing the engine process, 
(b) determine a set of coefficients for the controllers essential for optimizing the per-
formance, 
( c) compare different control str,{egies in terms of the engme performance during 
transients and required measirement of the control system. 
The inputs of the simulated process were the requirements of engine speed and 
smoke, and the outputs were the responses of tl!e.,engine speed and smoke to the fuel ~ . (~ '? 
rack. With the calibration between the outp3-ft of the speed sensor( voltage) and the 
numerical results after A/ D converter in the computer, the numerical representation of 
a step signal corresponding to an engine speed change was obtained. 
The models of fuel rack-to-speed and fuel rack-to-smoke were those described in 
Chapter 3. They were the identified results under engine condition with 800RPM 
( engine speed) and 30N m ( engine torque). The model of fuel rack-to-speed used for 
simulation was 
For reducing the effect of the nonlinearity of the smoke model, the smoke level was 
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calculated using two groups of parameters of the transfer function: 
{ 
a1(2)Y2(t) + a2(2)Y2(t - 1) + bo(2)u(t - nd2) 
Y2( t + 1) = 
a~(2)Y2(t) + a;(2)Y2(t -1) + b~(2)u(t - nd2) 
when u ~ Um 
when u > Um 
Two groups of parameters were obtained by modelling with different sizes of the 
inputs . 
The language used for simulation was Fortran which was also used in the main 
program for the implementation of the control algorithm on real engine. Thus the 
simulation of the controllers gave a very close approximation to those in real engine 
control system. 
4.5.2 PI controller for speed loop 
., 
The engine control system unler study had one controllable actuation input and 
two outputs. One of the outputs, the engine speed, was mainly controlled to meet the 
desired performance. Design was started with the consideration of the speed loop at 
first, then the smoke control based on the initiall~ optimized speed loop was designed. 
. (~'? 
The well known PID (proportional-integral-derivative) controller is deservedly pop-
ular in many control systems. It gives satisfactory performance for a wide class of pro-
cesses, and it is easy to implement using analogue or digital hardware. The combination 
of P and I controllers which are used most generally gives a stable closed loop provided 
that kp, proportional gain, ki, integral gain, and integral time are appropriately chosen. 
The controller 1 in Fig. 4.3 was chosen as a PI controller designed with the model 
of fuel rack-to-speed. The model of fuel rack-to-speed was second order as described in 
Chapter 3, 
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bo(1)Z2 - m 
= z (z - P1(1))(z - P2(1)) 
m is the sample steps which time delay takes, m 
1000RPM. 
1 when engme speed is 700-
The principle of the design can be described as follows, 
The transfer function of controller 1 is, 
-1 z C1(z ) = kp1 + ki1--
z - l 
Z + kp1 
_ (k + k· ) kp1+k;1 
- pl il 
z - 1 
L t k + k k kp i = 1o, then e pl i l = 0, kp1+k;1 J I 
-, 
Cfl( -1) - k z - Jo 
-i z - o· ---
' z -1 
Let lo be a zero to cancel tHe slow pole Pl(l), so 
rfti.¥ 
·.:...y1 lo = P1(1) = --,,,-... -
kp1 + kil 
The transfer function of the closed loop is, 
G~ (z_1 ) = kobo(1)Z 
(z - l)(z - p 2( 1)) + kobo(l)Z 
The characteristic equation is, 
(z - l)(z - p2( 1)) + kobo(l)Z = 0 
z
2 
- (1 + P2(1) - kobo(i))z + P2(1) = 0 · 
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k0 can be determined from desired characteristic equation, then kp 1 and ki1 can 
be found by resolving the following equations, 
kpl 
---=---=Jo 
kp1 + kil 
The selection of the gains in controller 1, kp 1 and ki1 , were based on three perfor-
mance indices, rise time Tr, settling time Tst, and percent overshoot P. The rise time is 
the time required for the system to move from 10 to 90 percent of the steady-state value 
(before the first overshoot). The set~ling time is defined as the time when the speed 
error settles to be 5 percent of the step input; and the percent overshoot is defined as ,, 
• ; Mt - l 
P = P /100 
r 1 
peak spe~d value Mpt = ---~---
required speed 
So the optimal criterion for the design of speed loop was to minimize 
Fig. 4. 7 shows the result of 11 against the variation of k 0 which determines two 
gains in controller 1. Since the best performance of controller 1 in the speed loop in 
terms of speed control might not result in the best results for a combined speed and 
smoke control system, three groups of the gains of the controller 1 were selected for 
the design of the whole system. In Table 4.1 are the selected coefficients of controller 
Chapter 4 
1 based on the model at engine speed 800RPM and torque 30 Nm. 
Table 4.1 Selection of the coefficients in controller 1 
No. kp1 kil percent overshoot rise time settling time 
(seconds) (seconds) 
1 3.75 0.60 0.0 1.01 1.50 
2 4.68 0.54 0.0092 0.74 1.40 
3 5.62 0.40 0.0221 0.60 1.60 
Fig. 4.8 are the simulation results of the engine speed and smoke outputs with the 
controller in No. 3 of Table 4.1. Th,e speed outputs with controller 1 in No. 1 - 3 of 
• Table 4.1 are shown in Fig. 4.9. Jhese results were obtained from the processes with 
only speed control. 
. ... 4.5.3 Design of combined speed and smdlre control system 
The design of the speed loop was to select the gains of the controller 1 with the 
emphasis put on cancelling the slow pole in the transfer function of fuel rack-to-speed, 
and then meet the performance specifications. Instead of this method, the coefficients 
of the controller 2 for smoke error processing and the controllers of the combined speed 
and smoke control system were determined by minimizing the objective function 12 . 
Based on the optimization of engine speed performance, the requirement of the engine 
smoke output was adopted as one of the three performance indices. The other two 
indices were percent overshoot and settling time of the engine speed. The objective 
function was 
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Controller 2 was a proportional controller which was chosen in terms of the sim-
ple algorithm and control purpose. Still based on the models at engine condition of 
800RPM and torque 30Nm, simulations were carried out with both controllers for pro-
cessing speed and smoke signals. For the three selected PI controllers designed in 4.4.2, 
the gain of the controller 2 was varied to find the kp2 with which the objective function 
h was minimum. Fig. 4.10.a shows the optimization results of system 1, and Fig. 
4.10.b those of system 2. In these figures, k0 varies from 4.0 to 6.0 with a 0.2 step, and 
kp2 varies from 0.1 to 2.0 with a 0.2 step. 
As shown in the figures, the optimal values of kp2 are obvious with different co-
efficients of controller 1. To system 1, value of kp 2 with minimum J2 is 0.4 when PI 
controller has proportional gain of 3. 75 and integral gain of 0.25. The optimal value of 
kp 2 of system 2 is 1.2 with controller i in which kp 1 is 3. 75 and ki1 is 0.25. 
' Basically, the speed control loo~ works to reduce the speed error through moving 
r 
the fuel rack forward at first in acceleration, and smoke control means detecting the 
high smoke level with impeding the quick movement of the fuel rack. This is done 
'~.., , 1i(!lt, in different way with control strategy 1 and 2.lti system 1, the speed error between 
actual and required speed outputs to cause quick moving of the fuel rack is reduced by 
adding smoke error before PI controller (controller 1). But in system 2, the command 
signal to move the fuel rack is reduced directly by the processed smoke error signal. 
In fact, controller 2 in system 1 acts as a scaling factor rather than a proportional 
controller to make_the smoke error match the speed one. Fig. 4.11 shows the simulation 
results of speed and smoke outputs with strategy 1 when speed requirement is 100RPM 
(numerical representation 154.01). In Fig. 4.12 are the results with control strategy 2. 
4.6 Comparison of two control strategies 
The transfer functions of the controllers which are developed and the controlled en-
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gine have certain characteristics that permit transient and steady-state analysis of this 
control system. Three factors of prime importance in feedback-controlled systems are 
stability, steady-state error and parameter sensitivity. In this section we will compare 
the two control system designed with different strategies in these three aspects. 
4.6.1 Steady-state error 
It is found that the steady-state error of system 2 is zero, but that of system 1 
depends on the coefficients of the controllers and the engine models [Appendix A]. 
4.6.2 Stability 
In contrast to single-input and single-output control systems, an interesting and 
., 
important feature in multivariable f~dback systems, is that each input/output combi-
' 
nation will have a different stability margin.In this sense, analysis moves from studying 
a single Bode magnitude and phase plot to studying, for each pair of output-to-input, 
a set of Bode plots . However , as described in section 4.2, the transfer functions of the 
'~ . . ) W,JJfi, 
engine control system have the same characteristic equations. This makes the stability 
,, .. 
analysis of this system as simple as that of a SISO system. 
The characteristic equation in system 1 is 
The characteristic equation in system 2 is 
Fig. 4.13.a and 4.13 .b are the Bode diagrams of system 1 and system 2. The 
controller 1 in both of the systems have the proportional gain k~ 1 = 3.75 and integral 
gain ki1 = 0.25. The proportional gain kp2 of controller 2 is 0.4 in system 1 and 1.2 in 
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systein 2. To system l (Fig. 4.13.a) , the gain margin is 10.6dB and the phase margin 
66 .2° . In system 2(Fig. 4.13.b) , the gain margin is 15.ldB and phase margin 76.7° . 
Both syst ems are satisffo1,with the essent ial requirement to the stabili ty, gain margin 
of 5 dB and phase margin of 45° [FS]. 
4 .6 .3 Sensitivity to the variation of the controllers' parameters 
The principle concern with parameter sensitivity is that the dynamic response and 
especially the stability of the system will be altered when the parameters are varied. It 
is well known that using negative feedback control can reduce the effect of parameter 
variations of the controlled system. The effect of parameter variations can be described 
by a measure of sensitivity of the system performance to specific parameter changes, 
I 
the root sensitivity means how the fta,rameter change has its effect on the characteristic 
' 
roots[DSJ. 
The root sensiti vi ty can be defined as 
5Pi _ 0Pi . J'~ Pi 
k - 8lnam, ,Oa m, / a m, ( 4.6) 
where Pi equals the ith root of the system and a m, is the paramet er of interest. 
T he change in Pi due t o the ch ange of am, is given by 
( 4.7) 
where n is the order of the characteri stic equation, m is the index number of the 
parameter considered. If the magnitude of Pi is less than one, the larger the power 
of p~- =, the smaller the variation. Here can be concluded that the most sensitive 
parameter is an, the constant term in the characteristic equation, when Pi is less than 
one. 
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The characteristic equation of system 1 is 
( 4.8) 
The characteristic equation of system 2 is 
( 4.9) 
We can see these two equations are similar except the terms including kp 2 . The variation 
of kp 2 affects the coefficients of the terms: z 3 , z 2 , z and z 0 • But when the variations 
of kp2 in two cases are same, the coefficients with kp 2 in (4.9) is amplified more than 
that in equation ( 4.10) when k0 is bigger than 1. This must cause the different results 
of the denominator in ( 4.8) of two !ystems. So the roots of the two systems behave 
• differently to the variation of kp2 ., 
How the systems sense to th~ variation of kp 2 with different control strategies can 
be analysed and displayed using Root Locus diagram. The tendencies of the roots' 
. ... 
va~iation of the characteristic equation are obse~Jd rather than finding the locus. 
Fig. 4.14.a and 4.14.b are the Root Loci of two system with the engine condition: 
speed=800RPM and torque=30Nm. The gain of controller 2, kp2 , varies from 0.5 to 10. 
in Fig. 4.14.a and from 1 to 25 in Fig. 4.14.b. Comparing the results of two systems, 
we can find that the roots' positions of the characteristic equations of two systems are 
similar when kpz is small, 1 or 2. But the roots of system 1 go towards unstability 
more quickly, system 1 becomes unstable when kp 2 is 4.2 and system 2 when kp 2 is 
7. kp 2 in system 1 acts as a scaling factor between speed error and smoke error. The 
processing of smoke error depends on not only controller 2 but also controller 1. When 
the proportional gain in controller 1 is bigger than 1, the smoke error is amplified by a 
gain which is kp 1 times of kp2. 
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4. 7 · Implementation of the controller strategies 
4.7.1 Language of the control programs 
For a control system, the software; including microcomputer programs, should 
be maintainable. That is, in the event of hardware changes or revised specifications, 
it should be possible to easily and successfully adapt existing programs to meet the 
new operating environment. With all but the most trivial programs, a high level 
programming language must be used in order to ensure a maintainable program. 
Programs written in a high level language, even a compiled high level language, 
can never be as efficient as a well written assembly language program due to restrictions 
imposed on program structure. In some control systems, assembly language must be 
used if the system specially has a reijuirement of high sample frequency. However from 
• the experience of the engine conyol system, good performance of the control system 
can be obtained with a sample frequency equal to or less than lOHz which depends 
on the engine revolutions. The high level language used in the PDPll/23 - Fortran 
IV is a compiled language and in execution m(fii;.efficient than interpreted high level 
languages. 
Taking account of the requirement of the sample frequency which was low in engine 
digital control and the conveniency of program adaptation, high level language, Fortran 
IV, was chosen for the main program, and assembly language was used for 1/0 routines . 
83 
Chapter 4 
4.7.2 Construction of the control program 
The control strategy was implemented on the computer PDP /11-23 . Software is 
composed of four parts: 
1) Initilization 
2) Data acquisition, data processing 
3) Controlling tasks 
4) Parameter display, adaptation and data storing 
The main program was writte~ with Fortran language. It has several assembly 
language routines and Fortran language routines. The assembler language routines are 
as follows: 
1) Analogue-to-digital conversion 
., 
2) Difftal-to-Analogue conversion 
3) C<imnter of sampling time 
4) Memory storage 
r:-- ~ 
'~ "' The Fortran routines are for keyboard cdnt"rolled actions: 
1) Interruption 
2) Display and adaptation of some parameters 
3) Create the data files for storage 
The main-program monitors desired quantities, performs as a controller, holds the 
results in memory, and stores the data necessary. 
4. 7.3 Sampling frequency 
The selection of the sampling frequency is usually limited by the speed of the 
computer and physical consideration of the system. The limitation on the rate at which 
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sampling can be done is that the sampled signal must be processed by the computer 
before the computer can drive the D / A converter with the new control command. An 
algorithm to provide the control signal takes time to execute and hence limits the rate 
at which control effort update can occur. 
In the engine control system we were studying , the minimum time between the 
firings was 171ms at 700 RPM and 133ms at 900RPM. The control program could 
not be easily made to sample faster than lOOms. The controller in z transform was 
designed with the transfer functions in which the sample time interval was constant 
and dependent of engine revolutions, Hence, the convenient way to make the controller 
work effectively was to select the sampling frequency as the same as that in the designed 
controller or derived transfer functioQs if this frequency was realisable . Referred to the 
previous work on engine digital contiol, the experience suggested that 125ms (8Hz) be 
a reasonable value for sampling in,? rval in this engine control system. 
The sampling frequency was 1controlled and adapted by a 'line clock' in the com-
puter. 
4.8 Experimental results 
The control systems designed above were tested to demonstrate that the speed and 
smoke control system was capable of reducing the smoke 'puff' at transients while the 
speed requirement was met. Based on the comparison of the two control strategies with 
analysis of stability, steady-state error and sensitivity, control strategy 2 showed better 
performance than strategy 1. This section will describe the set up of the experiment 
and display the results of an experimental study to evaluate the operation of control 
strategy 2. 
1. Initial condition of the experiments 
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The computer was not equipped to start the diesel engine. This had to be done 
manually. Control of running engine was taken initially by a hand-over procedure as 
follows: 
1) set up the position of fuel rack with ODT(Octal Debugging Technique) to access 
engine speed 800 - 900RPM at medium load when the engine ran. The initial 
load was set to be about 33N m. Experience showed that a medium initial speed 
demand was usually best, as a high initial speed could often lead to the engine 
overspeeding in the first few seconds of the run before controller operation, 
2) set the engine load and the control program ready to run, the initial engine speed 
required was given in the control program, 
3) start the engine manually, 
., 
4) run the control program, and tl.low the engine to warm up. 
' 2. Test conditions 
Four speeds and three load settings were chosen to span the operating range. 700, 
- ~ 
800,900 and 1000RPM were chosen as the speJ<f-!t'est points. For each test cycle, the 
engine was run at steady-state condition at first, and one of the load points was set 
initially. After the required speed was input from the keyboard by the operator, the 
engine was accelerated by the control program from one speed point to another. The 
engine ran at a new speed-load condition until next engine speed was required. The 
speed output and the smoke output during the acceleration were sampled, converted 
and stored into the data files . 
3. Results and discussion 
Fig. 4.15 - 19 show the experimental results of control system 2. In Table 4.2 are 
t he corresponding engine test conditions of the figures . 'Speed' shows the step between 
t he initial and final required engine speed. 'Torque' means the initial load in each 
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acceleration process. The limited smoke levels in the experiments were determined as 
the levels at steady-state engine condition . 
Table 4.2 Engine test points 
Fig. Speed(RPM) Torque(Nm) kpl kil kp2 
4.15 700-900 40 3.75 0.25 1.20 
4.16 700-900 30 3.75 0.25 1.20 
4.17 700-900 30 2.82 0.18 1.20 
4.18 800-900 60 1.80 0.20 1.00 
4.19 800-1000 30 3.75 0.25 1.20 
., 
4l 
' In Fig. 4.15, the smoke <puff"' (trace 1) was produced by the control program which 
simulated the usual engine acceleration process without smoke detection . Trace 2 is a 
- ... 
result of strategy 2 when the requirement of e,t~he speed was the same as that of trace 
1 but with smoke feedback control. The loop of smoke feedback in Fig. 4.3 acted so 
as to impede forward the movement of the fuel rack as the smoke level exceeded that 
limited. So the difference between the two traces was caused by different u( t) signal 
sequences, one was produced by only the speed error, another by both the speed and 
smoke errors. 
In Fig. 4 .16 and 4.17 are two traces of engine speed and smoke outputs. They 
show that the smoke <puff' is reduced with the control effects while the required speed 
steps are met at light load conditions. 
The results shown above demonstrate that the smoke exhausts during engine tran-
sients could be reduced with the developed control system. The experimental results 
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with these non-adaptive controllers were satisfied when engine acceleration spanned the 
range of 700-900RPM with light torque below 40Nm. 
However these controllers with fixed coefficients were not able to keep working well 
a) with heavy load or b) when the final ~ngine speed was 1000RPM with light load. 
Fig. 4.18 shows the results when the engine speed was increased from 800 to 900RPM 
with engine load set on 60Nm. As shown in the figure, the smoke is hardly reduced and 
oscillation happens when the engine speed should settle down. Fig. 4.19 are the results 
of an acceleration process in which the engine speed increased from 800 to 1000RPM. 
The speed trace does not properly settle to 1000RPM even though the oscillation has 
a small amplitude and low frequency. The problems shown in these two figures were 
caused by the nonlinearity of the smo.ke model and the variation of the parameters in 
speed models with the change of engyie conditions . 
• In the case of a) as mentionedt,bove, the smoke model in the condition with heavy 
load might become more nonlinea:r than that with light load, and it is very difficult 
to design the proper controllers with fixed coefficients to detect the high smoke level. 
. ... 
In the case b), the slow pole in the fuel rack-to-s~~d model, Pi(i), moves towards the 
center of the unit circle in z-plane when the engine speed is increasing. This means that 
the value of Pl(l) becomes smaller, and it cannot be cancelled by the numerator of the 
controller 1 because the zero in the controller is determined with the consideration of 
replacing the slow pole in the speed model at engine speed 800RPM and torque 30Nm. 
Hence z - fo is not equal to 1 in this case but acts as a phase lead component in the Z-P1(1) 
control system. Phase-lead generally increases the bandwidth as a high pass filter and 
so introduces undesirable effects resulting from noise transmission through the system. 
4. Comparison of the simulated and test results 
Wit h the models derived, simulated results in the open loops were compared with 
the test data, as described in Chapter 3. The comparisons presented there showed the 
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acceptability of the models. Hence these models were used further in control system 
analysis and design. With the consideration of the effect of the controllers and feedback 
loop, here it is necessary to compare the simulation results of the control processes in 
the controller design and the experimental results in the real engine control system. 
Fig. 4.20 is a comparison of the test and simulated results when engine speed was 
increasing from 700 to 800RPM and initial torque of the control process was 30Nm. In 
Fig. 4.21, the compared results were obtained from the process in which the engine was 
required to accelerate from 700 to 900RPM and initial torque was 24Nm. As shown in 
the figures, the errors between the simulated and test results look larger than those in 
Chapter 3. This is because the controlled engine outputs were fed back and the errors 
between the requirements and real o.utputs were processed ( amplified and integrated 
in the controller), so that the simulaied and real outputs became more different. With 
attention to the speed traces, the ejror between the real and simulated results are bigger 
in transients than when speed is settled down. This is due partly to the accuracy of r 
the speed model and partly the difference of the smoke emission processes between the 
real test and simulation. However the comparecl,:~ ces show good agreement. 
4.9 Conclusions 
The feedback control of the engine smoke was realized using a new smoke sensor. 
The control system detected the smoke during engine transients . The non-adaptive 
controllers in this control system were designed with a method which combined the 
conventional PI controller design and the observation of the optimal engine perfor-
mance. This design method was used to solve the problems caused by the nonlinearity 
of the engine models. Experimental results at light-load engine conditions demon-
strated that this engine control system effectively reduced the smoke 'puff' when it 
controlled the engine acceleration to meet the target engine speed. 
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Chapter Five 
Application of self-tuning control 
5.1 Introduction 
Conventional control theory usually deals with dynamic systems whose mathe-
matical representations are completely known. In contrast to this, adaptive control 
refers to the control of partially known systems. There has been an increasing interest 
in adaptive control which can be attributed to the fact that there is invariably some 
uncertainty in the dynamic characteristic of most practical systems . The tools of con-
ventional control theory, even when jsed efficiently in the design of controllers for such 
' systems, are inadequate for achievfig satisfactory performance in the entire range over 
which the characteristics of the system may vary. Hence some type of monitoring of 
the system's behaviour, followed by the adjustment of the control actuation, is needed 
and this is referred to as adaptive control. (llf,fi 
Adaptive control is a generalisation of classical feedback control in systems where 
the controller uses a linear control law. Some or all of the coefficients of the linear 
control law are automatically adjusted in response to on-line measurements of process 
or disturbance variables[H4]. 
There are three classes of adaptive control: self-tuning, model-reference and sub-
optimal[H4]. Self-tuning control is, in a sense, the simplest adaptive control algorithm 
derivable from the point of view of discrete time stochastic control theory. In this ap-
proach, the identification is simplified by making the assumption that all the coefficients 
of C in equation(3 .2) are zero except for c0 which has the value of unity[H4]. 
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Additionally, the algorithms which self-tuning uses for control are made as simple and 
easily-implementable as possible. 
Results of the modelling described in Chapter 3 and the non-adaptive control in 
Chapter 4 showed that the parameters in the ·engine's transfer functions changed with 
the speed-load conditions. The desired engine performance determined by a controller 
with fixed parameters can be realized for a particular engine condition but not over a 
wide range unless the parameters of the controller are varied with the variation of the 
engine model. 
The nonlinearity of the transfer function of fuel rack-to-smoke, the nonlinear gain 
between the output and input and time delay, was shown in Chapter 3. For a process 
dominated by nonlinear characteristics, it is probably better to use a nonlinear model 
rather than an approximate linear model if this is realizable. This means that the 
• parameters of A(z- 1 ), B(z- 1 ) in the iiodel expressed by equation(3.2) of Chapter 3 
vary with different amplitudes of the inputs. In a digital control system, this nonlinear 
model can be expressed in the form of a linear one in each time interval: 
- ... 
When t = t1, At 1 ( z - 1 )y( ti) = Bt 1 u( t1) + Ct.f'ft1) 
The parameters, At and Bt, can be identified by an estimator which is normally a 
component of a self-tuning control system. 
The problems mentioned above explore the necessity of utilizing self-tuning con-
trollers in the engine control system. The aim of the work described in this Chapter is 
to investigate application of the self-tuning control to the engine system. 
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Fig. 5.1 represents a self-tuning scheme as applied to this engine control. As shown 
in the figure, the self-tuning control system consists of five parts: controlled plant -
engine; on-line estimator; calculation of the coefficients in control algorithm; controller 
and smoke predictor. The basic philosophy of this approach was to estimate the engine 
speed and smoke models, calculate the coefficients of the controller with the estimated 
parameters, predict the smoke outputs and readjust the actuation signal to the fuel 
rack to protect against the high level smoke. The self-tuning control algorithms were 
used to control the engine speed. The output of the controller is readjusted by the 
output of the smoke predictor when the predicted smoke was higher than the required 
one. 
This chapter is organized as follows: Section 5.2 states the on-line identification 
algorithm. Section 5 .3 describes the, smoke predictor and two control algorithms: one 
is pole assignment aimed to achifve the desired response of the control system, _the 
other is PI self-tuning control aimed to extend the capability of a conventional PI 
controller. In Section 5.4 the self-tuning control execution when the control algorithms 
were implemented on a real engine are describ~4 Finally, in Section 5 .5 and 5.6 the 
self-tuning trials carried out on the engine are presented, the discussion of the test 
results will emphasise how they meet the objects of the control designs. 
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5.2 On-line parameter estimate 
5.2.1 Selection of the identification algorithm 
The Least Squares method is generally superior in terms of convergence rate com-
pared with projection method, and it is known to provide extremely rapid initial con-
vergence. However the estimator with this method switches off as the algorithm gain 
approaches zero and the advantage is lost [G2]. A related cause of difficulties arises 
when the least square method is used on a system which has an external disturbance 
- when a disturbance does occur the gain of the least-square estimator has become so 
high that the estimates vary rapidly, and the control exercised over the next few sample 
intervals is poor. This phenomenon is due to the use of a forgetting factor which is less 
than one. 
., 
• A projection algorithm has the jdvantage of relative simplicity, and the algorith!Il 
gain does not go to zero, therefore it can automatically track varying parameters. This 
algorithm is also known as the normalized least-mean-squares (NLMS) [G2] . 
... 
In contrast to the off-line case, the on-line c~~" deals with sequential data, which 
requires that the parameter estimates be recursively updated within the time limit 
imposed by the sampling rate. Thus in many applications, it is necessary to use a 
relatively simple algorithm to meet the imposed time constraint. 
With consideration of the simplicity of the estimate algorithm and the sensitivity 
of the estimator to the disturbance, NLMS algorithm was chosen for on-line parameter 
estimate in a self-tuning control system. 
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5.2.2 Normalized Least-mean-squares(NLMS) algorithm 
The input-output characteristic of a linear dynamic system can be described by 
model which takes the form as that in Chapter 3: 
y(t + 1) = </>(t)B + v(t + 1) (5.1) 
where y( t + l) denotes the system output at time t + l 
<P( t) denotes a vector that is a function of y( t), y( t - l), ... , 
u(t - nd), u(t - nd - l), ... , v(t) 
() denotes a parameter vector (unknown), 
() = [a1) a2, ... ) ana,, bo,..b1) ... ) bnb-1) 1]' 
f 
v denotes the white noi~ sequence 
na and nb define the degree of the model 
nd defines the time delay 
The estimate of B(t) at each step is given by[G2]: 
A A a</J( t - l) A 
B(t) = B(t - 1) + (3 + <P'(t _ l)</J(t _ l) [y(t) - y(t - 1)] ( 5.2) 
where (3 > O; 0 < a < 2, (3 is a small constant applied to avoid division by zero. 
This algorithm can be extended to the multi-variable case[G2] . In this case, the 
model representation becomes 
Y(t + 1) = <l>'(t) · 8 + V(t + 1) 
where Y(t + 1) is am x m matrix of outputs 
<.[,(t) is an x m matrix of past values of {y(t)} and {u(t)} 
E> is a n x m matrix of parameters 
V( t) is am x m matrix of noise on outputs 
The estimation of E> becomes 
G(t) = e ( t _ 1) + _<.[,_( t_- _1--=) [Y=--( t_ ) -_<.[,_ '_( t_-_1_) _· E>_ (_t _-_1 )_] _· a 
,8 + <.[,'(t - 1) · <.[,(t - 1) 
Chapter 5 
with 8(0) given. Here a and /J are m x m diagonal matrices and O < O'.ii < 2, ,Bii > 0. 
The estimation wit h the NLMS algorithm consists of the following steps: 
1.E(t) = Y(t) - <I> 1(t - l)E>(t; 1) 
2.8(t) = 8(t - 1) + W(t - f) · E(t) 
' 3.V(t) = Y(t) - <.[, 1(t -1)8(t) 
4.Form <.[,(t) using y(t),u(t) and v(t) 
<.[,(t) - a 
5.W(t) = jJ + q,'(t) . <.[,(t) 
compute prediction errors 
update parameters 
compute residual errors 
update estimate gain 
5 .2.3 The structure of the models for engine control 
In Chapter 3, the predicted output was a function of the system input, output and 
the estimated parameters 
iJ(t + 1) = {B(t), <t,(t)} 
As shown in Fig. 3.10, the agreement between the actual and predicted outputs was 
acceptable when the speed model was in the simplest form - first order. For the sake 
of producing an estimation as simply and quickly as possible, the on-line estimate was 
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supplied by a first order speed-to-fuel rack model and a second order smoke-to-fuel rack 
model. 
The determination of the time delay, N dl in speed model and nd2 in smoke model 
required the knowledge of off-line identification in Chapter 3: ndl = 1, nd2 = 2. So 
the transfer function of speed-to-fuel rack used in on-line estimate was 
And the transfer function of smoke-to-fuel rack was 
The matrices as used for on-line identification were formed as 
-I 
' 
'. 
' ( Y1(t) 
Y,:J 
Y(t) = 
0 
,., ... 
a1(1) .,:~ ~ 
bo(1) 0 
0(t) = 0 a1(2) 
0 a2(2) 
0 bo(2) 
( Y1(t) u(t - ndl) 0 0 
u(t :nd2J ~'(t) = 0 0 Y2(t) Y2(t - 1) 
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5.2.4 Determination of the factor matrices a and /J in equation (5.1) 
The elements of a and /J denote the algorithm gain of the regression matrix q,( t ). 
They are constant weightings attributed to the previous data at the current system 
parameter estimates. Normally the choice of the elements of a and /J are chosen in the 
range of: 0 < O'.ii < 2, f3ii > 0. In order to find the proper a and /J, estimation process 
was simulated on the computer. This off-line estimation used the test data taken from 
the real engine to be controlled, i.e., the data used for identification in Chapter 3. The 
value index was the mean square error between the real output y(t) and the predicted 
output y(t) . 
In terms of the mean square errors between the simulated and test results, it was 
found that the minimum mean square errors could be obtained when 
., 
• 
' ·= ( 1.~2 o.~1) 
Fig. 5.2.a shows the residual error at 90 samples of speed outputs and Fig. 5.2.b the 
sum of the squared errors between predicted an~ eal speed outputs over 90 samples. 
The initial values of the estimated parameters ~~e zeros. As shown in Fig. 5.2.a, after 
40 samples the residual error damps down around zero and the sum of the prediction 
errors in Fig. 5.2 .b increases more slowly. 
Similarly, the errors of smoke outputs in the estimation process are shown in Fig. 
5.3.a and 5.3.b. The residual error becomes much smaller around the 18th sample and 
damps down around zero after, but the errors of the smoke outputs oscillate around 
zero more than those of speed outputs. Also the sum of the predicted errors increases 
more obviously after 40 iterations when compared with that of speed predicted errors. 
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5.2.5 · Comparison of predicted and real outputs with NLMS algorithm 
Fig. 5.4.a shows the estimated parameters of speed-to-fuel rack model over 95 
samples. The speed model is first order with initial value: a 1(i) = 0.9 and bo(l) = 0.2. 
The comparison of predicted and real speed outputs in the estimate process is shown in 
Fig. 5.4.b. Both traces are very close especially after 40 iterations. The smoke model 
is second order and has initial values of the parameters: a 1c2 ) = 1.6 , a 2c2 ) = -0.4 and 
b0c2) = 0.3 . Based on this initialization, the estimated parameters in the smoke model 
are shown in Fig. 5.5.a, and in Fig. 5.5.b is the comparison of the predicted and real 
smoke outputs in the corresponding estimate process. The tendencies of the two smoke 
traces are very similar even though the difference between them is more than that of 
the compared speed outputs. 
5.3 Control algorithms 
This section describes two control algorithms and the smoke predictor. The control 
,<c ... 
. ;~,;, 
algorithm of pole-assignment was used for achieving the desired response of engine 
speed, and PI self-tuning for extending the ability of conventional PI controller. 
5.3.1 Pole assignment self-tuning control 
As long as the_parameter estimates of A(z- 1 ), B(z - 1 ) have been obtained, control 
with pole assignment algorithm is applied using 
(5 .3) 
where F(z- 1 ), D(z- 1 ) and H(z- 1 ) are polynomials m z- 1 and r(t) 1s the required 
signal [H 4 J. 
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A common requirement for the closed loop is that the steady-state error should be 
zero. There are several approaches to the problem of constant offsets. The simplest and 
commonly used way to date is to insert an integrator into the loop after the self-tuner 
which effectively computes increments in the control signal. Then, F(z- 1 ) becomes, 
Hence, equation (5.3) becomes 
l z 
u(t) = F ( 1 ) · - · [-D(z-1 )y(t) + H(z- 1 )r(t)J I z- Z - l 
' z-nd+l B(z-1 )H(z-1) 
y( t) = (z - 1 )A(z-1 )F'(z-1) + z-nd+l B(z-1 )D(z-1) r( t) 
To set the zero-offset at the steady-state, J~~ .~ .-i;, 
z -nd+1 B(z-1 )H(z'-1) 
( (z - 1 )A(z-1 )F'(z-1) + z -nd+l B(z-1 )D(z-1) ) z=l = 1 
the D(z-1) and H(z- 1) must be chosen as 
The characteristic equation of the closed-loop system can then be shown as 
F(z- 1 ) and H(z-1 ) can be obtained from the resolution to 
114 
Chapter 5 
where the polynomial T(z- 1 ) specifies the desired closed-loop pole positions. 
In the engine control system under study the actuation input is u( t) and speed 
output is y 1(t), then equation (5 .3) becomes, 
where 
F(z- 1 ) and H(z- 1 ) can be determined from following equation 
( 5.5) 
where 
-, 
• A( -1) l -1 Z , · = + a1(1)Z 
-nd ' B( -1) b -1 Z · Z = O(l)Z 
n f and nh are selected as 
As na = 2 and nb = 1, constructing the polynomial T(z- 1 ) involves the positioning of 
two poles, 
Pi defines the designed pole position. Two poles in T(z- 1 ) were selected on line and the 
best values, in terms of the response of engine speed to speed requirement and effect 
of smoke control, were found to be z1 = 0.75, z2 = 0.1. The results with these poles 
assigned will be shown later in section 5.5 . 
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5.3.2 Self-tuning PI controller 
The non-adaptive proportional-integral(PI) controllers were designed on the basis 
of one engine operating point as described in Chapter 4. The results in Chapter 4 show 
that the non-adaptive PI controller was very effective when the engine load was not 
heavy and the range of the engine operations is not wide. 
Some engines operate under a wide range of speed and load, the parameters of the 
engine models vary with the engine operation conditions . The PI controller in Chapter 
4 was designed based on the transfer functions at engine condition of 800RPM and 
30Nm. The results in Fig . 4.17 showed that the controller could not keep to perform 
well when the engine speed was as high as 1000RPM. To ensure a specified dynamic 
response independent of variation of the parameters, the PI self-tuning was called for. 
"I 
The design of the self-tuning PI ~mtroller was aimed at keeping the controller's 
' -behaviours always as good as the best one of the non-adaptive controller. The algorithm 
r 
of the self-tuning PI controller will be described as following. 
In the speed feedback loop of the engine cont~~system, the transfer function of 
fuel rack-to-speed was: 
and the transfer function of PI controller was 
Ci(z-l) = (kp1 + kii)z -kp1 
z-l 
The transfer function of the closed loop was 
C1(z-1 )G1(z-1) 
1 + C1(z-1 )G1(z-1) 
or 
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Y1d(z- 1) 
R1(z- 1 ) 
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(5.7) 
With a comparison of the equation (5.6) and (5.7), two gains in PI controller were 
determined from the coefficients q1 and q2 in the reference model, then 
q1 = - [1 + P1(1) - bo(1)(kp1 + kil)] } 
qz = P1(1) - bo(1)kp1 
(5.8) 
Referring to the controller designed in Chapter 4, in which the optimal value of kp 1 
and ki1 were kp 1 = 3. 75 and ki1 = 0.25. Pl(l) and bo(l) were obtained from the off-line 
estimate using the test data acquired at the corresponding engine condition of 800RPM 
and 30Nm torque. Then q1 and q2 were predetermined from equation (5.8) . 
., 
With the predetermined q1 an~ q2, kp 1 and ki1 were calculated in each sample 
.... 
interval by ' 
k _ ·.7?1(1) - qz pl - ' 
bo(1) 
ki1 = - kpl + l + ~1 ,~.f'l(l) 
bo{4},. 
5.3.3 Predictor for smoke output in the forward loop 
The model of smoke-to-fuel rack in a discrete form includes a pure time delay 
which is represented as two sample intervals, nd = 2. During the initial period of 
engine acceleration, the control actuation can not influence the smoke output until two 
sample intervals later . Thus the high smoke will be unprotected if the controller cannot 
resolve the problem caused by pure time delay. On another hand, time delay affects 
the system stability and sensitivity, which must be considered in controller design . 
Marshall[M3] described different methods to design the time-delay systems. One 
approach to designing feedback controllers for this kind of system is to insert a predictor 
117 
Chapter 5 
into the feedback loop. The signal, f)( t), being a predicted version of the output signal 
is used as a feedback signal removing the effect of time delay to generation of the 
actuation signal, u(t). 
The use of the predictors in discrete-time minimum variance control was considered 
by Astrom in his book [A8]; in particular he pioneered the polynomial approach to 
designing predictors. The presentation in this book is a continuous-time analogue of 
this method. 
In this engine control system with self-tuning algorithm, the predictor was used 
to predict the smoke level with the results of the on-line estimation. The purpose of 
the smoke prediction was to deduce the system output two sample intervals into the 
future and identify the nonlinear gain ·of the smoke model in each sample interval as 
mentioned in section 1. -, 
' 
')'. 
The model of smoke-to-fuel racl in a discrete form is as shown below, 
at time t, 
here nd2 = 2, 
il2(t + 2) = a1(2)Y(t + 1) + a2(2)Y(t) + ho(2)u(t) 
Thus, the predicte_d smoke output two steps ahead is 
The smoke predictor was incorporated into the forward loop. The predicted smoke 
output y2 ( t + 2) was fed back to the controller to adjust the generated actuation signal 
u(t) for smoke protection . The error between the required smoke and predicted smoke 
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was amplified by a proportional gain, and then the actuation input was adjusted by 
this processed error. 
5.4 Control test procedure 
In this section, the structure of the self-tuning control program will be introduced. 
The test procedure involving the initialisation, engine test conditions and the control 
executing will be described. 
5.4.1 Data logging, on-line observation and adaptation 
The self-tuning control program used in the diesel engine control experiments reads 
. -, 
from an analogue to digital conve! er, generates the set points(demands), calculates 
' and applies anactuation signal through a digital to analog converter . With a self-tuning 
algorithm, the control program i's required to estimate the parameters of the models 
necessary for the engine control system and calcylolte the coefficients of the control law 
. ~-
with the results of the estimates. 
Points in the data streams can be recorded, checked or adapted on-line. The data 
logging contains the following variables: 
number of sample points 
sample time ( relative to the initial sample time) 
measured engine speed (Y1 ( t), RPM) 
measured engine smoke ( y2 ( t), Volts) 
command signal to fuel rack ( u( t), Volts) 
The following variables can be observed by giving the command on the keyboard: 
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estimated parameters in the transfer functions 
coefficients of the controllers 
engine speed requirement 
engine smoke requirement 
measured engine speed ( displayed with new value at each step) 
measured engine smoke ( displayed with new value at each step) 
Adaptation can be done on-line to the following variables: 
engine speed requirement 
engine smoke requirement 
., 
coefficients of the controifers 
' 
5.4.2 Physical constraints 
' ... 
-1:itl~ 
During the control process , the physical limitation of the system must be taken 
into account. Control saturation is one of the most usual factors . The limits of the 
control signal in the control program must fall within the system limits and must be 
reflected back to the estimator. As described in section 5.3 and 5.4, an integrator is 
essential for avoiding a big offset of the steady-state speed output. The control signal 
outputting from the D / A converter to fuel rack is sequenced as following: 
1) calculate differential command signal 8u( t) 
2) integrate u(t) = u(t - 1) + bu(t) 
3) limit u(t) and apply it 
4) Store u( t) for the next estimation and control step 
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Also, an engine speed-demand limit is imposed such that the measurement of the 
engine speed is within the scale of A/D converter (-lOVolts to +lOVolts). 
5.4.3 Initialization 
1. Model initialization 
The control algorithms described in the previous sections were straight forward 
applications of the self-tuning regulators, where the parameters were estimated. In 
order to improve the estimation, reasonable initialization of the parameters in the 
models were supplied to the self-tuning controller. An approximate models , determined 
from the off-line estimation, was inserted into the scheme. Approximate parameters of 
the models fed forward the initial values of the parameters in the estimator. 
. ., 
• 'l'· 2. Initial operation condition 
' When the self-tuning controller ·starts to work on an engine system, large oscilla-
' 
' 
tions of engine speed or other engine outputs may appear due to the large tuning in 
transients. To avoid this happening, the problem v;{J'l,s tracked by running the engine ;~ 'I, 
with the non-adaptive PI controller until the parameter estimate had settled. Then the 
finished condition of the non-adaptive controller was used as the starting condition of 
the self-tuning con troll er. 
5.4.4 Description of the test Conditions 
The purpose of implementing the self-tuning controllers directly on the real engine 
was to investigate the transient response of these controllers and the possibility of 
applying self-tuning control to I.C. Engines. 
The diesel engine self-tuning experiments were designed with this objective. Aim-
ing to the different problems addressed by different self-tuning algorithms, test con-
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ditions were chosen as those in which the control performances were problematically 
mentioned in section 5 .1. 
The self-tuning controller with the pole-assignment algorithm was mainly tested 
with heavy load engine conditions. The requirements of engine speed were · similar 
to those in Chapter 4. i.e. speed range was from 700 to 900RPM, the speed step 
was 100RPM or 200RPM. The smoke requirements were the levels at corresponding 
steady-state engine conditions . 
The PI self-tuning controller was tested at the same engine conditions at which 
the non-adaptive PI controller exhibited some disadvantages. With the combined use 
of a smoke predictor and an estimator, this self-tuning algorithm was only tested at a 
few engine conditions with light loads: 
., 
• . .
' 
5.4.5 Combination of identification and control 
Based on the previous description of the component parts, the control execution 
~ 
which was a combination of the system identificat,ffrt' and self-tuning control algorithms 
can be described as follows, 
1. the input u(t), speed output y 1 (t) and smoke output y2 (t) were sampled at each 
time interval; 
2. data from the previous samples were used to estimate the parameters of the models 
with Normalized Least-Mean-Squares algorithm; 
3. the improved estimates of the system models were then used to calculate the 
coefficients of the controllers, predict the engine smoke and then adjust the output 
of the controllers. 
4. the actuation signal determined by the control law was sent out. 
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This combined self-tuning algorithm continued executing the sequence of steps 1 ,..._, 
4 at each sample interval, and the system was under the correct control corresponding 
to the specified algorithms. 
5.5 Experimental results of the pole-assignment control 
To study the performance of the pole-assignment self-tuner, alternative pole po-
sitions in the characteristic equation T( z-1 ) = 0 were tested. The polynomial T( z-1 ) 
involved the positioning of two poles . These were selected on-line, and the best values 
in terms of rise time, percentage overshoot, settling time and smoke errors were found 
to be z = 0.1 and z = 0.75. 
Assigning fast pole can achieve fast repponse of engine speed to fuel rack, but may 
• not match the smoke control. Fig. 5.6 Sfbws the control results with 
( 
T(z- 1 ) = (1 - o.1z- 1 )(1 - 0.55z - 1 ) 
The engine speed was increased from 800 to 900 RPMi,. and the initial torque for an 
engine speed 800RPM was 60Nm. The (a) in Fig. 5.6 shows the speed and the smoke 
results when the control of the smoke was switched off. The speed response is fast 
(rise time 0.8s and settling time 1.9s) , but the smoke 'puff' appears. When the smoke 
control was undertaken, as shown in the (b) of Fig. 5.6, the fast response of engine 
speed does not match the smoke control, and then produces the oscillation of the speed 
trace. Fig. 5. 7.a, in contrast, shows that the slow movement of the fuel rack, generated 
by two slow poles, 0.85 and 0.75 in T(z- 1 ), causes no high smoke level but a noticeable 
lag in the speed response. 
The results in Fig. 5. 7. b were obtained with a characteristic equation 
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This shows that the smoke is detected with the predictor and controller. The speed is 
increasing smoothly with rise time 1.5s and settling time 2.3s. This is the best result 
among those with different characteristic equations desired. 
The pole-assignment controller was also tested at light-load engme conditions. 11 
Fig. 5.8 shows the results when the engine speed was required to increase from 700 
to 900RPM and from 800 to 1000RPM. The initial torque was 24Nm. The good 
speed responses and smoke detection were similar to those results of the non-adaptive 
controller described in Chapter 4. However, poor behaviour of this controller happened 
occasionally. The results of two equivalent engine operating conditions in Fig. 5.9 show 
that the speed trace in ( b) cannot settle down. This visible oscillations was resulted 
from the de-tuning bet ween the real epgine system and the estimated model. 
Fig. 5.10 shows a satisfactor~ ~ction of the parameter estimator with NLMS 
J"· 
algorithm in a control process. Th~ results displayed in this figure were obtained when 
the engine speed was controlled by ,the pole-assignment self-tuning controller to increase 
from 800 to 1000RPM . The initial torque of this test was 36Nm. As show in the figure, 
"-
the estimator traces the variation of the paramet~/iin the models very quickly ( within 
6 samples) and smoothly. 
5.6 Experimental results of the PI self-tuning control 
As mentioneq above, the PI controller was applied in order to resolve the control 
problems caused by parameter variation in the models. This controller was tested at 
light-load conditions with engine speed in the range of 700 to 1000RPM. 
Fig. 5.11 shows the control results with PI self-tuning controller. The three speed 
points of requirements w,ere 800, 900 , and 100RPM respectively. The initial engine 
speed was about 650RPM and the initial torque was 36N m. The parameters in the 
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speed and smoke models were estimated in each time interval. The estimated model 
of smoke-to-fuel rack was used to predict smoke level two steps in advance, and the 
coefficients in controllers were calculated from the estimated parameters of speed-to-
fuel rack transfer function. The adjusted controller maintained the desired control 
performance in spite of the variation on engine conditions. Compared with the results 
of non-adaptive PI controller in Fig. 5.12, the oscillation of the speed trace is removed 
when the engine speed is required to increase from 900 to 1000RPM. 
Fig. 5.13 shows the control results with the same controller for the same engine 
conditions as in Fig. 5.12. The control performance is satisfactory when the engine 
speed is increased from 700 to 800RPM or 900 to 1000RPM, but not when speed 
from 800 to 900RPM. The oscillation of the speed trace was still due to the de-tuning 
between actual engine model and the moilel estimated. As also shown in the figure, 
• the smoke level is not detected very weJl in the first a few seconds of this test cycle 
since the estimated model is less accui9-te and smoke prediction is deviate much from 
the real smoke level. 
:~ 
-~ ;. 
5.7 Conclusions 
The pole assignment self-tuning controller was designed to achieve the desired 
engine speed response, while the smoke predictor was designed to solved to problems 
caused by the time d~lay between the input and smoke output. As shown in the 
test results, the engine control system with a pole assignment self-tuner and a smoke 
predictor reached the objectives of the control design and was able to control both 
speed and smoke when engine torque was high( 50-60Nm) . This cannot be realized 
with only the non-adaptive controllers. 
The PI self-tuning controller was mainly used to solve the problem caused by the 
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variation of t he coefficients in the transfer functions with the engine conditions. In 
Chapter 4, the PI controller with fixed gains showed good control behaviour when 
the engine was accelerated from 700 to 900RPM, but it could not kept working well 
when t he engine speed was higher due to the variation of the parameters in the speed 
model. In contrast of this, the test results of the PI self-tuning controller demonstrated 
the control system with this controller could span a wider range of engine speed, thus 
expended the ability of the PI controller with fixed gains. 
The primary aim of this control system was to control the engine speed and smoke 
during transients. Both the non-adaptive controller and self-tuning controller behaved 
well during transients with light loads and in the speed range of 700- 900RPM. However, 
when it settled down to the steady-s~ate conditions, the engine's performance with 
self-tuning controller was worse than that with a non-adaptive controller. The speed I 
traces with the self-tuning controlle~fooked more oscillatory since the coefficients in the 
controller were calculated from the estimated models which were sometimes de-tuned 
r 
from the real engine models . 
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Chapter Six 
Conclusions 
6.1 Conclusions on the present work 
The smoke signal from a sensor installed in the exhaust pipe of a diesel engine has 
been shown to be very useful in the detection of the smoke emission. A calibration 
coefficient of 0.87 confirms a good correlation between the Hart ridge Units and the 
outputs of the smoke sensor. 
The Recursive Least Square method as.;ociated with the synchronisation technique 
for data acquisition was successfully usej~or engine modelling. 
Two models , speed-to-fuel rack an~ smoke-to-fuel rack, which were necessary for 
the control system design, were obtained. Initially the model of smoke-to-fuel rack was 
... 
investigated with the experimental modelling techniq~~ It has been found that the 
model of smoke-to-fuel rack is nonlinear and very difficult to represent with a linear 
model, even of high order. 
The controllers with non-adaptive parameters were very effective in reducing the 
smoke 'puff' at engine conditions with light loads. 
The controllers designed with self-tuning algorithms could work to reach the con-
trol objective at engine conditions of heavy load or when the parameters of the models 
were varying due to the change of engine operation conditions . However, these self-
tuning controllers are more complicated than those with fixed parameters and de-tuning 
might happen to distort the control behaviour. Further work is needed for perfecting 
this application. 
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The controllers were implemented on a real engine. The control algorithms were 
tested and the experimental results obtained demonstrated the the great benefits of 
the smoke sensor and the values of this engine control system. 
6.2 Suggestions to the future work 
Based on the present work on engine smoke control, further work can be suggested. 
This may be clarified into two areas: engine system identification and development of 
the controllers. 
1. Engine system identification 
a) Parameter estimate 
. ., 
• In the work of engine modelling j escribed m this thesis, the time interval of 
P.R.B.S. was synchronized with the engine revolution, and also with the sample time 
' 
interval. The inherent problem with this method is that the sample frequency is fixed 
with respect to crankshaft angles but changed in timef~ the amplitude of the P.R.B.S. 
has to be small enough to avoid much variation of speed output, i.e. sample time in-
terval. Further work can be done on the data acquisition for parameter estimates with 
a fixed sample frequency. The sample frequency can be much higher but independent 
of the engine speed. The time one P.R.B.S. pulse takes can be longer than one or 
two engine cycles but each pulse still synchronized with the engine revolution. With 
this method, the discrete nature of the engine is taken into account, and the identified 
model will not be affected by the sample frequency of data acquisition. 
b. Nonlinear modelling of the smoke-to-fuel rack model 
The nonlinearity of the smoke-to-fuel model was investigated · on a preliminary 
basis. More work can be done on the further investigation of the model's nonlinearity 
Chapter 6 
and improving the model for more accurate engine smoke control. 
2. Development of the engine smoke control system 
a) More work can be proposed to improve the self-tuning controller for engme 
control. 
b) Injection timing is a directly controllable parameter for smoke control. A varia-
tion in injection timing has a number of effects on engine smoke at steady-state engine 
conditions. A control system for the engine smoke detection at steady-state can be 
designed to adjust the injection timing with the feedback of the smoke level to obtain 
the minimum smoke output at different engine conditions. 
c) For the optimal engine control, a smoke sensor can be used to join the integral 
control system for the sensing of the particle emission. 
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Appendix A 
Appendix A 
Analysis of the steady-state error of the engine speed 
The steady-state speed error of the engine control system is 
. z 
R1 (z - 1 ) = --
z - l 
. ., 
• t 
' . y ( - 1) 
e ss = lim ( z - lJ ( R 1 t _ 1) - 1 ) · _z _ 
z-+1 1 Z Z - l 
1) The steady-state speed error of the system 1 
ko z - fo . bo(1)Z 
z - 1 (z - P1(1))(z-p1(2)) 
-----------'"-'---'-""--------1 l + k z- fo bo(1)Z + k k !.:::h. bo(2) 
0 z -1 (z - Pl(l))(z - p1(2)) P2 O z-1 (z - P2(1))(z-p2(2)) 
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k ( f, ) bo(1)Z 
O Z - O (Z-Pl(1J)(z-p1(2)) 
--------,---,-----~------1 
- ( l) + k bo(1)z(z-fo) + k k bo(2)(z-fo) 
Z - O (z-P1(1))(z-p1(2)) P2 O (z-P2(1))(z-P2(2)) 
2) The steady-state speed error of system 2 
ko z- lo . bo(l)z 
z -1 (z-P1(1))(z-P1(2)) 
-----------'-'---"-c__------1 1 + k z- Jo bo~l)z + k bo(2) 
O z-1 (z-P1(1))(z-P1(2)) P 2 (z-P2(1))(z-P2(2)) 
., 
k ( t_ ) bo(1)Z 
O Z - ~ (z-P1(1))(z-P1(2)) 
-------c--,----,------~--------1 
(z _ l) + ko bo(l)z(z-fo) + k 2(z _ l) b0c2 ) (z-P1(1))(z ,-p1(2)) p (z-P2(1))(z-P2(2)) 
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