Abstract. We study a Dirichlet-type boundary value problem for a pseudo-differential equation driven by the fractional Laplacian, with a non-linear reaction term which is resonant at infinity between two non-principal eigenvalues: for such equation we prove existence of a non-trivial solution. Under further assumptions on the behavior of the reaction at zero, we detect at least three non-trivial solutions (one positive, one negative, and one of undetermined sign). All results are based on the properties of weighted fractional eigenvalues, and on Morse theory.
Introduction
In the present paper we deal with the following Dirichlet-type boundary value problem:
Here Ω ⊂ R N (N 2) is a bounded domain with a C 2 -boundary ∂Ω, s ∈ (0, 1), and the operator driving the equation is the Dirichlet fractional Laplacian, defined for any measurable function u : R N → R and any x ∈ R N by (1.2) (−∆) s u(x) = C N,s lim
u(x) − u(y) |x − y| N +2s dy, where C N,s > 0 is a suitable normalization constant. Throughout the paper we will always assume C N,s = 1 (for a precise evaluation of C N,s , consistent with alternative definitions of the fractional Laplacian, see [6, Remark 3.11] ). Finally, f : Ω × R → R is a C 1 -Carathéodory mapping, subject to various growth conditions both at zero and at infinity. The fractional Laplacian is the prototype of non-local pseudo-differential operator, and it appears in many interesting phenomena as the infinitesimal generator of Lévy processes. For a general introduction to this operator, see [6] [7] [8] 13] . When combined with a non-linear reaction term, the fractional Laplacian gives rise to non-local boundary value problems like (1.1), where the Dirichlet condition is stated on the complementary set Ω c = R N \ Ω, instead of just on ∂Ω, for both formal and intrinsic reasons, see [5, 32, 33] . The problem admits a weak formulation and can be treated through variational methods and critical point theory: some results in this direction can be found in [1, 2, 4, 10, 11, 14, 16, 17, 22, 24, 26, 28, 32, 35, 36] (see also [21, 23] for problems involving the nonlinear corresponding operator, namely the fractional p-Laplacian). Just as in the classical case, knowing the asymptotic behavior (sub-linear, linear, or super-linear) of the reaction term f (x, ·) gives precious information about the existence and multiplicity of solutions. While in [14] the cases of sub-or super-linear reactions at infinity were considered, here we want to focus on the case when f (x, ·) is asymptotically linear at infinity, with a positive limit slope. The main tool in dealing with such reactions is a comparison with the corresponding eigenvalue problem (a similar approach was recently applied to a semilinear Robin problem, see [29] ). We will see that the fractional Laplacian admits a divergent sequence of positive eigenvalues, thus decomposing the positive half-line R + into a countable family of spectral intervals of the type [λ k , λ k+1 ]. We will assume that the limit slope of our reaction lies in one of such intervals, with k 1 (thus, avoiding the coercive case). Note that we allow resonance at infinity, i.e., the case when the limit slope is exactly an eigenvalue. Then, we shall focus on the behavior of f (x, ·) near zero:
(a) if f (x, ·) is linear at zero as well, but with a slope lying in a different spectral interval, then by computing the critical groups at zero and at infinity we will prove existence of at least one non-trivial solution of problem (1.1); (b) if f (x, ·) is super-linear at zero, or linear but with a smaller slope that the first eigenvalue, then by applying the Mountain Pass Theorem and a more sophisticated Morse-theoretic argument we will prove that (1.1) admits at least three non-trivial solutions (one positive, one negative, and one with undetermined sign).
The structure of the paper is the following: in Section 2 we recall some tools from critical point theory and Morse theory, and we establish as well some preliminary results on weighted eigenvalue problems for the fractional Laplacian; in Section 3 we prove our existence result; and in Section 4 we prove our multiplicity result.
Preliminaries
In this section we collect some definitions and results which will be useful in what follows. Notation: We shall always use the N -dimensional Lebesgue measure on subsets of R N ; for all p ∈ [1, ∞] we denote by · p the standard norm of L p (Ω); δ i,j denotes the Kronecker symbol; for all t ∈ R we set t ± = max{0, ±t} (we shall use the same symbol for functions); in a Banach space, → will denote strong convergence and ⇀ weak convergence.
2.1. Some basic facts from critical point and Morse theories. Let (X, · ) be a real Hilbert space with topological dual (X * , · * ), ϕ ∈ C 1 (X) be a functional. By K(ϕ) we denote the set of all critical points of ϕ, i.e., those ponts u ∈ X s.t. ϕ ′ (u) = 0 in X * , while for all c ∈ R we set
besides we set ϕ c = {u ∈ X : ϕ(u) c}.
Most results in critical point theory require the following Cerami compactness condition (a weaker version of the Palais-Smale condition):
If ϕ satisfies (C), it is enough to prove that ϕ admits a sequence (u n ) as above to achieve a critical point. We recall some basic notions from Morse theory (see [3, 9, 27] ). Let u ∈ K(ϕ) be an isolated critical point, i.e., there exists a neighborhood U ⊂ X of u s.t. K(ϕ) ∩ U = {u}. Then, for all integer q 0 the q-th critical group of ϕ at u is defined as We recall that a critical point u ∈ K(ϕ) is of mountain pass type if, for any neighborhood U ⊂ X of u, the set v ∈ U : ϕ(v) < ϕ(u) is non-empty and path disconnected. We have the following result concerning the critical groups at such points:
Then we can as well define the q-th critical group of ϕ at infinity as
with c <c (this definition also is invariant with respect to c). All these groups are real linear spaces, whose dimensions are related by several results (the Morse relations). We recall two useful consequences of such relations:
is a finite set containing 0, and k 0 an integer s.t.
Assume now that ϕ ∈ C 2 (X). For any u ∈ K(ϕ), the Morse index of ϕ at u is defined as the supremum of dimensions of all linear subspaces of X on which ϕ ′′ is negative definite, and the nullity of ϕ at u as the dimension of the kernel of ϕ ′′ (u) as a linear operator from X into itself. In this framework, Proposition 2.2 has a stronger conclusion by means of the following result: Proposition 2.4. [27, Corollary 6.102] Let ϕ ∈ C 2 (X) satisfy (C), u ∈ K(ϕ) be s.t. both the Morse index m 0 and the nullity ν 0 of ϕ at u are finite, ν 0 1 whenever m 0 = 0, and C 1 (ϕ, u) = 0. Then, for all q 0 C q (ϕ, u) = δ q,1 R.
2.2.
Fractional boundary value problems. Here we recall some basic results about (1.1)-type problems. In all the forthcoming results we will assume the following hypotheses on the non-linearity:
e. x ∈ Ω, and there exist a 0 > 0, p ∈ (1, 2 * s ) s.t. for a.e. x ∈ Ω and all t ∈ R |f (x, t)| a 0 (1 + |t| p−1 ).
First we define the function spaces that we are going to use. For all measurable function u :
|x − y| N +2s dx dy, then we define the fractional Sobolev space
(see [13] ). We restrict ourselves to the subspace
which is a separable Hilbert space under the norm u = [u] s,2 , induced by the inner product
(see [32] 
u(x) 0 for a.e. x ∈ Ω}, which has an empty interior with respect to the H s 0 (Ω)-topology. We shall also need the weighted Hölder-type spaces defined as follows (see [22] ). Set δ(x) = dist(x, Ω c ) for all x ∈ R N and define
endowed with the norms
respectively. For all 0 α < β < 1 the embedding C 
The space H s 0 (Ω) provides the natural framework for the study of problem (
Equivalently, we may define the energy functional ϕ :
By H 0 and the continuous embedding
So, u is a solution of (1.1) iff ϕ ′ (u) = 0 in H −s (Ω). We briefly discuss some regularity theory for the solutions of (1.1), starting with a simple a priori bound:
where M ∈ C(R + , R + ) is a non-decreasing function independent of u.
While solutions of fractional equations exhibit good interior regularity properties, they may have a singular behavior on the boundary. We have the following global regularity result:
with α ∈ (0, min{s, 1 − s}) and C > 0 independent of u.
From (ii), also recalling that u = 0 in Ω c , one can see that the limit in (1.2) exists in R and the equation in (1.1) is satisfied in a pointwise sense (see [23, Proposition 2.12] ). We will also exploit the following fractional Hopf Lemma:
Fractional weighted eigenvalues. Here we focus on the following class of weighted fractional eigenvalue problems:
Here
e. x ∈ Ω, while λ > 0 is a real parameter. Clearly (2.2) is a special case of problem (1.1) with the linear reaction f (x, t) = λη(x)t, which satisfies H 0 , so most of the results of Subsection 2.2 apply. In particular, solutions of (2.2) coincide with the critical points of the functional
Let us fix η as above. For all λ > 0 we have 0
, then we say that λ is an eigenvalue and u an associated eigenfunction. The set of all eigenvalues is the spectrum σ(η) ⊂ R + 0 . The following result yields a complete description of the eigenpairs of (2.2), and follows closely the model of [33, Proposition 9] for the case η ≡ 1 (see also [18, 30] ). On the space L 2 (Ω) we will use both the standard norm · 2 and the equivalent weighted norm defined by
in which case we will write
Then the set σ(η) consists of a non-decreasing sequence
with the following properties:
(i) the first eigenvalue λ 1 (η) is simple and isolated, with a unique positive eigenfunction e 1,η ∈ H s 0 (Ω) s.t. e 1,η η = 1, with constant sign eigenfunctions, and
(ii) for any k 2, λ k (η) has a finite-dimensional eigenspace consisting of nodal eigenfunctions, among which e k,η ∈ H s 0 (Ω) s.t. e k,η η = 1, and is given by the inductive formula
where
Proof. We prove (i). First we rephrase the definition of λ 1 (η) in the following equivalent form:
. We prove that λ 1 (η) is attained on M. Indeed, let (u n ) be a minimizing sequence for λ 1 (η), in particular (u n ) is bounded in H s 0 (Ω), so passing to a subsequence we have u n ⇀û 1,η in H s 0 (Ω) and u n →û 1,η in L 2 (Ω). Then clearlyû 1,η ∈ M and by convexity
Choosing v =û 1,η in the identity above yields µ = λ 1 (η), so we deduce that λ 1 (η) ∈ σ(η) withû 1,η as an associated eigenfunction. Since |u| u for all u ∈ H s 0 (Ω), we may assumeû 1,η (x) 0 for a.e. x ∈ Ω. Then, by Proposition 2.7, we getû
We prove now simplicity of the first eigenvalue, i.e., that e 1,η is unique, arguing by contradiction:
,η is a λ 1 (η)-eigenfunction as well, and as above it is shown to have constant sign in Ω. For instance, let v(x) 0 for all x ∈ Ω, i.e., u(x) e 1,η (x) for all x ∈ Ω, which implies
consisting of constant sign functions. We shall see later that λ 1 (η) is isolated. Before going on, we need the following simple property: if λ, µ ∈ σ(η) with λ = µ and u, v ∈ H s 0 (Ω) are a λ-eigenfunction and a µ-eigenfunction, respectively, then
Indeed, by the weak form of (2.2) we have
This in turn yields orthogonality in H s 0 (Ω) by (2.2) again. We prove (ii), arguing inductively: let k 2 and assume that λ 1 (η), . . . λ k−1 (η) are already defined along with their eigenfunctions e 1,η , . . . e k−1,η . Define L k−1 (η) as above and set
Strict monotonicity can only be proved for k = 2. Indeed, if we assume λ 1 (η) = λ 2 (η), then there exists τ ∈ R s.t. e 2,η = τ e 1,η = 0, against e 2,η ∈ L ⊥ 1 (η). Thus, for all k 2 we have
and by (2.3) we have Ω η(x)e k,η e 1,η dx = 0, which implies that e k,η is nodal. We prove that the λ k (η)-eigenspace is finite-dimensional, arguing by contradiction: assume that (u n ) is a sequence of linearly independent λ k (η)-eigenfunctions. Since H s 0 (Ω) is a Hilbert space, we may assume without loss of generality that for all integer n = m
We prove (iii), arguing by contradiction: assume that the sequence (λ k (η)) is bounded in R, then (e k,η ) is bounded in H s 0 (Ω) and as in the proof of (ii) we reach a contradiction.
Finally we prove (iv). Orthogonality in H
We argue by contradiction, assuming on the contrary that there exists v ∈ span (e k,η )
, a contradiction. An easy density argument shows that (e k,η ) is basis for L 2 η (Ω) as well. To conclude the proof, it remains to prove that there is no other eigenvalue than the elements of the sequence (λ k (η)). We argue by contradiction, assuming that there exists λ ∈ σ(η) s.t. λ = λ k (η) for all k 1. Let u ∈ H s 0 (Ω) be a λ-eigenfunction, then we have
a contradiction. Thus, there exists j ∈ {1, . . . k} s.t.
e j,η , u = 0, against (2.3). In particular, we have σ(η) ∩ (λ 1 (η), λ 2 (η)) = ∅, i.e., λ 1 (η) is an isolated element of σ(η). That concludes the proof.
Remark 2.9. We count eigenvalues with their multiplicity, so for k 2 we may have
each integer from k to k + h corresponding to a new, linearly independent eigenfunction. Also, note that all issues in Proposition 2.8 above can be equivalently stated in L 2 (Ω) (with the ordinary norm), but the orthogonality in (iii).
When η ≡ 1 we will just write σ(1) = σ, λ k (1) = λ k , and e k,1 = e k . If the weight function is smooth enough we have the so-called unique continuation property (u.c.p.) for eigenfunctions (a consequence of [15, Theorem 1.3]):
has zero measure.
As in the classical case (see [12] ), Proposition 2.10 can be used to prove monotonicity of the mapping η → λ k (η), for any k 1:
Proof. Assume that η 1 ∈ C 1 (Ω) (the other case is treated similarly), so by Proposition 2.10 all λ k (η 1 )-eigenfunctions have u.c.p. We recall the following variational characterization of η-eigenvalues, which is equivalent to that of Proposition 2.8:
where F k denotes the family of all k-dimensional linear subspaces of H s 0 (Ω). The supremum in (2.4) (with i = 1) is attained at a certain subspace F ∈ F k , namely 1
For any u ∈ F , u = 1, two cases may occur:
then u is a λ k (η 1 )-eigenfunction, enjoying u.c.p., hence by the assumptions on η 1 and η 2 we have 1
In both cases we have 1
for all u ∈ F , u = 1. By compactness (recall that F is finite-dimensional) and using (2.4) with i = 2, we have 1
We conclude this section with a result on critical groups of the functional ψ η,λ :
Proof. By Proposition 2.2 we know that λ / ∈ σ(η). So K(ψ η,λ ) = {0}, and the Morse index of ψ η,λ at 0 is k. Thus, by [27, Theorem 6 .51] (see also [34, Proposition 2.3]) we have for all q 0
which proves (i). By Proposition 2.3 (i), we also have for all q 0 C q (ψ η,λ , ∞) = δ q,k R, which proves (ii).
Existence result
This section is devoted to proving our existence result for problem (1.1). In this connection, our hypotheses on the reaction f are the following:
is measurable in Ω for all t ∈ R, f (x, ·) ∈ C 1 (R) for a.e. x ∈ Ω, we set for all (x, t) ∈ Ω × R
Morerover:
(i) for all ρ > 0 there exists a ρ ∈ L ∞ (Ω) + s.t. |f (x, t)| a ρ (x) for a.e. x ∈ Ω and all |t| ρ; (ii) lim |t|→∞ f (x, t)t − 2F (x, t) = +∞ uniformly for a.e. x ∈ Ω; (iii) there exists an integer k 1 s.t. uniformly for a.e. x ∈ Ω
e. x ∈ Ω, with η 1 ≡ λ h , η 2 ≡ λ h+1 , and δ 0 > 0 s.t. for a.e. x ∈ Ω and all |t| δ 0
Example 3.1. Let f ∈ C 1 (R) be defined by
2 ln |t| + |t| if t > 1, where µ ∈ (λ h , λ h+1 ), and h < k are integers. Then f satisfies H 1 (i) -(iv).
Clearly, from H 1 (i), (iii) it follows that f satisfies H 0 . Besides, from H 1 (iv) we see at once that f (x, 0) = 0 for a.e. x ∈ Ω. We define ϕ ∈ C 2 (H s 0 (Ω)) as in Subsection 2.2 and we establish some structural properties:
. We can find a real sequence (ε n ) s.t. ε n → 0 + and for all n 1, v ∈ H s 0 (Ω)
Choosing v = u n in (3.1) yields
while from boundedness of (ϕ(u n )) we get
Adding up we get for all integer n 1
We claim that (u n ) is bounded in H s 0 (Ω). Arguing by contradiction, and passing if necessary to a subsequence, we may assume that u n → ∞. Set for all n 1 w n = u n u n −1 , so we have w n = 1. Passing to a subsequence we may assume that w n ⇀ w in H s 0 (Ω) and w n → w in L 2 (Ω) (by the compact embedding
We note that the sequence (f (·, u n ) u n −1 ) is bounded in L 2 (Ω). Indeed, by H 1 (iii) we can find β, ρ > 0 s.t. for a.e. x ∈ Ω and all |t| > ρ |f (x, t)| β|t|.
and the latter is bounded (due to the continuous embedding
Passing to a subsequence, we may assume that (f (·, u n ) u n −1 ) is weakly convergent in L 2 (Ω). More precisely, by
Choosing v = w n − w in (3.3) and using Hölder inequality yields for all n 1
and the latter tends to 0 as n → ∞. Therefore we have w n − w 2 = w n , w n − w − w, w n − w → 0, i.e., w n → w in H s 0 (Ω). In particular we have w = 1. Passing to the limit in (3.3) and using (3.4), we see that w is a solution of the (2.2)-type problem
So, 1 ∈ σ(η ∞ ) with w as an associated eigenfunction. Three cases may occur: (a) if η ∞ ≡ λ k , λ k+1 (non-resonance), then by Proposition 2.11 (recall that any constant weight is C 1 (Ω)) we have
against the fact that 1 is an eigenvalue of (3.5); (b) if η ∞ ≡ λ k (left resonance), then by Proposition 2.10 w has u.c.p., that is, w(x) = 0 for a.e.
x ∈ Ω, which implies |u n (x)| → ∞ for a.e. x ∈ Ω, hence by H 1 (ii) and the Fatou Lemma we have lim Now we aim at a description of the critical set of ϕ: since we are looking for a non-trivial solution, we can always assume that K(ϕ) is a finite set. We compute the critical groups of ϕ at infinity:
Proof. Fix λ ∈ (λ k , λ k+1 ) and define ψ λ = ψ 1,λ as in Subsection 2.3. By Proposition 2.12 (ii) we have for all integer q 0
Now define a homotopy by setting for all
Moreover, h satisfies a uniform (C)-type condition at infinity: there exist β, ρ > 0 s.t. for all (t, u)
Arguing by contradiction, we assume that there exist sequences
. Set for all n 1 w n = u n u n −1 , so w n = 1 and there exists (ε n ) s.t. ε n → 0 + and for all n 1, v ∈ H s 0 (Ω) we have
Passing to a subsequence, we have t n → t in R, w n ⇀ w in H s 0 (Ω), and
in Ω. Reasoning as in the proof of Lemma 3.2 we deduce that w n → w in H s 0 (Ω), in particular w = 1. Passing to the limit in (3.8) we see that w is a solution of (3.9) (−∆)
So, 1 ∈ σ (1 − t)η ∞ + tλ with w as an associated eigenfunction. We note that t < 1, otherwise the weight function in (3.9) would reduce to λ, against our choice and the fact that λ / ∈ σ. Now we distinguish three cases as in the proof of Lemma 3.2 and we reach a contradiction in any of such cases. Thus (3.7) is achieved. We invoke [25, Proposition 3.2] to have homotopy invariance of the critical groups at infinity, i.e., for all q 0
By (3.6) we conclude.
It is a far more delicate matter to compute the critical groups at 0:
Proof. By H 1 (iv), clearly f (x, 0) = 0 for a.e. x ∈ Ω, so 0 ∈ K(ϕ). Since by assumption K(ϕ) is finite, this is an isolated critical point. Fix λ ∈ (λ h , λ h+1 ) and define ψ λ ∈ C 2 (H s 0 (Ω)) as in the proof of Lemma 3.3. By Proposition 2.12 (i) we have 0 ∈ K(ψ λ ) and for all integer q 0 (3.10)
Preliminarily we note that Proposition 2.8 ensures the orthogonal decomposition H s 0 (Ω) =Ȟ ⊕Ĥ, whereȞ = span {e 1 , . . . e h },Ĥ = span {e j : j h + 1} are both Hilbert spaces (Ȟ with finite dimension). Thus, for all u ∈ H s 0 (Ω) there exists uniquě u ∈Ȟ,û ∈Ĥ s.t. u =ǔ +û, moreover the following equality holds for a.e. x ∈ Ω:
We restrict ourselves to
, which is a Banach space, dense in H s 0 (Ω), endowed with the norm u X = u + u 0,δ (inducing a stronger topology than that of C 0 δ (Ω)). We denotẽ ϕ = ϕ| X ,ψ λ = ψ λ | X .
Then clearlyφ,ψ λ ∈ C 1 (X) and their critical groups at 0 coincide with those of ϕ, ψ λ , respectively (see [9, p. 14] ). For all (t, u) ∈ [0, 1] × X we set
so for all t ∈ [0, 1] we haveh(t, ·) ∈ C 1 (X) and 0 ∈ K(h(t, ·)). We claim now that 0 is an isolated critical point ofh(t, ·), uniformly with respect to t ∈ [0, 1]. Let δ 0 > 0 be as in H 1 (iv). For any u ∈ X, u X δ 0 we have in particular u ∞ δ 0 . We claim that for a.e. x ∈ Ω (3.12)
Indeed, for a.e. x ∈ Ω two cases may occur: (a) if u(x)(û(x) −ǔ(x)) 0, then by (3.11) and H 1 (iv) we have
By (3.12) we have
where we have set for all v ∈ X
To proceed, we need some estimates onγ i . First, we prove that there exists c 1 > 0 s.t. for all v ∈ X ∩Ȟ (3.14)
Indeed, since η 1 (x) λ h for a.e. x ∈ Ω, and by Proposition 2.8 (ii) we havẽ
To get a strict inequality, we argue by contradiction: assume that (v n ) is a sequence in X ∩Ȟ s.t. v n = 1 for all integer n 1 andγ 1 (v n ) → 0. SinceȞ is finite-dimensional, passing to a subsequence we have v n → v in H s 0 (Ω), hence v = 1 andγ 1 (v) = 0, so
Indeed, since η 2 (x) λ h+1 for a.e. x ∈ Ω, and by Proposition 2.8 (ii) we havẽ
To complete the proof of (3.15), again we argue by contradiction: let (v n ) be a sequence in X ∩Ĥ s.t. v n = 1 for all n 1 andγ 2 (v n ) → 0. Passing to a subsequence, we may assume
. By lower weak semi-continuity we havẽ
. Recalling the definition of λ h+1 , in fact we have v 2 = λ h+1 v 2 2 . Two cases may occur:
(a) if v = 0, then we have 
a contradiction. Now we use (3.14) and (3.15) into (3.13) and we get
where we have set c 3 = min{c 1 , c 2 } > 0 and used orthogonality. We prove a similar estimate forψ λ :
Indeed, by orthogonality and λ h < λ < λ h+1 we have
where we have set
By (3.16) and (3.17) we have for all t ∈ [0, 1]
where we have set c 5 = min{c 3 , c 4 } > 0. Now we can prove our claim, namely, that 0 ∈ K(h(t, ·)) is isolated uniformly with respect to t ∈ [0, 1]. Arguing by contradiction, assume that there exist
, so for all n big enough we have u n ∞ δ 0 and the above inequality yields h ′ u (t n , u n ),û n −ǔ n c 5 u n 2 > 0, a contradiction. Therefore, by homotopy invariance of critical groups (see [9, Theorem 5 .6]), we have for all q 0 C q (φ, 0) = C q (ψ λ , 0). Recalling (3.10) and the invariance of critical groups on dense subspaces, allows us to conclude.
We can now prove our existence result:
Proof. We are still assuming that K(ϕ) is finite, otherwise the conclusion is trivial. From Lemmas 3.3 and 3.4 we know that C k (ϕ, 0) = 0 and C k (ϕ, ∞) = 0. By Proposition 2.3 (ii), there exists u ∈ K(ϕ) s.t. C k (ϕ,ū) = 0. So, in particularū = 0. By the definition of (weak) solution and Proposition 2.6 (ii) we haveū ∈ C α δ (Ω) for a convenient α > 0 andū solves (1.1).
Multiplicity result
In order to obtain multiple solutions for problem (1.1), we need to slightly modify our hypotheses on f , avoiding the case k = 1 in H 1 (iii) and letting 'h = 0' in H 1 (iv):
(i) for all ρ > 0 there exists a ρ ∈ L ∞ (Ω) + s.t. |f (x, t)| a ρ (x) for a.e. x ∈ Ω and all |t| ρ; (ii) lim |t|→∞ f (x, t)t − 2F (x, t) = +∞ uniformly for a.e. x ∈ Ω; (iii) there exists an integer k 2 s.t. uniformly for a.e.
e. x ∈ Ω, with η 0 ≡ λ 1 , and δ 0 > 0 s.t. for a.e. x ∈ Ω and all |t| δ 0
Example 4.1. Let f ∈ C 1 (R) be defined by
2 ln |t| + |t| if t > 1, where µ ∈ (0, λ 1 ), and k 2 is an integer. Then f satisfies H 2 (i) -(iv).
We introduce truncated energy functionals by setting for all (
We establish now some properties of these functionals:
and u is a solution of (1.1). Proof. We only deal with ϕ + (the argument for ϕ − is similar). By H 2 (iv) we have f (x, 0) = 0 for a.e. x ∈ Ω, hence f : Ω × R → R is a Carathéodory mapping. So, ϕ + turns out to be of class
(Ω) (note that the truncation produces a loss of regularity) with derivative given for all
We prove that ϕ + sasitsfies (C): let (u n ) be a sequence in
and the latter tends to 0 as n → ∞, so u
We argue by contradiction, assuming that u + n → ∞. We set w n = u + n u + n −1 , so w n = 1, and w n (x) 0 for all n 1 and a.e. x ∈ Ω. Passing to a subsequence, we have w n ⇀ w in H s 0 (Ω) and w n → w in L 2 (Ω), in particular w(x) 0 for a.e. x ∈ Ω. By (4.1) and u
Dividing by u + n we get
Reasoning as in the proof of Lemma 3.2, from H 2 (iii) we deduce the existence of η + ∈ L ∞ (Ω) s.t. λ k η + (x) λ k+1 for a.e. x ∈ Ω and
Choose v = w n − w in (4.2), then
, and the latter tends to 0 as n → ∞. As before, we get w n → w in H s 0 (Ω), in particular w = 1. Moreover, passing to the limit in (4.2) we see that w is a solution of the (2.2)-type problem
So we have 1 ∈ σ(η + ) with w as an associated eigenfunction. Since η + (x) λ k for a.e. x ∈ Ω, we have λ k (η + ) λ k (λ k ) = 1, and (recalling that k 2) we deduce that w is a non-principal η + -eigenfunction. By Proposition 2.8 (ii) we know that w must change sign, a contradiction. Thus, (u
hence u − = 0, i.e., u(x) 0 for a.e. x ∈ Ω. By H 2 (iii), (iv) we see that there is c > 0 s.t. f + (x, t) −ct for a.e. x ∈ Ω and all t ∈ R + , so by Proposition 2.7 we have u ∈ int (C 0 δ (Ω) + ). In particular, u(x) > 0 for all x ∈ Ω, so in (4.4) we can replace f + (x, u) with f (x, u) and u turns out to be a solution of (1.1).
The following lemmas determine the structure of the critical sets of functionals ϕ ± . Without loss of generality, we shall assume henceforth that K(ϕ ± ) is finite. and the latter tends to −∞ as τ → ∞. Thus, for τ > 0 big enough we have ϕ + (τ e 1 ) < 0. We apply then a variant of the Mountain Pass Theorem (see [20] ) to conclude that there exists u + ∈ K(ϕ + ) of mountain pass type, s.t. ϕ + (u + ) m r , in particular u + = 0. By Lemma 4.2 we conclude.
Now we go back to ϕ: Then, for all t ∈ [0, 1] h + (t, ·) ∈ C 1 (H s 0 (Ω)) and u + ∈ K(h + (t, ·)). We claim that u + is an isolated critical point of h + (t, ·), uniformly with respect to t ∈ [0, 1]. Arguing by contradiction, assume that there exist sequences (t n ) in [0, 1] and (u n ) in H s 0 (Ω) \ {u + }, respectively, s.t. u n ∈ K(h + (t n , ·)) for all integer n 1 and u n → u + in H s 0 (Ω). So, for all n 1 u n solves the problem (4.7) (−∆) s u n = (1 − t n )f (x, u n ) + t n f + (x, u n ) in Ω u n = 0 in Ω c .
By H 2 (i) and Proposition 2.6, the sequence (u n ) is bounded in C i.e., u n ∈ K(ϕ + ). Thus, ϕ + has infinitely many critical points, a contradiction. Homotopy invariance of critical groups (see [9, Theorem 5.6] ) then yields C 1 (ϕ, u + ) = 0. Now recall that (different from ϕ + ) the functional ϕ is of class C 2 with finite Morse index and nullity at u + , so by Proposition 2.4 the latter condition improves to (ii). The argument for (iii) is analogous to that for (ii) (with ϕ + replaced by ϕ − ), so the proof is concluded.
Finally, we can prove our multiplicity result: Theorem 4.6. If H 2 (i) -(iv) hold, then (1.1) has at least three non-trivial solutions u + , u − ,ũ ∈ C α δ (Ω), with u − (x) < 0 < u + (x) for all x ∈ Ω. Proof. Clearly we may assume that K(ϕ) is finite. From Lemma 4.5 we already know that 0, u + , u − ∈ K(ϕ) and that, in particular, (4.8) C k (ϕ, 0) = C k (ϕ, u + ) = C k (ϕ, u − ) = 0 (recall that k 2 in H 2 (iii)). Besides, reasoning as in Lemma 3.3 (whose hypotheses are all included in H 2 ), we see that C k (ϕ, ∞) = 0. Now Proposition 2.3 (ii) ensures the existence ofũ ∈ K(ϕ) s.t. C k (ϕ,ũ) = 0, which by (4.8) impliesũ / ∈ {0, u + , u − }. Finally, Lemma 4.4 and Proposition 2.6 yield u + , u − ,ũ ∈ C α δ (Ω), u − (x) < 0 < u + (x) for all x ∈ Ω, and all three are solutions of (1.1).
