Object recognition in the natural world usually occurs in the presence of multiple surrounding 30
Introduction 42
In the real world, primates need to recognize objects in the presence of other objects, since 43 objects seldom appear in isolation. Behavioral evidence suggests that both humans and macaque 44 monkeys are able to do this readily 1, 2 . What is the neural mechanism underlying representation 45 of multiple objects? 46
One simple notion is that the representation of objects in inferotemporal cortex (IT), the end stage 47 of the ventral visual partway, should be invariant to the presence of other objects, i.e., a neuron's 48
response to its preferred object should not be different when the object is presented alone 49 compared to when it is presented with other objects. In other words, cells should implement a 50
"winner-take-all" rule, responding to a collection of objects as if only the most preferred object 51
were present. This would be a highly non-trivial computation: IT cells have large receptive fields 52 encompassing multiple objects, and a winner-take-all rule would require some way to shut off 53 inputs representing the non-preferred object. However, most previous electrophysiological 54 studies of multiple object representation in IT find that the responses of cells are not invariant to 55 the presence of clutter, i.e., cells are not implementing a winner-take-all rule. Sheinberg and 56 Logothetis trained monkeys to look for a target object in a cluttered background, and found that 57
IT neurons showed bursts shortly before effective targets were fixated, but the magnitude of these 58
bursts was often smaller than that to isolated targets 3 . Many other studies have reported weaker 59 responses in IT to object pairs compared to isolated, preferred objects 4, 5, 6, 7 , consistent with 60 findings in early visual cortex 8 . 61
In particular, it has been claimed that an extremely simple rule can describe the response of most 62
IT cells to multiple objects: averaging of the responses to the individual objects, regardless 63 whether the objects are preferred or non-preferred 4 . Computational simulations show that an 64 averaging rule can permit limited clutter-invariant recognition through population coding 9 . 65
However, recognition performance is significantly worse than with a winner-take-all rule 10 . Thus 66 many researchers assume that top-down attention provides the brain's primary solution to visual 67 recognition in clutter 11, 12 . 68
However, previous electrophysiological studies exploring the rules governing responses to 69 multiple objects (a process we refer to as "multiple object integration" below) in IT during passive 70 fixation suffered one important limitation: they all recorded from randomly selected IT neurons 71 whose role in coding the object set tested is unknown 4, 6, 7, 13 . Up to now, this limitation has been 72 difficult to overcome: for most cells in IT, the only clue we have to whether the cell is involved in 73 encoding a particular object is whether the cell under study responds to the object. But category-74 selective regions of IT cortex provide an exception to this rule. For example, multiple lines of 75 evidence suggest that the macaque face patch sysyem is specialized for coding faces 14, 15, 16 and 76 the macaque body patch system is specialized for coding bodies 17, 18, 19 . Thus the rules used by 77 cells in face/body patches for multiple object integration involving faces/bodies have higher 78 likelihood to be behaviorally relevant than those used by randomly sampled IT cells for multiple 79 object integration involving random objects. 80
Indeed, in contrast to macaque electrophysiology studies, several human fMRI studies have 81 explored the question of how the brain processes multiple objects specifically within category-82 selective regions and found evidence for clutter-tolerant representation of the preferred category 83 in these regions. Decoding of object category from multivoxel fMRI response patterns in face and 84
place-selective areas is more tolerant to clutter than decoding in non-category selective IT 85
regions 20, 21 . Furthermore, face and body detection is highly efficient even in cluttered displays 22, 86 23 , and behavioral performance on a change detection task in a multiple object display is superior 87 when objects are drawn from categories represented by distinct category-selective regions 24 , 88 further suggesting that regions selective for a particular category can filter out representations of 89 objects from other categories. Thus there is a discrepancy between human fMRI studies and 90 macaque single-unit studies, with respect to the mechanism for multiple object representation in 91
IT cortex. To resolve this discrepancy, it is essential to obtain single-cell data from fMRI-identified 92 category-selective areas. 93
In the present study, we re-investigated the question of how cells in IT cortex respond to multiple 94 objects through targeted recordings in face and body patches. We targeted neurons in the middle 95 lateral face patch (ML) of three monkeys and the middle body patch (MB) of two monkeys and 96 studied responses to multiple object stimuli in a passive fixation paradigm. The rules for 97
integrating preferred and non-preferred stimuli in ML and MB turned out to be very different from 98 a simple averaging rule proposed previously based on recordings in randomly selected IT 99 neurons 4, 7 . We found that single ML and MB cells could switch between one of three different 100 behaviors, winner-take-all, contralateral-take-all, or weighted averaging, depending on the 5
We found that when a face was presented in the contralateral visual field and a non-face object 139
in the ipsilateral field, cells followed a winner-take-all rule: the response to the face-object pairs 140
was very similar to the response to the isolated constituent face, independent of relative contrast 141 (Figure 2a shows an example cell, Figure 2b shows the population average). To quantify the 142 integration rule, we assumed that cells are performing weighted averaging: = + (1 − 143 ) and we computed w, the weight of the face response, for each cell. For a cell following 144 an averaging rule, = 0.5; for a cell following a winner-take-all rule that responds more to faces, 145 = 1. When a face was present in the contralateral visual field and a non-face object in the 146 ipsilateral visual field, w was close to 1 for all contrasts (Figure 2c) . 147 148
When a face was presented in the ipsilateral visual field and a non-face object in the contralateral 149 visual field, a very different integration behavior emerged. Now, the response to the face-object 150 pair depended strongly on the relative contrast between the face and the object (Figure 2d, 2e ). 151
The weight of the face response increased from around 0 to around 1 as the contrast of the face 152 increased, exactly like what has been found with paired sinewave grating (plaid) experiments in 153 V1 8 . Overall, the results so far show that in response to a face-object pair, the integration behavior 154 used by ML cells is highly dependent on the spatial arrangement and relative contrast of the 155 constituent face and object. The same cell can switch between winner-take-all and weighted 156 averaging (Figure 2a -f; data for three monkeys shown separately in Supplementary Figure 3a) . 157 158
Could the finding that the response to a face-object pair always followed a winner-take-all rule in 159 the hemisphere contralateral to the face be a consequence of the spatial tuning of ML cells? For 160 example, if neurons in ML have exclusively contralateral receptive fields, then it might not be 161
surprising for them to follow a winner-take-all rule when a face is presented contralaterally (though 162 the weighted averaging rule in the ipsilateral case would still need to be explained).
164
Receptive field sizes in IT cortex are generally relatively large compared with those in early visual 165 areas V1-V4 15, 27, 28 , and most receptive fields extend across the vertical meridian into both visual 166 hemifields 29 . To clarify, for the specific population of ML neurons we recorded from, how multiple 167 object integration behavior is related to receptive field location, we performed the following 168 analysis: We defined each unit's preference for contralateral versus ipsilateral isolated faces 169
(contra-ipsi index) as follows: = ( − )/( + ) . As 170 expected, the population showed a preference for the contralateral visual field (in Figure 3a , the 171 distribution of CII values is significantly skewed to the right (the mean value CII = 0.13 > 0, t-test, 172 p < 10 -4 ). Nevertheless, we observed a subpopulation of neurons which showed a strong 173 preference for the ipsilateral visual field. We divided the whole population into three groups: cells 174 with high preference for the contralateral visual field (CII > 0.2), cells with no/low preference (|CII| 175 ≤ 0.2), and cells with high preference for the ipsilateral visual field (CII < -0.2). We then analyzed 176 the integration rule for each of these three groups separately ( Figure 3b ). All three groups showed 177 similar integration behavior: units performed winner-take-all when a face was in the contralateral 178 visual field and weighted averaging when a face was in the ipsilateral visual field. This suggests 179 that the multiple object integration behavior observed in ML does not depend on a particular 180 neuron's spatial tuning, but is a general property of ML. 181 182
Another way to address the influence of receptive field location on integration behavior is to 183 present the two stimuli aligned vertically instead of horizontally: most cells in ML respond equally 184 well to faces above and below fixation. Furthermore, this would allow direct comparison to a 185
previous study 4 reporting that most IT cells follow a simple averaging rule (with equal weights for 186 both stimuli), which used vertically aligned stimuli. Thus we next analyzed responses to face-187 object pairs aligned vertically around the fixation point (Figure 1a , right). We found that in this 188 6 configuration, cells followed a winner-take-all rule, regardless whether the face was above or 189 below the fixation point, and regardless of the relative contrast between the face and object histograms of face response weights). We further confirmed that this behavior did not depend on 192 spatial tuning of neurons for the upper versus lower visual field (Figure 3c, d) . 193 194 We also tested multiple object integration behavio as a function of the face selectivity of particular 195 neurons. A previous study suggested that IT neurons with high object selectivity should have low 196 tolerance to clutter 13 . Supplementary Figure 4 shows that integration behavior of face cells did not 197
depend on their face selectivity. 198 199
Finally, we also computed face weights as a function of time under both spatial configurations, 200 using a 5 ms sliding window. This did not reveal any significant change in integration rule over 201 time (p>0.05, Bonferroni corrected,for all tested time points (0 ~ 400ms); also see Supplementary 202 Figure 5 ).
204
Response to two preferred stimuli in ML 205
In the previous experiment, we examined the integration behavior of ML cells for a preferred 206 stimulus (face) paired with a non-preferred stimulus (non-face object). Do ML cells show the same 207 behavior when two preferred stimuli, i.e., a pair of faces, are presented? To address this, we 208
presented 1000 face pairs aligned either horizontally or vertically. We decided to present such a 209 large set of faces in order to cover the full dynamic range of ML cell responses: if we had chosen 210 just three faces, and all three happened to be effective stimuli for a cell, then it would have been 211 impossible to distinguish between averaging and winner-take-all behavior using the responses to 212 these three stimuli. 213 214
We selected the 1000 face pairs using a strategy motivated by a recent study from our lab which 215
found that ML cells are strongly tuned to specific dimensions in a realistic face space 30 . Here, we 216 adapted our previous approach of generating realistic face stimuli using an "active appearance 217
model" 31 as follows: for each of 200 frontal faces from an online face database (FEI face database), 218 a set of landmarks were labeled by hand (Figure 1c , left). The positions of these points carry 219 information about the shape of the face and the shape/position of internal features (Figure 1c , 220 middle). Then the landmarks were smoothly morphed to a standard template (average shape of 221 landmarks; Figure 1c , right); the resulting image carries normalized appearance information. In 222 this way, we extracted a set of 200 shape descriptors and 200 appearance descriptors. To 223 construct a realistic face space, we performed principal components analysis on the shape and 224 appearance descriptors separately, to extract the feature dimensions that accounted for the 225 largest variability in the database, retaining the first three principal components (PCs) for shape 226 and first three PCs for appearance ( Figure 1d ). This results in a 6-dimensional (6-d) face space, 227
where every point represents a face, obtained by starting with the average face, first adding the 228 appearance transform, and then applying the shape transform to the landmarks. The advantage 229 of generating faces defined by these six dimensions is that it allows us to systematically and 230 evenly explore the entire face space. 231 232
To generate stimuli for our experiment, we randomly drew 1000 faces from this 6-d face space. 233
Then we generated 1000 pairs of faces by assigning the i th face to the (1001-i) th (i = 1,2,3,…1000) 234
face as a pair (Figure 1e ). This ensured that all 1000 faces were presented at both positions. In 235 separate experiments, the pairs were aligned either horizontally or vertically around the fixation 236 point, and for each pair, we also measured the responses to the constituent faces presented alone.
237
In this experiment, stimuli were presented for 150 ms (ON period) interleaved with a gray screen 238
for 150 ms (OFF period). The same set of 3000 stimuli for each configuration were presented to 239 7 each cell from 2 to 4 times each. Responses to the stimuli were calculated as the firing rate in a 240 time window 60-220 ms after stimulus onset. 241 242
To quantify neuronal tuning within the 6-d face space, responses of each neuron were first used 243 to calculate a "spike-triggered average" (STA) stimulus 32 , i.e., the average stimulus that triggered 244
the neuron to fire. The STA captures all of the important coding properties of a face cell: by 245
knowing just the STA of a face cell, one can predict almost all of the explainable variance of its 246 response to an arbitrary set of faces 30 . Thus the STA provides a compact characterization of a 247 face cell's selectivity for faces. 248 249
For the horizontal configuration, we calculated the STA for each of the following four conditions: 250
(1) a contralateral face presented in isolation, (2) a contralateral face presented as part of a pair, 251
(3) an ipsilateral face presented in isolation, and (4) an ipsilateral face presented as part of a pair. 252 Figure 4a shows the STAs for these four conditions for four different example cells. The STA 253
shape was very similar for conditions (1) and (2), showing that tuning to a contralateral face 254
doesn't depend on whether another face is presented. Very surprisingly, for condition (4), we 255
observed almost no tuning, as if cells became completely blind to the ipsilateral face when a 256 contralateral face was present, i.e., cells follow a contralateral-take-all rule. Importantly, this was 257 not due to cells having exclusively contralateral receptive fields: cells showed clear tuning to 258 ipsilateral faces presented in isolation ( Figure 4a , column three). These results were consistent 259 across the population (Figure 4b ; data for three monkeys shown separately in Supplementary 260 Figure 3 ).
262
When two faces were presented vertically, we saw very similar tuning across all four conditions 263 (Figure 4c, d) . However, the gain of tuning was smaller for the two paired conditions compared to 264 the two isolated conditions. 265 266
To further clarify the correlation between STAs obtained across the four conditions, we plotted 267
the STA values measured in the isolated and paired conditions. Figure 4e shows a scatter plot of 268 STA values measured for contralateral faces presented in a pair versus contralateral faces 269 presented in isolation; each cell contributes six points to the plot, corresponding to the six 270
dimensions of the STA. The slope of the plot is 0.96 , indicating almost identical STA gain for the 271 two conditions. This suggests that cells are using an exact contralateral-take-all rule in this 272 situation, and not some other rank-preserving interaction for generating clutter invariance 9 . Figure  273 4f shows a scatter plot of STA values measured for ipsilateral faces presented in a pair versus 274 ipsilateral faces presented in isolation. The slope is -0.03. Figure 4g , h shows scatter plots of 275 STA values measured for above/below-fixation faces presented in a pair versus above/below-276 fixation faces presented in isolation. The slope of the two plots are 0.45 and 0.58, close to the 277 value of 0.5 expected for cells following an averaging rule. Overall, the experiments with two faces 278
show that cells switch between a contralateral-take-all rule and an averaging rule, depending on 279
whether the faces are aligned horizontally or vertically. 280 281
So far, for the two face experiment, we have examined how tuning characterized by the STA 282 changes when two faces are presented compared to when a single face is present. We also 283 analyzed absolute response magnitudes to the 2000 face stimuli across the different conditions 284
(Supplementary Figure 6 ). We found that for most cells, the response magnitude to a pair of faces 285
was significantly correlated to the response magnitude to a contralateral face presented alone, 286
but was not correlated to the response magnitude to an ipsilateral face presented alone 287
( Supplementary Figure 6a shows a single cell example, and Supplementary Figure 6c shows 288 population results). For vertically aligned faces, we found that the response magnitude to a pair 289 of faces was significantly correlated to the response magnitude to both upper and lower face 290
presented alone ( Supplementary Figure 6b,d ).
292
A parsimonious explanation for integration behavior 293
So far, our results suggest that single ML cells switch between a diverse set of behaviors for 294 multiple object integration: for a particular cell in ML, responses to pairs of objects can be 295 described by winner-take-all, contralateral-take-all, or weighted averaging, with the invoked 296 behavior depending on the category, spatial configuration, and relative contrast of the two objects. 297 298
At first glance, this may seem magical. How can a cell infer the particular visual context in order 299
to select the appropriate behavior? Is there a unified explanation for these diverse integration 300
behaviors? Below, we show how all of the results can be explained by the canonical neural 301 computation of normalization, which has been observed in many different systems (vision, 302 olfaction, audition) across multiple species 25 . Normalization refers to an operation in which the 303 responses of neurons are divided by a common factor representing the summed activity of a pool 304 of neighboring neurons. We show that to explain the present results regarding multiple object 305
representation in IT within the normalization framework, the only ingredient that needs to be 306 added is the homogenous category selectivity of neighboring neurons forming the normalization 307
pool. In our normalization model, we assume that the response of a cell to two objects is given by 308 the following formula:
Here, is the response of the cell to a pair of objects with contrasts 1 and 2 , is the response 313
to object 1 alone at high contrast (i.e., 2 = 0, 1 ≫ ), is the response to object 2 alone at high 314 contrast, 1 represents the weighting of neighboring neurons (i.e., normalization pool) for object 315 1, and 2 represents the weighting of neighboring neurons for object 2. This equation is identical 316
to Equation 9 in Carandini and Heeger (2013) , with one new ingredient: the weighting terms 1 317 and 2 (note: we use " " and " " to represent responses to objects 1 and 2, instead of " 1 " and 318
" 2 " as in Carandini and Heeger (2013) , since we use " 1 " and " 2 " to represent normalization 319 weights). The weighting terms 1 and 2 endow normalization with an extra degree of freedom, 320
such that the strength of normalization can vary depending on the category and spatial location 321 of the two objects. The justification for this is that we are assuming the normalization pool is not 322 only determined by the contrast of the two stimuli being integrated but also by the category and 323 spatial selectivity of the neighboring neurons. For example, a cell in a face patch should 324 experience more suppression by a face than by a non-face object, even if they have the same 325
contrast, because there are more cells selective for faces than non-face objects in the 326 normalization pool; in our normalization equation, this would be expressed by >> . 327 328
In Figure 5a -c and configuration results as well. Importantly, these assumptions are experimentally supported by 333 measurements of LFP response magnitudes from ML to the four different conditions, for both 334 spatial configurations (Figure 5d , e). The LFP is thought to measure synaptic activity in 335 thousands of neurons near the electrode tip 33 , and therefore provides a reasonable estimate of 336 the pooled suppressive inputs for each of the four conditions. We used LFP amplitudes at the 337 highest contrast as a proxy for the weights in the normalization model, and found that responses 338 based on the model fits were highly correlated to the actual responses: r = 0.994 (p < 10 -4 ) for 339 9 horizontal configuration and r = 0.987 ( p < 10 -4 ) for vertical configuration (Supplementary 340 Figure 7 ). As a sanity check, in Figure 5f , g we fit our face-object data to the normalization 341 model to obtain quantitative estimates for the values of 1 -4 . These values agreed well with 342 the approximations we obtained from our LFP measurements (compare Figure 5d , e with 343 Figure 5h , j). We also used LFP amplitudes at different contrasts as proxy for the product weight 344 * contrast in the normalization model (Figure 6a, b ), and found that responses based on the 345 model fits were highly correlated to the actual responses (Figure 6c -f). Overall, these results 346
show how the widely-accepted framework of normalization 25 can be extended to explain multiple 347 object representation in IT cortex, with one added assumption that homogenous category 348 selectivity of neighboring neurons forming the normalization pool produces different 349 normalization weights for faces compared to objects within a face patch. 350 351
Integration rules used by cells in the middle body patch MB 352
Does the normalization model generalize beyond face patches? To test this, we performed 353 recordings in the middle body patch, a region in the lower bank of the superior temporal 354 sulcus (STS) containing a high concentration of body-selective cells ( Figure 7a ). We presented 355
pairs of bodies and non-body objects (including faces) ( Figure 7b ). Consistent with previous 356 studies 17 , we found a high concentration of body-selective cells (Figure 7c ). In the middle body 357 patch, we found that when a body was presented contralaterally, and a face was presented 358
ipsilaterally, cells showed winner-take-all behavior (Figure 7d ). When the body was presented 359
ipsilaterally, and a face was presented contralaterally, cells showed averaging behavior. This is 360 exactly analogous to the face patch, confirming the generality of the normalization model for 361
explaining multiple object integration rules in IT.
363
Furthermore, this result also shows that the integration behavior governing the response to a face 364 and a body is different in a face patch compared to a body patch. In a face patch, when a non-365 face object (e.g., a body) is presented contralaterally, and a face ipsilaterally, cells show 366 averaging behavior (Figure 2d , e), not winner-take-all as in the body patch ( Figure 7d , leftmost 367 panel). Thus specific integration behaviors depend critically on the specific patch being recorded 368 from (though the general principle of normalization holds across all patches). 369 370
One might worry that when a non-face object (e.g., a body) is presented contraterally, and a face 371 ipsilaterally, a face patch cell will generally respond more strongly to the ipsilateral than the 372 contralateral stimulus, whereas a body patch cell will show the reverse pattern, and this might be 373 the source of the different integration behaviors observed in the two patches. To control for this, 374
we identified a small group of face patch neurons (N = 25) which showed a larger response to the 375 contralateral non-face object compared to the ipsilateral face. For these neurons, we still observed 376
an averaging rule when the face was ipsilateral and the object contralateral (Supplementary 377 Figure 8 ). Thus integration behaviors truly are different in different sub-regions of IT cortex. It is 378
critical to know whether one is recording in a face patch or body patch to understand the 379 integration behavior: it is not sufficient to know only the selectivity of the cell one is recording from. 380 381
Discussion 382 The effortlessness with which we recognize objects in the cluttered natural world requires 383
explanation. Many studies have explored the role of attention in this process 20, 34 . We tackled the 384 question of how IT cortex integrates responses to multiple objects during passive fixation through 385 targeted recordings in face patch ML and body patch MB. Contrary to previous studies 4, 6 , we 386
found clear evidence for winner-take-all behavior in both of these category-selective regions. It is 387
intuitively obvious that winner-take-all behavior for multiple object integration should aid clutter-388 invariant recognition. In the section "Benefits of normalization in a homogeneous patch" of the 389
Methods, we confirm this through explicit computational modeling, showing that object 390 classification performance in clutter using a winner-take-all rule is always better than that for an 391 averaging rule, and the difference is especially large under conditions of low noise and sparse 392 readout ( Supplementary Figure 9 ). Thus our results suggest that category selectivity, by enabling 393
winner-take-all integration under certain conditions through normalization, could play an important 394 role in solving the clutter invariance problem. 395 396
Specifically, we found that in face patch ML, when a face and a non-face object were presented 397 simultaneously, in most cases winner-take-all best described the response to the stimulus pair.
398
This was true for faces presented in the contralateral, upper, and lower visual fields. The only 399 exception occurred when a face was presented ipsilaterally and an object contralaterally: in this 400 case, the response to the stimulus pair was best described by weighted averaging, with weight 401 dependent on the relative contrast of the face and object. Our finding of winner-take-all behavior 402
in face patch ML is consistent with previous human fMRI studies exploring multi-object coding in 403
category-selective brain areas 20, 21, 24 . 404 405
When two faces were presented simultaneously, the integration behavior in face patch ML 406 depended on whether the faces were presented horizontally or vertically. For the horizontal case, 407
cells followed a contralateral-take-all rule: STA analysis revealed that the response to the face 408 pairs was modulated exclusively by the contralateral face. For the vertical case, cells followed a 409 simple averaging rule, with approximately equal weights of 0.5 for the two faces. 410 411
It is important to note that we did not observe winner-take-all behavior in all conditions. Thus one 412
might wonder to what extent the physiological findings can really explain clutter-invariant 413 recognition. To explicitly relate the multiple integration rules we observed to human 414 psychophysical studies of recognition in clutter, we quantatively modeled face identification 415 behavior for different stimulus configurations, using the integration rules uncovered in this study. 416
In the section "A model of face decoding for pairs of faces" of the Methods, we build a population 417 decoding model to explicitly predict face identity decoding performance when two faces are 418 presented in two configurations (horizontal, vertical) . The model shows that when two faces are 419
presented horizontally across the vertical midline, feature values of contralateral faces can be 420 decoded very well, while feature values of ipsilateral faces cannot be decoded at all. When two 421
faces are presented in a vertical configuration, decoding of both faces suffers due to the averaging 422 rule (Supplementary Figure 10) . 423 424
These behavioral predictions are consistent with several psychophysical findings concerning 425 peception of faces in clutter. First, the results are consistent with a human psychophysical study 426 35 investigating the perception of facial expressions of face pairs, which found perceptual 427 averaging of facial expressions when two faces were presented vertically aligned within the same 428 visual hemifield, but no averaging effect when the two faces were presented in opposite 429
hemifields. The computational model of face decoding behavior based on our physiological results 430 is also consistent with the psychophysical observation that the left and right visual hemifields 431 process stimuli separately: in a working memory task, increasing the number of distractor stimuli 432
impedes task performance within each hemifield independently 36, 37 . If there is winner-take-all or 433
contralateral-take-all, then processing of contralateral preferred stimuli becomes impervious to 434 presence of stimuli in the ipsilateral visual field. Finally, our results provide a mechanistic 435 explanation for the phenomenon of face "pop-out", i.e., the finding that detection of a face is 436
impervious to the presence of distractor objects 38 . In our normalization framework, this is 437 explained by the fact that >> within a face patch. Thus overall, we believe that the 438 match between the stimulus integration properties of face cells revealed here and face recognition 439 behavior under various clutter conditions suggests a strong causal link between the former and 440 the latter. However, all our experiments were performed in a passive fixation paradigm. Future 441
work is needed to measure monkeys' behavior simultaneously with neural responses, to explicitly 442 test whether behavioral clutter sensitivity correlates with that predicted by neural responses. 443 444
Results from MB were completely consistent with those from ML. When a body was presented 445
contralaterally, and a face ipsilaterally, cells followed a winner-take-all rule. When a body was 446
presented ipsilaterally, and a face contralaterally, cells followed an averaging rule. While the 447 grand schema was completely consistent between MB and ML, our results also show that the 448 particular behavior governing the response to a face and a body is different in a face patch 449 compared to a body patch. In a face patch, when a non-face object (e.g., a body) is presented 450
contralaterally, and a face ipsilaterally, cells follow an averaging rule, not a winner-take-all rule. 451
Thus specific integration behaviors depend critically on the specific patch being recorded from, 452
and it was important for us to know that we were recording in a face versus body patch to make 453 sense of our results. More generally, our findings suggest that for objects besides bodies and 454
faces, it will also be critical to study integration mechanisms in a manner that respects IT functional 455 organization for these objects. 456 457
The different integration behaviors exhibited by ML/MB cells can all be explained by the canonical 458 neural computation of normalization, with the added ingredient that normalization of responses to 459 multiple stimuli is weighted by the category and spatial selectivity of neighboring neurons for the 460 stimuli. This simple assumption efficiently captures all of our main findings in both face and body 461
patches (Table 1) . Normalization has previously been invoked to explain response adaptation 462
properties of IT cells 39 . The key conclusion of our paper is that normalization provides a simple 463 mechanism for cells in a category-selective patch to implement a winner-take-all rule for the 464 preferred object of the patch, and thereby aid clutter-invariant recognition under certain conditions. 465
In effect, category selectivity provides a "cheap" form of visual attention. From the normalization 466 equation (1), it is simple to see why. A widely-accepted model of visual attention posits that 467 attention acts to change the weights in the normalization equation (1) 40 . For example, 1 = 2 = 468 0.5 would imply equal attention to objects 1 and 2, while 1 = 1, 2 = 0, would imply exclusive 469 attention to object 1. In a brain region equipped with a normalization circuit that is category 470 selective for object 1, the cells are hard-wired to implement the latter condition. While it would 471 seem to be extremely difficult to implement a mechanism to shut off dendritic inputs representing 472 non-preferred objects at the single-cell level, this behavior arises inevitably in a network of cells 473
with homogenous category selectivity carrying out normalization ( Figure 5 and Table 1 ). 474 475
Thus IT cortex is able to readily implement winner-take-all in specific sub-regions. Given how 476
parsimoniously the results in ML and MB could be explained by the normalization model plus the 477 category selectivity of these patches ( Figure 5 , Table 1 ), it is plausible that a similar principle 478 governs the response to multiple objects across all of IT. Multiple specialized networks beyond 479 those selective for faces and bodies have been described in IT 41, 42, 43, 44, 45 . By virtue of being 480 spatially clustered, cells in these networks would be expected to implement clutter-invariant 481
integration for their preferred stimulus class under certain conditions. 482 483
It is even possible that the need to achieve clutter-invariant recognition could have been an 484 evolutionary driving force for developing category-selective regions. The reason why IT cortex 485
harbors category-selective regions remains unclear. Minimization of wiring length for 486 distinguishing similar objects is frequently offered as one possible explanation 46 . The fact that 487 category-selective regions give rise to a highly desirable computational feature, winner-take-all 488
for the preferred object, suggests an additional possible evolutionary origin for this striking aspect 489 of IT anatomy: enabling clutter-invariant recognition. 490 12 491
A previous study of multiple object representation in IT cortex reported that averaging could 492 explain responses to all stimulus pairs, though a small percentage of cells showed winner-take-493 all 13 . A possible reason for the discrepancy is that the non-preferred stimuli used in that study 494 evoked substantial responses in neighboring neurons, leading to suppression of the response to 495 the preferred object, similar to the averaging we observed in our twoface vertical configuration 496 experiment.
498
If an area is already category-selective, one might wonder why any additional form of filtering is 499 even necessary. The point is that even if the mean population activity within an area is strongly 500 category selective, many individual cells within the area will nevertheless respond significantly to 501 objects from non-preferred categories (e.g., a cell in a face patch detecting faces based on round 502
overall shape might also respond to an apple). Normalization provides a mechanism to filter out 503 these responses in clutter situations. 504 505
While the mechanism proposed here for filtering out clutter is less flexible than classic, high-level 506
attention (e.g., we already discussed above how cells in face and body patches show winner-507 take-all behavior only under certain conditions), it has the advantage of being hard-wired, and 508
hence, constantly in operation. One might wonder how we can be so sure that the integration 509 rules observed in face and body patches are due to bottom-up stimulus-driven rather than top-510 down attentional effects. After all, it is known that faces can powerfully capture attention in 511 cluttered scenes 47 . We think our data argues strongly for bottom-up stimulus-driven mechanisms 512
for several reasons. First, in the two-face condition, it is unclear how attention can explain the 513
contralateral-take-all rule. The monkey can presumably pay attention to only one face, and that 514 would presumably be the face that wins. But our data shows that the face that wins for a particular 515
cell depends on the hemisphere in which the cell is located. Second, in the face-object condition, 516
it is also unclear how attention can explain winner-take-all in the hemisphere contralateral to the 517 face, but averaging in the hemisphere ipsilateral to the face. If attention were leading to winner-518 take-all behavior, then we should have also observed winner-take-all in the hemisphere ipsilateral 519
to the face. Third, when we decreased face contrast in the face-object condition, which would be 520 expected to diminish attention to the face, we still saw winner-take-all behavior when the face was 521 contralateral--even at the lowest contrasts. Finally, if the winner-take-all behavior observed in face 522 patch cells could be explained by attention, then in the body patch, we would have expected to 523 see responses to a face-body pair resembling responses to a face presented alone. Instead, we 524 found the exact opposite: when we presented a body and face simultaneously in the vertical 525 configuration, the responses to the face-body pair resembled that to the body presented alone. 526
Together, these arguments show that the integration rules used by face cells and body cells to 527 multiple objects are unlikely to be explained only by top-down attention. were performed with the approval of the Institutional Animal care and Use Committee (IACUC)。 546
Three male rhesus macaques were trained to maintain fixation on a small spot for juice reward. 547
Monkeys were scanned in a 3T Tim Trio (Siemens, Munich, Germany) while passively viewing 548
images on a screen. Feraheme (AMAG pharmaceuticals) contrast agent was injected to improve 549 signal to noise ratio. Six face selective regions were identified in each hemisphere in both 550 monkeys by identifying regions responding significantly more to faces than to bodies, fruits, 551 gadgets, hands, and scrambled patterns, while three body selective regions were identified by 552
identfitying regions responding significantly more to bodies than to fruits, gadgets, hands and 553 scrambled patterns. Additional details are available in Tsao and Freiwald 49 , Freiwald and Tsao 15 554
and Ohayon, Freiwald 50 . In both monkeys, we targeted middle face patch ML located on the lip 555 of the superior temporal sulcus, and the middle body patch MB located on the lower bank of the 556 superior temporal sulcus. 557 558
Single-unit recording 559
Tungsten electrodes (1-20 Mohm at 1 kHz, FHC) were back loaded into plastic guide tubes. 560
Guide tubes length was set to reach approximately 3-5 mm below the dura surface. The electrode 561
was advanced slowly with a manual advancer (Narishige Scientific Instrument, Tokyo, Japan) and 562
were inserted anew on a daily basis. Neural signals were amplified and extracellular action 563 potentials were isolated using the box method in an on-line spike sorting system (Plexon, Dallas, 564 TX, USA). Spikes were sampled at 40 kHz. All spike data was re-sorted with off-line spike sorting 565
clustering algorithms (Plexon). Only well-isolated units were considered for further analysis. Results were qualitatively the same across different monkeys and therefore were pooled together 571 for population analyses. For experiment 3 (MB, body-face, body-object pairs), we recorded 14 572
neurons in monkey M3's right hemisphere and 8 neurons in monkey M4's left hemisphere. 573 574 Visual Stimuli and Behavioral task 575
Monkeys were head fixed and passively viewed the screen in a dark room. Stimuli were presented 576 on a CRT monitor (DELL P1130). Screen size covered 21.6 × 28.8 visual degrees. The fixation 577 spot size was 0.25 degrees in diameter. All images were presented in random order using custom 578 software. Eye position was monitored using an infrared eye tracking system (ISCAN). Juice 579 reward was delivered every 2-4 seconds if fixation was properly maintained. Custom software 580
(Kofiko) was used to present visual stimuli, track fixation, deliver juice, and synchronize stimulus 581 delivery and recording of neural data. 582 583
Stimuli for face-object experiment 584
Three different facial identities and three different non-face objects were used for this experiment. 585
The face images are collected under the FERET program. All the raw images were adjusted to 586
have the same mean luminance, same root mean square (RMS) contrast, and same number of 587 pixels; RMS contrast is defined as the standard deviation of the pixel intensities. Two stimulus 588 configurations were used in this experiment (Figure 1a ), horizontal and vertical. In the horizontal 589 configuration, a face was placed either contralateral or ipsilateral to the recording hemisphere, 590
while an object was placed on the opposite side. In the vertical configuration, a face was placed 591 above or below fixation, while an object was placed on the opposite side. In both configurations, 592
the center of each image was positioned 3.2 visual degrees from the fixation point. Each object 593 or face spanned 5.6 × 6.4 visual degrees. For each face-object pair, the contrast energy of the 594 face (i.e., the square of the RMS contrast) increased from 10% to 90% in five equal steps, while 595 the contrast energy of the object decreased from 90% to 10% (Figure 1b) . As a result, the summed 596 contrast energy of the face-object pair was kept constant across different contrast energy 597
combinations. Stimuli were presented for 250 ms (ON period) interleaved with a gray screen for 598 150 ms (OFF period). Each stimulus was presented to each cell from 8 to 10 times each. 599 600
Stimuli for two-face experiments 601
We used real face images from an online face database, FEI face database 602
(http://fei.edu.br/~cet/facedatabase.html). This database contains images from 200 individuals. 603
Generation of parameterized face stimuli followed the procedure of previous papers on active 604 appearance model 31 : First, a set of 58 landmarks were labeled on each of the frontal face images 605
( Figure 1b ). The positions of landmarks were normalized for mean and RMS contrast for each of 606 the 200 faces, and an average shape template was calculated. After that, each face was smoothly 607
warped so that the landmarks matched this shape template. This warped image was then 608 normalized for mean and RMS contrast and reshaped to a 1-d vector. Principal component 609
analysis was carried out on positions of landmarks and intensity independently. The first 3 PCs 610 of landmark positions ("shape" dimensions) and the first 3 PCs of intensity ("normalized 611 appearance" dimension) were used to construct a parameterized face space. The distribution of 612 feature values for each PC dimension followed a Gaussian distribution with variance proportional 613
to that of the 200 faces from the database. 1000 images were randomly drawn from this space 614 (and constructed from the 6-d feature vector by inverting the process above). The feature value 615
for each dimension was scaled to have zero mean value and standard deviation of 1. Each face 616 From these 1000 images, we constructed 1000 pairs for two face images by assigning the i th face 621 to the (1001-i) th (i = 1,2,3,…1000) face as a pair ( Figure 1E ). In separate experiments, the pairs 622 were aligned either horizontally or vertically around the fixation point, and for each pair, we also 623 measured the responses to the constituent faces presented alone. Stimuli were presented for 150 624 ms (ON period) interleaved with a gray screen for 150 ms (OFF period). The same set of 3000 625 stimuli for each configuration were presented to each cell from 2 to 4 times each. 626 627
Stimuli for body-object experiment 628
A body image, a face image, and an object image were used in this experiment. Two stimuli 629 combinations were used in the experiment: 1) body image paried with face image, 2) body image 630 paired with object image. For each combination, the same spatial configurations and timing 631 parameters were tested as in the face-object experiment. 632 633
Data Analysis 634
Face Selectivity Index 635
The Face Selectivity Index (FSI) ( Supplementary Figure 1) was defined by
where is the mean response above baseline to faces and is the mean 638 response above baseline to non-face objects. An FSI of 0 indicates equal responses to face and 639 non-face objects. An FSI of 0.33 indicated twice as strong response to faces as to non-face 640 objects. For cases where ( > 0) and ( < 0), FSI was set to 1; for cases where 641 ( < 0) and ( > 0), FSI was set to -1. 642 643
Contralateral ipsilateral index and Upper lower index 644
Contralateral ipsilateral index (CII) was defined as:
where is the neuron's response to an isolated face presented in the contralateral 647 visual field, and is the neuron's response to an isolated face presented in the ipsilateral 648 visual field. 649 650
Upper lower index (ULI) was defined as
where is the neuron's response to an isolated face presented above the fixation, and 653
is the neuron's response to an isolated face presented below the fixation. 654 655
Face weight 656
Face weight was defined as
where is the neuron's response to an isolated face, is the neuron's response to a face-659 object pair, and was the neuron's response to a non-face object. 660 661
Spike-triggered average analysis 662
The firing rate in a time window of 60-220 ms after stimulus onset was computed for each stimulus. 663
To estimate the modulation of the each dimenstion, a linear function was fit between the response 664 (i.e., firing rate) and each dimension's value. The modulation for the dimension was defined as 665 the slope of this linear function. Our definition of spike-triggered average is slightly different from 666 the conventional notion of the average stimulus that triggers a cell to fire: our STAs are 667
proportional to the conventional STA, but give added information about absolute firing rates. 668 669
Fitting responses to the normalization model ( Figure 5 ) 670
Responses were fit using average data from the face-object experiment (i.e., data points shown 672 Figure 2a2 , b2, c2 and d2; Figure 5f ,g). For each face-object pair, there are three free parameters, 673 1 , 2 , and . 1 and 2 are the contrast energies of the face and object. The scaling factors 674
and were set equal to responses to the stimuli presented in isolation at highest contrast level. 675 676
Benefits of normalization in a homogeneous patch 677
The integration rules used by cells in face patch ML differ markedly from those reported previously 678 based on random recordings in IT 4 . Do the rules uncovered in the present study confer any 679 advantages for object recognition? To address this, following Li et al. (2009) , we constructed a 680 hypothetical object space containing three different object categories (A-C) defined along one 681 dimension of object identity (each object was defined by a specific range between -1 and 1) 682
( Figure S10a ). We generated a class of hypothetical neurons (N) and simulated the population 683 response to a set of labeled "stimulus scenes" (3000 total: 1000 single object, 1000 two objects, 684 1000 three objects) following either a winner-take-all or averaging model of multiple object 685
integration. We used these responses to train three linear SVM classifiers to perform object 686 category detection (A/not A, B/not B, C/not C). We then tested these three classifiers on 300 new 687 test images (100 single, 100 two objects, 100 three objects). 688 689
The neural response to a stimulus was simulated in the same way as Li et al. (2009) : 690 ( ) = ( ) + + ( ), where the neuron's response function to a single object is 691 ( ) = ( , ); is the preferred object of the neuron ( randomly assigned within the stimulus 692 space according to uniform distribution), specifies the standard deviation of a neuron's 693
Gaussian tuning (kept at 0.3 in the simulation), and ( ) = (0, [ ( ) + ]), i.e., response 694
variability is proportional to the response, where N is a Gaussian distribution with zero mean and 695 standard deviation proportional to the response with proportionality constant . In Li et al., was 696 set as a constant (0.25). In our simulation, we tested the simulation results with different levels 697 to see how performance varies with different signal/noise ratios. 698 699
A second difference between our simulation and Li et al. concerns how we read out object identity. 700 Cox and Riesenhuber (2015) suggest that object recognition may be based on a subpopulation 701 of preferred neurons that respond maximally to the object being recognized and are robust to 702 clutter. Thus, in addition to testing readout of object identity using the full set of neurons (as in Li 703 et al.), we tested a new condition in which readout of object identity used only preferred neurons: 704
to decide whether A is present or not, we only used those neurons which preferred object A to 705 the other 2 objects. 706 707
Thus in total, we tested 4 conditions (2 integration rules × 2 readout strategies) at different noise 708 levels . We found that performance was always better when applying a winner-take-all compared 709
to averaging rule (Supplementary Figure 10b) . The difference was more prominent when the 710 noise level was low. Furthermore, the difference between winner-take-all and averaging rules was 711 larger when sparse readout was applied than when the whole population was read out. These 712 results show that the integration properties of neurons in the categorical-selective patches, arising 713 from normalization in a homogeneous patch, confer a powerful advantage for object recognition 714 in clutter, by making possible a winner-take-all rule. Readout performance can be further 715 enhanced by sparse readout, i.e., reading out only the neurons in the homogeneous patch. 716
Indeed, it is possible that these advantages for oject recognition in clutter may be one of the 717 driving forces for evolution of clustered domains in IT cortex. 718 719
A model of face decoding for pairs of faces 720
To quantatively model face identification behavior for different stimulus configurations, we built a 721 population decoding model explicitly predicting face identity decoding performance for the 722 scenario in which two faces are presented in two configurations (horizontal, vertical) . Our 723 decoding model is based on results from , which shows how the identity 724 of a single face can be decoded from responses of a population of face cells. In a nutshell, this 725 earlier work shows that single cells in face patches ML/MF and AM are linearly projecting incoming 726 faces onto their STA. In other words, each cell is performing the computation = • + , 727
where r is the response of the cell, the is the 6-d STA vector of the cell, is the incoming 728 face vector, defined by 3 shape and 3 normalized appearance coordinates, and c is a constant 729
offset. If we have a population of face cells, then we can write this equation as:
where is the vector of face cell responses, is the transformation matrix, and is the vector of 731 response offsets. This implies that we can linearly decode by inverting this transformation using 732
responses of a population of face cells: = ′ ⋅ + ′.
734
To decode the identity of a face presented as part of a pair, we learned the transformation from 735 responses to feature values (i.e., ' and ′ above) using the responses of our ML cells to single 736 faces presented ipsilaterally/contralaterally as part of a horizontal pair, or above/below fixation as 737 part of a vertical pair; this resulted in four different ( ′, ′) pairs. We then used these ( ′, ') pairs 738
to predict the feature values of faces in the corresponding face pair conditions 739
Supplementary Figure 11 shows the results of this decoding model: when two faces were 744
presented horizontally across the vertical midline, feature values of contralateral faces could be 745 decoded very well while feature values of ipsilateral faces couldn't be decoded at all. When two 746 faces were presented in a vertical configuration, decoding of both faces suffered due to the 747 averaging rule. 748 749
Data availability 750 751
The data that support the findings of this study are available from the corresponding authors on 752 request. 753 faces were presented above the fixation point and objects were presented below the fixation point. 783
The median values in c3 are 0.96, 0.85, 0.89, 1.08, 0.89. (j-l) Same as for (a-c), for the condition 784
in which faces were presented below the fixation point and objects above the fixation point. The 785 median values in d3 are 0.68, 0.85, 0.90, 0.98, 0.99. P values displayed in (l) indicate the t-test 786 significance value for comparing the population distributions of the face weights between the two 787 vertical conditions for each contrast level 788 789 Figure 3 . The integration rule for face-object pairs does not depend on a neuron's spatial 790 tuning 791
(a) The distribution of preference for contralateral/ipsilateral across the population, defined as CII 792 (see Methods). Neurons were classified into three groups: (1) high preference for the ipsilateral 793 visual field (CII < -0.2, black), (2) low preference or no preference (|CII| ≤ 0.2, gray), (3) high 794 preference for the contralateral visual field (CII>0.2, white). (b) The population mean response of 795 each group defined in (a). Conventions as in Figure 2a . (c) The distribution of preference for 796 upper/lower visual field across the population, defined as ULI (see Methods). Neurons were 797 classified into three groups: (1) high preference for the upper visual field (ULI < -0.1, black), (2) 798 low preference or no preference (|ULI| ≤ 0.1, gray), (3) high preference for the lower visual field 799 (ULI>0.1, white). (d) The population mean response of each group defined in (c). Conventions as 800
in Figure 2a . input associated with the two objects; c1, c2 indicate the contrast energy of the two objects; A, B 823
represent the ratios between the excitatory and inhibitory input for the two objects. (b) According 824 to the normalization model, the response R can be written as a ratio between the summed 825 excitatory input and the summed inhibitory input. When 1 is much larger than 2, the response 826
approximates winner-take-all. When 1 is similar to 2 and the contrast of two stimuli are same, 827
the response approximates averaging. (c) Estimates of the strength of the inhibitory input for 828 different stimuli (indicated by the size of each circle), based on the strong selectivity for faces 829 versus objects in ML and the spatial tuning properties of ML. Combining these estimates with 830 the normalization equation in (b) allows prediction of the integration rules used by ML cells 831 across all stimulus conditions tested in this paper (Table 1 ). (d) The average LFP amplitude for 832 four conditions (contralateral face, ipsilateral face, contralateral object, ipsilateral object) 833
obtained from the face-object experiment when the face and object were presented in isolation 834
at highest contrast level. The LFP amplitude was defined as the difference between negative 835 peak and positive peak in a time window of 150-350 ms after stimulus onset. (e) The average 836 LFP amplitude for four conditions (face in the upper visual field, face in the lower visual field, 837 object in the upper visual field, object in the lower visual field) when the face and object were 838
presented in isolation with highest contrast level. (f) The normalization model fit to the face-839 object experiment when faces and objects were presented horizontally (see Methods for 840 details). Line indicates model fit, circles indicate observed data (same as Figure 2a2, b2 ). (g) 841
Same as (f), for faces and objects presented vertically. (h) Relative weights (normalized by the 842 maximum weight) obtained from model fits for faces and objects in (f). (i) The correlation 843 between the observed responses and the responses based on the normalization model fit when 844 faces and objects were presented horizontally (j) Relative weights (normalized by the maximum 845
weight) obtained from model fits for faces and objects in (g). (k) Same as (i), for face and 846 objects presented vertically. 847 Same as (a) to face-object pairs when face and object were presented vertically. (c) The 853 normalization model fit using LFP amplitudes across different contrasts as weights to the face-854 object experiment when faces and objects were presented horizontally (i.e., in the model, instead 855 of using the weight multiplied by the contrast, here we used the amplitudes of the LFP across 856 different contrasts as the weights in the model to fit the data). Line indicates model fit, circles 857
indicate observed data (data same as Figure 2a2, b2). (d) Same as (c) , for faces and objects 858 presented vertically. (e) The correlation between the observed responses and the normalization 859 model fit when faces and objects were presented horizontally. We added a free LFP baseline 860
parameter to obtain the model fits (i.e., the weights in the normalization model were calculated as 861 the LFP amplitude minus the baseline). cells followed a winner-take-all rule for bodies in the contralateral visual field, and an averaging 875 rule for bodies in the ipsilateral visual field. Body cells also followed a winner-take-all rule for 876 bodies in the upper/lower visual fields when presented together with a non-body object. 877 21 878
Horizontal conditions. Each of the observed rules follows directly from the normalization model presented 881
in Figure 5 . For example, for a contralateral face ( 1) and an ipsilateral object ( 2) presented in 882 the horizontal configuration, since w1 is much larger than 2 ( Figure 5C ), we deduce that R follows 883 a winner-take-all rule (Figure 5b, second 
Measured responses
Measured responses as (a) , for the condition in which faces were presented in the upper visual field and objects were presented in the lower visual field. (d) Same as (a), for the condition in which faces were presented in the lower visual field and objects were presented in the upper visual field. (e) The face weight (see Methods) computed across time at five relative contrast levels (from top to bottom) with face presented in the contralateral visual field and object presented in the ipsilateral visual field. Note some time points are missing because the difference between the responses to face and object was too small (<0.04), making the weight estimation meaningless. (f) Same as (e), for the condition in which faces were presented in the ipsilateral visual field and objects were presented in the contralateral visual field. (g) Same as (e), for the condition in which faces were presented in the upper visual field and objects were presented in the lower visual field. (h) Same as (e), for the condition in which faces were presented in the lower visual field and objects were presented in the upper visual field. Figure S6 . The correlation between response magnitudes to pairs of faces to isolated faces (a) Response magnitudes to pairs of faces versus to isolated faces (left: contralateral face, right: ipsilateral face) for one example cell, with faces in the horizontal configuration. (b) Response magnitudes to pairs of faces versus to isolated faces (left: upper face, right: lower face) for one example cell, with face in the vertical configuration. (c) Scatter plots of the correlation between responses to pairs of faces and contralateral isolated faces versus the correlation between responses to pairs of faces and ipsilateral isolated faces, across all neurons. Blue indicates neurons that showed a significant correlation between the responses to pairs of faces and to contralateral isolated faces. Black indicates neurons that showed no significance for either correlation. (p < 0.05, Bonferroni corrected). (d) Scatter plots of the correlation between responses to pairs of faces and isolated faces above fixation versus the correlation between responses to pairs of faces and isolated faces below fixation across all the neurons. Blue indicates neurons that only showed a significant correlation between the responses to pairs of faces and isolated faces above the fixation. Red indicates neurons that only showed a significant correlation between responses to pairs of faces and isolated faces above fixation. Magenta indicates neurons that showed significance for both correlations (p < 0.05, Bonferroni corrected). The correlation between the observed responses and the normalization model fit when faces and objects were presented horizontally. We added a free LFP baseline parameter to obtain the model fits (i.e., the weight in the normalization model were calculated as the LFP amplitude minus the baseline). (d) Same as (c), for face and objects presented vertically. (a) For PC1 (i.e., dimension 1 of our 6-d face space), we plot the predicted versus actual feature value, for a face presented contralaterally or ipsilaterally in a horizontal pair, and for a face presented above or below in a vertical pair. The predicted values were determined according to the decoding model in Supplementary Text 2. (b) The slope of the best-fit line between predicted and actual feature values for each of the 6 dimensions in our 6-d face space, for all four spatial conditions.
