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ABSTRACT 
Some propositions of the theory of V-Bezoutians are presented. As an application 
the following problem is considered: to construct an appropriate Pontryagin space in 
which a given matrix boundary value problem (containing the eigenvalue parameter in 
the boundary conditions) is self-adjoint. The solution of this problem is given (in three 
special cases) with the help of V-Bezoutians of matrix polynomials entering the 
boundary conditions. 
1. INTRODUCTION 
Let Li(O, 1) be the space of d-dimensional vector valued functions [each 
component of a column vector belongs to L2(0, l)]. One can consider in this 
space a regular self-adjoint matrix boundary value problem 
Z[U(X)] = -[9(+‘(X)] + a(x)u(r> = Au(x), x E (0, I), 
(1) 
where the matrix valued functions P-‘(X) and d(x) are self-adjoint and 
summable on the closed interval [0, 11, and the block matrices F and G 
consist of 2 X 2 blocks (each of them is a d X d matrix) and satisfy the 
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following conditions: 
FG* - GF* = 0, (2) 
FF* + GG* > 0. (3) 
The self-adjointness conditions (2)~(3) for the problem (1) were given in 
algebraic form by F. S. Rofe-Beketov in 1969 (see [31]). 
Let us further consider in the space Lf&O, 1) a regular matrix boundary 
value problem containing the eigenvalue parameter in the boundary condi- 
tion: 
Z[u( x)] = - [9( x)u’( x)]’ + a( x)u( x) = Au(x), x E (0, ‘)>I 
where F(h) and G(A) are block matrix polynomials in the eigenvalue 
parameter A consisting of 2 X 2 blocks (each of them is a d X d matrix 
polynomial in A) and satisfying the following conditions: 
(VA E R) F(A) [G( A)]* - G(A) [ F( A)]* = 0, (5) 
(VA E @ u w) F(A)[F(A)l* + G(A)[G(A)l* >0 (6) 
[throughout the paper we adopt the convention that in the case A = ~0 in (6) 
the value of the matrix polynomial is to be replaced by its leading coefficient]. 
Similar boundary value problems with eigenvalue dependent boundary condi- 
tions can be obtained when using the Fourier method of separation of 
variables on mixed problems of partial differential equations with the bound- 
ary conditions containing time derivatives. Different aspects of such problems 
have been studied in [2-4, 6-8, 9 (Supplement 3) 10-12, 14, 15, 21, 25, 30, 
32, 33, 36-461. 
We note that in the case when F(A) = F, G(A) 3 G, the conditions 
(5)-(6) turn into the conditions (2)-(3). 
The idea of the passage from (2)-(3) to (5)-(6) is due to the author (see 
[36-381 for the case of the matrix Sturm-Liouville problem). It turns out that 
the problem (4) under the conditions (5)-(6) yields a self-adjoint (in some 
indefinite scalar product) problem in a finite-dimensional extension 22&O, 1) 
of the source space L:(O, 1). Th is extension may be regarded as a Pontryagin 
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space fI,; the indefinite scalar product in it [in which the problem (4)-(6) is 
self-adjoint] can be constructed (in a unique way) with the help of V-Bezou- 
tians of matrix polynomials entering the boundary conditions. This paper 
concerns only algebraic aspects of the problem (4)-(6) connected with the 
constructing of the appropriate indefinite scalar product. 
Let @ be the quadruple (u(x>lX=a, u(x)/,=~, -~%x:)u’(x)l,=r, 
Z@(X)U’(X)l,=rJ). 
Let us consider the boundary condition in (4) as two boundary conditions 
containing d X d matrix polynomials. Further, let us restrict ourselves to the 
following three special cases: 
(a) the Sturm-Liouville problem (SLP) 
F(h) = --o--l ----) [A(*  ! O 1, G(h) = (:Rg(h)t(::ij: 
(b) the generalized periodical problem (GPP) 
(c) the so-called crossed boundary problem (CBP) 
F(A) = --i-- I -y---- (d(*’ t ’ ); G(A) = [_&j!?;!) 
-i.e. to the cases when the first boundary condition in (4) contains any two 
elements of the quadruple @ (including its first element), whereas the other 
boundary condition contains the remaining two elements of a. 
The study of the SLP led the author in 1981 (see [35]; unfortunately this 
paper is now almost inaccessible for readers) to a new algebraic apparatus- 
the theory of V-Bezoutians of V-neutral pairs of matrix polynomials (the term 
“V-Bezoutian” was formalized later in [36-381). We shall see below that the 
study of the GPP and CBP requires the extension of this theory to the case of 
V-neutral quadruples of matrix polynomials. 
In Section 2 we give some definitions and remarks. Section 3 contains 
some propositions of the theory of V-Bezoutians. In Section 4 we solve one 
auxiliary problem. We make use of this solution in Sections 5-7, where 
applications of the theory of V-Bezoutians (respectively, to the SLP, GPP, 
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and CBP) are considered. Operator aspects of these problems will be 
considered in a future paper. 
2. DEFINITIONS AND REMARKS 
Let P(h) = Ci= ,, Pi A” and Q< A) = ET= ,, Qi hi be d X d matrix polynomi- 
als of degree r. 
DEFINITION 1. The square block matrix 
Z(p>Q) = 
. . . . . . 
PO Pr- Qo Or 
. . . . . . 
0 PO 0 00 I 
-r- -i-- 
consisting of 2r X 2r blocks, each of them being a d X d matrix, is called 
the resultant of the pair of matrix polynomials P(A), Q(A). 
Let 
be a block matrix consisting of 2 X 2 blocks, each of them being a d X d 
matrix. 
DEFINITION 2. We shall say that matrix polynomials A(A), B(A) of 
degree r form a V-neutral pair if 
(tlh E rW) (A(A), B(A)) .v. (A(A), B(A))* = 0. 
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The block matrix ~2% A, B) = (gTp i, I-_j)l, j= 1 generated by the equality 
is called the V-Bezoutian of such a pair. 
DEFINITION 2. We shall say that matrix polynomials A(h), B(h), C(A), 
D(A) of degree r form a V-neutral quadruple if 
(VA E R) (A(A), B(A)) + (C(A), D(A))* = 0. 
The block matrix 9( A, B, C, 0) = (9’- i, r-j)r, j= 1 generated by the equal- 
ity 
(A(A),B(A)).V.(C(I.L),D(CL))* ‘-l 
A-P 
= i Fosi,jAL’ (A, P E ‘> 
is called the V-Bezoutian of such a quadruple. 
REMARK 1. Formally, the V-Bezoutian .%‘( A, B) of a V-neutral pair 
( A( A), B(A)) can be considered as the V-Bezoutian of a V-neutral quadruple 
(A( A), B(A), A( A), B(A)). The notion of the V-Bezoutian of a V-neutral pair 
(introduced in [35]) was found to be useful for investigation of the SLP (see 
[36-381). 
REMARK 2. Let V be skew-Hermitian (such block matrices are encoun- 
tered in applications-see Sections 5,6). Then the V-Bezoutian of a V-neu- 
tral pair is sure to be Hermitian [38, p. 741, whereas the V-Bezoutian of a 
V-neutral quadruple may be non-Hermitian (see Example 1). 
EXAMPLE 1. Let 
w=(: _:)A+(: $ 
C(A) =(; _;)A+( ,; _;)> D(A) =(:, ;)A+( -; -$ 
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The matrix polynomials A(A), B(h), C(A), D(A) form a V-neutral quadru- 
ple; their V-Bezoutian 
is non-Hermitian. 
REMARK 3. The first appearance of the notion of the so-called general- 
ized Bezoutian was probably in [l] ( see also [5]>. It was roughly as follows. Let 
A(A), B(A), C(A), D(A) be d X d matrix polynomials of degree T, det A( A) 
f 0, detC(A) f 0, and A-‘(A>B(A) = D(A)C-‘(A). Then the so-called 
generalized Bezoutian form associated with the quadruple (A, B, C, D), 
namely 
r(A, P) = 
A(A)D( PU) - B(A)C( 
A-P 
= 
p. 
(A(A), B(A), V,C*($ + V,D*(&, -V,C*(h) - V,D*($) from 
[I] (without the conditions det A( A) f 0, det[V,C*(h) + V, D*(h)] f 0 and 
with reverse order of block rows and block columns). 
Later the notion of the generalized Bezoutian was studied in [27, 261 and 
then was extended for a family of several matrix polynomials (see [29]). 
Finally, let us denote by S, the unitary and Hermitian block matrix 
(I 0 0 0 
s=oozo 
k I 0 z 0 0 0 0 0 z 
consisting of 4 x 4 blocks, each of them being a k X k matrix; by U, the 
unitary and Hermitian k X k matrix U, = (Si kPj+l)kj=l (where 8, t is the 
Kronecker symbol); by 8 the operation of’ the tensor product of block 
matrices; and by n_(Z) the number of negative eigenvalues of the matrix Z. 
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3. THE THEORY OF V-BEZOUTIANS 
Let us formulate some propositions of the theory of V-Bezoutians of 
matrix polynomials. Each proposition concerning a V-neutral quadruple is 
also applicable to a V-neutral pair (see Remark 1 in Section 21; the corre- 
sponding propositions for pairs were obtained in 1351 (see also [36-381). 
PROPOSITION 1. Let A( A), B(h), C(h), D(A) be matrix polynomials of 
degree r that form a V-neutral quadruple, 9 be their V-Bezoutian, and 9” 
[Sl] be the resultant of the matrix polynomials A(h), B(h) [respectively, 
C(h), D(h)]. Then the following relation holds: 
SF”. (q. 63 V) .9I* = (_$&j. 
COROLLARY 1. The relation (7) may be written in a skew-Hermitian 
form: 
9 0 0 I l I( 0 ___I___ . --------_-- 0 [w, - (U, 63 v>* 
S 
0 Iy, = 
rrl . ! i __--_-I__- - 27; / 0 -S rff, 
where 
yB = -;.-~-E_ . ( 1 I 0 
Proof. Due to (71, the left side of the relation (8) is equal to 
I I 
0 I 0 28 I -9 0 
--------__+__-__-__ 
0 9*I 0 
\-9* 0 1 
\ 
. = S rd . 
I 
I 
0 
0 -58 
\ -.LB* 0 
IO 9 
ILiP 0 
I________ 
I 
I 
I 0 
I 
I 
(9) 
\ 
- ill. 
I 
n 
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COROLLARY 2. Let (A(A), B(A)) and (C(h), D(A)) be two V-neutral 
pairs of matrix polynomials of degree r; let 9,, and, respectively, ~8~ be their 
V-Bezoutians; and let 9F0 and, respectively, &P1 be their resultants. Then the 
following relation hol&: 
where 
(11) 
Proof. Due to (7) (applied to both V-neutral pairs), the left side of the 
relation (10) is equal to 
IO 9oI 
-B. 0 j O _--------+----_---_ = s,, . 
O 
0 g1 
/-g 
I 
0 
iso 0 
/ 0 9, 
---_-----_+_______ 
-90 0 I 
0 -LB1 j O 
I 
\ 
- .S,d. 
I 
n 
PROPOSITION 2. Let A(h), B(h), C(h), D(A) be matrix polymnids that 
form a V-neutral quadruple, and V be invertible. Then the conditions 
(VA E C u ~0) A(A)[A(A)]* + B(A)[B(A)]* > 0, 
C(A)[C(A)l* + D(A)k’(A)l* > 0 
are equivalent to the invertibility condition on the V-Bezoutian of these matrix 
polynomials and on the resultant Z. [9P1] of matrix polynomials A(A), B(A) 
[respectively, C(A), D(A)]. 
PROPOSITION 3 (A generalization of G. Frobenius’s theorem; see [24]). 
The adjoint matrix of the V-Bezoutian of a V-neutral quadruple of matrix 
polynomials is a block Hankel matrix. 
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REMARK 4. The relation (7) for scalar pairs was first obtained in 1979 by 
the author [34, p. 791. Later (in 1980) this relation was independently 
rediscovered (for scalar pairs) by N. Kravitsky [23, p. 1051. Then it was 
obtained (for matrix pairs) by the author in 1351 (see also 136-381 and remarks 
I , 
in [22, p. 1331). Later (in 1982) a similar formula for matrix quadruples, with 
was obtained by L. Lerer and M. Tismenetsky [27, pp. 401-4021, and then (in 
1988) it was generalized by them for a family of several matrix polynomials in 
[29, p. 1361. Results close to Propositions 2 and 3 were obtained in [17-19, 
271 and, respectively, in [13, 28, 201. 
Therefore, there is no necessity to prove Propositions l-3 here (we refer 
to the above-mentioned papers [13, 17-20, 27-291). We note only that these 
propositions can be also proved (as was done in 135, 361) with the use of the 
tensor product of block matrices (Proposition 1) and with the help of the 
well-known theorem by I. C. Gohberg and G. Heinig [16, p. 55, Corollary 3.11 
for Propositions 2, 3. 
Corollaries 1 and 2 of Proposition 1 will be used in Sections 6, 7 and, 
respectively, in Section 5. 
4. THE SOLUTION OF ONE AUXILIARY PROBLEM 
Let H be an invertible 2k x 2k matrix, S be a unitary 2k X 2 k 
Hermitian matrix, W be a unitary 2k X 2 k skew-Hermitian matrix, Y be an 
invertible k X k matrix, and ‘21 be an unknown k X k matrix. Consider the 
following equation in the unknown matrix ?I: 
under the condition 
HWH* = S. p-*-j-K) . s. 
(12) 
(13) 
446 
LEMMA 1. The unique solution 8 of 
condition (13) is the invertible k X k mat& 
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the equation (12) under the 
8 = y*-1. 
(14) 
Proof of Lemma 1. Premultiplying both sides of (12) by HW and post 
multiplying them by WH * , we obtain (with the use of (13) and the relations 
w” = -1, s2 = 1) 
. SHWH* = HW3H” = - HWH*, _ 
whence 
whence 
whence 
Evidently, this solution is an invertible k X k matrix. n 
We note that in the case when Y is Hermitian the solution Vl defined by 
(14) is Hermitian too. 
5. APPLICATION TO THE SLP 
Consider the following problem [see Section I, case (a)]: 
l[u( %>I = AU(X)> x E (0, l), 
A( h)u( x)I,=o +B( h)P( x)u’( x)1,+ = 0, I (15) C(A)9+)U’(X)I,=1 +D(h)u(x)l,=, = 0 
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under the conditions [see (5)-(6)] 
(tlh E [w) 
A(A) I 0 
__---+__--- 
-B(A) I 0 * 
0 ; D(A) 
_------+----- 
0 1 C(A) 
(VA E @ u m) 
i.e. 
(VA E rw) 
t 
-B(A) I 0 
- __-----f----- 
0 1 C(A) I 
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(A(A),B(A))e (A(A),B(A))* =O, 
(C(A), D(A)). [-$/;j *(C(A), D(A))* = 0, 
(16) 
(VA E @ u m) A(A)[A(A)]* + B(A)[B(A)]* > 0, 
C(A)[C(A)]* + D(A)[D(A)]* > 0. 
(17) 
The conditions (16)-(17) mean that the matrix polynomials A(A), B(A) 
[respectively, C(A), D(A)] form a V-neutral pair where 
V Z -g; 
i 1) 
is unitary and skew-Hermitian, their resultant ~8’” [respectively, 9,] is 
invertible (see Proposition 2), and their V-Bezoutian s%‘~ [respectively, S’,] is 
invertible (see Proposition 2) and Hermitian (see Remark 2 in Section 2). 
The problem (E-(17) was studied earlier by the author (see [36-381); 
here we restrict ourselves to the case when al1 matrix polynomials have the 
same degree r. 
We consider a Pontryagin space Z!)2,(0,1) of aggregates LI = col(u( 3~); 
1 
U[), u;>. . . , u;I; IL;, u:, . . .) u;), where u(x) E LT,(O, l), and the block compo- 
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nent LtiA = col(u:, z~f,. . . , 2~1) consists of d-dimensional vector columns (i = 
0,l). The indefinite scalar product in zi(O, 1) is given by the following 
formula: 
(u, b) = ~l~*(r)~(~)d~ + (b;", bf*)+ (18) 
where 
is some invertible Hermitian block matrix consisting of 2 x 2 blocks, each of 
them being an rd X rd matrix. Evidently, the space Z:(O, 1) is a finite-di- 
mensional (%-d-dimensional) extension of the source space L:(O, 1). 
We define a linear operator Z in Qi<O, 1) with domain 
(a) u(x), 9(x)u’( X) are absolutely continuous on the closed interval 
IO, 11, 
(b) u: = A,u(x)I,=~ + &9’(x)u’(r)l,=o, u: = C,~(X)U’(X)I,=I 
+ Dru(r>lx= 11. 
For u = col(u(x); ZL:, u:, . . . , u(;; ui, uf, .. . , u;> E %‘a let 
Eu = col(z[U(X)];u~ -A,-&)],=,, -B,-$@(+‘(x)l,=o, 
~“0 -A,_,u( x)/,,~ -B,_,9( x)u’( x)(,+ . . . > 
4 -A,u( x)1,=,, -B,g( +&)I,=“> 
-A,4 x)(,co -%g(x)u’( x)I,=o; 
uf -Cr_$qX)~‘(~)(,=~ -R&)lx=l> 
24; -Cr_29(X)U’(X)I,=1 -~r&+)I,=p..’ 
4 -c,~“(+‘(~)l,=, -W(x)l,+ 
-c,~“(+‘(n:L, -a4~L)~ (19) 
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As it appears, the problem (15)-(17) is equivalent to the eigenvalue 
problem for the operator E acting in the Pontryagin space 2:(0, 1). 
Let us find an appropriate indefinite scalar product (18) in which the 
operator E is symmetrical. For this purpose we seek an invertible Hermitian 
block matrix 
so that the relation (Vu, b E Bx) (Eu, b) = (~t,Sb) holds. One can 
check that each of blocks K, L, M, N of the block matrix ?I must be a block 
Hankel matrix (consisting of T X T blocks, each of them being a rl X d 
matrix). Then we obtain the following equation in the unknown block matrix 
I?f: 
Let us combine this equation with the relation (10) (see Section 3). 
We note that the equation (20) under the condition (10) can be consid- 
ered as the equation (12) under the condition (13) (see Section 4) if we set in 
(12)-(13) 
s = s,,, 
In fact, in this case H is invertible (due to Proposition 2); S is unitary and 
Hermitian (see Section 2); W is unitary and skew-Hermitian (see Corollary 2 
in Section 3), since so is the block matrix V; and Y [see (ll)] is invertible 
(due to Proposition 2) and Hermitian (see Remark 2 in Section 2). 
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By Lemma 1 (see Section 4) we obtain %?l = Y * i, i.e. 
a = ___--;---__ . l 9;lI 0 0 I I I Lz3y1 (21) 
Evidently, the relation (21) represents an invertible Hermitian (since both 
a0 and 9, are hermitian) block matrix consisting of 2 X 2 block Hankel 
matrices (in accordance with Proposition 3). So the appropriate indefinite 
scalar product (18) can be constructed (in a unique way> with the help of 
V-Bezoutians 9F0 and 33’i [see (21>]. W e note that the rank of indefiniteness 
of this scalar product equals x = n-(9”> + n_ (&‘i> (see Section 21, 0 Q x 
< rd. 
6. APPLICATION TO THE GPP 
Consider the following problem [see Section 1, case (b)]: 
l[u( 41 = Au( X>> x E (0, l), 
A(A)+)\,=, +B(+(x)t,=, = 0, I (22) C( A)9( x)u’( x)1,=1 +D( h)9( x)u’( x)I,gJ = 0 
under the conditions [see (5)-(6)] 
(VA E R) 
A(A) i B(A) -___- o f--o-- 
I 
-------T----- > 0 
’ 
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i.e. 
(\dh E R) (A(A), B(h)). (-!$I;) *(C(A), D(A))* = 0, (23) 
(VA E @ u 00) A( A) [ A( A)]* + B( A) [ B(A)]* > 0, 
C(A)[C(A)]* + D(A)[D(A)]* > 0. 
(24 
The conditions (23)~(24) mean that the matrix polynomials A(A), B(A), 
C(A), D(A) form a V-neutral quadruple where 
is unitary (and skew-Hermitian); their V-Bezoutian 9, the resultant So of 
the matrix polynomials A(A), B(A), and the resultant 9r of the matrix 
polynomials C( A), D(A) are invertible (due to Proposition 2). 
Let us consider the same Pontryagin space zi(O, 1) (see Section 5) with 
indefinite scalar product (18). We define a linear operator E in Z$(O, 1) with 
domain O2 (see S ec ion t 5) in which condition (b) is now replaced by the 
following: 
(b) U; zz /Q(r)I,=a + B,u(r)lX=r,u: = C,9(x)u’(r)l,=1 + 
D,9WU’(X)l,=o. 
For u = col(u(x); uh, u:, . . . , u;; u:, uf, .. . , u;) E 9, let 
5ll = col(Z[u( X)] ; u; -A,-p(x)l,=o -L&)~,=,d 
-A,_p~(~)I,=O -B,_z+)),+..., 
4 -A,+)(.=, -B,u(x)l,=,,-A,u(x)l,=, -%~(~)~,=,; 
u: -Cr_,9(X)U’(X)I,=1 -~,_~~(x)u’(x)~,~o,~~ 
-C,_,B( x)u’( X)Ixzl - D,_&q x)u’( x)l*=o,. . . > 
u; -C,9( x)u’( x)I,=l -q9’( r)u’( &+ 
-q$y+J’(x)l,=, -~,~(+‘(~)l,=o). 
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As it appears, the problem (22)-(24) is equivalent to the eigenvalue problem 
for the operator %I. 
When seeking an appropriate indefinite scalar product (18) in which the 
operator x is symmetrical, we first obtain that each of the blocks K, L, M, N 
of block matrix % must be a block Hankel matrix (consisting of r x r blocks, 
each of them being a d X d matrix). Th en we obtain the following equation 
in the unknown block matrix !?f: 
=l 0 [U@V --------___ L__r____ . -(rp8v)* j 0 I (25) 
Let us combine this equation with the relation (8) (see Section 3). 
We note that the equation (25) under the condition (8) can be considered 
as the equation (12) under the condition (13) (see Section 4) if we set in 
(12)-(13) 
s = s,,, 
Indeed, in this case H is invertible; S is unitary and Hermitian; W is unitary 
and skew-Hermitian (see Corollary 1 in Section 3), since the block matrix V 
is unitary); and Y [see (911 IS invertible (due to Proposition 2) and Hermitian. 
By Lemma 1 (see Section 4) we obtain % = Y * r, i.e. 
(26) 
Evidently, the relation (26) represents an invertible Hermitian block matrix 
consisting of 2 X 2 block Hankel matrices (in accordance with Proposition 3). 
So the appropriate indefinite scalar product (18) can be now constructed (in a 
unique way) with the help of the V-Bezoutian 9 [see (26)]. We note that the 
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rank of indefiniteness of this scalar product is now equal to x = rd [and 
doesn’t depend on n_(g) ( see Section 5)]. In fact, one can easily check that 
for an arbitrary block matrix Z of the form 
(where the k x k matrix G is invertible), ~(8 = k (in our case k = rd. 
EXAMPLE 2. Let A(h), B(A), C(h), D(h) be as in Example 1 (see Sec- 
tion 2). Then the inverse matrix to the V-Bezoutian 33’ of this V-neutral 
quadruple is equal to 
and is non-Hermitian. But the relation (26) represents an invertible Hermi- 
tian block matrix: 
I 
\ 
O Id t 
\ _g 
3 
_------J--------_ 
3 5 I 
?i 6 1 
1 1 , 0 2 -3 I 
7. APPLICATION TO THE CBP 
Consider the following problem [see Section 1, case (c)l: 
+<~>I = Au( X>> x E (0, I>> 
A(A)u(x)l,=, +B(h)9(x)u’(x)l,=, = 0, I (27) C(A)u(x)l,=, +D(A)9(x)u'(x)(,=,, = 0 
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(VA E cc u m) 
i.e. 
(VA E R) 
0 1 B(A) ___--_-i-3_ 0 ~~~___~‘~~~~_ 
-D(A) ) -D(A) j 0 
> 0, 
(A(A).B(A))-(;-ii)-((.(*)$(A))* =O, (28) 
(VA E C u 00) A(A)[A(A)]* + B(A)[B(A)]* > 0, 
C(A)[C(A)]* + D(A)[D(A)]* > 0. 
(29) 
The conditions (28)-(29) mean that matrix polynomials A(A), B(A), C(A), 
D(A) form a V-neutral quadruple; 
is unitary (and hermitian). Their V-Bezoutian J%‘, the resultant s,, of the 
matrix polynomials A( A), B(A), and the resultant /%‘r of the matrix polynomi- 
als C(A), D(A) are invertible (due to Proposition 2). 
Let us consider the same Pontryagin space ei(O, 1) (see Section 5) with 
indefinite scalar product (18). We define a linear operator 3 in gz(O, 1) with 
domain ~3 z (see Section 5) in which condition (b) is now replaced by the 
following: 
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Bu = col(Z[u(x)];u~ -A,_&)(,=(, -B,~,~(x)u’(x)l,=,,u~ 
-A,..,u( x)lx=o -B,_,9’( x)u’( x)1,=,, . .. . 
uI; -A,u( I)[,=~ -B,P( r)u’( x)I,+ 
-C,u( x)1,=, -D&q x)u’( x)1,=,,). 
As it appears, the problem (27)-(29) is equivalent to the eigenvalue problem 
for the operator 2. 
When seeking an appropriate indefinite scalar product (18) in which the 
operator X is symmetrical, we first obtain that each of the blocks K, L, M, N 
of the block matrix ‘3 must be a block Hankel matrix. Then we obtain the 
equation in the unknown block matrix 91 of the form (25) (where V is equal 
to 
0 I z 
i i 
-_+__ 
IlO 
this time). Combining this equation with the relation (8), we obtain the 
solution % in the form (26): 
So this time the appropriate indefinite scalar product (18) can still be 
constructed (in a unique way) with the help of the V-Bezoutian ~8; the rank 
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of indefiniteness of this scalar product is equal to x = rd (as was noted in 
Section 6). 
8. CONCLUSION 
In this paper we have considered applications of the theory of V-Bezou- 
tians to three types of regular matrix boundary value problems with the 
eigenvalue parameter entering the boundary conditions--SIP, GPP, and 
CBP (see Sections 1,5-7). Seeking the appropriate indefinite scalar product 
in which the given boundary value problem is self-adjoint, we obtained in all 
these cases the equation in the unknown block matrix 2I of the form 
H*S . . SH = W 
under the condition 
HWH* =S. (_~~_*_j-+ 
(see Sections 3-7). In these relations we had (see notation in Sections 2, 3) 
H SLP =H,,,=H,,, = 
' SLP = sCPP=sCBF’ = %d, 
W SLP = 
0 /U@V 
W GPP =wc,, = -----------L-l____ 
-(ur@v)* j 0 ’ 
V SLP 
Y SLP = Y GPP = Y CBP = 
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The solution $!l was obtained in the general case in Section 4: ?I = Y *- ‘. 
We have 
!?I SLP = 
(each of these 
2 x 2 blocks, 
-----I-____ %?I 
solutions is an invertible Hermitian block matrix consisting of 
each of them being a block Hankel matrix). The rank of 
indefiniteness of the appropriate scalar product is equal to x = n _ (?I>. We 
have 
XsLp = n-(9”) + n-(q)> %PP = %BP = rd 
(so a definite scalar product may correspond only to the SLP [in the case 
when n_(9J = n_(BI> = O)]. 
The reducibility of the obtained equations [see (20), (25)] to the general 
case from Section 4 was ensured by the propositions of the theory of 
V-Bezoutians (see Section 3). Thus, this apparatus is an adequate algebraic 
tool for the SLP, GPP, CBP, and, maybe, for more general problems. 
Operator aspects of these problems will be considered in a future paper. 
The author is grateful to Professor L. Rodman and both referees, who 
helped clarify the exposition of the results. Special thanks to Professor F. S. 
Rofe-Beketov who spared me a lot of time and made significant contributions 
to the quality of the exposition. 
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