Hyperspatial optimisation of structures by Pickard, Chris J.
Hyperspatial optimisation of structures
Chris J. Pickard∗
Department of Materials Science & Metallurgy, University of Cambridge,
27 Charles Babbage Road, Cambridge CB3 0FS, United Kingdom and
Advanced Institute for Materials Research, Tohoku University 2-1-1 Katahira, Aoba, Sendai, 980-8577, Japan
(Dated: February 7, 2019)
Anticipating the low energy arrangements of atoms in space is an indispensable scientific task.
Modern stochastic approaches to searching for these configurations depend on the optimisation
of structures to nearby local minima in the energy landscape. In many cases these local minima
are relatively high in energy, and inspection reveals that they are trapped, tangled, or otherwise
frustrated in their descent to a lower energy configuration. Strategies have been developed which
attempt to overcome these traps, such as classical and quantum annealing, basin/minima hopping,
evolutionary algorithms and swarm based methods. Random structure search makes no attempt
to avoid the local minima, and benefits from a broad and uncorrelated sampling of configuration
space. It has been particularly successful in the first principles prediction of unexpected new phases
of dense matter. Here it is demonstrated that by starting the structural optimisations in a higher
dimensional space, or hyperspace, many of the traps can be avoided, and that the probability of
reaching low energy configurations is much enhanced. Excursions into the extra dimensions are
progressively eliminated through the application of a growing energetic penalty. This approach is
tested on hard cases for random search – clusters, compounds, and covalently bonded networks. The
improvements observed are most dramatic for the most difficult ones. Random structure search is
shown to be typically accelerated by two orders of magnitude, and more for particularly challenging
systems. This increase in performance is expected to benefit all approaches to structure prediction
that rely on the local optimisation of stochastically generated structures.
I. INTRODUCTION
The possible existence of more, or indeed fewer, spa-
tial dimensions than the usual three inspire theoretical
physics,1 and literature.2,3 String theories postulate large
numbers of additional dimensions (wrapped up on them-
selves in such a way that we are oblivious to them). In
condensed matter physics, the interaction of particles in
infinite dimensions can give a good approximation to
their behaviour in three, and be analytically simpler.4
Superspaces are used to describe the crystallography of
modulated5 and quasicrystals.6 In biology, it has been
proposed that evolution might take hyperdimensional
shortcuts.7–9 Whether or not these extra dimensions are
real, they, and their shortcuts, might be created and ex-
ploited computationally.10,11
The structure of matter at the atomic scale deter-
mines its physical properties. Carbon, arranged in the
diamond lattice, is extremely hard, and transparent. In
layers, as graphite, it is soft and opaque. The prediction
of the likely structures that collections of atoms adopt
depends on identifying the low energy arrangements of
those atoms.12,13 The diamond and graphite structures
are among the lowest in energy for carbon, with graphite
the lowest, the ground state, and diamond slightly higher,
and metastable under normal conditions. A global search
for all the low lying, and not just the lowest, minima is
needed. This is very challenging, but there has been con-
siderable progress in the first principles (through density
functional theory - DFT14–16) prediction of material and
chemical structure.17–19 These advances have been made
possible by the development of robust, reliable,20 and
efficient computer codes,21,22 and the rapid growth and
availability of computational resources.
For even small systems, there can be a large number
of local minima which are relatively high in energy, and
frustrate the search. This can be easily seen to be the
case for strongly covalently bonded systems, such as car-
bon. Once the covalent bonds have formed, a large bar-
rier to their rearrangement is created. Even if lower en-
ergy configurations are nearby, they cannot be reached.
The system is trapped in this potentially highly energetic
conformation.
In addition to classical and quantum annealing,23,24
evolutionary,18,25 swarm19 or basin/minima hopping26,27
based algorithms have been employed in an attempt to
escape the local minima. They learn from prior explo-
rations of configuration space, and focus their compu-
tational effort on the probed low energy regions. The
structures generated at each step are optimised to nearby
local energy minima, using gradient based algorithms.
Learning algorithms can be intricate, and require the
careful choice of parameters. A simple alternative is
random structure search (RSS, and from first principles,
Ab Initio Random Structure Searching, or AIRSS), the
repeated local optimisation of stochastically generated
structures.17,28
In this manuscript a modification to local geometry op-
timisation is presented in which extra spatial dimensions
are created, and subsequently eliminated. The probabil-
ity of being trapped in high energy local minima is shown
to be greatly reduced. This is achieved without any spe-
cial preparation of the initial structures, and is relatively
insensitive to the few parameters that are required. The
performance of the geometry optimisation of structures
from hyperspace (or GOSH) is demonstrated through its
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FIG. 1. Flowcharts for the Geometry Optimisation of Struc-
tures from Hyperspace (GOSH), Random Structure Search
(RSS) using GOSH, and Relax and Shake (RASH) using
GOSH.
application to structure search on model energy land-
scapes. The prospects of performing these accelerated
searches at the level of accuracy provided by first princi-
ples methods are discussed.
II. RANDOM STRUCTURE SEARCH
AIRSS is a straightforward, and effective, approach to
first principles structure prediction.17,28 It is sampling
based,29 intrinsically parallel, and well adapted to mod-
ern computer architectures. The random, or stochas-
tic, generation of structures ensures uncorrelated results.
There is no attempt to avoid traps, but the coverage
of the accessible region of configuration space is broad.
It has proven to be particularly well suited to the pre-
diction of unexpected phases of dense matter (a regime
in which our chemical understanding is still develop-
ing). Mixed molecular and atomic-like phases of hy-
drogen identified using AIRSS30 provided an excellent
model for the then unknown phase IV of hydrogen.31
Aluminium was found to adopt surprisingly complex in-
commensurate structures,32 and ammonia to form ionic
ammonium amide.33–35 The possibly surprising success
of AIRSS is likely due to its exploitation of natural fea-
tures of the first principles energy landscape itself, in
particular the landscape’s relative smoothness, and its
arrangement as a fractal packing of basins, with a power
law distribution in volumes.28,36
There are situations in which the probability of en-
countering low energy configurations in a random search
is relatively small, and there are a large number of traps.
These include ensuring well optimised arrangements for
both the core and surface atoms in clusters, finding the
correct ordering in multispecies systems, and covalent
networks of strongly directional bonds such as might
be found in diamond and complex biological or organic
molecules. These challenges can be reduced by prepar-
ing the initial random structures appropriately, restrict-
ing the search to the regions of configuration space that
are presumed to contain the lowest energy structures.28
Atoms can be confined in spheres, or ellipsoids, to encour-
age well packed, and presumably low energy, clusters.
Species dependent minimum separations, fragments and
coordination constraints can be used to generate struc-
tures that are compatible with the known chemistry of
the system.28,37 In addition, the fact that low energy
configurations typically exhibit some symmetry can be
exploited through the imposition randomly chosen sym-
metry operations on the structures. Randomly selecting
from these “sensible” structures enables the successful
application of AIRSS to genuinely difficult and realistic
systems, such as grain boundaries and interfaces,38 or
complex carbon structures.37 In what follows we explore
an approach that does not require such careful prepara-
tion of initial structures for challenging systems.
III. EXTRA SPATIAL DIMENSIONS
Structure prediction involves the exploration of highly
dimensioned configuration spaces, with total dimension-
ality of Nd, where N is the number of atoms and d is the
number of spatial dimensions that those atoms inhabit.
A distinction is to be drawn between these configuration
spaces, and hyperspaces with additional spatial dimen-
sions for the atoms to move about in. In what follows
the number of dimensions, d, of a hyperspace is given as
d = d0+d+, where d0 is the dimensionality of the normal
space, and d+ is the number of extra spatial dimensions.
If the normal space is two dimensional (d0 = 2, a plane)
and d+ = 1, then d = 2 + 1 = 3 and the resulting hy-
perspace is three dimensional. For a three dimensional
normal space, a hyperspace would have four or more di-
mensions.
IV. OPTIMISATION FROM HYPERSPACE
GOSH is a scheme for exploiting hyperspace to avoid
traps in the energy landscape during structural optimi-
sation and is described as a flowchart in Figure 1. The
energy landscape in the normal space, E({xi}), is first
extended to hyperspace, E˜({x˜i}), where {xi} and {x˜i}
are the positions of the atoms in the normal and hy-
perspaces respectively. A structural optimisation is then
initiated from a structure stochastically generated in hy-
perspace. As it progresses an increasing energetic penalty
is applied, with a strength related to the distance of the
atoms in the structure from the normal space. The dis-
tance of atom i from the normal space, li, is computed
31
2
3
x˜i = (x˜i,1, x˜i,2, x˜i,3)
li = (x˜i,2)2 + (x˜i,3)2x˜i,3
x˜i,2d+ = 2
d0 = 1
FIG. 2. Defining the distance, li, of atom i in hyperspace to
normal space, for d = d0 + d+ = 1 + 2.
(see Figure 2) as:
li =
√√√√ d∑
δ=d0+1
(x˜i,δ)2. (1)
The extension of the energy to hyperspace is not uniquely
defined. The extended energy landscape should be iden-
tical to the normal energy landscape if the structure is
entirely in the normal space (i.e. the distances of all the
atoms from normal space are zero). The extension should
also, in some sense, be physically reasonable. There is a
large class of interactions that depend only on the dis-
tances between atoms, including the two-body Coulomb
and Lennard-Jones potentials. A natural scheme for the
extension of the energy landscape to hyperspace is to sim-
ply replace these distances in normal space by those cal-
culated in hyperspace. Although not developed further
here, three-or-more body angle dependent interactions
might similarly be extended by evaluating those angles
in hyperspace.
The atoms should be free to explore the hyperspace
at the early stages of the optimisation. But, as the final
configuration must exist entirely in normal space, some
computational means of enforcing this is required. One
approach would be to introduce a hard wall potential
which moves towards zero from above and below in the
extra dimensions and compresses the structure into nor-
mal space. Instead, the approach used here is to add a
harmonic term to the total energy of the system, which
depends on the distance the atoms have entered into the
extra spatial dimensions. As the strength of this penalty
is increased it becomes more difficult for the atoms to
move into the extra dimensions, and they are progres-
sively confined to the normal space. The penalised en-
ergy extended to hyperspace is:
E¯({x˜i}) = E˜({x˜i}) + 1
2
µ
∑
i
l2i
=
∑
i,j
Vij(r˜ij) +
1
2
µ
∑
i
l2i , (2)
where r˜ij = |x˜i − x˜j | is the distance between atom i
and atom j in the hyperspace and Vij(r˜ij) is the pair
interaction potential used in the examples following. The
gradients of E¯({x˜i}) with respect to {x˜i} are those used
for the structural optimisation.
FIG. 3. A Lennard-Jones trimer for d = 1 + 1. Two identical
Lennard-Jones 4-2 atoms (with σ = 1) are fixed at (±1, 0),
and a third atom seeks its lowest energy. Steepest descent
paths from i) (2.75, 0), constrained to d0 (black), ii) (−2.75, 1)
in d = 1 + 1 (white), and iii) (−2.75,−1) in d = 1 + 1 with
increasing µ (red).
A barrier that is unavoidable in one dimension may
be circumvented in two or more dimensions. This obser-
vation motivates the current scheme. In Figure 3 a toy
system is described which demonstrates the potential of
taking excursions into hyperspace to avoid traps in the
energy landscape. The normal space is one dimensional.
The global minima in this one dimension is between the
two fixed atoms which are located at ±1. Any optimisa-
tion that is started from above 1 or below −1 will become
trapped in a metastable state (the black curve). Extend-
ing the energy landscape to two dimensions completely
changes the situation. The trap becomes a saddle point,
and as long as the atom is not precisely confined to the
first dimension, one of the degenerate global minima will
be found (the white curve). These minima live in the hy-
perspace but the increasing energetic penalty eventually
pushes the atom to the global minimum in the normal
space (red curve). The penalty must be increased from a
small value, and slowly enough so that the atom is not im-
mediately forced into normal space, and the metastable
trap.
In a two dimensional normal space, with one extra di-
mension (d = 2 + 1), at the start of the optimisation
the atoms move freely in the full three dimensional hy-
perspace. As the optimisation proceeds the increasing
harmonic penalty leads to a force pushing the atoms into
the plane of the normal space, flattening the ensemble.
If the atoms are free to do so, they rapidly relax into
the plane as the distances of the atoms from the normal
space decrease. However, if the atoms push up against
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FIG. 4. Density of structural states for 38 atom Lennard-
Jones clusters (inset: 55 atoms, f = 0.1). Snapshots of an
optimisation of a random initial structure with d+ = 1, whose
local minima corresponds to the Oh non-icosahedral ground
state are presented. The atoms are colour coded according to
their location in the extra fourth dimension: increasingly red
for positive values, and blue for negative. The probability of
encountering the ground state is provided in brackets. Note
that for high packing densities with d+ = 0 the Oh ground
state is generated with high probability, and so the peak in
the structural density of states is expected to shift further
leftwards with increasing f .
each other, leading to significant forces in the third di-
mension, this collapse is delayed, and the additional di-
mension continues to be explored. Traps that might exist
in two dimensions can still be avoided and the extra free-
dom is focussed on the parts of the structure that need
it.
V. IMPLEMENTATION AND TESTING
To understand the performance of GOSH, computa-
tional experiments on an implementation for finite col-
lections of atoms interacting through simple potentials
are performed. The initial random structures are gener-
ated using the following procedure for all the test cases
presented below. Each atom is surrounded by a hard
hypersphere, with a radius determined by the interac-
tion potential (for example, half the expected equilibrium
bond length). A larger, confining, hypersphere is con-
structed so that its volume is 1/f times greater than the
summed total volume of the atom centered hyperspheres,
where f is the packing fraction. The atoms are then ran-
domly placed into the larger hypersphere so that their
hyperspheres do not overlap with each other, or project
outside the larger confining hypersphere. As the packing
TABLE I. The mean negative log-probability of encountering
the ground state (GS), − log10(pe), for a selection of Lennard-
Jones clusters with different sizes. Means based on more than
100 encounters, except for those marked †: more than 10
encounters. The point group (PG) for the established global
minima are indicated.41 The initial dimensionality, d, is given
as d0 + d+.
d f
Num. of Lennard-Jones atoms (PG of GS)
37 (C1) 38 (Oh) 39 (C5v) 47 (C1) 55 (Ih) 69 (C5v)
3+0
0.05 4.5 6.0 4.4 4.6 5.6 7.0†
0.10 3.8 5.0 3.8 4.1 4.8 6.5†
0.20 3.2 3.9 3.1 3.5 3.6 5.9†
3+1
0.05 3.3 3.4 3.1 3.6 3.3 5.9†
0.10 3.2 3.3 3.2 3.6 3.2 5.9†
0.20 3.2 3.2 3.2 3.6 3.2 5.9†
3+2 0.10 3.5 3.8 3.2 3.7 3.3 5.8†
fraction, f , is increased the initial random configuration
is more densely packed. The maximum possible pack-
ing fraction decreases rapidly with an increasing number
of dimensions, which is consistent with what is known
about the packing of hyperspheres in highly dimensioned
spaces.39 The random structures are thus generated with
a blue noise distribution, and are a form of Poisson disk
sampling.40
The two point steepest descent (TPSD) algorithm, due
to Barzilai and Borwein,42 is used to optimise the initial
configurations and move them to nearby local minima.
It is chosen because it is simple to implement, efficient,
and requires no line-minimisation. A small positive ini-
tial step size is selected, and the absolute value of the
computed step is used for subsequent iterations, to en-
sure progress towards a minimum (as opposed to a more
general stationary point). The TPSD algorithm is not
monotonic, and backtracking is not implemented. Fur-
thermore, no attempt is made to ensure that the struc-
ture remains in the same basin throughout the optimi-
sation process. Tests of GOSH using gradient descent,
with a smaller fixed step size, show similar results if the
rate at which the penalty grows is increased to account
for the order of magnitude larger number of steps re-
quired. Momentum gradient descent,43 which provides
a similar performance to TPSD with smoother conver-
gence, exhibits identical results using identical parame-
ters. The performance of GOSH does not appear to be
sensitive to the details of the local optimisation scheme
used. For simplicity the TPSD is employed in its non-
preconditioned form, although much better performance
is to be expected from well preconditioned algorithms for
geometry optimisation.44,45
Model interatomic potentials are constructed in terms
of the distances between pairs of atoms. The distances
are defined as the l2-norm in the relavent hyperspace.
A Lennard-Jones 12-6 potential ( = 1 and σ = 1) is
used for the single species cluster tests (Section VII A),
and a modified form in which like-species interactions
5FIG. 5. The optimisation of an initially random binary
structure packed into a three dimensional hypersphere, with
d = 1 + 2, toward the ground state in d0 = 1.
are made fully repulsive, by taking the 6-term to be pos-
itive, are used for the binary clusters (Section VII B).32
For the covalently bonded network (Section VII C), the
connectivity is fixed via a predetermined adjacency ma-
trix. The bonded atoms interact through a harmonic
potential, with a minimum at the chosen bond-length.
The non-bonded interactions are also described by a har-
monic potential, with a minimum value at 1.2
√
3 times
the bond-length, and zero beyond that.
The strength of the harmonic penalty, µ, is initially
given a small value, µ0. It is increased by a factor of β
on each cycle of the structural optimisation. The opti-
misation halts when both the magnitude of the gradient
of the energy, E¯({x˜i}), is below a threshold, and µ is
greater than some large value, ensuring that the distance
of all the atoms from normal space is zero to within an
acceptable tolerance and that E¯({x˜i}) = E({xi}). The
value of β should be chosen so that this maximum value
of µ is reached within the typical number of optimisation
steps required for convergence. In the following tests,
β = 1.001 and µ0 = 10, except for the covalently bonded
network, where µ0 = 1. No particular attempt was made
at this stage to tune these values, although for larger sys-
tems, which require more optimisation steps, β and/or
µ0 should be decreased. It should be noted that as µ
changes with each step of the optimisation there is an
inconsistency between the energy and the gradients, but
this has not been found to prevent convergence.
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FIG. 6. Density of states for a model 1d binary system, with
12 atoms of type A (red, “positive”), and 13 atoms of type B
(blue, “negative”). Random structures were generated with
f = 0.3. The gaps between fragments have been reduced for
presentational purposes.
VI. VISUALISATION
The optimisation process is visualised using the
OVITO code,46 which has also been used to generate the
figures presented here. For a model 1D chain (see Figures
5 and 6), the movement in the additional two dimensions
is easy to monitor. But in general it is difficult to visualise
objects in hyperspace. The motion of the atoms can be
followed for the first three of the dimensions of a given
hyperspace using standard 3D visualisation techniques,
simply by ignoring the extra dimensions. It is then com-
mon to see atoms passing through each other, while they
keep their distance in the extra dimensions. This appar-
ent tunneling is exactly the behaviour that enables the
avoidance of traps. In the case of d = d0+d+ = 3+1, the
excursions into the fourth dimension can be followed by
colouring the atoms according to their component in the
extra dimension – for example, more strongly red as x˜i,4
becomes more positive, and blue as it becomes more neg-
ative. This approach has been taken to generate Figures
4, 10 and 11.
VII. RESULTS
A. Lennard-Jones clusters
The low energy structures of small clusters of atoms in-
teracting through the Lennard-Jones potential have been
intensively studied, and the global minima have been
identified with a high degree of certainty.41,47 As such
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FIG. 7. Evolution of the encounter probability with system
size, for the one dimensional (d0 = 1) binary Lennard-Jones
system. The grey dashed line indicates the probablity of ran-
domly choosing the correct ordering.
they present an excellent system on which to test novel
methods of optimisation.28,48 The performance of the
combination of GOSH with RSS has been examined for a
range of Lennard-Jones clusters varying in size from 37 to
75 atoms. The 38 and 75 atom clusters are known as dif-
ficult cases for structure prediction, exhibiting multiple
funnels in the energy landscape.49
In Figure 4 the structural density of states for 38 and
55 atom Lennard-Jones clusters are presented. The pack-
ing fraction, f , strongly influences the density of states
for d+ = 0,
50,51 but much less so for d+ = 1.
The evolution of a 38 atom cluster from an initially
random structure to the Oh ground state on optimisa-
tion with GOSH is shown in Figure 4. Initially, most
atoms are some distance from the normal space (and so
strongly coloured red and blue), but this distance reduces
as the optimisation progresses, and the penalty for incur-
sion into the extra and fourth dimension grows. Midway
through the optimisation the still frustrated core atoms
continue to explore hyperspace, but the outer shell is al-
ready to be found entirely in the normal three. The prob-
ability of encountering the ground state is much larger for
optimisations started in hyperspace for both the 38 and
55 atom clusters.
In order to generate accurate estimates for the proba-
bilities of encounter, pe, presented in Table I, up to 10
8
optimisations were performed for each cluster size, and
a range of both d and f . When d+ > 0 the probability
of encountering the known Oh, non-icosahedral, ground
state of the 38 atom cluster is very similar to that for the
neighbouring 37 and 39 atom clusters, while for optimi-
sations purely in normal space the Oh 38 atom cluster is
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FIG. 8. Density of states for a model 3d binary system, with
13 atoms of type A (red), and 14 atoms of type B (blue)
and a low packing fraction of f = 0.05 for the initial random
structures.
comparatively rarely encountered. It is notable that the
increase in probability of encounter on exploiting hyper-
space is particularly great for this supposedly difficult 38
atom cluster. Indeed, using GOSH it does not appear to
be particularly challenging at all, and the probability of
encountering the ground state is similar to that observed
for minima hopping and evolutionary algorithms.48
Locating the ground state of the 75 atom Lennard-
Jones cluster is certainly challenging, and the statistics
are not of sufficient quality for inclusion in Table I. How-
ever, using GOSH it is possible to repeatedly encounter
it. For d = 3 + 1 and f = 0.1, based on 5 encounters,
− log10(pe) = 8.
GOSH appears to be relatively insensitive to the de-
tails of the preparation of the initial random structures.
The packing fraction, f , of the initial random structures
is seen to strongly impact pe for conventional random
search (d+ = 0), but less so for d+ = 1. In these tests in-
creasing the number of extra dimensions from one to two
does not significantly change pe for most of the cluster
sizes tested (although it does appear to be somewhat di-
minished for d = 3 + 2 and the 37 and 38 atom clusters).
B. Binary systems
The performance of GOSH and RSS for determining
the low energy structures of multiple species is investi-
gated for a system which is constructed so as to be ex-
tremely challenging for random search - the identification
of the ground state for a binary cluster in one dimension,
as might be found encapsulated within a nanotube.52 The
7FIG. 9. Local minimum of a model system with defined con-
nectivity, and d+ = 0. Random initial configurations typically
relax into topologically frustrated configurations.
cluster consists of atoms with equal size of type A (red,
“positive”) and B (blue, “negative”) with NA = 12 and
NB = 13. When d+ = 0 the probability of randomly en-
countering the alternating ground state depends on the
initial structure having the correct ordering, and is very
small (pe =
NA!NB !
(NA+NB)!
≈ 10−6.7) as there is no way for the
atoms to reorder during the optimisation. As can be seen
in Figure 5, when d+ = 2, the atoms can move past each
other to find the energetically favourable ordering, and
pe ≈ 10−1.2 (see Figure 6). In Figure 7 the performance
of GOSH with system size is explored. For d+ = 0 the
probability of encountering the groundstate is low, and a
high packing fraction (f = 0.75 ) is required to approach
the theoretical probability of correct ordering. Increasing
d+ to 1 (and then to 2) results in a dramatic acceleration.
For NA = 16 and d+ = 2 the groundstate is encountered
twenty million times more frequently than possible for
d+ = 0. This acceleration is expected to become greater
with the further increase of NA.
This one dimensional example is an extreme case, but
a similar acceleration is found for a three dimensional
binary cluster (NA = 13 and NB = 14) – see Figure
8. The global minima is a cubic Oh symmetry cluster
and a metastable D3h cluster is found at higher energy.
When f = 0.05 the maximum of the distribution moves
to lower energy as d+ is increased, with a dramatic in-
crease in the probability of encountering the ground state
as d+ is increased from 0 (where it is not encountered
at all) to 1. For d+ = 0, a higher packing fraction of
f = 0.3 does increase the probability of locating the Oh
cluster to 14/29K, but the D3h cluster is not found at
all. This suggests that excessively exploiting packing to
bias the search toward low energy structures prevents the
metastable D3h cluster from being located.
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FIG. 10. Model networked system. The packing fraction of
the initial random structures is f = 0.1. A sequence of snap-
shots for an optimisation of a structure whose local minimum
corresponds to a low energy sheet, for d+ = 1, is presented.
See Fig. 11 for further details.
C. Connected systems
To explore the performance of GOSH and RSS for
strongly covalently bonded systems 207 carbon atoms are
cut from a graphene sheet to produce an approximately
square mat. The connectivity in the mat is recorded in
an adjacency matrix which is used to distinguish between
the bonded and non-bonded interactions described by
the interatomic potential detailed in Section V. Figure
9 shows a typically topologically frustrated local mini-
mum. In Figure 10 it is shown that the probability of
encountering the low energy sheet, with the correct pre-
determined connectivity and topology increases by a fac-
tor of sixty when d+ is increased from 0 to 1. There is a
weak dependence on increasing d+ further to 2.
In Figure 11 an optimisation to a low energy config-
uration is followed in detail. Regions of the system for
which the coordination is well satisfied rapidly collapse
into three dimensional space. Where there is frustration,
and the network passes through itself, or is knotted, the
collapse is delayed, and the additional dimension is ex-
ploited in the optimisation to a lower energy configura-
tion.
VIII. DISCUSSION
It would appear that extending the search for low en-
ergy arrangements of atoms into hyperspace provides a
system, on its descent from some energetic starting point
in configuration space, a degree of “farsightedness” in the
8FIG. 11. Snapshots of a geometry optimisation of a model
system with defined connectivity, and d+ = 1. The atoms are
coloured according to their position in the extra dimension -
red for positive values, and blue for negative ones. The locally
optimal atoms rapidly leave hyperspace. Where the network
remains tangled the atoms continue to inhabit the extra di-
mension, and appear to move through each other in normal
space. See Ref. 53 for an animation of the optimisation.
normal space. The deeper valleys and minima that lay
beyond an obstruction in the normal space are “felt” and
the direction of the descent adjusted accordingly. Enter-
ing into hyperspace, the system “stands up” and has a
good look around for promising directions in which to
head. At the same time, these excursions into hyper-
space can help the avoidance of knots and other tangles.
Mathematically, all knots in one dimensional objects (for
example, a linear polymer chain) are trivial in four di-
mensions. Similarly for higher dimensional objects, such
as knotted sheets (see Figure 9) in five dimensions.54
The no-free-lunch theorem55 warns us against expect-
ing too much from global optimisation strategies, and
their general performance. However, the apparent effi-
ciency of GOSH with RSS when applied to the specific
task of locating the low energy arrangements of atoms
is reached without excessive tuning, and with few addi-
tional parameters, while preserving parallelism. Up until
this point only the most minimal adjustments to the pa-
rameters d+, µ0 and β have been made in an attempt
to give a balanced picture of the performance of GOSH
when combined with RSS. It is, however, interesting to
consider what the potential performance of GOSH might
be. Indeed, changing µ0 and β from 10 and 1.001 (for
d+ = 1 and f = 0.1) to 15 and 1.0001 respectively de-
creases − log10 pe from 3.3 to 2.8 for the encounter of the
Lennard-Jones 38 atom Oh cluster. This is lower than
that found (− log10 pe=3.1) for both minima hopping and
evolutionary algorithms in Ref. 48, and suggests the po-
tentially excellent performance of GOSH.
GOSH could also be combined with learning algo-
rithms if desired, or in combination with the constraints
used in the generation of more “sensible” random struc-
tures (such as symmetry, fragments and distances). As
shown in Figure 1, the relax and shake (RASH,28 a
zero temperature basin hopping47 with a move consist-
ing of an overlap avoiding random motion of all atoms
with a chosen amplitude) can straightforwardly integrate
GOSH. Using RASH (Nmax=1000, ramp=0.4, f=0.1,
d+=1, µ0=20 and β=1.001) the − log10 pe for the ground
state of the 75 atom Lennard-Jones cluster is reduced
from 8 for RSS to 5.8, and high quality statistics can
be collected. The probability of encountering the ground
state 55 atom Lennard-Jones cluster on combining GOSH
with RASH (Nmax=10, ramp=0.4, f=0.1, d+=1, µ0=10
and β=1.001) is increased beyond those reported in
Ref.48, with − log10 pe=1.9.
Travels from hyperspace are not cost free. The num-
ber of steps taken will often be greater, as the system
covers larger distances in configuration space, avoiding
traps which would otherwise curtail the optimisation.
The computational overhead for treating the extra di-
mensions is relatively minor if d+ is not large. One might
expect that increasing d+ leads to increasing freedom,
and a higher chance of encountering the low energy con-
figurations. While this generally appears to be the case,
there are exceptions (the 37 and 38 atom Lennard-Jones
clusters in this study) and when taking into acount the
9increased computational cost, choosing d+ = 1 appears
to offer very good performance in the tests. It should
be noted that benchmarking GOSH for different d+ is
challenging for systems that are sensitive to the initial
packing, as for a fixed f a larger d+ implies a greater ef-
fective degree of packing, and a greater bias in the search.
This might explain some of the enhanced performance
seen with increasing d+ from 1 to 2 in the binary d0 = 3
cluster. However, the increased packing on entering hy-
perspace is achieved while maintaining a diversity (or
randomness) that can be absent in highly packed struc-
tures in normal space. For example, for the 38 atom
Lennard-Jones cluster a sufficiently high packing frac-
tion (f=0.525) guarantees the identification of the Oh
ground state. But for 37 atoms the ground state is never
found (for f=0.5125). In the 1D binary Lennard-Jones
example, packing is essential to approach the theoretical
maximum performance in normal space, but GOSH goes
well beyond it, with low packing fractions.
In this work the additional dimensions have been
treated on an equal footing. However, it would be inter-
esting to explore the impact of more complex schedules
for their removal. For example, β could be chosen so as to
be different for each of the extra dimensions, as could µ0.
Or the extra dimensions might be removed sequentially,
one after the other.
Existing codes are typically restricted to three or fewer
dimensions, requiring a bespoke code to be written to
perform the tests presented here. This code currently
treats simple interatomic potentials, based on distances.
But this could be extended to angles, which are well de-
fined in higher dimensions through scalar products. It
would appear straightforward to extend GOSH to more
realistic model potentials, periodic boundary conditions
and constraints such as symmetry. This will be the im-
mediate focus of future work, which will allow GOSH to
be applied to empirical models of systems varying from
minerals to complex biological molecules.
The true power of structure prediction has been
revealed through the marrying of stochastic search
algorithms17–19 with modern first principles, plane wave
DFT codes.21,22 The modification of such complex codes
to operate in hyperspace will be involved. An imme-
diate route to obtain first principles accuracy and ro-
bustness, while remaining within the framework of inter-
atomic potentials, may well be through machine learned
models, which have recently been coupled with struc-
ture searching,56–59 and their extension to hyperspace.
Although formulated here for the determination of low
energy arrangements of atoms, it is possible that hyper-
spatial optimisation will prove to be useful in determining
the optimal arrangements of more generally shaped ob-
jects in space, such as polyhedra and other nonspherical
objects.60,61 The reduction of highly dimensioned data to
two or three which might be readily be visualised is a task
of increasing importance in materials informatics.62,63
The algorithms typically involve a global optimisation
step for arrangements of points interacting through force-
fields, and may well be accelerated by GOSH.
IX. CONCLUSION
To conclude, structural optimisations starting in hy-
perspace can avoid traps in the energy landscape and
accelerate structure prediction. The energy landscape
is extended to additional spatial dimensions, and struc-
ture optimisations are performed on this landscape as
an energy penalty for entry into the additional dimen-
sions is increased. When the penalty is large enough, the
locally optimal structures are to be found entirely in nor-
mal space, and tests show that the probability of reaching
low energies is much enhanced. The approach maintains
the parallelism of random structure searching, and may
be combined with more complex schemes for structure
prediction which depend on local structural optimisation.
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