In the context of Galerkin discretizations of a partial differential equation (PDE), the modes of the classical method of Proper Orthogonal Decomposition (POD) can be interpreted as the ansatz and trial functions of a low-dimensional Galerkin scheme. If one also considers a Galerkin method for the time integration, one can similarly define a POD reduction of the temporal component. This has been described earlier but not expanded upon -probably because the reduced time discretization globalizes time which is computationally inefficient. However, in finite-time optimal control systems, time is a global variable and there is no disadvantage from using a POD reduced Galerkin scheme in time. In this paper, we provide a newly developed generalized theory for space-time Galerkin POD, prove its optimality in the relevant function spaces, show its application for the optimal control of nonlinear PDEs, and, by means of a numerical example with Burgers' equation, discuss the competitiveness by comparing to standard approaches.
Introduction
The method of Proper Orthogonal Decomposition (POD) is a standard model reduction tool. For a generic dynamical systemv = f (t, v),
on the time interval (0, T ] with a solution v with v(t) ∈ R N and using samples v(t j ), POD provides a set ofn so-called modesv 1 , ...,vn ∈ R N which optimally parametrize the solution trajectory. As a result, the system (1) can be projected down to a system of reduced spatial dimensionn that reflects the dynamical behavior of (1) well. If the considered system stems from a Finite Element (FEM) discretization of a PDE, then the modesv i , i = 1, . . . ,n can be interpreted as ansatz functions in the finite element space Y and the projected system as a particular Galerkin projection of the underlying PDE.
In this paper we provide a theoretical framework and show cases for a space-time Galerkin POD method. The underlying ideas for this generalization of POD have been developed and tested in our earlier works [3, 4] .
The first innovation of the proposed generalized POD approach bases on the observation that instead of the discrete time samples v(t j ) one may use the projection of v onto the finite dimensional subspace S · Y, where S is a, say, k-dimensional subspace of L 2 (0, T ). The second innovation is that the projection onto S · Y can be interpreted as Galerkin discretization in time which can be reduced analoguously to the POD reduction of the space dimension. The resulting scheme is a POD reduced space-time Galerkin discretization.
This basic idea of a space-time POD has already been taken up in [20] but not progressed since then. We think that this is due to the fact that temporal POD destructs the causality in time which makes it very inefficient for numerical simulations. In fact, the POD reduced time ansatz functions are global such that the space-time Galerkin system has to be solved as a whole rather than in sequences of time slobs as in standard time-stepping or discontinuous Galerkin schemes [14, 18] . Thus, the reduced space-time scheme cannot compete with, e.g., a spatial POD combined with a standard Runge-Kutta solver. However, in finite-time optimal control problems, the time is a global variable and, as we will show by numerical examples, the space-time Galerkin discretization becomes very competitive.
The need and the potential of also reducing the time dimension of a reduced order model have been discussed in [6] . There -similar to our observation that an SVD of a matrix of measurements also reveals compressed time information -it is proposed to use the right singular vectors of a classical snapshot matrix for forecasting.
We want to point out that the method of Proper Generalized Decomposition (PGD) is related to the proposed space-time Galerkin POD only in so far as for PGD also space-time (and parameter) tensor bases are used for the modelling; see, e.g., [8] . However, the PGD approach seeks to successively build up the bases by collocation, greedy algorithms, and fixedpoint iteration, whereas our approach reduces a given basis on the base of measurements. For the same reasons, the connection of the presented approach to other tensor-based lowdimensional approximation schemes [11, 16] as well as to Reduced Basis approaches [21] is only marginal. This paper is organized as follows. At first, we introduce the mathematical framework and rigorously prove the optimality of the reduced space and time bases. Then we illustrate how the reduced bases can be used for low-dimensional space-time Galerkin approximations. In particular, we address how to treat quadratic nonlinearities, how to incorporate initial and terminal values, and how to set up the bases for a general PDE by means of standard approximation schemes. Finally, we illustrate the performance of the space-time Galerkin POD approach for the optimal control of Burgers' equation and compare it to well-established gradient-based methods combined with standard POD.
Space-Time Galerkin POD
In this section, we provide the analytical framework for space-time POD. We introduce the considered function spaces and directly prove the optimality of the POD projection in the respective space-time L 2 norm. For a time interval (0, T ) and a spatial domain Ω, consider the space-time function space
be finite dimensional subspaces of dimension s and q, respectively, and let
The space-time
where the coefficient x i·j are the entries of the matrix
where
Here, M −1
S are the inverses of the mass matrices with respect to space and time,
Remark 2.1. We will refer to X = S · Y as the measurement space, to the basis functions of Y and S as measurement functions, and to X as the measurement matrix. This means that a function in L 2 (0, T ; L 2 (Ω)) can be measured in X , e.g. via its projection on X , and, the other way around, an element X of X can be seen as a measurement of some functions in
We introduce some representations of the inner product and the norm of functions in S · Y.
Lemma 2.2 (Space-time discrete L
2 -product). Let
then, with
the inner product in S · Y is given as
and the induced norm as
Proof. Straight-forward calculations.
Remark 2.3. In practical applications, one uses a Cholesky-factorization of the mass matrices (5) rather than the square-root.
Y be given in factored form. Then, for a given x ∈ S · Y with its coefficient matrix X and vector x = vec (X) it holds that
Proof.
as it follows from basic properties and relations between the Kronecker product, the vectorization operator, and the Frobenius norm.
From now on, we will always consider the factorized form. In theory, one can always replace the factors by the square roots of the respective mass matrices.
Next, we will consider a given function x ∈ S · Y and determine low-dimensional subspaces of Y and S that can provide low-dimensional approximations to x in a norm-optimal way. Lemma 2.5 (Optimal low-rank bases in space). Given x ∈ S · Y and the associated matrix of coefficients X. The best-approximatingq-dimensional subspaceŶ in the sense that x − Π S·Ŷ x S·Y is minimal over all subspaces of Y of dimensionq is given as
where Vq is the matrix of theq leading left singular vectors of the matrix
Proof. For the time dimension at fixed index j, we consider
Next, we determine the orthogonal projection of y ontoŶ. Therefore, we write y as a function inŶ and a reminderR in the orthogonal complement:
We determine the coefficients β k , k = 1, . . . ,q by testing against the basis functions ofŶ. By mutual orthogonality ofν i , i = 1, . . . ,q and their orthogonality againstR, it follows that
where in
Y Vq ,k and where Vq ,k is the k-th column of Vq in (9) . Thus, we find that the coefficients of the orthogonal projection of y ontoŶ in the bases ofŶ and Y are given througĥ
Noting that x 1·j . . . x q·j T makes up the j-th column of the matrix X associated with
x, we conclude that the matrixX of coefficients associated with Π S·Ŷ x is given aŝ
and, by Corollary 2.4, we have that 
where Uŝ is the matrix of theŝ leading right singular vectors of
Remark 2.7. The approximation results Lemma 2.5 and Lemma 2.6 hold in the space-time L 2 norm, which is the appropriate norm for the considered functions and which is not part of the standard POD approach. However, the need for the right norms have been accounted for through the use of weighted inner products or weighted sums. If one lets S degenerate to a set of Dirac deltas, then Lemma 2.5 reduces to the optimality result [19, Thm. 1.8] for the standard POD approximation in the case that the inner product is weighted with the FEM mass matrix. If one chooses S such that the induced time Galerkin scheme resembles a time discretization by the trapezoidal rule (in fact, for any Runge-Kutta scheme and choice of discretization points there exists a corresponding (discontinuous) Galerkin scheme), then Lemma 2.5 reduces to the optimality conditions for the continuous POD approach given in [19, Sec. 1.3] .
Remark 2.8. The idea of generalized measurements also works as a generalization of POD for model order reduction in space. Consider the dynamical system (1), and define S are generalized POD modes and a projection of (1) onto the space spanned by those modes yields a POD-reduced dynamical system as we have previously described it under the term gmPOD in [4] .
Space-Time Galerkin Schemes
In this section, we briefly describe how to formulate a general space-time Galerkin approximation to a generic PDE. This regression is then followed by the discussion of low-rank space-time Galerkin schemes on the base of POD reductions of standard Galerkin bases.
Let {ψ 1 , . . . ,ψŝ} ⊂ H 1 (0, T ) and {ν 1 , . . . ,νq} ⊂ H 1 0 (Ω) be the POD bases in space and time, respectively. Then, a space-time Galerkin approximation of the generic equation systemv
is given as follows:
The approximate solutionv is assumed in the product spaceŜ ·Ŷ := span{ψ jνi } j=1,...,ŝ i=1,...,q . We introduce the formal vectors of the coefficient functionŝ
wherev ∈ Rŝq is the vector of coefficients. We determine the coefficients by requiring them to satisfy the Galerkin projection of (11a) for every basis functionν
The latter equations combined give a possibly nonlinear equation system for the vector v of coefficients, which is assembled as follows: For the term with the time derivative we compute
By the same principles, for the term with the spatial derivatives, we obtain
Note that in higher spatial dimensions ∇v as well as ∇ν i is a vector and, thus, in the preceding derivation, ∇Υ has to be interpreted properly. Summing up, we can write the overall system as
and
are the Galerkin projections of the system operators and the source term assembled in the corresponding inner products. 
Y Υ, where the columns of Uŝ and Vq are orthonormal and where L S and L Y are factors of the mass matrices associated with Ψ and Υ. Accordingly the coefficients in (14) are given as
Note that, despite their larger size, stiffness matrices of the standard finite element discretization, as they appear in (15b) and (15d), may be assembled much faster than the stiffness matrices dMŜ and KŶ in the formulation given in (14b) and (14d).
Implementation Issues
In this section, we adress how to compute the measurement matrices by means of standard tools, how to incorporate the initial and terminal values in the time discretization, and how to preassemble quadratic nonlinearities.
Computation of the Measurements
We explain how the measurements (cf. Remark 2.1) that are needed for the computation of the optimal low-rank bases (cf. Lemma 2.5 and Lemma 2.6) can be obtained in practical cases.
In the standard method-of-lines approach, a Y will be used as the FE space for a Galerkin spatial discretization that approximates (11a) by an ODE. In a second step, a time integration scheme is employed to approximate coefficients
of the resulted ODE. With this and with a chosen time measurement space S, a numerical computed measurement in S · Y of the actual solution v of (11a), is given as
Remark 4.1. Since in (16) , the matrix X is computed from a function with values in Y, the inner products in Y and the inverse of M Y realizing the L 2 -projection onto Y in (4) are not present.
Remark 4.2. For smooth trajectories and for measurements using delta distributions centered at some t j ∈ (0, T ), j = 1, . . . , s, with (16) degenerates to the standard POD snapshot matrix. In this case, since the delta distributions are not element of L 2 (0, T ), there is no way to define an optimal time basis as in Lemma 2.6. However, one can define an optimal low-rank spatial basis by Lemma 2.5 which reduces to the standard POD optimality result with M S = I, cf. Remark 2.7 and 2.8.
Treatment of the Initial Value
The initial value (11c) requires a special consideration. Firstly, like the solution of the PDE is only well defined when the initial condition is specified, also the space-time Galerkin discretized system (13) is uniquely solvable if an initial condition is provided. Secondly, in particular in view of optimal control, the initial value can be subject to changes which should be realizable in the discretized model.
To maintain the prominent role of the initial condition also in the time discretization, we proceed as follows:
1. We choose an S that is spanned by a nodal basis {ψ 1 , . . . , ψ s } and that ψ 1 is the basis function associated with the node at t = 0.
2. For a given function, we compute X 0 as in (4) or (16) 
and compute the reduced basis as in Lemma 2.6 as
By this construction we obtain thatψ 1 = ψ 1 will be associated with the initial value, whereaŝ ψ 2 (0) = . . . =ψŝ(0) = 0 will still optimally approximate the trajectory.
Assembling of Quadratic Nonlinearities
As an example, we consider the nonlinearity in the Burgers' equation
with the spatial coordinate x ∈ (0, 1), and the time variable t ∈ (0, 1].
In the time-space Galerkin projection (12), the il-component of the discretized nonlinearity (14e) in the case of (17) , is given as
where we have used the linearity of the Kronecker product and that
Thus, the evaluation of the discretized nonlinear term can be assisted by precomputing 
where the inner matrix of the latter expression might be efficiently assembled in a FEM package. The same idea applies to the time-related part.
Application in PDE-Constrained Optimization
We consider a generic optimal control problem.
) and a penalization parameter α > 0, we consider the optimization problem
subject to the generic PDĖ
If the nonlinearity is smooth, then necessary optimality conditions with respect to Problem 5.1 for (x, u) are given through u = 1 α λ, where λ solves the adjoint equation
where D x denotes the Frechét derivative, which is coupled to the state equation (19) 
Numerical Experiments
We consider the optimal control of a Burgers' equation as it was described in [10, 12] . Therefore, in Problem 5.1, we replace the generic PDE (19) by Burgers' equation, namely:
where L and T denote the length of the space and time interval and where ν > 0 is a parameter. We set T = 1 and L = 1 and, as the initial value, we take the step function
As for the target, we define x * via x * (t) = x 0 , which means that the optimization is designed to keep the system in its initial state.
Thus the concrete problem reads as follows:
subject to Burgers' equation (22).
Space-time Generalized POD for Optimal Control
The general procedure is as follows:
1. Do at least one forward solve of the state equation (22) and at least one backward solve of the adjoint equation (20) to setup generalized measurement matrices of the state and the costate as explained in Section 4.1.
2. Compute optimized space and time bases for the state and the costate as defined in Lemma 2.5 and 2.6. To account for the initial and the terminal value, one may resort to the procedure explained in Section 4.2.
3. Set up the projected closed-loop optimality system (21) and solve for the optimal costateλ of the reduced system.
Liftû =
1 αλ up to the full space-time grid and apply it as suboptimal control to the actual problem.
The procedure is defined by several parameters. In the presented examples, we fix Y = Λ and S = R, corresponding to the initial space and time discretizations, and investigate the influence of the other parameters on the numerical solution of the optimal control problem. See Table 1 for an overview of the parameters and their default values.
We will measure the performance of the approach through:
• The time walltime it takes to solve the reduced optimality system (21) forλ, reporting the best number out of 5 runs.
• The difference x − x 0 L 2 between the target state and the statex achieved by using the suboptimal controlû on the base ofλ in the simulation of the full model.
• The value J (x,û) of the cost function (24). The spatial discretization is carried out with the help of the FEM library FEniCS [13] . For the time integration, we use SciPy's builtin ODE-integrator scipy.integrate.odeint. To solve the nonlinear system (21) forλ, we use SciPy's routine scipy.optimize.fsolve. The norms are approximated in the used FEM space. The implementation and the code for all tests as well as the documentation of the hardware are available from the author's public git repository [9] ; see also the section on code availability on page 16. Choice of the measurements. The computation of the measurements and the choice of the reduced bases is an important parameter of the approach. Generally the basis ofŜ ·Ŷ should be well suited to approximate the state, whereas the basisR ·Λ should well represent the adjoint state. In the optimization case, where the suboptimal input is defined through 1 αλ and its lifting to the full-order space, two other conditions emerge. Firstly, the reduced basis of the adjoint state, should also well approximate the optimal control. Secondly, the bases of the state and the adjoint must not be orthogonal or "almost" orthogonal such that the joint mass matrix [MŜR ⊗ MŶΛ] degenerates and the contribution of the input in (21a) vanishes.
As illustrated in the plots in Figure 1 , the straight-forward approach of constructing the bases for the state by means of state measurements and the basis for the adjoint by means of measurements of the adjoint, well approximates the state and the adjoint but not the closed-loop problem. It turned out that taking the state measurements to also construct the reduced space for the adjoint gave a better approximation to the optimality system while, naturally, only poorly approximating the adjoint. The best result were obtained in combining state and adjoint state measurements to construct the bases.
Thus, for the computation of the optimal bases for the following tests, we combined the measurements obtained from one forward solve with no control and one backward solve with the state from the forward solve and the target state.
Overall Number of Modes. In these tests we examine how the number of modes, i.e. the dimension of the reduced order system, affects the time needed to solve the reduced order system and the value of the cost functional (24) achieved through the suboptimal control.
We fix ν = 0.005 and setq =p =r =ŝ =K/4, withK ∈ {24, 36, 48, 72, 96}. Thus, for every setup, the nonlinear system (21) of dimensionK has to be solved for the optimal costateλ. The results of these tests are reported in Table 2 .
As expected, the larger the reduced model, the lower the achieved values of the cost functional. Also, with growing order of the reduced model, the time needed to solve the corresponding nonlinear system increases drastically.
Space vs. Time Reduction From the previous tests, we found that in the considered setup, an overall number ofK = 48 modes is a good compromise between accuracy and computation time. In this section, we examine how the distribution of modes between space and time affects the quality of the suboptimal control. Therefore, and for a varying Figure 1 : Illustration of the effect of the choice of the snapshots on the performance of the low-dimensional approximations of the state (a), the adjoint state (b), and on how outcome of the optimization matches the target state (c). The second row (d-f) corresponds to the case that snapshots of the state and the adjoint are used to approximate the state and the adjoint, respectively. For the results depicted in the third row (g-i), the optimized basis for the state was used also for the adjoint. The results depicted in the last row (j-l) were obtained by combining state and adjoint snapshots for the computation of the reduced bases. increment/decrement j, we setq =p := 12 ∓ j andŝ =r := 12 ± j. Accordingly, the overall number of degrees of freedom stays constant throughout the tests but we add weight on the approximation of either the time or the space component.
The results are listed in Table 3 . It turns out that up to a certain level, it is beneficial to emphasize on the space as opposed to the time resolution. In the considered setup, the distribution of 16 degrees of freedom in space versus 8 in time gave the best results in terms of performance of the corresponding suboptimal control. Interestingly, also the timings walltime vary significantly. This variance is due to different convergence behavior of the optimization algorithm used to solve the nonlinear system.
Reduced Order Model vs. Viscosity Parameter In these tests, we examine how the low-rank space-time Galerkin approach performs over a range of viscosity parameters ν. It is known that for low values of ν, the problem is convection dominated and hard to approximate by POD bases. In the considered setup, where the target state is a nonsmooth function, we also expect a decreasing performance for larger values of ν, since the diffusion makes the step in the target untrackable.
The results are listed in Table 4 for (q,ŝ) = (p,r) = (16, 8) , which was the optimal distribution as found in the previous tests, and in Table 5 for (q,ŝ) = (p,r) = (12, 12) . The optimal distribution (16, 8) has its performance peak at ν = 8 · 10
−3 . It also shows the expected pattern that for lower values of ν, for which the nonlinearity gets more emphasis, the time for the solution of the nonlinear system increases. The results of the runs with equally distributed numbers of space and time modes (12, 12) are listed in Table 5 . The comparison to the distribution (16, 8) does not give a clear conclusion. For higher viscosities the (12, 12)-case is worse in all categories. For low viscosities, it outperforms the (16, 8) case in terms of computation time and, for the lowest investigated value of ν, even in terms of approximation quality.
Regularization Parameter In this section, we examine the influence of the regularization parameter α onto the performance. Therefore we fix ν = 5 · 10 −3 , (q,ŝ) = (p,r) ∈ { (16, 8) , (12, 12 )}, and vary α which defines the penalization of the control magnitude in the cost functional (24).
The results are listed in Table 6 for the (16, 8) -case and in Table 7 for the (12, 12)-case. For higher values of α, for both cases, the optimization performs similarly well in approximating the control problem, with a clear advantage of the (16, 8) 
Gradient-based Classical POD-reduced Optimal Control
In this section we consider the suboptimal numerical solution of Problem 6.1 based on a (spatial) POD reduction in a classical method-of-lines approach, cf. [12] . After finite element discretization in space, we consider (22) in semi-discretized form,
where mass and stiffness matrices are defined in the same way as their reduced-order counterparts in (14a)-(14f). Classical POD is based on an SVD of the so-called snapshot matrix taken from s distinct time instances,
For Uq being the matrix that consists of theq leading left singular vectors of (26) 
where we refer the reader to [2, 10] for a detailed derivation. In the following numerical experiments, we use n t time steps for an implicit Euler time integration, and use a gradientbased optimization scheme for minimizing (27) . The gradient ∇ûL is computed using the adjoint approach of [10, Algorithm 6.1] which is solved backwards in time. To compare with the results in Section 6.1 as best as possible, we use the same base parameters, namely s = 120 equidistantly distributed snapshots in (26), and a linear finite element basis of dimension q = 220 for the spatial component of the full-order model (25). In Table 2 , we use the BFGS implementation [15] with a stopping criterion that targets the objective function values achieved in Table 2 . Whenq = n t are increased, we observe that the objective funtion value improves at a linear cost. These results can be improved when DEIM [7] at a fixed dimension of 25 DEIM points is used to approximation the nonlinear term in (27). A comparison with the gradient-based SPG method [5] is given in [2] and yields similar results.
In a second experiment we mimic the experiments reported in Table 3 . Therefore, we vary the ratio of POD dimensionp versus number of Euler time integration steps n t . Also here, the best results are obtained when the spatial dimension is large compared to the time discretization.
In the previous two experiments, BFGS was terminated based on a priori knowledge. In Table 10 , we chose a stopping criterion based on a tolerance for the gradient of the Lagrangian (27). The timings presented in Table 10 are for the caseq = n t = 18 and indicate that the configuration used in Table 8 is close to optimal.
Conclusion and Outlook
We have presented a novel approach to low-rank space-time Galerkin approximations that bases on a generalization of classical snapshot-based POD which then can be extended to POD reduction of time discretizations. We have proved optimality of the reduced bases in the relevant function spaces and discussed the numerical implementation.
The space-time Galerkin POD reduction applies well to optimal control problems, as we have illustrated it for the optimal control of a Burgers' equation. Both in terms of computation time for and efficiency of a suboptimal control, the new approach can compete with the combination of classical POD/DEIM for model reduction and BFGS for the optimization. For an optimized distribution of space and time modes, our new approach even dominates the POD/BFGS implementation by achieving better accuracy in less time.
One major potential of the new low-rank space-time Galerkin approach to optimization problems is that it solves the boundary value problem in one shot rather than decoupling forward and backward time like all gradient-based methods do.
Further possible improvements and issues to future work concerning the proposed spacetime POD in application to optimal control problems lye in the freedom of the choice of the measurement functions [4] . Moreover, the underlying tensor structure is readily extended to include further directions of the state space like parameter dependencies [3] or inputs. Another issue that needs to be addressed is the treatment of general nonlinearities that can not treated by preassembling like in the presented quadratic case. Then, an inclusion of empirical interpolation (EIM) [1] might be needed to achieve efficiency of the reduction. Moreover, it seems worth investigating whether the principles of space-time POD can be used to construct optimized bases for the interpolation.
Code Availability
The source code of the implementations used to compute the presented results can be obtained from: Table 10 : Performance of POD-Lagrangian suboptimal control forq = n t = 18. BFGS is stopped when ∇ûL ∞ ≤ tol ∇ , as provided in [15] .
