Abstract This work presents reduced models for pricing basket options with the Black-Scholes and the Heston model. Basket options lead to multi-dimensional partial differential equations (PDEs) that quickly become computationally infeasible to discretize on full tensor grids. We therefore rely on sparse grid discretizations of the PDEs, which allow us to cope with the curse of dimensionality to some extent. We then derive reduced models with proper orthogonal decomposition. Our numerical results with the Black-Scholes model show that sufficiently accurate results are achieved while gaining speedups between 80 and 160 compared to the high-fidelity sparse grid model for 2-, 3-, and 4-asset options. For the Heston model, results are presented for a single-asset option that leads to a two-dimensional pricing problem, where we achieve significant speedups with our model reduction approach based on high-fidelity sparse grid models.
Introduction
We consider pricing European call options that give the right, but not the obligation, to buy an underlying asset (e.g., stock) at the expiration time 0 < T ∈ R + = {x ∈ R | x ≥ 0} for a strike price K ∈ R + [51] . The value of the option at time t = T (future) is known: If the value x ∈ R + of the underlying asset is below or equal K, then the option is not exercised and its value is zero. If the value x of the asset is higher than K, then the option is worth the difference between x and K. Thus, the price of the option at time t = T is max{x − K, 0}; however, to sell the option at time t = 0 (now), we need the price of the option at t = 0 and not only at t = T . Several models exist to price such call options at time t = 0. We consider here the Black-Scholes [2] and the Heston [25] model. The pricing models used in the following are simple models that are appropriate to showcase our numerical methods but that ignore many real-world details, see, e.g., [51, 15] for more sophisticated models.
We consider multi-asset or basket options where the option gives the right to buy multiple assets. This leads to multi-dimensional partial differential equations (PDEs) with a spatial domain in R d where d > 1. In general, a closed form solution does not exist anymore when pricing basket options, and thus one has to resort to numerical methods; however, this is computationally expensive due to the multi-dimensional setting. Additionally, the price of an option has to be updated repeatedly. It depends on several parameters describing the underlying assets, e.g., the drifts, volatilities, and correlations. These parameters are subject to change as new data becomes available.
Monte Carlo methods are often used to deal with multi-dimensional option pricing problems. Monte Carlo approaches transform the option pricing problem into a numerical quadrature problem and compute the scalar option price value for a given asset price. Whereas standard Monte Carlo is flexible and easy to use, its convergence rate is limited by 1/ √ M , where M ∈ N is the number of samples. Advanced techniques, such as quasi, adaptive, or multilevel Monte Carlo, as well as Smolyak quadrature, are necessary to achieve a sufficiently fast convergence, see, e.g., [15, 14, 26, 13, 16] . Monte Carlo methods usually compute the scalar option price value for a given asset price only; they do not construct a function that can be evaluated at an arbitrary asset price. Therefore, it can become costly to, e.g., compute Greeks (derivatives) for hedging strategies [33, 22] , even though sophisticated methods exist [15] . Besides that, if the parameters change, one has to start all over again.
Model reduction approaches derive low-cost surrogates of the computationally expensive option pricing problems that provide approximate but computationally cheap solutions. The PDE corresponding to the option pricing model at hand is therefore discretized on a grid with, e.g., finite differences and finite element methods, and the full solution is obtained by, e.g., Galerkin projection, see [33, 32] . In [46] , a model reduction method for option pricing based on the proper orthogonal decomposition (POD) is presented. The obtained reduced model is employed for model calibration. In [48] , POD is used to speedup hedging models for Asian options with one and two underlyings. Another POD-based reduced model is derived in [10] . The authors of [9] discuss how to construct especially well-suited basis functions for option pricing and show that only a small number of them is required to achieve sufficiently accurate results. In [41] it is shown that [9] is in essence POD. This approach is then extended in [40] to price options with two underlying assets, but with the strong limitation that the volatilities of both assets have to be equal. The reduced basis method is used in [39] for model calibration, and in [35] to price options with the Heston model. In [21, 8] , American options, which require additional inequality constraints, are priced with reduced models.
All of the listed work consider model reduction for single-asset options or for limited cases of 2-asset options, even though often more sophisticated pricing models than the Black-Scholes and the Heston model are used. One reason for this limitation to single-asset options could be that a direct discretization of the multi-dimensional PDEs corresponding to basket options on Cartesian grids (so-called full grids) already becomes computationally infeasible for a small number of underlying assets (curse of dimensionality). Recently, discretizations based on sparse grids have been introduced, which are computationally feasible for moderately high-dimensional option pricing problems [5, 53] . In [42, 44, 30, 31] , the multi-dimensional Black-Scholes equation is solved with the sparse grid combination technique [18] , which splits the high-dimensional problem into many computationally cheap problems. A direct and adaptive sparse grid approach for up to 6-asset basket options is introduced in [6, 7, 22] . A sparse grid discretization for the multi-dimensional PDE corresponding to the Heston model is developed in [47, 34] . Note that financial products with significantly more underlying assets (e.g., 128) can be priced with tensor-based approaches, see, e.g., [29] .
We construct POD-Galerkin reduced models for basket options. The reduced models are developed in the context of the multi-asset Black-Scholes equation. We therefore discretize the multi-asset Black-Scholes equation with the direct sparse grid approach introduced in [6] , construct a POD basis from pre-computed snapshot data, and derive the reduced model.
In the following Section 2, we briefly discuss the Black-Scholes and Heston model. We then focus on the multi-asset Black-Scholes model and derive the discrete operators stemming from the sparse grid discretization of the multiasset Black-Scholes equation. In Section 4, we derive the reduced operators, discuss how to construct the POD basis vectors, and introduce the reduced models. Detailed numerical experiments are presented in Sections 5 and 6 for the Black-Scholes model, and in Section 7 for the Heston model.
Option Pricing with the Black-Scholes and the Heston Model
We state the Black-Scholes equation and give details on its parameters in Section 2.1, and apply the principal axis transformation to avoid the variable coefficients in Section 2.2. The Heston model is briefly discussed in Section 2.3.
Option Pricing with the Black-Scholes Model
Consider the value x = [x 1 , . . . ,
We assume the value x of the assets follows a geometric Brownian motion with given drift and standard deviation [51] . Consider now the corresponding European call basket option with d underlying assets and the strike price K ∈ R + . We define r ∈ R + as the risk-free interest rate,
as the volatility, and
as the correlation matrix. For a compact notation, we collect all these parameters in the vector
following the procedure in [22, 28] , and define the spatial domain Ω = [0,
With the forward time t ∈ [0, T ], where T is the maturity, we consider the function u :
+ in a suitable function space 1 as the solution of the multi-variate Black-Scholes equation
Note that the choice of the maximum asset value x max is discussed in detail in [22, 28] . We only note here that it can be chosen such that the effect on the solution is negligible except near the boundary. Since we will only consider European call options, the terminal condition of (1) is given by the payoff function
We refer to, e.g., [15, 51] for details. We impose Dirichlet boundary conditions
where ∂Ω is the boundary of the spatial domain Ω.
Principal Axis Transformation of the Black-Scholes Equation
The original Black-Scholes equation (1) contains variable coefficients that depend on the asset price x, see [15] . It is therefore common to not directly discretize and solve (1) but to first transform it such that these variable coefficients are eliminated. After discretization, this leads to a numerically better conditioned system of linear equations. Following [22, 43] , we apply the principal axis transformation, which we briefly summarize here:
1. We first switch time by considering τ = T − t instead of t. Therefore, our equation is solved forward in time, i.e., we have an initial condition instead of a terminal condition as in the original Black-Scholes formulation. 2. The variable coefficients are eliminated by the log transformation y i = log
3. An eigendecomposition
d×d and the eigenvalues form the diagonal of the matrix D = diag(λ 1 , . . . , λ d ). We then transform z = Q T y and obtain the equation
where we denote the i-th eigenvalue by λ i (µ) to indicate the dependence on the parameter µ. 4. The drift term is eliminated by the translationẑ i = z i + τη i , and the reactive term is removed by replacing u byû = u/e −rτ .
After the transformation, we obtain the initial value problem
with the initial condition
and boundary condition
The solution function u of the original Black-Scholes equation can be restored with
We once again refer to [22] for details.
Option Pricing with the Heston Model
The Heston model [25] extends the Black-Scholes model by allowing the volatilities of the underlying assets to vary. This doubles the number of dimensions of the corresponding option pricing problem compared to the Black-Scholes model. An option with d underlying assets therefore leads to a 2d-dimensional pricing problem in case of the Heston model [47] . We restrict the following discussion of the Heston model to a single asset option and therefore to a two-dimensional pricing problem. The governing equation of the Heston model [25] is of the form
where now u depends on the asset price x and on the variance v, with correlation ρ. We further have the long-run variance θ ∈ R + , the mean reversion rate κ ∈ R + , and the volatility of the volatility ξ ∈ R + . These parameters are collected into the parameter µ = [θ, κ, ξ]. Similarly to the Black-Scholes equation, we have the terminal condition
for European call options. We refer to [25] for a discussion on boundary and limit conditions. A log-transformation of the asset price in (6) eliminates coefficients with a dependence on x, see, e.g., [25, 47] .
Sparse Grid Discretization
In this section, we discretize the transformed Black-Scholes equation (3) in the spatial domain Ω with finite elements and in the temporal domain with the implicit Euler method. In the spatial domain, we rely on sparse grids that allow us to cope with the curse of dimensionality to some extent [5, 37] . We first give a brief overview of sparse grids and then derive the discrete operators corresponding to the Black-Scholes equation. Note that a similar derivation can be applied to the Heston model, see [34] for a detailed discussion.
Sparse Grids and Sparse Grid Spaces
Sparse grids have become a versatile tool to deal with multi-dimensional problems and have a wide range of applications [5, 12, 37] . The original idea was introduced for numerical quadrature, but sparse grids were first used for the discretization of PDEs in [53] . We only give an overview of the basic sparse grid framework, which is required in later sections, and refer to the survey [5] for details.
Let V be a function space with domain Ω ⊂ R d , e.g., we can think of V = H 1 0 (Ω) as a Sobolev space. We approximate a function f ∈ V by its
(a) hier. basis interpolant
d-linear functions with mesh width h = 2 − , ∈ N in each direction. The superscript (∞) will become clear with the hierarchical decomposition in (8) . We construct a multi-level basis, the so-called hierarchical basis, for the space V (∞) . Let φ(x) = max{1−|x|, 0} be the standard hat function, and define by dilation and translation the hierarchical basis function φ l,i (x) = φ(2 l x − i) with the level l ∈ N and index i ∈ N, see Figure 1 . We derive the multidimensional hierarchical basis functions by the tensor product
where now the level l ∈ N d and index i ∈ N d are vectors with d components. With these hierarchical basis functions we can span the so-called hierarchical increments W l as
The hierarchical increment W l is spanned by those hierarchical basis functions of level l for which all components of the index i are odd. With (7) we define the space of piecewise d-linear functions corresponding to mesh width h = 2
where |l| ∞ = max j |l j |. The limit |l| ∞ ≤ also explains the superscript (∞) in the notation.
The hierarchical basis leads to better conditioned systems when applied to the discretization of PDEs with the finite element method [52] , but, more importantly, the hierarchical decomposition (8) allows us to define many different approximation spaces. In particular, we can ask for the approximation space with maximum level in each dimension that has the best cost-benefit ratio. The benefit is equal to the interpolation error in the L 2 norm, and the (computational) costs are measured with the number of basis functions. If we set V to the space of functions with bounded mixed derivatives up to order two [5] , the result of this optimization problem is the sparse grid space of dimension d and level
where |l| 1 = j l j , see [5] for details and proofs. The grid points of the sparse grid of dimension two and level three as well as of the corresponding hierarchical increments are shown in Figure 1 . We also note that different benefit and error measures lead to different types of sparse grids [5, 4] . The interpolation error in the L 2 norm of the interpolant
, and thus slightly worse than of the
; however, the number of grid points, and thus the computational costs, is only in
it is distinctly cheaper to approximate a multi-dimensional function f in a sparse than in a full grid space, provided f has bounded mixed derivatives up to order two. Note that we have considered homogeneous boundary values so far. We refer to [5, 11, 37] and references therein for details on sparse grids in general, and on sparse grids with grid points at the boundary in particular.
Spatial Discretization with Sparse Grids
We discretize the Black-Scholes equation with the finite element method on sparse grids. We first derive the weak formulation of (3) and then project with Ritz-Galerkin onto a finite-dimensional sparse grid space. Let ∂Ω be the boundary of the spatial domain Ω and let the Sobolev space H 1 0 (Ω) be our ansatz and test space such that all basis and test functions in H 1 0 (Ω) vanish at the boundary ∂Ω, see Section 3.1 and [5] . We then obtain with integration by parts the variational formulation
where ·, · L 2 denotes the L 2 dot product. The boundary integrals vanish because of the homogeneous Dirichlet boundary conditions. Existence and uniqueness of the solution is guaranteed in these spaces, see [5] and references therein. The weak form (10) is derived in detail in [22] . Note that for the Heston model the weak form is derived in [34] . We use Ritz-Galerkin for the projection onto the finite-dimensional sparse grid space V (1) with boundary points, spanned by the basis functions in {φ 1 , . . . , φ N B }. Therefore, we introduce the ordering φ 1 , . . . , φ N , φ N +1 , . . . , φ N B of the hierarchical basis functions of V (1) where the first N functions correspond to the inner grid points and the rest to the boundary points. For each inner grid point we have one degree of freedom, the hierarchical coefficient, and thus N is also the number of degrees of freedom. The sparse grid functionû can be represented as the linear combinationû
for a fixed τ ∈ [0, T ]. Note that the coefficientsû 1 (τ ; µ, ), . . . ,û N B (τ ; µ) ∈ R still depend on the time τ . We emphasize that our notation does not distinguish between the solution of (3) and its discretized counterpart (11) because the context will always make it clear which of them we mean, and we want to keep the notational burden to a minimum. The coefficients of the linear combination (11) corresponding to the inner and boundary points are denoted bŷ
where the Dirichlet boundary conditions (4) fixateû B (τ ; µ) at all time steps and thus we skip the time dependence in the notation and writeû B (µ) instead. With the representation (11), the system of ordinary differential equations (ODE) follows as
where 0 and I are the zero and identity matrices, respectively. Note thaṫ u B (µ) = 0 because the boundary conditions do not change over time. The inner operators B I ∈ R N ×N and L I ∈ R N ×N take only the inner coefficients into account and are defined as
Similarly, we obtain
for the operators that also consider boundary points. System (12) depends on the parameter µ indirectly through the eigenvalues λ 1 (µ), . . . , λ d (µ), but the operators
The efficient assembly of the discrete operators (13) and (14) based on the hierarchical basis and sparse grids requires specialized algorithms. These algorithms are necessary because the hierarchical basis functions have nonlocal support and thus lead to full matrices. We do not discuss the details of these algorithms here but refer to [22, 5] .
Temporal Discretization with Implicit Euler
The system of ODEs (12) is discretized in the time domain with the implicit Euler method [22] . At each time step we have the (hierarchical) coefficient vectorû
split into inner and boundary pointŝ
Let δτ be the time step size, then we solve the system of linear equations
in every time step. System (15) involves matrices with size N B × N B but has only N degrees of freedom. By representing it as
we can bring the boundary operators to the right-hand side and obtain the final N × N system
System (17) requires a matrix-vector product with the L B (µ) operator of size N × N B to impose the Dirichlet boundary conditions in every time step.
Reduced Models for the Black-Scholes Equation
In this section, we introduce reduced models that allow us to price basket options. A reduced basis is constructed with POD, which is then used to derive the reduced system. We emphasize that we do not reduce the dimension d (i.e., the number of underlying assets) but the number of degrees of freedom N , see [44, 23] .
POD-Galerkin Reduced Models
POD [49] is a procedure to compute orthonormal basis vectors to represent a given set of data points (e.g., solutions of a PDE) such that the first basis vector (dimension) has the highest variance, and all the following vectors as much variance as possible under the constraint that they have to be orthonormal.
be our data or snapshot matrix with zero mean and with M ∈ N solutions (snapshots)û (17) . The parameters µ 1 , . . . , µ M ∈ D are chosen such that the snapshots capture the important system behavior of (17) . The selection of the snapshots significantly influences the quality of the reduced model. Many selection algorithms are based on greedy sampling approaches, see, e.g., [50, 45] . There are also sampling procedures that explicitly target problems with a large number of parameters, i.e., where the dimension p of the parameter vector µ is large [3, 24, 38] . Goal-oriented sampling procedures take into account the output of interest, e.g., the option price in the setting of option pricing, see [50, 3] . The POD-Greedy [20] method is widely used for time-dependent problems. We use here a simple random sampling from a uniform distribution in the parameter domain D. Our numerical results will confirm that the random sampling is sufficient here; however, we note that our reduced modeling approach based on high-fidelity sparse grid models is applicable to the more sophisticated sampling strategies as well.
The POD basis vectors or POD modes for the snapshots inÛ correspond to the left singular vectors of the singular value decomposition (SVD) ofÛ . Thus, letÛ = W SV T be the SVD ofÛ with the singular values ζ 1 > ζ 2 > · · · > 0 and the left singular vectors as columns of
N ×k to contain the first k POD basis vectors that are the solution to the minimization problem arg min
under the constraint w T i w j = δ ij for all 1 ≤ i, j ≤ k with the Kronecker delta δ ij . The POD basis vectors depend on the choice of the inner product in (19) . A careful selection of the inner product can improve the approximation results [20, 27] . Our numerical results will confirm that this computationally simple approach is already sufficient for us, see Sections 5 to 7.
Given the POD basis vectors in W k , we construct the reduced operators for the system (17) as
we obtain the reduced system
with k × k degrees of freedoms instead of N × N as the original system (17) . Let us make a few remarks on the computational procedure. First, the SG ++ solver used in the following, does not give direct access to the boundary operators L B s for 1 ≤ s ≤ d due to restrictions of the UpDown algorithm [22] . Therefore, we introduce the matrices R I ∈ R N ×N B and R B ∈ R N B ×N with
Second, the snapshots to construct the matrixÛ are pre-computed in a computationally expensive offline phase with costs depending on N B . The same holds for the reduced operators (20) that are independent of the parameter µ ∈ D and thus can also be pre-computed in the offline phase. Finally, in the online phase, the parameterdependent eigenvalues λ 1 (µ) 
Proper Orthogonal Decomposition of Sparse Grid Data
Our snapshot vectors, which are the columns of the matrixÛ , contain the hierarchical coefficients corresponding to the sparse grid function (11) representing the solution at the final time step and parameter µ. Since the hierarchical basis is a multi-level basis, it leads to multi-scale coefficients with very different absolute values for coefficients corresponding to basis functions of different hierarchical increments, see Section 3.1 and [5, Lemma 3.3] . Such multi-scale data is often computationally problematic in the context of POD and requires special treatment such as scalar-valued POD [54, Section 2.2] or problem-dependent inner products [27] ; however, in case of the hierarchical basis, the coefficients of the sparse grid function decay in a controlled manner and thus this gives us insight into the POD reconstruction error of the snapshots. We emphasize that the following results are only valid for the snapshots included inÛ and are not applicable to general solutionsû τ (µ) ∈ R N B . The error of representing the snapshots in the POD basis is given by 
∞ is the L ∞ norm of the derivatives up to order two in each dimension of the solutionû of the continuous problem (3) and N the number of degrees of freedom of the discretized problem.
Proof The singular values ofÛ are related to the matrix entries through
It is shown in [5] , if the solution functionû of the continuous problem (3) has bounded mixed derivatives up to order two, the hierarchical coefficients are bounded by
whereû T i (µ j ) is the hierarchical coefficient corresponding to the i-th basis function in the j-th snapshot, d is the dimension (i.e., number of assets), l the level of the basis function corresponding to node i,û the solution function of the continuous problem (3), and ∂ 2 the multi-variate derivative operator up to order two in each dimension, cf. also Section 3.1. The bound (24) shows that the coefficients decay rapidly with the level l of the corresponding basis function. Furthermore, a sparse grid space of level and dimension d is spanned by
basis functions with
We therefore obtain for all j = 1, . . . , M that
and by combining (23) with (24) and (25), we obtain the (possibly very pessimistic) bound stated in Corollary 1.
Numerical Results: Single-Asset Options with Black-Scholes
Even though our reduced models allow us to price basket options with multiple underlying assets, we first report results for single asset options, as those are also priced in most of the related, previous work on model reduction for option pricing [46, 10, 9, 41, 39, 21] .
In this and in the following section, we use the SG ++2 sparse grid solver to compute solutions of the high-fidelity sparse grid model. It implements the sparse grid discretization approach summarized in Section 3. The SG ++ solver does not assemble the matrices of system (17) but only provides routines for the matrix-vector product with the matrices. These methods are then used in conjunction with the conjugate gradient method to solve the system. Even though this matrix-free approach is well-suited if the Black-Scholes equation is discretized on a large number of grid points, leading to matrices that cannot be assembled anymore, it is usually slower in case of small matrices. Since a direct solver is the best choice for the small systems arising in our reduced models, and to ensure a fair runtime comparison between the reduced and the high-fidelity model, we exchanged the matrix-free solver routine of SG ++ with a direct solver. Thus, assembled matrices are either formed or loaded and then the system (17) is solved by employing a QR decomposition. We use the implementation provided in the Eigen library [19] . Our SG ++ solver with the direct solver is about 10 to 30 times faster than the matrix-free solver for the problems considered in the following; however, we emphasize that the scope of our direct solver is severely limited by the huge memory requirements. All of the following runtime measurements were performed on the cluster of the Munich Centre of Advanced Computing 3 on the nodes with a quad socket Intel Westmere-EX Xeon E7-4830 and 512 GB RAM, on a single core.
We consider the following setup for pricing a one-dimensional European call option. The option has only one underlying asset in the spatial domain Ω = [0. 2 that correspond to the drift η and volatility σ of the asset. We set the risk-free interest rate to r = 0.05, the time step size to δτ = 0.01, the number of time steps to 100, and the strike price to K = 1. We note that the risk-free rate can be changed after the transformed equation (3) has been solved because it only changes the back transformation (5) into Cartesian coordinates. We compute M = 600 snapshots with the SG ++ solver where we discretize on a sparse grid of level nine, i.e., the mesh width is h = 2 −9 . Thus, our discretized system has N = 511 degrees of freedom. Note that a one-dimensional sparse grid coincides with an ordinary Cartesian full grid. The parameters µ 1 , . . . , µ M of the snapshots were selected randomly from a uniform distribution in the domain D. Reduced models constructed from a different number M of snapshots are presented in the following section.
We report runtime and accuracy results of our reduced models for the option with µ = [η, σ] T = [0.05, 0.3] T . Table 1 shows the runtime and speedup of our reduced model as well as the absolute û The first row of Table 1 corresponds to the high-fidelity model (i.e., the SG ++ solver) and shows that it requires about 0.14 seconds to construct and assemble the operators and another 0.5 seconds to solve the system of linear equations. In the operator setup phase of the high-fidelity model, the operators are formed and then the system matrix is assembled. In case of the reduced model, the operators are pre-computed in the offline phase and then loaded from disk. Furthermore, the operator setup phase includes the transformation of the initial condition into the POD representation. After the operators are assembled or loaded, respectively, they can be reused for different parameter configurations. The reported solve runtime includes the QR decomposition of the already assembled system matrix, the implicit Euler time steps, and, in case of the reduced model, the transformation from the POD basis back into the hierarchical basis.
The following rows correspond to our reduced model for different numbers of POD modes k. Already with only k = 10 POD basis vectors we achieve a relative L 2 error below 10 −3 with respect to the high-fidelity model, and we gain a speedup of about 400 when solving the system. We do not achieve any speedup in the operator phase, because in case of the 1-asset problem, assembling the full-order operators is faster than loading the reduced operators from disk. The price of the option is evaluated at x = 1, which is near the bend of the solution function and thus where the sparse grid discretization error is usually large. It is correct up to three digits if k = 20 POD modes are used.
Numerical Results: Basket Options with Black-Scholes
In this section, we report on the performance of our reduced model for pricing basket options with multiple underlying assets. We first discuss how the hierarchical basis effects the POD representation, and then show accuracy and runtime results for 2-, 3-, and 4-asset basket options where we gain speedups between 80 and 160 for solving the system of linear equations and still achieve an accuracy of about 10 −2 with respect to the high-fidelity model.
POD Representation of Sparse Grid Data
We show details on how the hierarchical basis effects the POD representation with the help of a 2-asset basket option. We compute 150 snapshots with 
, respectively. Note that in this subsection we compute the POD basis vectors for the snapshots including the boundary points for a better visualization in the following figures. Figure 2 shows the absolute value of the coefficients corresponding to the two representations for one particular snapshot. It confirms that the hierarchical basis leads to coefficients at different scales in [ Figure 3 . The first column corresponds to the nodal point basis representation. In the second and third column, the POD vectors are plotted for the hierarchical basis representation, but whereas the second column directly plots the entries of W hier , the third column plots the sparse grid function f j that is defined by the coefficients in column j of W hier , i.e.,
where φ 1 , . . . , φ N B are the hierarchical basis functions. The nodal point (column one) and the hierarchical (column three) basis representation lead to POD modes with a similar structure.
Pricing Basket Options
We consider 2-, 3-, and 4-asset options with a symmetric correlation matrix Σ. A 2-asset option has 5 parameters, a 3-asset option has 9 parameters, and a 4-asset option has 14 parameters. In case of two assets, we have η 
We compute 500, 600, and 700 snapshots for 2-, 3-, and 4-asset options, respectively, where the parameters are chosen randomly from a uniform distribution with the range ±0.02 around the drifts, and ±0.1 around the volatilities and correlations. We discretize the 2-asset option pricing problem on a sparse grid of level seven (N = 769 degrees of freedom, N B = 1281 grid points), the 3-asset problem on a grid of level six (N = 1023 degrees of freedom, N B = 3713 grid points), and the 4-asset problem also on a grid of level six (N = 2561 degrees of freedom, N B = 20, 481 grid points). Besides that, we consider the same setting as in Section 5. The runtime and accuracy results of our reduced model for basket options are shown in Table 2 . Again, the first row of each block corresponds to the high-fidelity model, and the following rows to reduced models with different numbers of POD modes. We report the price of the options at stock price x = 1, which is near the bend of the solution and thus where the sparse grid discretization error is usually large. Still, the reduced model can predict the price well. We also achieve a relative L 2 error between 10 −4 and 10 −2 , which is similar to what is reported in [6, 7, 22] . The error increases with the number of underlying assets. One reason might be that the condition of the system (17) becomes worse with increasing dimension d, see [6, 7, 22] for a detailed study. Another reason could be that the number of parameters increases drastically with the number of underlyings, which allows for many different system behaviors and so a larger number of POD modes is required. Still, to obtain an accuracy of about 10 −2 to 5 · 10 −2 with respect to the high-fidelity model, we achieve speedups in solving the system of linear equations of 160 (40 POD modes), 80 (100 POD modes), and 130 (300 POD modes) for the 2-, 3-, and 4-asset option pricing problem, respectively. We also note that the speedup drops quickly if we increase the number of POD modes k, but that this becomes less significant as we increase the number of underlying assets. The reason is that the reported runtime also includes the transformation of the reduced solution from the POD basis back into the hierarchical basis that takes a larger share of the runtime when the number of assets, and consequently the number of sparse grid points, is high. Thus, an increase in the number of POD modes has less effect on the overall solver runtime in the case of four assets than in the case of two and three assets. In the operator phase, speedups of about 2, 6, and 20 are achieved for the 2-, 3-, and 4-asset option pricing problem, respectively. The results show that the speedup increases as the number of assets is increased. We note again that the operators have to be loaded only once and can then be reused for different parameter configurations. Let us finally consider the runtime of the offline phase for the 4-asset example. The runtime is dominated by the snapshot generation. We generate M = 700 snapshots. According to Table 2 the operator setup (once) needs 14595 seconds and solving the corresponding systems 700 times requires about 47 seconds each. This gives a total of about 13 hours for creating a reduced model for the 4-asset problem on a single core if operators are reused.
In Table 3 we report results for the 4-asset problem where we increased the parameter domain. Whereas we originally built the reduced model for the range ±0.02 around the drifts and ±0.1 around the volatilities and correlation coefficients, we now also consider the two times and four times larger ranges with ±0.04 and ±0.08 around the drifts and ±0.2 and ±0.4 around the volatilities and the correlation coefficients, respectively. The results reported in Table 3 show that the accuracy of the reduced model only slightly decreases as the parameter domain is increased. This is the expected behavior because a larger parameter domain leads to a richer high-fidelity model for which the reduced model requires more POD modes.
With the results in Table 4 we show the accuracy of reduced models constructed from 700, 1500, and 2000 snapshots. The accuracy does not improve as we increase the number of snapshots. This indicates that our initial choice of 700 snapshots for the 4-asset problem was sufficient. Note that the errors reported in Table 4 might slightly change if the number of snapshots is increased. This is because the POD basis for the reduced model is generated with respect to the snapshots but is then tested on a solution that was not used as snapshot, see Section 4.1.
Finally, we show in Figure 4a a pointwise error plot for the 2-asset basket option. There is a highly oscillatory error near the kink at the strike price K = 1 that originates from the sparse grid discretization [47] . In Figure 4b we plot the relative L 2 error of the reduced approximation with 40 POD modes for each time step for the 3-asset problem. The error is larger in the first time steps because our snapshots consist of the solution at the final time step only. We therefore report in Table 5 how the accuracy of the reduced model changes if the snapshots also include the solutions at every, every 10-th, and every 25- Table 2 : Black-Scholes: Runtime and accuracy results are reported for the 2-, 3-, 4-asset basket options priced with the high-fidelity model (first row in each block) and with our reduced models for k = 40 to k = 300 POD basis vectors. We achieve speedups in solving the systems of linear equation between 80 and 160 and still obtain an accuracy of about 10 −2 to 5·10 −2 with respect to the high-fidelity model. The speedup in the operator phase is between 2 and 20 and quickly improves with the number of assets. Note that the operators can be reused for different parameter configurations after they have been assembled or loaded. th time step. The results confirm that the solution at the final time step only slightly changes.
Numerical Results: Heston Model
A reduced model based on a high-fidelity sparse grid model can be derived for the PDE corresponding to the Heston model in a similar manner as for the Black-Scholes equation, see Sections 2.3 and 4. We consider here a single-asset option that corresponds to a two-dimensional pricing problem, i.e., the spatial domain of the PDE (6) is in R 2 . We generate 500 snapshots for parameters [κ, θ, ξ] drawn from a uniform distribution in
and set ρ = 0.9. We follow a similar problem setup as in Section 6.2: The pricing problem is discretized on a sparse grid of level seven and we only keep the solutions at the final time step as snapshots. The solver is implemented in Matlab. Table 6 reports runtime and accuracy results of our reduced model. We test the reduced model on ten option pricing problems with ten randomly (uniformly) chosen parameters in the domain (28) . The minimum, average, and maximum relative L 2 error is reported. The spread between the minimum and maximum relative L 2 error is small. An average relative L 2 error of about 10 −2 is achieved, as in the case of the Black-Scholes model; however, note, that significantly more POD modes were necessary than in the case of the Black-Scholes model. The reduced model is up to 500 times faster to evaluate than the high-fidelity sparse grid model here.
Conclusions and Outlook
Our model reduction approach combines a direct sparse grid discretization of the Black-Scholes equation with POD to derive reduced models that allow us to price basket options with up to four underlying assets. The solution process is about 80 to 160 times faster than the high-fidelity sparse grid model and thus lets us price basket options with the simple Black-Scholes model in fractions of a second.
The number of underlying assets is limited by the high computational costs of the sparse grid solver. A tensor-based discretization [29] could allow for a larger number of underlying assets. Furthermore, a 4-asset option leads to 14, a 5-asset option to 20, and a 6-asset option already to 27 parameters. So far, the presented results suggest that this increasing number of parameters leads to a richer system behavior that has to be covered by the POD modes. A remedy could be to compute local reduced models for each hierarchical increment of the high-fidelity sparse grid function [1, 36] . Besides that, dimensionality reduction could be applied to reduce the number of underlying assets, cf. [44, 23] .
We only discussed the Black-Scholes and the Heston model here, which both ignore important real-world phenomena. Future work therefore includes the extension to more sophisticated option pricing models, which require more advanced model reduction techniques. In [47] , a versatile framework based on sparse grids for pricing problems is presented, including American and Asian options, as well as variable annuities. The sparse grid models introduced in [47] could therefore serve as high-fidelity models for model reduction. For example, consider American options, where additional inequality constraints have to be satisfied. A model reduction approach for American options is available, see, e.g., [21] . With the sparse grid model introduced in [47] , the model reduction technique presented in [21] could be extended to basket options. Similarly, in [17] , a sparse grid model is developed for Kuo's jump-diffusion model that takes into account effects such as the 'volatility smile'. This results in an additional integral term, which is efficiently treated by a sparse grid algorithm. It would be interesting to see if the evaluation of the integral term could be further accelerated by using a reduced modeling approach.
