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Abstract. In image-guided neurosurgery, deformable registration cur-
rently is not a clinical routine. Although using it in practice is a goal for
image guided therapy, this goal is hampered because surgeons are wary
of the less predictable deformable registration error. In the preoperative-
to-intraoperative registration, when surgeons notice a misaligned image
pattern, they want to know whether it is a registration error or an ac-
tual deformation caused by tumor resection or retraction. Here, surgeons
need a spatial distribution of error to help them make a better informed
decision, i.e., ignore locations with high error. However, such an error
estimate is difficult to acquire. Alternatively, probabilistic image registra-
tion (PIR) methods give measures of registration uncertainty, which is a
potential surrogate for assessing the quality of registration results. It is
intuitive and believed by a lot of people that high uncertainty indicates
large error. Yet to the best of our knowledge, no such conclusion has been
reported in the PIR literature. In this study, we look at one PIR method
and give preliminary results showing that point-wise registration error
and uncertainty are monotonically correlated.
Keywords: Registration uncertainty, Registration Error, Gaussian pro-
cess uncertainty
1 Introduction
Deformable image registration (DIR) estimates a non-linear transformation that
best align two image acquisitions. Given the importance/difficulty of the task
and the current state of the registration technology, it is clinically beneficial to
have an error estimate, or an uncertainty measure that indicates the quality of
registration results [1,2,3].
Researchers have proposed several paradigm-independent strategies (PIS),
i.e., bootstrapping [4,5], perturbed input [6,7,8], stereo confidence [9], super-
vised learning [10,11,5] to estimate the registration error, according to which the
uncertainty is also evaluated. Most PIS require multiple runs of the registration
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algorithm, and can be applied to any registration algorithm. The estimated error
is essentially based on misaligned image patterns.
Clincial Motivation In image-guided neurosurgery, deformable registration is
not used as a clinical routine [12,13]. Using deformable registration is a goal
for this image guided therapy, yet it is hampered because surgeons are wary of
the less predictable (than affine/rigid) deformable registration error. We believe
that if surgeons knew the spatial distribution of error, they can make a better
informed decision, i.e., ignore locations where the error was high and vice versa.
Here, previous PIS-based error estimate methods are not helpful because: (1) The
time constraint during neurosurgery does not allow to perform multiple runs of
deformable registration; (2) More importantly, as tumor resection and retraction
would induce morphological changes, the intraoperative anatomy is likely to be
dissimilar with the preoperative image, thus it is expected to have a consider-
able portion of misaligned image patterns in the preoperative-to-intraoperative
registration result. Error estimate in PIS methods can detect misaligned image
patterns. However, such misalignment can often be noticed by surgeons, and the
real question is whether it is a registration error, or an actual tissue deformation.
In this scenario, the uncertainty can be more helpful for assessing the quality
of registration. For instance, if only surgeons know that the registration uncer-
tainty near the misalignment is low, they would place more confidence in the
estimated deformation rather than interpret it as an error and ignore the result.
Probabilistic image registration (PIR) is an effective framework to character-
ize the uncertainty of deformable image registration [14,15,16,17,18,19,20,21,22,23].
PIR models transformation parameters as random variables and use summary
statistics, i.e., variance, of the distribution to represent the registration uncer-
tainty.
In the above neurosurgery example, the low-uncertainty-low-error assump-
tion can only be made if the registration error and uncertainty are in a positive
monotonic relationship. Even this notion is intuitive and believed by a lot of
people in the image registration field, to the best of our knowledge, no such
conclusion nor any experiment in this regard has been reported in the PIR lit-
erature.
To enhance the applicability of registration uncertainty, in this pilot study,
we design two clinic-driven experiments, namely point-wise posterior predictive
checking and a patch-wise correlation test, to verify the monotonic relationship
between the registration error and Gaussian process registration uncertainty
(GPRU) [23]. By this paper, we also expect to draw more attention to the topic
of whether/how to clinically apply the registration uncertainty.
2 Methods
In this section, we first review the GPRU, and then introduce Spearman’s cor-
relation coefficient. Finally we explain how to use it to verify the monotonic
relationship between the error and GPRU in point-wise and patch-wise experi-
ments.
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Fig. 1. (a) A 10× 10 dense deformation field estimated from 3 landmark displacement
vectors; (b) Registration uncertainty visualized by a color scheme, brighter color indi-
cate higher uncertainty; (c) Registration uncertainty visualized by objects: for voxels P
and Q, the circles were drawn based on the estimation variance. Larger circles indicate
higher uncertainty.
2.1 Review of Gaussian Process Registration Uncertainty
Stochastic Gaussian Process (GP) registration were proposed to tackle the neu-
rosurgical preoperative-to-intraoperative registration [17,23]. As shown in Fig.1,
a key step in the GP registration is to estimate N∗ unknown displacement vectors
d∗ from N known ones d that were derived from automatic feature extraction
and matching.
Let x be the grid coordinate and d(x) be the associated displacement vector.
Each displacement component, i.e., dx, is modeled as a joint Gaussian distribu-
tion with mean function m(x) = 0 and covariance function k(x,x′). Thus d and
d∗ have the following relationship
[
d
d∗
]
∼ N
m(x),[ K K∗
KT∗ K∗∗.
] . (1)
In Eq.(1), K = k(X,X) ∈ RN×N and K∗∗ = k(X∗,X∗) ∈ RN∗×N∗ are
intra-covariance matrices of d and d∗ respectively. K∗ = k(X,X∗) ∈ RN×N∗
is the inter-covariance matrix. The interpolated displacement vector values, can
be estimated from the mean µ∗ of the posterior Gaussian distribution of p(d∗ |
X∗,X,d)
µ∗ = KT∗K
−1d. (2)
From Eq.(1), the posterior covariance matrix can also be derived as
Σ∗ = K∗∗ −KT∗K−1K∗. (3)
Diagonal entries of Σ∗ are the marginal transformation variances, and they can
be used as the GPRU. As shown in Fig.1(b), conventionally, we can display the
voxel-wise uncertainty using a color scheme, or objects, i.e., circles on 2D slices.
The choice of covariance function in this study is predefined squared ex-
ponential function exp(−x2a ). The coefficient a is determined by 5-fold cross
validation.
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2.2 Spearman’s Correlation Coefficient
Spearman’s correlation coefficient, often denoted by ρs, is a non-parametric mea-
sure of statistical dependence between the rankings of two variables. It assesses
how well their relationship can be described using a monotonic function [24].
In this study we prefer ρs over Pearson’s correlation ρp for the following
reasons:
1. ρp measures the linear relationship. Error and uncertainty do not have to be
linearly correlated to be clinically useful. In this sense, we use ρs to verify a
less “restrictive” monotonic correlation;
2. Since ρp limits the outlier to the value of its rank, it is also less sensitive
than ρp to strong outliers that are in the tails of both samples [24].
Assume there are M test points, (i) and u(i) represent the error and un-
certainty for point i respectively. Let U and E denote discrete random variables
with values {u(1),u(2), ...,u(M)} and {(1), (2), ..., (M)}. To measure ρs, we
have to convert U and E to descending rank vectors rU and rE, i.e., the rank
vector for [0.2, 1.2, 0.9, 0.5, 0.1] would be [4, 1, 2, 3, 5]. Then ρs can be estimated
as
ρs =
cov(rU, rE)
σrUσrE
. (4)
cov is the covariance, σs are the standard deviations. Spearman’s correlation
coefficient can take values from -1 to 1, where 1 indicates a perfect monotone
relationship.
2.3 Point-wise experiment
If a surgeon must make a decision on whether to continue resection near a critical
structure, it is crucial that they know how far the predicted instrument location
is from the structure and how likely the prediction is to be accurate. With GP
image registration, we can predict the instrument location using a displacement
vector starting from its initial location. Meanwhile, we can also measure GPRU
using the posterior variance.
Fig. 2. 1D illustrative example for the point-wise experiment.
The point-wise experiment is inspired by posterior predictive checking (PPC)
[25]. PPC examines the fitness of a model using the similarity between values
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generated by the posterior distribution and the observed ones. For voxel i, as-
sume d∗(i) is the estimated displacement vector and dg(i) is the ground truth
displacement. We define GPRU as the standard deviation σ(i) of the posterior
distribution of d∗, and the error as (i) =
∥∥d∗(i)− dg(i)∥∥. Similar to PPC, the
generated value would be σ, and the observed value is . Spearman’s correlation
coefficient is the similarity measure.
In an illustrative 1D example shown in Fig.2, assume L1 and L2 are two
landmarks, whose values are indicated by vertical bars. The blue bell curve is
the estimated posterior distribution p(dP |L1, L2) for the value at P with mean
d∗(P ) and standard deviation σ(P ). Since dg(P ) is the ground truth value for
P . The point-wise experiment verifies the monotonic relationship that, if σ(P )
is high, (P ) =
∣∣d∗(P )− dg(P )∣∣ is also large and vice versa.
2.4 Patch-wise experiment
For image-guided neurosurgery, we plan to overlay the color-mapped uncertainty
on top of the registered intra-operative image in a way that surgeons can use it
as a reference to assess the registration quality for areas of interest. Thus it is
important to verify that the error in a image patch is monotonically related to
the patch uncertainty.
An ideal way of measuring the patch-wise registration error is to use the resid-
ual Euclidean distance between densely-labeled and well-distributed landmarks
placed on both images. However, to the best of our knowledge, the distribution
of labeled landmarks on publicly available neurosurgical database, i.e., RESECT
[26], is too sparse, with around 20 landmarks per image pair. Therefore, in this
pilot study we choose alternative measures for the patch-wise registration error.
Schlachter et al. [27] attempted to use voxel-wise comparison of local im-
age patches, for which dissimilarity measures are computed and visualized, to
indicate the registration quality. In their work, the visualization of Histogram
Intersection (HI) between two patches achieved the best result at detecting reg-
istration error.
Let Itp and Ii be the transformed preoperative and intraoperative images.
Patch Ω ⊂ R3 is a sub-volume. p and q are the intensity probability density
functions, in practice intensity histograms, for patches ΩItp and ΩIi . K is the
number of intensity values in the histogram. HI can be estimated as
HI(ΩItp , ΩIi) = 1−
K∑
i=1
min(p(xi), q(xi)). (5)
In the patch-wise experiment, we verify the monotonic relationship between
the patch uncertainty up and HI using Spearman’s correlation. Here, u(i) =
u¯p(Ω) for estimating ρs is the average patch uncertainty for patch Ω. HI(i)
will be used as (i). An illustrated 2D example for the patch-wise experiment is
shown in Fig.3.
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Fig. 3. 2D illustrative example for the patch-wise experiment. Ωu represents the un-
certainty map for patch Ω.
3 Experiments
Data used in the experiment are from the public neurosurgical dataset RESECT
[26]. All 23 sets of 3D preoperative and intraoperative Ultrasound (US) image
pairs were tested.
In the point-wise experiment, as mentioned in section 2.1, when coefficients
of GP registration are learned, we use Leave-one-out strategy to estimate the
d∗ and σ for all N automatically extracted landmarks, based on which the ρs
is computed. Notice that another option is to use manually labeled landmarks,
however, the number of manual landmarks are significantly less than automati-
cally extracted ones. Therefore we use the latter in this pilot study.
In the patch-wise experiment, we noticed that all images have empty spaces.
The GPRU for voxels in the empty space tend to be high, since the HI are likely
to be at minimum, it will impose negative correlation to the result. Therefore,
we manually selected a sub-volume from the original image that leaves out all
empty spaces and meanwhile preserve the image integrity. For every voxel, we
calculated the u(i) and HI(i) based on a 73 sized patch centered at the voxel
itself.
Fig. 4. (a) The estimated Spearman’s correlation coefficients for both experiments;
(b) A scatter plot of the error and uncertainty from Data #3. We can spot a positive
monotonic relationship between the two variables.
The estimated Spearman’s correlation coefficients for both experiments are
summarized in Fig.4(a). Blue and red bars represent results for point-wise and
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patch-wise experiments respectively. In addition, in Fig.4(b), we show a scat-
ter plot between the error and uncertainty. A positive monotonic relationship
between the two variable can be spotted.
We can see that the Spearman’s rank correlation between the point-wise
error and and GPRU is relatively strong. This result may indicates that it is
promising to use GPRU as a reference to assess the accuracy of predicted, i.e,
instrument location.
In the patch-wise experiment, the error and GPRU seems to be uncorrelated.
We suspect that this is because the used patch-similarity measure, Histogram
Intersection, is not a good indicator for the registration error, at least in the
presence of large deformation, i.e., tumor resection and retraction. Skooki et al.
[10] proposed a random forest regressor to predict the registration accuracy from
local image features. Using other patch-similarity measures that were tested in
their work, i.e., the difference of MIND [28], can be a possible future direction.
Another strategy is to semi-automatically place dense and well-distributed land-
marks [29], and use residual Euclidean distance between landmarks as the error
estimate.
4 Conclusion
In the context of neurosurgery, we empirically studied the relationships among
the registration error and GPRU by designing two experiments: a point-wise
experiment based on Bayesian posterior predictive checking; and a patch-wise
experiment based on volume correlation analysis. In the case of the point-wise
experiment, a strong monotonic relationship was observed, suggesting that in
the GP registration framework, low predicted uncertainty may provides some
assurance that the actual error will be low. In the case of the patch-wise experi-
ment, no strong relationship was found which implies that, for an area of interest,
low overall uncertainty does not indicate trustworthiness about the alignment.
Nevertheless, given the result reported in this pilot study, it is still too early to
conclude that the GPRU is clinically useful.
Uncertainty is an useful addition to the registration result. Some researcher
take the registration uncertainty for granted and apply it without validation. Be-
sides GP registration, there are many other stochastic registration frameworks
that estimate uncertainty. By this pilot study, we expect more and more exper-
iments to be carried out to verify, and enhance the applicability of registration
uncertainty.
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