Abstract. Understanding ensemble diversity is one of the most important fundamental issues in ensemble learning. Inspired by a recent work trying to explain ensemble diversity from the information theoretic perspective, in this paper we study the ensemble diversity from the view of multi-information. We show that from this view, the ensemble diversity can be decomposed over the component classifiers constituting the ensemble. Based on this formulation, an approximation is given for estimating the diversity in practice. Experimental results show that our formulation and approximation are promising.
Introduction
It is well-known that in order to build a good ensemble, the component classifiers should be accurate as well as diverse. There are effective processes for estimating the accuracy of component classifiers, however, measuring diversity is not easy since there is no generally accepted formal definition. During the past decade, many diversity measures have been designed; to name a few, the Q-statistics [11] , the disagreement [9] , the double-fault [7] , the κ-statistic [5] , etc. However, it has been disclosed that existing diversity measures are suspect [10] .
Recently, Brown [2] investigated the ensemble diversity from an information theoretic perspective. He found that the ensemble mutual information can be naturally expanded into 'accuracy' and 'diversity' terms, and the ensemble diversity exists at multiple orders of correlation. We believe that this is an important step towards the understanding of ensemble diversity. However, the expressions of that information theoretic diversity and its terms, especially the involved interaction information, are quite complicated, and there is no proposal of effective process for estimating the multiple orders of correlation in practice.
Inspired by Brown's work [2] , in this paper we also study the ensemble diversity from an information theoretic perspective. From the view of multiinformation, we propose a new formulation where the ensemble diversity and the related terms are simpler. This formulation enables to decompose the diversity over the component classifiers. Based on the formulation, we give an approximation for estimating the ensemble diversity in practice. Experiments show that our formulation and approximation are promising.
The rest of this paper is organized as follows. Section 2 briefly reviews some basics of information theory and Brown's study. Section 3 introduces our formulation based on multi-information. Section 4 presents an approximation. Section 5 reports on experiments. Finally, Section 6 concludes.
Background
The fundamental concept of information theory is the entropy, which is a measure of uncertainty. For a variable X, its entropy H(X) is defined as x p(x) log(p(x)), where x is the value of X, and p(x) is the probability distribution.
Based on the concept entropy, the dependence among multiple variables can be measured by mutual information and its multivariate generalizations. Denote n variables X 1 , · · · , X n as X 1:n and another variable as Y , then,
-Mutual information and conditional mutual information [4] :
-Multi-information and conditional multi-information [15, 14, 13] :
-Interaction information [12] :
where p(x 1:n ) is the joint distribution of X 1:n , p(x) and p(y) are the marginal distributions, and p(· | ·)'s are the conditional distributions.
1
As described above, mutual information measures the mutual dependence of two variables, while both multi-information and interaction information are its multivariate generation which express the dependence among multiple variables. Like mutual information, multi-information is nonnegative and equals zero if and only if all the variables are independent. Interaction information, however, can be negative; this has likely encumbered its wide application as an information measure.
In ensemble learning, suppose there is a set of classifiers S = {X 1 , · · · , X m } and the target class is Y ; our objective is to find a combination function g that minimizes the probability of error prediction p (g (X 1:m ) = Y ). Brown [2] bounded the probability of error by two inequalities [6, 8] , that is,
Thus, to minimize the prediction error, the mutual information I(X 1:m ; Y ) should be maximized. Subsequently, an expansion of I(X 1:m ; Y ) was given based on [3, Thm 1] , and the information theoretic diversity, redundancy and conditional redundancy were defined. Denote T k as a set of size k. Then,
information theoretic diversity
As shown above, the information theoretic diversity naturally emerges as an expression of the interaction information. It can also be found that the ensemble diversity exists at multiple orders of correlation. Since computing high-order interaction information is generally difficult, only pairwise interactions were monitored in [2] . Such a pairwise diversity, however, can only capture the low-order components of the multiple orders of correlation.
3 Multi-Information Diversity 
Proof. The multi-information can be written as [4, 13] 
which is the result in Eq. 8. For conditional multi-information, its definition in Eq. 4 can be written as
Then, by Eqs. 1 and 3, we have
which completes the proof. 
Proof. Based on the properties of mutual information, we have
By adding
to the right-hand side of above equation, it follows that
From Eq. 8 in Lemma 1, I(X 1:m ) can be written as m i=1 I(X i ; X 1:i−1 ). Therefore, above equation becomes Eq. 10, which completes the proof.
Comparing with Eq. 7, the formulation of Eq. 10 is much simpler while the meanings are easier to understand; that is, the redundancy and conditional redundancy are multi-information and conditional multi-information, and the multi-information diversity is just their difference.
Both the redundancy and conditional redundancy in Eq. 10 are in the form of sum of I(X i ; X 1:i−1 )'s and I(X i ; X 1:i−1 | Y )'s, respectively. One advantage of our formulation is that they are decomposable over component classifiers.
Take redundancy for example, given an ensemble of size k, its redundancy is
, and the only difference is the mutual information I(X k+1 ; X 1:k ). That is, during the ensemble construction process, each classifier X i can be characterized by the following measurements:
-Relevance: I(X i ; Y ) which measures its relevance to the class label, and bounds its prediction error; -Redundancy: I(X i ; X 1:i−1 ) which measures the dependency between current classifier and existing classifiers; -Conditional Redundancy: I(X i ; X 1:i−1 | Y ) which measures the conditional dependency between current classifier and existing classifiers given the class label; -Diversity: Which is the difference between the conditional redundancy and redundancy, and measures its contribution to the ensemble diversity.
Next, we study the relationship between Eqs. 10 and 7; that is, the relation between multi-information diversity and Brown's result.
Lemma 2. Given a set of variables
Proof. It has been shown in [1] that the interaction information can be expanded as a sum of entropies, i.e.,
where V = {X 1:n } and T ⊆V denotes a sum over all possible subsets of V . Let
Substituting Eq. 12 into Θ k , we can obtain
, and in more general case,
Substituting Eq. 13 into n k=2 Θ k which is the left-hand side of Eq. 11, it is easy to find that the coefficient of
and the coefficients of Γ 1 , Γ n are 1 and −1, respectively. Consequently, it follows that
which completes the proof. T k ⊆S I({T k }|Y ). Consequently, we can reach the conclusion that two equations are equivalent.
Hence, although our formulation is simpler, it is mathematically equivalent to Brown's formulation. Moreover, Brown's formulation decomposes the ensemble diversity over different orders of interaction, while our formulation decomposes over the component classifiers. Based on our formulation we have an approximation for estimation, which will be presented in the next section.
Approximate Estimation
For estimating the multi-information diversity and its related terms, one straightforward approach is to estimate the joint probability. However, the exponential number of possible variable values will make the estimation of joint distribution infeasible in practice. So we take an approximation.
For redundancy, our task is reduced to estimate I(X i ; X 1:i−1 ) for all i's. Here, rather than estimating the joint probabilities, we approximate I(X i ; X 1:i−1 ) by
where
and Ω k is a subset of size k.
As an illustrative example, Fig. 1 depicts a Venn diagram for four variables, where the ellipses represent the entropies of different variables, while the mutual information can be represented by the combination of regions in the diagram. As shown in the right side of the figure, it can be found that the high-order component I(X 4 ; X 3 , X 2 , X 1 ) shares a large intersection with the low-order component I(X 4 ; X 2 , X 1 ), where the only difference is the region e. Note that if X 1 , X 2 and X 3 are strongly correlated, it is highly likely that the uncertainty of X 3 is covered by X 1 and X 2 , that is, the regions c and e would be very small. Thus, I(X 4 ; X 2 , X 1 ) provides an approximation to I(X 4 ; X 3 , X 2 , X 1 ). Such a scenario often happens in ensemble construction since the component classifiers generally have strong correlations.
With respect to the conditional redundancy and multi-information diversity, we take similar strategies as follows.
I(X
To accomplish the approximation in Eqs. 14, 15 and 16, an enumeration over all the Ω k 's is desired. In this way, however, for every i we need estimate I(X i ; Ω k ) and
, the number will be large, and the estimation of I(X i ; Ω k ) and 
I(X i
; Ω k | Y ) will become difficult. Therefore, we need to take a trade-off. In our experiments, we restrict k to be one or two.
If considering only pairwise interactions, our method (MTI) and Brown's method [2] estimate
respectively. In other words, I(X i ; X 1:i−1 ) is approximated by max k<i I(X i ; X k ) and i−1 j=1 I(X i ; X j ), respectively, by our method and Brown's method. Take I(X 4 ; X 3 , X 2 , X 1 ) in Fig. 1 for example. It is easy to get that,
Note that the right-hand sides of both Eqs. 17 and 18 are nonnegative, which implies that our approximation is a lower bound never larger than the true value, while Brown's estimation is an upper bound never smaller than the true value. Moreover, it is easy to get that, at least when the following equation holds,
the right-hand side of Eq. 18 is larger than that of Eq. 17, which means that our approximation is closer to the true value than Brown's estimation. It is worth noting in Eq. 19 that the region k represents the uncertainty shared by all the four variables, the regions h, m and n represent those shared by three variables, while the regions e, l and o represent those shared by two variables. This discloses that when the variables are highly correlated (such as when Eq. 19 holds), our approximation is expected to be closer to the ground truth. In ensemble construction, the component classifiers are generally highly correlated, so we expect that our approach is better for estimating ensemble diversity and related terms in practice. This will be empirically verified in the next section.
Experiments

Synthetic Data
To evaluate our proposed approach, experiments on synthetic data is performed at first since we can get the ground-truth information.
The task is to estimate I(X 1:n ). The synthetic data is generated as follows. Assume a and b are integers sampled from the interval [1, 100] , the variables
based on which the ground-truth I(X 1:5 ) can be obtained analytically. We evaluate our method (MTI), where k is restricted to be 1 and 2, denoted by MTI 1 and MTI 2 , respectively. We also evaluate Brown's method [2] . Since MTI 1 and MTI 2 consider the pairwise and three-order interactions, for a fair comparison, in addition to the method reported in [2] which considers only pairwise interactions, we extended Brown's method to consider three-order interactions by using Eq. 12 to help estimate the three-order interaction information. These two versions are denoted by Brown 1 and Brown 2 , respectively. The estimated as well as the ground-truth multi-information are shown in Table 1 , where the relative error is the difference between the ground-truth value and the estimated value divided by the ground-truth value.
From Table 1 we can find that Brown 2 and MTI 2 perform much better than Brown 1 and MTI 1 , and MTI 2 reaches the ground-truth value. This is easy to understand since Brown 2 and MTI 2 explores the three-order interactions while Brown 1 and MTI 1 consider only the pairwise interactions. Comparing MTI 1 (MTI 2 ) with Brown 1 (Brown 2 ), it can be found that the estimation of MTI is more closer to the ground-truth, although they consider the same pairwise (or three-order) interactions. This verifies our argument that MTI is more accurate if the variables are highly correlated. 
Real Data
Next we apply our MTI approach and Brown's method to study the behavior of AdaBoost and Bagging on real data.
In the experiments we have used two types of base classifiers, i.e., decision stump and C4.5 decision tree. The ensemble sizes are set to 3 to 21. For each configuration, we execute 50 runs of hold-out tests on UCI data set Breast Cancer and Heart Disease. In each run, two thirds data are used for training while the remaining for testing. The relevance, multi-information diversity, redundancy and conditional redundancy terms are estimated on the training data, and used to explain the ensemble prediction error on test data. Here, MTI 1 , MTI 2 and Brown 1 are evaluated.
2 Note that the estimated relevance, redundancy and conditional redundancy are monotonically increasing as the ensemble size increases. 2 In the experiments on synthetic data, the task is to estimate the interaction information and we can use Eq. 12 to help estimate the three-order interaction information for Brown2. On the real data, for estimating the diversity, Brown2 requires to calculate three-order conditional interaction information, yet the calculation is not straightforward. Moreover, Brown1 averages all the C 2 n number of pairwise redundancy (and conditional redundancy) terms, while Brown2 needs to deal with C 2 n pairwise terms and C 3 n three-order terms (in our approach there are always only n terms no matter what order is considered), and it is not clear whether the terms of different orders should be averaged together or not. So, in the experiments on real data we have not evaluated Brown2. 
Conclusion
In this paper, we propose a formulation of ensemble diversity from the view of multi-information. This formulation is mathematically equivalent to the previous information theoretic diversity formulation [2] , but is simpler and decomposable over component classifiers. Based on the formulation, we present an approximation for estimation. Experimental results show that the approximation can be used to study the behavior of ensemble methods to some extent in practice.
