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Abstract
We prove the following theorem: the Dirac equation for an electron
(invented by P.A.M.Dirac in 1928) can be written as a linear tensor
equation. An equation is called a tensor equation if all values in it are
tensors and all operations in it take tensors to tensors.
∗Research supported by the Russian Foundation for Basic Research, grants 00-01-00224,
00-15-96073, and by the Royal Society.
1
Contents
1 Part I. 3
1.1 The Dirac equation for an electron. . . . . . . . . . . . . . . . 3
1.2 The Clifford algebra and the spinor group. . . . . . . . . . . . 5
1.3 Secondary generators of the Clifford algebra. . . . . . . . . . . 8
1.4 Idempotents, left ideals, and matrix representations of Cℓ(1, 3). 9
1.5 A one-to-one correspondence between I(t) and CℓC(1, 3). . . . 12
1.6 The covariance of the Dirac equation. . . . . . . . . . . . . . . 14
1.7 Algebraic bispinors and the Dirac equation. . . . . . . . . . . 15
1.8 Hestenes’ form of the Dirac equation. . . . . . . . . . . . . . . 16
1.9 The Grassmann-Clifford bialgebra. . . . . . . . . . . . . . . . 18
2 Part II. 18
2.1 The exterior algebra of Minkowski space. . . . . . . . . . . . . 18
2.2 Operators d, δ,Υ,∆. . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 A tensor form of the Dirac equation. . . . . . . . . . . . . . . 23
2.4 Other tensor equations. . . . . . . . . . . . . . . . . . . . . . . 26
Introduction
The Dirac equation for an electron [9] can be written in several different but
equivalent forms. In this paper we consider two forms of the Dirac equation.
Namely Hestenes’ form of the Dirac Equation (HDE) and the Tensor form of
the Dirac Equation (TDE). The aim of this paper is to prove the following
theorem.
Theorem 1. The Dirac equation for an electron (2) (see [9]) can be written
in a form of linear tensor equation (58).
An equation is said to be written in a form of tensor equation if all values
in it are tensors and all operations in it take tensors to tensors.
A column of four complex valued functions (a bispinor) represents the
wave function of the electron in the Dirac equation. This wave function
has unusual (compared to tensors) transformation properties under Lorentz
changes of coordinates. These properties are investigated in the theory of
spinors (see [1],[2],[3],[20],[23]).
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There were attempts to find tensor equations equivalent to the Dirac
equation [11],[12],[13]. The resulting equations were nonlinear. This fact
leads to difficulties with the superposition principle, etc. The tensor equation
under consideration in our paper is linear.
In the first part of paper we consider the Clifford algebra Cℓ(1, 3) and in
the second part we consider the exterior algebra of Minkowski space Λ(E).
Elements of Λ(E) are covariant antisymmetric tensors and elements of Cℓ(1, 3)
are not tensors.
The tensor form of the Dirac equation (58) under consideration has three
sources. The first source is the Ivanenko-Landau-Ka¨hler equation (65) (see
[21],[14]). This is a tensor equation and a wave function of the electron
is represented in it by a nonhomogeneous covariant antisymmetric tensor
field with 16 complex valued components (four times more than in the Dirac
equation).
The second source is Hestenes’ form of the Dirac equation (46) (see [6],[7]).
The wave function of the electron is represented in it by a real even element
of the Clifford algebra Cℓeven(1, 3) and has 8 real valued components. This
equation is equivalent to the Dirac equation (see the proof in [8]). HDE
contains nontensor values namely elements of the Clifford algebra Cℓ(1, 3).
Hence it is not a tensor equation.
The third source is the constructions developed in [15], [16],[17], [18].
Also we want to mention an interesting approach to the construction of
the 2D Dirac tensor equation suggested by D.Vassiliev [19].
1 Part I.
1.1 The Dirac equation for an electron.
Let E be Minkowski space with the metric tensor
g = ‖gµν‖ = ‖g
µν‖ = diag(1,−1,−1,−1), (1)
xµ coordinates, and ∂µ = ∂/∂x
µ. Greek indices run over (0, 1, 2, 3). Sum-
mation convention over repeating indices is assumed. Our system of units is
such that speed of light c, Plank’s constant h¯, and the positron charge have
the value 1.
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The Dirac equation for an electron [9] has the form
γµ(∂µψ + iaµψ) + imψ = 0, (2)
where ψ = (ψ1 ψ2 ψ3 ψ4)
T is a column of four complex valued functions of
x = (x0, x1, x2, x3) (ψ is the wave function of an electron), aµ = aµ(x) is a
real valued covector of electromagnetic potential, m > 0 is a real constant
(the electron mass), and γµ are the Dirac γ-matrices
γ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , γ
1 =


0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

 , (3)
γ2 =


0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0

 , γ
3 =


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

 .
The equation (2) is invariant under the gauge transformation
ψ → ψ exp(iλ), aµ → aµ − ∂µλ, (4)
where λ = λ(x) is a smooth real valued function.
The matrices (3) satisfy the relations
γµγν + γνγµ = 2ηµν1, (5)
where 1 is the 4×4-identity matrix and
‖ηµν‖ = diag(1,−1,−1,−1).
Note that if 4×4-matrix T is invertible, then the matrices γ´µ = T−1γµT
also satisfy (5).
Let us denote
γµ1...µk = γµ1 . . . γµk , for 0 ≤ µ1 < · · · < µk ≤ 3. (6)
Then the 16 matrices
1, γ0, γ1, γ2, γ3, γ01, γ02, γ03, γ12, γ13, γ23, γ012, γ013, γ023, γ123, γ0123 (7)
form a basis of the matrix algebraM(4, C) (C is the field of complex numbers
and R is the field of real numbers).
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Remark. We assume that the matrix ‖ηµν‖ is independent of g from (1).
And more than this, the values gµν and ηµν have different mathematical
meaning. Namely metric tensor gµν is a geometrical object which is attribute
of Minkowski space. But the matrix ‖ηµν‖ is an algebraic object which
contains structure constants of an underlying algebra (as we see in a moment
this algebra is the Clifford algebra). Accidentally, the matrices ‖ηµν‖ and
‖gµν‖ have the same diagonal form diag(1,−1,−1,−1).
1.2 The Clifford algebra and the spinor group.
Let L be a real 16-dimensional vector space with basis elements enumerated
by ordered multi-indices
ℓ, ℓ0, ℓ1, ℓ2, ℓ3, ℓ01, ℓ02, ℓ03, ℓ12, ℓ13, ℓ23, ℓ012, ℓ013, ℓ023, ℓ123, ℓ0123. (8)
Suppose the multiplication of elements of L is defined by the following rules:
(i) L is an associative algebra (with the unity element ℓ) w.r.t. this multi-
plication;
(ii) ℓµℓν + ℓνℓµ = 2ηµνℓ;
(iii) ℓµ1 . . . ℓµk = ℓµ1...µk , for 0 ≤ µ1 < · · · < µk ≤ 3.
Then this algebra L is called the (real) Clifford algebra1 and is denoted by
Cℓ(1, 3), where the numbers 1 and 3 determine the signature of the matrix
‖ηµν‖. The complex Clifford algebra is denoted by CℓC(1, 3).
Elements of Cℓ(1, 3) of the form
U =
∑
µ1<···<µk
uµ1...µkℓ
µ1...µk (9)
are said to be elements of rank k. For every k = 0, 1, 2, 3, 4 the set of elements
of rank k is a subspace Cℓk(1, 3) of Cℓ(1, 3) and
Cℓ(1, 3) = Cℓ0(1, 3)⊕ . . .⊕ Cℓ4(1, 3) = Cℓeven(1, 3)⊕ Cℓodd(1, 3),
1The Clifford algebra was invented in 1878 by the English mathematician W.K.Clifford
[10]
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where
Cℓeven(1, 3) = Cℓ0(1, 3)⊕ Cℓ2(1, 3)⊕ Cℓ4(1, 3),
Cℓodd(1, 3) = Cℓ1(1, 3)⊕ Cℓ3(1, 3).
The dimensions of the spaces Cℓk(1, 3), k = 0, 1, 2, 3, 4 are equal to 1, 4, 6, 4, 1
respectively and the dimensions of Cℓeven(1, 3) and Cℓodd(1, 3) are equal to 8.
Four elements of Cℓ(1, 3) are called generators of the Clifford algebra if any
element of Cℓ(1, 3) can be represented as a linear combination of products
of these generators. Four generators Lµ ∈ Cℓ(1, 3) are said to be primary
generators if LµLν + LνLµ = 2ηµνℓ.
Hence, the basis elements ℓµ are primary generators of the Clifford algebra
Cℓ(1, 3).
Let us define the trace of a Clifford algebra element as a linear operation
Tr : Cℓ → R or Tr : CℓC → C such that Tr(ℓ) = 1 and Tr(ℓ
µ1...µk) = 0, k =
1, 2, 3, 4. The reader can easily prove that
Tr(UV − V U) = 0, Tr(V −1UV ) = TrU, U, V ∈ CℓC.
For
U =
∑
µ1<···<µk
uµ1...µkℓ
µ1...µk ∈ CℓkC(1, 3)
we may define an involution ∗ : CℓkC → Cℓ
k
C , k = 0, . . . , 4 by
U∗ =
∑
µ1<···<µk
u¯µ1...µkℓ
µk . . . ℓµ1 , (10)
where the bar means complex conjugation. For U ∈ Cℓk(1, 3) we have
U∗ = (−1)
k(k−1)
2 U.
It is readily seen that
U∗∗ = U, (UV )∗ = V ∗U∗, U, V ∈ Cℓ(1, 3). (11)
Let us define the group with respect to multiplication
Spin(1, 3) = {S ∈ Cℓeven(1, 3) : S∗S = ℓ},
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which is called the spinor group. For any F ∈ Cℓeven(1, 3) consider the linear
operator GF : Cℓ(1, 3)→ Cℓ(1, 3) such that
GF (U) = F
∗UF. (12)
In the sequel we use the following well known propositions (see proofs in
[23]).
Proposition 1. If T ∈ Cℓeven(1, 3) or T ∈ Cℓodd(1, 3), then
GT : Cℓ
k(1, 3)→ Cℓk(1, 3), k = 1, 2, 3;
GT : Cℓ
0(1, 3)⊕ Cℓ4(1, 3)→ Cℓ0(1, 3)⊕ Cℓ4(1, 3).
Proposition 2. If S ∈ Spin(1, 3), then
GS : Cℓ
k(1, 3)→ Cℓk(1, 3), k = 0, 1, 2, 3, 4.
and
S∗ℓνS = pνµℓ
µ, for S ∈ Spin(1, 3), (13)
where the matrix P = ‖pνµ‖ satisfies the relations
P TgP = g, detP = 1, p00 > 0. (14)
Therefore if we transform the coordinate system
x˜ν = pνµx
µ, (15)
with the aid of this matrix P = P (S), then we get the proper orthochronous
Lorentz transformation from the group SO+(1, 3) . Conversely, if some ma-
trix P specifies a transformation (15) from the group SO+(1, 3) , then there
exist two elements ±S ∈ Spin(1, 3) such that the formula (13) is satisfied (in
other words Spin(1, 3) is a double covering of SO+(1, 3) ). We say that the
transformation of coordinates (15),(14) from the group SO+(1, 3) is associ-
ated with the element S ∈ Spin(1, 3) if (13) holds.
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1.3 Secondary generators of the Clifford algebra.
Denote ℓ5 = ℓ0123 = ℓ0ℓ1ℓ2ℓ3. Then (ℓ5)2 = −ℓ and ℓ5 commutes with all
even elements and anticommutes with all odd elements of Cℓ(1, 3).
Definition 2. If elements H ∈ Cℓ1(1, 3) and I,K ∈ Cℓ2(1, 3) satisfy the
relations
H2 = ℓ, I2 = K2 = −ℓ, [H, I] = [H,K] = 0, {I,K} = IK +KI = 0,
(16)
then the elements H, ℓ5, I,K are said to be secondary generators of the Clif-
ford algebra Cℓ(1, 3).
In particular, if we take
H´ = ℓ0, I´ = −ℓ12, K´ = −ℓ13, (17)
then these elements satisfy (16) and hence, the elements H´, ℓ5, I´ , K´ are sec-
ondary generators of Cℓ(1, 3).
If H, ℓ5, I,K are secondary generators of Cℓ(1, 3), then the 16 elements
ℓ,H, I,K,HI,HK, IK,HIK, ℓ5, ℓ5H, ℓ5I, ℓ5K, ℓ5HI, ℓ5HK, ℓ5IK, ℓ5HIK
are the basis elements of Cℓ(1, 3) (linear independent) and the trace Tr of
every element of this basis, except ℓ, is equal to zero.
Let H, ℓ5, I,K be secondary generators of Cℓ(1, 3). The first pair H, ℓ5 is
such that
H2 = ℓ, (ℓ5)2 = −ℓ, {H, ℓ5} = 0. (18)
Thus the elements H, ℓ5 are generators of the Clifford algebra Cℓ(1, 1).
The second pair I,K is such that
I2 = K2 = −ℓ, {I,K} = 0. (19)
Therefore the elements I,K are generators of the Clifford algebra Cℓ(0, 2)
(which is isomorphic to the algebra of quaternions). Furthermore, the ele-
ments H, ℓ5 are commute with the elements I,K
[H, I] = [H,K] = [ℓ5, I] = [ℓ5, K] = 0. (20)
Consequently the Clifford algebra Cℓ(1, 3) is isomorphic to the direct product
Cℓ(1, 3) ≃ Cℓ(1, 1)⊗ Cℓ(0, 2).
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This relation leads to the well known fact that Cℓ(1, 3) can be represented by
the algebra M(2,H) of 2×2 matrices with quaternion elements.
We omit proofs of the following three propositions.
Proposition 3. Suppose elements H ∈ Cℓodd(1, 3) and I ∈ Cℓeven(1, 3) satisfy
the relations
H2 = ℓ, I2 = −ℓ, [H, I] = 0. (21)
Then there exists an invertible element T ∈ Cℓeven(1, 3) such that
T−1HT = ℓ0, T−1IT = −ℓ12.
Proposition 4. Suppose elements H ∈ Cℓ1(1, 3) and I ∈ Cℓ2(1, 3) satisfy the
relations (21). Then there exists an element S ∈ Spin(1, 3) such that
S∗HS = ℓ0, S∗IS = −ℓ12.
Proposition 5. Suppose H, ℓ5, I,K are secondary generators of Cℓ(1, 3);
then there exists a unique element S ∈ Spin(1, 3) such that
S∗HS = ℓ0, S∗IS = −ℓ12, S∗KS = −ℓ13.
1.4 Idempotents, left ideals, and matrix representa-
tions of Cℓ(1, 3).
An element τ of an algebra A is said to be an idempotent if τ 2 = τ . A
subspace I ⊆ A is called a left ideal of the algebra A if au ∈ I for all
a ∈ A, u ∈ I. Every idempotent τ ∈ A generates the left ideal
I(τ) = {aτ : a ∈ A}.
Consider the idempotent
t =
1
4
(ℓ+H)(ℓ− iI) (22)
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and the left ideal I(t) of CℓC(1, 3). The complex dimension of I(t) is equal
to 4. Let us denote
tk = Fkt, k = 1, 2, 3, 4, (23)
where
F1 = ℓ, F2 = K, F3 = −Iℓ
5, F4 = −KIℓ
5. (24)
Elements tk ∈ I(t), k = 1, 2, 3, 4 are linear independent and form a basis of
I(t). It is easy to check that tkt1 = tk and tktn = 0 for n 6= 1.
Let us define an operation of Hermitian conjugation
U † := HU∗H, U ∈ CℓC(1, 3) (25)
such that (UV )† = V †U †, U †† = U .
Now we may introduce a scalar product of elements of the left ideal I(t)
(U, V ) := 4Tr(UV †), U, V ∈ I(t). (26)
This scalar product converts the left ideal I(t) into the four dimensional
unitary space.
Theorem . The basis elements tk = t
k, k = 1, 2, 3, 4 of I(t) are mutually
orthogonal w.r.t. the scalar product (26)
(tk, t
n) = δnk , k, n = 1, 2, 3, 4
where δkk = 1 and δ
n
k = 0 for k 6= n.
Proof is by direct calculation.
In what follows we use the formulas
Ψ = (Ψ, tk)tk for Ψ ∈ I(t) (27)
and
(KU, V ) = (U,K†V ) for U, V ∈ I(t), K ∈ CℓC(1, 3).
Now we introduce the following concept. We claim that the set of sec-
ondary generators H, ℓ5, I,K uniquely defines a matrix representation for
Cℓ(1, 3). Indeed, for U ∈ Cℓ(1, 3) the products Utk belong to I(t) and can
be represented as linear combinations of basis elements tn with certain coef-
ficients γ(U)nk
Utk = γ(U)
n
ktn, k = 1, 2, 3, 4. (28)
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Thus, the matrix γ(U) with the elements γ(U)nk (an upper index enumerates
lines and a lower index enumerate columns of a matrix) is associated with
the element U ∈ Cℓ(1, 3). In particular, the matrices γµ = γ(ℓµ) are defined
by the formulas
ℓµtk = γ(ℓ
µ)nktn, k = 1, . . . , 4; µ = 0, . . . , 3. (29)
Considering scalar products of the left and right hand sides of (28),(29) by
tn and using mutual orthogonality of tk, we get
γ(U)nk = (Utk, t
n) (30)
and, in particular
γnµk = γ(ℓ
µ)nk = (ℓ
µtk, t
n). (31)
It can be shown that
γ(UV ) = γ(U)γ(V ), γ(ℓ) = 1, γ(αU) = αγ(U), α ∈ C.
Therefore the map γ : Cℓ→M(4, C) defined by (28) is a matrix representa-
tion of the Clifford algebra Cℓ.
If we take secondary generators of the form (17), then the matrices γµ
from (31) are equal to the matrices from (3).
Let S be an element of the group Spin(1, 3) and γ(S), γ(S∗) be the matrix
representation of S, S∗ given by (28). From the formula (13) we have
S∗ℓµS = pµνℓ
ν , SℓνS∗ = qνµℓ
µ, (32)
where
pµνq
ν
λ = δ
µ
λ , q
µ
ν p
ν
λ = δ
µ
λ .
For the secondary generators H, ℓ5, I,K consider the transformation
(H, ℓ5, I,K)→ (S∗HS, ℓ5, S∗IS, S∗KS),
which leads to the transformation of the left ideal I(t) → I(S∗tS) and the
basis elements
tk → t´k = S
∗tkS.
Now we may define a new matrix representation of the Clifford algebra γ´ :
Cℓ→M(4, C) with the aid of the formula
Ut´k = γ´(U)
n
k t´n. (33)
11
Theorem . For every U ∈ Cℓ the matrix γ(U) defined with the aid of (30)
connected with the matrix representation γ´(U) by the formula
γ´(U) = γ(S)γ(U)γ(S∗).
Proof. It is sufficient to prove this theorem for the primary generators ℓµ.
We have
ℓµtk = γ(ℓ
µ)nktn.
Multiplying both sides of this relation from the left by S∗ and from the right
by S, we obtain
(S∗ℓµS)(S∗tkS) = γ(ℓ
µ)nk(S
∗tnS).
Substituting S∗tkS = t´k and S
∗ℓµS = pµνℓ
ν from (32), we get
pµνℓ
ν t´k = γ(ℓ
µ)nk t´n.
Multiplying both sides by qλµ from (32) and summing over µ, we obtain
qλµp
µ
ν ℓ
ν t´k = ℓ
λt´k =
= γ(qλµℓ
µ)nk t´n = γ(Sℓ
λS∗)nk t´n
= (γ(S)γ(ℓλ)γ(S∗))nk t´n.
This completes the proof.
Let us note that γ´(S) = γ(S) and γ´(S∗) = γ(S∗)
1.5 A one-to-one correspondence between I(t) and
CℓC(1, 3).
The dimension of the linear space Cℓeven(1, 3) is equal to 8. The left ideal
I(t) has the complex dimension 4 and, thus, the real dimension 8. We may
consider the map Cℓeven(1, 3)→ I(t) given by the formula
Ψ→ Ψt = φktk,
where Ψ ∈ Cℓeven(1, 3) and φk = (Ψt, tk). Let us prove that this map gives
the one-to-one correspondence between the even Clifford algebra Cℓeven(1, 3)
and the left ideal I(t).
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Theorem 3. Suppose Φ = φktk ∈ I(t). Then the equation for Ω ∈
Cℓeven(1, 3)
Ωt = Φ (34)
has a unique solution
Ω = Fk(α
kℓ+ βkI), (35)
where φk = αk + iβk and Fk are defined in (24).
Proof. Multiplying both sides of (35) from the right by t and using the
relation It = it, we see that the formula (35) really gives the solution of (34).
Now we must prove that the homogeneous equation Ωt = 0 has only trivial
solution Ω = 0. Firstly we give the proof for the secondary generators from
(17). Suppose Ω is of the form
Ω = ωℓ+
∑
µ<ν
ωµνℓ
µν + ω5ℓ
5.
Then the element Ωt ∈ I(t) can be expanded in the basis tk
Ωt = (ω − iω12)t1 + (−ω13 − iω23)t2 + (−ω03 + iω5)t3 + (−ω01 − iω02)t4.
Therefore from Ωt = 0 we get Ω = 0. For the case of general secondary
generators we must represent Ω as the linear combination of products of the
generators ℓ5, I,K and arguing as above. So the solution (35) of (34) is
unique. This completes the proof.
Theorem . If Ψ ∈ Cℓeven(1, 3) and S ∈ Spin(1, 3), then the relation
Ψt = ψktk, (36)
where ψk = (Ψt, tk) ∈ C, is invariant under the following transformation:
tk → t´k = S
∗tkS,
Ψ → Ψ´ = ΨS, (37)
ψk → ψ´k = γ(S)kl ψ
l = (Stl, t
k)ψl.
Proof. We have
(Ψ´t´− ψ´kt´k)S
∗ = Ψt− (Stl, t
k)ψlS∗tk =
= Ψt− ψl(Stl, t
k)(S∗tk, t
n)tn =
= Ψt− ψntn.
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Here we use the formulas
S∗tk = (S
∗tk, t
n)tn
and
(Stl, t
k)(S∗tk, t
n) = γ(S)kl γ(S
∗)nk = δ
n
l .
This completes the proof.
Consider the correspondence ℓµ → γµ between primary generators of the
Clifford algebra and Dirac’s γ-matrices. Let us extend this correspondence
to the map γ : Cℓ(1, 3)→M(4, C) or γ : CℓC(1, 3)→M(4, C) in such a way
that any element of the Clifford algebra
U = uℓ+ uµℓ
µ +
∑
µ1<µ2
uµ1µ2ℓ
µ1µ2 +
∑
µ1<µ2<µ3
uµ1µ2µ3ℓ
µ1µ2µ3 + u0123ℓ
0123 (38)
corresponds to the matrix U ∈M(4, C)
U = u1+ uµγ
µ+
∑
µ1<µ2
uµ1µ2γ
µ1µ2 +
∑
µ1<µ2<µ3
uµ1µ2µ3γ
µ1µ2µ3 + u0123γ
0123 (39)
And let ℓ : M(4, C)→ CℓC(1, 3) or ℓ : M(4, C)→ Cℓ(1, 3) be the inverse map
such that any matrix (39) corresponds to the element (38) of the (complex)
Clifford algebra.
1.6 The covariance of the Dirac equation.
Let us consider the transformation of the Dirac equation (2) under a change of
coordinates (x)→ (x˜) from the group SO+(1, 3) . This change of coordinates
(15),(14) is associated with an element S ∈ Spin(1, 3) in accordance with
(13). By S = γ(S) denote the matrix representation of the element S. Then
the matrix S satisfies
S∗γνS = pνµγ
µ. (40)
The covectors ∂µ and aµ are transformed under the change of coordinates
(15) as
∂µ = p
ν
µ∂˜ν , aµ = p
ν
µa˜ν , (41)
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where ∂˜ν = ∂/∂x˜
ν and a˜ν are components of the covector aµ in coordinates
(x˜). By substituting (41),(40) into (2), we obtain
γµ(∂µψ + iaµψ) + imψ = p
ν
µγ
µ(∂˜νψ + ia˜νψ) + imψ =
= S∗γνS(∂˜νψ + ia˜νψ) + imψ =
= S∗(γν(∂˜ν(Sψ) + ia˜ν(Sψ)) + im(Sψ))
Hence, if a column of four complex valued functions ψ = ψ(x) in the
coordinates (x) satisfies the equation (2), then the column ψ˜ = Sψ(x(x˜)) in
coordinates (x˜) satisfies the equation
γν(∂˜νψ˜ + ia˜νψ˜) + imψ˜ = 0, (42)
which has the same form as (2).
Definition 1. A column of four complex valued functions ψ is called a
bispinor if ψ transforms under the change of coordinates (15),(14),(13) as
ψ → ψ˜ = Sψ(x(x˜)), where S = γ(S).
1.7 Algebraic bispinors and the Dirac equation.
Consider the equation [4]
ℓµ(∂µρ+ iaµρ) + imρ = 0, (43)
where ρ = ρ(x) ∈ CℓC(1, 3). The element ρ has 16 complex components, i.e.,
four times more than the bispinor. Multiplying the equation (43) from the
right by t, we obtain that the element θ = ρt ∈ I(t) satisfying the same
equation
ℓµ(∂µθ + iaµθ) + imθ = 0. (44)
Theorem 2. An element θ = ψkt
k ∈ I(t) satisfies the equation (44) iff the
column ψ = (ψ1 ψ2 ψ3 ψ4)
T satisfies the Dirac equation (2).
Proof. Necessity. Substituting θ = ψkt
k into (44) and using (28), we get
ℓµtk(∂µψk + iaµψk) + imψlt
l = (γµkl (∂µψk + iaµψk) + imψl)t
l = 0. (45)
Taking into account the linear independence of tk, we obtain the equations
γµkl (∂µψk + iaµψk) + imψl = 0, l = 1, 2, 3, 4,
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which is evidently equivalent to the Dirac equation (2).
Arguing as above but in inverse order, we prove sufficiency. This com-
pletes the proof.
We say that for t from (22) the left ideal I(t) ⊂ CℓC(1, 3) is the spinor
space. Elements of the spinor space are called algebraic bispinors. The
formula θ = ψkt
k gives the relation between the algebraic bispinor θ ∈ I(t)
and the bispinor ψ = (ψ1 ψ2 ψ3 ψ4)
T .
1.8 Hestenes’ form of the Dirac equation.
Let H, ℓ5, I,K be secondary generators of Cℓ(1, 3) and be independent of x.
Consider the equation for Ψ = Ψ(x) ∈ Cℓeven(1, 3)
ℓµ(∂µΨ + aµΨI) +mΨHI = 0, (46)
which was invented by D.Hestenes [6] in 1966. This equation is called
Hestenes’ form of the Dirac equation (HDE). Let us show that the equa-
tion (46) is equivalent to the equation (44) and consequently to the Dirac
equation (2). To prove this fact we need the following theorem.
Theorem 4. An element Ψ = Ψ(x) ∈ Cℓeven(1, 3) satisfies the equation (46)
iff the element θ = Ψt ∈ I(t) satisfies the equation (44).
Proof. Necessity. Suppose Ψ ∈ Cℓeven(1, 3) satisfies the equation (46). Let
us multiply (46) from the right by the idempotent t and use the relations
Ht = t, It = it.
Then we get the equation (44) for θ = Ψt ∈ I(t)
ℓµ(∂µΨt+ aµΨIt) +mΨHIt = ℓ
µ(∂µΨt + iaµΨt) + imΨt = 0.
Sufficiency. Suppose the element θ ∈ I(t) satisfies the equation (44). Let us
multiply this equation from the right by t and use the relations
t = tH, it = tI, θt = θ.
Then we obtain
ℓµ(∂µθ + aµθI) +mθHI = 0. (47)
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Now using Theorem 3 we may take Ψ ∈ Cℓeven(1, 3) as the solution of the
equation Ψt = θ. We claim that this Ψ satisfies the equation (46). In fact,
substituting θ = Ψt into the equation (47) and multiplying from the left by
H , we get
0 = H(ℓµ(∂µΨ+ aµΨI) +mΨHI)t ≡ Ωt,
where Ω ∈ Cℓeven(1, 3). By Theorem 3 the equation Ωt = 0 has only the
trivial solution Ω = 0. Hence Ψ satisfies (46). The theorem is proved.
Thus, we have proved that HDE (46) for Ψ ∈ Cℓeven(1, 3) is equivalent to
the Dirac equation (2) for ψ = (ψ1 ψ2 ψ3 ψ4)
T , ψk = αk+ iβk and the relation
between these solutions is
Ψ = F k(αkℓ+ βkI), (48)
where the summation over k = 1, 2, 3, 4 is assumed.
Consider a change of coordinates (15),(14),(13) from the group
SO+(1, 3) associated with the element S ∈ Spin(1, 3). Arguing as in section
3, we see that HDE transforms under this change of coordinates as follows
ℓµ(∂µΨ+ aµΨI) +mΨHI = S
∗(ℓν(∂˜ν(SΨ) + a˜ν(SΨ)I) +m(SΨ)HI).
Hence, if Ψ = Ψ(x) ∈ Cℓeven(1, 3) in coordinates (x) satisfies HDE (46), then
the element Ψ˜ = SΨ(x(x˜)) in coordinates (x˜) satisfies the equation
ℓν(∂˜νΨ˜ + a˜νΨ˜I) +mΨ˜HI = 0,
which has the same form as (46). As was shown, the relation in coordinates
(x) between a solution ψ of the Dirac equation and the solution Ψ of HDE
is given by the formula
Ψt = ψkt
k, ψ = (ψ1 ψ2 ψ3 ψ4)
T .
And the relation in coordinates (x˜) between the solution ψ˜ = Sψ of the Dirac
equation and the solution Ψ˜ = SΨ of HDE is given by the formula
Ψ˜t = ψ˜lt
l, ψ˜ = (ψ˜1 ψ˜2 ψ˜3 ψ˜4)
T .
Indeed, using the formula St = γ(S)kl t
l, where γ(S)kl are elements of the
matrix S, we obtain
Ψ˜t = SΨt = ψkSt
k = ψkγ(S)
k
l t
l = ψ˜lt
l.
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1.9 The Grassmann-Clifford bialgebra.
Suppose that for elements of Cℓ(1, 3) the exterior multiplication (denoted by
∧) is defined by the following rules:
(j) Cℓ(1, 3) is an associative algebra (with the unity element ℓ) with respect
to exterior multiplication;
(jj) ℓµ ∧ ℓν = −ℓν ∧ ℓµ , µ, ν = 0, 1, 2, 3;
(jjj) ℓµ1 ∧ . . . ∧ ℓµk = ℓµ1...µk for 0 ≤ µ1 < · · · < µk ≤ 3.
The resulting algebra (equipped with the Clifford multiplication and with
the exterior multiplication) is called the Grassmann-Clifford bialgebra and
is denoted by Λ(1, 3). The complex valued Grassmann-Clifford bialgebra
is denoted by ΛC(1, 3). Any element U ∈ Λ(1, 3) can be expanded in the
basis as in (38). The coefficients uµ1...µk in (38) are enumerated by ordered
multi-indices. Let us take the coefficients that are antisymmetric w.r.t. all
indices
uµ1...µk = u[µ1...µk ],
where square brackets denote the operation of alternation (with the division
by k!). Then elements of the form
∑
µ1<···<µk
uµ1...µkℓ
µ1...µk =
1
k!
uν1...νkℓ
ν1 ∧ . . . ∧ ℓνk =
1
k!
uν1...νkℓ
ν1 . . . ℓνk (49)
are said to be elements of rank k and belong to Λk(1, 3), where Λk(1, 3),
Λeven(1, 3), Λodd(1, 3) are the same as Cℓk(1, 3), Cℓeven(1, 3), Cℓodd(1, 3). If
U ∈ Λr(1, 3), V ∈ Λs(1, 3) then
U ∧ V = (−1)rsV ∧ U ∈ Λr+s(1, 3). (50)
2 Part II.
2.1 The exterior algebra of Minkowski space.
Let E be Minkowski space with the metric tensor (1), with coordinates xµ,
with basis coordinate vectors eµ, and with basis covectors e
µ = gµνeν . Con-
sider a covariant antisymmetric tensor field of rank 0 ≤ k ≤ 3 on E with
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components
uµ1...µk = u[µ1...µk](x).
It is suitable to write this field with the aid of the expression
1
k!
uν1...νke
ν1 ∧ . . . ∧ eνk , (51)
where the expression eν1 ∧ . . . ∧ eνk in the fixed coordinates (x) can be con-
sidered as an element of the Grassmann algebra. Under a linear change of
coordinates
xµ =
∂xµ
∂x˜ν
x˜ν = qµν x˜
ν (52)
the transformation rule for the expression eν1 ∧ . . . ∧ eνk corresponds to the
transformation rule for basis covectors eν . That is,
eν = qνµe˜
µ, eν1 ∧ . . . ∧ eνk = qν1µ1 . . . q
νk
µk
e˜µ1 ∧ . . . ∧ e˜µk . (53)
Therefore under the change of coordinates (52) the expression (51) is invari-
ant
1
k!
uν1...νke
ν1 ∧ . . . ∧ eνk =
1
k!
u˜µ1...µk e˜
µ1 ∧ . . . ∧ e˜µk ,
where
u˜µ1...µk = p
λ1
ν1
. . . pλkνkuλ1...λk
are components of the tensor field uν1...νk in the coordinates (x˜) and
pλν =
∂x˜λ
∂xν
, pλνq
ν
µ = δ
λ
µ (δ
λ
λ = 1, δ
λ
µ = 0 for µ 6= λ).
The expressions (51) are called exterior forms of rank k or k-forms. The set
of all k-forms is denoted by Λk(E). The formal sum of k-forms
4∑
k=0
1
k!
uν1...νke
ν1 ∧ . . . ∧ eνk (54)
are said to be (nonhomogeneous) exterior form. The set of all exterior forms
is denoted by Λ(E) and
Λ(E) = Λ0(E)⊕ . . .⊕ Λ4(E) = Λeven(E)⊕ Λodd(E).
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It is well known that the exterior product of exterior forms is an exterior
form.
Consider the Hodge star operator ⋆ : Λk(E) → Λ4−k(E). If U ∈ Λk(E)
has the form (51), then
⋆U =
1
k!(4− k)!
εµ1...µ4u
µ1...µkeµk+1 ∧ . . . ∧ eµ4 ,
where
uµ1...µk = gµ1ν1 . . . gµkνkuν1...νk
and εµ1...µ4 is the sign of the permutation (µ1 . . . µ4). ⋆U is an exterior form
(a covariant antisymmetric tensor) w.r.t. any change of coordinates with a
positive Jacobian.
Remark. In this paper we consider changes of coordinates only from the
group SO+(1, 3) (a Jacobian is equal to 1) and do not distinguish tensors and
pseudotensors.
It is easy to prove that for any U ∈ Λk(E)
⋆(⋆U) = (−1)k+1U. (55)
Further on we consider the bilinear operator Com : Λ2(E)×Λ2(E)→ Λ2(E)
such that for basis 2-forms
Com(eµ1∧eµ2 , eν1∧eν2) = −2gµ1ν1eµ2∧eν2−2gµ2ν2eµ1∧eν1+2gµ1ν2eµ2∧eν1+2gµ2ν1eµ1∧eν2
Evidently
Com(U, V ) = −Com(V, U), U, V ∈ Λ2(E).
Now we define the Clifford multiplication of exterior forms with the aid of
the following formulas:
0
U
k
V =
k
V
0
U=
0
U ∧
k
V=
k
V ∧
0
U,
1
U
k
V =
1
U ∧
k
V − ⋆ (
1
U ∧⋆
k
V ),
k
U
1
V =
k
U ∧
1
V + ⋆ (⋆
k
U ∧
1
V ),
2
U
2
V =
2
U ∧
2
V + ⋆ (
2
U ∧⋆
2
V ) +
1
2
Com(
2
U,
2
V ),
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2U
3
V = ⋆
2
U ∧⋆
3
V − ⋆ (
2
U ∧⋆
3
V ),
2
U
4
V = ⋆
2
U ∧⋆
4
V ,
3
U
2
V = −⋆
3
U ∧⋆
2
V − ⋆ (⋆
3
U ∧
2
V ),
3
U
3
V = ⋆
3
U ∧⋆
3
V + ⋆ (
3
U ∧⋆
3
V ),
3
U
4
V = ⋆
3
U ∧⋆
4
V ,
4
U
2
V = ⋆
4
U ∧⋆
2
V ,
4
U
3
V = −⋆
4
U ∧⋆
3
V ,
4
U
4
V = −⋆
4
U ∧⋆
4
V ,
where ranks of exterior forms are denoted as
k
U∈ Λk(E) and k = 0, 1, 2, 3, 4.
From this definition we may get some properties of the Clifford multipli-
cation of exterior forms.
1. If U, V ∈ Λ(E), then UV ∈ Λ(E).
2. The axioms of associativity and distributivity are satisfied for the Clifford
multiplication.
3. eµeν = eµ ∧ eν + gµνe, eµeν + eνeµ = 2gµνe.
4. eµ1 . . . eµk = eµ1 ∧ . . . ∧ eµk = eµ1...µk for 0 ≤ µ1 < · · · < µk ≤ 3.
5. If U, V ∈ Λ2(E), then Com(U, V ) = UV − V U .
Taking into account these properties of Clifford multiplication, we may
conclude that Propositions 1 – 5 of Part I initially formulated for elements
of Cℓ(1, 3) are also valid for elements of Λ(E).
In the sequel, we use the group
Spin(E) = {S ∈ Λeven(E) : S∗S = e}. (56)
2.2 Operators d, δ,Υ,∆.
First consider the operator
dV = eµ ∧ ∂µV, V ∈ Λ(E)
such that
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1) d : Λk(E)→ Λk+1(E);
2) d2 = 0;
3) d(U ∧ V ) = dU ∧ V + (−1)kU ∧ dV for U ∈ Λk(E), V ∈ Λ(E).
Secondly, consider the operator δ
δU = ⋆d ⋆ U for U ∈ Λ(E)
such that
1) δ : Λk(E)→ Λk−1(E);
2) δ2 = 0.
Thirdly, consider the operator (Upsilon)
Υ = d− δ
such that
1) Υ : Λk(E)→ Λk+1(E)⊕ Λk−1(E);
2) ΥU = eµ∂µU .
The second property in this list follows from the definition of Clifford multi-
plication
1
U
k
V=
1
U ∧
k
V − ⋆ (
1
U ∧⋆
k
V )
if we formally substitute
1
U= eµ∂µ.
Finally, consider the Beltrami-Laplace operator
∆ = Υ2 = (d− δ)2 = −(dδ + δd) = gµν∂µ∂ν
such that
1) ∆ : Λk(E)→ Λk(E);
2) ∆ commutes with the operators d, δ,Υ, ⋆.
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2.3 A tensor form of the Dirac equation.
Let H ∈ Λ1(E), I ∈ Λ2(E) be two independent of x exterior forms such that
H2 = e, I2 = −e, [H, I] = 0. (57)
Now we consider the equation
ΥΦ + AΦI +mΦHI = 0, (58)
where Φ = Φ(x) ∈ Λeven(E), A = aµ(x)e
µ ∈ Λ1(E), and m ≥ 0 is a real
constant. All the values (Φ, A, I,H) in (58) are exterior forms (covariant
antisymmetric tensors). Two operations are used in (58). Namely the differ-
ential operator Υ = d− δ = eµ∂µ and the Clifford multiplication of exterior
forms. Both operations take exterior forms to exterior forms. In other words,
(58) is a tensor equation. We say that the equation (58) is the Tensor form of
the Dirac Equation (TDE). The TDE is invariant under the following global
(independent of x) transformation
Φ → ΦS,
H → S∗HS, (59)
I → S∗IS,
where S ∈ Spin(E), ∂µS = 0.
In a fixed coordinate system (x) the TDE is equivalent to HDE (46) and
the connection between (58) and (46) is given by the formula
(Φ)eµ→ℓµ = Ψ.
Let us remind that HDE (46) is equivalent to the Dirac equation (2) and the
connection between them is given by the formula (48).
Remark. Taking into account the theorem 5, it is clear that we may use
in the TDE H ∈ Λodd(E), I ∈ Λeven(E) which satisfies (57) instead of H ∈
Λ1(E), I ∈ Λ2(E). In this case the equation (58) is invariant under the global
transformation
Φ→ ΦT, H → T−1HT, I → T−1IT,
where T ∈ Λeven(E) is an invertible element.
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Under a linear change of coordinates (x) → (x˜) all exterior forms are
invariants. Therefore in coordinates (x˜) the TDE has the form
Υ˜Φ˜ + A˜Φ˜I˜ +mΦ˜H˜I˜ = 0,
where Υ˜ = e˜µ∂/∂x˜µ = Υ, Φ˜ = Φ, A˜ = A, H˜ = H , I˜ = I and Φ˜, A˜, H˜, I˜ are
the exterior forms written in coordinates (x˜).
Let us define the trace of an exterior form as a linear operation Tr :
Λ(E)→ R or Tr : ΛC(E)→ C such that Tr(e) = 1 and Tr(e
µ1...µk) = 0, k =
1, 2, 3, 4. The reader can easily prove that
Tr(UV − V U) = 0, Tr(V −1UV ) = TrU, U, V ∈ Λ(E).
Now we can find the conservative current for the TDE. For this let us denote
C = Φ∗(ΥΦ + AΦI +mΦHI), Φ¯ = HΦ∗.
Then
HC = Φ¯(eµ∂µΦ + AΦI +mΦHI), HC
∗ = (∂µΦ¯e
µ − IΦ¯A−mIHΦ¯)Φ.
Using the formula Tr(UV − V U) = 0, we get
Tr(IΦ¯AΦ− Φ¯AΦI) = 0, Tr(HIΦ¯Φ− Φ¯ΦHI) = 0. (60)
Suppose Φ ∈ Λeven(E) is a solution of the TDE, then, with the aid of (60),
we obtain
0 = Tr(H(C + C∗)) = Tr(Φ¯eµ∂µΦ+ ∂µΦ¯e
µΦ) = Tr(∂µ(Φ¯e
µΦ)) = ∂µj
µ,
where
jµ = Tr(Φ¯eµΦ).
Therefore the vector jµ is the conservative current. If we take the 1-form
J = gµνj
νeµ = jµe
µ = ΦΦ¯,
then the divergence ∂µj
µ = 0 can be rewritten in the form
δJ = 0.
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Finally let us define the Lagrangian from which the TDE can be derived
Lagr1 = Tr(HCI).
Adding the term that describes the free field A to Lagr1, we obtain
Lagr = Lagr1 + Tr(F
2), (61)
where F = dA is a 2-form, Tr(F 2) = −1
2
fµνfµν , fµν = ∂µaν − ∂νaµ. Hence
the Lagrangian Lagr depends on the following exterior forms: Φ ∈ Λeven(E),
Φ¯ ∈ Λodd(E), A ∈ Λ1(E). Using the variational principle [22] we suppose that
the exterior forms Φ and Φ¯ are independent and as the variational variables
we take the 8 functions which are the coefficients of the exterior form Φ¯
and the 4 functions which are the coefficients of the exterior form A. The
Lagrange-Euler equations with respect to these variables give us the system
of equations, which can be written in the form
(d− δ)Φ + AΦI +mΦHI = 0,
dA = F, (62)
δF = J,
where J = ΦΦ¯ = ΦHΦ∗. This system of equation can also be written in the
form
eµ(∂µΦ + aµΦI) +mΦHI = 0,
∂µaν − ∂νaµ = fµν , (63)
∂µf
µν = jν ,
where jν = Tr(Φ¯eνΦ), fµν = gµλgνǫfλǫ.
The Lagrangian (61) and the systems of equations (62),(63) are invariant
under the gauge transformation with the symmetry group U(1)
Φ→ Φexp(λI), A→ A− dλ, (64)
where λ = λ(x) ∈ Λ0(E) and exp(λI) = e cosλ + I sinλ. And they are also
invariant under the global (independent of x) transformation (59) with the
symmetry group Spin(E). The gauge invariance (64) expresses the interaction
of the electron (fermion) with an electromagnetic field. The global invariance
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(59) leads to unusual (compared to tensors) transformation properties of
bispinors under Lorentz changes of coordinates.
The Dirac equation can be generalized to the (pseudo) Riemannian space
V using a special technique known as the tetrad formalism. We suppose that
the TDE gives another possibility to describe the electron in the presence of
gravity. Here we must take into account the fact that in Riemannian space
there is no invariance of equations under global transformations of the form
(59). Consequently we must use a gauge (local) transformation instead of the
global transformation (59). This leads to a new gauge field with the Spin(V)
symmetry group, which we interpret as the gravitational field. For details of
such an approach see [18].
2.4 Other tensor equations.
Consider the Ivanenko-Landau-Ka¨hler equation [21],[14]
Υρ+ iAρ+ imρ = 0, (65)
where ρ = ρ(x) ∈ ΛC(E) and A = A(x) ∈ Λ
1(E). We arrive at the TDE (58)
by multiplying (65) from the right by the idempotent
t =
1
4
(e+H)(e− iI)
and using the relations
t = tH, it = tI.
Similarly, multiplying (65) by
t =
1
2
(e+H)
and using the relation t = tH , we arrive at the following equation:
Υη + iAη + imηH = 0, (66)
where η ∈ ΛevenC (E). In the same way, multiplying (65) by
t =
1
2
(e− ie5), (e5 = e0123 = e0 ∧ e1 ∧ e2 ∧ e3 = e0e1e2e3),
and using the relation it = te5 we arrive at the equation
Υω + Aωe5 +mωe5 = 0, (67)
where ω ∈ Λ(E). Evidently, (65),(66),(67) are tensor equations.
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