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Interview data is multimodal data: it consists of speech sound, 
facial expression and gestures, captured in a particular situation, 
and containing textual information and emotion.  
This workshop shows how a multidisciplinary approach may 
exploit the full potential of interview data. The workshop first 
gives a systematic overview of the research fields working with 
interview data. It then presents the speech technology currently 
available to support transcribing and annotating interview data, 
such as automatic speech recognition, speaker diarization, and 
emotion detection. Finally, scholars who work with interview 
data and tools may present their work and discover how to make 
use of existing technology. 
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1 Introduction 
As increasingly sophisticated new technologies for working with 
numbers, text, sound and images come on stream, there is one 
type of data that begs to be explored by the wide array of 
available digital humanities tools, and that is interview data [2, 
4] (Fig. 1). A series of four workshops from 2016 to 2018, held in 
Oxford, Utrecht, Arezzo and Munich, brought together scholars 
from different research fields to explore their needs, 
requirements, and the current state of the art with respect to 
interview data. 
 
Figure 1: High-level simplified journey of working with 
interview data 
When considering research processes that involve interview data, 
we observe a variety of scholarly approaches, that are typically 
not shared across disciplines. Scholars hold on to engrained 
research practices drawn from specific research paradigms and 
they seldom venture outside their comfort zone. The inability to 
‘reach across’ methods and tools arises from tight disciplinary 
boundaries, where terminology and literature may not overlap, 
or from different priorities placed upon digital skills in research. 
We believe that offering accessible and customized information 





Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit or commercial advantage and that copies bear this notice and the full citation 
on the first page. Copyrights for components of this work owned by others than the 
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior specific 
permission and/or a fee. Request permissions from Permissions@acm.org. 
ICMI ’20, October 25–29, 2020, Virtual Event, Netherlands. 
© 2020 Copyright is held by the owner/author(s). Publication rights licensed to ACM. 
ACM ISBN 978-1-4503-7581-8/20/10...$15.00. 
https://doi.org/10.1145/3382507.3420054 
 
Workshops Summary ICMI '20, October 25–29, 2020, Virtual Event, Netherlands
886
 
2 The Workshop 
This workshop aims to take stock of our efforts to break down 
disciplinary boundaries by offering scholars the opportunity to 
apply, experiment and exchange digital tools that have been 
developed in the realm of Digital Humanities. We would also 
like to share our insights with a wider audience of scholars 
coming from different disciplines. Point of departure is a 
webportal that we have developed for automatic speech to text 
conversion (transcription) by Automatic Speech Recognition 
(ASR). 
This half-day workshop is open for everyone interested in the 
processing of spoken narratives for research purposes (scholars) 
or for archiving and opening up interview data (archivists). It 
will provide cross-disciplinary knowledge exchange between all 
participants by presenting the following elements: 
 Outline of the various approaches of different disciplines 
that work with spoken data and how they use annotation, 
text analysis and emotion extraction tools to process their 
data [6] 
 Outline and hands-on components of the open source tool 
the T-Chain (Fig. 2). Participants can process their own 
audio-clips in Dutch, German, Italian or English. and explore 
how to further process the ASR output [7, 8] 
 Connect the ASR-results to existing written text sources 
(books, newspapers, blogs)  
 Short lectures by invited speakers  
 Figure out how to strengthen and expand the community 
around Interview Data and Technology  
 
Figure 2: schematic view of the T-Chain: processing of 
spoken documents from recording/digitization into 
transcribed digital files including metadata 
3 Workshop website and user participation 
The workshop has a maximum of 25 participants. The publicity, 
interaction (questions, remarks, registration with special wishes/ 
questions concerning the workshop) with the potential 
participants, will go through the website: 
https://oralhistory.eu/workshops/icmi. Participants who are 
interested in contributing to the workshop, can submit their 
proposals via the same website. 
The organizers will ask at least two workshop participants to 
give a presentation about their own working methods, 
experiences, and wishes regarding the elaboration of the 
interview process. The selection will be made by the organizers. 
4 Programme 
9:00 – 9:30 Introduction and short presentation on 
‘Digital Humanities approaches to interview 
data - can historians, linguists and social 
scientists share tools?’ 
9:30 – 11:00 Preparing your audio-data, uploading the 
audio to the portal and automatic 
recognizing the speech. Correcting the ASR-
results 
Downloading the (corrected) results and 
improving the readability 
11:00 – 11:15 Coffee break 
11:15 – 11:45 Invited speaker 1 incl. QA 
11:45 – 12:15 Invited speaker 2 incl. QA 
12:15 – 12:45 General discussion and close of meeting 
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