Abstract. We develop a large-scale regularity theory of higher order for divergence-form elliptic equations with heterogeneous coefficient fields a in the context of stochastic homogenization. The large-scale regularity of a-harmonic functions is encoded by Liouville principles: The space of a-harmonic functions that grow at most quadratically has the same dimension as in the constantcoefficient case. This result can be seen as the qualitative side of a large-scale C 2,α -regularity theory, which in the present work is developed in the form of a corresponding C 2,α -"excess decay" estimate: For a given a-harmonic function u on a ball B R , its energy distance to the above space of quadratically growing a-harmonic functions on some ball Br has the natural decay in the radius r above some minimal radius r 0 .
Introduction
We are interested in the regularity of harmonic functions u associated with a uniformly elliptic coefficient field a in d space dimensions (by which we understand a tensor field satisfying λ|ξ| 2 ≤ ξ · aξ and |aξ| ≤ |ξ| for some λ > 0 and any ξ ∈ R d ) via the divergence-form equation (1) − ∇· a∇u = 0.
Without continuity assumptions, the local regularity of (weak finite-energy) solutions can be rather low, in particular in case of systems (cf. e.g. [9, Example 3] for the scalar case and [5, Section 9.1.1] for De Giorgi's celebrated counterexample in the systems case). Because of their homogeneity, the same examples show that even when the coefficients are uniformly locally smooth, the large-scale behavior of a-harmonic functions can be very different from the constant coefficient, that is, Euclidean case. Large-scale regularity is most compactly encoded in a Liouville statement of the following form: The space of a-harmonic functions u of growth not larger than |x| k has the same dimension as in the constant-coefficient case, where the space is spanned by spherical harmonics up to order k. Because of the above-mentioned counterexamples, such Liouville statements may fail for uniformly elliptic coefficient fields: In the case of systems, there are non-constant harmonic maps that decay to zero at infinity.
The question whether this situation generically improves for certain ensembles of coefficient fields, namely stationary and ergodic ensembles as in stochastic homogenization, seems to have first been phrased and partially answered in [4, Chapter 6 and Theorem 3] in the context of random walks in random environments: Under the mere assumption of ergodicity and stationarity, sublinearly growing a-harmonic functions are almost surely constant. The argument is limited to the scalar case, but can deal with non-uniformly elliptic cases as percolation.
Motivated by error estimates in stochastic homogenization, the topic of a regularity theory for random elliptic operators was independently addressed in a more quantitative way in [8] . In Corollary 4 of that paper, for any α < 1, a large-scale C 0,α -inner regularity estimate for a-harmonic functions has been established, with a random constant of finite algebraic moments -however under stronger assumptions on the ergodicity, namely a finite spectral gap w. r. t. Glauber dynamics in the case of a discrete medium.
A major step forward constitutes [2] , where the above result was improved to a large-scale C 0,1 -inner regularity estimate even in case of (symmetric) systems, by showing that the approach of [3] for obtaining (large-scale) regularity of a-harmonic maps, which itself is based on a Campanato-type iteration, can be extended from periodic to random coefficient fields. Under a strong assumption of ergodicity, namely that of a finite range of dependence, optimal exponential moments for the random constant are obtained.
This work motivated [6] , which in turn is the basis for the present paper. In that work, another tool from periodic homogenization, namely the vector potential σ for the harmonic coordinates (next to the well-known scalar potential φ, also called the corrector), was transferred to the random case, see (7) and (8) for the characterizing properties. This allowed to establish a C 1,α -Liouville theorem, meaning that the space of sub-quadratically growing a-harmonic functions is almost surely spanned by the the constants and the d a-harmonic coordinates x i + φ i . This holds even for non-symmetric systems and was shown under the mere assumptions of stationarity and ergodicity. More precisely, it relied on the almost-sure sublinear growth of the couple (φ, σ) of correctors in the sense of
where ε r := sup
This sublinear growth (2) was shown to hold under the assumptions of stationarity and qualitative ergodicity. In a second step, large-scale C 1,α -inner regularity estimates for a-harmonic functions were obtained, where the random constant satisfies a stretched exponential bound under mild decay assumptions on the spatial covariance of a.
In the context of non-linear elliptic systems in divergence form, the result of [2] on the large-scale C 0,1 -estimate was generalized in [1] to non-symmetric coefficients and well beyond finite range, further confirming that the random large-scale regularity theory holds under just a mild quantification of ergodicity.
In the present work, we go beyond C 1,α and establish a large-scale C 2,α -theory in form of a corresponding excess decay and Liouville result, cf. Theorem 3 and Corollary 4. In a later version of this paper, we shall extend this result to a C k,α -theory for any k. This lifts the result of [3] from the periodic to the random case. Let us clearly state that the contribution of this paper is exclusively on the deterministic side. The large-scale regularity is obtained under the assumption that the given realization a of the coefficient field is such that the corresponding corrector couple (φ, σ) satisfies the following slight quantification of (2), namely
Note that (4) is equivalent to
From a version of [6] to be posted soon, it will follow that (4) holds for almost every realization a in case of a stationary ensemble of coefficient fields under mild quantification of ergodicity in form of an assumption on a mild decay of correlations a. Under the stronger assumption of a spectral gap for the ensemble, (4) can be deduced to hold almost surely from [7, Proposition 2] , modulo the passage from a discrete to a continuum medium and the extension of the argument from φ to σ.
The key building block for this large-scale C 2,α -theory is the space of a-harmonic functions that grow at most quadratically at infinity. Proposition 2 and Corollary 4 imply that under our assumption (4) this space has the same dimension as in the Euclidean case, that is, it is spanned by 1
maps, which partially answers the question in [4, Chapter 6] . The second-order excess (10), by the decay of which we encode the C 2,α -theory, measures the distance to this space in terms of the averaged squared gradient. As our construction shows, there is a one-toone correspondence between the asymptotic behavior of functions in this space and quadratic a hom -harmonic polynomials. However, there is no natural one-to-one correspondence between elements of this space and second-order a hom -harmonic polynomials.
Before stating our results, let us recall the definition of the correctors (φ, σ). The corrector φ i satisfies the equation
The flux correction q ij is defined as
where a hom is the homogenized tensor, that is, a hom e i is the expectation of a(e i + ∇φ i ). In our analysis, we will only use that a hom is some constant elliptic coefficient. We introduce the corresponding vector potential σ ijk (antisymmetric in its last two indices) by requiring that
For the actual construction of a σ with stationary gradient we refer to [6] ; in this note, we just use the property (8) . In the context of periodic homogenization, both the scalar and the vector potential φ and σ may be chosen to be periodic. In stochastic homogenization, one cannot always expect to have a stationary (φ, σ) (for instance in d ≤ 2 even in case of finite range) but, as mentioned above, we expect sublinear growth in the sense of (4) under mild ergodicity assumptions.
Notation. Throughout the paper, we use the Einstein summation convention, i.e. we implicitly take the sum over an index whenever this index occurs twice. For example, b i ∂ i v is an alternative notation for (b · ∇)v and b i ∇v i is an alternative notation for
we denote the space of matrices E ij for which E ij x i x j is an a hom -harmonic second-order polynomial.
Main Results
The proof of our large-scale C 2,α regularity theory relies in an essential way on the existence of second-order correctors for the homogenization problem, which enable us to correct a hom -harmonic quadratic polynomials by adding a small (in the L 2 -sense) perturbation. The ansatz for the deformation of a quadratic a hom -harmonic polynomial v = E ij x i x j (that is, E ∈ E) into a quadratically growing a-harmonic function u is motivated by homogenization: We consider v as the "homogenized solution of the problem solved by u", so that we think in terms of the two-scale expansion
In order to construct u, we reverse the logic and first construct a solution ψ E to the above elliptic equation and then set u :
Theorem 1 (Existence of second-order correctors). Let d ≥ 2 and suppose that the corrector φ and the flux-correction potential σ satisfy the growth assumption (4). Let r 0 be large enough so that ε 2,r0 ≤ ε 0 holds (the existence of such r 0 is ensured by (4)), where ε 0 = ε 0 (d, λ) > 0 is a constant defined in the proof below. Given any E ∈ R d×d , there exists a second-order corrector ψ E satisfying
as well as
for any r ≥ r 0 . Moreover, the corrector ∇ψ E depends linearly on E.
Due to the linear dependence of ψ E on E, below we shall also write E ij ψ ij in place of ψ E .
Note that our second-order correctors indeed enable us -in conjunction with the first-order correctors φ i -to correct a hom -harmonic second-order polynomials.
Proposition 2. Let d ≥ 2 and let E ∈ E (i.e. assume that the polynomial E ij x i x j is a hom -harmonic). Suppose that ψ E satisfies (9). We then have
Our C 2,α large-scale regularity theorem reads as follows.
Theorem 3 (C 2,α large-scale excess-decay estimate). Let d ≥ 2 and suppose that (4) holds. Let u be an a-harmonic function. Let ψ E be the second-order corrector constructed in Theorem 1. Consider the second-order excess
Let 0 < α < 1 and let r 0 be large enough so that ε 2,r0 ≤ ε 0 holds (the existence of such r 0 is ensured by (4)), where ε 0 = ε 0 (d, λ, α) > 0 is a constant defined in the proof below. Then for all r, R ≥ r 0 with r < R the C 2,α excess-decay estimate
is satisfied.
Our large-scale excess-decay estimate entails the following C 2,α Liouville principle.
Corollary 4 (C 2,α Liouville principle). Let d ≥ 2 and suppose that the assumption (4) is satisfied. Then the following property holds: Any a-harmonic function u satisfying the growth condition
for some α ∈ (0, 1) is of the form
with some a ∈ R, b ∈ R d , and E ∈ E (i.e. some E ∈ R d×d for which E ij x i x j is an a hom -harmonic polynomial).
The structure of our proofs is as follows:
• First, under the assumption that we already have constructed an appropriate second-order corrector on a ball B R , we show a C 2,α excess-decay estimate on large scales within this ball for a-harmonic functions (Lemma 5). This result directly implies Theorem 3 as soon as we have proven the existence of a corrector on R d (i.e. Theorem 1).
• Our C 2,α estimate implies a C 1,1 theory for a-harmonic functions on balls B R , provided that we have already constructed an appropriate second-order corrector on B R . This is done in Lemma 8.
• At last, we are able to build our corrector, starting from small balls and iteratively doubling the size of our balls. At this point, we require the C
1,1
theory to show appropriate (quadratic) decay in the interior of the new contribution to the second-order corrector entering at every scale. This iterative enlargement is carried out in Lemma 9 and finally enables us to prove Theorem 1.
• The C 2,α Liouville principle stated in Corollary 4 is an easy consequence of our C 2,α large-scale excess-decay estimate.
A C 2,α Large-Scale Regularity Theory for Homogeneous Elliptic Equations with Random Coefficients
Let us first show Proposition 2, which only requires a simple computation.
Proof of Proposition 2. Making use of the fact that E ij ((a hom ) ij + (a hom ) ji ) = 0 (in the third step below), we compute
We therefore obtain
which together with (9) implies our proposition.
3.1. The C 2,α excess-decay estimate. To establish our C 2,α excess-decay estimate, we make use of the following lemma, which essentially generalizes Theorem 3 to correctors which are only available on balls B R .
For any E ∈ E, denote byψ E a solution to the equation of the second-order corrector (9) on the ball B R (without boundary conditions); assume thatψ E depends linearly on E. Set εψ ,r,R := sup
For an a-harmonic function u in B R , consider the second-order excess
For any 0 < α < 1 there exists a constant ε min > 0 depending only on d, λ, and α such that the following assertion holds:
Suppose that r 0 > 0 satisfies ε r0 + εψ ,r0,R ≤ ε min . Then for all r ∈ [r 0 , R] the C 2,α excess-decay estimate
Note that the infimum in (13) is actually attained, as the average integral in the definition of Exc 2 (ρ) is a quadratic functional of b and E. Denote by b ρ,min and E ρ,min a corresponding optimal choice of b and E in (13). We then have the estimates
Proof of Theorem 3. Theorem 3 obviously follows from Lemma 5 by settingψ E := ψ E , with ψ E being the second-order corrector whose existence is guaranteed by Theorem 1.
The following lemma is essentially a special case of our C 2,α large-scale excessdecay estimate Lemma 5; it entails the general case of Lemma 5, cf. below.
Lemma 6. Let d ≥ 2 and let R, r > 0 satisfy r < R/4 and ε R ≤ 1. For any E ∈ E, denote byψ E a solution to the equation of the second-order corrector (9) on the ball B R (without boundary conditions); assume thatψ E depends linearly on E. For an a-harmonic function u in B R , consider again the second-order excess (13). Then the excess on the smaller ball B r is estimated in terms of the excess on the larger ball B R and our quantities ε R and ∇ψ E : We have
Before proving Lemma 6, we would like to show how it implies Lemma 5.
Proof of Lemma 5. First choose 0 < θ ≤ 1/4 so small that the strict inequality C(d, λ)θ 4 < θ 2+2α is satisfied (with C(d, λ) being the constant from Lemma 6). Then, choose the threshold ε min for ε r0 + εψ ,r0,R so small that the estimate
holds. Let M be the largest integer for which θ M R ≥ r holds. Applying Lemma 6 inductively with
Since we have trivially
and since by definition of M we have r > θr M and thus θ M < θ −1 r R (where we recall θ = θ(d, λ, α)), we infer 
From Lemma 7 below, we thus obtain
Note that a similar estimate for the last increment |b rM ,min − b r,min | + R|E rM ,min − E r,min | can be derived analogously. Taking the sum with respect to m and recalling that R 1 = R and r m = R m+1 , we finally deduce
It only remains to establish the last estimate for |b r,min | and |E r,min |. By the previous estimate, it is sufficient to prove the corresponding bound for b R,min and E R,min . This in turn is a consequence of the inequality
together with Lemma 7 below.
The following lemma quantifies the linear independence of the corrected polynomials x i + φ i , E ij (x i x j + x i φ j + φ i x j +ψ ij ); it is needed in the previous proof.
Lemma 7. Suppose that for every E ∈ E \ {0}, the functions φ andψ E satisfy
where ε 0 = ε 0 (d) is to be defined in the proof below. Then for any b ∈ R d and any E ∈ E, we have the estimate
Proof. Poincaré's inequality (with zero mean) and the triangle inequality imply
On the one hand, by transversality of constant, linear, and quadratic functions we have
On the other hand, we have by the triangle inequality and Poincaré's inequality
Putting these estimates together, by boundedness of the integrals in the previous line by ε 2 0 ρ 2 our assertion is established.
Proof of Lemma 6. In the proof of the lemma, we may assume that
To see this, recall that the infimum in the definition of Exc 2 (R) is actually attained. Denote the corresponding choices of b and E by b min and E min . Replacing u by u − b
, we see that we may indeed assume (18): The new function is also a-harmonic due to (6) and Proposition 2.
We then apply Lemma 10 below to our function u. This yields an a hom -harmonic function u hom close to u which in particular satisfies
By inner regularity theory for elliptic equations with constant coefficients, the a homharmonic function u hom satisfies
Let us define b R,T aylor :=∇u hom (0),
Since − ∇· a hom ∇u hom = 0 holds, we infer E
R,T aylor ij
(a hom ) ij = 0 and therefore E R,T aylor ∈ E (note that E R,T aylor ij = E
R,T aylor ji
). By Taylor's expansion of ∇u hom around x = 0 we deduce for any x ∈ B R/4 the bound
Making use of the identity
the previous estimate yields in connection with the bound for |∇ 3 u hom | and r < R/4
By the Caccioppoli inequality for the a-harmonic function x i + φ i (cf. (6)), we have
The approximation property of u hom + φ i ∂ i u hom in B R/2 from Lemma 10 below implies
Combining the last three estimates and the equality
we infer
This finally yields in connection with the above bounds on
where in the last step we have used the inequality ε
The new bound directly implies the desired estimate.
3.2. The C 1,1 excess-decay estimate. We now show how our C 2,α excess-decay estimate for the second-order excess Exc 2 from Lemma 5 entails a C 1,1 excess-decay estimate for the first-order excess Exc.
Lemma 8. Let d ≥ 2 and R > 0. For any E ∈ E, denote byψ E a solution to the equation of the second-order corrector (9) on the ball B R (without boundary conditions); assume thatψ E depends linearly on E. There exists a constant ε min > 0 depending only on d and λ such that the following assertion holds:
Suppose r 0 ∈ (0, R] is so small that ε r0 ≤ ε min and
hold. Let u be an a-harmonic function on B R . Then there exists b R ∈ R d for which the estimate
holds for any r ∈ [r 0 , R]. Furthermore, b R depends linearly on u and satisfies
Proof. In Lemma 5, fix α := 1/2. We then easily verify that Lemma 5 is applicable in our situation. Set b R := b r0,min and E R := E r0,min ; this implies that b R depends linearly on u. The estimate (16) takes the form
Furthermore, applying Lemma 5 with r 0 playing the role of r and r playing the role of R, we deduce from (15)
We now estimate
In conjunction with the two previous estimates, we infer
Our lemma is therefore established.
3.3. Construction of second-order correctors. Using the C 1,1 theory established in the previous subsection, we now proceed to the construction of our secondorder corrector. The following lemma provides the inductive step; starting from a function which acts as a corrector on a ball B R , we construct a function acting as a corrector on the ball B 2R . Lemma 9. Let d ≥ 2 and let r 0 > 0 satisfy the estimate ε 2,r0 ≤ ε 0 , where ε 0 = ε 0 (d, λ) is to be chosen in the proof below. Then the following implication holds:
Let R = 2 M r 0 for some M ∈ N 0 . Suppose that for every E ∈ R d×d we have a solution ψ R E to the equation
] subject to the growth condition
for all r ≥ r 0 , where C 1 (d, λ) is a sufficiently large constant to be chosen in the proof below. Assume furthermore that ψ R E depends linearly on E.
Then for every E ∈ R d×d there exists a solution ψ
2R
E to the equation
subject to the growth condition
for all r ≥ r 0 . Furthermore, ψ 2R E depends linearly on E and we have
Proof. To establish the lemma, we first note that the assumptions of the lemma ensure that the C 1,1 excess-decay lemma (Lemma 8) is applicable on B R with ψ E := ψ R E . To see this, we estimate for any r ∈ [r 0 , R]
By choosing ε 0 > 0 small enough depending only on d and λ and C 1 (which is to be chosen at the end of this proof), we can ensure that the assumption of Lemma 8 regarding smallness of εψ ,r0,R is satisfied. Let now ξ R E be the weak solution on R d with square integrable gradient, which is unique up to additive constants and whose existence follows from the Lax-Milgram theorem, to the problem
Obviously, ∇ξ R E depends linearly on E; after fixing the additive constant e.g. by requiring´B
and thereforeˆR
As ξ R E is a-harmonic in B R , Lemma 8 now implies the existence of some b
for which the estimates
and
hold for all r ∈ [r 0 , R] and which linearly depends on E.
Furthermore, we have for r > R
. The combination of both r-ranges yields
In total, we see that
is the desired function (note in particular that the last term is a-harmonic), provided we choose C 1 to be the constant appearing in (22).
We now establish existence of second-order correctors by means of the previous lemma.
Proof of Theorem 1. We just need to construct an "initial" second-order corrector ψ r0 E subject to the properties of Lemma 9; then Lemma 9 yields a sequence (ψ 2 m r0 E ) m which is a Cauchy sequence in H 1 (B R ) for every R > 0 due to the last estimate in the lemma and our assumption (4) which implies summability of ε 2 m r0 . Thus, the limit ψ E satisfies the equation (9) in the whole space, depends linearly on E, and satisfies the estimate
for any r ≥ r 0 . To construct ψ r0 E , just use Lax-Milgram to find the solution ψ r0 E on R d with square-integrable gradient (unique up to an additive constant) to the equation
Obviously, after fixing the additive constant appropriately ψ r0 E depends linearly on E. Furthermore, we have the energy estimatê
i.e. for any r ≥ r 0
and therefore
We note that this provides the starting point for Lemma 9, possibly after enlarging the constant C 1 in the statement thereof.
3.4. Proof of the C 2,α Liouville principle. The C 2,α Liouville principle (Corollary 4) is an easy consequence of our large-scale excess-decay estimate (Theorem 3).
Proof of Corollary 4. Let α ∈ (0, 1) be such that
holds. By the Caccioppoli estimate, we deduce
Fix r ≥ r 0 . The excess-decay estimate from Theorem 3 yields together with the trivial bound Exc 2 (R)
Passing to the limit R → ∞, we deduce that Exc 2 (r) = 0 holds for every r ≥ r 0 . Therefore, on every B r with r ≥ r 0 , ∇u can be represented exactly as the derivative of a corrected polynomial of second order (since the infimum in the definition of Exc 2 is actually attained, as noted at the beginning of the proof of Lemma 6), i.e. we have
and some E r ∈ E. It is not difficult to show that for r large enough, the b r and E r are actually independent of r and define some common b ∈ R d and E ∈ E: For example, one may use Lemma 5 to compare the b r , E r for two different radii r 1 , r 2 ≥ r 0 ; the estimate for |b r1 − b r2 | and |E r1 − E r2 | then contains the factor Exc 2 (max(r 1 , r 2 )) and is therefore zero. Moreover, the gradient ∇u determines the function u itself up to a constant, i.e. we have
for some a ∈ R, some b ∈ R d , and some E ∈ E ⊂ R d×d .
Appendix A. Approximation of a-Harmonic Functions by Corrected a hom -Harmonic Functions
Our proofs make use of the following lemma, which is implicitly derived in the course of the proof of Lemma 2 in [6] . For the reader's convenience, we recall its proof here.
The lemma essentially states that an a-harmonic function u on a ball B R may be approximated on the ball B R/2 up to a small error (of order ε
) by an appropriate a hom -harmonic function u hom and correcting this function u hom using the first-order corrector φ i .
The purpose of the lemma is the same as in classical elliptic regularity theory: The function u hom satisfies an elliptic equation with constant coefficients, i.e. it is smooth and good estimates for its higher derivatives are available. In our proof above, we show by means of the present lemma that this high regularity of u hom transfers (in an appropriate sense) to u itself.
Lemma 10. Let R > 0 and let u be a-harmonic on B R . Suppose that ε R ≤ 1 (with ε R as defined in (3)). Then there exists an a hom -harmonic function u hom on B R/2 satisfying the following two properties: First, we have the energy estimate
Second, the "corrected" function u hom + φ i ∂ i u hom is a good approximation for u in the sense that
holds. Let u hom be the a hom -harmonic function in B R ′ which coincides with u on ∂B R ′ . Testing the equation − ∇· a hom ∇u hom = 0 with u hom − u (note that this test function is admissible since we have u hom − u = 0 on ∂B R ′ ), we infer by ellipticity of a and (in the second step) Young's inequality
which because of R/2 ≤ R ′ ≤ R gives the desired energy estimate. It remains to establish the approximation property of u hom + φ i ∂ i u hom .
Denote by η 0 : R → R a smooth function with η 0 (s) = 1 for s ≥ 1 and η 0 (s) = 0 for s ≤ 0. Let 0 < ρ < R/4 and set η(x) := η 0 (2(R ′ − ρ/2 − |x|)/ρ). Note that we have |∇η| ≤ C(d)/ρ as well as η ≡ 0 outside of B R ′ −ρ/2 and η ≡ 1 in B R ′ −ρ . Due to ρ ≤ R/4, we also have R ′ − ρ ≥ R/2. We will optimize in this "boundary layer thickness" ρ at the end of the proof.
Let us abbreviate
where the purpose of η is to have v ≡ 0 on ∂B R ′ . The desired approximation property of u hom + φ i ∂ i u hom as stated in the lemma will be a consequence of an appropriate energy estimate for v (recall that we have η ≡ 1 in B R/2 since ρ < R/4 and R ′ > 3R/4). To derive this energy estimate, we would like to show that v is approximately a-harmonic. We first compute using the fact that u and x i + φ i are a-harmonic (cf. − ∇· a∇v = − ∇· a∇u + ∇·(1 − η)a∇u hom + ∇· a(e i + ∇φ i )η∂ i u hom + ∇· φ i a∇(η∂ i u hom ) (6) = ∇·(1 − η)a∇u hom + a(e i + ∇φ i ) · ∇(η∂ i u hom ) + ∇· φ i a∇(η∂ i u hom ) = ∇·(1 − η)(a − a hom )∇u hom + (a(e i + ∇φ i ) − a hom e i ) · ∇(η∂ i u hom ) + ∇· φ i a∇(η∂ i u hom ), where in the last step we have used the a hom -harmonicity of u hom in form of the equality − ∇·(1 − η)a hom ∇u hom − a hom e i · ∇(η∂ i u hom ) = 0. Taking into account the formula a(e i + ∇φ i ) − a hom e i = ∇· σ i (cf. (7), (8)) and the fact that (∇ · σ i ) · ∇w = ∂ k σ ijk ∂ j w = ∂ k (σ ijk ∂ j w) = −∂ k (σ ikj ∂ j w) = − ∇·(σ i ∇w) holds for any function w by skew-symmetry of σ i , we may rewrite the right-hand side in divergence form:
− ∇· a∇v = ∇·(1 − η)(a − a hom )∇u hom + ∇·(φ i a − σ i )∇(η∂ i u hom ).
Testing the weak formulation of this equation with v (recall that v ≡ 0 on ∂B R ′ ) and using the ellipticity of a, we deduce using Young's inequality and the properties of ηˆB 
We optimize in ρ by choosing ρ := which together with the estimate 3R/4 ≤ R ′ ≤ R and η ≡ 1 in B R/2 proves the desired approximation result.
