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Abstract
For a converging sequence of exponential Le´vy models, we give conditions
under which the associated sequence of option prices converges. We also study
the behaviour of the prices when no such convergence holds. We then consider
two special cases, first when the martingale measure is chosen by minimisation
of entropy and then when it minimises Hellinger integrals.
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1 Introduction and main results
One of the most famous models for the price of a risky asset is geometric Brownian
motion. Although its simplicity is appealing, the Black-Scholes model isn’t very ac-
curate for a number of reasons. One of these is that the fit for the law of logreturns
of stock-prices is relatively poor (cf. [13]) : normal distributions don’t give enough
mass either around zero or to the tails. Therefore, a number of other models have been
developed which take these features into account.
Since economic time doesn’t follow the natural time scale but a ’financial clock’
which can be represented by a random process (τt)t≥0, the basic idea consists in using
time changes. This is for example the case for hyperbolic models which were intro-
duced by O.E. Barndorff-Nielsen in the context of modelling the size of sand deposits,
before being used in finance. In Generalized Hyperbolic models GH(λ, α, β, δ, µ)(see
[13],[10],[30]) the logarithm of the stock price is assumed to be given by a process
Xt = µt+ βτt +Wτt
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Angers Cedex 01.
1E-mail: suzanne.cawston@univ-angers.fr 2E-mail: lioudmila.vostrikova@univ-angers.fr
1
where µ is a deterministic drift,W is a Brownian motion and τ is a Generalized Inverse
Gaussian process GIG(λ, δ,
√
α2 − β2)(see [3]) which is independent of W . Just as in
the Black-Scholes case, X is a Levy process, i.e it has stationary and independent
increments. However, the paths of X are no longer continuous. In fact, it can be
shown that X has no continuous martingale component, but has an infinite number of
jumps and infinite variation over any time-interval.
The main interest of this vast family of models is that it allows for an excellent
fit both for daily log-returns, and for intraday data (cf. [14]). Furthermore, is was
shown in [11] that a number of other popular models, including the Black-Scholes
case, can be obtained as limiting cases. In this paper, we will focus in our examples
on normal inverse gaussian (NIG) processes which correspond to the case λ = −1/2.
These processes preserve the goodness of fit properties of more general GH models, but
have the extra advantage that the form of the law of Xt is the same at all times t which
helps speed up simulations and numerical pricing. The Levy measure of NIG(α, β, δ, µ)
can also be expressed relatively simply under the form
ν(dx) =
αδ
π
eβx
|x|K1(α|x|)dx (1.1)
where α, β, δ are parameters, and K1 denotes the modified Bessel function of the third
kind of parameter 1.
Despite their qualities, one drawback of GH models is thatX necessarily has infinite
variation whereas it was suggested in [6] that this isn’t always appropriate for modelling
financial data. One family of models which allows for both finite and infinite variation
is obtained when assuming X is a CGMY process (cf. [6]), that is a Levy process with
no continuous martingale component and with a Levy measure ν of the form
ν(dx) =
C
|x|Y+1 (e
−G|x|I{x<0} + e
−M |x|I{x>0})dx (1.2)
where C,G,M, Y are the parameters of the model. In fact, this family generalises
the Variance-Gamma process introduced in [28], which corresponds to the case Y = 1
and can be obtained in the same way as GH processes by subordinating a Brownian
Motion, but this time using a Gamma clock.
All these exponential Levy models depend on several parameters. For example, in
the Black-Scholes model, the parameters are the drift µ and the volatility σ, we have
four parameters in a CGMY model and five for a GH model. In practice, these are
usually calibrated and assumed to be constant over some interval of time. However, as
the information which is available increases continuously, it is important to consider a
dynamic approach, in which we have a sequence of parameters and the corresponding
sequence of stochastic processes. As far as we know, this kind of problem was first
considered by A.N. Shiryaev in the case of the convergence of a sequence of Cox-Ross-
Rubinstein models to a Black-Scholes model (cf. [35], Chapter 6.3d).
In its simplest form, this approach leads to the following formalisation. Assume we
are given (Ωn,Fn,Fn, P n)n≥1, a sequence of stochastic bases with a right-continuous
filtration Fn = (Fnt )t≥0 which is completed with respect to P n and with Fn =
∨
t≥0Fnt .
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Assume that (Xn)n≥1 is a sequence of Levy processes with characteristics (bn, cn, νn)
respectively, (see [5],[32]). We recall that bn represents the drift, cn the quadratic
variation and νn the Levy measure which satisfies the usual condition∫
R∗
(x2 ∧ 1)νn(dx) <∞. (1.3)
The characteristic function of Xnt for t ≥ 0 and u ∈ R is equal to
φnt (u) = EPnexp(iuX
n
t ) = exp(tψn(iu))
where EPn is the expectation with respect to P
n and ψn(u) is the characteristic expo-
nent given by
ψn(u) = bnu+
cn
2
u2 +
∫
R∗
[eux − 1− uh(x)]νn(dx)
In the last formula, h denotes the truncation function.
We assume that we are given a risky asset which is modelled by
Snt = S
n
0 exp{Xnt } (1.4)
and a non-risky asset
Bnt = B
n
0 exp{rnt}, (1.5)
where rn is the interest rate, rn ≥ 0. We also consider an option of maturity T > 0.
Let g denote the associated payoff function which we assume to be continuous on the
Skorokhod space D[0, T ] and to satisfy
g(Y ) ≤ A sup
0≤t≤T
|Yt|+B (1.6)
for Y ∈ D[0, T ], where A,B are positive constants. For european call options, we
have g(Y ) = (YT −K)+, for asian options g(Y ) = (YT − 1T
∫ T
0
Ytdt)
+ and for lookback
options g(Y ) = (YT − α inf0≤t≤T Yt)+, with α > 1. All these options, as well as the
corresponding put options, satisfy (1.6).
We assume that for every n ≥ 1 the set of equivalent martingale measures is not
empty and that we have chosen for some reason one of these measures, say Qn. The
selection of the martingale measure when it is not unique is an important step in
the derivation of an option price. Several approaches have been developed in the
literature, for instance minimisation of entropy [18], [29],[15], of a Hellinger distance
[7],[8] or of a Hellinger integral of order q [24]. From an economical point of view, such
approaches are motivated by their link with the dual problem of utility maximisation
[27],[4],[17],[20],[25] or mean-squared risk minimisation [16], [33],[34].
Assume the equivalent martingale measure has been chosen and is equal to Qn.
Then the option price is equal to
C
n
T = EQn [g(S˜
n)]
where S˜nt = S
n
t /B
n
t is the discounted price of the risky asset.
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We assume that as information increases, our model tends in some sense to a
limiting model which is related to a Levy process X = (Xt)t≥0 given on a canonical
basis (Ω,F ,F, P ) and with characteristics (b, c, ν). This model consists again of two
assets
St = S0 exp{Xt} (1.7)
Bt = B0 exp{rt} (1.8)
where r ≥ 0 is the interest rate. This approach leads to several natural questions.
First of all, under what conditions does an equivalent martingale measure exist for the
limiting model ? If we assume for simplicity that such a measure exists and is equal to
Q, we set
CT = EQ[g(S˜)]
where S˜t = St/Bt is as before the corresponding discounted price. The next question
is what conditions then ensure convergence of the option prices :
lim
n→∞
C
n
T = CT . (1.9)
In this article, we give sufficient conditions which ensure the existence of
limn→+∞C
n
T as well as conditions for the existence of a martingale measure in the
limiting model and conditions for (1.9). We also give examples of cases when (1.9) is
not satisfied.
Let (βn, Y n) and (β, Y ) be the parameters which arise in the Girsanov theorem
and determine the density processes of the changes of measures from P n and P to
the equivalent martingale measures Qn and Q. From now on, we will refer to these
parameters as the Girsanov parameters of a change of measure. We assume that
under the new martingale measures, the processes Xn and X remain Levy processes.
This assumption isn’t too restrictive for the pricing of options as it has been shown
in [12],[23] that for a number of standard models the price interval covered by these
structure preserving measures is the whole non-arbitrage interval. Since the measures
Qn and Q are martingale measures, we must have (cf. [22] p. 556)∫
x>1
(ex − 1)Y n(x)νn(dx) < +∞ ,
∫
x>1
(ex − 1)Y (x)ν(dx) < +∞
Theorem 1. Assume the payoff function g satisfies condition (1.6). Assume further-
more that
1. limn→∞ S
n
0 = S0,
2. limn→∞
(
cn +
∫
R∗
h2(x)Y n(x)νn(dx)
)
= c+
∫
R∗
h2(x)Y (x)ν(dx)
3. limn→∞
∫
R∗
(ex − 1)f(x)Y n(x)νn(dx) =
∫
R∗
(ex − 1)f(x)Y (x)ν(dx)
for all continuous bounded functions f which satisfy the condition limx→0
f(x)
x
= 0.
Then we have convergence (1.9) for option prices.
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Remark 1. The main point in the proof of Theorem 1 consists in establishing the
uniform integrability of the family (sup0≤t≤T S
n
t )n≥1. This is shown in Lemma 3 of
section 2 and is based on the Wiener-Hopf factorisation.
Next, we assume that we have additional information, namely that
L(Sn|P n) −→ L(S|P ) (1.10)
The question is then to know what conditions need to be added to (1.10) to ensure
that
L(Sn|Qn) −→ L(S|P ∗) (1.11)
where Qn is a martingale measure for Sn and P ∗ is some measure which is absolutely
continuous with respect to P . In general, the answer is known (cf [22]) and linked to
the convergence
L((Zn, Sn)|P n) −→ L((Z, S)|P ) (1.12)
where Zn and Z denote the Radon-Nikodym derivatives of Qn and P ∗ with respect
to P n and P respectively. But in the case of Levy processes, it will be easier to show
(1.11) by directly considering the convergence of the characteristics of the processes
involved.
We assume that the Girsanov parameters (βn, Yn) and (β, Y ) associated with the
changes of measures P n to Qn and P to P ∗ respectively, satisfy the following property
in a neighbourhood of 0 :
Y n(x) = 1 + βnx+ o(x), (1.13)
Y (x) = 1 + βx+ o(x) (1.14)
where o(x) in (1.13) is uniform in n.
Theorem 2. We assume that (1.10), (1.13) and (1.14) are satisfied. We assume
furthermore that
i) limn→+∞ β
n = β,
ii) For all ǫ > 0,
lim
n→+∞
∫
|x|≥ǫ
Y n(x)νn(dx) =
∫
|x|≥ǫ
Y (x)ν(dx)
Then for all continuous bounded payoff function g, we have
lim
n→+∞
C
n
T = EP ∗ [g(S)]
where P ∗ is absolutely continuous with respect to P and given by the Girsanov parame-
ters (β, Y ). Moreover, P ∗ is an equivalent martingale measure for S if and only if the
following conditions are satisfied : Y > 0(ν-a.s.) and
lim
n→+∞
∫
x≥1
exY n(x)νn(dx) =
∫
x≥1
exY (x)ν(dx)
Under this extra assumption, the prices of options converge for all payoff functions g
which satisfy (1.6).
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In the sequel, we consider two particular choices of equivalent martingale measures,
which minimise relative entropy and Hellinger integrals respectively.
Let Q and P be two equivalent martingale measures. Then the entropy of Q with
respect to P (or Kullback-Leibler information of Q with respect to P ) is given by
H(Q|P ) = EQ(ln(dQ
dP
)) = EP (
dQ
dP
ln(
dQ
dP
))
We recall that the martingale measure with minimal entropy is a measure PME such
that the process (exp(−rt)St)t≥0 is a martingale under PME and such that for every
equivalent martingale measure Q
H(PME|P ) ≤ H(Q|P )
It turns out (cf. [26],[21]) that in the case of Levy processes, if PME exists, it is nothing
else than an Esscher measure for the process (Xˆt)t≥0 such that
St = S0E(Xˆ)t
where E(.) denotes the Doleans-Dade exponential. It is well know that Xˆ is a Levy
process whose characteristic exponent is given by the formula (cf. [18])
ψˆ(u) = (b+
1
2
c)u+ c
u2
2
+
∫
R∗
[eu(e
x−1) − 1− uh(x)]ν(dx)
Let
D = {u ∈ R : EP (exp(uXˆ1)) < +∞}
We introduce the Esscher measure P u corresponding to Xˆ and u ∈ D :
dP ut
dPt
=
exp(uXˆt)
EP (exp(uXˆt))
where P ut and Pt denote the restriction of P
u and P to the σ−algebra Ft, t ≥ 0. In
order for P u to be an equivalent martingale measure, the parameter u should be equal
to θ, where θ satisfies the equation
b+ (
1
2
+ θ)c+
∫
R∗
[
(ex − 1)eθ(ex−1) − h(x)] ν(dx) = r (1.15)
The same results can be written for the measure Qn = (P n)ME. Namely, the corre-
sponding parameter of the Esscher measure satisfies the equation
bn + (
1
2
+ θ)cn +
∫
R∗
[(ex − 1)eθ(ex−1) − h(x)]νn(dx) = rn (1.16)
We will assume that for every n ≥ 1, equation (1.16) has a solution. This implies in
particular that we exclude the case of monotone Levy processes (cf Lemma 5 section
3.). In [26], it was shown that under these assumptions, the solution to (1.16) is unique.
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But as we will see later, this does not necessarily imply the existence of a solution to
equation (1.15).
We define the set
U = {u ∈ R : limn→∞
∫
x>1
eu(e
x−1)νn(dx) <∞} (1.17)
U is the set on which the integrals considered are uniformly bounded for large values
of n. It may be an open interval ] −∞, α[ or a closed interval ] − ∞, α] where α =
sup{u : u ∈ U}.
Theorem 3. Assume the payoff function g satisfies (1.6). Assume furthermore that :
1. limn→∞ S
n
0 = S0,
2. limn→∞ bn − rn = b− r,
3. limn→∞
(
cn +
∫
R∗
h2(x)νn(dx)
)
= c+
∫
R∗
h2(x)ν(dx)
4. limn→∞
∫
R∗
f(x)νn(dx) =
∫
R∗
f(x)ν(dx)
for all continuous bounded functions f such that limx→0
f(x)
x2
= 0.
Then, if limu→α− ψˆ
′(u) ≥ 0, there exists an equivalent martingale measure with
minimal entropy for the limiting model. Furthermore, if limu→α− ψˆ
′(u) > 0, we have
convergence (1.9) for the option prices and if limu→α− ψˆ
′(u) = 0, (1.9) holds at least
for a subsequence.
If limu→α− ψˆ
′(u) < 0, the existence of a minimal equivalent martingale measure is
not guaranteed, but if g is bounded, we have
lim
n′→+∞
C
n′
T = EP ∗ [g(S)]
where n′ is some subsequence and P ∗ is a measure equivalent to P which is not a
martingale measure and whose Girsanov parameters are (α, exp(α(ex − 1))).
Remark 2. In the case when limu→α− ψˆ
′(u) < 0, a martingale measure of minimal
entropy may (Example 1, section 3.) or may not exist (Example 2, section 3.). Even
if it does, the limit for the option prices is in general not CT . Moreover, using the
Wiener-Hopf factorisation, we can show that
lim
n→+∞
EnQ[ sup
0≤t≤T
Snt ] 6= EP ∗ [ sup
0≤t≤T
St]
since EP ∗ST 6= 1. This means that the family of random variables (sup0≤t≤T Snt )n≥1
is not uniformly integrable and neither is (SnT )n≥1. Consequently, we cannot extend
the result to unbounded payoff functions. However, in some cases we can not only
prove convergence but also derive an explicit expression for the limit. For instance, for
european call options, we have
lim
n→∞
C
n
T = lim
n→∞
EQn(S
n
T −K)+ = EP ∗(ST −K)+ + 1−EP ∗(ST ).
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An alternative choice for the martingale measure is related to the f q-martingales
introduced in [24]. These measures are special cases of measures which minimise an
f -divergence of Ciszar [9]. Let f be a convex function defined on R+,∗ and Q << P be
two probability measures on (Ω,F). The f -divergence of Q with respect to P is then
defined by
f(Q|P ) = EP [f(dQ
dP
)]
It is easy to see that if f(x) = x ln x we obtain the Kullback-Leibler information
or entropy of Q with respect to P . If f(x) = |x − 1|, we obtain the variational
distance between Q and P , for f(x) = (1 − x)2, we have quadratic variation and if
f(x) = (1−√x)2, we have a Hellinger-distance, and finally if
f(x) =
{ −xq, if 0 < q < 1,
xq, if q > 1 or q < 0,
we obtain, up to a sign, the Hellinger integrals corresponding to Q and P . The equiv-
alent martingale measure which minimises these integrals has been studied in [24] for
q > 1 and q < 0, and in [8] for 0 < q < 1.
If we exclude monotone Levy processes and consider the larger set of martingale
measures which are only absolutely continuous with respect to P n, the f q-martingale
measure Qn exists and its Girsanov parameters (βn, Yn) are the solution to a minimi-
sation problem (see Lemma 9). Qn will then be equivalent to P n if and only if Y n > 0
νn-a.s and we will assume in the sequel that this condition holds. In order to exclude
a trivial case, we will also assume that P n is not a martingale measure itself.
In the sequel, we will assume that the limiting process X is not a monotone Levy
process and that ν({m}) = ν({M}) = 0 where m and M are the infimum and supre-
mum of supp(ν). We introduce the integrals +
In(q) =
∫
x≥1
e
qx
q−1 νn(dx)
which we assume to be finite. We define in the same way I(q) where νn is replaced by
ν, but I(q) may or may not be finite.
Theorem 4. Set q > 1. Assume the payoff function g satisfies (1.6) and that conditions
1., 2., 3. and 4. of Theorem 3 are satisfied. Then :
If limn→+∞ In(q) = I(q) < +∞, the limiting model has an equivalent martingale
measure which minimises f q-divergence. Furthermore,
lim
n→+∞
C
n
T = CT (1.18)
Otherwise, the limiting model may or may not have an equivalent martingale measure
with minimal f q-divergence.
If limn→+∞ In(q) = I(q) + a, a > 0 and g is bounded,
lim
n→+∞
C
n
T = EP ∗(g(S)) (1.19)
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where P ∗ is a measure equivalent to P under which S is not a martingale.
If limn→+∞ In(q) = +∞, and g is bounded,
lim
n→+∞
C
n
T = EP (g(S)) (1.20)
where P is the initial measure.
Remark 3. If we drop the assumption ν({m}) = ν({M}) = 0, the measure Q asso-
ciated with the Girsanov parameters (β, Y ) will still be a martingale measure for the
limiting model but may only be absolutely continuous with respect to P as we no longer
necessarily have Y > 0 ν-a.s.
2 Proof of Theorems 1 and 2
The proof of Theorem 1 is given in several steps. We will assume for simplicity and
without loss of generality that rn = r = 0. Such an assumption is equivalent to
introducing the processes X˜n and X˜ with X˜nt = X
n
t − rnt, and X˜t = Xt − rt, t ≥ 0 or
to replacing bn by bn − rn and b by b− r.
Lemma 1. Assume the measures Qn and Q are equivalent to P n and P respectively and
are martingale measures. We denote by (βn, Y n) and (β, Y ) the Girsanov parameters
of these measures. Under the assumptions of Theorem 1, we have
L(Xn|Qn)→ L(X|Q). (2.21)
Proof We will use Theorem VII.2.9 in [22] which gives necessary and sufficient condi-
tions for (2.21) in terms of characteristics.
For this, we use the fact that according to the Girsanov theorem (cf. Th. III.3.24
p. 159 in [22]), the characteristics of Xn under Qn are equal to

bQ
n
= bn + β
ncn +
∫
R∗
h(x) (Y n(x)− 1)νn(dx),
cQn = cn,
νQn(dx) = Y n(x)νn(dx)
(2.22)
where βn ∈ R and Y n is a positive Borel function which satisfies the condition∫
R∗
|h(x)(Y n(x)− 1)|νn(dx) < +∞.
The constant βn is not arbitrary since the process Sn is a martingale with respect to
Qn. As is well known, in order for Sn to be a martingale, it is necessary and sufficient
that (cf.[22], p. 556)
bn + β
ncn +
1
2
cn +
∫
R∗
[(ex − 1)Y n(x)− h(x)]νn(dx) = 0 (2.23)
Then from (2.22) and (2.23) we have :
bQ
n
= −1
2
cn −
∫
R∗
[(ex − 1− h(x))Y n(x)]νn(dx) (2.24)
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In the same way, we obtain the characteristics of the process X with respect to Q:

bQ = b+ βc+
∫
R∗
h(x) (Y (x)− 1)ν(dx),
cQ = c,
νQ(dx) = Y (x)ν(dx)
According to Theorem VII.2.9 p. 355 in [22], we have to check the following conditions:
j) limn→∞ b
Qn = bQ
jj) limn→∞ c
Qn +
∫
R∗
h2(x)νQ
n
(dx) = cQ +
∫
R∗
h2(x)νQ(dx)
jjj) for all continuous bounded functions f such that limx→0
f(x)
x2
= 0,
lim
n→∞
∫
R∗
f(x)νQ
n
(dx) =
∫
R∗
f(x)νQ(dx)
The conditions jj) and jjj) follow directly from conditions 2. and 3. of Theorem 1,
since νQ
n
= Y nνn and ν
Q = Y ν. It remains to check j). We have from (2.24) :
bQ
n
= −1
2
[cn +
∫
R∗
h2(x)Y n(x)νn(dx)]−
∫
R∗
[ex − 1− h(x)− h
2(x)
2
]Y n(x)νn(dx)
It follows from conditions 2. and 3. applied to f(x) = [ex − 1− h(x)− h2(x)
2
]/(ex − 1)
that both terms on the right-hand side of this equality converge. Hence, the conditions
of Theorem VII.2.9 are satisfied and we have (2.21).
Lemma 2. Assume the processes Xn and X are Levy processes with respect to some
equivalent martingale measures Qn and Q respectively and that
L(Xn|Qn) −→ L(X|Q).
Then for any random variable τ , independent of Xn and X and with an exponential
distribution µq of parameter q > 0, we have
lim
n→∞
EQn×µq( sup
0≤t≤τ
eX
n
t ) = EQ×µq( sup
0≤t≤τ
eXt). (2.25)
Proof We assume that τ is a random variable with an exponential distribution of
parameter q > 0 given on a space (E, E). We consider an enlargement of the initial
probability space (Ω˜n, F˜n, F˜n, Q˜n) with Ω˜n = Ωn × E, Ω˜n = Ωn × E, F˜n = Fn × E ,
F˜n = (F˜nt )t≥0 and F˜nt = Fnt ⊗E Q˜n = Q×µq. We define in the same way an enlargement
(Ω˜, F˜ , F˜, Q˜) of (Ω,F ,F, Q). The processes Xn and X remain Levy processes with the
same characteristics under this enlargement.
According to a result of Rogozin [31], under the condition EQn [e
Xn
1 ] < eq, and on
the set {z ∈ C|Re(z) < 1}, we have the Wiener-Hopf factorisation
q
q − ln(EQnezXn1 ) = EQ˜n[e
z sup0≤t≤τ X
n
t ]EQ˜n[e
z inf0≤t≤τ X
n
t ]
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Using the fact that Qn is a martingale measure, and hence EQn[e
Xn
1 ] = EQn [e
Xn
0 ] = 1,
we obtain that this decomposition can be extended to z = 1 so that
EQ˜n[e
sup0≤t≤τ X
n
t ] =
1
EQ˜n[e
inf0≤t≤τ X
n
t ]
(2.26)
Since the processes Xn and X have no fixed points of discontinuity and since τ is an
independent random variable, we have
L( inf
0≤t≤τ
Xnt | Q˜n)→ L( inf
0≤t≤τ
Xt | Q˜)
Since einf0≤t≤τ X
n
t ≤ eXn0 ≤ 1, we deduce from the Lebesgue dominated convergence
theorem that
lim
n→∞
EQ˜n[e
inf0≤t≤τ X
n
t ] = EQ˜[e
inf0≤t≤τ Xt ] (2.27)
Finally, (2.26) and (2.27) give (2.25).
Lemma 3. Assume that (2.25) holds. Then for any T > 0, the family of random
variables (sup0≤t≤T S
n
t )n≥1 is uniformly integrable.
Proof We recall that
sup
0≤t≤T
Snt = S
n
0 e
sup0≤t≤T X
n
t
For any fixed q > 0, we have
esup0≤t≤T X
n
t ≤ eqT
∫ ∞
T
qe−quesup0≤t≤uX
n
t du ≤ eqT
∫ ∞
0
qe−quesup0≤t≤uX
n
t du
so we must have
sup
0≤t≤T
Snt ≤ eqTEµq( sup
0≤t≤τ
Snt ) (2.28)
Using Fubini’s theorem, we deduce from (2.25) that the family of positive random
variables (Eµq (sup0≤t≤τ S
n
t ))n≥1 is uniformly integrable. (2.28) then implies that the
family (sup0≤t≤τ S
n
t )n≥1 is itself uniformly integrable.
Proof of Theorem 1 By Lemma 1 and condition 1. in Theorem 1, we have
L(Sn|Qn)→ L(S|Q).
and since the functional g is continuous on D[0, T ], we also have
L(g(Sn)|Qn)→ L(g(S)|Q).
Lemma 3 then implies convergence (1.9) of option prices for payoff functions which
satisfy (1.6).
Proof of Theorem 2 It isn’t difficult to show using (1.14) that∫
R∗
(
√
Y (x)− 1)2ν(dx) < +∞
11
and hence that the Hellinger process hT (P
∗, P ) of order 1/2 is finite. This means (cf.
[22] Th. IV.2.1 p. 209) that P ∗ << P . We now need to check that the characteristics
of the process Xn with respect to Qn given in (2.22) satisfy j), jj) and jjj). We can
write
bQ
n
=bn + [cn +
∫
R∗
h2(x)νn(x)]β + cn(β
n − β)
+
∫
R∗
h(x)(Y n(x)− Y (x))νn(dx) +
∫
R∗
h(x)[Y (x)− 1− βh(x)]νn(dx)
Conditions (1.10),(1.13),(1.14) and i) then give
lim
n→+∞
bQ
n
= b+ cβ +
∫
R∗
h(x)(Y (x)− 1)ν(dx)
In the same way, we show that
lim
n→+∞
cQ
n
+
∫
R∗
h2(x)νQ
n
(dx) = c+
∫
R∗
h2(x)Y (x)ν(dx)
and that for every continuous bounded function f which satisfies limx→0
f(x)
x2
= 0,
lim
n→+∞
∫
R∗
f(x)νQ
n
(dx) =
∫
R∗
f(x)Y (x)ν(dx)
Hence, conditions j), jj) and jjj) are satisfied so that by Theorem VII.2.9 in [22], we
have
L(Xn|Qn) −→ L(X|P ∗).
The first part of the theorem then follows from the fact that limn→+∞ S
n
0 = S0 and
from the continuity and boundedness of g on D([0, T ]).
It is well known that P ∗ will be an equivalent martingale measure for S if and only
if we have Y > 0 (ν-a.s) and
b+
c
2
+ βc+
∫
R∗
[(ex − 1)Y (x)− h(x)]ν(dx) = 0
Using the Girsanov formula for bP
∗
, this yields
bP
∗
= − c
2
−
∫
R∗
(ex − 1− h(x))Y (x)ν(dx) (2.29)
Since bP
∗
= limn→+∞ b
Qn , we can deduce from the assumptions of our theorem that
bP
∗
= − c
2
−
∫
x<1
(ex − 1− h(x))Y (x)ν(dx)− lim
n→+∞
∫
x≥1
(ex − 1)Y n(x)νn(dx)
But (2.29) then becomes
lim
n→+∞
∫
x≥1
(ex − 1)Y n(x)νn(dx) =
∫
x≥1
(ex − 1)Y (x)ν(dx)
Hence, the conditions of Theorem 1 are satisfied and we have convergence of the option
prices.
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3 Proof of Theorem 3
We may assume as before without loss of generality that rn = r = 0. We denote by
ψˆn and ψˆ the characteristic exponents of the processes Xˆn and Xˆ which are used to
define minimal entropy martingale measures. We also consider the sets
Dn = {u ∈ R :
∫
x>1
eu(e
x−1)νn(dx) <∞}
and
D = {u ∈ R :
∫
x>1
eu(e
x−1)ν(dx) <∞}
on which the Laplace transforms of Xˆn1 and Xˆ1 are defined. Then according to [29],
[18], for each u ∈ Dn,
ψˆn(u) = (bn +
cn
2
)u+
cn
2
u2 +
∫
R∗
(
eu(e
x−1) − 1− uh(x)) νn(dx) (3.30)
and the same representation holds for ψˆ : if u ∈ D,
ψˆ(u) = (b+
c
2
)u+
c
2
u2 +
∫
R∗
(
eu(e
x−1) − 1− uh(x)) ν(dx)
First we recall the following important fact :
Lemma 4. (cf [15],[18]) We assume that there exists an equivalent martingale measure
Qn with minimal entropy for Xn. The Girsanov parameters (βn, Y n) are deterministic
functions and the process Xn remains a Levy process under Qn.
We also recall that we have assumed that X is not a monotone Levy process and that
a Levy process is monotone if and only if we are in one of the following situations :
(i)c = 0,
∫
R∗
h(x)ν(dx) < +∞, ν(R−,∗) = 0 and b− ∫
R∗
h(x)ν(dx) ≥ 0
(ii) c = 0,
∫
R∗
h(x)ν(dx) < +∞, ν(R+,∗) = 0 and b− ∫
R∗
h(x)ν(dx) ≤ 0.
It is then easy to show that
Lemma 5. X is a monotone Levy process if and only if
lim
u→−∞
ψˆ′(u) ≥ 0 or lim
u→+∞
ψˆ′(u) ≤ 0
We now consider the convergence of the functions ψˆn. On the set ∪∞n=1 ∩k≥n Dk,
the characteristic exponents are defined for large values of n, and we can consider their
limits. The set U defined in (1.17) then satisfies
U ⊆ ∪∞n=1 ∩k≥n Dk.
Lemma 6. Under the assumptions of Theorem 3, the functions ψˆn and ψˆ belong to
C∞(
◦
Dn) and C∞(
◦
D) respectively. Moreover,
ψˆ′n(u)→ ψˆ′(u) (3.31)
on any compact set K ⊂ ◦U as n→ +∞.
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Proof We prove that ψˆ ∈ C∞( ◦D). The fact that ψˆn ∈ C∞(
◦
D) can obviously be shown
in the same way. Note that
◦
D is an open interval. Since h(x) = x in a neighbourhood
of 0 and using the mean-value theorem, there exists a constant c > 0 such that for
|x| ≤ 1
| eu(ex−1) − 1− uh(x) | ≤ c(u2 + u)x2
The uniform convergence of the integrals on {|x| < 1} then follows from (1.3) (where
νn is replaced by ν). If |x| ≥ 1, as ν([1,+∞[) < +∞ and h(x) = 0, it is sufficient to
consider the integral∫
|x|>1
eu(e
x−1)ν(dx) =
∫
x<−1
e−u(1−e
x)ν(dx) +
∫
x>1
eu(e
x−1)ν(dx)
Both integrals on the right-hand side converge uniformly in u, as the integrating func-
tions are uniformly bounded from above respectively by e|u| and e(u+δ)(e
x−1) where
δ > 0 is such that u + δ ∈ ◦D. Similar considerations can be applied to the derivatives
ψˆ(k), k ≥ 1.
In order to prove the uniform convergence given in (3.31), we note that for u ∈ K,
ψˆ′(u) = b+ (
1
2
+ u)c+
∫
R∗
(
(ex − 1)eu(ex−1) − h(x)) ν(dx) (3.32)
Similar formulae hold for ψˆ′n(u).
Since ψˆ′n and ψˆ
′ are continuous increasing functions on K, uniform convergence of
the sequence is equivalent to point-wise convergence. In view of conditions 2.,3. and
(3.32) it is enough to show that for u ∈ K
lim
n→∞
∫
R∗
f(u, x)νn(dx) =
∫
R∗
f(u, x)ν(dx)
where f(u, x) = (ex − 1)eu(ex−1) − h(x) − h2(x)(u + 1
2
). This follows from the fact
that limx→0
f(u,x)
x2
= 0 and that since u ∈ K ⊆ ◦D, the family of functions is uniformly
integrable.
Lemma 7. Assume the conditions of Theorem 3 are satisfied. If limu→α− ψˆ
′(u) > 0,
equation (1.15) has a solution θ < α; if limu→α− ψˆ
′(u) = 0, then θ = α with α 6= ∞;
in both cases (in the last case for a subsequence)
lim
n→∞
θn = θ. (3.33)
If limu→α− ψˆ
′(u) < 0, (1.15) may or may not have a solution, but there exists a subse-
quence n′ such that
lim
n′→+∞
θn′ = α. (3.34)
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Proof Assume limu→α− ψˆ
′(u) > 0. Since ψˆ′ is continuous on
◦
U ⊂
◦
D, and it follows from
Lemma 5 that limu→−∞ ψˆ
′(u) < 0, there exists a solution θ < α to (1.15). As ψˆ′n is an
increasing function, we also have that
lim
n→∞
lim
u→α−
ψˆ′n(u) ≥ lim
u→α−
ψˆ′(u). (3.35)
so that for n ≥ n0, limu→α− ψˆ′n(u) > 0 and θn < α. Therefore (3.33) follows from the
uniform convergence obtained in Lemma 6. It should be noted that two facts have
played an important part here : first that the solution to equation (1.15) is unique and
secondly that X is not a monotone Levy process.
We now assume that limu→α− ψˆ
′(u) ≤ 0. Since X is not monotone Levy process,
α 6=∞. For α <∞, using Fatou’s lemma,∫
x>1
(ex − 1)eα(ex−1)ν(dx) ≤ limu→α−
∫
x>1
(ex − 1)eu(ex−1)ν(dx) <∞
Therefore, ψˆ′(α) is well defined and from the Lebesgue monotone convergence theorem
we have ψˆ′(α) = limu→α− ψˆ
′(u). In particular, if this limit is 0, the equation ψˆ′(u) = 0
has a solution θ = α. In both cases, for u > α, it follows from the definition of U given
in (1.17) that there is a subsequence n′ for which limn′→+∞ ψˆ
′
n′(u) = +∞. Hence,
for n large enough θn′ < u and limn′→+∞ θn′ ≤ α. Furthermore, for every u < α,
ψˆ′(u) < 0 and hence by Lemma 6, ψˆ′n(u) < 0 for n big enough so that θn > u. Thus
limn′→+∞ θn′ = α.
Proof of Theorem 3 If limu→α− ψˆ
′(u) ≥ 0, we can apply both Theorems 1 and 2. We
show for example that the conditions of Theorem 2 hold. Since Y n(x) = eθn(e
x−1),
Y (x) = eθ(e
x−1), and (3.33) holds, we have
Y n(x) = 1 + θnx+ o(x) and Y (x) = 1 + θx+ o(x) (3.36)
where o(x) does not depend on n. (3.33) gives condition i) of Theorem 2.
Since ψˆn
′
(θn) = 0, we have∫
x≥ǫ
(ex − 1)eθn(ex−1)νn(dx) = −[bn + cn(1
2
+ θn) +
∫
x<ǫ
[(ex − 1)eθn(ex−1) − h(x)]νn(dx)]
(3.37)
It follows from 2., 3. and 4. and (3.33) that the expressions on the right-hand side are
uniformly bounded. This implies
sup
n
∫
x≥ǫ
(ex − 1)eθn(ex−1) < +∞ (3.38)
This, and the fact that on the set {x ≤ −ǫ} the functions (eθn(ex−1)) are bounded by
the constant eθ+1, implies that the family (eθn(e
x−1))n≥1 is uniformly integrable on the
set {|x| ≥ ǫ}, so that
lim
n→+∞
∫
|x|≥ǫ
eθn(e
x−1)νn(dx) =
∫
|x|≥ǫ
eθ(e
x−1)ν(dx) (3.39)
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Furthermore, it follows from (3.37) and ψˆ′(θ) = 0 that
lim
n→+∞
∫
x≥1
(ex − 1)eθn(ex−1)νn(dx) =
∫
x≥1
(ex − 1)eθ(ex−1)ν(dx) (3.40)
and so P ∗ is a martingale measure.
If now limu→α ψˆ
′(u) < 0, we have (3.34), and (3.36) and (3.39) remain true with α
instead of θ. However, (3.40) no longer holds and P ∗ is not a martingale measure.
In all cases, the conditions of Theorem 2 are satisfied and Theorem 3 is proved.
Example 1. Let for every n ≥ 1 V n be an NIG(n, 0, n, 0) process and Zn be an
NIG(1
4
, 0, 1
n
, 0) process, independent of V n. We recall that the Levy measure of a NIG
process satisfies (1.1). We consider the sequence of Levy processes (Xn)n≥1 defined by
Xnt = bt+ V
n
t + Z
n
t
so that
ψˆn(u) = ub+
1
π
∫
R∗
(eu(e
x−1) − 1− uh(x))n
2K1(n|x|) + 14nK1( |x|4 )
|x| dx
where K1 is the modified Bessel function of the third kind of parameter 1. Its behaviour
at 0 and +∞ is given by (cf. formulae 9.6.9 and 9.7.2 in [1])
K1(z) ∼ 1
z
when z −→ 0 and K1(z) ∼
√
π
2z
e−z when z −→ +∞
For every n, ψˆn is defined on ] −∞, 0] and differentiable on ] −∞, 0[ so that α = 0.
We can check that
lim
u→−∞
ψˆ′n(u) = −∞ and lim
u→0
ψˆ′n(u) = +∞
so that there exists for each Sn an equivalent martingale measure of minimal entropy.
As n goes to +∞,
L(Xn|P n) −→ (bt +Wt)t≥0
whereW is a standard Brownian motion. Thus, we have limu→0 ψˆ
′(u) = b+ 1
2
. Applying
Theorem 3, if b+ 1
2
≥ 0, we have convergence to the price in the Black-Scholes formula,
i.e.
lim
n→+∞
C
n
T = EQ[g(S)]
where Q is the unique martingale measure for the limiting model. If now b + 1
2
< 0
and g is bounded,
lim
n→+∞
C
n
T = EP [g(S)]
where P is the initial measure. The limiting model does however have a unique equiv-
alent martingale measure Q 6= P . In particular, if we consider a european put option
with maturity T and exercise price K, we have
lim
n→+∞
EQn(K − SnT )+ = EP (K − ST )+ > EQ(K − ST )+
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Example 2. We now consider a sequence of NIG(αn,−αn, 1,−1) processes with αn =
1
2
− 1
4n
. We then have
ψˆn(u) = −u+ αn
π
∫
R∗
(eu(e
x−1) − 1− uh(x))e−αnxK1(αn|x|)|x| dx
The function ψˆn is defined on ]−∞, 0] and differentiable on ]−∞, 0[ so that α = 0 as
before. We can check that limu→−∞ ψˆ
′
n(u) = −∞ and that if αn < 12 , limu→0 ψˆ′n(u) =
+∞. Therefore, the equation ψˆn′(u) = 0 has a solution and there is an equivalent
martingale measure Qn with minimal entropy. We can show furthermore that
lim
n→+∞
bn = −1, lim
n→+∞
∫
R∗
h2(x)νn(dx) =
1
2π
∫
R∗
h2(x)e−
x
2
K1(
|x|
2
)
|x| dx
and that for every continuous bounded function f which satisfies limx→0
f(x)
x2
= 0,
lim
n→+∞
∫
R∗
f(x)νn(dx) =
1
2π
∫
R∗
f(x)e−
x
2
K1(
|x|
2
)
|x| dx
Conditions 2., 3. and 4. of Theorem 3 are therefore satisfied for a limiting process X
which is a NIG(1
2
,−1
2
, 1,−1) process. The function ψˆ′ is defined on ] −∞, 0] and we
have ψˆ′(0) = −1. The equation ψˆ′(u) = 0 does not have a solution and the limiting
model does not have an equivalent martingale measure of minimal entropy. However,
using theorem 3, we have for instance for a european put option
lim
n→+∞
EQn(K − SnT )+ = EP (K − ST )+
4 Proof of Theorem 4
Here again, we can assume for simplicity and without loss of generality that rn = r = 0.
We set q > 1 and we assume as before that X is not a monotone Levy process.
Assuming I(q) < +∞, we introduce the function
F (u) = b+
c
2
+ cu+
∫
R∗
[(ex − 1)Yu(x)− h(x)]ν(dx) (4.41)
where
Yu(x) =
{
[1 + (q − 1)u(ex − 1)] 1q−1 if (q − 1)u(ex − 1) ≥ −1,
0 otherwise,
(4.42)
and we can show as for Lemma 5 :
Lemma 8. X is monotone if and only if
lim
u→−∞
F (u) ≥ 0 or lim
u→+∞
F (u) ≤ 0.
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We first consider the set of martingale measures which are absolutely continuous
with respect to P and we show that the Girsanov parameters of the minimal f q-
martingale measure are the solutions to a minimisation problem.
Lemma 9. The Girsanov parameters (β, Yβ) of the absolutely continuous martingale
measure Q which minimises the Hellinger integral of order q are deterministic func-
tions. If c 6= 0, Yβ is the unique solution to the problem of minimising the function
k(Y ) =
1
2
q(q − 1)
c
[(b+
c
2
+
∫
R∗
(ex−1)Y (x)−h(x)ν(dx))]2+
∫
R∗
(Y q(x)−q(Y (x)−1)−1)ν(dx)
on the Banach space of piecewise continuous non-negative functions with the locally
uniform norm.
If c = 0, the parameter Yβ is the unique solution for the minimisation of k0(Y ) :
k0(Y ) =
∫
R∗
(Y q(x)− q(Y (x)− 1)− 1)ν(dx)
under the constraint b +
∫
R∗
(ex − 1)Y (x) − h(x)ν(dx) = 0. In both cases, Yβ is given
by (4.42) with u = β, where β is the unique solution to the equation F (u) = 0.
Proof It follows from Lemma 5 that as X is not monotone, the equation F (u) = 0
has a solution which is furthermore unique since F ′(u) > 0 on R. Following the proof
of Theorem 2.9 in [24], we see that the martingale measure with Girsanov parameters
(β, Yβ) minimises the Hellinger integral of order q.
For every n ≥ 1, we define an analogue to function F :
F n(u) = bn +
cn
2
+ cnu+
∫
R∗
[(ex − 1)Yu(x)− h(x)]νn(dx)
It follows from Lemma 9 that the Girsanov parameters (βn, Y n) of the minimal measure
Qn satisfy F n(βn) = 0 and Y
n = Yβn.
Lemma 10. If
lim
n→+∞
In(q) = I(q) < +∞, (4.43)
then F n converges uniformly on compact sets to F . If
lim
n→+∞
In(q) = I(q) + a, a > 0, (4.44)
then F n converges uniformly on compact sets to F˜ > F . If
lim
n→+∞
In(q) = +∞, (4.45)
then for every u > 0, limn→+∞ F
n(u) = +∞.
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Proof For every u ∈ R, conditions 2., 3. and 4. imply
lim
n→+∞
bn+
cn
2
+cnu+
∫
x<1
[(ex−1)Yu(x)−h(x)]νn(dx) = b+ c
2
+cu+
∫
x<1
[(ex−1)Yu(x)−h(x)]ν(dx)
(4.46)
where Yu is defined by (4.42).
Now there exists a positive constant C such that for x ≥ 1,
(ex − 1)Yu(x) ≤ Ce
qx
q−1 (4.47)
If (4.43) holds, the function (ex − 1)Yu(x) is uniformly integrable with respect to νn
and
lim
n→+∞
∫
x≥1
(ex − 1)Yu(x)νn(dx) =
∫
x≥1
(ex − 1)Yu(x)ν(dx)
Hence limn→+∞ F
n(u) = F (u).
If however we have (4.44), then for u 6= 0,
lim
n→+∞
∫
x≥1
(ex − 1)Yu(x)νn(dx) >
∫
x≥1
(ex − 1)Yu(x)ν(dx)
so that limn→+∞ F
n(u) = F˜ (u) > F (u). Furthermore, in both these cases, all the
functions we consider are continuous and strictly increasing, so the convergence is
uniform on compact sets.
Finally, if we have (4.45), then νn({x ≥ 1}) > 0 for n large enough. For every
u > 0, Yu > 0 on {x ≥ 1} and we have
lim
n→+∞
∫
x≥1
(ex − 1)Yu(x)νn(dx) = +∞
and so limn→+∞ F
n(u) = +∞.
Lemma 11. If limn→+∞ In(q) < +∞, then limn→∞ βn = β where β is the unique
solution of the equation F (u) = 0 when (4.43) holds and of the equation F˜ (u) = 0
when (4.44) holds. If limn→+∞ In(q) = +∞, then limn→+∞ βn = 0.
Proof We first consider the case (4.43). We assume that β = limn→+∞βn < β =
limn→+∞βn. First of all, as X is not monotone, it follows from Lemma 8 that β 6= −∞
and β 6= +∞ so that [β, β] is a compact set of R. If we assume that β 6= β, then we
can find two subsequences βn
′ → β and βn′′ → β. Due to uniform convergence, this
leads to F (β) = 0 and F (β) = 0 which is impossible since the solution to F (u) = 0 is
unique.
The case (4.44) can be treated in exactly the same way by replacing F by the
function F˜ introduced in Lemma 10.
If we now have (4.45), then according to Lemma 10, for every u > 0,
limn→+∞ F
n(u) = +∞. Hence for all u > 0, and n large enough, βn < u so that
limn→+∞βn ≤ 0. On the other hand, (4.45) also means that limn→+∞ sup supp(νn) =
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+∞. As the measure Qn is equivalent to P n, we must have Y n > 0 (νn-a.s.) and so
for n large enough, 1+βn(q−1)(ex−1) > 0 for big values of x. Hence limn→+∞βn ≥ 0,
so that finally limn→+∞ βn = 0.
Proof of Theorem 4 We verify the conditions of Theorem 2. According to the previous
lemma, in each case, limn→+∞ βn = β ∈ R. Hence we can define Yβ by (4.42). Since
supp(νn) ⊆ {x : Y n > 0}, condition 4. and the assumption that ν({m}) = ν({M}) = 0
implies that supp(ν) ⊆ {x : Y > 0}.
For every n ≥ 1,
Y n(x) = 1 + βnx+ o(x) and Yβ(x) = 1 + βx+ o(x)
It follows from Lemma 11 that limn→+∞ βn = β which implies in turn that o(x) can be
taken to be independent of n.
We see that in the case when limn→+∞ In(q) < +∞, the sequence of functions
(Y n)n≥1 is uniformly integrable on |x| > ǫ. In fact, the functions Y n are bounded by a
constant for x < −ǫ and for x > ǫ, (4.47) holds with C = C(ǫ).
Furthermore, if (4.43) holds, we also have
lim
n→+∞
∫
x≥1
exY n(x)νn(dx) =
∫
x≥1
exYβ(x)ν(dx)
so that P ∗ = Q is an equivalent martingale measure and for g which satisfies (1.9) we
have convergence (1.18) for option prices.
Finally, if we have (4.45), β = 0 and Y (x) = 1. It follows from the fact that
F n(βn) = 0 and conditions 2., 3. and 4. that
lim
n→+∞
∫
x≥ǫ
(ex − 1)Y n(x)νn(dx) = −b− c
2
−
∫
x<ǫ
(ex − 1)− h(x)ν(dx)
It is then easy to see that the family (Y nI|x|>ǫ) is uniformly integrable and that condi-
tion (ii) of theorem 2 holds.
Remark 4. We can obtain results similar to Theorem 4 when q < 1. If for example
0 < q < 1, we necessarily have (4.43). However, one has to be a little careful about
what happens around the boundaries of the support of ν, as the sequence Y n may no
longer be uniformly integrable on {|x| > ǫ} and condition ii) of Theorem 2 may no
longer be satisfied. More precisely, the assumptions of Theorem 4 no longer ensure the
existence of a solution to F (u) = 0 in D = {u : 1 + (q − 1)u(ex − 1) > 0 ν − a.s.}. If
we do have such a solution, the previous result holds. But if for example F (u) > 0 on
D, one can show that
lim
n→+∞
C
n
T = EP ∗ [g(Sˇ)]
where Sˇ = exp(Xˇ) and Xˇ is a Levy process with characteristics (b, c, ν + F (inf D)
1−em
I{m}).
In the same way, if F (u) < 0 on D, we have
lim
n→+∞
C
n
T = EP ∗ [(S˘)]
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where S˘ = exp(X˘) and X˘ is a Levy process with characteristics (b, c, ν+ |F (supD)|
eM−1
I{M}).
Example 3. We assume that the processes Xn are CGMY(1, αn, An, Bn) processes
with drift bn and parameters An, Bn > 0, 0 ≤ αn < 1. We recall that the Levy measure
of a CGMY process is given by (1.2). We consider the case of variance minimising
measures (q=2). We then have that
Yu(x) = 1 + u(e
x − 1) (4.48)
and
F n(u) = bn +
∫
R∗
(u(ex − 1)2 + ex − 1− h(x))νn(dx) (4.49)
We assume that for every n ≥ 1, Bn > 2 so that F n is well defined on [0, 1] and we
assume that the equation F n(u) = 0 has a solution βn ∈ [0, 1]. We also assume that
lim
n→+∞
bn = b, lim
n→+∞
An = A, lim
n→+∞
Bn = B and lim
n→+∞
αn = α
It is easy to see that conditions 2., 3. and 4. are satisfied for a limiting process which
is a CGMY(1, α, A,B) process with drift b.
If B > 2, limn→+∞ In(q) = I(q) < +∞, so applying Theorem 4,
lim
n→+∞
C
n
T = CT
If however B = 2, limn→+∞ In(q) = +∞. Furthermore, I(q) = +∞, so the limiting
model has no variance minimising equivalent martingale measure. But from Theorem
4 we see that for every bounded payoff function
lim
n→+∞
C
n
T = EP (g(S))
Example 4. We assume that Xnt = −t +Wt + Znt where W is a standard Brownian
motion and Zn is a purely discontinuous Levy process independent of W for which
νn(dx) =
1
n
e−(2+
1
n
)xI[n,2n](x)dx. (4.49) and simple calculations then give
F n(u) = −1
2
+
γn
n + 1
− δn
2n+ 1
+ u(α− 2γn
n+ 1
+
δn
2n+ 1
)
where
α = e−1 − e−2 + 1 , γn = e−(n+1) − e−2(n+1) , δn = e−(2n+1) − e−2(n+1)
It is easy to see that for every n, F n(u) = 0 has a solution βn and that the conditions
of Theorem 4 are satisfied for a limiting process Xt = −t +Wt.
We have limn→+∞ In(q) = e
−1 − e−2 whereas I(q) = 0. Applying Theorem 4, for
any continuous bounded payoff function,
lim
n→+∞
C
n
T = EP ∗(g(S))
although the limiting model has a unique equivalent martingale measure P ∗ 6= Q.
In particular, for european put options, we obtain an inequality opposite to that of
Example 1 :
lim
n→+∞
C
n
T < EQ(K − ST )+
21
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