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1. Introduction 
Random Forest is a machine learning classification algorithm that has been proven to perform well 
in conducting classification compared to other classification algorithms [1]. The algorithm is easy to 
implement and produces a model with better performance [2][3]. Random Forest has shown higher 
performance compared to five other classification algorithms, such as KNN, Naïve-Bayes, C4.5, 
AdaBoost, and ANN [4]. However, imbalanced data poses a big challenge for Random Forest techniques 
[5]. Classifying imbalanced data can decrease the effectiveness of classification techniques, since the 
classification process always assumes that the data is drawn from the same distribution as the training 
data and at the same misclassification cost. Therefore, a process for handling imbalanced data for the 
classification algorithm is required [6][7]. 
Several studies have addressed the issue of imbalanced data. For example, Wu et al. [8] used the 
Random Forest algorithm in an insurance business problem, where the insurance data had characteristics 
of class imbalance. The data was analyzed using undersampling with a KKN algorithm approach. The 
technique reduced the data learning process for the Random Forest. Khalilia et al. [9] used Random 
sub-sampling to handle imbalanced data in predicting disease risk. First, imbalanced medical data was 
treated, where the training data was divided into multi-sampling data. It was also ensured that each sub-
sample data was balanced between the minority and majority. The final result showed that the Random 
Forest algorithm, which had applied imbalanced data treatment beforehand, produced superior 
performance compared to the SVM classification algorithm. One study conducted a data handling 
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 This paper proposes a Modified Balanced Random Forest (MBRF) 
algorithm as a classification technique to address imbalanced data. The 
MBRF process changes the process in a Balanced Random Forest by 
applying an under-sampling strategy based on clustering techniques for 
each data bootstrap decision tree in the Random Forest algorithm.  To find 
the optimal performance of our proposed method compared with four 
clustering techniques, like: K-MEANS, Spectral Clustering, Agglomerative 
Clustering, and Ward Hierarchical Clustering. The experimental result 
show the Ward Hierarchical Clustering Technique achieved optimal 
performance, also the proposed MBRF method yielded better performance 
compared to the Balanced Random Forest (BRF) and Random Forest (RF) 
algorithms, with a sensitivity value or true positive rate (TPR) of 93.42%, 
a specificity or true negative rate (TNR) of 93.60%, and the best AUC 
accuracy value of 93.51%. Moreover, MBRF also reduced process running 
time.  
 
This is an open access article under the CC–BY-SA license. 
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technique by combining two sampling data techniques, namely undersampling and SMOTE, to handle 
the imbalanced data problem in a weighted Random Forest [10]. Another study carried out a 
combination of RUSBoost and Information Gain as the preprocessing method for churn prediction of 
imbalanced data [11]. However, some of the above researches handled imbalanced data such that the 
data handling process would still be in preprocessing before the classification algorithm is executed. 
Therefore, the direct effect of handling balanced data in the Random Forest algorithm could not be fully 
observed. 
In this research, we discuss methods for handling imbalanced data based on the Random Forest and 
Balanced Random Forest (BRF) algorithms. The BRF puts imbalanced data handling into an algorithm 
process [12]. The BRFimplements an undersampling technique for every process of decision tree 
formation in the Random Forest algorithm, and therefore is known as the Balanced Random Forest, as 
it combines a sampling technique with an ensemble idea. However, BRF has a few weaknesses. The 
random undersampling process reveals wasted important data which could affect the classification result. 
Therefore, in this paper, we proposed a new approach, namely the Modified Balanced Random Forest 
(MBRF) algorithm. The method may not only improves accuracy but also reduces time complexity. This 
method changes the process of the Balanced Random Forest algorithm, which discard the majority of 
the data. In other words, the random undersampling of BRF is replaced by a clustering technique. The 
technique of training data distribution is also adjusted to the number of used random forest parameters. 
To get the optimal method, we compared four clustering techniques namely K-MEANS, Spectral 
clustering, Agglomerative clustering, and Ward Hierarchical clustering [13] - [18]. These four clustering 
techniques use a defined the number as the base of clusters. The number of clusters in MBRF method 
will be input according to the number of minority classes. 
2. Method 
In this study, MBRF (Fig. 1) is proposed to improve the prediction performance of the Random 
Forest and Balanced Random Forest algorithms. We proposed changes in the process of Balanced 
Random Forest by taking advantage of other algorithms, namely clustering algorithms.  
 
Fig. 1.  MBRF flowchart  
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This method begins with taking data from the training data (D). The data will be split as many as 
the input of N tree, which becomes Di (D1, D2, D3, until Dntree). Each Di has (Xi and Yi), where Xi 
is the vector data and Yi is the class label. After that, the Balanced Random Forest algorithm is run in 
which the data is split into two bootstrap rows, Di+, Di−  (the class labeled “+” is churn data and the 
class labeled “−” is non-churn data). To form the tree, the two bootstrap rows will be used, in which 
each bootstrap takes the same total data to that of the data in the minority class. Then, undersampling 
is conducted on the majority data using a clustering technique, in which the centroids in each cluster 
will be input into the bootstrap, and the total number of clusters will be the same as the total minority 
data. In this way, a centroid with the same total as that of the minority class will be produced. 
Balanced Random Forest is said to be a process that combines undersampling majority classes and 
ensemble learning ideas [19]. In the method we propose, under-sampling majority is conducted based 
on clustering, so undersampling data for building a tree can represent all data, where clustering data will 
be made into a cluster. Therefore, similar data will be combined such that there will be no data that is 
not used from down sampling. It also helps to remove the weakness of the undersampling technique, in 
which there are often various important rows, which are not mentioned in the Random Forest learning 
process [11]. It is better if every tree formed in the Forest does not have any relationship or high 
correlation with other trees. Hence, a random process is conducted during classification of bootstrap 
rows, where the total bootstrap will be equal to the total N-tree. The design process for this research is 
described in Fig. 2. 
 
Fig. 2.  Research Design Flowchart 
2.1. Data set 
This study used customer churn data obtained from PT Telkom Indonesia. The data amounted to 
200387 row data, which consisted of 192863 row non-customer churn data and 7524 row customer 
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churn data. Hence, the churn rate is 3.75%, resulting in imbalanced data and 52 attributes in the data 
(Fig. 3). 
 
Fig. 3.  Distribution of non-churn rows (Label_Class: 0) and  churn rows (Label_Class: 1) in the Dataset 
2.2. Evaluation Measure 
In this study, we used sensitivity, specificity, ROC Curve, and AUC to assess the prediction models, 
have been used per several researcher for classifier assessment over imbalanced data set, as the publication 
of  [20]-[22]. Sensitivity and specificity of the effectiveness of an algorithm in one class can be divided 
into positive and negative, respectively [23]. Based on our case, churn prediction aims to predict the true 
positive class, so that the higher the sensitivity or true positive rate, the better the prediction of customer 
churn [24]. 
Besides sensitivity and specificity, calculation of model accuracy using G-means was also performed 
for both classes (positive and negative) [23]. This is different from the calculation of general accuracy, 
which cannot be used for imbalanced data because it has more weight in the majority class (negative) 
than the minority class (positive). This makes it difficult for the classifier to show in a minority class 
(negative) [23]. Therefore, if the model wrongly classified the minority class, the accuracy would still be 
high [25], whereas G-means would give a more realistic result. G-means measurement avoids inclination 
towards the majority class (negative class) [26]. 
Other evaluations used are ROC (Receiver Operating Characteristics) and AUC (Area Under ROC 
Curve). The benefit of using the ROC curve is that we can easily determine the model with the best 
performance [27]. Meanwhile, AUC is the area under the ROC curve. AUC summarizes the ROC curve 
performance into one quantity value. The AUC value is about 0.5–1,where the bigger the AUC value, 
the better the model [23]. Before performing the model evaluation calculation, we first calculated the 
total true positive (TP), true negative (TN), false positive (FP) (actual negative but it is predicted 
positive), and false negative (FN) (actual positive but it is predicted negative) values [28] [29]. 
3. Results and Discussion 
This research purposes maintaining imbalance data technique by using MBRF (Modified Balance 
Random Forest). To examine and find out improvement of proposed model, they are compared with 
random forest algorithm and Balanced Random Forest (BRF) algorithm. To obtain optimal parameter, 
we try 10 input parameters of total of tree (5,10 ,15 ,20 ,25 ,50 ,60, 70 ,90 ,100). After doing running 
process with 10 parameters, it is obtained optimal parameter in total of 10 trees. However, the result is 
not giving significant difference toward parameter of other tree. It is because random forest parameter is 
insensitive. Even though it does not affect the accuracy but this parameter does affect toward the time, 
in which the higher parameter of random forest, the longer time is needed. To avoid over fitting 
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problem, we obtained the performance measure using 10-fold cross validation which uses of data as for 
training the algorithm and the remaining for testing purpose and repeats the process 10 times [30]. To 
see the optimal performance of the clustering techniques, we compared the four techniques mentioned 
earlier. The comparison is conducted using the same N-tree and K-fold input (n-tree = 10 and 10-fold) 
in the majority class data in each decision tree in the same random forest. Table 1 shows the result of 
the performance measurement.  
Table 1.  Experiment results on each Algorithms Clustering 





Sensitifity 89.54% 87.43% 91.72% 93.42% 
Specificity 90.40% 87.94% 90.94% 93.60% 
G-Means accuracy 89.96% 87.65% 91.33% 93.49% 
 
Ward Hierarchical Clustering provides better performance than other clustering techniques. 
However, it is significantly different withthe Agglomerative Clustering technique. This is because these 
two clustering techniques have large scalability so that they can provide a large number of cluster inputs 
with large amounts of data. Unlike the K-Means which has a limited number of clusters eventhough it 
can work with large data. Among the 4 techniques of clustering, Spectral Clustering provides low 
performance because it is not optimal for large data and large number of clusters. Therefore, in MBRF 
the clustering technique used is Ward Hierarchical Clustering. Table 2 shows a comparison of the 
performance results when MBRF is compared to RF and BRF. 
Table 2.  Experiment results on each method 
Evaluation Measure 







Sensitifity 57.20% 75.93% 93.42% 
Specificity 99.12% 99.12% 93.60% 
G-Means 75.16% 86.75% 93.49% 
AUC 78.16% 87.52% 93.51% 
Running time 435.50 Sec 80. 47Sec 57.80Sec 
 
We compared the classification results of the Random Forest, Balanced Random Forest and Modified 
Balanced Random Forest. To avoid over fitting problem, we obtained the performance using 10-fold 
cross validation which uses 9/10 of data as for training the algorithm and the remaining for testing 
purpose and repeats the process 10 times. 
From the Table 2 produced better value than other two methods which are Random forest without 
balance, Balanced Random Forest without modified balance random forest, in which G-means value has 
the value of 0.9349 or 93.49%, and so AUC 0.9351 or 93.51%. In the case of churn prediction, it has 
goal in which model has better specificity value. MBRF and BRF result recall value or sensitivity which 
are better than RF. It is because two methods conduct data balance in forming tree. MBRF results 
running time better than other algorithm, so that overall MBRF gives improvement of churn prediction 
and better effectiveness of running time. 
In Fig. 4, the ROC Curve was used to compare the performance of the three methods. The ROC 
curve consists of x (TPR) and y (1-TNR), in which the point in the curve that forms a line is based on 
conducting tree tests based on this curve. MBRF, which is marked in yellow, has an AUC value of 1 
(bigger under curve area and approach), proving that the proposed MBRF algorithm is better than the 
BRF and RF algorithms. The ROC curve can be used to determine which method is best [27].  
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The tree parameters did not give a significant effect on the result because these could be observed as 
a point. This means that the AUC value is not too different (almost the same), so the parameter in this 
method is insensitive towards the result. However, it really affected execution time. Random Forest 
resulted in the longest running time, with 25 trees resulting in 621 seconds or 10 minutes. Meanwhile, 
the shortest running time was MBRF with 25 trees in 39.01 seconds. 
 
Fig. 4.  Comparison of ROC Curves between RF, BRF, and MBRF 
4. Conclusion 
A method called the Modified Balanced Random Forest (MBRF) has been proposed. The proposed 
technique provides low precision between the accuracy of classifying majority classes and minority classes, 
produce almost the same sensitivity (TPR) and Specificity (TNR). Moreover, the new model has able to 
reduce the processing time. The used Random Forest parameter, did not give different result in each 
model due to its insensitivity. However, these parameters affect the running time as the increase of the 
time to form the trees. This method is inefficient for a small sample data. A future research should be 
conducted to overcome the weakness of MBRF. 
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