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We present methods to construct representations of nitely presented groups. In well-
conditioned examples it is possible to use Gro¨bner base and resultant methods to solve
the system of algebraic equations obtained by evaluating the relations on matrices with
indeterminates as entries. For more complicated cases we show how nite epimorphic
images and their modular representation theory can be used to nd good candidates for
representations over a nite eld that can be lifted to a local eld.
Finally, we apply lattice reduction methods to representations over local elds and
obtain representations over algebraic number elds resp. rational function elds. Re-
ducing modulo prime ideals thus gives innitely many images of the nitely presented
group.
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1. Introduction
One idea how to prove that a nitely presented group G is innite is to construct suitable
homomorphisms into innite matrix groups. In Holt and Plesken (1992) this is done by
starting with a nite image H of G and solving linear equations to check whether the
epimorphism onto H can be lifted to a representation whose image is an extension of a
Z-lattice by H, thus exhibiting an innite abelian section of G in case it exists near the
top of the group.
The variation of the idea presented here seems to be suitable, for example, for some
groups where the kernel of the epimorphism onto H has a pro-p-completion of bounded
width. The price to be paid is that algebraic rather than linear equations have to be
solved. These are obtained from evaluating the relations on matrices with indetermi-
nates as entries. This system of equations can be simplied by applying some represen-
tation theory, but often it is still too complicated for direct methods e.g. Gro¨bner base
calculations or elimination of variables by taking resultants.
An alternative to the direct methods is to nd a modular solution and to lift it to
a solution over a p-adic eld. Knowing a nite epimorphic image H of G, H and its
modular representation theory might give us a hint which modular representation of H
one should try to lift to a p-adic representation of G.
A multi-dimensional version of Hensel’s lemma often assures that it is sucient to lift
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a solution only a few steps to conclude that it can be lifted to a solution over a p-adic
eld. Note, although the initial equations are algebraic, each step of the lifting process
is just a problem of solving linear equations over a nite eld.
In general it is not clear that the lifting process leads to entries which are algebraic
over Q even in the situation where each lift is equivalent to a representation whose entries
are algebraic over Q. To get a representation dened over a number eld K (with degree
[K : Q] as small as possible), involves two steps: To pass from the lifted representation
to one with p-adic entries which are algebraic over Q and to identify the new entries
as algebraic numbers. In the examples of this paper the rst step turned out to be
superfluous, since the lifted representation already had entries with rational minimal
polynomials of small degree, see Holt et al. (1997) for a more ill-behaved example. The
second step is discussed in Section 5.
Sometimes the lift does not work in characteristic 0, however it is possible in the
ring Fp[[x]] of Laurent series over Fp. An even simpler method than the one for number
elds yields a representation over the eld of rational functions over Fp. In both cases one
obtains an innite number of nite images of G by reducing modulo prime ideals of K
resp. Fp(x). These images are often simple and thus the method often provides many
simple factor groups by starting with a single one at the beginning of the computation.
We give some examples to illustrate our methods. The groups in Examples 3 and 5 were
already treated in Wester (1985) whereas inniteness of the groups in the Examples 1, 2
and 4 was open. In Holt et al. (1997) a representation of the group (2; 3; 7; 11) of degree 7
is constructed by the method developed here.
Most computations were performed in MAPLE. However, it is clear that more adjusted
programs are highly desirable. What is needed are: polynomial arithmetic over algebraic
number elds and nite elds including Gro¨bner bases and resultants, p-adic arithmetic,
matrix arithmetic over these domains, furthermore LLL-reduction and Gaussian elimi-
nation for very large numbers and a program for computing maximal orders and class
numbers of algebraic number elds.
2. The Direct Method
Throughout this paper let G be a nitely presented group with presentation
G := hg1; : : : ; gnjw1(g1; : : : ; gn)r1 ; : : : ; wm(g1; : : : ; gn)rmi:
We want to nd a representation of G of some degree d.
A naive approach would be to map the generators gk on matrices γk := (x
(k)
ij ) in
indeterminates x(k)ij and to take the entries of wi(γ1; : : : ; γn)
ri − Id as equations. This
leads to a system of m d2 equations in n d2 indeterminates with a possibly very high
degree. It will almost never be possible to solve such a system of equations by direct
methods, but examples are known in the literature where a qualitative analysis of the
equations leads to results on G.
The following two remarks can often be used to obtain a simpler system of algebraic
equations:
(i) If the relators w1; : : : ; wt only involve the generators g1; : : : ; gs and this restricted
presentation denes a nite subgroup U of G, then a representation of G must
restrict to a representation of U . Therefore, representation theory of nite groups
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gives explicit candidates for the images γ1; : : : ; γs of g1; : : : ; gs. This reduces the
number of equations, their degrees and the number of indeterminates.
(ii) One has only nitely many possibilities for the characteristic polynomial of wi(γ1;
: : : ; γn) and therefore can take the coecients of the characteristic polynomials of
these matrices as equations. This reduces the number of equations and often their
degrees.
By these two remarks one obtains a system of (m − t)  d equations in (n − s)  d2
indeterminates. Clearly each equation which is linear in one of the indeterminates can
be used to reduce both the numbers of equations and indeterminates by one.
Especially for low matrix degrees d, such a system of algebraic equations can sometimes
be solved by one of the following direct methods:
(1) The resultant method.
The classical method to solve a system of equations is to eliminate indeterminates by
taking resultants and then solve the system by backward substitution as described in
Geddes et al., (1992, Chapter 9). Choosing dierent paths of elimination, one often suc-
ceeds in obtaining some equations in only one indeterminate. Let f1; : : : ; fl be equations
in the same indeterminate. Then these equations can be replaced by their greatest com-
mon divisor f . If f = 1 no solution in characteristic 0 is possible. In this case some of the
resultants rij := res(fi; fj) are non-zero integers and the prime divisors of the greatest
common divisor R of the rij are the candidates for prime numbers, where a modular
solution exists, since taking resultants works over Z. This method was already used in
Holt and Plesken (1992), Section 5, to nd prime numbers p such that PSL2(p) is an
image of a nitely presented group.
(2) The Gro¨bner base method.
A second method is to compute a Gro¨bner basis (cf. Buchberger, 1965) for the ideal
generated by the equations in the ring Z[x(k)ij ]. There exists a solution in characteristic 0
if and only if the Gro¨bner basis does not collapse to (1), i.e. the ideal is not the whole ring.
If the ideal is zero-dimensional (i.e. the residue class algebra is nite dimensional) one
can choose a suitable basis for the residue class algebra and express the indeterminates
in this basis by means of the unique normal form with respect to the Gro¨bner basis. If
the ideal has a higher dimension one will usually rst specialize indeterminates until the
ideal becomes zero-dimensional. Namely, to prove inniteness one does not need the most
general solution, but one (for instance with algebraic entries) with an innite image.
In practice it turned out to be fruitful to use a combination of these two methods. On
the one hand one obtains, by the Gro¨bner base method, nice expressions for the entries
if one uses the powers of a trace of some matrix as basis for the residue class algebra. On
the other hand the resultant method often yields minimal polynomials for the entries of
the matrices. Adding these to the equations makes it much easier to calculate a Gro¨bner
basis.
The following two examples come from a family of presentations denoted by (m;n; p; q)
which is an abbreviation for ha; bjam; bn; (ab)p; [a; b]qi.
Example 1. Let G = (3; 4; 8; 2), then the commutator subgroup G0 has index 4 in G
and a presentation ha; b; c; dja3; b3; c3; d3; (a−1d)2; (b−1a)2; (c−1b)2; (d−1c)2; (abcd)2i.
We try to construct a projective representation of degree 2 of G0, i.e. the images
; ; ;  of a; b; c; d satisfy the above relations only modulo scalar matrices. Since G0 is
perfect, one ought to assume that ; ; ;  have a determinant equal to 1.
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Clearly ha; bja3; b3; (b−1a)2i = Alt(4), thus we start by mapping a on
 :=
 −1 1
−1 0

and b on
 :=
 −1 −i
−i 0

; where i2 = −1.
Let
 :=

x1 x2
y1 y2

and  :=

x3 x4
y3 y4

be the images of c and d, then tr() = tr() = −1 since c and d have order 3. Hence
y2 = −1 − x1 and y4 = −1 − x3. Furthermore from tr(−1) = tr(−1) = 0 one gets
y1 = i+ ix1−x2 and y3 = 1+x3 +x4. Thus one obtains the following system of nonlinear
equations in x1; x2; x3; x4: f1 : det() − 1 = 0, f2 : det() − 1 = 0, f3 : tr(−1) = 0,
f4 : tr() = 0.
By the resultant method over Q[i] = Q[x]=(x2 + 1) one succeeds in nding quadratic
relations mj = mj(xj) for each xj , which as polynomials in Q[i][xj ] are irreducible.
Ideally the Gro¨bner base method over Q[i] now yields that
Q[i][x1; x2; x3; x4]=(f1; f2; f3; f4;m1;m2;m3;m4) = Q[i][x]=(x2 + ix+ i):
Since no Q[i]-Gro¨bner base implementation is available to us, Gro¨bner base methods
applied to Q[y; x1; x2; x3; x4]=(y2 + 1; ~f1; : : : ; ~m4) yield Q[x]=(x4 +x2 + 2x+ 1), where ~fj
etc. is obtained from fj by replacing i by y. Now tr() generates the eld K := Q[],
where  is a root of x4 +x2 +2x+1. With the help of KANT (cf. Pohst, 1993) one checks
that K has discriminant 24  17, classnumber 1, no real embedding into C, maximal
order Z[] and Galois group D8. The last fact proves that the matrix  has innite
order, because elements of nite order have traces in cyclotomic number elds, which have
abelian Galois groups. The entries of the matrices can be expressed as: i = 3−2 ++1,
x1 = −123−2− 12 , x2 = 323− 122 + 52+1, x3 = 23− 322 + 72+ 52 , x4 = −323−2− 72 .
The fractions can be eliminated by conjugating the representation with the matrix
1 + 3 − + 2 − 3
0 2

;
which gives the following representation over Z[]:
a 7!

2 − 2 + 3 −1− 2 + 2 − 3
−1 +  − 2 −1− 2 + 2 − 3

;
b 7!
 −3−  − 3 −2 + 2 − 3
−3− 3 + 2 − 23 2 +  + 3

;
c 7!
 −1− 4 + 22 − 23 4 + 6 − 32 + 43
3 + 2 4 − 22 + 23

;
d 7!

6 + 7 − 32 + 53 −9− 5 + 22 − 53
2 + 5 − 22 + 33 −7− 7 + 32 − 53

:
From this representation one obtains homomorphisms into PSL2(q) where q = pf such
that x4 + x2 + 2x + 1 has a zero in Fq. For example, one obtains homomorphisms into
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PSL2(p) for p = 5; 17; 29; 37; 41; 53; 61; 73; 97; : : :, which one can easily prove to be epi-
morphisms. One can also reduce modulo arbitrarily high powers of prime ideals and get
p-groups of arbitrarily large class underneath the PSL2(p). Cf. Holt and Plesken (1993)
and Holt and Plesken (1989), Section 2.3.3 for the philosophical background, which also
leads to the more rened methods in Sections 3 and 4 of this paper.
If one prefers a linear rather than a projective representation one can take the action
on the symmetric tensor square of the 2-dimensional module.
Example 2. Let G = (3; 4; 14; 2), then the commutator subgroup G0 has index 2 in G
and a presentation ha; b; cja3; b3; c2; (a−1b)2; (a−1cbc)2; (abc)7i. Again we try to construct
a projective representation of degree 2.
As in the above example we map a on
 :=
 −1 1
−1 0

and b on
 :=
 −1 −i
−i 0

; where i2 = −1.
Let
 :=

x1 x2
y1 y2

be the image of c, then tr() = 0, hence y2 = −x1 and tr() = 7 + −17 where 7 is
a primitive 7th root of unity. One thus ends up with only two equations: f1 : det() = 1
and f2 : tr(−1) = 0.
By the resultant method over Q[i; 7 + −17 ] one obtains relations m1;m2 of degree
4 for x1; x2. With Gro¨bner base methods one computes that the residue class algebra
Q[i; 7 +−17 ][x1; x2]=(f1; f2;m1;m2) is isomorphic to the eld Q[i][x]=(m), where m :=
x12 − x11 − 6x10 + 7x9 + 15x8 − 18x7 − 21x6 + 18x5 + 15x4 − 7x3 − 6x2 + x + 1 is the
minimal polynomial of tr(). The eld Q[] has a non-abelian Galois group of order
1536 = 29  3, discriminant 78  134  41, classnumber 1, 4 real and 4 pairs of complex
embeddings into C and maximal order Z[]. With respect to  and i one obtains:
7+−17 = 4
11 − 210 − 249 + 158 + 627 − 356 − 885 + 144 + 483 + 82 − 9 − 4;
x1 =
1
2
((1 + 9i)11 − (1 + 5i)10 − (6 + 54i)9 + (7 + 37i)8 + (15 + 139i)7
−(18 + 88i)6 − (21 + 197i)5 + (18 + 46i)4 + (15 + 111i)3 + (−7 + 9i)2
−(5 + 23i) + 1− 7i);
x2 =
1
2
(−(5 + 3i)11 + (3 + i)10 + (30 + 18i)9 − (22 + 8i)8 − (77 + 47i)7
+(53 + 17i)6 + (109 + 67i)5 + (−32 + 4i)4 − (63 + 33i)3 − (1 + 15i)2
+(13 + 3i) + 3 + 5i):
Since tr() generates Q[], the matrix  has innite order. By conjugating the repre-
sentation with the matrix 
1 + i −1 + i+ 7 − i7
0 2

;
one obtains a representation over Z[i; ]. The enveloping algebra of this representation,
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i.e. the Q-algebra generated by ; ;  has dimension 4 over its centre Q[], therefore it
is a skeweld over Q[] which is the character eld of the representation.
From the above representation one obtains homomorphisms into PSL2(p) e.g. for p =
13; 197; 281; 293; 337; 349; 433; : : :.
3. The Use of Finite Images
In this section we demonstrate how nite images H of G can be used as a guideline to
construct a representation of G. Note, even for the direct methods described in Section 2
one has to choose a degree for the representation. In the insoluble case there are essentially
two methods available to nd nite images. The rst one is described in Holt and Plesken
(1989, Section 7.1), cf. also Holt and Rees (1993) for a description of implementation and
further details. This method nds homomorphisms from a nitely presented group into
a given permutation group and works very well for images of orders up to 106. The
second method is the resultant method described in Section 2, which is rather powerful
especially to obtain images PSL2(q), since it more or less computes q rather than tests
for solutions.
To get an idea what sort of information is useful, assume  : G ! SLn(F ) is a
homomorphism, where (G) is innite and F is a global eld, i.e. a nite extension of Q
or of Fp(x). Since G is nitely generated, the image (G) must lie in an S-arithmetic
subgroup of SLn(R), where R is the localization of the integers in F by a multiplicative
set S generated by nitely many elements. In particular, taking one of the innitely many
prime ideals } of R one gets via the composition } of G ! SLn(R) and SLn(R) !
SLn(R=}) a nite epimorphic image of G. Not all of these images can be trivial. If
char(F ) = 0, Tschebotaro¨w’s density theorem (cf. Tschebotaro¨w, 1926) tells us that } can
be chosen such that R=} = Fp for some prime number p. In any case let p = char(R=}).
Then the kernel K of } maps under  into the congruence subgroup fγ 2 SLn(R) j
γ − In  0 mod }g of SLn(R) and therefore one expects X := (K) and hence also K
to have a substantial pro-p-completion X := lim X=i(X) resp. K := lim K=i(K),
where (i(Γ)) denotes the lower p-central series of Γ dened by 1(Γ) := Γ and i+1(Γ) :=
[i(Γ);Γ]i(Γ)p.
Instead of taking the universal pro-p-completion X of X one can also look at the }-
adic completion X} of X  SLn(R) or even of (G) itself in SLn(R}), where R} :=
lim R=}i. This will also be a compact pro-p-group, namely a (continuous) image of
X. No matter whether or not X}, X and K are isomorphic it is reasonable to assume
that X} is of nite index in a maximal compact subgroup of the group of F}-rational
points of some reductive group dened over the eld of fractions F} of R}. Note, the
reductive groups over local elds are classied in characteristic 0 in Kneser (1965) and
Satake (1971), for characteristic 0 and p > 0 in Bruhat and Tits (1972) and Tits (1979),
where their maximal compact subgroups are also investigated. In order to guess a good
candidate for the reductive group and the eld K} it is very helpful not only to have the
nite image H (assumed to be isomorphic to }(G) or at least to }(G)=Op(}(G)),
but also a power commutator presentation of K=i(K) for some i (particularly if X}, X
and K are isomorphic). For instance if the sequence ji(K)=i+1(K)j = pci is bounded
and becomes periodic one can guess the dimension and maybe the type of the Lie algebra
of the algebraic group, or if K is powerful, the characteristic of F must be zero. However,
much more information such as ramication index etc. can be extracted. Having guessed
the algebraic group one knows which is the smallest matrix degree to try.
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We note that our assumptions open up new possibilities where the existing methods|
e.g. looking for a free abelian section or applying renements of the Golod-Safarevic-
bound (cf. e.g. Gaschu¨tz and Newman, 1970)|do not work.
The next example shows that this information alone might sometimes suce to get the
direct method started, though the nite factor group SL2(7) one has at the beginning
turns out to be a proper epimorphic image of }(G).
Example 3. The group G := ha; b; cja3; b3; c3; ababa−1b−1; bcbcb−1c−1; cacac−1a−1i was
investigated in connection with buildings of type ~A2 in Wester (1985).
D.F. Holt (pers. comm.) checked that this group has a map onto SL2(7) for which the
kernel K has a lower 7-central series with a repeating sequence of layers 72; 71; 72; 73 at
least down to class 16 and where 4(K) is powerful. Since 2 + 1 + 2 + 3 = dim(A2), this
indicates that the group might have a Lie group structure of type A2, hence we try a
representation of degree 3 in characteristic 0.
Clearly, ha; bi = hb; ci = hc; ai = Frob(21). Thus one may map a on the matrix
 :=
0@  −1−10 0 1
−1−  1 −
1A
and b on
 :=
0@ 1 0 00 0 1
 −1 −1
1A;
where 2 +  + 2 = 0, then h; i = Frob(21). Let
 :=
0@ x1 x2 x3x4 x5 x6
x7 x8 x9
1A
be the image of c. Since c has order 3 we must have tr() = 0. In ha; ci the element
a2c has order 3, hence tr(2) = 0 and the same argument for hb; ci gives tr(2) = 0.
The elements bc and ca have order 7, hence tr() and tr() are  or −1− . Here one
has to make a choice and we assume both traces to be . By each of these ve linear
equations one can eliminate one indeterminate and one nally comes up with a system
of six non-linear equations in the indeterminates x2; x3; x4; x6.
Using the resultant method one obtains the solution
 =
0B@ −1−
1
2 1− 12 −
1
2 −  1 + 12 1
− 12 12 0
1CA:
The denominators cannot be eliminated, since tr() = 12 (1 − ), which is not an
algebraic integer in Q[]. This proves as well that the image is innite.
With respect to complex conjugation the above representation xes the positive denite
hermitian form
F :=
0@ 3   3 
  3
1A
of determinant 7.
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From this representation one obtains epimorphisms onto SL3(p) for p  1; 2; 4 mod 7
and onto SU3(p) for p  3; 5; 6 mod 7. For p = 7 one obtains the ane group A2(7) =
72>¢SL2(7). This explains the strange pattern of the lower 7-central series of the kernel
of G! SL2(7), which after all is the sort of pattern one would expect for a group coming
close to the pro-p-Sylow subgroup of a parahoric subgroup of a unitary group [cf. Bruhat
and Tits (1972) and Tits (1979)].
It can happen that the image H of G is too large to obtain a presentation of the
kernel (e.g. if the resultant method yields an image PSL2(p) for a big prime number p).
In this situation one can still try to obtain some more modest information from H. The
following lemma shows how to decide whether for an arbitrary epimorphic image H of G
an epimorphism can be lifted to a split extension of a FpH-module by H.
Lemma 3.1. Let ’ be an epimorphism of G onto H and V a simple FpH-module. Then
the maximum number a such that ’ can be lifted to an epimorphism onto the split exten-
sion V a:H is a = dim(Der(G;V ))− dim(Der(H;V )).
Proof. This follows from Plesken (1987, Section 2). 2
Remark 3.2. Let ’ be an epimorphism of G onto H. If dening relations for H in
terms of the ’(gi) are known the problem of calculating the dimensions of the spaces of
derivations can be reduced to a linear problem over Fp by using Fox-derivatives [cf. Holt
and Plesken (1989, Section 4:2)].
For the rest of this section we assume that G has a homomorphism ’ onto PSL2(p) for
some prime p. That this is not too much a restriction follows from the following two
observations:
(i) \Most" simple groups are of this type (e.g. 50% of the groups of order less than 106).
(ii) If G has a 2-dimensional representation over any eld of characteristic 0 then it
follows from Tschebotaro¨w’s density theorem (Tschebotaro¨w, 1926), that there are
innitely many primes p such that G maps into PSL2(p).
The next lemma gives a lower bound for the degree of the representation to construct
in case the eld is of characteristic p or ramied over Qp.
Lemma 3.3. Assume that V is a simple Fp PSL2(p) module of dimension d > 1 such
that ’ can be lifted to the split extension V : PSL2(p). Then this lift cannot be realized
in PSLk(Fp[x]=x2Fp[x]) for k < (d+ 1)=2.
Proof. Denote by Vk the k-dimensional simple Fp SL2(p) module and by k the cor-
responding representation of SL2(p). Then the module for the action of k(SL2(p)) on
(xFp[x]=x2Fp[x])kk is the tensor square of Vk, since Vk is selfdual. But the largest sim-
ple composition factor of Vk ⊗ Vk is V2k−1 as an easy calculation with Brauer characters
shows. 2
We now want to decide whether an epimorphism lifts to a non-split extension V:PSL2(p)
for a simple Fp PSL2(p)-module V .
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Lemma 3.4. Assume p > 3 and let Vi be the simple Fp PSL2(p)-module of dimension i.
Then
(i) H2(PSL2(p); Vi) = f0g if i 6= 3.
(ii) H2(PSL2(p); V3) = Fp.
Proof. Let V be any nite Fp PSL2(p)-module, I(V ) its injective hull and Ω−1V the
cokernel of V ! I(V ), i.e. the inverse of the Heller operator. Since I(V ) is projective,
H^i(I(V )) = 0, and therefore by the long exact sequence for Tate cohomology H^i(V ) =
H^i−1(Ω−1V ) (cf. Curtis and Reiner, 1990 x8D). In particular H2(V ) = H^2(V ) =
H^0(Ω−2V ). One can easily read o Ω−2Vi from the Brauer tree (cf. Alperin, 1986):
t V1 t Vp−2 t V3 t Vp−4 t          t V(p+")=2 ti
where " = 1 with p  " mod 4 and the multiplicity of the exceptional vertex is 2. Clearly
H2(V1) = f0g, since the Schur multiplier of PSL2(p) is isomorphic to C2, H2(Vp) = f0g,
since Vp is injective and H^0(Ω−2Vn) = f0g if Ω−2Vn does not have V1 in its socle. The
only critical cases are the modules Vp−2 and V3. In obvious notation giving the socle
series one has:
Ω−2Vp−2 =
V1 V3
Vp−2 Vp−4
and
Ω−2V3 =
Vp−2 Vp−4
V1 V3 V5
for p > 5
Ω−2V3 =
V1 V3
V3 V1
for p = 5.
In particular H^0(Ω−2Vi) = f0g for i 6= 3 and H^0Ω−2V3 = Fp, since in our situation
H^0(Ω−2V3) = H0(Ω−2V3). 2
Lemma 3.5. For p > 3 an epimorphism ’ of G onto PSL2(p) lifts to a non-split exten-
sion V3:PSL2(p) if and only if the projective representation of ’ of G can be lifted to a
projective representation of G onto PSL2(Zp=p2Zp).
Proof. This follows immediately from the preceeding lemma and Theorem 2.3.37 in
Holt and Plesken (1989) (cf. also Wall, 1968). 2
4. The Lifting Procedure
For this section we use the following notation: let R be a complete discrete valuation
ring with maximal ideal } = R, residue class eld Fq and eld of fractions K, which is
a nite extension of Qp or Fq((x)) with ramication index e in the rst case. Set e =1
in the second case.
We assume that we have a homomorphism ’ from G into PSLk(Fq). We want to
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lift ’ to a homomorphism of G into PSLk(R) such that ’ is the composition of that
homomorphism with the natural projection from R to R=}.
First we describe how ’ can be lifted (if such a lift is possible) to a homomorphism
into PSLk(R=}c) for some nite c > 1 by solving linear equations over Fq.
Lemma 4.1. Let f1; : : : ; fm 2 R[X1; : : : ; Xn] and assume that for y = (y1; : : : ; yn) 2
Rn one has fi(y)  0 mod }d for 1  i  m. Let z = (z1; : : : ; zn) 2 Rn and dene
e0 := min(d; e). Then the conditions fi(z)  0 mod }d+e0 for 1  i  m and zj 
yj mod }d for 1  j  n are equivalent to a certain Fq-linear system of equations in
−d(zj − yj) mod }e0 .
Proof. For 1  j  n write zj = yj + drj with rj 2 R. Expanding fi(z) around y and
omitting terms divisible by 2d yields fi(y) + d
Pn
j=1 lijrj  0 mod }2d, where lij 2 R.
These are linear congruences for the rj . Dividing by d and reducing modulo }e
0
givesPn
j=1 lijrj  −−dfi(y), which can be interpreted as Fq-linear equations, since R=}e
0
is
an Fq-algebra. 2
Remark 4.2. (i) One has quadratic convergence for the characteristic p > 0 case. The
same can be achieved in characteristic 0, if one is prepared to work in residue class rings
of increasing size.
(ii) It pays, however, to lift by more than one step if possible, because not every lift from
R=}d to R=}d+1 can be lifted further to R, but it might be that for h > 1 for every lift from
R=}d to R=}d+h the restriction to R=}d+1 can be lifted to R. This trick|an analogue
of the famous \Echternacher Springprozession"|was already used by Wursthorn (1993)
to calculate automorphisms of p-groups.
Concerning (non-)uniqueness of the lifting one should be aware of the following. From
one homomorphism ’ of G into PSLk(R=}d+1) one obtains further ones by conjugating
the image with matrices  from SLk(R). If   Ik mod }d the homomorphisms ’ and
’−1 agree modulo }d and can be viewed as lifting of the same homomorphism into
PSLk(R=}d). We give more precise details for the lifting from R=}d to R=}d+1. Besides
the homomorphism ’d : G ! PSLk(R=}d) one has γ1; : : : ; γs as images of g1; : : : ; gs
in SLk(R) in the notation used earlier. Let L(’d) be the set of all homomorphisms
’ : G! PSLk(R=}d+1) with gi’  γi mod }d+1 for i = 1; : : : ; s and gi’  gi’d mod }d
for i = s + 1; : : : ; n (ignoring the scalar matrices to be factored out). L(’d) can be
viewed as an ane space over R=} = Fq, because of the previous lemma. Let C :=
fX 2 Rkk j Xγi  γiX mod } for i = 1; : : : ; sg and C0 := fX 2 C j Xgi’d 
gi’dX mod } for i = s + 1; : : : ; ng. Note, both C and C0 only depend on ’d modulo }
(and are therefore constant throughout the computation). C acts on L(’d) as follows:
c 2 C maps ’ 2 L(’d) to ’[c], which is the composition of ’ with conjugation by Ik+dc.
The crucial observation is
gi’
[c]  gi’+ d(c(gi’)− (gi’)c) mod }d+1 (and modulo scalar matrices).
One easily veries:
Lemma 4.3. Let C act on L(’d) as described earlier.
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(i) C0 is the kernel of this action, more precisely each C-orbit on L(’d) is in bijection
with the Fq-vector space C=C0.
(ii) The C-action respects liftability (to R=}d+2 or even to R).
Thus let  := dimFq C=C0 and let Lh(’d) be the set of all ’ 2 L(’d) which lift to a
homomorphism into PSLk(R=}d+h). Lh(’d) is an ane subspace of L(’d) = L1(’d) for
h  d. Denote its dimension by h. If  < 1 there is the danger that not everything
lifts, i.e. Lh(’d) 6= L(’d) for some h > 1. In this situation Remark 4.2(ii) should be
taken serious.
The following lemma is a multi-dimensional analogue of Hensel’s lemma. It gives an
explicit value d0 such that an epimorphism into PSLk(R=}d) can be lifted to PSLk(R)
for each d > d0.
Lemma 4.4. (Bourbaki, 1972, Chapter III, x4:6, Corollary 3) Let f1; : : : ; fm 2
R[X1; : : : ; Xn] where n  m. Denote by Mf the Jacobian matrix (@fi=@Xj) and by
J
(m)
f (X1; : : : ; Xn) the determinant of the last m columns of Mf . Let y = (y1; : : : ; yn) 2
Rn and assume that fi(y)  0 mod }1+2d for 1  i  m, where d is such that }d =
J
(m)
f (y)R. Then there exists z = (z1; : : : ; zn) 2 Rn such that zj  yj mod }1+2d for
1  j  n and fi(z) = 0 for 1  i  m.
This lemma can be applied to a system of equations where the number of equations is not
bigger than the number of indeterminates. But the reduction of the number of equations
as outlined earlier often suces to full this hypothesis. However, in all examples we have
treated up to now, we could do in the end without this lemma, because we succeeded in
passing from the representation modulo }c to a global representation as discussed in the
next section.
5. From Local to Global Representations
Since the entries of a representation of G are solutions of a system of algebraic equa-
tions, one can usually arrange for a representation in characteristic 0 that it can be
realized over some algebraic number eld K. The required extension of Q can be deter-
mined from the p-adic expansion of the solutions by the following method (cf. Lenstra et
al., 1982, and de Weger 1989):
Lemma 5.1. Let x =
P1
i=0 aip
i be a p-adic number which is algebraic over Q and
denote the nth partial sum of x by xn. Dene Lm;n := fv = (v0; v1; : : : ; vm) 2 Zm+1 jPm
i=0 vix
i
n  0 mod pn+1g and let Lm := \1n=0Lm;n.
Then [Q[x] : Q] = minfm 2 N j Lm 6= f0gg.
Proof. Letmx =
Pd
i=0 cit
i be the minimal polynomial for x. Then the vector (c0; : : : ; cd;
0; : : : ; 0) lies in Lm for all m  d. Suppose now m < d and v 2 Lm. Then for all n 2 N
one has
Pm
i=0 vix
i
n  0 mod pn+1, hence
Pm
i=0 vix
i = 0, which implies v = 0 since m < d.
2
The vector vx of coecients of the minimal polynomial of x can be calculated using the
LLL-algorithm (cf. Lenstra et al., 1982) as follows.
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The lattice Lm;n has index pn+1 in Zm+1 and a Z-basis of Lm;n is (e0; e1; : : : ; em),
where e0 = (pn+1; 0; : : : ; 0) and ei = (−xin; : : : ; 1; : : :) with the 1 at position i. If m = d
the vector vx lies in Lm;n for all n. Now for growing n the Euclidean norms of the vectors
in Lm;n which are linearly independent from vx increase. Thus for n suciently large vx
can be found as a vector which is much shorter than all others by means of the LLL-
algorithm. In our examples, a faster pair-reduction applying usual Minkowski-reduction
for dimension 2 to every pair of basis vectors yields the desired shortest vector.
The above method can be used as well to express an algebraic number y in terms of
powers of x. For that, one replaces the basis vector em by (−y; : : : ; 1). Then the LLL-
algorithm yields the coecients of a linear combination of 1; x; : : : ; xm−1 representing y.
Example 4. Let G be given by ha; bja3; b3; baba−1ba−1b−1abab−1ab−1a−1i. This group
was investigated by Rosenberger and Levai in connection with generalized triangle groups
and by Metaftsis as a group with two generators of order 3 and one additional short
relator. Its inniteness was still open.
D.F. Holt (pers. comm.) checked that G has a map onto SL2(5) for which the kernel
has a lower 5-central series with a repeating sequence of layers 52; 51; 52; 53 at least down
to class 16. This indicates that the group is connected with a Lie group of type A2.
Furthermore the structure of the central series implies that some subgroup is powerful.
Hence we try a representation of degree 3 in characteristic 0.
In this case the system of algebraic equations is too complicated for the direct methods.
After xing the image of a and using the trace of b there remain eight indeterminates.
The remaining two coecients in the characteristic polynomial of b give two equations.
If one uses the characteristic polynomial of the third relator one obtains two further
equations with 222 resp. 5800 terms and degree 5 resp. 10. Alternatively one can use the
entries of the third relator, then one gets nine further equations with about 100 terms
and degree 5.
Instead, we look for primes p such that G maps onto SL3(p). G maps into SL3(5) with
various homomorphisms factoring over SL2(5). Indeed the situation in the end turns out
to be analogous to Example 3 at p = 7. It is more convenient to work with the prime 11,
namely G maps onto SL3(11) by
a 7!  :=
0@ 0 1 00 0 1
1 0 0
1A
and
b 7! 0 :=
0@ 0 0 1−2 1 5
−1 0 −1
1A:
This modular solution can be lifted to a solution  over the ring Z11 of 11-adic integers.
In each step of the lift one has three free parameters. Choosing the rst row of  as
(0; 0; 1) the lift becomes unique.
By the method described in Lemma 5.1 one now calculates that  := tr() has
minimal polynomial m = x6 − 3x3 + 1 and that the other entries of  can be expressed
in terms of . The eld Q[] has Galois group D12, classnumber 1, discriminant 36 53, two
real and two pairs of complex embeddings into C and maximal order Z[]. The fact that
()2 6= 1 and tr(()2) = 3 proves that the image is innite. To write the representation
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over Z[] one has to conjugate with a suitable matrix and nally obtains:
a 7!
0@ −34 + 8 −44 + 11 23 − 60 0 1
−55 + 142 −75 + 192 34 − 8
1A;
b 7!
0@ −55 + 142 −75 + 192 34 − 835 − 92 55 − 142 −24 + 6
1 0 0
1A:
Denote by  the Galois automorphism of Q[] that maps  on −1 = −5 + 32. With
respect to this automorphism the above representation xes the hermitian form0@ 4 3 − 5 3 − 5 4 
  4
1A
of determinant 5.
From this representation one obtains epimorphisms onto SL3(p) for p = 11; 29; 41;
59; 71; 89; : : : and onto SU3(p) for p = 3; 7; 13; 37; 43; 47; 67; 73; 97; : : : depending on the
fact whether the polynomial m has irreducible linear or quadratic factors over Fp. For
p = 5 one obtains the ane group A2(5) = 52 >¢ SL2(5).
In characteristic p one will try to construct from a representation over Fp[[x]] one over
the eld of rational functions over Fp. The following lemma, which was probably already
known to Frobenius (cf. e.g. Gantmacher, 1959, Chapter XV, x10), gives an easy method
for this.
Lemma 5.2. There exists a bijection between periodic power series expansions in 0 over
Fp and rational functions over Fp not having a pole in 0.
Proof. Let r := gf be a rational function in x, gcd(f; g) = 1, p a prime such that p 6 jf(0).
If f is irreducible over Fp one has f j xq−1 − 1, where q = deg(f). If f = hb where h is
irreducible and b 2 N it follows for q = deg(h) and pc  b that f j x(q−1)pc − 1, since
(xq−1 − 1)pc = x(q−1)pc − 1 in characteristic p. Finally assume f1; f2 2 Fp[x], a; b 2 N
such that gcd(f1; f2) = 1 and f1 j xa− 1 and f2 j xb− 1. Then f1f2 j xlcm(a;b)− 1. Hence
it follows by induction that r can be written as gh1−xa for some a 2 N and h 2 Fp[x] which
gives a periodic expansion of r by means of the geometric series.
The opposite direction follows immediately from the geometric series. The periodic
expansion given by the coecients (a0; a1; : : : ; as; b1; : : : ; bn) with ai; bj 2 Fp is the power
series expansion of the function
r =
sX
i=0
aix
i + xs+1
Pn
j=1 bjx
j−1
1− xn :
2
The following example was already studied by Wester (1985). We want to show how a
representation of this group can be obtained by our method of }-adic expansion.
Example 5. Let G := ha; b; cja3; b3; c3; aba−1ba−1b−1; bcb−1cb−1c−1; aca−1ca−1c−1i. The
commutator subgroup G0 has index 3 in G and G00 has index 72 in G0. Applying the
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nilpotent quotient algorithm for p = 2 to G00 gives a recurring sequence of layers 26; 26; 24.
This indicates a Lie group structure of type A2  A2. Furthermore a closer analysis of
the central series shows that this Lie algebra must have characteristic 2. We therefore
try a representation of degree 3 over the eld F2[[x]] of Laurent series over F2.
Clearly ha; bi = hb; ci = hc; ai = Frob(21). Thus one may map a on the matrix
 :=
0@ 1 0 00 0 1
0 1 1
1A
and b on
 :=
0@ 1 1 11 0 0
0 0 1
1A;
then h; i = Frob(21). Let
 :=
0@ x1 x2 x3x4 x5 x6
x7 x8 x9
1A
be the image of c. Like in Example 3 one concludes that tr() = tr() = tr() = 0
which gives the equations x9 = x1 + x5, x8 = x5 + x6 and x7 = x2 + x4 + x5. A solution
modulo the maximal ideal of F2[[x]] is
0 :=
0@ 0 1 11 0 1
0 1 0
1A:
This solution can be lifted to a solution  in SL3(F2[[x]]). Furthermore it turns out that
this is possible in such a way that the entries of  have periodic expansions. By the
method described in Lemma 5.2 one now nds the following solution over the eld of
rational functions over F2:
 := u−1
0@ 0 u u(1 + x)1 x2 1 + x2
x 1 x2
1A;
where u := 1 + x+ x2.
The matrix  has innite order, since tr() = u−1(1 + x)3.
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