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In this paper we reconsider the single parameter quantum Fisher information (QFI) and compare
it with the two-parameter one. We find simple relations connecting the single parameter QFI (both
in the asymmetric and symmetric phase shift cases) to the two parameter Fisher matrix coefficients.
Following some clarifications about the role of an external phase [Phys. Rev. A 85, 011801(R)
(2012)], the single-parameter QFI and its over-optimistic predictions have been disregarded in the
literature. We show in this paper that both the single- and two-parameter QFI have physical
meaning and their predicted quantum Crame´r-Rao bounds are often attainable with the appropriate
experimental setup. Moreover, we give practical situations of interest in quantum metrology, where
the phase sensitivities of a number of input states approach the quantum Crame´r-Rao bound induced
by the single-parameter QFI, outperforming the two-parameter QFI.
I. INTRODUCTION
Interferometric phase sensitivity is a research topic of
interest for a number of rapidly growing scientific fields,
among which we can single out gravitational wave as-
tronomy [1–8] and quantum technologies [9–12].
With the advent of non-classical states of light [13–16],
the classical SNL (shot-noise limit) [17] has been shown
to be improvable [18], prediction confirmed by experi-
ments [19–21].
Theoretical bounds for the interferometric phase sen-
sitivity became possible due to the quantum Fisher in-
formation (QFI) and its associated quantum Crame´r-Rao
bound (QCRB) [22–27]. These bounds, besides their the-
oretical interest, are extremely useful in evaluating the
optimality of realistic detection schemes.
Jarzyna & Demkowicz-Dobrzan´ski [28] showed in a
convincing manner that using the single-parameter QFI
constantly yields over-optimistic results. As pointed out,
the solution to avoid counting resources that are actually
unavailable is to phase-average the input state [28–30] or
use the two-parameter QFI [31–36].
One reason that the single parameter QFI might be
considered over-optimistic or artificial is that usual de-
tection schemes cannot go beyond the QCRB given by a
two-parameter QFI approach [31, 33, 37]. Even the bal-
anced homodyne detection, although having access to an
external phase reference, cannot exceed this limit if the
interferometer is balanced [36, 37].
As discussed in previous works [28, 30], actual phase
measurement scenarios are modeled with a single phase
shift for some applications [38, 39], while others require
two phase shifts [1]. Thus, we consider both these sce-
narios in this work.
Gaussian input states are a popular choice due to both
their properties and to technical advancements in their
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preparation [40]. Among them we can cite the coherent
plus squeezed vacuum input state [18, 41, 42], a popular
choice also due to its use in gravitational wave detection
[3–7]. The squeezed coherent plus squeezed vacuum in-
put state [43] has been shown to bring a gain in phase
sensitivity due to the second squeezer [34, 36]. This gain,
however, becomes marginal in the experimentally inter-
esting scenario of high input coherent power and limited
squeezing factors. In this paper, we will show how to
overcome this limitation using an unbalanced interfero-
meter and an external phase reference. We also note
that, on the experimental side, squeezing a laser source
has been recently demonstrated [6].
Although most authors employ balanced (50/50) in-
terferometers [24, 37, 41, 42, 44], a number of works ad-
dressed the unbalanced scenarios, too [28, 34, 35]. Some
interesting results emerged, for example in the case of
double coherent input [34].
Reference [28] gave reasons not to use a single-
parameter QFI. In this paper we take exactly the op-
posite route: we find scenarios where using a single-
parameter QFI is interesting. Moreover, we find detec-
tion schemes that are actually able to reach the QCRB
predicted by the single-parameter QFI. However, in order
to do so, we need to employ an unbalanced interferome-
ter.
The input phase matching conditions (PMC) and their
effect on performance have been discussed in the litera-
ture [28, 34, 36, 45]. Although in some works all input
phases are set to zero [28, 43, 45], this is not always an
optimal choice [34, 36]. In this paper we will show that
the optimal PMCs change not only in function of the
input state, but also with the type of QFI used.
In this work we focus on two detection schemes. The
difference-intensity detection scheme is often considered
in the literature [24, 33, 34, 36, 37] and it is a good ex-
ample of a detection method not having access to an ex-
ternal phase reference. We thus expect its performance
to be limited by the two-parameter QFI. The homodyne
detection technique [36, 37, 46–48] is the quintessential
2example of a detector having access to an external phase
reference. We will show that under the right conditions,
it is able outperform the QCRB implied by the two-
parameter QFI, approaching the one corresponding to
the single parameter QFI.
This paper is structured as follows. In Section II
we introduce some conventions and describe the two-
parameter QFI approach. In Section III we discuss the
single-parameter QFI with an asymmetric phase shift
while in Section IV we discuss the same problem in the
symmetric phase shift scenario. In Section V we give
the complete expression for these QFIs for an important
class of input states, namely the Gaussian states. The
realistic detection schemes to be considered in this paper
are described in Section VI. The performance of these
schemes with some Gaussian input states is detailed and
discussed in Section VII. The results are discussed and
some assertions from the literature commented in Section
VIII. The paper closes conclusions in Section IX.
II. TWO PARAMETER QUANTUM FISHER
INFORMATION
Throughout this work we assume no losses and our
input is limited to a pure state, thus we do not need to
use the Symmetric Logarithmic Derivative [22, 24, 26].
We also assume no entanglement between the two input
ports. This is a rather standard assumption in papers
discussing Gaussian input states [31–34, 36, 37].
We first consider the general case where each arm of
the interferometer contains a phase-shift (ϕ1 and, respec-
tively, ϕ2, see Fig. 1). BS denotes the beam splitter. The
estimation is treated as a general two parameter problem
[28, 31–33]. We define the 2×2 Fisher information matrix
[26, 31, 32]
F =
[ Fss Fsd
Fds Fdd
]
(1)
where the coefficients are defined by
Fij = 4ℜ{〈∂iψ|∂jψ〉 − 〈∂iψ|ψ〉〈ψ|∂jψ〉} (2)
with i, j ∈ {s, d}, ϕs/d = ϕ1 ± ϕ2 and ℜ denotes the real
part. We also denote |∂s/dψ〉 = ∂|ψ〉/∂ϕs/d and we have
|ψ〉 = e−i nˆ2−nˆ32 ϕde−i nˆ2+nˆ32 ϕs |ψ23〉 where nˆm = aˆ†maˆm de-
notes the number operator for port (mode) m. We em-
ploy the usual annihilation (creation) operators aˆm (aˆ
†
m)
obeying the commutation relations [aˆm, aˆ
†
n] = δmn with
m,n labeling spatial modes.
From the Fisher matrix (1) we arrive at a QCRB
matrix inequality [31] out of which we retain only the
difference-difference phase estimator,
(∆ϕd)
2 ≥ (F−1)dd (3)
and since the matrix element (F−1)dd will appear repeat-
edly we define the two-parameter QFI,
F (2p) := 1
(F−1)dd = Fdd −
FsdFds
Fss (4)
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FIG. 1. The configuration for the case study with two inde-
pendent phase shifts, ϕ1 and ϕ2. The beam splitter BS1 is
assumed to have a variable transmission coefficient, T .
thus saturating inequality (3) implies the two-parameter
QCRB,
∆ϕ
(2p)
QCRB =
1√
F (2p)
. (5)
Since the QFI is additive (both for the single- and two
parameter cases) [22, 24], for N repeated experiments we
have the scaling ∆ϕ
(2p)
QCRB =
√
NF (2p). For simplicity,
throughout this paper we set N = 1.
For the calculation of the Fisher matrix elements we
need the field operator transformations,{
aˆ3 = Raˆ0 + T aˆ1
aˆ2 = T aˆ0 +Raˆ1
(6)
where T (R) denotes the transmission (reflection) coef-
ficient of the beam splitter (BS1 in Fig. 1). We have
|T |2 + |R|2 = 1 and TR∗ + T ∗R = 0 [49]. Since the
last relation implies (T ∗R)2 = −|TR|2, a sign convention
has to be made (i. e. T ∗R = ±i|TR|). Without loss of
generality, throughout this paper we use the convention
iT ∗R = −|TR| and for the particular case of balanced
BS we consider T = 1/
√
2 and R = i/
√
2.
Using the definition from equation (2), the sum-sum
Fisher matrix element Fss can now be computed and
yields
Fss = ∆2nˆ0 +∆2nˆ1. (7)
By the variance ∆2nˆk we denote 〈ψ|nˆ2k|ψ〉 − 〈ψ|nˆk|ψ〉2
and the standard deviation is ∆nˆk =
√
∆2nˆk. Fdd is
computed and the result is given in equation (A2). The
last term we need is Fsd since Fsd = Fds [31] and the
result is given in equation (A3).
In the balanced case Fss remains unchanged while the
difference-difference Fisher matrix element Fdd becomes
Fdd = 〈nˆ1〉+ 〈nˆ0〉+ 2
(〈nˆ0〉〈nˆ1〉 − |〈aˆ0〉|2|〈aˆ1〉|2)
−2ℜ
(
〈aˆ20〉〈(aˆ†1)2〉 − 〈aˆ0〉2〈aˆ†1〉2
)
(8)
3and Fsd reduces to
Fsd = 2ℑ
(
〈aˆ0〉〈aˆ†1〉+ (〈nˆ0aˆ0〉 − 〈nˆ0〉〈aˆ0〉) 〈aˆ†1〉
+〈aˆ0〉
(
〈aˆ†1nˆ1〉 − 〈aˆ†1〉〈nˆ1〉
))
(9)
where ℑ denotes the imaginary part [36]. Throughout
this work we assume that the input port 1 is never in the
vacuum state, i. e. 〈nˆ1〉 6= 0.
Interferometric phase sensitivity is based on the phase
difference induced between the two arms of an interfero-
meter. In most cases the optimal sensitivity is obtained
in the balanced case [31, 32], but exceptions have been
shown to exist [30, 34]. Thus, if we stray away from the
balanced case until the extreme |T | → 1 (or |T | → 0), one
can assume that there can be no interferometric phase
sensitivity (except when using an external phase refe-
rence).
We can quickly estimate the predictions of the extreme
|T | → 1 case. Obviously Fss from equation (7) remains
unchained and applying the limit |T | → 1 to equation
(A2) yields Fdd = ∆2nˆ0 + ∆2nˆ1. The same constraint
applied to Fsd from equation (A3) yields
Fsd = ∆2nˆ1 −∆2nˆ0. (10)
If Fsd = 0 i. e. if ∆2nˆ0 = ∆2nˆ1 then equation (4) implies
F (2p) = 2∆2nˆ1. (11)
If Fsd 6= 0, the two-parameter difference-difference equiv-
alent QFI becomes
F (2p) = 4 ∆
2nˆ1∆
2nˆ0
∆2nˆ0 +∆2nˆ1
(12)
and somehow surprisingly F (2p) 6= 0 except when the in-
put state 0 is in the vacuum state. However, one should
not overlook the fact that although the two-parameter
QFI guarantees not to consider resources obtainable via
an external phase reference, the input being in a pure
state, it implies a fixed phase relation between the quan-
tum states from ports 0 and 1. Since a well chosen de-
tection scheme can take advantage of this fact, equation
(12) should be less surprising.
III. SINGLE PARAMETER QUANTUM FISHER
INFORMATION WITH AN ASYMMETRIC
PHASE SHIFT
In the single-parameter case (see Fig. 2), the QFI is
simply [22, 24, 26]
F (i) = 4 (〈∂ϕψ|∂ϕψ〉 − |〈∂ϕψ|ψ〉|2) , (13)
and we use here the notations from reference [28]. We
assume a single phase shift in the output 3 of BS1, i. e.
we model it as Uˆ(ϕ) = e−iϕnˆ3 , thus the QFI is formally
given by
F (i) = 4∆2nˆ3 (14)
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FIG. 2. The configuration for the case study employing a
single phase shift. The beam splitter BS1 is assumed to have
a variable transmission coefficient, T .
and it implies the (single parameter) QCRB
∆ϕ
(i)
QCRB =
1√
F (i)
. (15)
The calculations for F (i) are detailed in Appendix B and
the final result with respect to the input parameters is
given in equation (B1). Comparing equation (B1) with
the Fisher matrix elements from the previous section we
note that the single-parameter Fisher information can be
expressed as a function of the Fisher matrix elements and
we have
F (i) = Fss + Fdd − 2Fsd. (16)
From the definition of the two-parameter QFI (4) and
the above equation we can immediately prove that
F (i) ≥ F (2p) (17)
with equality only if Fss = Fsd. In the balanced case the
QFI F (i) simplifies to the expression given by equation
(B2). In the limit case |T | → 1, the QFI from equation
(B1) reduces to
F (i) = 4∆2nˆ1 (18)
a result that might look surprising, since all terms related
to input port 0 are missing. However, in this degenerate
case only input port 1, can “reach” the phase shift ϕ,
hence the result.
IV. SINGLE PARAMETER QUANTUM FISHER
INFORMATION WITH TWO SYMMETRIC
PHASE SHIFTS
In this last scenario (see Fig. 3), we assume a dis-
tributed phase shift of ϕ/2 (−ϕ/2) in the output port
3 (2) of the beam splitter BS1, i. e. we model it as
Uˆ(ϕ) = e−i
ϕ
2
nˆ3+i
ϕ
2
nˆ2 , thus the QFI is given by
F (ii) = ∆2nˆ2 +∆2nˆ3. (19)
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FIG. 3. The configuration for the case study with symmetric,
(anti)correlated phase shifts, ±ϕ/2. The beam splitter BS1
is assumed to have a variable transmission coefficient, T .
The calculations are detailed in Appendix C and the final
form of F (ii) is given in equation (C1). This QFI implies
the QCRB
∆ϕ
(ii)
QCRB =
1√
F (ii)
. (20)
In this scenario, too, we find a simple relation connect-
ing F (ii) to the two-parameter Fisher matrix elements,
namely
F (ii) = Fss
2
+
Fdd
2
(21)
This time, however, there is no relation of type (17) be-
tween F (ii) and F (2p).
In the balanced case F (ii) simplifies to the expression
given by equation (C2). In the limit |T | → 1 we have
F (ii) = ∆2nˆ0 +∆2nˆ1. (22)
V. GAUSSIAN INPUT STATES AND THEIR
RESPECTIVE QFI
In this section we discuss the three previously intro-
duced QFI metrics (i. e. F (2p), F (i) and F (ii)) with a
number of Gaussian input states.
A. Single coherent input
In this simple scenario we consider the input state
|ψin〉 = |α1〉 = Dˆ1 (α) |0〉 (23)
where the displacement or Glauber operator [49–51] for
a port k is defined by
Dˆk (α) = e
αaˆ†
k
−α∗aˆk . (24)
The first Fisher matrix element is Fss = |α|2 and from
equation (A2) we get
Fdd =
(|T |2 − |R|2)2 |α|2 + 4|TR|2|α|2 = |α|2 (25)
Finally, equation (A3) gives Fsd = −
(|T |2 − |R|2) |α|2
and from equation (4) we obtain the two-parameter QFI,
F (2p) = 4|TR|2|α|2 (26)
and it implies the QCRB
∆ϕ
(2p)
QCRB =
1√
F (2p)
=
1
2|TR||α| (27)
yielding in the balanced case the well-known shot-noise
limit ∆ϕ
(2p)
QCRB = 1/|α| [24, 31, 37]. This limit has been
shown to be achieved with difference-intensity [24, 33, 37]
single-mode intensity [33, 37] as well as balanced homo-
dyne detection schemes [36, 37].
The single-parameter QFI from equation (13) is found
to be
F (i) = 4|T |2|α|2 (28)
implying a QCRB
∆ϕ
(i)
QCRB =
1
2|T ||α| . (29)
For the balanced case we get F (i) = 2|α|2,
thus we already improve the phases sensitivity,
∆ϕ
(i)
QCRB = 1/
√
2|α|. We can even go further and con-
sider the “unphysical” case |T | → 1 yielding ∆ϕ(i)QCRB =
1/2|α|. In Section VIIA we will show that there is noth-
ing unphysical about this scenario, it all depends on how
we intend to measure our phase sensitivity.
In the symmetric phase shift case, equation (19) gives
F (ii) = |α|2 (30)
with the corresponding QCRB,
∆ϕ
(ii)
QCRB =
1
|α| . (31)
In Fig. 4 we plot the three discussed QFIs versus |T |2 for
|α| = 10. With F (ii) remaining constant, regardless of
the value of T , the “true” phase sensitivity F (2p) peaks
for a balanced beam splitter yielding the well-known re-
sult F (2p) = |α|2 [24, 28] while F (i) steadily grows reach-
ing its maximum value F (i)max = 4|α|2 for |T | = 1.
B. Double coherent input
In this scenario we consider the input state
|ψin〉 = |α1β0〉 = Dˆ1 (α) Dˆ0 (β) |0〉 (32)
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FIG. 4. The three QFIs versus the transmission coefficient of
BS1 for a single coherent input state with |α| = 10. While
F(ii) remains constant, irrespective of |T |2, F(i) steadily
grows from 0 to 4|α|2. The two parameter QFI reaches its
optimum in the balanced case (i. e. |T |2 = 0.5).
where we denote α = |α|eiθα , β = |α|eiθβ and ∆θ =
θα − θβ . The first Fisher matrix element yields Fss =
|α|2 + |β|2. From equation (A2) we have
Fdd = |α|2 + |β|2 (33)
and the last Fisher matrix element yields
Fsd =
(|T |2 − |R|2) (|β|2 − |α|2)− 4|TR||αβ| sin∆θ.
(34)
Using these results we get two-parameter QFI and its ex-
pression is given in equation (E1). As proved in reference
[34], for |α|, |β| and ∆θ given, an optimum transmission
coefficient exists and it is given by
T
(2p)
opt =
√√√√1
2
+
sign(̟2 − 1)̟ sin∆θ√
(1−̟2)2 + 4̟2 sin2∆θ
(35)
where ̟ = |β|/|α|. Replacing |T | with T (2p)opt in equation
(E1) (and assuming T
(2p)
opt 6= {0, 1}) brings F (2p) to its
global maximum,
F (2p)max = |α|2 + |β|2 (36)
implying the QCRB
∆ϕ
(2p)
QCRB =
1√
|α|2 + |β|2 . (37)
In the asymmetric single phase shift case (see Fig. 2) the
single-parameter QFI equation (13) yields
F (i) = 4|T |2|α|2 + 4|R|2|β|2 + 8|TR||αβ| sin∆θ (38)
While for the two-parameter QFI, regardless of the value
of the input PMC (∆θ) we can find an optimum trans-
mission coefficient (35) bringing us to the maximal QFI
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FIG. 5. The three QFIs versus the transmission coefficient
of BS1 for a double coherent input state, with two phase-
matching conditions. While for ∆θ = 0, F(i) linearly grows
from 4|β|2 to 4|α|2, for ∆θ = pi/2 it peaks at 4(|α|2 + |β|2)
for |T | = T
(i)
opt. Parameters used: |α| = 10, |β| = 5.
(36), this is no longer true for F (i). If sin∆θ = 0, then
F (i) is maximized for |T | = 1 (if |α| > |β|) or for T = 0 (if
|α| < |β|). If sin∆θ 6= 0, the optimal transmission coeffi-
cient is given by equation (E2). For sin∆θ = 1 equation
(E2) yields the simple expression
T
(i)
opt =
|α|√
|α|2 + |β|2 . (39)
Replacing this result into equation (38) takes F (i) to its
global maximum
F (i)max = 4(|α|2 + |β|2) (40)
and this implies the QCRB
∆ϕ
(i)
QCRB =
1
2
√
|α|2 + |β|2 . (41)
Finally, in the symmetrical case (see Fig. 3), from equa-
tion (19) we get
F (ii) = |α|2 + |β|2 (42)
and it implies ∆ϕ
(ii)
QCRB = 1/
√
|α|2 + |β|2. Remarkably,
this QFI is totally immune to the input PMC and to the
transmission coefficient of BS1.
In Fig. 5 we plot the three QFI metrics against the
transmission coefficient of BS1, |T |2. We consider |α| >
|β| and we first discuss the case ∆θ = 0. While F (ii)
remains constant irrespective of the values taken by T
and ∆θ, F (i) varies linearly from 4|β|2 (for |T | = 0) to
4|α|2 (for |T | = 1). The two-parameter QFI attains its
maximum value in the balanced case. In the extreme
case |T | = 0/1, regardless of the value of ∆θ, it reaches
F (2p) = 4|αβ|2/(|α|2 + |β|2) in agreement with equation
6(12). For ∆θ 6= 0, the behavior of both F (2p) and F (i)
changes.
In the case of a two-parameter QFI, while the max-
imum attainable QFI (36) remains unchanged, the op-
timum transmission coefficient shifts from the balanced
case [34]. For ∆θ = π/2 and the values given in
Fig. 5, one finds T
(2p)
opt ≈
√
0.13. The asymmetric single-
parameter QFI is maximized to F (i)max = 4(|α|2+ |β|2) for
the transmission coefficient T
(i)
opt ≈
√
0.79.
C. Coherent plus squeezed vacuum input
In this scenario we have the input state
|ψin〉 = |α1ξ0〉 = Dˆ1 (α) Sˆ0 (ξ) |0〉. (43)
The squeezed vacuum is obtained by applying the unitary
operator [13, 49]
Sˆm (χ) = e
[χ∗aˆ2m−χ(aˆ
†
m)
2]/2 (44)
to a modem previously found in the vacuum state and we
denote χ = seiϑ. Usually s ∈ R+ is called the squeezing
factor and ϑ denotes the phase of the squeezed state.
For the input state from equation (43) we employed a
squeezing with ξ = reiθ applied to the input port 0. The
first Fisher matrix element is Fss = |α|2 + sinh2 2r/2.
From equation (A2) we have
Fdd =
(|T |2 − |R|2)2(|α|2 + sinh2 2r
2
)
+4|TR|2 (sinh2 r +Υ+ (α, ξ)) (45)
where the Υ+ function is defined in equation (D1). The
last Fisher matrix element yields
Fsd =
(|T |2 − |R|2)( sinh2 2r
2
− |α|2
)
(46)
and using equation (4) we get the two-parameter QFI,
F (2p) = 4|TR|2 (sinh2 r +Υ+ (α, ξ))
+2
(
1− 4|TR|2) sinh2 2r|α|2
|α|2 + sinh2 2r2
. (47)
As discussed in reference [34], if
sinh2 r +Υ+ (α, ξ)− 2 sinh
2 2r|α|2
|α|2 + sinh2 2r2
> 0 (48)
then F (2p) is maximized in the balanced case and we get
F (2p) = sinh2 r +Υ+ (α, ξ) . (49)
Imposing the optimum input PMC, namely,
2θα − θ = 0 (50)
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FIG. 6. The three considered QFIs versus the transmission
coefficient of BS1 for a coherent plus squeezed vacuum in-
put state. As the squeezing factor r increases, the quantum
advantage of this state becomes obvious. Parameters used:
|α| = 10 and the PMC 2θα − θ = 0.
implies Υ+ (α, ξ) = |α|2e2r and it maximizes the QFI to
the well-known result F (2p)max = sinh2 r + |α|2e2r [24, 28,
37, 41].
For the asymmetric single phase shift scenario from
from Fig. 2, the single-parameter QFI (13) becomes
F (i) = 4|T |4|α|2 + 2|R|4 sinh2 2r
+4|TR|2 (sinh2 r + Υ+ (α, ξ)) . (51)
F (i) is maximized by an optimum transmission coefficient
(see discussion in Appendix F)
T
(i)
opt =
√
Υ+ (α, ξ)− sinh2 r(1 + 2 cosh 2r)
2
(
Υ+ (α, ξ)− |α|2 − sinh2 r cosh 2r) (52)
The maximum single-parameter QFI, F (i)max, can then be
obtained by replacing T
(i)
opt into equation (51) and the
result is given in equation (F4).
In the symmetrical case from Fig. 3, equation (19)
yields for the single parameter QFI
F (ii) = (1− 2|TR|2)(|α|2 + sinh2 2r
2
)
+2|TR|2 (sinh2 r +Υ+ (α, ξ)) . (53)
If the condition
Υ+ (α, ξ)− |α|2 − sinh2 r cosh 2r > 0 (54)
is satisfied, then F (ii) is maximized in the balanced case
yielding
F (ii)max =
|α|2 + sinh2 2r2 + sinh2 r +Υ+ (α, ξ)
2
(55)
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FIG. 7. The three considered QFIs versus the transmission
coefficient of BS1 for a squeezed-coherent plus squeezed va-
cuum input state. The enhancement brought by the second
squeezer is obvious for F(i), however insignificant for F(2p).
Parameters used: |α| = 10, r = 1.2, 2θα− θ = 0, 2θα−φ = pi.
The three considered QFIs are plotted in Fig. 6 versus
the transmission coefficient of BS1 for two squeezing fac-
tors. One notes the poor performance of F (ii), even with
respect to the two-parameter QFI. Both F (2p) and F (ii)
yield their maximum value in the balanced scenario while
F (i) peaks at T (i)opt given by equation (52).
The “quantum advantage” becomes quite obvious if
we compare Figs. 5 and 6. Although |β|2 > sinh2 r, the
coherent plus squeezed vacuum completely outperforms
the double coherent input in terms of maximum QFI.
If the condition |α|2 ≫ sinh2 r is satisfied and the op-
timum PMC (50) employed, equation (52) approximates
to T
(i)
opt ≈ er/
√
2 (e2r − 1) (valid under the constraint
T
(i)
opt ≤ 1) implying the maximum single-parameter QFI,
F (i)max ≈
e4r
e2r − 1 |α|
2. (56)
For small squeezing factors there is an advantage in em-
ploying the single parameter QFI (see Fig. 6, dashed
lines), a fact also seen from the fact that F (i)max/F (2p)max ≈
e2r/(e2r − 1) ≈ 1.6 for r = 0.5.
For high squeezing factors we have e2r ≫ 1, implying
T
(i)
opt ≈ 1/
√
2. We thus have F (i)max ≈ F (2p)max ≈ e2r|α|2. In
other words, there is only a marginal advantage of having
available an external phase reference in the high-intensity
and strong squeezing regime for a coherent plus squeezed
vacuum input.
D. Squeezed-coherent plus squeezed vacuum input
In this scenario we have the input state
|ψin〉 = |(αζ)1ξ0〉 = Dˆ1 (α) Sˆ1 (ζ) Sˆ0 (ξ) |0〉 (57)
where we applied the squeezing operator (44) to port 1
with the parameters ζ = zeiφ. The first Fisher matrix
element is found to be
Fss = sinh
2 2r
2
+
sinh2 2z
2
+ Υ− (α, ζ) (58)
where the function Υ− is defined by equation (D1). The
other two Fisher matrix elements are detailed in Ap-
pendix G. From these Fisher matrix elements we can
compute the three considered QFIs, results also given
in Appendix G.
The two-parameter QFI (G3) reduces to the simple
expression F (2p) = |α|2e2r+sinh2(r+ z) in the balanced
case with the optimal input PMCs [34, 36]:{
2θα − θ = 0
θ − φ = ±π. (59)
Similar to the coherent plus squeezed vacuum case, we
can derive from equation (G4) an optimal transmission
coefficient T
(i)
opt that maximizes F (i) (see Appendix G).
The QFI describing the symmetrical ±ϕ/2 is given in
equation (G8) and if the condition (G9) is satisfied, it
maximizes in the balanced case.
In Fig. 7 we plot the three QFIs versus the BS1 trans-
mission coefficient |T |2. We considered two rather small
squeezing factors (z = 0.35 and, respectively, z = 0.75).
For the given parameters from Fig. 7, we find T
(i)
opt ≈
√
0.6
(for z = 0.35) and T
(i)
opt ≈
√
0.83 (for z = 0.75).
In spite of being small, the squeezing from input port
1 significantly enhances F (i) around T (i)opt. These con-
clusions also hold in the experimentally interesting high-
intensity regime |α|2 ≫ {sinh2 r, sinh2 z}, where we can
approximate
T
(i)
opt ≈
√
1
2|1− e2(z−r)| (60)
and this expression is meaningful as a transmission factor
while T
(i)
opt ≤ 1 (see discussion in Appendix G).
We thus conclude that in both the low-intensity and
high-intensity regimes, the availability of an external
phase reference for a squeezed-coherent plus squeezed va-
cuum input brings a clear advantage.
VI. REALISTIC DETECTION SCHEMES
We close now the Mach-Zehnder interferometer (MZI)
with BS2 (characterized by the transmission/reflection
coefficients T ′/R′) and discuss the performance of two
realistic detection schemes, namely the difference inten-
sity and the balanced homodyne detection techniques
(see Fig. 8). We consider the most general case (paral-
leling the two-parameter Fisher estimation from Section
II) and assume two independent phase shifts ϕ1 (in the
lower arm of the interferometer) and ϕ2 (in the upper
8FIG. 8. The two realistic detection schemes considered here:
the difference-intensity detection with its associated operator
Nˆd and the balanced homodyne detection with its associated
operator XˆL.
one). Thus we can easily set ϕ2 = 0 and we have the
scenario from Section III or we can set ϕ1 = −ϕ2 = ϕ/2
and find ourselves in the case described in Section IV.
A. Difference-intensity detection
A good example of a realistic detection scheme sen-
sitive only to the difference phase shift (ϕ1 − ϕ2) is
the difference-intensity detection scheme [33, 36, 37] (see
Fig. 8). The observable conveying information about the
phase shift is
Nˆd = aˆ
†
4aˆ4 − aˆ†5aˆ5 (61)
and the final expression with respect to the input field
operators is given in equation (H3). The phase sensitivity
is defined as usual,
∆ϕdf =
√
∆2Nˆd∣∣∣∂〈Nˆd(ϕ)〉∂ϕ ∣∣∣ (62)
where ∂〈Nˆd (ϕ)〉/∂ϕ is given in equation (H4) and the
variance ∆2Nˆd is given in equation (H5).
B. Balanced homodyne detection
If we assume a balanced homodyne detection scheme
at the output port 4 (see Fig. 8), the relevant operator
modeling this detection is given by
XˆφL =
e−iφL aˆ4 + e
iφL aˆ†4
2
(63)
where φL (assumed fixed and controllable with respect
to θα) is the phase of the local coherent source |γ〉 where
γ = |γ|eiφL . The final expression for XˆφL with regard to
the input field operators is given in Appendix I. We define
the phase sensitivity of a balanced homodyne detector as
∆ϕhom =
√
∆2XˆφL∣∣∣∂〈XˆφL 〉∂ϕ
∣∣∣ (64)
If we consider the scenario from Fig. 2, we have∣∣∣∣ 〈XˆφL〉∂ϕ
∣∣∣∣ =
∣∣∣ℜ{e−i(φL+ϕ) (R〈aˆ0〉+ T 〈aˆ1〉)} ∣∣∣|R′|(65)
and for the symmetric ±ϕ/2 scenario from Fig. 3 we get∣∣∣∣∂〈XˆφL〉∂ϕ
∣∣∣∣ = 12ℜ
{
ie−iφL
(
TT ′eiϕ/2 −RR′e−iϕ/2
)
〈aˆ0〉
+ie−iφL
(
RT ′eiϕ/2 − TR′e−iϕ/2
)
〈aˆ1〉
}
.(66)
The final expression for the variance ∆2XˆφL with respect
to the input field operators is given in equation (I2).
VII. PHASE SENSITIVITY COMPARISON
WITH GAUSSIAN INPUT STATES
Paralleling the discussion from Section V, we compare
here the realistically achievable phase sensitivities for var-
ious input Gaussian states versus the QCRBs implied by
the QFIs discussed before. We consider both detection
schemes presented in Section VI.
A. Single coherent input
From the phase sensitivity formula (62) and consider-
ing the input state (23), for a difference-intensity detec-
tion scheme we get
∆ϕdf =
1
4|TRT ′R′||α|| sinϕ| (67)
and comparing this result with the QCRB from equation
(26) we note that it can be attained only if BS2 is bal-
anced. Moreover, this detection scheme yields the same
result for the scenarios from Figs. 2 and 3. The phase
sensitivity ∆ϕdf from equation (67) is further optimized
if BS1 is balanced, too, yielding the well-known result
[24, 33]
∆ϕdf =
1
|α|| sinϕ| . (68)
We note that for |T | → 1 (or |T | → 0) the phase sensi-
tivity degrades, a behavior expected from the vanishing
of the two-parameter QFI from equation (12).
For a balanced homodyne detection scheme we obtain
the variance ∆2XˆφL = 1/4. In the setup from Fig. 2,
from equation (65) we have∣∣∣∣〈XˆφL〉∂ϕ
∣∣∣∣ = |TR′||α|| cos(φL + ϕ− θα)| (69)
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FIG. 9. Phase sensitivity for a single coherent input. The
balanced homodyne detection scheme approaches the QCRBs
corresponding to F(i) and, respectively F(ii). The perfor-
mance of the difference intensity detection scheme is limited
by the QCRB corresponding to the two-parameter QFI. Pa-
rameters used: |α| = 10 and φL = θα.
and imposing φL = θα we end up with a phase sensitivity
∆ϕ
(i)
hom =
1
2|TR′||α|| cosϕ| . (70)
Contrary to ∆ϕdf from equation (67), an unbalanced in-
terferometer with |T | → 1 and |T ′| → 0 actually takes us
to ∆ϕ
(i)
QCRB from equation (15) if we select the optimal
working point where | cosϕ| = 1. In the balanced case,
the best phase sensitivity ∆ϕ
(i)
hom = 1/|α| is indeed limi-
ted by ∆ϕ
(2p)
QCRB and this explains why previous papers
[36, 37] did not report sensitivities beyond the QCRB
from equation (5).
In the symmetrical scenario (see Fig. 3), from equation
(66) we get∣∣∣∣∂〈XˆφL〉∂ϕ
∣∣∣∣ = |α|2
∣∣|TR′| cos (φL + ϕ/2− θα)
−|T ′R| cos(φL − ϕ/2− θα)
∣∣ (71)
and with the condition φL − θα = 0 we find the phase
sensitivity
∆ϕ
(ii)
hom =
1∣∣|TR′| − |RT ′|∣∣|α|∣∣ cos (ϕ2 ) ∣∣ (72)
It is obvious that max
∣∣|TR′| − |RT ′|∣∣ ≤ 1 and this limit
is saturated for |T | → 1 and |T ′| → 0 or for |T | → 0 and
|T ′| → 1. Assuming the first case we have |TR′| ≈ 1 and
|T ′R| ≈ 0 thus we get the best phase sensitivity at the
optimum angle (ϕopt = 2kπ with k ∈ Z)
∆ϕ˜
(ii)
hom ≈
1
|α| (73)
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FIG. 10. Phase sensitivity for a dual coherent input. The
homodyne detection approaches the QCRBs corresponding to
the single-parameter QFI. Parameters used: |α| = 10, |β| = 5.
The difference-intensity detection scheme reaches the QCRB
corresponding to the two-parameter QFI. Please note the dif-
ferent optimal working points for the considered detection
schemes.
This phase sensitivity is indeed limited by the QCRB
∆ϕ
(ii)
QCRB from equation (20).
In Fig. 9 we depict the performance of both detection
schemes versus the three QCRBs discussed before. We
plot the difference-intensity detection scheme at its best
performance (implying both BS balanced). For the bal-
anced homodyne detection scheme we consider the trans-
mission coefficients T = 0.99 (for BS1) and T
′ = 0.01 (for
BS2). As see from Fig. 9, all three QCRBs have a physi-
cal meaning and with the appropriate setup can actually
be attained.
B. Double coherent input
With a double coherent input state (32) more degrees
of freedom become available in order to outline the phys-
ical meaning of each of the three QCRB.
In the case of a difference-intensity detection scheme
we have the phase sensitivity (see Appendix J)
∆ϕdf =
√
|α|2 + |β|2
4
∣∣|TR| sinϕ(β|2 − |α|2) + |αβ| cosϕ∣∣|T ′R′|
(74)
and we assumed here the optimal PMC ∆θ = 0. The
phase sensitivity is further optimized for both BS bal-
anced yielding its best performance at the working point
∆ϕ˜df =
1√
|α|2 + |β|2 (75)
where the optimum working point ϕopt is given by
equation (J3) and we conclude that we can attain the
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∆ϕ
(2p)
QCRB from equation (37). We wish to point out that
in general, ϕopt 6= kπ/2 with k ∈ Z.
We emphasize now an interesting point about the dual
coherent input state, already mentioned in Section VB,
namely that if we change the input PMC from ∆θ = 0
to ∆θ = π/2, F (2p) is decreased, however F (i) increases.
While the decrease of F (2p) is less surprising and already
discussed in the literature [33, 34], the increase of F (i)
is somehow surprising and the attainability of its corre-
sponding QCRB may raise some doubts.
For a balanced homodyne detection scheme we get for
the variance ∆2XˆφL = 1/4. In the case of an asymmetric
phase shift (see Fig. 2), from equation (65) we get∣∣∣∣ 〈XˆφL〉∂ϕ
∣∣∣∣ = ∣∣|T | cosϕ|α|+ |R| sin(∆θ + ϕ)|β|∣∣|R′|(76)
and we assumed φL = θα. If we further assume ∆θ = π/2
and impose the optimal transmission factor T
(i)
opt from
equation (39), we get the phase sensitivity
∆ϕ
(i)
hom =
1
2|R′|
√
|α|2 + |β|2| cosϕ| (77)
and for at the optimum working point ϕopt = (2k + 1)π
(k ∈ Z) and |R′| → 1 we have indeed ∆ϕ(i)hom →
∆ϕ
(i)
QCRB .
In the case of a symmetric phase shift (see Fig. 3),
from equation (66) and imposing φL = θα, the optimal
transmission factor from equation (39) and ∆θ = π/2 we
get
∆ϕ
(ii)
hom =
1
|R′|
√
|α|2 + |β|2
∣∣ cos ϕ2 ∣∣ (78)
and we assumed |R′| ≫ |T ′|. Imposing the optimum
working point ϕopt = 2kπ (k ∈ Z) and |R′| → 1 we have
∆ϕ
(ii)
hom → ∆ϕ(ii)QCRB .
In Fig. 10 we plot the three phase sensitivities against
their corresponding QCRBs. Similar to Section VIIA,
the difference-intensity detection scheme is considered
with both BS balanced. For the balanced homodyne de-
tection we consider T given by equation (39) and for the
second BS we took T ′ = 0.01. One notes that each de-
tection scheme approaches its corresponding QCRB.
C. Coherent plus squeezed vacuum input
In the following two sections we only consider the phase
sensitivities ∆ϕ
(i)
hom and ∆ϕ
(2p)
hom. With the input state
given by equation (43) we find∣∣∣∣∂〈Nˆd〉∂ϕ
∣∣∣∣ = 4|TRT ′R′|| sinϕ|∣∣|α|2 − sinh2 r∣∣ (79)
One notes that the balanced case (for both BS) maxi-
mizes this term. For the variance ∆2Nˆd, we obtain the
result given in equation (K1).
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FIG. 11. Phase sensitivity for a coherent plus squeezed va-
cuum input. Parameters used: |α| = 10, r = 1.2 and PMC
2θα − θ = 0. Inset: zoom around the peak sensitivity for the
phase shift range ϕ/pi ∈ [0, 2]. While ∆ϕdf is largely subop-
timal, ∆ϕ
(i)
hom is much closer to optimality.
In the case of a balanced homodyne detection, equa-
tion (69) remains valid. The variance is given by equa-
tion (K2) and combining these results takes us to the
phase sensitivity from equation (K3). Further simplifica-
tions are obtained by assuming φL = θα and the PMC
(50) satisfied, yielding the phase sensitivity ∆ϕ
(i)
hom from
equation (K4).
Imposing the optimum working point ϕopt = π takes
us to the best achievable phase sensitivity,
∆ϕ˜
(i)
hom =
√
1− (|TT ′|+ |RR′|)2(1− e−2r)
2|TR′||α| . (80)
We notice that we get the well-known result ∆ϕ˜
(i)
hom =
e−r/|α| [36, 37] by imposing both BS balanced. However,
this is not the optimum setup. The best phase sensitivity
is obtained by imposing the transmission coefficient T
(i)
opt
from equation (52) to BS1 and
T ′
(i)
opt =
T
(i)
opt
√
1−
(
T
(i)
opt
)2
(1− e−2r)√
1−
(
T
(i)
opt
)2
(1− e−4r)
(81)
to BS2.
In Fig. 11 we depict the phase sensitivities as well as
the corresponding QCRBs versus the internal phase shift.
For the difference-intensity detection scheme we consid-
ered its optimal setup, i. e. with both BS balanced. For
the homodyne detection scheme we considered the opti-
mal transmission coefficients for the parameters used in
Fig. 11, namely T
(i)
opt ≈
√
0.53 and T ′
(i)
opt ≈
√
0.44.
The experimentally interesting high-α regime is de-
picted in Fig. 12. For small squeezing (r = 0.5 in our
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FIG. 12. Phase sensitivity for coherent plus squeezed vacuum
input in the high-α regime. Parameters used: |α| = 103,
2θα − θ = 0 and θ − φ = pi.
case), ∆ϕ
(i)
hom approaches ∆ϕ
(i)
QCRB and shows notice-
ably better performance than the ∆ϕ
(2p)
QCRB . However,
for a higher squeezing factor (r = 1.2 in our case) the
two QFIs as well as the two detection schemes yield an
almost similar performance (solid lines in Fig. 12).
We conclude that for a coherent plus squeezed vacuum
input state there is a certain advantage of using an ex-
ternal phase reference in the high-α regime with the con-
straint of a low squeezing factor.
D. Squeezed-coherent plus squeezed vacuum input
For the input state from equation (57) and a difference-
intensity detection scheme we find∣∣∣∣∂〈Nˆd〉∂ϕ
∣∣∣∣ = 4|TRT ′R′|∣∣|α|2 + sinh2 z − sinh2 r∣∣| sinϕ| (82)
The variance ∆2Nˆd can be obtained as before by applying
the input state (57) to equation (H5). Throughout this
section we consider the input PMCs (59) satisfied. The
balanced case for both BS1 and BS2 maximizes equation
(82). The expression of ∆2Nˆd for the balanced case can
be found in reference [36].
For a balanced homodyne detection scheme, equation
(69) remains valid. For φL = θα and PMCs (59) satisfied,
the variance ∆2XˆL is given in equation (L1). Combining
these findings and imposing the optimum working point
ϕopt = π takes us to the optimal phase sensitivity from
equation (L2).
In Fig. 13 we plot the performance of both detectors
versus the internal phase shift. For the difference inten-
sity detection scheme we considered both BS balanced
while in the case of the balanced homodyne detection we
applied the optimal transmission factors T
(i)
opt ≈
√
0.62
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FIG. 13. Phase sensitivity for a squeezed-coherent plus
squeezed vacuum input versus the internal phase shift. Even
with a modest squeezing factor in port 1, the advantage of
using a squeezed-coherent plus squeezed vacuum input state
is obvious. Parameters used: |α| = 10, r = 1.2, z = 0.75 and
PMCs 2θα − θ = 0, θ − φ = pi. Inset: zoom around the peak
sensitivity for the phase shift range ϕ/pi ∈ [0, 2]. While ∆ϕdf
is still suboptimal, ∆ϕ
(i)
hom is very close to optimality.
for BS1 and T
′(i)
opt ≈
√
0.17 for BS2. We recall that T
(i)
opt
stems from optimizing the QFI F (i), while T ′(i)opt was ob-
tained by minimizing ∆ϕ
(i)
hom and the result is given by
equation (L3).
As already noted in Section VC, for a coherent plus
squeezed vacuum input, in the high-α regime with small
squeezing, there is a certain advantage in using an exter-
nal phase reference. However as the squeezing factor in-
creases, we have F (i)max ≈ F (2p)max. This fact changed here,
irrespective of the squeezing factor from port 0, there
is a sizable increase in the performance for a squeezed-
coherent plus squeezed vacuum input state.
In order to better outline this assertion, in Fig. 14 we
plot on the same graphic the performance of coherent
plus squeezed vacuum (i. e. z = 0) and squeezed-
coherent plus squeezed vacuum inputs in the high-α
regime.
Thus, we conclude that having access to an external
phase reference for a squeezed-coherent plus squeezed va-
cuum input state brings a gain in the phase sensitivity,
gain that does not fade away with the increase of the
coherent amplitude, |α|.
VIII. DISCUSSION
For a single coherent input state and a balanced ho-
modyne detection scheme we obtained in Section VII A
the “unphysical” limits |T | → 1 and |T ′| → 0 in order
to reach the bound ∆ϕ
(i)
QCRB = 1/2|α| implied by F (i).
However, by analyzing Fig. 8, there is absolutely nothing
12
0 0.5 1 1.5 2 2.5 3
FIG. 14. Phase sensitivity comparison between coherent plus
squeezed vacuum and squeezed-coherent plus squeezed va-
cuum input in the high-α regime. Parameters used: |α| = 103,
r = 1.2, 2θα − θ = 0 and θ − φ = pi.
unphysical about these limits. Indeed, we can write the
input state (including the local oscillator) as
|Ψ〉 = |ψin〉 ⊗ |γ〉 = |eiθα |α|〉 ⊗ |eiφL |γ|〉 (83)
and we have an interferometer with one arm compris-
ing the input port 1, through BS1 (total transmission),
phase shift ϕ1, BS2 (total reflection) and to BSL while
the other arm is simply the local oscillator fed into the
homodyne’s balanced beam splitter. Since the two in-
put signals have a fixed phase relation, interference is
to be expected. In the case of the dual coherent input
from Section VIIB, BS1 is no more in total transmis-
sion/reflection mode, its transmission coefficient T
(i)
opt be-
ing given by equation (39). When squeezing is added in
one or both inputs, ∆ϕ
(2p)
QCRB can be outperformed and
∆ϕ
(i)
QCRB approached with both BS1 and BS2 having
well defined values of their respective transmission coef-
ficients (|T |, |T ′| 6= {0, 1}), as discussed in the previous
sections.
In reference [30] it was claimed that: “First, if both
arms of the MZI have different unknown phase shifts in
the application and the input to one of the two ports is
vacuum, then no matter what the input in the other port
is, and no matter the detection scheme, one can never
better the SNL in phase sensitivity. [. . . ] This type of
sensing includes gravitational wave detection [. . . ]”. In-
deed, treating this as a two-parameter problem and im-
posing the vacuum state for input port 0, equation (4)
yields F (2p) = 4|TR|2〈nˆ1〉 and since 4|TR|2 ≤ 1 there is
no room for sub-SNL performance. However, we would
like to point out a small exception to this rule, namely if
the two unknown phase shifts are correlated (ϕ1 = ϕ/2
and ϕ2 = −ϕ/2), then F (ii) applies, not F (2p). With the
input port 0 in the vacuum state, equation (C1) yields
F (ii) = (|T |4 + |R|4)∆2nˆ1 + 2|TR|2〈nˆ1〉 (84)
and we have a sub-SNL sensitivity if ∆2nˆ1 > 〈nˆ1〉. We
would also like to point out that gravitational waves with
the + polarization along any of the arms of the detector
and arriving perpendicular to the plane of the interfero-
meter yield highly (anti)correlated phase shifts [52, 53].
It has been argued that the external phase reference
(the homodyne in our case) must be strong compared to
the other sources (e. g. |γ|2 ≫ {|α|2, sinh2 r} for a coher-
ent plus squeezed vacuum input). Thus, one might object
that this scheme is irrelevant since it requires even more
resources. There are two arguments against this objec-
tion. Sometimes the sample that causes the phase shift
inside the interferometer is delicate, as in the case of a
microscope [38, 39]. Thus, the available power shone on
the sample has to be drastically limited and any phase
sensitivity enhancement via an external phase reference
is more than welcome. Second, when the interferometer
is at its optimum working point, the average photon num-
ber at output port 4 (for the single-mode intensity and
balanced homodyne detection schemes) is low for many
input states [33]. Thus, the external phase reference can
actually have a much lower amplitude than initially an-
ticipated.
Although losses are outside the scope of this paper,
we can schematically discuss the effects of non-ideal pho-
ton detectors [36, 54–56] and/or internal losses [56–58].
Non-ideal photo-detection can be modeled by inserting
a ficticious BS with a transmission factor η (η = 1 im-
plies no losses) in front of a ideal photo-detector [36, 54–
56]. In the case of coherent states, we have the scaling
∆ϕlossy = 1/
√
η∆ϕideal [36, 54, 55]. Thus, for mod-
ern, high-efficient photo-detectors the effect should be
marginal. The impact is more severe in the case of a co-
herent plus squeezed vacuum input [36, 55, 56] and in the
case of high losses the scaling approaches the SNL. For a
squeezed-coherent plus squeezed vacuum input a similar
pattern emerges [36]. However, workarounds have been
shown to exist. Wu, Toda & Hofmann [59] showed that
by using photon-number-resolving detectors (PNRDs) in
the dark port of an interferometer fed by a coherent plus
squeezed vacuum input, up to a certain level of losses,
the quantum Crame´r-Rao bound can be attained. In the
case of coherent light input, internal losses have the same
effect as non-ideal photodetectors, while for a coherent
plus squeezed vacuum input state they impact more the
QFI terms that could have lead to a Heisenberg scaling
[56].
IX. CONCLUSIONS
In this paper we reconsidered the single-parameter QFI
versus the two-parameter one for an unbalanced MZI. We
theoretically calculated the single parameter QFI both
for a asymmetric and symmetric phase shifts scenarios as
well as the two-parameter QFI. From these QFIs we can
infer their corresponding quantum Crame´r-Rao bounds,
implying the best achievable phase sensitivities.
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Using a balanced homodyne detection technique and
various Gaussian input states, we show that far from be-
ing unphysical, the QCRB implied by the single parame-
ter QFI is actually meaningful for each and every consid-
ered input state. We find that a coherent plus squeezed
vacuum input state can benefit from the availability of an
external phase reference for a low squeezing factor and a
high coherent amplitude if a properly unbalanced inter-
ferometer is used. The restriction on the squeezing fac-
tor(s) disappears for a squeezed-coherent plus squeezed
vacuum input, this state being probably the most inter-
esting candidate to demonstrate the sizable enhancement
that can be obtained by using an unbalanced interfero-
meter and an external phase reference.
We conclude that when assessing the “resources that
are actually not available” one must carefully ponder the
actual experimental setup. If an external phase reference
is possible (through e. g. homodyne detection), then the
single parameter quantum Fisher information might give
the pertinent answer regarding the best possible phase
sensitivity.
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Appendix A: Two parameter Fisher information
Using the field operator transformations (6) we find
the (photon) number operator nˆ3 = aˆ
†
3aˆ3, namely
nˆ3 = |R|2aˆ†0aˆ0 + |T |2aˆ†1aˆ1 − T ∗R
(
aˆ†0aˆ1 − aˆ0aˆ†1
)
(A1)
and similarly nˆ2 can be deduced. Starting from equation
(2) and using the field operator transformations (6), after
some calculations we arrive at the expression:
Fdd =
(|T |2 − |R|2)2 (∆2nˆ0 +∆2nˆ1)+ 8|TR|2 (〈nˆ0〉〈nˆ1〉 − |〈aˆ0〉|2|〈aˆ1〉|2 −ℜ{〈(aˆ†0)2〉〈aˆ21〉 − 〈aˆ†0〉2〈aˆ1〉2})
+4|TR|2 (〈nˆ1〉+ 〈nˆ0〉)− 8|TR|
(|T |2 − |R|2) (ℑ{(〈aˆ†0nˆ0〉 − 〈aˆ†0〉〈nˆ0〉) 〈aˆ1〉+ 〈aˆ0〉(〈aˆ†1nˆ1〉 − 〈nˆ1〉〈aˆ†1〉)}) . (A2)
In the balanced case Fdd simplifies and the result is given by equation (8). The Fisher matrix term Fsd is found to be
Fsd =
(|T |2 − |R|2) (∆2nˆ0 −∆2nˆ1)+ 4|TR|ℑ{〈aˆ0〉〈aˆ†1〉+ (〈nˆ0aˆ0〉 − 〈nˆ0〉〈aˆ0〉) 〈aˆ†1〉+ 〈aˆ0〉(〈aˆ†1nˆ1〉 − 〈aˆ†1〉〈nˆ1〉)} .(A3)
Appendix B: Single parameter Fisher information F(i)
Starting from definition (13) and using the field operator transformations (6), after a number of calculations we
arrive at the final result:
F (i) = 4|R|4∆2nˆ0 + 4|T |4∆2nˆ1 + 4|TR|2
(〈nˆ0〉+ 〈nˆ1〉+ 2(〈nˆ0〉〈nˆ1〉 − |〈aˆ0〉|2|〈aˆ1〉|2))
−8|TR|2ℜ
{
〈aˆ20〉〈(aˆ†1)2〉 − 〈aˆ0〉〈aˆ†1〉2
}
− 8|TR|ℑ
{
〈aˆ0〉〈aˆ†1〉
}
−16|TR||R|2ℑ
{
(〈nˆ0aˆ0〉 − 〈nˆ0〉〈aˆ0〉) 〈aˆ†1〉
}
− 16|TR||T |2ℑ
{
〈aˆ0〉
(
〈aˆ†1nˆ1〉 − 〈nˆ1〉〈aˆ†1〉
)}
. (B1)
In the balanced case, F (i) reduces to
F (i) = ∆2nˆ0 +∆2nˆ1 + 〈nˆ0〉+ 〈nˆ1〉+ 2(〈nˆ0〉〈nˆ1〉 − |〈aˆ0〉|2|〈aˆ1〉|2)− 2ℜ
{
〈aˆ20〉〈(aˆ†1)2〉 − 〈aˆ0〉〈aˆ†1〉2
}
−4ℑ
{
〈aˆ0〉〈aˆ†1〉+ (〈nˆ0aˆ0〉 − 〈nˆ0〉〈aˆ0〉) 〈aˆ†1〉+ 〈aˆ0〉
(
〈aˆ†1nˆ1〉 − 〈nˆ1〉〈aˆ†1〉
)}
. (B2)
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Appendix C: Single parameter Fisher information F(ii)
From definition (19), using the field operator transformations (6) we arrive at
F (ii) = (|T |4 + |R|4)(∆2nˆ0 +∆2nˆ1) + 2|TR|2
(〈nˆ0〉+ 〈nˆ1〉+ 2(〈nˆ0〉〈nˆ1〉 − |〈aˆ0〉|2|〈aˆ1〉|2))
−2|TR|2
(
〈aˆ20〉〈(aˆ†1)2〉+ 〈(aˆ†0)2〉〈aˆ21〉 − 〈aˆ0〉2〈aˆ†1〉2 − 〈aˆ†0〉2〈aˆ1〉2
)
+2T ∗R(|T |2 − |R|2)
(
〈aˆ†0nˆ0〉 − 〈aˆ†0〉〈nˆ0〉
)
〈aˆ1〉 − 2T ∗R(|T |2 − |R|2) (〈nˆ0aˆ0〉 − 〈nˆ0〉〈aˆ0〉) 〈aˆ†1〉
+2T ∗R(|T |2 − |R|2)〈aˆ0〉
(
〈aˆ†1nˆ1〉 − 〈aˆ†1〉〈nˆ1〉
)
− 2T ∗R(|T |2 − |R|2)〈aˆ†0〉 (〈nˆ1aˆ1〉 − 〈nˆ1〉〈aˆ1〉) . (C1)
In the balanced case F (ii) simplifies to
F (ii) = 1
2
(
∆2nˆ0 +∆
2nˆ1 + 〈nˆ0〉+ 〈nˆ1〉+ 2(〈nˆ0〉〈nˆ1〉 − |〈aˆ0〉|2|〈aˆ1〉|2)− 2ℜ
{
〈aˆ20〉〈(aˆ†1)2〉 − 〈aˆ0〉2〈aˆ†1〉2
})
. (C2)
Appendix D: The Υ functions
We define the functions
Υ+/− (γ, χ) = |γ|2 (cosh 2s± sinh 2s cos (2θγ − ϑ)) (D1)
with both arguments complex, γ = |γ|eiθγ and χ = seiϑ with s ∈ R+, θγ , ϑ ∈ [0, 2π]. These functions allow the
compact writing of Fisher matrix coefficients as well as output variances for a range of Gaussian input states [36].
For the PMC 2θγ − ϑ = 0 we find Υ+ (γ, χ) = |γ|2e2s and Υ− (γ, χ) = |γ|2e−2s. For the PMC 2θγ − ϑ = ±π we find
Υ+ (γ, χ) = |γ|2e−2s and Υ− (γ, χ) = |γ|2e2s. See also Fig. 2 in reference [36].
Appendix E: QFI calculations for a double coherent input
From equation (4) and using the results from equations (33) and (34) we get
F (2p) = 4|TR|2 (|α|2 + |β|2)− 16|TR|2 |αβ|2 sin2∆θ|α|2 + |β|2 + 4 (|T |2 − |R|2)2 |αβ|
2
|α|2 + |β|2
−8|TR| (|T |2 − |R|2) |αβ| |α|2 − |β|2|α|2 + |β|2 sin∆θ. (E1)
In the asymmetric single phase scenario from Fig. 2, an optimum transmission coefficient for BS1 (in the sense that
it maximizes F (i)) can be found,
T
(i)
opt =
1√
2 + (|α|
2−|β|2)2
2|αβ|2 sin2 ∆θ
− ||α|2−|β|2||αβ|| sin∆θ|
√
1 + (|α|
2−|β|2)2
4|αβ|2 sin2 ∆θ
. (E2)
Appendix F: QFI calculations for a coherent plus squeezed vacuum input
The QFI F (i) from both equations (51) and (G4) can be put in the form F i = Af |T |4 +Bf |R|4 + Cf |TR|2, i. e.
F i = (Af +Bf − Cf )T 4 + (Cf − 2Bf)T 2 + Bf (F1)
and without loss of generality, starting from equation (F1) we assume T real. Differentiating with respect to T 2 and
solving this equation brings us to
T
(i)
opt =
√
Cf − 2Bf
2(Cf −Af +Bf ) . (F2)
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For the input state (43) we have the coefficients

Af = |α|2
Bf =
sinh2 2r
2
Cf = sinh
2 r +Υ+ (α, ξ)
(F3)
and we arrive at the expression given by equation (52). If T
(i)
opt exists, replacing (52) into equation (51) yields the
maximum single-parameter QFI
F (i)max =
(Υ+ (α, ξ))2 + sinh4 rΥ+ (α, ξ)− 2 sinh2 2r|α|2 + sinh4 r
Υ+ (α, ξ)− |α|2 − sinh2 r cosh 2r . (F4)
When discussing the conditions of existence of 0 ≤ T (i)opt ≤ 1 one must note that (52) becomes meaningless when r → 0
(in this limit, equation (F1) actually degenerates to F (i) = T 2|α|2). In the following we assume PMC (50) satisfied.
We first define the limits: {
α2lim1 =
(cosh 2r−1)(cosh 2r+0.5)
e2r
α2lim2 =
sinh2 r
|2−e2r |
(F5)
For small values of r we have α2lim2 < α
2
lim1. Thus, T
(i)
opt exists if |α|2 ∈ [α2lim2, α2lim1]. If α2lim1 < α2lim2 and moreover
r ≤ ln 2/2 then T (i)opt exists if |α|2 ∈ [α2lim1, α2lim2]. Finally if r > ln 2/2, then T (i)opt exists for |α|2 ≥ α2lim1.
Appendix G: QFI calculations for a squeezed-coherent plus squeezed vacuum input
For a squeezed-coherent state at input port 1 we have ∆2〈nˆ1〉 = sinh2 2z2 +Υ− (α, ζ) [36] and we employed this result
in computing Fss from equation (58). Using the input state (57) and the definition of the Fisher matrix element Fdd
we get
Fdd =
(|T |2 − |R|2)2( sinh2 2r
2
+
sinh2 2z
2
+ Υ− (α, ζ)
)
+ 4|TR|2(Υ+ (α, ξ) + sinh2 r + sinh2 z
+2 sinh r sinh z (sinh r sinh z − cosh r cosh z cos(φ − θ)) ) (G1)
Finally, starting from equation (A3), Fsd is found to be
Fsd =
(|T |2 − |R|2)( sinh2 2r
2
− sinh
2 2z
2
−Υ− (α, ζ)
)
(G2)
From definition (4) and the previous results, we get the two-parameter QFI,
F (2p) = 4|TR|2
(
Υ+ (α, ξ) +
cosh 2r cosh 2z − sinh 2r sinh 2z cos(φ− θ)− 1
2
)
+
(|T |2 − |R|2)2 sinh2 2r
(
sinh2 2z + 2Υ− (α, ζ)
)
sinh2 2r
2 +
sinh2 2z
2 +Υ
− (α, ζ)
. (G3)
For the asymmetric phase shift case form Fig. 2, the single-parameter QFI yields
F (i) = 4|T |4
(
sinh2 2z
2
+ Υ− (α, ζ)
)
+ 4|R|4 sinh
2 2r
2
+4|TR|2 (Υ+ (α, ξ) + sinh2 r + sinh2 z + 2 sinh r sinh z (sinh r sinh z − cosh r cosh z cos(φ− θ))) . (G4)
If an optimal transmission factor 0 < T
(i)
opt < 1 exists (in the sense that it maximizes F (i)), then it is given by equation
(F2) with the coefficients


Af =
sinh2 2z
2 +Υ
−(α, ζ)
Bf =
sinh2 2r
2
Cf = Υ
+ (α, ξ) + sinh2 r + sinh2 z + 2 sinh r sinh z(sinh r sinh z − cosh r cosh z cos(φ− θ))
(G5)
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In Section VC we concluded that the Υ+ (α, ξ) term dominates all other terms from equations (47) and (51) in the
high-α regime. This assertion is still true for F (2p) from equation (G3). But, as mentioned in Section VD, in the
high-α regime F (i) does not necessarily maximize in the balanced case. Indeed, F (i) from equation (G4) approximates
in this regime to
F (i) ∼ 4|T |4Υ− (α, ζ) + 4|TR|2Υ+ (α, ξ) . (G6)
and we immediately find the optimum transmission coefficient,
T
(i)
opt ≈
√
Υ+ (α, ξ)
2|Υ+ (α, ξ)−Υ−(α, ζ)| (G7)
For the optimum PMCs (59) satisfied, we arrive at T
(i)
opt from equation (60). If, from equation (60) one obtains
T
(i)
opt > 1, this simply implies that the optimum transmission factor for BS1 is T
(i)
opt = 1.
For the symmetric phase shift scenario we have the QFI
F (ii) = sinh
2 2r
2
+
sinh2 2z
2
+ Υ− (α, ζ) + 2|TR|2
(
Υ+ (α, ξ)−Υ− (α, ζ)
− sinh2 r cosh 2r − sinh2 z cosh 2z + 2 sinh r sinh z (sinh r sinh z − cosh r cosh z cos(φ− θ))
)
(G8)
and if the condition
Υ+ (α, ξ)−Υ− (α, ζ)− sinh2 r cosh 2r − sinh2 z cosh 2z + 2 sinh r sinh z (sinh r sinh z − cosh r cosh z cos(φ− θ)) > 0
(G9)
is satisfied then F (ii) maximizes in the balanced case.
Appendix H: Difference-intensity detection
From Fig. 8, using the field operator transformations (6) and{
aˆ5 = R
′aˆ′2 + T
′aˆ′3
aˆ4 = T
′aˆ′2 +R
′aˆ′3
(H1)
where we recall that T ′ (R′) denote the transmission (reflection) coefficients of BS2, we can write the field operator
transformations 

aˆ4 = e
−iϕ2
[(
TT ′ +RR′e−iϕ
)
aˆ0 +
(
TR′e−iϕ +RT ′
)
aˆ1
]
aˆ5 = e
−iϕ2
[(
TR′ +RT ′e−iϕ
)
aˆ0 +
(
TT ′e−iϕ +RR′
)
aˆ1
] (H2)
where ϕ = ϕ1 − ϕ2. The final expression for Nˆd is
Nˆd =
(
(|T |2 − |R|2)(|T ′|2 − |R′|2)− 4|TRT ′R′| cosϕ) (nˆ0 − nˆ1)
+2
(
T ∗R(|R′|2 − |T ′|2) + (|R|2e−iϕ − |T |2eiϕ)T ′∗R′) aˆ0aˆ†1
+2
(
T ∗R(|T ′|2 − |R′|2) + (|T |2e−iϕ − |R|2eiϕ)T ′∗R′) aˆ†0aˆ1 (H3)
One can see from equation (H3) that Nˆd depends only on ϕ = ϕ1 − ϕ2 thus insensitive to an external (or global)
phase. The derivative of 〈Nˆd〉 with respect to ϕ yields
∂〈Nˆd〉
∂ϕ
= 4
(
|TR| sinϕ(〈nˆ0〉 − 〈nˆ1〉) + ℜ
{
(|R|2e−iϕ + |T |2eiϕ)〈aˆ0〉〈aˆ†1〉
})
|T ′R′| (H4)
For the variance we find
∆Nˆd = A
2
d(∆
2nˆ0 +∆
2nˆ1) + |Cd|2(〈nˆ0〉+ 〈nˆ1〉) + 2|Cd|2(〈nˆ0〉〈nˆ1〉 − |〈aˆ0〉|2|〈aˆ1〉|2)
+2ℜ
{
C2d(〈aˆ20〉〈(aˆ†1)2〉 − 〈aˆ0〉2〈aˆ†1〉2)
}
+ 4Adℜ
{
Cd
(
(〈nˆ0aˆ0〉 − 〈nˆ0〉〈aˆ0〉)〈aˆ†1〉 − 〈aˆ0〉(〈aˆ†1nˆ1〉 − 〈nˆ1〉〈aˆ†1〉)
)}
(H5)
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where we made the notations{
Ad = 1− 2(|T ||R′|+ |R||T ′|)2 + 4|TR||T ′R′|(1− cosϕ)
Cd = 2|T ′R′| sinϕ+ 2i
(|TR|(|R′|2 − |T ′|2) + (1 − 2|T |2)|T ′R′| cosϕ) (H6)
and by direct calculation we also find the constraint
A2d + |Cd|2 = 1. (H7)
Appendix I: Balanced homodyne detection
From equations (H2) and using the definition of XˆφL we have
〈XˆφL〉 = ℜ
{
e−iφL
((
TT ′e−iϕ2 +RR′e−iϕ1
) 〈aˆ0〉+ (TR′e−iϕ1 +RT ′e−iϕ2) 〈aˆ1〉)} (I1)
For the asymmetric phase shift scenario from Fig. 2 we have ϕ1 = ϕ and ϕ2 = 0. The derivative of 〈XˆφL〉 with
respect to ϕ gives the expression from equation (65). For the symmetric scenario from Fig. 3 we have ϕ1 = ϕ/2 and
ϕ2 = −ϕ/2, thus we get the result from equation (66). The variance of XˆφL is found to be
∆2XˆφL =
1
4
+ 2ℜ{A2∆2aˆ0 +B2∆2aˆ1}+ 2|A|2(〈nˆ0〉 − |〈aˆ0〉|2) + 2|B|2(〈nˆ1〉 − |〈aˆ1〉|2) (I2)
where we have the coefficients {
A = 12e
−i(φL+ϕ2)
(
TT ′ +RR′e−iϕ
)
B = 12e
−i(φL+ϕ2)
(
TR′e−iϕ + T ′R
)
.
(I3)
Appendix J: Phase sensitivity calculations for a dual coherent input
For difference intensity detection scheme and a dual coherent input we get∣∣∣∣∂〈Nˆd〉∂ϕ
∣∣∣∣ = 4∣∣|TR| sinϕ(β|2 − |α|2) + |αβ| (|R|2 cos(θα − θβ + ϕ) + |T |2 cos(θα − θβ − ϕ) ∣∣|T ′R′| (J1)
and the variance is simply ∆2Nˆd = |α|2 + |β|2. The phase sensitivity is optimized for the input PMC ∆θ = 0 and
equation (J1) becomes ∣∣∣∣∂〈Nˆd〉∂ϕ
∣∣∣∣ = 4∣∣|TR| sinϕ(β|2 − |α|2) + |αβ| cosϕ∣∣|T ′R′|. (J2)
For T given, this expression is maximized at the optimum internal phase sift
ϕopt = arccos
(
|αβ|√
|αβ|2 + |TR|2(β|2 − |α|2)2
)
(J3)
yielding the phase sensitivity at the optimum angle
∆ϕ˜df =
√
|α|2 + β|2
4
√
|αβ|2(1− 4|TR|2) + |TR|2(|α|2 + β|2)2|T ′R′| . (J4)
We can further optimize ∆ϕ˜df by imposing both BS1 and BS2 balanced and we arrive at the expression (75).
Appendix K: Phase sensitivity calculations for a coherent plus squeezed vacuum input
For the variance of the output number operator we find the expression
∆2Nˆd = A
2
d
sinh2 2r
2
+ |α|2 + |Cd|2(sinh2 r + 2|α|2 sinh2 r) − sinh 2r|α|2ℜ
{
C2de
−i(2θα−θ)〉
}
(K1)
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where the coefficients Ad and Cd were defined in equation (H6). The expression of ∆
2Nˆd for the balanced case can
be found in the literature [24, 33].
In case of a balanced homodyne detection, the variance ∆2XˆφL from equation (I2) becomes
∆2XˆφL =
1
4
+ 2ℜ{A2∆2aˆ0}+ 2|A|2〈nˆ0〉 (K2)
and the phase sensitivity is found to be
∆ϕ
(i)
hom =
√
1
4 + 2|A|2 sinh2 r −ℜ{A2eiθ} sinh 2r
2|TR′||α|| cosϕ| . (K3)
Assuming φL = θα and the PMCs from equation (50) satisfied, the phase sensitivity can be written as
∆ϕ
(i)
hom =
√
1− 2(|TT ′|+ |RR′|)2 sinh re−r + |RR′|2 sinh 2r(1− cos(2ϕ)) + 4|TRT ′R′| sinh re−r(1 + cosϕ)
2|TR′||α|| cosϕ| . (K4)
Appendix L: Phase sensitivity calculations for a squeezed-coherent plus squeezed vacuum input
Assuming φL = θα and the PMCs (59) satisfied, the variance of the operator XˆL is found to be
∆2XˆφL =
1
4
− 1
2
(|TT ′|+ |RR′|)2 sinhr e−r − 1
2
(|RT ′| − |TR′|)2 sinh ze−z
+
1
2
|RR′|2 sinh r cosh r(1 − cos(2ϕ)) + |TRT ′R′| sinh re−r(1 + cosϕ)
+
1
2
|TR′|2 sinh z cosh z(1− cos(2ϕ))− |TRT ′R′| sinh ze−z(1 + cosϕ). (L1)
If we now impose the optimum working point ϕopt = (2k + 1)π (with k ∈ Z) we get the phase sensitivity at the
optimal angle
∆ϕ˜
(i)
hom =
√
1− (|TT ′|+ |RR′|)2 (1− e−2r)− (|RT ′| − |TR′|)2 (1− e−2z)
2|TR′||α| (L2)
In the balanced case (T = T ′ = 1/
√
2) this expression reduces to ∆ϕ˜
(i)
hom = e
−r/|α|, a result found in the literature
[34, 36]. An optimum transmission coefficient for BS2 (in the sense that with T replaced by T
(i)
opt it minimizes ∆ϕ˜
(i)
hom)
can be obtained from (L2), and we get
T ′
(i)
opt =
T
(i)
opt
√
1−
(
T
(i)
opt
)2
|e−2r − e−2z|√
e−4z −
(
T
(i)
opt
)2
(e−4z − e−4r)
(L3)
where we recall that T
(i)
opt is obtained from equation (F2) with the coefficients given by equation (G5).
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