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Abstract
As a result of Thurston’s Hyperbolization Theorem, many 3-manifolds have a hy-
perbolic metric or can be decomposed into pieces with hyperbolic metric (W. Thurston,
1978). In particular, Thurston demonstrated that every link in S3 is a torus link, a
satellite link or a hyperbolic link and these three categories are mutually exclusive.
It also follows from work of Menasco that an alternating link represented by a prime
diagram is either hyperbolic or a (2, n)–torus link.
A new method for computing the hyperbolic structure of the complement of a
hyperbolic link, based on ideal polygons bounding the regions of a diagram of the link
rather than decomposition of the complement into ideal tetrahedra, was suggested by
M. Thistlethwaite. The method allows one to compute the geometric structure directly
from the 2–dimensional projection of the link, together with overcrossing-undercrossing
data. It is applicable to all diagrams of hyperbolic links under a few mild restrictions.
The author introduces the basics of the method, as well as its consequences. In
particular, a surprising rigidity property of certain tangles is discussed, as well as its
applications. A new numerical invariant for tangles is introduced, and a field that is a
topological invariant for hyperbolic links. It is shown how to calculate the holonomy
representation of link group using the new method, and how the labels coming from
the method reflect the geomtry of the polyhedral decomposition of a link complement.
Also, formulae that allow one to calculate the exact hyperbolic volume, as well as
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In 1976, W. Thurston suggested the Geometrization conjecture that revolutionized
low dimensional topology. Proved in 2003 by Perelman, it implied, in particular, the
famous Poincaré conjecture. It permitted the study of manifolds from a new geometric
perspective, and made geometric topology one of the most rapidly developing and
dynamic fields of pure mathematics in the last 30 years.
In particular, Thurston demonstrated that many 3–manifolds have hyperbolic met-
rics or can be decomposed into pieces with hyperbolic metric. Soon it was noticed that
hyperbolic manifolds formed the largest and the least understood class of manifolds.
The first method for computing the hyperbolic structure of 3–manifolds followed, im-
plemented in the program SnapPea by J. Weeks ([66]). It is based on decomposing
the manifold into ideal tetrahedra. The program is very fast and gives a tremendous
amount of information. However, the process is rather heuristic than algorithmic, and
is difficult to visualize or to use in theoretical proofs.
We suggest a new method for computing hyperbolic structure designed specifically
for hyperbolic links. Its advantage is that it allows computing the geometric struc-
ture directly from the 2–dimensional projection of the link, and does not involve any
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elaborate 3–dimensional geometry. The calculations can be done by hand in many
cases, and general observations about the geometric structure of a link can often be
made just from its two-dimensional picture. This method has already yielded some
consequences and interesting conjectures. It is perhaps reasonable to expect that it
will lead eventually to a deeper understanding of the geometry of hyperbolic links.
Since hyperbolic links form the vast majority of the links in the tables, and even
non-hyperbolic ones often can be decomposed in hyperbolic pieces, such a study will
largely contribute to knot theory and to the study of hyperbolic 3–manifolds. Among
emerging applications of these fields are problems in statistical mechanics ([9, 16, 31,
32, 54, 68]), quantum field theory ([32, 54, 67]), particle physics ([23, 27]), topological
quantum computation ([19, 24, 25, 26, 33]), general relativity theory ([12, 8]), studies
of DNA in molecular biology ([18, 21, 37, 40, 61]) and topoisomers in chemistry ([10,
15, 22, 46]).
1.2 Overview
A hyperbolic n-manifold is a manifold modeled locally on n-dimensional hyperbolic
space Hn or, equivalently, the quotient of Hn by a discrete group of hyperbolic isome-
tries. More background on hyperbolic manifolds can be found in a textbook by John
Ratcliffe ([55]). A link K in the 3–sphere S3 is termed hyperbolic if its complement
S3 −K is a hyperbolic 3–manifold.
The alternating link is such that it has a diagram with alternating underpasses and
overpasses. However, this simple definition does not explain any of non-diagrammatic
properties that alternating links have. This question goes back to Ralph Fox, who
asked “What is an alternating link?”. Understanding these intrinsic properties is one
of the fundamental problems in classical knot theory, and would be the first step
towards understanding the vast overall picture of hyperbolic structures on links.
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In numerous studies of alternating links over the years, the prevailing approach was
topological ([36, 42, 43, 49, 48]). It yielded valuable results, but many major questions
are still not answered. We suggest to use the geometric approach. Since every link can
be uniquely decomposed as a knot sum of prime links, we will concentrate on prime
alternating links first. The results of Menasco ([42]) and Thurston ([64]) imply that
every prime alternating link is hyperbolic unless it is a (2, n)–torus link. It also follows
from the solution of the Tait Flyping Conjecture ([43]) that hyperbolic alternating
links are easy to distinguish just by looking at their diagrams. This suggests strongly
that hyperbolic geometry is an appropriate tool to apply to the study of alternating
links.
In particular, in [63] we suggest a new method for describing hyperbolic structures
of links1. It is based on ideal polygons bounding the regions of a link diagram. It
is applicable to all hyperbolic links, whose diagrams satisfy a few mild restrictions.
The method gives polynomial equations in complex numbers, assigned to edges and
crossings of a link projection. These numbers are called edge and crossing labels. They
describe intercusp distances and angles between strands of the link, giving, in fact, the
geometric structure, which is unique in view of the Mostow-Prasad rigidity ([47, 52]).
The holonomy representation of the fundamental group of the link complement can be
calculated directly from the labels. Our method for computing hyperbolic structure is
particularly easy to use for alternating links (a link is alternating if it has a diagram
where overpasses and underpasses alternate as one travels along the link).
In this thesis we suggest some results and conjectures motivated by the questions
above. In addition, we suggest some immediate applications of the method to several
other problems in the theory of hyperbolic manifolds.
1A preliminary, incomplete description of this method is contained in an earlier unpublished note
[62] by M. Thistlethwaite
3
Chapter 2
An Alternative Approach to
Hyperbolic Structures on Link
Complements
2.1 Overview
The purpose of this chapter is to describe an alternative method for calculating
the hyperbolic structure on a classical link complement (sections 2.1–2.5 and 4.1–4.2
constitute an expanded version of [63]). The method does not use an ideal triangulation
of the complement, but instead considers the shapes of ideal polygons bounding the
regions of a diagram of the link. In order to guarantee the applicability of our method,
we shall impose a “minimality” condition on the checkerboard surfaces of our link
diagrams:
Definition 2.1.1 A diagram of a hyperbolic link is taut if each associated checker-
board surface is incompressible and boundary incompressible in the link complement,
and moreover does not contain any simple closed curve representing an accidental
parabolic.
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From this definition it follows that if α is a proper, non-separating arc in a
checkerboard surface associated to a taut diagram, and α̃ is a lift of α to the
universal cover H3 , then the ends of α̃ are at the centres of distinct horoballs; thus
α is properly homotopic to a geodesic. In particular, at each crossing of the diagram,
the arc travelling vertically from underpass to overpass, i.e. a “polar axis” in the
terminology of [42], gives rise in this manner to a geodesic; such geodesics, henceforth
called crossing geodesics, will form the edges of the ideal polygons mentioned above.
Although the method is applicable to any taut link diagram, we are particularly
interested in applying it to hyperbolic alternating links, as the resulting hyperbolicity
equations assume a reasonably pleasing form. We recall that it is proved in [42]
that prime alternating link complements cannot contain essential tori, and since the
only alternating torus links are those of type (2, n) , it follows from W. Thurston’s
hyperbolization theorem that an alternating link is hyperbolic if and only if it is prime
and is not a (2, n)–torus link. From [42] a reduced alternating link diagram represents
a prime link if and only if it is prime in the diagrammatic sense, and from [43] each
reduced alternating diagram of a (2, n)–torus link is standard; therefore one can tell
by inspection whether a link presented as a reduced alternating diagram is hyperbolic.
Proposition 2.1.2. Each reduced alternating diagram of a hyperbolic alternat-
ing link is taut.
Proof. It is proved in [43] that the checkerboard surfaces for such link diagrams
are incompressible and boundary incompressible, and it is proved in [3] that they are
quasi-fuchsian, hence not accidental. 2
It would be interesting to know if there exists a hyperbolic link not admitting a
taut diagram. One may consider state surfaces ([38]) instead of checkerboard surfaces
for a natural generalization of the notion of the taut diagram.
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2.2 The Geometry of an Ideal Polygon
Let F be a checkerboard surface for a connected diagram D of a link L . Then
F is the union of disks, one for each region coloured say black in the checkerboard
colouring of the diagram. The boundary of each disk is an alternating sequence of (i)
sub-arcs of the link travelling between adjacent crossings incident to the region, and
(ii) “polar axis” arcs travelling between the underpass and the overpass at a crossing.
The disks are glued together along the polar axis arcs.
Now suppose that D is taut; let R be a black region of D with n ≥ 2 sides, and
let ∆R ⊂ F be the associated disk. Then ∆R − L is homeomorphic to a disk with
n points of its boundary removed, which we may describe as a “filled-in ideal n–gon”;
this lifts homeomorphically to a filled-in ideal n–gon ∆̃R in the upper half-space model
of H3 . The n ideal vertices of ∆̃R correspond to the n arcs of ∆R ∩ L (which in
turn correspond to edges of the region R ), and the edges of the ideal n–gon boundary
of ∆̃R are lifts of the interiors of the n polar axis arcs in ∂∆R .
In order to proceed further, we need to show that ∆̃R satisfies a non-degeneracy
condition.
Proposition 2.2.1. The n ideal vertices of ∆̃R are pairwise distinct.
Proof. Let α1 , α2 be any two arc components of ∆R ∩ L , and let γ be an arc
properly embedded in ∆R that travels from a point of α1 to a point of α2 . Then the
interior of γ lifts to an arc in ∆̃R travelling between the corresponding ideal vertices.
Since the link diagram is taut and γ is non-separating in the checkerboard surface
F , the conclusion follows. 2 .
As usual, we identify the boundary of H3 with the Riemann sphere C∪{∞} . Let
R be a region of the link diagram with at least three sides, and let the ideal vertices of
∆̃R be z1 , . . . , zn in cyclic order; then, from Proposition 2.1, these n points define
an ideal n–gon Π̃R in H3 , with geodesic edges that are pairwise distinct.
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Let γi be the geodesic edge of Π̃R joining zi with zi+1 (where indices are taken
modulo n). We define the shape parameter ζi of γi to be the cross-ratio
ζi =
(zi−1 − zi)(zi+1 − zi+2)
(zi−1 − zi+1)(zi − zi+2)
,
with the usual rules for cancelling ±∞ terms. If we perform an isometry of H3 to
place the vertices zi−1 , zi , zi+1 at 1 , ∞ , 0 respectively, then the vertex zi+2 will
be placed at ζi . It follows that for a 3–sided polygon each shape parameter is equal
to 1 ; it is also easy to check that for a 4–sided polygon the sum of two consecutive
shape parameters is 1 , whence opposite shape parameters are equal. For general n,
we may obtain convenient equations relating the ζi from the fact that the polygon
closes up. Specifically, if we place the polygon so that zi−1 = 1 , zi = ∞ , zi+1 =




zi−1 , zi , zi+1 to zi , zi+1 , zi+2 respectively. Since the polygon Π̃R closes up, the
composite ψn ◦ · · · ◦ ψ2 ◦ ψ1 must equal the identity, and passing to matrices, we see
that the product  0 −ζn
1 −1







is a scalar multiple of the identity matrix. From the (2 , 1)–entry of this product we
can read off a polynomial relation fn in the ζi , for example
f3 ≡ 1− ζ2 = 0 , f4 ≡ 1− ζ2 − ζ3 = 0 , f5 ≡ 1− ζ2 − ζ3 − ζ4 + ζ2ζ4 = 0 .
By cycling indices, we obtain a collection of n relations in the ζi ; any three successive
relations are independent, but since the isometry class of an ideal polygon with n
sides has n− 3 degrees of freedom all other relations are dependent on these three.
It is immediate from the definition of shape parameter that an ideal polygon lies in
a hyperbolic plane if and only if all its shape parameters are real. For highly symmetric
links, ideal polygons are often encountered that are regular, in the sense that all ζi
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are equal; indeed, it is a simple exercise in linear algebra to show that the common








from which we see that for regular polygons ζ decreases monotonically to the limit 1
4
as n→∞ .
In the absence of symmetry, polygons with four or more sides need not be regular,
and need not lie in a hyperbolic plane, although for alternating links it seems from
experiment that they never deviate very far from being regular or planar.
In the next section we shall see how to use the peripheral structure of the link
complement to set up a system of equations for determining the shape parameters
of the ideal polygons and for determining how the polygons are situated relative to
one another. The unknowns of these equations will be complex numbers attached to
the edges and crossings of the diagram; these complex number “labels” will in fact
determine the complete hyperbolic structure of the link complement.
2.3 Edge and Crossing Labels
We assume throughout that horospherical cross-sections of the cusps have been
chosen so that a (geodesic) meridian curve on the cross-sectional torus has length 1 .
This guarantees [2] that cross-sectional tori from distinct cusps are disjoint, and that
each torus is embedded in the link complement, with the exception of the figure-eight
knot complement, where the cross-sectional torus touches itself in two points.
The preimage of each cross-sectional torus in the universal cover H3 is a union of
horospheres, and we specify a complex affine structure on each horosphere by declaring
(for convenience) that meridional translation is through unit distance in the positive
8
Figure 2.1: Ideal polygon in H3 , associated to a region of the link diagram
real direction. We assume that coordinates are chosen so that one of the horospheres
is the Euclidean plane H∞ of (Euclidean) height 1 above the xy–plane, and that it
has the standard affine structure; thus on that horosphere the meridional translation




Now consider an ideal polygon Π̃R in H3 , associated to a region R of the link
diagram, and with ideal vertices z1 , . . . , zn as above. Each vertex zi is the center
of a horosphere Hi , and each geodesic edge γi of Π̃R meets Hi , Hi+1 in points
Pi , Qi+1 respectively (Fig. 2.1). At this stage, for book-keeping purposes we need to
choose an orientation of the link, and this orientation will determine a direction on
the geodesic arc on Hi joining Qi with Pi . From the affine structure on Hi we
now have a complex number determining a translation mapping one of Pi , Qi to the
other, depending on this direction. This complex number is affixed to the side of the
corresponding edge E of the link diagram incident to the region R , and will be called
an edge label.
Next we note that there is a simple relation between the edge labels on the two
sides of an edge E of the link diagram. Let the regions incident to E be R , S , and let
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the corresponding labels affixed to the two sides of E be uER , u
E
S respectively. These
labels correspond to geodesic arcs on a horosphere that descend to arcs αER , α
E
S on
the peripheral torus, joining the points of intersection of the torus with two successive
crossing geodesics. Let µ denote a meridian curve on the torus, oriented as usual
according to the “right-hand screw” rule, and for an arc α let α denote its reverse.
The loop αER ∗ αES is homotopic to κµ , where
κ =

1 if E ascends from right to left
−1 if E decends from right to left
0 if E is level
as one looks from the interior of the region R . It follows that uER − uES = κ , where
κ is as above.
In the case of reduced alternating diagrams, the relation between uER and u
E
S is
particularly simple. If we colour the regions in checkerboard fashion, then the view
from inside regions of one colour has all edges on the boundary of the region ascending
from right to left, and the view from regions of the other colour has edges descending
from right to left. Therefore without loss of generality we have uER − uES = 1 if R is
coloured black, and uER − uES = −1 if R is coloured white.
We turn now to crossing labels. To each crossing geodesic γ we assign a complex
number wγ as follows. We lift γ to a geodesic γ̃ in H3 joining the centers of
horospheres H1 , H2 The meridional direction on Hi (i = 1 , 2) together with the
geodesic γ̃ defines a hyperbolic half-plane Σi containing γ̃ , and we define the argument
of wγ to be the exterior angle between Σ1 , Σ2 . The sign of this angle is fixed by
taking the convention that a right-handed screw is positive. In essence we are defining
this angle as the (exterior) angle between the two meridional directions by parallel
transport along the geodesic γ̃ . The specification of wγ is completed by defining its
modulus to be e−d , where d is the hyperbolic length of the part of γ̃ between H1
10
Figure 2.2: Labels in 2-sided regions
and H2 .
If we take H1 to be the horosphere H∞ defined above, then |wγ| is the Euclidean
diameter of the horosphere H2 . The argument of wγ may loosely be interpreted as the
angle (in the hyperbolic structure) between the overpass and underpass at the crossing




H1 to H2 , respecting affine structures.
In the degenerate case of a two-sided region, the two arcs travelling from overpass to
underpass of the two crossings are parallel, hence are homotopic to the same geodesic.
Therefore the two crossing labels are equal, the ideal polygon for this region collapses,
and the two edge labels for the region are 0 (Fig. 2.2). For reduced alternating
diagrams we have the following converse:
Theorem 2.3.1. Let R be a region of at least three sides of a taut diagram D
of a hyperbolic link L . Then each edge label for R is non-zero.
Proof. Suppose that E is some edge of the region R for which the label uER is
zero. Let z be the ideal vertex of Π̃R corresponding to this edge, and let H be the
horosphere centred at z . Since uER = 0 , the two geodesic edges of Π̃R issuing from
z meet H in the same point, hence are equal, contradicting Proposition 2.2.1. 2 .
Conjecture 2.3.2. Let D be a reduced alternating diagram of a hyperbolic link.
Each edge label for D has non-negative imaginary part.
The above definition of crossing labels applies to any geodesic γ travelling from
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cusp to cusp. Indeed, such a geodesic may be regarded as belonging to a crossing of
some diagram of the link.
We conclude this section with a remark on symmetries. Let h : (S3 , L)→ (S3 , L)
be a homeomorphism; then, modifying h by a homotopy if necessary, we may assume
that the restriction of h to S3 − L is an isometry. Let us suppose that h maps a
crossing geodesic γ to γ′ . Then the moduli of wγ , wγ′ will be equal. If h preserves
the orientation of S3 , the associated labels wγ , wγ′ will also have equal arguments,
whence wγ′ = wγ ; on the other hand, if h reverses the orientation of S
3−L the sign
of the argument of wγ will be negated, whence wγ′ = wγ . Edge labels are affected
similarly under the action of h : if h maps a diagram of L to itself and u , u′ are edge
labels that correspond under the homeomorphism, then u′ = u or u′ = u depending
on whether h preserves or reverses the orientation of S3 .
2.4 The Hyperbolicity Equations in the Edge and
Crossing Labels
Let γ be a geodesic edge of the ideal polygon bounding a region R of the link
diagram, let w be the crossing label attached to γ , and let uE1R , u
E2
R be the labels for
the edges incident to this crossing, the suffix R indicating of course that the labels
are placed on the sides of these edges in the region R . Then the shape parameter ζγ
is related to the labels w , uE1R , u
E2







where κ = 1 if one edge is directed towards the crossing and one away from the
crossing, and where κ = −1 if both edges are directed towards the crossing or
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both away from the crossing. The verification of this formula is a simple exercise
in elementary hyperbolic geometry, and is left to the reader. By means of the formula,
each equation in shape parameters may now be regarded as an equation in edge and
crossing labels.
Suppose now that we have a reduced alternating diagram with c crossings. At-
tached to the diagram are 4c edge labels (two for each edge), and c crossing labels,
making altogether 5c unknowns for our system of equations. The diagram has c+ 2
regions, giving rise to 3(c+ 2) “region” equations in the labels. Together with the 2c
“edge” equations relating labels on the two sides of an edge, we have in total 5c + 6
equations in 5c unknowns, making a slightly over-determined system. The system has
a 0–dimensional solution set, one of these solutions providing the complete geometric
structure.
We do not know of a simple test for deciding which solution of the equations
corresponds to the geometric structure; however, there is an algorithm for computing
the volume of the structure given by the solution, and the solution with the greatest
volume will be the geometric solution. Empirically, for alternating links the geometric
solution is that for which the “region” ideal polygons are closest to being regular.
2.5 Examples
2.5.1 The Figure-eight Knot
Recall that for a 3-sided region all shape parameters are 1.
From region I: w2 = −(u2 + 1) , w2 = −(u1 + 1) , w1 = (u1 + 1)(u2 + 1) ,
yielding u1 = u2 , w1 = w
2
2 .
From region II: w1 = u2 , w1 = u3 , w2 = u2u3 .
From region III: w2 = −(u3 + 1) , w2 = −(u4 + 1) , w1 = (u3 + 1)(u4 + 1) .
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Figure 2.3: Diagram of the figure-eight knot with edge and crossing labels
Collecting these results, we obtain
u1 = u2 = u3 = u4 , u
2
1 + u1 + 1 = 0 , w2 = −(u1 + 1) , w1 = w22 .
Therefore, without loss of generality:


















2.5.2 The Closure Ln of the Braid (σ1σ
−1
2 )
n , n ≥ 3
In Fig. 2.4(i) we have exploited symmetries of the link Ln in order to economize





, the positive square root
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Figure 2.4: The closure of the braid
of the shape parameter of a regular ideal n-gon. Looking at Fig. 2.4(i), from the
right-hand n–sided region we have
w = λ2nu
2
1 , and from 3–sided regions we have
w = −(u1 + 1)(u2 + 1), w = u22 .
Thus u1 = ±λnu2 ; however, for the geometric solution we must take u1 = λnu2 ,
as otherwise all edge labels will turn out to be real, resulting in a collapse of the
peripheral structure. It then follows quickly that u2 satisfies
(










u2 + 1 = 0 ,
the two solutions of this quadratic yielding geometric structures corresponding to the
two orientations of the link complement. The labels u1 = λnu2 , w = u
2
2 are then also
determined.
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Figure 2.5: The Borromean Rings
If n is divisible by 3 , Ln is a link of 3 components, with symmetries acting
transitively on the set of components; otherwise Ln is a knot. The link L3 is the
Borromean rings, and L4 is the Turk’s head knot.
In the case of the Borromean rings (Fig. 2.5), u1 = u2 = u3 =
1
2




i , w2 =
1
2
i . Note that the crossing labels are ± i
2
, indicating that the
overpass and underpass at each crossing are perpendicular to one another; this is also
evident from the extra symmetries possessed by this link.





















u2 + 1 = 0 .
We may use either root of this quadratic; once a root has been chosen, the remaining
ui , wj are easily evaluated. It transpires that w2 = w1 ; this may also be deduced
from the symmetries of the knot.
It is of some interest to note that as n → ∞ , |w| → 1
3
. This has the following
interpretation in terms of meridian lengths. Let us expand cusp cross-sections, keep-
ing meridian lengths equal, until their union just ceases to be embedded in the link
16
Figure 2.6: The Turk’s Head knot
17
complement (in the case where Ln is a knot the cusp will touch itself). Let `n denote
the length of a meridian on one of these expanded cusp cross-sections; then `n tends
to a limit
√
3 as n→∞ .
Another interesting aspect of the links Ln concerns the canonical cell decompo-
sition s [20] of their complements. The alternating diagram of Ln exhibits a decom-
position of the link complement into two congruent ideal polyhedra, one “above” and
one “below” [7], and this decomposition is precisely the canonical cell decomposition,
as is readily verified by examination of the horoball pattern.
The ideal polygons corresponding to the regions of the alternating diagram of Ln
are all regular, hence also planar. An example of a (slightly) non-planar 4–sided ideal
polygon is given by the 9–crossing knot denoted 9* by Conway [11] (listed as 940 in
[56] and as 9.37 in the Dowker-Thistlethwaite classification).
2.5.3 Three-punctured Sphere
Let us consider the three-punctured sphere S in the above configuration, with
meridional punctures at the two parallel vertical strands, and with a longitudinal
puncture at the circular link component. It is well known [1] that we may take S to
be a totally geodesic surface, constructed by gluing two ideal triangles together along
their edges. If we choose cusps of an ideal triangle so that the length of each cusp
boundary is 1 , then these cusp boundaries will be tangent to one another; therefore
if we choose cusps of a three-punctured sphere so that each cusp boundary is a circle
of length 1 + 1 = 2 , these circles will touch one another. If we now retract the cusps
of the three-punctured sphere so that their boundaries have length 1 , the intercusp
length of each of the three geodesics joining distinct punctures will be log(4) . Since
by convention our meridians always have length 1 , it follows that w3 , the label for
the geodesic represented by the horizontal line at the top of Fig. 2.7, has modulus
18
Figure 2.7: Three-punctured sphere in a link complement
equal to 1
4
. On the other hand, since the three-punctured sphere is totally geodesic,
the meridians belonging to the vertical strands lie in the same hyperbolic plane as this
geodesic, whence w3 =
1
4
. (Note. Here we have chosen orientations of the strands so
that they are parallel; were they anti-parallel, instead we would have w3 = −14 .)
















= 1 , from which it follows easily that w2 = −w1 and u1 = u2 = −2w1 .







the result obtained by the geometric argument of the previous paragraph.
2.5.4 The Whitehead Link
The following two examples were first considered in [62].
From region I we get w1 = − (u1 + 1) , w1 = − (u2 + 1) , w3 = (u1 + 1) (u2 + 1).
From region II we get w2 = − (u3 + 1) , w2 = − (u4 + 1) , w3 = (u3 + 1) (u4 + 1).
It follows that u1 = u2 , u3 = u4 .
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Figure 2.8: The Whitehead link
From region III we get





, whence w1u3 = −w2u1 .
Therefore we may eliminate w1 , w2 to obtain (u1 + 1)u3 = (u3 + 1)u1 , whence
u1 = u3 . Hence w3 = −u21 = (u1 + 1)
2 , and so u1 is a root of the quadratic equation
2u21 + 2u1 + 1 .
Therefore, without loss of generality,
u1 = u2 = u3 = u4 =
1
2




(−1− i) , w2 =
1
2
(1 + i) , w3 =
1
2
i , u5 = u6 = i .
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Figure 2.9: The two-bridged knot K7
2.5.5 The Two-bridged Knot n1n
Let Kn denote the two-bridged link with Conway symbol n1n , and let wn be the
label associated with the middle crossing; the illustration above shows the knot K7 .
As n increases, the modulus of wn decreases; however, the hyperbolic structure of
S3−Kn approaches that of the complement of the link L obtained by replacing each
of the “twists” by the “three-punctured sphere” configuration of the example above




In order to facilitate the computation of the label w∞ , we shall work with the
following slightly simplified diagram (Fig. 2.11).
Note that the geodesic indicated by the green diagonal line has label 1
4
as it lies
in the three-punctured sphere at the right-hand end of the diagram.
21
Figure 2.10: ”Three-punctured shpere” configuration of the 2–bridge knot n1n
Figure 2.11: Simplified diagram of the above configuration of n1n knot
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The other labels indicated are easily obtained as in the example intitled “Three-
punctured sphere”.






, whence 8w2 −
4w+ 1 = 0 , and w =
1
4
(1± i) , where the sign of the imaginary part is determined by
convention.
From the 3–sided region marked II, we obtain w∞ = w
2 = ± i
8
.
In particular, it follows that the intercusp length of the middle crossing geodesic of
Kn tends to a limit of log(8). It is tentatively conjectured that log(8) is an upper bound
for intercusp lengths of geodesics corresponding to crossings of alternating diagrams.
2.6 Computer Implementation of the Method
The equations can easily be solved by hand for links of small crossing-number.
However, computer calculations are essential for systematic study. We implemented
the method using the C++ programming language. The input was given as a slight
generalization (suggested by M. Thistlethwaite) of the Dowker-Thistlethwaite sequence
([17]) for links. The program reconstructs a 2–dimensional diagram of a link from the
sequence, makes equations for every region, solves them using the Newton-Raphson
method and the QR decomposition, and gives edge and crossing labels as a result.
When using Newton’s method, one can take all “region” polygons to be regular




i for all positive crossings,
wi = −12i for all negative crossings,
ui = −12 +
1
2






i for all white regions.
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In the presence of suitable symmetries, for example with the Turk’s head knot,
the region polygons are indeed regular, hence planar, but generically region polygons
with more than three sides are slightly non-planar, as can readily be seen by inspecting
horoball diagrams. However, empirically this guess turns out to be surprisingly close
to the exact solution.
The only regions for which these numbers are not close to the exact solution are
two-sided regions. That is why for all two-sided regions the initial values for edge
numbers were taken -1, 1 and 0, depending on the color of the region (black or white).
A knot or link with n crossings has n+2 regions and 2n edges. Every region gives
rise to 3 equations. This gives 3 ∗ n+ 6 equation total, while the number of edges and
crossings is 3n. Hence, the system of equations is slightly overdetermined. That is
why the QR decomposition for the Jacobian matrix of the system is used.
The code in [65] has been fully tested for alternating knots and links with 2, 3
or 4-sided regions only, and gives a solution which is precise up to 6 decimal places.
The open-source library ALGLIB is used for matrix operations. The program can be
generalized for knots and links with an arbitrary number of sides in the regions, for
non-alternating diagrams, and for any precision. It can be done with the help of the





A hyperbolic link complement has a 2–dimensional family of geometric structures,
exactly one of which is complete. The geometric structures corresponds via holonomy
to the discrete faithful representations of the fundamental group of the link complement
into PSL(2,C) ; the complete structure corresponds to the unique discrete faithful
representation mapping meridians to parabolic elements of PSL(2,C) .
The “classical” method for computing hyperbolic structures, using shapes of ideal
tetrahedra, requires that separate equations be set up for the parabolicity condition;
equations involving products of shapes of tetrahedra incident to an edge of the triangu-
lation are not sufficient to determine a geometric structure. In the method presented
here, however, parabolicity is “built in”; in the next section it is explained how the
generators of the Wirtinger presentation of the link group are mapped to conjugates
of the parabolic matrix  1 1
0 1
 ,
where the conjugating matrix is expressed in terms of edge and crossing labels.
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We began by assuming that the link complement had a (complete) hyperbolic
structure, and defined the edge and crossing labels as functions of that structure. In
order to show that the labels determine the structure, it is sufficient to show that
they determine the associated holonomy representation of the fundamental group; as
mentioned in the previous paragraph, it is shown in the next section that matrices for
the Wirtinger generators are expressible in terms of edge and crossing labels.
The equations in the labels, being polynomial equations, have finitely many so-
lutions, most of which are not geometric. The non-geometric solutions still determine
representations of the fundamental group into PSL(2,C) , but these representations
are either non-discrete or non-faithful. Each representation determines a volume, and
the geometric structure will correspond to the representation with the greatest volume.
3.2 Calculating Wirtinger Generators from Edge
and Crossing Labels
In this section we describe the calculation of Wirtinger generators from edge and
crossing labels.
Fix a basepoint x0 near one of the crossings on the tubular neighborhood of a
knot or link. The fundamental group is generated by the loops winding around an
overpass and not homotopic to each other. Choose a path from x0 to the chosen
overpass along the torus boundary of the edges and along the arcs from an overpass
to an underpass at the crossings. Since in Wirtinger representation the basepoint is
chosen above the plane of a 2–dimensional link diagram, we stay above the link. So we
never follow an underpass, but travel to the boundary of the closest overpass instead.





, since we agreed that the meridians correspond to the unit translation
z 7→ z + 1 on the corresponding horosphere. Following the edge labeled ui from x0
corresponds to a conjugation by
 1 ui
0 1
 or by its inverse, since edge number was
also defined from a translation z 7→ z+ui. Following an arc at the crossing labeled wi
from x0 corresponds to the conjugation by
 0 −wi
1 0
 or by its inverse, since walking
along the intercusp geodesic corresponds to z 7→ wi
z
. Denote these three matrices
as M(1),M(ui) and M(wi) respectively. In addition, several convention have to be
made. The first one is about an orientation of the link: if we follow an edge in the




conjugate by its inverse. We also adopt a convention that going down from an overpass
to an underpass corresponds to
 0 −wi
1 0
, while going up from an underpass to an
overpass corresponds to the conjugation by its inverse.
Example 3.2.1. The arrows on the diagram below correspond to the link ori-
entation. Fix the basepoint x0 on the torus boundary of the strand 1 as on Fig. 3.1.
Then the generator corresponding to a loop around strand 1 is g1 = M(1).
For a loop around strand 2, go down the underpass from x0. This corresponds to
the conjugation by M(w1). Then the generator is
g2 = M(w1)M(1)M(w1)
−1.
For a loop around the overpass 3, go from x0 to the underpass, which corresponds
to conjugation by M(w1). Then follow the geodesic labeled u1 in the direction of the
link orientation, which corresponds to conjugation by M(u1) if we start at x0. But
at the moment we are not at x0, we are on the underpass of the crossing labeled w1.
Hence, following u1 corresponds to the conjugation by M(w1)M(u1)M(w1)
−1. Then
go down the crossing geodesic labeled w2. This corresponds to the conjugation by
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Similarly, if we travel from x0 along the consecuitive geodesics labeled a1, a2, ..., an
in order to reach the chosen overpass, then the generator for the loop around this
overpass is M(1) conjugated by the product of M(a1),M(a2), ...,M(an).
An additional subtlety is to pay attention on which side of the strand we travel
and, if needed, travel to the other side of an overpass. For example, for the loop around
the overpass 4, we follow the geodesic labeled w1 from x0 down to the underpass, then
follow the geodesic labeled u1, then travel around strand 2 on the overpass to reach






In this chapter we are concerned with tangles (B , T ) , where B is a 3–ball and
T is a properly embedded 1–dimensional submanifold of B meeting the boundary
of B in four points. Thus ∂B − ∂T is a 4–punctured sphere, i.e. a Conway sphere.
If (B , T ) ⊂ (S3 , L) , where L is a hyperbolic link, then the geometric structure on
S3 − L restricts to a complete structure on B − T .
Our first observation is that the boundary of (B , T ) enjoys a certain kind of
symmetry, which can be described as follows. Let us suppose that B is a standard
3–ball meeting the projection plane in an equatorial disk ∆ , and that the tangle T
is contained in this disk except for small vertical perturbations at crossings; thus the
four boundary points of T are contained in the circle C = ∂∆ . Let these points,
taken in cyclic order around C , be Q1 , Q2 , Q3 , Q4 . If our tangle diagram is part of
a taut link diagram, then for each i ∈ {1 , 2 , 3 , 4} we have a complex number wi,i+1
associated to the sub-arc of C joining Qi to Qi+1 (suffixes taken modulo 4).
Proposition 4.1.1. In the notation of the previous paragraph, w12 = w34 and
w23 = w41 . This follows almost immediately from a beautiful observation of J. Weeks
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that if we view a Conway sphere as a piecewise linear ideal polyhedron in the link
complement with four faces and four ideal vertices of valency 3, then opposite edges
of the Conway sphere have equal complex dihedral angles. This situation is similar to
that of an ideal tetrahedron, and may be verified in the same way by writing down for
each ideal vertex an equation in the angles. The reader can easily supply the details.
Corollary 4.1.2. If a crossing c1 is traded for a crossing c2 by a flype of the
link diagram, then the crossings c1 , c2 have equal crossing labels.
Proof. With appropriate numbering, the crossing labels for c1 , c2 are precisely
w12 , w34 for the tangle turned upside-down by the flype. 2
The restriction expressed in Proposition 4.1.1 fits with the next proposition.
Proposition 4.1.3. Let (B , T ) be a tangle as above, and suppose that B −
T admits a complete hyperbolic structure. Then the space of complete hyperbolic
structures on B − T is homeomorphic to R2 .
Proof. It follows from classical results of [60] that restriction to the boundary
induces a homeomorphism from the moduli space of complete structures on B − T
to that of complete structures on ∂B − (∂B ∩ T ) . Therefore the conclusion of the
proposition follows from the well-known fact that the space of finite area complete
hyperbolic metrics on a 2-sphere with n punctures ( n ≥ 3 ) is homeomorphic to
R2n−6 . The dimension of this space of complete structures may easily be obtained
by consideration of holonomy representations of the (free) fundamental group into
PSL(2,R) (see the following lemma). 2
Lemma 4.1.4. The moduli space of complete hyperbolic structures on an n–
punctured sphere has a real dimension 2n−6 or complex dimension n−3. In particular,
the moduli space of complete hyperbolic structures of a tangle in a Conway sphere has
complex dimension 1.
Proof. Consider a hyperbolic manifold as a quotient of H3 by a discrete group
of isometries Γ ( the isometries are the covering transformations). Γ is a subgroup of
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SO+(2, 1), the group of all isometries of hyperbolic space.
Examine the representations of a fundamental group of n-punctured sphere into
the group of all isometries of a 3–dimensional hyperbolic space H3. The fundamental
group is a free group of rank n − 1, while SO+(2, 1) is a Lie group of dimension 3.
Mapping a free group of rank n − 1 into this 3–dimensional space gives the space of
all representations, which has real dimension 3(n− 1).
For a representation to give a complete structure, its peripheral elements have to
be parabolic. The parabolic elements in SO+(2, 1) are defined by their trace, which
should equal 3. Thus we have n constraints on the traces of n peripheral elements in
the fundamental group (in particular, of the elements represented by the loops going
around n punctures). Then the space of all representations giving complete structures
has a real dimension 3(n− 1)− n = 2n− 3
Two representations give the same hyperbolic structure if an only if they differ by
an inner automorphism. The group of inner automorphisms of SO+(2, 1) is isomor-
phic to the quotient SO+(2, 1)/Z(SO+(2, 1)), where Z denotes the center of a group.
This center is trivial, so the group of inner automorphisms is actually isomorphic to
SO+(2, 1) itself, and thus has dimension 3. It means that each representation in our
(2n− 3)–dimensional set is in an equivalence class of dimension 3, and then the space
of equivalence classes has dimension 2n− 6. That is the real dimension of the moduli
space of complete hyperbolic structures.
For a 4–punctured sphere we thus have 2∗4−6 = 2 real dimensions or 1 complex
dimension. 2
4.2 Encircled Tangles
We turn our attention to a particular kind of tangle, endowed with a surprising
rigidity property.
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(i) An encircled tangle (ii) Boundary labels
Figure 4.1: An encircled tangle
Definition 4.2.1. A tangle T conforming to Fig. 4.1(i) will be called an
encircled tangle, and a diagram of that type will be called a standard diagram of an
encircled tangle. In that figure, the shaded disk represents an arbitrary tangle U , and
T is the union of U and a simple closed curve C that weaves around the ends of U
in alternating fashion.
As with a link, we can attach labels to the crossings of a diagram of T , and to
edges joining two crossings of the diagram. We can then set up equations using the
regions of the diagram; however, assuming that B − T admits a complete hyperbolic
structure, Proposition 6.1 tells us that our solution set will have exactly one complex
parameter.
Definition 4.2.2 Let T be an encircled tangle as above, with encircling simple
closed curve C . We assume that T is represented by a standard diagram, i.e. one
conforming to Fig. 4.1(i). The four crossing labels attached to crossings of C , and
four edge labels attached to the insides of the edges of C will be called boundary
labels, and the remaining labels of T interior to C will be called interior labels.
The next theorem expresses the rigidity property for encircled tangles.
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Theorem 4.2.3. Let (S3 , L1) , (S
3 , L2) be a hyperbolic links containing a
given oriented encircled tangle (B , T ) , represented by a standard diagram. Thus
(B , T ) is endowed with labeling schemes L1 , L2 from the geometric structures of
S3 − L1 , S3 − L2 respectively. Let φ be the function that maps each (crossing or
edge) label of (B , T ) in L1 to its counterpart in L2 .
(i) If ζ is an interior label of T in the labeling scheme L1 , then φ(ζ) = ζ , i.e.
the interior labels of T are independent of the hyperbolic link Li containing T .
(ii) There exists a non-zero complex number k such that if ζ is a boundary
label of T in the labeling scheme L1 , then φ(ζ) = kζ .
Proof. Recall that the shape parameter at a corner of a region is, up to sign, the
quotient of the label at that crossing by the product of the two incident edge labels.
If we take any non-zero complex number k and replace each boundary label of T
in L1 by its product with k , by inspection of Fig. 4.1(ii) all shape parameters for
T are unchanged, and the equations given by the regions of the tangle T are still
satisfied. Since by Proposition 4.1.1 the parameter space of labels for T is connected
and has real dimension 2, by varying k we are constructing the entire parameter space
of complete structures on (B , T ) while keeping the interior labels constant. 2
It is perhaps enlightening to give a more geometric explanation of this phe-
nomenon. The sequence of diagrams in Fig. 4.2 shows that the encircling simple
closed curve bounds a disk ∆ meeting Li in C together with two transverse “punc-
tures”. ∆ − Li is thus a 3–punctured sphere in the link complement, and it follows
from §2.5.3 above that the geodesic marked γ in the final diagram of Fig. 4.2 has
associated label ±1
4
, independent of the link (S3 , Li) containing (B , T ) . This
imposes an extra constraint (of complex dimension 1) on the geometric structure of
the sub-tangle U , thereby determining this structure uniquely.
The boundary labels of an alternating encircled tangle are subject to further
constraints, as expressed in the next theorem. With a little more effort the conclusion
can be established without the hypothesis that the tangle be alternating; however, our
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Figure 4.2: Geometric explanation of the rigidity of encircled tangles
Figure 4.3: Crossing orientation and the boundary labels of encircled tangles
main interest here is with alternating links.
Theorem 4.2.4. Let (B , T ) be an alternating encircled tangle, represented by
a standard diagram with boundary labels ui , wi (1 ≤ i ≤ 4) , as in Fig. 4.1(ii).
(i) The boundary crossing labels wi are all equal up to sign, any two being
equal if and only if the crossings to which they belong have equal sign:
(ii) Opposite boundary edge labels are equal, i.e. in Fig. 4.1(ii) u1 = u3 and
u2 = u4 .
Proof. We first observe that conclusions (i), (ii) hold for the oriented encircled
tangles U1 , U2 illustrated in Fig. 4.4. This may easily be verified from the equations
in w1 , w2 , u1 , u2 associated to the 4–sided region interior to the tangle. For example,
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Figure 4.4: Summing T with a trivial tangle





















from which it follows immediately that u1 = w1 − w2 = u2 and w1 = −w2 . If we
change the checkerboard coloring of the regions of U1 the edge labels marked 1 both
become −1 , but the result of the computation is unaffected. In the case of U2 , it is
shown similarly that u1 = u2 and w1 = w2 = w3 = w4 .
Now suppose that T is an encircled, oriented tangle distinct from U1 , U2 . Then
we may form an alternating hyperbolic link L by summing T with a trivial tangle
(Fig. 4.4) We then see that T shares its encircling link component with a copy of
one of U1 , U2 . The conclusion for T then follows from the analysis of the Ui in the
previous paragraph, together with Theorem 4.2.3 (ii). 2 .
4.3 Tangle Ratio
Theorem 4.2.3(ii) implies that the ratio u2
u1+1
does not change, when we change
the link outside the encircled tangle. Therefore, it is a numerical invariant of a tangle.
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(a) (b) (c) (d)
Figure 4.5: Various encircled tangles
Definition 4.3.1. We will call the ratio u2
u1+1
the tangle ratio.








Encircle a tangle T consisting of k consecutive twists (Fig. 4.5(d)). We will give
a recursive formula for its tangle ratio.
Theorem 4.3.3 Denote u the tangle ratio for tangle (B, T ) with k twists as in
Fig. 4.5(d). Then u is a root of polynomial ck = 0, where
c1 =
2u22+u2+1




2u2(u2−1)2 = 0, and
ck+2 = − (u2+1)
2
2u2
ck − ck+1 for k > 2.
Proof. Consider the following link with k twists, where k is any natural number.
Clearly, the tangle ratio in the theorem is u2
1
. Note that we can endow the link
with the shown orientation for any k.
Due to the symmetry of the link and numerous two-sided regions, we have only
3 unknown edge labels (u1, u2, u3) and two unknown crossing labels (w1, w2). The








Figure 4.6: Twist link with edge and crossing labels
To find u2, let’s make an equation for the leftmost (k+3)–sided region. Recall that
relations for edge and crossing labels come from the matrix relation, that corresponds













where ζk+3, ζk+2, ..., ζ1 are shape parameters, and p is a non-zero complex number.
We will index the shape parameters in the chosen region so that ζ1 corresponds





= ζk, ζk+2 = ζk+1 =
w2
u1+1
and, if k > 1, ζk−1 = ... = ζ1 = w1,
and the matrix relation becomes
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 0 − w1u1+1
1 −1

 0 − w2u1+1
1 −1












Denote the resulting matrix on the left-hand side by Fk+3, and denote its element in
row 2, column 1 by ck+3. Then for every k,







ck+2 = −w1ck − ck+1 = − (u2+1)
2
4u22
ck − ck+1 = 0, and
c1 =
2u22+u2+1





These are the polynomials ck stated in the theorem. 2
Using similar technique, one can generalize the polynomials for tangle ratio for
a general rational tangle. However, for more complicated rational tangles instead of
an equation one will get a system of equations with several unknowns. It would be





The hyperbolic volume of a hyperbolic link is simply the volume of the link’s
complement with respect to its complete hyperbolic metric. By Mostow-Prasad rigidity
([47, 52]), the volume is a topological invariant of the link. The operation of mutation
preserves volume ([58]), though the knots that are not mutants may also have the same
volume. However, it is known that there are only finitely many hyperbolic knots with
the same volume (Thurston-Jörgensen theorem). In practice, hyperbolic volume has
proven very effective in distinguishing knots, utilized in some of the extensive efforts
at knot tabulation.
In this chapter we investigate the connection between edge and crossing labels and
hyperbolic volume. It was previously noticed that for hyperbolic alternating links, the
volume can be estimated directly from the diagram. M. Lackenby showed in [36] that
the hyperbolic volume has upper and lower linear bounds as functions of the number
of twist regions of a reduced, alternating diagram. We will show how to calculate the
exact hyperbolic volume, as well as complex volume, of a hyperbolic 2–bridged link
using its diagram.
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Figure 5.1: A 2–bridge link diagram and edges of its canonical cell decomposition
5.2 Exact Hyperbolic and Complex Volume of a
Hyperbolic 2–bridge Link
Let T (n1, n2, n3, ..., nk) be a 2–bridge link with (n1+n2+ ....+nk) crossings, where
there are k twists, and one of the twists has n1 crossings, the twist next to it has n2
crossings, etc.
The vertical red lines represent geodesics. According to the Sakuma-Weeks de-
scription ([59]), the red geodesics indicated are edges of the canonical decomposition.
We will call the leftmost horizontal twist - the first, the next twist to the right -
the second, etc. There is a region adjacent to every horizontal twist, and, working with
such a region, we will use index j to indicate the twist. Each bji is the “edge” complex
number corresponding to a (directed) Euclidean line segment on the boundary torus
between two points where geodesics pierce the torus. Every bji , except for the first and
last ones (b11 and b
k
nk), represents the segment between a red geodesic and the geodesic
for a crossing in the jth twist.
We have chosen a checkerboard coloring of the regions of the diagram so that the
bigons in the leftmost horizontal twist are black. Recall that by convention the edge
labels outside a white bigon are −1 , and those outside a black bigon are 1 . Hence,
b11 = 1. If the number of twists in the link is odd, then the bigons in the rightmost




Denote w1 the leftmost crossing label of the first horizontal twist (and hence all
crossing labels of that twist), w2 the leftmost crossing label of the next twist (and
hence all crossing labels of that twist), and so on up to wk. Also let us label the edges
of the regions adjacent to twists as shown on the Fig. 5.1.
Note that the red geodesics split the region above the horizontal twist into trian-
gles. Recall that in a triangular region, the label for a crossing is ε = ±1 times the
product of the two incident edge labels, where ε = 1 if the orientations of the two
incident edges are coherent, and ε = −1 otherwise. Let εj = 1, if two strands in the
jth twist are oriented coherently, and εj = −1 otherwise. Since the boundary label









i−1) for j even.




for j odd, and bji =
εjwj
−1−bji−1
for j even, except for bknk.
Clearly, bknk = 1 if k is odd, and b
k
nk = −1 if k is even. Now we need to find b
j
1 for





The following proposition shows that all the edge and crossing labels can be found
recursively from w1.
Proposition 5.2.1. Consider a region adjacent to jth twist with n− 1 bigons
(n > 1). Let f1 = f2 = 1, and fm = fm−1 − εjwjfm−2 for all m > 2. Then





, uj1 = u
j−1





if j = k, uk3 =
(−1)k+1εkwkfn−1
fn
, and u1k = u
k−1
3 + (−1)k−1;










(i) 1 < j < k (ii) j = 0 or j = k
Figure 5.2: Region of a 2–bridge link adjacent to the jth twist
Proof. If j is odd, the bigons of the jth twist are black, and the edge labels outside
bigons are 1. Otherwise these edge labels are −1. Therefore, the shape parameters











, ζ4 = (−1)j+1εj wjuj3 , and εjwj (Fig. 5.2(i)). For the regions adjacent to
the last and first twists the picture is slightly different (Fig. 5.2(ii)). For j = 1 the
shape parameters are ζ1 = ε1
w1
u11





, and ζ2 = ε1
w1
u13
. The shape parameters





, and ζ2 = εk(−1)k+1wkuk1 .












 for n ≥ 2.
Using induction, we will prove that for a region with n− 1 bigons
cn = (−1)n−1fn + (−1)n−2fn−1ζ1 + (−1)nfnζ2 = 0.
For n = 2, multiplying Z3Z2Z1Z4, we obtain c2 = −1 + ζ1 + ζ2. Since the region
closes up, the matrix product is equal to an identity matrix, and thus c2 = 0.
Suppose the statement is true for n = k. Multiplying Z3Z2Z1W
k−2 by W and then
by Z4, we see that ck+1 = −ck−1εjwj−ck = (−1)kfk+1+(−1)kfkζ1+(−1)k+1fkζ2. Since
the region closes up, the product Fk+1 is a scalar multiple of the identity matrix, and
thus additionally ck+1 = 0, thereby showing that the statement is true for n = k + 1.
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Similarly, considering the product Z2Z1W
nZ4Z3, we obtain




and the equality for uj3, stated in the proposition, follows.
Using the symmetry of the region, we can substitute ζ1 by ζ4, and ζ2 by ζ3 in the
first equality that was proved by induction. We obtain:









f 2n − fn+1fn−1 = (fn−1 − εjwjfn−2)fn − (fn − εjwjfn−1)fn−1 = εjwj(f 2n−1 − fnfn−2)
for every n > 2, and therefore, by induction, (εjwj)
n−2 = f 2n−1 − fnfn−2. Therefore,
ζ3 =
wn−1j ζ1






This proves the relation for wj+1 stated in the proposition.
For the first and last regions, consider a matrix product Z0Z1W
n−2Z2 = 0. As
above, from the matrix entries in row 2, column 1 we read the following relation (which,
again, can be easily proved by induction):
(−1)nfn + (−1)n−1fn−1ζ1 = 0, and so ζ1 = fnfn−1 .
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Substituting ζ2 for the first region, we obtain the relation for u
1
3 stated in the propo-
sition.
Consider also the product W n−2Z2Z0Z1. From the matrix entries in row 2, column 1
we obtain the following relation:












Substituting ζ0 for the first and region, we obtain the relation for w2 stated in the
proposition. 2
The above proposition allows to compute the labels for a region adjacent to a
twist with at least one bigon (n > 1). Now consider a region that is adjacent to the
jth twist with no bigons, i.e. n = 1. Note that a 2–bridged link always has a diagram
where the first and last twists have at least one bigon each. So we need to consider
only 1 < j < k. Then the region adjacent to the jth twist is 3–sided and all the
shape parameters are 1. Therefore, uj2 =
εj−1wj−1
uj1
, and we can find the labels for the
next region as follows:
uj1 = u
j−1















Note that in the proof of the above proposition, we can also substitute ζ2 for the
last region in the relation ζ2 =
fn
fn−1
= 0. Then we obtain an extra equation
uk1fn + (−1)kεkwkfn−1 = 0, where n = nk.
This equation together with the recursive formulae from the above proposition
describe a constructive process of obtaining a polynomial, for which w1 is a root. The
above proposition also implies that each bji can be written as a rational function in
w1 , and therefore the volume can be calculated solely in terms of w1 as follows. Note
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Figure 5.3: 2–bridge link with Conway code 4 3
that the polynomial will actually have several roots, and the w1 is the one that gives
the biggest volume.
Looking again at the Sakuma-Weeks description, there are 2(n1+n2+ ...+nk−3)
tetrahedra occurring in isometric pairs. In particular, the region adjacent to jth twist
gives rise to nj−1 isometric pairs of tetrahedra. Inspection of triples of edges incident

















, where m = j or j±1, depending on
the location of the tetrahedron. One can easily see which formula to use from the link
diagram, as we demonstrate below. The sign should be chosen so that the argument of
the shape is positive. In the example that follows we describe the geometric reasoning
behind these formulas.
The dihedral angles of each tetrahedron are:











and the volume is thus 2
∑k−1
i=1 (Λ(αi) + Λ(βi) + Λ(γi)), where Λ is the Lobachevsky
function.
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Example 5.2.2. Consider a 2–bridge knot with a Conway code 4 3 (Fig. 5.3).
Note that ε1 = 1, ε2 = −1. For the first (leftmost) region,
g1 = g2 = 1, g3 = g2 − w1g1 = 1− w1, g4 = g3 − w1g2 = 1− 2w1.

















1 − 1 =
w1(1−w1)
1−2w1 − 1.
Now we can obtain a polynomial for w1 from the extra relation, that follows after
the proposition: u21f3 − w2f2 = 0. Substituting u21 and w2, we obtain
−7w1 + 17(w1)2 − 16(w1)3 − 5(w1)5 + 6(w1)4 + (w1)6 + 1 = 0,




(1−2w1)2 = 0.4531225496 + 0.3234336707i,
u13 =
w1(1−w1)
1−2w1 = 0.6452842698 + 0.8012045152i,
u21 = u
3
1 − 1 = −0.3547157302 + 0.8012045152i.
From the above formulas for bji , we obtain
















= 0.5468774486 + 0.3234336710i, b22 = −1.
Now we can use calculate the tetrahedra shapes for 4 pairs of tetrahedra in the
canonical decomposition of the link complement. On Fig. 5.3 there are two green
arcs for every pair of tetrahedra. The ratio of the labels that correspond to these two
arcs give the shape parameter for this pair of tetrahedra (this agrees with the above
formulas for tetrahedra shapes):
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= 1.676707962 + 0.2609612599i,









= 0.5468774486 + 0.3234336710i.
Therefore, the volume is 4.592125697.
The complex volume is another useful invariant of hyperbolic manifolds of mixed
geometric and algebraic nature. It is a complex number, where the real part is a
hyperbolic volume, and an imaginary part is Chern-Simons invariant ([50]). In [69]
the formulae for the complex volume of a hyperbolic manifold are obtained. These
formulae use only shape parameter of the terahedra in a decomposition of the manifold,
i.e. the same zi as above (up to scaling, which does not affect the resulting complex
volume). Therefore, the above process and formulae from [69] can be used to calculate
the exact complex volume of 2–bridge links as an analytic function of labels.
It would be very interesting if one could generalize the process of obtaining the
exact tetrahedra parameters from the diagram beyond the family of two-bridged links.
5.3 Edge and Crossing Labels and Polyhedral De-
composition of a Link Complement
W. P. Thurston introduced a polyhedral decomposition of several link comple-
ments ([64]), representing each complement as two identical ideal polyhedra glued
together along their faces. W. W. Menasco extended this approach to all links in S3
([41]), giving a constructive algorithm for such a representation. In this section we
will investigate how the geometry of the polyhedra can be described using edge and
crossing labels.
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(i) Fragment of an ideal polyhedron (ii) Gluing quadrilateral at an overpass
Figure 5.4: Ideal polyhedra in a link complement
We will use the term “polyhedron” hereafter, though in general its “faces” do not
have to be planar. If we speak about dihedral angles, we will always either discuss
a specific example, where the faces of such polyhedron are planar, or discuss angles
between 3–sided faces.
Denote P one of the two identical ideal polyhedra in a link complement (S3, L).
The dihedral angles of P can be calculated from the edge and crossing labels, i.e.
directly from the link diagram. Moreover, if P id triangulated, one can compute the
angles of the resulting tetrahedra from the edge and crossing labels as well.
At every ideal vertex v of P , consider a cross-sectional Euclidean quadrilateral
(Fig. 5.4(i)), with edges travelling along the 4 faces incident to v. The angles of the
quadrilaterals are equal to the corresponding dihedral angles of P .
Suppose that we choose a crossing in the diagram of L. It corresponds to a cross-
sectional quadrilateral q. When we glue the polyhedra in the link complement, two
opposite vertices of q are glued together at the underside of an overpass (Fig. 5.4(ii)).
Two neighbouring edges of q travel on the opposite sides of the torus boundary of the
overpass, and therefore we may suppose that they correspond to edge labels u and
u+ 1. Therefore, the angle between these edges (and the corresponding dihedral angle
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of P ) is arg u1
u1+1
.
Since we discuss an angle of a Euclidean quadrilateral, it is between 0 and Π.
This observation also follows from the following conjecture, that was suggested by the
numerous empirical data.
Conjecture 5.3.1. Edge numbers always have positive imaginary part. The
imaginary part of a crossing number is positive if it belongs to a positive crossing, and
negative, if it belongs to a negative one (where positive and negative crossings are as
in the Fig. 4.3).
Note that if Im(u) > 0, then Im( u
u+1
) > 0, and so arg( u
u+1
) is always between 0
and π.
Example 5.3.2. In Section 4 we proved that the hyperbolic structure of the en-
circled tangle (B, T ) does not depend on the link (S3, L) that contains (B, T ). Hence,
in every link (S3, L1) containing the encircled tangle (B, T1) as on Fig. 5.5, the cor-
responding edge and complex labels are w1 = ±i/2, where the sign is plus, if the
corresponding crossing is positive, and minus otherwise, and
u1 = u2 = u3 = u4 = −1/2 + i/2, w2 = w5 = −w3 = −w4 = (
√
3− 1)i/2,
u6 = u5 = −(
√
3− 1)/2 + (
√
3− 1)i/2, u12 = u11 = u6 − 1,
u7 = u8 = u9 = u10 = −1/2 +
√
3i/2,
assuming that the labels of edge numbers are in the black regions.
The hyperbolic structure of the complement of (B, T1) is given by two ideal poly-
hedra glued using Euclidean isometries between faces. The gluing pattern is described
in Fig. 5.5 and Fig. 5.6(i). The cusp cross-sections (labeled with numbers in the
picture) of the polyhedra are glued together to make the peripheral tori in the link
complement. The corresponding edges of the polyhedra are glued together along the
geodesics, each going from an overpass to an underpass in the tangle (these geodesics
are labeled with Latin letters in the picture).
The symmetry of the tangle T1 implies that a polyhedron in its complement is
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Figure 5.5: Encircled tangle T1
Figure 5.6: Gluing pattern for the polyhedra in the the complement of (B, T1)
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(i) Gluing pattern for the complement of (B, T1) (ii) Dihedral angles
Figure 5.7: Polyhedra in the complement of (B, T1)
also symmetric, i.e. dihedral angles between triangular faces are equal, as well as the
angles between the quadrilateral faces. Also, the dihedral angles should add up to π
around each edge for the gluing pattern to be consistent. Hence, the angles of the top
cross-section are π/2 and the angles of its triangular cross-sections are π/3. Then
the dihedral angles of the initial polyhedra are π/3, π/4, and (2 ∗π−π/4−π/4−
π/3)/2 = 7π/12 (Fig. 5.6(ii)). This agrees with the dihedral angles calculated from

































The algorithm for calculating hyperbolic volume was implemented in the program
ShapPea by J. Weeks ([66]). It is based on the tilt formula [59] and a triangulation of
a hyperbolic manifold, that may include ideal as well non-ideal vertices.
Using the following proposition, one can triangulate the link complement using
only ideal vertices, and find all the angles of the resulting tetrahedra from edge and
crossing labels. Knowing angles, one can calculate volume using the Lobachevsky
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Figure 5.8: Region of the link diagram with edge and crossing labels
function (Theorem 7.2.1 in [64]).
Proposition 5.3.3. Let (S3, L) be a hyperbolic link. Choose a face of a hy-
perbolic polyhedron P in the complement S3\L, that has k − 3 ideal vertices. It
corresponds to a region of the link diagram with k − 3 edges. Suppose the edge and
crossing labels in this region are (clockwise) w1, u0, w2, u1, w3, u2, .... (Fig. 5.8). Sub-
divide the face of P into triangles, connecting one ideal vertex with every other one






















Proof. We will prove the lemma by induction.












Figure 5.9: Region of the link diagram after subdivision
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Suppose we found w2k−1 and uk−1,1. We also know w2k and uk−1 from the initial
link diagram. Then from the relations for 3–sided regions,













Field generated by edge and
crossing labels
6.1 Cusp and Trace Fields
A hyperbolic manifold M can be viewed as a quotient H3/Γ, where Γ is a discrete
group of hyperbolic isometries, isomorphic to the fundamental group of M . Invariants
which depend only on the conjugacy class of the representation of Γ into PSL2(C)
are topological invariants. Among such invariants there are trace field and cusp field.
These fields play a significant role in the algebraic and number-theoretic studies of
hyperbolic manifolds.
Trace field is a field generated by the traces of the elements of the holonomy
representation of the fundamental group over Q. It is invariant under a conjugation
of Γ.
We interpret the definition of cusp field from [51] for links. In H3, the preimage of
a cusp cross-section is a horosphere. Parameterize the Euclidean translations on every
horosphere by complex numbers, so that the meridional translation corresponds to the
real number 1 (just as we did in Chapter 2). Then the longitude of the cusp (or, one
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may say, of the corresponding link component) corresponds to a complex number g.
The field, generated by all such g for a link over Q is called a cusp field. It is invariant
under a conjugation of Γ.
Trace and cusp fields coincide for many knots. The question about necessary or
sufficient conditions for a hyperbolic knot complement to have its trace field strictly
larger than its cusp field (due to W. Neumann and A. Reid [51]) is still open. Currently
four examples of knot complements for which the trace field is strictly larger than the
cusp field, are known (figure eight knot, two dodecahedral knots from [6] and a knot
from [30]).
6.2 Projection Field
The edge and crossing labels describe the unique structure of a hyperbolic link
complement, but depend on a particular diagram. To turn this information into a
topological invariant, we introduce the notion of a projection field. Similarly to the
previously known cusp and trace fields, it is a field generated over Q by the labels,
which reflect not only geometry of the link, but also the representation of link group
into PSL2(C) .
Consider the field generated by edge and crossing labels over Q. Since edge and
crossing numbers can be calculated from a link diagram, let us call this field the
projection field of the link. It can also be viewed as a field generated by all matrix
elements of the representation of the link group into PSL2(C) over Q (if the conjugacy
class is specified correctly).
Proposition 4.1.1. implies that the projection field is a topological invariant for
alternating knots and links.
Consider an arbitrary link L. Let D1 and D2 be two diagrams of the link L, with
equal writh. As a corollary of the Reidemeister Theorem, D1 can be transformed to
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(i) Before the move (ii) After the move
Figure 6.1: Edge and crossing labels under Reidemeister move 2
D2 using Reidemeister moves 2 and 3. The following proposition together with this
fact show that the projection field is an invariant of a regular isotopy class of a link.
With a little more work it should be possible to show that the projection field is a full
link invariant.
Proposition 6.2.1. The projection field is invariant under Reidemeister moves
2 and 3.
Proof. For the Reidemeister move 2, consider Fig. 6.1. The edge labels inside the
2–sided region are 0, and outside are ±1. If we go from Fig. 6.1(i) to Fig. 6.1(ii), then
the picture is similar to a subdivision of a region by a new geodesic that corresponds
to w0. Similarly to the lemma 5.3.1, the labels w0, u1,1, u1,2, u2,1, u2,2 can be calculated
from the edge and crossing labels that belong to the diagram on Fig. 6.1(i), using
subtraction, multiplication and division operations. Hence, the projection field for the
Fig. 6.1(ii) is contained in the projection field for Fig. 6.1(i). On the other hand, if
we do an opposite move (from Fig. 6.1(ii) to Fig. 6.1(i)), the only new numbers will
be u1 = u1,1 + 0 + u1,2, u2 = u2,1 + 0 + u2,2. Therefore, the projection field for Fig.
6.1(i) is contained in the field for Fig. 6.1(ii).
For the Reidemeister move 3, consider Fig. 6.2. Note that w1 and w2 do not
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(i) Before the move (ii) After the move
Figure 6.2: Edge and crossing labels under Reidemeister move 3
change under the move.
Suppose, the move takes us from Fig. 6.2(i) to Fig. 6.2(ii). Then u1 = u1,1 +
u1,2, u2 = u2,1 + u2,2. From the new 3–sided region w3 = ±(u3,1 + 1)(u4,1 + 1), w1 =






= ±(u2,1 + 1)2
and u3,1 = ±u2,1. Similarly u5 = ±u6, u4,1 = ±u1,1. Then u4,2 = u4 − u4,1 = u4 ± u1,1,
u3,2 = u3− u3,1 = u3± u2,1. All other edge and crossing numbers do not change under
the move. Hence, the projection field for the diagram on Fig. 6.2(ii) is contained in
the projection field for the diagram on Fig. 6.2(i). Similarly, the projection field for
Fig. 6.2(i) is contained in the projection field for the Fig. 6.2(ii). 2
The longitude of a knot can be computed from the edge labels, using the summa-
tion operation. If the length of a meridian is fixed (in our conventions it is 1), then
the longitude is defined up to an addition of an integer z (z shows how many times
the longitude winds around the strand of a link, i.e. how many meridians it includes).
Therefore, the cusp field of a link is contained in the projection field of this link.
In Chapter 3 we have shown that the fundamental group of a link complement
can be calculated from the edge and crossing labels. This means that the trace field
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is generated by the labels, and hence is contained in the projection field. However we
do not know if the projection field and the trace field are always equal.
Question 6.2.2. What are necessary or sufficient conditions for a hyperbolic link




[1] C. Adams, C. (1985). Thrice punctured spheres in hyperbolic 3-manifolds. Trans.
Amer. Math. Soc. 287 (1985), 645656.
[2] C. Adams, Waist size for cusps in hyperbolic 3-manifolds, Topology, 41 (2002),
no.2, 257–270.
[3] C. Adams, Noncompact Fuchsian and quasi-Fuchsian surfaces in hyperbolic 3–
manifolds, Algebr. Geom. Topol. 7 (2007), 565–582.
[4] C. Adams and A. Reid, Systole length in hyperbolic 3–manifolds, Math. Proc.
Cambridge Philos. Soc. 128 (1) (2002), 103–110.
[5] C. Adams, A. Colestock, J. Fowler, W.D. Gilliam and E. Katerman, Cusp size
bounds from singular surfaces in hyperbolic 3-manifolds, Pacific J. Math. 213
(2004), no. 2, 201–211.
[6] I. R. Aitchison, J. H. Rubinstein, Combinatorial cubings, cusps, and the dodeca-
hedral knots, Topology ’90 (Columbus, OH, 1990), Ohio State Univ. Math. Res.
Inst. Publ., 1, de Gruyter, Berlin (1992), 17–26.
[7] I. Aitchison, E. Lumsden, H. Rubinstein, Cusp structures of alternating links,
Inventiones Mathematicae 109 (1992), no.1, 473–494.
[8] M. T. Anderson, On long-time evolution in general relativity and geometrization
of 3–manifolds, Comm. Math. Phys. 222 (2001), no. 3, 533–567.
[9] J. R. Baxter, Exactly solved models in statistical mechanics, Acad. Press, Harcourt
Brace Jovanovich, Publishers, London (1982), 486 pp.
[10] D. Buck, E. Flapan, A topological characterization of knots and links arising from
site-specific recombination, J. Phys. A 40 (2007), no. 41, 12377–12395.
[11] J. Conway, An enumeration of knots and links, and some of their algebraic proper-
ties, Computational Problems in Abstract Algebra (Ed. Leech), Pergamon Press
(1967), 329358.
[12] S. Cotsakis, Mathematical problems in higher order gravity and cosmology, The
Eighth Marcel Grossmann Meeting (Jerusalem, 1997), World Sci. Publ., River
Edge, NJ, (1999), 505–507.
[13] D. Coulson; O. Goodman, C. Hodgson, W. D. Neumann, Computing arithmetic
invariants of 3–manifolds, Experiment. Math. 9 (2000), no. 1, 127–152.
[14] A. Champanerkar, D. Futer, I. Kofman, W. Neumann, J. S. Purcell, Volume
bounds for generalized twisted torus links, to appear in Math. Res. Lett.
[15] C. Dietrich-Buchecker, J. P. Sauvage, A synthetic molecular trefoil knot, Angew.
Chem. Int. Ed. Engl. 28 (1989), 189–192.
[16] V. G. Drinfel’d, Quantum groups, Proc. of the International Congress of Math.,
Vol. 1, 2 (Berkeley, Calif., 1986), Amer. Math. Soc., Providence, RI (1987), 798–
820.
[17] C. H. Dowker, M. B. Thistlethwaite, On the classification of knots, C. R. Math.
Rep. Acad. Sci. Canada 4 (1982), no. 2, 129131.
[18] S. Du, N. Seeman, Synthesis of a DNA knot containing both positive and neatice
nodes, J. Am. Chem. Soc. 114 (1992), 9652–9655.
[19] H. A. Dye, L. H. Kauffman, Anyonic topological quantum computation and the
virtual braid group, J. Knot Theory Ramifications 20 (2011), no. 1, 91–102.
[20] D. Epstein, R. Penner, Euclidean decompositions of noncompact hyperbolic man-
ifolds, J. Differential Geometry 27(1988), no. 1, 67–80.
[21] C. Ernst, D. W. Sumners, A calculus for rational tangles: applications to DNA
recombination, Math. Proc. Camb. Phil. Soc. 108 (1990), 489–515.
[22] E. Flapan, When topology meets chemistry. A topological look at molecular chiral-
ity, Outlooks. Cambr. Univ. Press, Cambridge, Math. Assoc. of America, Wash-
ington, DC (2000), 241 pp.
[23] H. Fort, R. Gambini, J. Pullin, Lattice knot theory and quantum gravity in the
loop representation, Phys. Rev. D (3) 56 (1997), no. 4, 2127–2143.
[24] M. H. Freedman, P/NP, and the quantum field computer, Proc. Natl. Acad. Sci.
USA 95 (1998), no. 1, 98–101.
[25] M. H. Freedman, Quantum computation and the localization of modular functors,
Found. Comput. Math. 1 (2001), no. 2, 183–204.
[26] M. H. Freedman, A. Kitaev, Z. Wang, Simulation of topological field theories by
quantum computers, Comm. Math. Phys. 227 (2002), no. 3, 58–603.
[27] R. Gambini, J. L. Pullin, Loops, knots, gauge theories and quantum gravity, with
a foreword by A. Ashtekar, Cambr. Monographs on Math. Physics, Cambr. Univ.
Press, Cambridge (1996), 321 pp.
[28] M. Gromov, Asymptotic invariants of infinite groups, Geometric group theory,
Vol. 2 (Sussex, 1991), London Math. Soc. Lecture Note Ser. 182, Cambridge
Univ. Press, Cambridge (1993), 1–295.
[29] D. Futer, E. Kalfagianni, J. S. Purcel, Guts of surfaces and the colored Jones
polynomial, preprint, ArXiv: math.GT/1108.3370v2.
[30] O. Goodman, D. Heard, C. Hodgson, Commensurators of cusped hyperbolic man-
ifolds, Experiment. Math. 17 (2008), no. 3, 283–306.
[31] L. H. Kauffman, Statistical mechanics and the Jones polynomial, Braids (Santa
Cruz, CA, 1986), Contemp. Math. 78, Amer. Math. Soc., Providence, RI, 263–297.
[32] L. H. Kauffman, Knots and physics, Series on Knots and Everything, 1. World
Sci. Publ., River Edge, NJ (1991), 538 pp.
[33] L. H. Kauffman, S. J. Lomonaco, q-deformed spin networks, knot polynomials
and anyonic topological quantum computation, J. Knot Theory Ramifications 16
(2007), no. 3, 267–332.
[34] G. Kozyrev, O. Kuchaiev, A. Tsvietkova, Around Grasshopper Lemma, Proc. of
2nd Summer School in Alg. and Top., Lviv - Dolyna, Ukraine (2004), 19–20.
[35] O. Kuchaiev. A. Tsvietkova, Asymptotic Rays, International J. of Pure and Ap-
plied Math., Vol. 56, No. 3 (2009), 353–358.
[36] M. Lackenby, The volume of hyperbolic alternating link complements, with an
appendix by I. Agol and D. Thurston., Proc. London Math. Soc. (3) 88 (2004),
no. 1, 204–224.
[37] C. Liang, K. Mislow, Topological features of protein structures: Knots and links,
J. Am. Chem. Soc. 177 (1995), 4201–4213.
[38] W. B. R. Lickorish and M. B. Thistlethwaite, Some links with nontrivial poly-
nomials and their crossing-numbers, Comment. Math. Helv. 63 (1988), no. 4,
527–539.
[39] C. Maclachlan, A. W. Reid, The arithmetic of hyperbolic 3-manifolds, Grad. Texts
in Math., 219, Berlin, New York: Springer-Verlag (2003), 463 pp.
[40] A. L. Mallam, E. R. Morris, S. E. Jackson, Exploring knotting mechanisms in
protein folding, Ptoc. Nat. Acad. Sci. USA 105 (2008), 18740–18745.
[41] W. W. Menasco, Polyhedra representation of link complements, Low-dimensional
topology (San Francisco, Calif., 1981), Contemp. Math., 20, Amer. Math. Soc.,
Providence, RI (1983), 305–325.
[42] W.W. Menasco, Closed incompressible surfaces in alternating knot and link com-
plements, Topology 23 (1984), 37–44.
[43] W. Menasco, M. Thistlethwaite, The Tait Flyping Conjecture, AMS Bulletin, Vol.
25, No. 2 (1991), 403–412.
[44] W. Menasco and M. Thistlethwaite, The classification of alternating links, Ann.
of Math. 138 (1993), 113–171.
[45] C. F. Miller, W. D. Neumann, G. A. Swarup, Some examples of hyperbolic groups,
Geometric group theory down under (Canberra, 1996), de Gruyter, Berlin (1999),
195–202.
[46] D. K. Mitchell, J.-P. Sauvage, A topologically chiral [2]–catenane, Angew. Chem.
Int. Ed. 27 (1988), 930–931.
[47] D. Mostow, Quasi-conformal mappings in n-space and the rigidity of the hyperbolic
space forms, Publ. Math. IHES 34 (1968), 53–104.
[48] K. Murasugi, Jones polynomials of alternating links, Trans. Amer. Math. Soc. 295
(1986), no. 1, 147–174.
[49] K. Murasugi, On the Braid Index of Alternating Links, Trans. Amer. Math. Soc.
326 (1991), no. 1, 237–260.
[50] W. D. Neumann,Combinatorics of triangulations and the Chern-Simons invariant
for hyperbolic 3-manifolds, Topology ’90 (Columbus, OH, 1990), Ohio State Univ.
Math. Res. Inst. Publ., 1, de Gruyter, Berlin (1992), 243–271.
[51] W. D. Neumann, A. W. Reid, Arithmetic of hyperbolic manifolds, in Topology ’90,
Ohio State Univ. Math. Res. Inst. Publ. 1, de Gruyter, Berlin, (1992), 273–310.
[52] G. Prasad, Strong rigidity of Q-rank 1 lattices, Invent. Math. 21 (1973), 255–286.
[53] I. Protasov, A. Tsvietkova Decomposition Of Cellular Balleans, Topology Pro-
ceedings, Vol. 36 (2010), 77–83.
[54] New problems, methods and techniques in quantum field theory and statistical
mechanics, edited by Mario G. Rasetti, Ser. Adv. Statist. Mech. 6, World Sci.
Publ., River Edge, NJ (1990), 222 pp.
[55] J. G. Ratcliffe, Foundations of hyperbolic manifolds, second edition, Graduate
Texts in Mathematics, 149. Springer, New York, 2006.
[56] D. Rolfsen, Knots and Links, Publish or Perish, Inc. (1990).
[57] J. Roe, Lectures on Coarse Geometry, Univ. Lecture Series, 31, Amer. Math. Soc.,
Providence, R.I, 2003
[58] D. Ruberman, Mutation and volumes of knots in S3, Inventiones Math. 90, No.1
(1987), 189–215.
[59] M. Sakuma and J. R. Weeks, Examples of canonical decomposition of hyperbolic
link complements, Japan. J. Math. (N. S.) 21 (1995), No. 2, 393–439.
[60] D. Sullivan, Conformal dynamical systems, Geometric dynamics (Rio de Janeiro,
1981), Lecture Notes in Math., 1007, Springer, Berlin (1983), 725–752.
[61] W. R. Taylor, A deeply knotted protein structure and how it might fold, Nature
406 (2000), 916–919.
[62] M. Thistethwaite, Investigating hyperbolic structures on alternating link comple-
ments. preprint.
[63] M. Thistethwaite, A.Tsvietkova, An alternative approach to hyperbolic struc-
tures on link complements, under review in Algebr. Geom. Topol., ArXiv:
math.GT/1108.0510v1.
[64] W. P. Thurston, The geometry and Topology of Three-Manifolds, Electronic Ver-
sion 1.1 (March 2002), http://www.msri.org/publications/books/gt3m/
[65] A. Tsvietkova, Hyperbolic structures from link diahrams : a computer imlementa-
tion of an alternative method for computing hyperbolic structures on links, freely
available from
http://www.math.utk.edu/ tsvietkova/Research.html
[66] J. R. Weeks, SnapPea: a computer program for creating and studying hyperbolic
3–manifolds, freely available from
http://thames.northnet.org/weeks/index/SnapPea.html
[67] E. Witten, Quantum field theory and the Jones polynomial, Comm. Math. Phys.
121 (1989), no. 3, 351–399.
[68] F. Y. Wu, Knot theory and statistical mechanics, Rev. Mod. Phys. 64 (1992),
1099–1131.
[69] C. K. Zickert, The volume and Chern-Simons invariant of a representation, Duke
Math. J. 150 (2009), no. 3, 489–532.
67
Vita
I was born in Lithuania, and moved to Ukraine at an early age. In 2001-2007 I was
a student at the Kyiv National University, where I obtained Barchelor’s and Master’s
degrees with honors. I majored in applied mathematics, though my undergradute
research project, directed by Prof. I. V. Protasov, was on the edge of geometric
topology, graph theory and geometric group theory. First I studied questions of NP–
completeness of various problems on graphs ([34]). Later we considered graphs as
topological objects, working on the question of coarse equivalence of connected graphs
to a tree ([35]). We discovered that these questions are related to a notion of asymptotic
dimension introduced by M. Gromov. In my Master’s thesis, I invesitaged objects with
asymptotic dimension 0. It included a proof that two uncountable groups of the same
regular cardinality are coarsely equivalent ([53]). My doctoral research focused on
more classical geometric topology, in particular on hyperbolic 3–manifolds, and was
conducted under the guidance of Prof. M. Thistlethwaite.
68
