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Resumen
En el presente trabajo se estudia la propagacio´n de frentes qu´ımicos sujetos a la
inestabilidad de Rayleigh- Taylor. El flujo convectivo es modelado utilizando la ecuacio´n
de Navier-Stokes. Los resultados sera´n comparados con los obtenidos con la ley de Darcy.
La inestabilidad de Rayleigh-Taylor se presenta cuando dos fluidos de distintas densidades
separados por una delgada interfaz plana se vuelve inestable debido al gradiente de
densidades que ocurre cuando el fluido ma´s denso esta encima del menos denso y bajo
la accio´n de la gravedad. Se consideran fluidos con las siguientes condiciones: inmiscibles,
incompresibles e irrotacionales. Para describir el frente de propagacio´n hemos utilizado la
ecuacio´n de Kuramoto-Sivashinsky(K-S) acoplada con la ecuacio´n de Navier-Stokes para
la evolucio´n del flujo de conveccio´n.
La solucio´n de la ecuacio´n (K-S) ofrece una rica variedad de comportamiento espacio-
temporal: frentes planos, frentes sime´tricos o asime´tricos, frentes oscilantes y cao´ticos. El
ana´lisis de estabilidad lineal muestra regiones de bi-estabilidad para diferentes nu´meros
de Rayleigh.
Palabras Claves: Frentes qu´ımicos de propagacio´n, inestabilidad de Rayleigh-Taylor,
fluidos: inmiscibles, incompresibles, irrotacional, Ecuacio´n de Kuramoto-Sivashinsky(K-
S), ecuacio´n de Navier-Stokes, nu´mero de Rayleigh.
Abstract
In the present work, the propagation of chemical fronts subject to Rayleigh-Taylor
instability is studied. Convective flow is modeled using the Navier-Stokes equation. The
results will be compared with those obtained with Darcy’s law. Rayleigh-Taylor instability
occurs when two fluids of different densities separated by a thin flat interface becomes
unstable due to the density gradient that occurs when the densest fluid is above the
less dense and under the action of gravity. They are considered fluid with the following
conditions: immiscible, incompressible and irrotational. To describe the propagation
front we used the Kuramoto-Sivashinsky equation (K-S) coupled with the Navier-Stokes
equation for the evolution of the convection flow.
The solution of the equation (K-S) offers a rich variety of space-time behavior: flat fronts,
symmetrical or asymmetric fronts, oscillating and chaotic fronts. The linear stability
analysis shows regions of bi-stability for different Rayleigh numbers.
keywords: Chemical propagation fronts, Rayleigh-Taylor instability, fluids: immiscible,
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La propagacio´n de frentes qu´ımicos se presentan en reacciones qu´ımicas auto-catal´ıticas
como la famosa reaccio´n de Belousov-Zhabotinsky (B-Z), la reaccio´n de iodato a´cido
arsenioso (IAA) y la reaccio´n de clorito tetrationato (CT)[1, 2, 3]. La inestabilidad de
Rayleigh-Taylor ocurre por ejemplo cuando tenemos dos fluidos inmiscibles de diferente
densidad, uno sobre el otro, estando el de mayor densidad sobre el de menor densidad.
Bastara´ una pequen˜a perturbacio´n para que la interfaz que separa dichos fluidos pierda
su estado de equilibrio [4]. En nuestro estudio modelaremos la propagacio´n del frente
de reaccio´n mediante la ecuacio´n de Kuramoto-Sivashinsky (K-S) [5, 6]. Esta ecuacio´n
es utilizada para modelar frentes de combustio´n y ondas que se propagan en sistemas
de reaccio´n-difusio´n. Nuestro estudio se centrara´ en las soluciones estacionarias que se
obtienen del acoplamiento de la ecuacio´n (K-S) con la inestabilidad de Rayleigh-Taylor
(R-T). Adema´s determinaremos la estabilidad de dichas estructuras utilizando un ana´lisis
de estabilidad lineal. En el capitulo 2 presentaremos los me´todos nume´ricos utilizados
para resolver la ecuacio´n (K-S) en presencia de un flujo convectivo que deviene de la
inestabilidad de Rayleigh-Taylor. En el cap´ıtulo 3 describiremos la inestabilidad Rayleigh-




-Obtener estructuras estacionarias bajo los efectos de un flujo convectivo debido a la
inestabilidad de Rayleigh-Taylor.





Me´todos Nume´ricos y reacciones
qu´ımicas auto-catal´ıticas
Los me´todos nume´ricos para la solucio´n de ecuaciones diferenciales ordinarias de orden
superior implica saber los me´todos ma´s estables y sencillos posibles. En el caso de
ecuaciones diferenciales ordinarias lineales de primer orden el me´todo de Euler impl´ıcito
muestra una gran estabilidad, mientras en el caso de ecuaciones diferenciales de orden
superior no lineales el me´todo del disparo no lineal ofrece una buena alternativa de
solucio´n. Las reacciones qu´ımicas auto-catal´ıticas son sistemas donde hay una sustancia
llamada catalizador que actu´a como reactante y al mismo tiempo como producto, hay
un sin nu´mero de reacciones qu´ımicas auto-catal´ıticas pero la reaccio´n de Belousov-
Zhabotinsky es famosa por presentar patrones qu´ımicos oscilantes.
2.1. Me´todo de Euler impl´ıcito
Uno de los problemas que se plantean en esta tesis es resolver sistemas de ecuaciones
diferenciales ordinarias. El me´todo de Euler impl´ıcito consiste en tomar puntos (tk+1, zk+1)
y evaluarlos en la funcio´n diferencial ec(2.1), pero tomando como punto de iteracio´n inicial
la variable dependiente en ese mismo punto, es decir para calcular los puntos ”futuros”zk+1
se requiere conocer el valor de la funcio´n diferencial evaluada en (tk+1, zk+1).
Supongamos una ecuacio´n diferencial que evoluciona en el tiempo descrita mediante la
siguiente expresio´n:
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z′ = f(t, z) (2.1)
Donde, z′ = dz/dt, siendo t la variable independiente y z una funcio´n de t, sin embargo
f es una funcio´n que depende de t y z. La regla de iteracio´n para el me´todo de Euler
impl´ıcito vendr´ıa dada por :
zn+1 = zn + ∆tf(tn+1, zn+1) (2.2)
Donde ∆t es el taman˜o del paso del tiempo para un conjunto de instantes de tiempo,
siendo la regla de recurrencia : tn = t0 + n∆t. Si definimos zn = z(n), entonces se puede
calcular zn+1, impl´ıcitamente a partir de la ec(2.2)[7].
2.2. Me´todo del disparo no lineal
El me´todo del disparo no lineal se puede describir a partir del movimiento parabo´lico que
realiza una part´ıcula cuando se realizan mu´ltiples disparos tratando de acertar en el blanco
. El movimiento es descrito por una ecuacio´n diferencial de segundo orden representado
por:
y′′ = f(x, y, y′) (2.3)
Donde a ≤ x ≤ b y con las siguientes condiciones de frontera: f(a) = α, f(b) = β. El
me´todo trata en asignar un valor a la primera derivada en x = a denotada por: y′(a) = t
donde t es un para´metro libre e ir haciendo variar hasta obtener y(b) = β. Si se toma
como punto de inicio t0 para y
′(a) es necesario construir un conjunto de para´metros
mediante una sucesio´n t0,t1,t2, ...,tk [8] hasta que se cumpla la otra condicio´n de frontera
en y(b, t) = β el cual consiste en resolver una ecuacio´n no lineal:
y(b, α, t) = β (2.4)
La ecuacio´n anterior puede ser resuelta por el me´todo de la secante o el me´todo de Newton.
En el caso del me´todo de Newton se construye la regla de iteracio´n [9] a partir de:




Esta regla iterativa muestra que si el primer para´metro t0 no da cerca del blanco entonces
se toma el siguiente t1, t2,... hasta dar lo suficiente cerca del blanco. Por ejemplo, la
ecuacio´n (K-S) acoplada al flujo convectivo descrito mediante la ecuacio´n de Navier-

























Donde h = h(x, t) y Hn sus coeficientes de Fourier. Esta ecuacio´n diferencial no es lineal
debido a que el te´rmino de la primera derivada esta´ elevado al cuadrado. La solucio´n que
buscamos es de la forma: h(x, t) = h(x) + ct, donde c es la velocidad del frente y h es el
perfil del frente espacial. Al tomar la solucio´n y reemplazarla en la ec(2.6) se obtiene una






















Esta ecuacio´n es resuelta mediante el me´todo del disparo no lineal, pero antes es necesario
hacer un cambio de variable en cada derivada superior obteniendo un sistema de ecuaciones
diferenciales que se muestra a continuacio´n:
























El sistema de ecuaciones acoplado es resuelto para cada nueva variable. Para comenzar
el me´todo del disparo no lineal se toma como punto de inicio x = 0 y se asigna un valor
a h(0), y con dos para´metros libres: la segunda derivada d2h/dx2 en el mismo punto y
la velocidad del frente c. Las condiciones de frontera que tienen que ser satisfechas son
u(0) = u(L) = 0 y w(0) = w(L) = 0 [10] donde L es el otro extremo del dominio.
Los para´metros libres se les asigna ciertos valores para empezar el me´todo del disparo
e integrar cada ecuacio´n mediante el me´todo de Euler, sin embargo si los para´metros
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iniciales no satisfacen las condiciones de frontera en x = L se ajustan mediante el me´todo
de Newton hasta cumplirlas.
2.3. Reacciones Qu´ımicas auto-catal´ıticas
Una reaccio´n qu´ımica es el proceso mediante el cual dos o ma´s sustancias llamadas
reactantes interaccionan transforma´ndose en nuevas sustancias denominadas productos
[11], Sin embargo a lo largo de la historia de la ciencia todo ha sido clasificado en diversas
a´reas del conocimiento de forma ordenada con el objetivo de estudiar y comprender los
feno´menos de la naturaleza y el caso de las reacciones qu´ımicas no ser´ıa la excepcio´n, existe
un tipo de reaccio´n qu´ımica llamada reaccio´n auto-catal´ıtica donde existe una sustancia
denominada catalizador que cumple una doble funcio´n actuando simulta´neamente como
reactante y producto.
La forma de representar una reaccio´n qu´ımica es mediante una ecuacio´n qu´ımica donde
las sustancias involucradas son representadas mediante sus formulas qu´ımicas. La reaccio´n
auto-catal´ıtica ma´s sencilla [12] es representada a continuacio´n:
A+R→ 2R (2.9)
Al lado izquierdo de la flecha se encuentra expresado el reactante A y el auto-catalizador R
y por el lado derecho el producto denotado por R pero multiplicado por dos. Esta fo´rmula
qu´ımica muestra que las sustancias que interaccionan A y R se esta´n convirtiendo en
otra sustancia representada por 2R [13], es decir el catalizador cumple un doble papel en
este proceso por un lado esta´ reaccionando y al mismo tiempo se esta formando. Existen
otra clase de reacciones qu´ımicas denominadas reacciones qu´ımicas oscilantes explicadas
a partir de la interaccio´n entre una reaccio´n qu´ımica y el feno´meno de difusio´n, siendo la
reaccio´n de Belousov-Zhabotinsky (RBZ) explicada en la siguiente sub-seccio´n.
2.3.1. Reaccio´n de Belousov-Zhabotinsky (RBZ)
La (RBZ) es la reaccio´n qu´ımica ma´s conocida e importante en el a´rea de las reacciones
qu´ımicas oscilantes. En 1951 el cient´ıfico ruso Boris Belousov mientras trataba de
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reproducir el ciclo de Krebs el cual se recrea a partir de una serie de reacciones perio´dicas
[14], sin embargo e´l descubrio´ oscilaciones qu´ımicas cuando mezclo´ a´cido c´ıtrico e iones
de bromato en a´cido sulfu´rico, usando como catalizador iones de Cerio (Ce+4) [15]. Lo
que buscaba era observar como se convert´ıa el color amarillo del Ce+4 en el incoloro Ce+3
ver fig(2.1), pero su asombro fue grande al percibir que despue´s de ciertos intervalos de
tiempo del orden de horas cambiaba transitoriamente de forma alternada [16]. Aunque
en aquella e´poca trato´ de publicar los resultados de sus hallazgos en algunas revistas
cient´ıficas europeas, apenas consiguio´ hacerlo pu´blica en una conferencia de medicina en
la URSS [15], abandonando la ciencia para siempre. La siguiente persona interesada en
continuar con los estudios dejados por Belousov ser´ıa un estudiante de posgrado llamado
Anatoly Zhabotinsky y en el an˜o 1964 publicar´ıa su propio mecanismo del experimento
nombra´ndose al feno´meno qu´ımico la reaccio´n de Belousov- Zhabotinsky [14].
Uno de los modelos que explica las reacciones perio´dicas de la (RBZ) es el propuesto por
los investigadores Field, Ko¨ros y Noyes llamado modelo FKN el cual contiene ma´s de
una veintena de reacciones ba´sicas y sustancias qu´ımicas, siendo un gran logro en el a´rea
de la qu´ımica por aquel entonces para entender la reaccio´n, dejando desde ya imposible
realizar simulaciones nume´ricas debido a la gran cantidad de variables a considerar y por
otro lado perdiendo el intere´s en obtener soluciones anal´ıticas [16]. Las gra´ficas (2.1a) y
(2.1b) son vistas de un v´ıdeo sobre un experimento realizado en la Universidad Nacional
Auto´noma de Me´xico sobre propagacio´n de ondas qu´ımicas [17].
Luego el modelo fue mejorado por Field y Noyes consiguiendo disminuir solamente a tres
las sustancias variando en sus concentraciones y dos ma´s con concentraciones sin alterar
involucrando cinco reacciones que tratan de recrear la naturaleza innata del feno´meno y
al conjunto de ecuaciones qu´ımicas que lo describe como Oregonator y su estructura es
mostrada en las siguientes representaciones [16].
Sistema de reacciones ba´sicas

A+ Y
k1−→ X + P r = k1AY
X + Y
k2−→ 2P r = k2XY
A+X
k3−→ 2X + 2Z r = k3AX
2X








Figura 2.1: capturas de video de propagacio´n de ondas qu´ımicas hechas en la unam [17].
Diagrama de las reacciones que participan en el modelo del oregonator donde las
concentraciones que var´ıan son X = HBrO2 , Y = Br
− y Z = Ce4+ que pertenece
al catalizador y las concentraciones que no se ven alteradas A = BrO−3 y P = HOBr y
ki las constantes de reaccio´n de cada una de ellas. Las ecuaciones qu´ımicas son reducidas
en ecuaciones diferenciales ordinarias que expresan la rapidez de las reacciones [16].
dX
dt
= k1AY − k2XY + k3AX − 2k4X2 (2.11)
dY
dt





= 2k3AX − k5BZ (2.13)
Estas tres ecuaciones describen toda la evolucio´n de la reaccio´n Belousov-Zhabotinsky
[16].
2.4. Ecuacio´n de Kuramoto-Sivashinsky
La ecuacio´n de Kuramoto-Sivashinsky lleva los apellidos de los descubridores que
estudiaron feno´menos f´ısicos en particular. Descubierta en 1976 por Kuramoto [5] e
independientemente en 1977 por Sivashinsky en su investigacio´n de propagacio´n de la
flama [6]. La ecuacio´n (K-S) describe la evolucio´n de una gran variedad de sistemas f´ısicos
como por ejemplo: sistemas de reaccio´n-difusio´n[18], modelar el desarrollo de turbulencia
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en sistemas f´ısicos [19], Oscilaciones en reacciones en reacciones qu´ımicas en un medio
homoge´neo [20] . Existen mu´ltiples formas de escribir la ecuacio´n (K-S) y diferentes
condiciones de frontera para obtener una solucio´n particular de acuerdo al feno´meno
en especial que se este estudiando. Un caso espec´ıfico de estudio son los frentes qu´ımicos













La ecuacio´n (K-S) es una ecuacio´n diferencial parcial de cuarto orden y no lineal debido
al te´rmino u∂u/∂x donde u depende de una variable espacial x que var´ıa entre 0 ≤ x ≤ L
y otra temporal t, donde u(x, t) se considera un campo escalar [21] e interpretado como
la velocidad del frente de propagacio´n, hay tambie´n un te´rmino de disipacio´n ν∂2u/∂x2,
el para´metro ν juega un papel muy indispensable debido a que vuelve al frente plano
inestable cuando toma un valor negativo. ν es la relacio´n que se obtiene al dividir los
coeficientes de difusio´n de los reactantes y una sustancia auto-catal´ıtico en el caso de
frentes de propagacio´n qu´ımicos auto-catal´ıticos [22, 23].
Una caracter´ıstica en particular que tiene la ecuacio´n (K-S) es que es sime´trica es decir,
si u(x, t) es una solucio´n de (K-S) entonces u(x− ct, t)− t es tambie´n una solucio´n con c
constante [24] pero en este caso se tomo´ el caso donde u(x+ ct, t) + t que es otra solucio´n,
siendo la ecuacio´n (K-S) una invariante galileana. Otra manera de expresar la ec. (2.14) es
realizando un cambio de variable u = ∂h/∂x e integrando con respecto a x y considerando





















La inestabilidad de Rayleigh-Taylor sucede cuando dos fluidos con diferentes densidades
confinados entre placas paralelas vuelve inestable la interfaz plana que surge de la divisio´n
de los fluidos, donde el fluido ma´s denso se encuentra arriba del menos denso.






interfaz plana en Z=0
Figura 3.1: Esquema de la interfaz plana sujeta a una pequen˜a perturbacio´n.
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denso. Se estudia un caso particular de inestabilidad de Rayleigh-Taylor asumiendo dos
fluidos inmiscibles e incompresibles y sin viscosidad donde el flujo es irrotacional, Adema´s
el caso de frentes qu´ımicos de propagacio´n descritos por la ecuacio´n (K-S) y la ecuacio´n
de Navier-Stokes para describir el flujo convectivo. Nuestros resultados obtenidos sera´n
contrastados cuando se uso´ la ley de Darcy para describir el movimiento de conveccio´n
[25]. El caso de frentes auto-catal´ıticos donde el frente divide las sustancias reactantes de








Figura 3.2: Esquema de frentes qu´ımicos de propagacio´n descritos por la ecuacio´n (K-S)
La separacio´n entre las placas (L) juega un rol importante en el estudio de e´ste feno´meno,
cuando se aumenta el valor de L en la ecuacio´n (KS) surgen frentes de propagacio´n de
diferentes formas, estabilidades y simetr´ıas. Los cambios abruptos de densidad situ´an al
feno´meno en dos escenarios posibles, el primero ocurre cuando el fluido ma´s denso esta
arriba del menos denso y el segundo es el caso opuesto. El para´metro L presenta un valor
critico (L = pi) y vuelve al frente plano inestable cuando (L ≥ pi) [25].
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3.1. Ecuaciones de movimiento
La evolucio´n del frente de reaccio´n es descrito por la ecuacio´n de Kuramoto-Sivashinsky,
ec (3.1) donde el eje vertical Z describe la altura del frente como una funcio´n H(X,T ) y
donde el eje X describe la separacio´n entre las placas denotado por el para´metro L. En
el caso de una reaccio´n qu´ımica auto-catal´ıtica el frente de reaccio´n qu´ımico separa los
reactantes y productos como una delgada interfaz.
∂H
∂T

















La ec(3.1) es una ecuacio´n diferencial parcial no lineal de cuarto orden, donde V0 es la
velocidad del frente plano, ν es un para´metro que representa la razo´n entre los coeficientes
de difusio´n de los reactantes y una especie auto-catal´ıtica, VZ es la componente vertical
de la velocidad del fluido evaluada en Z = H.
Los fluidos en el interior de las placas se mueven como un flujo convectivo descrito por el









= ρgeˆz −∇P + µ∇2−→V (3.2)
Donde
−→
V es la velocidad del fluido, P es la presion, g es la aceleracion de la gravedad
en la direccion vertical, eˆz es un vector unitario en la direccion vertical apuntando hacia
arriba y µ es la viscosidad dina´mica.
Asumiendo que el flujo es estacionario,es decir independiente del tiempo ∂
−→
V /∂T = 0 e
incompresible ∇.−→V = 0, es decir se esta conservando la densidad de masa reduciendo la
ec(3.2) en lo siguiente:
∇2−→V = 1
µ
(∇P − ρgeˆz) (3.3)
Donde la velocidad tiene dos componentes con respecto a los ejes X , Z y aplicando la







Las componentes de la velocidad con respecto a los ejes X , Z podemos expresarlos en





. Donde Ψ es la
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Tomando las componentes X , Z en la ec(3.3) y derivando parcialmente con respecto a



































El flujo convectivo produce cambios abruptos de densidad en la interfaz descritos mediante
la siguiente ecuacio´n:
ρ = ρ0 + ∆ρΘ(Z −H) (3.9)
ρ y ρ0 representan las densidades de los fluidos correspondientes siendo ∆ρ la diferencia
entre ellos teniendo en cuenta el valor que pueda tomar la funcio´n escalo´n Θ(Z − H)
descrita a continuacio´n :
Θ(Z −H) =
1 , Z ≥ H0 , Z < H (3.10)
La ecuacio´n (3.10) es tambie´n llamada la funcio´n de Heaviside de salto unitario donde H
es un nu´mero real positivo H > 0 que muestra un valor unitario cuando Z se halla en la
parte derecha de H o asigna un valor nulo cuando Z esta a la izquierda , recordando que
H es una funcio´n de X en un tiempo T . En la ec(3.8) reemplazamos las definiciones de








Donde la funcio´n δ de Dirac se obtiene al derivar la funcio´n de Heaviside, expresando el

















Transformamos adimensionalmente (3.12) mediante las escalas de longitud y tiempo :
X = Lxx , H = Lzh , T = Ltt , Z = Lzz y Ψ =
LxLz
Lt
ψ obteniendo una ecuacio´n
diferencial parcial para la funcio´n corriente con variables independientes x y z en este












δ(z − h) (3.13)
Donde se denotan los siguientes para´metros como el nu´mero de Rayleigh : Ra =
g∆ρL3X
µν
que dependiente de ∆ρ el cual indica cuando el fluido ma´s denso esta arriba del menos
denso u opuesto tomando valores negativos o positivos y β =
Lx
Lz
y considerando ν˜ = −1
,donde ν˜ =
ν
|ν| . La ecuacio´n (3.13) es resuelta mediante series de Fourier para ψ y h en










Donde la variable x ∈ [0, L] y el para´metro q = pi/L. Las series de Fourier expresadas
anteriormente satisfacen las siguientes condiciones de frontera : ∂h/∂x=0 y ∂3h/∂x3=0
en x = 0 y x = L [10]. Reemplazando las series de Fourier en la ec(3.13), la funcio´n delta
de Dirac es evaluada en z 6= h tomando un valor nulo y tomando el caso particular de






+ (nq)4ψn = 0 (3.16)
Resolviendo para cada componente de la Funcio´n corriente ψn en te´rminos de Hn
expresadas en el siguiente esquema matema´tico (ver ape´ndice AG1):
ψn =
Ane−nqz (1 + nqz) si z > 0Anenqz (1− nqz) si z ≤ 0 (3.17)
Donde n es un nu´mero entero positivo y la constante An relaciona el numero de Rayleigh
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y los coeficientes de Fourier en la siguiente expresio´n :
An = − RaHn
4(nq)2
, n ≥ 1 (3.18)
La ecuacio´n de Kuramoto-Sivashinsky (3.1) tambie´n la volvemos adimensional usando las
mismas escalas de longitud y tiempo, pero definiendo las escalas Lx , Lz y Lt en funcio´n
de los coeficientes κ , ν y V0 expresadas en las siguientes relaciones : Lx =
√
k/|ν|, Lt =
k/ν2, Lz = |ν|/V0, ν˜ = ν/|ν| hallando una ecuacio´n diferencial parcial de la altura del
frente evolucionando con el tiempo
∂h
∂t














Donde C0 = 0 es la velocidad del frente plano en lo que resta de la tesis mediremos las
velocidades de los frentes relativos a la velocidad del frente plano (C0 = 0) y la condicio´n
ν˜ = −1 que vuelve al frente plano inestable, y reemplazando la definicio´n de la componente
























La ecuacio´n (3.20) es la ecuacio´n (KS) acoplada con el flujo de Stokes que muestra la
evolucio´n de la altura del frente variando en x para un tiempo t con sus respectivos
coeficientes de Fourier Hn donde se aprecia un te´rmino no lineal (∂h/∂x)
2.
3.2. Soluciones Nume´ricas de la ecuacio´n de
Kuramoto-Sivashinsky
En esta seccio´n mostraremos los me´todos nume´ricos para encontrar las soluciones
estacionarias, las cuales son independientes del tiempo. Primero mostraremos un me´todo
para encontrar soluciones estacionarias estables. Luego, utilizaremos el me´todo del disparo
para verificar las soluciones anteriores y adema´s encontraremos con este me´todo las
soluciones estacionarias tanto estables como inestables.
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3.2.1. Soluciones estables que evolucionan con el tiempo
En e´sta seccio´n analizaremos la evolucio´n de los frentes de reaccio´n estables que
evolucionan con el tiempo. Se plantean soluciones de la forma en serie de Fourier para





DondeHn son los coeficientes de Fourier y la solucio´n h(x, t) debe satisfacer las condiciones
de frontera impuestas en las paredes obteniendo un sistema de ecuaciones diferenciales



























Donde q = pi/L , L es la separacio´n entre las placas n, l y p son nu´meros enteros. La
ec(3.23) muestra la evolucio´n temporal de los frentes en un caso n ≥ 1 y la ec(3.24) para un
caso de la evolucio´n temporal de la altura promedio.Las ecuaciones anteriores representan
un conjunto de ecuaciones diferenciales resueltas mediante algoritmos matema´ticos,
desarrollados a partir de me´todos nume´ricos implementados en el me´todo de Euler
impl´ıcito.
3.2.2. Soluciones estacionarias estables e inestables
Soluciones estacionarias son expresadas de la forma h(x, t) = h(x) + ct, donde c es la
velocidad constante del frente y h(x) es el perfil del frente espacial, donde transformamos
























La ec(3.21) es una ecuacio´n diferencial no lineal ordinaria de cuarto orden, donde h es
solamente funcio´n de x , n es un nu´mero entero positivo n ≥ 1 y Hn sus correspondientes
coeficientes de Fourier e imponiendo las siguientes condiciones de frontera : la primera
derivada h′(0) = h′(L) = 0 y la tercera derivada h′′′(0) = h′′′(L) = 0 [10] donde L
es la separacio´n entre las placas. La ecuacio´n (KS) es resuelta con ordenador mediante
algoritmos matema´ticos, disen˜ados a partir de me´todos nume´ricos como el me´todo del
disparo no lineal, el cual se puede explicar a partir del movimiento parabo´lico ver cap(2.2).
Es necesario en primer lugar hallar una solucio´n paraRa = 0, es decir el caso sin conveccio´n
para posteriormente observar como evoluciona en los casos donde :Ra = 0,1 el fluido ma´s
denso esta arriba del menos denso o el caso opuesto Ra = −0,1 el fluido ma´s denso
esta abajo del menos denso obteniendo sus velocidades y coeficientes de Fourier en los
correspondientes casos .El dominio de estudio preestablecido es 0 ≤ x ≤ L donde L =10
y el taman˜o del paso 0.0001 para luego construir el frente.
3.2.3. Ana´lisis de Estabilidad Lineal
La evolucio´n de los frentes estacionarios es sometido a pequen˜as perturbaciones para
estudiar las regiones de estabilidad a lo largo del dominio L, donde se introducen en la
ec(3.21) la solucio´n estacionaria h(x) y se agrega una funcio´n de perturbacio´n H ′(x, t) y

























La funcio´n de perturbacio´n es expresada como el producto de dos funciones una de ellas
evolucionando con el tiempo y la otra espacialmente denotadas como :
H ′(x, t) = eσtH˜(x) (3.26)
Donde σ es la rapidez de crecimiento de la perturbacio´n indicando que para valores
muy grandes la perturbacio´n seria infinita y H˜(x) una funcio´n espacial. Introduciendo la
ec(3.26) en la ecuacio´n diferencial parcial (3.25) se obtiene una ecuacio´n de auto-valores
























La ec(3.27) determina la estabilidad de los frentes estacionarios h(x), donde σ es un
nu´mero imaginario donde la parte real puede tomar valores positivos indicando soluciones
estables o negativos mostrando soluciones inestables. Introduciendo series de Fourier para









Donde n y m son nu´meros enteros positivos, hn y H˜m son sus correspondientes coeficientes
de Fourier. Las funciones h(x) y ˜H(x) conforman una base ortogonal, proyectando sobre la
funcio´n coseno se obtiene un sistema de ecuaciones lineales de auto-valores con coeficientes
de Fourier H˜p ver ape´ndice(AG3)
σH˜p = (pq)









La ecuacio´n anterior describe la estabilidad de las soluciones estacionarias con m y p











La ecuacio´n (3.30) es resuelta mediante algoritmos matema´ticos disen˜ados a partir de
me´todos nume´ricos programados en un ordenador para calcular los auto-valores se utilizo´
8 te´rminos de truncacio´n no habiendo mucha diferencia significativa con ma´s te´rminos.
El lenguaje de programacio´n FORTRAN ofrece en su librer´ıa un paquete para calcular
los auto-valores llamado CG el cual se uso´ junto al co´digo correspondiente a la ecuacio´n
de auto-valores.
3.3. Resultados obtenidos
Cuando la propagacio´n de los frentes es afectado por un flujo convectivo puede modificar
la evolucio´n de e´stos haciendo disminuir o aumentar las velocidades o alturas, pero para
tomar como punto de referencia la variacio´n de e´stas magnitudes se toma el caso sin
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conveccio´n, utilizaremos un para´metro ligado al feno´meno convectivo llamado nu´mero
de Rayleigh denotado por Ra, para el caso sin conveccio´n su valor es nulo, sin embargo
e´ste para´metro depende de las diferencias de densidades entre dos fluidos pudiendo tomar
valores positivos indicando que el fluido ma´s denso esta´ encima del menos denso o valores
negativos sen˜alando lo contrario. Se ha tomado tres valores diferentes del para´metro Ra
que describen las situaciones antes mencionadas. Primero se analiza el caso sin la presencia
de un flujo convectivo, es decir con un valor nulo de Ra y a partir de e´ste contexto f´ısico
se contrastara´ con los otros dos posibles escenarios donde se han tomado los valores de
Ra =0.1 y Ra = −0.1. La evolucio´n de los frentes ocurre en un dominio de estudio
3 ≤ L ≤ 10. Adema´s se compara´ los resultados obtenidos en [25].
3.3.1. Soluciones estacionarias estables e inestables con Ra =0.0
Existen mu´ltiples soluciones para la ecuacio´n (K-S) que pueden ser: sime´tricos, asime´tricos
o planos en un contexto f´ısico sin conveccio´n. Las soluciones representan las alturas de
los frentes para diferentes valores que toma el para´metro L que representa la separacio´n
entre las placas. Existe un valor umbral para la separacio´n entre las placas en L = pi[?],
es decir cuando se eleva el valor de L empiezan a originarse las diversas soluciones antes
mencionadas. Para diferenciar los diferentes tipos de soluciones se introduce un eje paralelo
a la altura del frente pero que pase por la mitad del dominio dividie´ndolo en dos partes
iguales denominado eje de simetr´ıa [?]. Por ejemplo la fig(3.3a) corresponde a una solucio´n
no sime´trica con uno de sus lados cayendo sobre el otro, mientras las fig(3.3b) y (3.3c)
pertenecen a soluciones sime´tricas pero con las concavidades opuestas. Las soluciones de
las fig(3.3a) y (3.3b) alcanzan la misma ma´xima altura de sus correspondientes frentes,



























































Figura 3.3: Soluciones espaciales sin conveccio´n evolucionando a lo largo del dominio. La
fig (3.3a) muestra una solucio´n no sime´trica con L =3.5, mientras las figuras (3.3b) y
(3.3c) son soluciones sime´tricas con L =7.0 pero co´ncavas hacia abajo y arriba
Si la separacio´n entre las placas es aumentada con respecto a las gra´ficas mostradas
anteriormente se originan otro tipo de soluciones. Por ejemplo las gra´ficas (3.4a), (3.4b)
y (3.4d) representan soluciones asime´tricas y la gra´fica (3.4c) pertenece a una solucio´n

















































































Figura 3.4: Soluciones espaciales para diferentes L del dominio. Las fig (3.4a)(L=8.0),
(3.4b)(L=9.5) y (3.4d)(L=9.43) pertenecen a frentes no sime´tricos y la figura
(3.4c)(L=6.3) corresponde a un frente sime´trico.
3.3.2. Velocidades de los frentes estables e inestables con
Ra =0.0
En la fig(3.5a) se muestran las velocidades de los frentes para cada una de las soluciones
halladas en la sub-seccio´n anterior. Las soluciones representadas por las fig(3.3a), (3.3b)
y (3.3c) alcanzan una misma velocidad ma´xima de 1.60 mostradas por las ramas A y
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B, mientras la rama D representa la velocidad de la fig(3.4b) alcanzando una velocidad
ma´xima de 0.35 en L = 10. La rama E corresponde a la solucio´n de la fig(3.4c) que se
mueve a bajas velocidades en comparacio´n con las otras soluciones, siendo su ma´xima
velocidad de 0.1 y la rama F representa la velocidad de la fig(3.4d) que alcanza una






























Figura 3.5: Velocidades de propagacio´n de los diferentes frentes estacionarios donde la
rama A pertenece a un frente asime´trico, B y C corresponden a soluciones sime´tricos,
mientras las ramas C,D y F corresponde a frentes asime´tricos
donde la rama A empieza en la separacio´n entre las placas umbral, es decir en L = pi.
Ha medida que se aumenta el valor del dominio ocurren algunos hechos interesantes
por ejemplo: las ramas A y B alcanzan la misma velocidad ma´xima en puntos que son
mu´ltiplos en dos, es decir en L =3.75 y L =7.51 respectivamente como tratando de
manifestarse un patro´n en la velocidad, mientras en las otras ramas restantes pueden
propagarse muy lento en el caso de E o muy ra´pido el caso de C.
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3.3.3. Regiones de estabilidad de los frentes estables e inestables
con Ra =0.0
Las soluciones halladas en la sub-seccio´n anterior tienen diferentes estabilidades que se
muestran en la fig(3.6), recordando que valores negativos en la parte real de σ corresponden
a frentes estables y valores positivos frentes inestables. La rama G corresponde al frente
plano que se vuelve inestable en L ≥ pi, mientras las ramas A y B1 son estables que
corresponden a las soluciones de las fig(3.3a) y (3.3b). Las ramas B2 y E corresponden
a frentes sime´tricos inestables fig(3.3c) y fig(3.4c), mientras las ramas C, D y F






















Figura 3.6: Estabilidad de los diferentes frentes estacionarios en todo el dominio L. Las
ramas A y B1 corresponden a frentes estables, sin embargo las ramas B2, C, D, E y
F pertenecen a frentes inestables. La rama G pertenece a la solucio´n del frente plano
mostrando en L ≥3.14 se vuelve inestable.
diferente con regiones de estabilidad distintas y velocidades ma´ximas que van desde muy
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lentas hasta ra´pidas. En este caso espec´ıfico de propagacio´n de frentes en ausencia de un
flujo convectivo se obtuvieron las soluciones estacionarias estables e inestables que sera´n
tomadas en cuenta para el caso con Ra =0.1 mostrando si hay cambios en las magnitudes
de las soluciones como las alturas de los frentes, incremento en las velocidades o regiones
de estabilidad.
3.3.4. Soluciones estacionarias estables e inestables con Ra=0.1
En la sub-seccio´n (3.3.1) se obtuvieron las soluciones estacionarias estables e inestables
en ausencia de un flujo convectivo. Ahora estudiaremos el caso donde el fluido ma´s denso
que corresponden a los reactantes de la reaccio´n se encuentran sobre los productos de la
reaccio´n auto-catal´ıtica que es de menor densidad. Consideraremos el caso particular de
Ra =0.1 para analizar como se afectan los frentes de reaccio´n debido al flujo convectivo que
proviene del gradiente de densidades. En la fig(3.7) se muestran los perfiles de algunos
frentes de reaccio´n con Ra =0.1. La fig(3.7a) corresponde a una solucio´n no sime´trica
obtenida para una separacio´n entre placas L =3.5. El sentido del rollo de conveccio´n es
el mismo que se obtiene modelando el flujo convectivo con la ley de Darcy. Este rollo
convectivo sube por la pared de la izquierda (x = 0) y baja por la pared de la derecha
(x = L). Para poder visualizar los rollos de conveccio´n se ha multiplicado por cuatro los
vectores de conveccio´n. La fig(3.7b) pertenece a una solucio´n sime´trica hallada con una
separacio´n entre placas de L =7.0. Los sentidos de los dos rollos de conveccio´n son iguales
al que se obtiene describiendo con la ley de Darcy. Estos dos rollos surgen desde el centro
del dominio (x = L/2) y caen en los extremos de las paredes. Debido a que los rollos
de conveccio´n son pequen˜os se ha multiplicado por cuatro los vectores de conveccio´n.
La fig(3.7c) es tambie´n una solucio´n sime´trica con igual separacio´n entre placas que la
fig(3.7b), pero con diferente perfil de altura. Los dos rollos de conveccio´n se originan
desde las paredes y bajan en el centro del dominio (x = L/2). Los sentidos de los rollos
de conveccio´n son diferentes mientras uno de ellos gira en forma horaria subiendo en la
pared izquierda el otro gira en forma opuesta origina´ndose desde la pared derecha. Debido
a que los vectores que muestran los rollos son pequen˜os se les multiplico´ por cuatro para
poder percibir el flujo convectivo. Otra clase de perfiles de frentes de reaccio´n son los



























































Figura 3.7: Frentes estacionarios sujetos a un flujo convectivo con Ra =0.1. La gra´fica
(3.7a) muestra un perfil no-sime´trico con L =3.5, mientras las gra´ficas (3.7b) y (3.7c)
muestran soluciones sime´tricas con L =7.0
una separacio´n entre placas L =8.0. Aparece un solo rollo de conveccio´n bajando cerca
de la concavidad y volviendo a subir en la pared izquierda (x = 0). En este caso poder
visualizar los rollos de conveccio´n se ha multiplicado por dos los vectores de conveccio´n. La
fig(3.8b) corresponde a una solucio´n no-sime´trica obtenida con una distancia entre placas
(L = 9,5). El sentido del rollo de conveccio´n es similar al que se obtiene describiendo el
flujo convectivo con la ley de Darcy. La altura ma´xima del frente obtenido se incremento´ de
z = 3 (caso sin conveccio´n) hasta z = 4 (caso con conveccio´n). Para poder observar el flujo
convectivo se ha multiplicado por 1.8 los vectores de conveccio´n. La fig(3.8c) pertenece a
una solucio´n sime´trica obtenida con una separacio´n entre placas (L = 6,24). Se originan
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dos rollos de conveccio´n subiendo en las paredes (x = 0) , (x = L) y bajando en medio
del dominio (x = L/2). La altura ma´xima del frente (z = 0,7) crecio´ en comparacio´n
al caso sin flujo convectivo (z = 0,5). Debido a que la altura del frente es ma´s menor
comparado a los casos anteriores se multiplico´ por cinco los vectores de conveccio´n. La
fig(3.8d) corresponde a una solucio´n no-sime´trica obtenida con una separacio´n entre placas
(x = 9,43). Los rollos de conveccio´n surgen desde abajo de la curva en los puntos ma´ximos
y caen en los mı´nimos. La altura ma´xima del frente (z = 1,09) aumento´ comparado al
caso sin conveccio´n que tiene una altura del frente (z = 0,23). Para poder visualizar el












































































Figura 3.8: Perfiles espaciales con diferentes separacio´n entre las placas, apareciendo rollos
convectivos desde las paredes y cayendo en diferentes partes del dominio.
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3.3.5. Velocidades de los frentes estables e inestables con
Ra =0.1
En e´sta sub-seccio´n se analizara´ las velocidades de propagacio´n de los frentes hallados
en la sub-seccio´n anterior.En la fig(3.9) se muestran las velocidades de cada una de las
soluciones halladas en la sub-seccio´n (3.3.4). Las velocidades de estos frentes son ma´s
ra´pidos comparados cuando no hay flujo convectivo. La rama A representa la velocidad
de propagacio´n del frente de reaccio´n no sime´trico obtenido en la fig(3.7a). La velocidad
ma´xima de propagacio´n del frente es 1,84 menor al usado en la ley de Darcy para describir
el flujo convectivo 3,46. La rama B corresponde a la velocidades del frente de reaccio´n
sime´tricos hallados en las fig(3.7b) y fig(3.7c). Las velocidades ma´ximas de las ramas A
y B son las mismas alcanzadas en puntos mu´ltiplos en dos (L = 3,73) , (L = 7,46) como
si se estuviera presentando un patro´n en la velocidad. La rama C representa la velocidad
de propagacio´n del frente de reaccio´n no-sime´trico obtenido en la fig(3.8a). E´ste frente
tambie´n alcanza una velocidad ma´xima muy cercana a las ramas A y B algo similar cuando
el flujo convectivo es modelado por la ley de Darcy.La rama D representa la velocidad
de reaccio´n del frente no-sime´trico hallado en la fig(3.8b). E´sta rama tiene una regio´n en
el dominio con dos velocidades distintas 8,86 ≤ L ≤ 9,37 mayor al hallado en la ley de
Darcy que modela el flujo convectivo en un tramo diferente 8,24 ≤ L ≤ 8,54. La rama E
corresponde a la velocidad de propagacio´n del frente sime´trico obtenido en la fig(3.8c).
La rama experimenta un incremento en su dominio 6,20 ≤ L ≤ 6,25 en contraste a la
ley de Darcy que describe el flujo convectivo 5,67 ≤ L ≤ 5,71. La rama F representa la
velocidad de propagacio´n del frente de reaccio´n no-sime´trico obtenido en la fig(3.8d). La
































Figura 3.9: Velocidades de propagacio´n de las diferentes soluciones estacionarias estables
e inestables con Ra =0.1. experimentando un incremento en las velocidades para cada
una de las soluciones.
3.3.6. Regiones de estabilidad de las soluciones estables e
inestables con Ra =0.1
En e´sta sub-seccio´n se analizara´ la estabilidad de los frentes estacionarios estables e
inestables hallados en la sub-seccio´n(3.3.4). La fig(3.10) muestra las regiones de estabilidad
de los frentes. La rama G corresponde a la estabilidad del frente plano que se vuelve
inestable en L ≥3.10. La rama A es estable que corresponde a la solucio´n no sime´trica
obtenida en la fig(3.7a). La regio´n de estabilidad ocurre en 3,10 ≤ L ≤ 6,23 un poco
menos si comparamos cuando no hay flujo convectivo 3,14 ≤ L ≤ 6,31. La misma rama
es mayor si es comparada cuando el flujo es descrito por la ley de Darcy cuyo tramo es
2,83 ≤ L ≤ 5,71. La rama B1 es tambie´n estable que corresponde a la solucio´n sime´trica
hallada en la fig(3.7b). La regio´n de estabilidad se da en el intervalo 6,23 ≤ L ≤ 10
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mayor cuando no hay flujo convectivo 6,31 ≤ L ≤ 10. La misma rama es menor cuando
el flujo convectivo es descrito por la ley de Darcy que tiene una regio´n de estabilidad en
5,71 ≤ L ≤ 10. Las ramas A y B1 son estables, cuando una de ellas disminuye su regio´n
de estabilidad la otra aumenta. La rama B2 es inestable que corresponde a la solucio´n
sime´trica obtenida en la fig(3.7c). El intervalo de la rama se da en 6,25 ≤ L ≤ 7,47 menor
cuando hay ausencia de flujo convectivo 6,31 ≤ L ≤ 7,44. Cuando el flujo convectivo es
descrito por la ley de Darcy su regio´n de estabilidad ocurre en el intervalo 5,71 ≤ L ≤ 6,82























Figura 3.10: Estabilidad de los diferentes frentes estacionarios en todo el dominio L. Las
ramas A y B1 corresponden a soluciones estables, sin embargo las ramas B2, C, E y
F pertenecen a soluciones inestables, la rama D tiene una regio´n estable. La rama G
pertenece a la solucio´n del frente plano mostrando en L ≥3.10 se vuelve inestable.
C es inestable que corresponde a la solucio´n no-sime´trica obtenida en la fig(3.8a). Su
regio´n de estabilidad sucede en el tramo 7,47 ≤ L ≤ 9,57 menor cuando no hay flujo
convectivo 7,44 ≤ L ≤ 9,46. La misma rama cuando es modelado con la ley de Darcy
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ocurre en 6,82 ≤ L ≤ 8,55 menor comparado cuando el flujo es descrito por la ecuacio´n
de Navier-Stokes. La rama D representa la estabilidad de la solucio´n no-sime´trica hallada
en la fig(3.8b). E´sta rama presenta una doble estabilidad en su dominio, es estable en el
intervalo 8,86 ≤ L ≤ 10 e inestable en 8,86 ≤ L ≤ 9,37. E´sta misma caracter´ıstica presenta
la rama cuando el flujo convectivo es modelado con la ley de Darcy en un intervalo menor
8,24 ≤ L ≤ 8,54. La rama E es inestable que corresponde a la solucio´n sime´trica obtenida
en la fig(3.8c). La regio´n de estabilidad se presenta en 6,20 ≤ L ≤ 6,25 no habiendo
mucha diferencia cuando hay ausencia del flujo convectivo 6,28 ≤ L ≤ 6,31. Lo mismo
pasa cuando el flujo convectivo es modelado mediante la ley de Darcy en el intervalo
5,67 ≤ L ≤ 5,71. La rama F es inestable que corresponde a la solucio´n no-sime´trica
hallada en la fig(3.8d). La regio´n de estabilidad ocurre en 9,37 ≤ L ≤ 10 no habiendo
mucha diferencia cuando no hay flujo convectivo 9,43 ≤ L ≤ 10.
3.3.7. Soluciones estacionarias estables e inestables con Ra =-0.1
En la sub-seccio´n (3.3.4) se hallaron las soluciones estacionarias estables e inestables para
el caso donde el fluido ma´s denso correspondiente a los reactantes de la reaccio´n esta´n
encima de los productos de la reaccio´n auto-catal´ıtica que tiene una densidad menor.
Ahora estudiamos el caso opuesto, es decir cuando los productos de la reaccio´n auto-
catal´ıtica se encuentran arriba de los reactantes de la reaccio´n. Se considera el caso
particular Ra = −0.1 para analizar como son afectados los frentes de reaccio´n en un
flujo convectivo opuesto. En la fig (3.11) se muestran algunos perfiles de los frentes de
reaccio´n con Ra = −0.1. La fig(3.11a) corresponde a una solucio´n no-sime´trica obtenida
para una separacio´n entre placas (L = 3,5). El sentido del rollo de conveccio´n es opuesto al
que se obtiene modelando el flujo convectivo con la ley de Darcy. Este rollo de conveccio´n
sube en la pared derecha (x = L) y cae por la pared izquierda (x = 0). Para poder percibir
los rollos de conveccio´n se ha multiplicado por 3.5 los vectores de conveccio´n. La fig(3.11b)
pertenece a una solucio´n sime´trica hallada con una separacio´n entre placas (L = 7,0). Los
sentidos de los dos rollos de conveccio´n son opuestos a los que se obtienen modelando con
la ley de Darcy. Estos rollos surgen desde las paredes (x = 0) y (x = L) y bajan en el
centro del dominio (x = L/2). Debido a que los rollos de conveccio´n son pequen˜os se ha





















































Figura 3.11: Frentes estacionarios sujetos a un flujo convectivo con Ra = −0.1. La gra´fica
(3.11a) muestra un perfil no-sime´trico con L =3.5, mientras las gra´ficas (3.11b) y (3.11c)
muestran soluciones sime´tricas con L =7.0
La fig(3.11c) es tambie´n una solucio´n sime´trica con la misma separacio´n entre placas que
la obtenida en la fig(3.11b), pero con distinto perfil de altura. Los sentidos de los rollos
de conveccio´n son opuestos pero surgen desde el mismo punto (x = L/2) y caen en las
paredes. Debido a que los vectores que muestran los rollos de conveccio´n no se pueden
percibir se les multiplico´ por 4.5 para poder percibir el flujo convectivo. Otra clase de
perfiles de frentes de reaccio´n son presentados en la fig(3.12). La fig(3.12a) corresponde a
una solucio´n no-sime´trica obtenida con una separacio´n entre placas (L = 8,0). Se origina
un solo rollo de conveccio´n subiendo cerca del punto mı´nimo de la curva y baja en la













































































Figura 3.12: Frentes estacioanrios estables e inestbles con rollos convectivos apareciendo
desde diversas partes del dominio.
Para poder visualizar los rollos de conveccio´n se multiplico´ por tres los vectores de
conveccio´n. La fig(3.12b) pertenece a una solucio´n no-sime´trica con una separacio´n entre
placas (L = 9,51). El sentido del rollo de conveccio´n es opuesto al que se obtiene
modelando el flujo convectivo con la ley de Darcy. La altura ma´xima del frente obtenido
disminuyo´ de (z = 4) (caso con conveccio´n donde el fluido ma´s denso esta´ sobre el menos
denso) en casi cinco veces (z = 0,8) (caso con conveccio´n donde el fluido menos denso esta
arriba del ma´s denso). La fig(3.12c) corresponde a una solucio´n sime´trica hallada con una
distancia entre placas (L = 6,38). Se originan dos rollos de conveccio´n opuestos al que
se obtiene describiendo el flujo convectivo con la ley de Darcy. Los rollos de conveccio´n
suben en la mitad de la separacio´n entre placas y bajan en las paredes. La ma´xima altura
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alcanzada por el frente (z = 0,4) disminuyo´ al caso con flujo convectivo positivo (fluido
ma´s denso arriba del menos denso) (z = 0,7). Los vectores de conveccio´n se multiplicaron
por 2.5 para poder percibir el flujo convectivo. La fig(3.12d) pertenece a una solucio´n no-
sime´trica obtenida con una separacio´n entre placas (L = 9,56). Los rollos de conveccio´n
bajan en los punto ma´ximos de la curva y suben en los mı´nimos. La altura ma´xima del
frente (z = 0,3) disminuyo´ comparado al caso con flujo convectivo positivo (z = 1,09).
Los vectores del flujo convectivo que muestran los rollos de conveccio´n se multiplicaron
por 2.5.
3.3.8. Velocidades de los frentes estables e inestables con Ra =-
0.1
En la sub-seccio´n (3.3.8) se mostraron los perfiles de las alturas de los frentes de
reaccio´n para diferentes separacio´n entre placas L. Ahora estudiaremos las velocidades
de propagacio´n de cada uno de los frentes. En la fig(3.13) se muestran las velocidades
de cada uno de los frentes. La rama A representa la velocidad de propagacio´n de la
solucio´n no sime´trica obtenida en la fig(3.11a). La velocidad ma´xima de e´sta rama es
1,37 un valor menor si es comparado cuando Ra = 0,1 que alcanza 1,84. Cuando el
flujo convectivo es modelado con la ley de Darcy la rama tiene un valor ma´ximo un
poco ma´s de 0,35. La rama B corresponde a la velocidad de las soluciones sime´tricas
halladas en las gra´ficas (3.11b) y (3.11c). Las velocidades ma´ximas de las ramas A y B
son las mismas, pero en puntos del dominio diferentes (L = 3,78) , (L = 7,56) como
si estuviera presentando un patro´n en la velocidad. La rama C representa la velocidad
de propagacio´n de la solucio´n no-sime´trica obtenida en la fig(3.12a). E´ste frente tambie´n
alcanza una velocidad ma´xima cercana a las ramas A y B. La rama D corresponde a la
velocidad de propagacio´n de la solucio´n no-sime´trica hallada en la fig(3.12b). Su dominio
tiene una caracter´ıstica particular presentando dos velocidades en 9,51 ≤ L ≤ 9,56 un
intervalo que no existe cuando el flujo convectivo es modelado con la ley de Darcy. La
rama E representa la velocidad de propagacio´n de la solucio´n sime´trica obtenida en la
fig(3.12c). La rama alcanza una velocidad ma´xima de 0,06 un valor menor comparado al
caso cuando el fluido ma´s denso esta´ arriba del menos denso 0,16. La rama F corresponde
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a la velocidad de propagacio´n de la solucio´n no-sime´trica hallada en la fig(3.12d). La
rama obtiene una velocidad ma´xima de 0,76 un valor menor cuando se compara al caso




























Figura 3.13: Velocidades de propagacio´n de las diferentes soluciones estacionarias con
Ra = −0.1 experimentando una disminucio´n en las velocidades para cada una de las
soluciones, comparadas al caso Ra =0.1
3.3.9. Regiones de estabilidad de las soluciones estables e
inestables con Ra = −0.1
En e´sta sub-seccio´n se analizara´ la estabilidad de los frentes estacionarios estables
e inestables obtenidos en la sub-seccio´n (3.3.7). La fig(3.14) muestra las regiones de
estabilidad de los frentes. La rama G corresponde a la estabilidad del frente plano que
se vuelve inestable en L ≥3.18. La rama A es estable que corresponde a la solucio´n no-
sime´trica obtenida en la fig(3.11a). La regio´n de estabilidad se da en 3,18 ≤ L ≤ 6,39
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un intervalo un poco mayor si es comparado al caso cuando el fluido ma´s denso esta´
encima del menos denso cuya regio´n es 3,10 ≤ L ≤ 6,23. La misma rama es menor si
es comparada cuando el flujo convectivo es modelado por la ley de Darcy cuya regio´n
de estabilidad es 3,74 ≤ L ≤ 7,51. La rama B1 es estable que pertenece a la solucio´n
sime´trica hallada en la fig(3.11b). La regio´n de estabilidad ocurre en 6,39 ≤ L ≤ 10 un
poco menor si es contrastado con el caso para Ra =0.1 cuya regio´n es 6,23 ≤ L ≤ 10.
La misma rama es menor cuando es comparada con el caso cuando el flujo convectivo
es descrito por la ley de Darcy cuya regio´n 7,51 ≤ L ≤ 12. La rama B2 es inestable
correspondiente a la solucio´n sime´trica obtenida en la fig(3.11c). La regio´n de estabilidad
se presenta en 6,39 ≤ L ≤ 7,41 un intervalo un poco menos en comparacio´n al caso con el
flujo convectivo positivo (fluido ma´s denso encima del menos denso) cuya regio´n se da en
6,25 ≤ L ≤ 7,47. La regio´n de estabilidad cuando el flujo convectivo es descrito por la ley
de Darcy se presenta en 7,53 ≤ L ≤ 8,66 un intervalo un poco menor al caso cuando el flujo
de conveccio´n es descrito por la ecuacio´n de Navier-Stokes. La rama C es inestable que
corresponde a la solucio´n no-sime´trica obtenida en la fig(3.12a). La regio´n de estabilidad
sucede en 7,41 ≤ L ≤ 9,56 un intervalo un poco menor con el caso del nu´mero Ra positivo
con regio´n 7,47 ≤ L ≤ 9,56. La misma rama cuando es modelado con la ley de Darcy se
presenta en un tramo diferente del dominio 8,66 ≤ L ≤ 11,25 menor contrastado al flujo
convectivo descrito por Navier-Stokes. La rama D es inestable que pertenece a la solucio´n
no-sime´trica hallada en la fig(3.12b). La rama presenta una caracter´ıstica especial en la
cual parte de su regio´n tiene dos auto-valores en 9,51 ≤ L ≤ 9,56 un intervalo en contraste
con el caso del fluido ma´s denso encima del menos denso 8,86 ≤ L ≤ 9,37. La rama E es
inestable que corresponde a la solucio´n sime´trica obtenida en la fig(3.12c). Su regio´n de
estabilidad se presenta en 6,36 ≤ L ≤ 6,39 no habiendo mucha diferencia al caso del fluido
ma´s denso encima del menos denso con regio´n de estabilidad en 6,20 ≤ L ≤ 6,25. La rama
F es tambie´n inestable que pertenece al solucio´n no-sime´trica obtenida en la fig(3.12d).
La regio´n de estabilidad de esta rama sucede en 9,56 ≤ L ≤ 10 habiendo una pequen˜a





















Figura 3.14: Estabilidad de los diferentes frentes estacionarios en todo el dominio L =10.
Las ramas A y B1 corresponden a soluciones estables,mientras las ramas B2,C,D,E y F
pertenecen a soluciones inestables. La rama G pertenece a la solucio´n del frente plano
mostrando en L ≥3.18 se vuelve inestable.
43
Conclusiones
Comparando los frentes descritos mediante la ecuacio´n de Kuramoto-Sivashinsky bajo un
flujo convectivo descrito por la ley de Darcy y por la ecuacio´n Navier-Stokes se obtiene lo
siguiente:
1. La altura de los frentes estacionarios estables (caso sin conveccio´n) se incrementan
ligeramente al caso convectivo (fluido ma´s denso esta´ encima del menos denso). Sub-
secciones (3.3.1) y (3.3.4). Ahora si consideramos el otro tipo de flujo convectivo (fluido
menos denso arriba del ma´s denso) la altura de los frentes disminuye ligeramente si
se contrasta con los dos casos anteriormente mencionados sub-seccio´n(3.3.7). El flujo
convectivo tambie´n puede ser modelado por la ley de Darcy obtenie´ndose alturas de los
frentes mayores al descrito por la ecuacio´n de Navier-Stokes.
2. Un flujo convectivo positivo (fluido ma´s denso sobre uno menos denso) no solo modifica
la altura de los frentes (caso sin conveccio´n) sino tambie´n la velocidad de propagacio´n de
cada uno de ellos obtenie´ndose un pequen˜o incremento en cada una de los frentes sub-
secciones (3.3.2) y (3.3.5). Si se el otro tipo de flujo convectivo (fluido menos denso arriba
del ma´s denso) la velocidad de los frentes disminuye en relacio´n a los dos casos anteriores.
Ahora si consideramos el flujo convectivo descrito por la ley de Darcy hay una disminucio´n
en las velocidades en relacio´n al flujo descrito por la ecuacio´n de Navier-Stokes.
3. La regio´n de estabilidad de los frentes estacionarios estables para el caso sin flujo
convectivo sufre un evolucio´n: disminuyendo ligeramente en la rama A y aumentando en
la rama B1 para el caso con flujo convectivo positivo(fluido ma´s denso encima del menos
denso). Sin embargo en los frentes estacionarios inestables sucede algo similar: la rama B2
experimenta un incremento en su regio´n de estabilidad. La rama C una disminucio´n en su




AG1.Solucio´n de la ecuacio´n del flujo de Stokes









= ρgeˆz −∇P + µ∇2−→V (3.32)
Donde
−→
V es la velocidad del fluido, P es la presio´n, g es la aceleracio´n de la gravedad
en la direccio´n vertical, eˆz es un vector unitario en la direccio´n vertical apuntando hacia
arriba y µ es la viscosidad dina´mica del fluido.
Asumiendo que la velocidad del fluido es independiente del tiempo ∂
−→
V /∂T = 0 e




(∇P − ρgeˆz) (3.33)
El flujo del fluido es incompresible, es decir que la masa del fluido que esta entrando en
una determinada a´rea es igual a la masa del fluido que sale, la masa permanece inalterable








El movimiento de cada part´ıcula del fluido podemos describirla mediante la funcio´n
corriente Ψ, donde las componentes de la velocidad son expresadas en funcio´n de ella,
















La velocidad del flujo convectivo se propaga en un plano X , Z descrito por la ec(3.33),
donde sus componentes describen la evolucio´n en cada eje. Tomando la componente X en
































La ecuacio´n anterior relaciona como el operador laplaciano aplicado en la evolucio´n de la
componente de la velocidad en X con respecto a Z es proporcional a la segunda derivada
parcial de la presio´n con respecto a X y en Z, por otro lado se toma la otra componente









































La ec(3.43) relaciona el operador laplaciano aplicado en la componente de la velocidad en
Z varia con la segunda derivada parcial de la presio´n con respecto a Z y X y los cambios
de densidad con respecto a X.Las ecuaciones (3.39) y (3.43) se restan para obtener una
ecuacio´n donde el operador laplaciano actu´a sobre la evolucio´n de cada componente de la














Las definiciones de las componentes de la velocidad en funcio´n de la funcio´n corriente se
reemplazan obteniendo una ecuacio´n donde se relaciona al operador laplaciano aplicando














Las densidades de los fluidos pueden expresarse mediante cambios abruptos donde ∆ρ
puede ser negativo o positivo indicando si el fluido menos denso ρ0 se encuentra arriba
del mayor denso ρ o el caso opuesto.Donde Θ(Z −H) es la funcio´n de Heaviside.
ρ = ρ0 + ∆ρΘ(Z −H) (3.46)
Θ(Z −H) =
1 , Z ≥ H0 , Z < H (3.47)
La funcio´n de Heaviside describe los cambios bruscos de densidad para una determinada
altura Z = H y H es una funcio´n de X en un tiempo T .La ec(3.46) es derivada con
respecto a X obteniendo una expresio´n para la funcio´n corriente Psi y la altura del frente







El doble operador laplaciano aplicado sobre Ψ en dos dimensiones para X y Z es expresado
como:






























La ecuacio´n (3.50) representa al doble operador laplaciano expresado como una ecuacio´n
diferencial parcial de Ψ en X y Z y reemplazada en la ec(3.48) se obtiene una ecuacio´n

















Utilizando nuevas escalas de longitud y tiempo para volver la ecuacio´n diferencial
adimensional en: X = LXx, H = LZh, T = LT t, Z = LZz, Ψ = (LXLZψ/LT ) se


































δ(Z −H) = δ(LZz − LZh) = δ [LZ (z − h)] (3.56)
La funcio´n delta de Dirac es reescalada en el interior de su argumento, pero es necesario
conocer la siguiente propiedad:
δ [a (x− y)] = 1
a
δ (x− y) (3.57)
Donde a es una constante y x, y son variables, aplicados en el caso de la escala longitudinal
se obtiene lo siguiente:
δ(Z −H) = δ [LZ (z − h)] = 1
LZ
δ (z − h) (3.58)
Las nuevas expresiones halladas en este sistema de escalas es reemplazada en la ecuacio´n

























δ (z − h) (3.59)
La ecuacio´n diferencial parcial es agrupada de forma conveniente para poder definir nuevos
para´metros y constantes, donde se define R˜ =
g
µ



























δ (z − h) (3.60)
Se define nuevos para´metros en funcio´n de las escalas longitudinales y de tiempo donde:
β = LX/LZ , ν = L
2














δ (z − h) (3.61)
Se define un nuevo para´metro llamado nu´mero de Rayleigh Ra = R˜L
3
X/ν, resultando en













δ(z − h) (3.62)
Integrando la ecuacio´n anterior con respecto a z, donde se integra eligiendo una altura
del frente promedio como limite de integracio´n un poco antes y poco despue´s, donde ε es



















δ(z − h)dz (3.63)
La funcio´n corriente ψ depende de las variables x,z que integrando con respecto a z
solamente es integrable el tercer te´rmino de la parte derecha de la ecuacio´n anterior,
mientras la funcio´n delta de Dirac integrada en los l´ımites de integracio´n de la altura del













Al ser evaluada la tercera derivada en los l´ımites de integracio´n y haber tomado el l´ımite
para un ε muy pequen˜o se obtiene la condicio´n de salto de la tercera derivada parcial de









La ecuacio´n (3.62) es resuelta para el caso cuando la funcio´n delta de Dirac es evaluada










La ecuacio´n diferencial parcial es resuelta mediante series de Fourier para ψ expresadas




ψn(z, t) sin(nqx) (3.67)

























Las derivadas parciales obtenidas las reemplazamos en la ec(3.66) y proyectamos sobre la





















sin(mqx) sin(nqx)dx = 0
El integrando de cada uno de los te´rminos de la ecuacio´n conforman una base ortonormal




1 si m = n0 si m 6= n (3.71)
La condicio´n anterior reduce la ecuacio´n anterior en la siguiente expresio´n, donde el













La ecuacio´n obtenida es una ecuacio´n diferencial ordinaria de cuarto orden de ψn en la






+ (nq)4ψn = 0 (3.73)
La solucio´n general de la ecuacio´n diferencial para ψ en funcio´n de z donde C1 , C2 , C3
y C4 son constantes que dependen de las condiciones iniciales del problema.
ψn(z) = e
−nqz (C1 + C2z) + enqz (C3 + C4z) (3.74)
La solucio´n general es analizada para valores de z muy grandes donde los te´rminos
exponenciales puedan converger ra´pidamente.
ψn(z) =
e−nqz (C1 + C2z) si z > 0enqz (C3 + C4z) si z ≤ 0 (3.75)
Donde se define las funciones : ψn1(z) = e
−nqz (C1 + C2z) , ψn2(z) = enqz (C3 + C4z) ,con









ψ′′′n1(0) − ψ′′′n2(0) = −RaHn(nq) para hallar los valores de las constantes que proveen una
solucio´n particular.
ψn(z) =
Ane−nqz (1 + nqz) si z > 0Anenqz (1− nqz) si z ≤ 0 (3.76)
donde la constante An esta definida
An = − RaHn
4(nq)2
, n ≥ 1 (3.77)
AG2. Obtencio´n de la ecuacio´n de frentes que var´ıan
en el tiempo sujeta a un flujo externo de Stokes
La ecuacio´n (3.76) es la ecuacio´n de Kuramoto-Sivashinsky que describe la evolucio´n del
frente de propagacio´n, donde H(X,T ) es la altura del frente en un tiempo T ,la velocidad






















Transformamos las variables de la ecuacio´n (KS) en escalas de longitud y tiempo, haciendo
el siguiente re-escalamiento: H = LZh, T = LT t, X = LXx, para cada uno de los








































































































Sustituyendo las nuevas expresiones para cada uno de los te´rminos de la ecuacio´n (KS)

























Expresando las escalas de longitud y tiempo en funcio´n de los coeficientes del sistema y
la velocidad del frente plano: LX =
√
k/|ν|, LT = k/ν2, LZ = |ν|/V0, y reemplazando
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La ecuacio´n anterior es reducida con un nuevo para´metro C0 = (V
2
0 k/|ν|3) y consideramos
el otro para´metro ν˜ = ν/|ν| = −1, el cual vuelve al frente plano inestable.
∂h
∂t














La componente de la velocidad en z es reemplazada anteriormente definida a partir de la
funcio´n corriente y evaluada en z = 0
∂h
∂t


















La funcio´n corriente es derivada con respecto a x y evaluada en z = 0 obteniendo
una ecuacio´n diferencial parcial de la altura del frente h variando con el tiempo y sus
respectivos coeficientes de Fourier Hn.
∂h
∂t





















La ecuacio´n anterior es resuelta mediante series de Fourier donde se expresa la altura del
frente h en funcio´n de sus coeficientes de Fourier Hn y satisfaciendo las condiciones de
frontera : ∂h/∂x = 0 y ∂3h/∂x3 = 0 en los extremos x = 0 y x = L y obteniendo sus


































Las expresadas halladas anteriormente son reemplazadas obteniendo una ecuacio´n






























La ecuacio´n anterior es proyectada sobre la funcio´n coseno en cada uno de sus te´rminos

















lpHlHp [cos(l − p)qx− cos(l + p)qx] (3.100)
Las ecuaciones (3.99) y (3.100) son un conjunto de ecuaciones diferenciales que muestran
la evolucio´n en el tiempo de los coeficientes de Fourier, donde H0 es la altura promedio


























AG3. Ana´lisis de estabilidad Lineal
El frente de propagacio´n descrito por la ecuacio´n (KS) es sometida a pequen˜as
perturbaciones expresadas de la forma H ′(x, t) e introducidas en ella mediante la siguiente




























La evolucio´n de la pequen˜a perturbacio´n en el tiempo y la altura del frente, y tomando























La perturbacio´n se expresa como el producto de dos funciones en x y t denotada como























Se obtiene una ecuacio´n diferencial de auto-valores y auto-funciones, donde σ es es auto-




















La ecuacio´n es resuelta mediante series de Fourier en h y H˜ donde hn y H˜m son sus









reemplazando en la ecuacio´n se obtiene una expresio´n del auto-valor σ y los coeficientes
























La ecuacio´n anterior es proyectada sobre la funcio´n coseno, sin embargo es necesario antes






La identidad trigonome´trica de las funciones senoidales conforman una base ortogonal
que satisfacen la siguiente condicio´n:∫ L
0
gn(x)gm(x)dx = δnm =
1 si n = m0 si n 6= m (3.114)
Donde :gn(x) = sin(nqx) , gm(x) = sin(mqx), siendo n,m nu´meros enteros donde δnm es
la delta de Dirac, en un intervalo de integracio´n que varia de 0 ≤ x ≤ L y proyectando








































Las funciones cosenoidales forman una familia de funciones ortogonales al igual que el
caso para las funciones senoidales que satisfacen una propiedad similar:∫ L
0
fm(x)fp(x)dx = δmp =
1 si m = p0 si m 6= p (3.116)
Donde: fm(x) = cos(mqx), fp = cos(pqx) ym, p son nu´meros enteros, sin embargo tambie´n
definimos una propiedad semejante para el siguiente caso:∫ L
0
[cos(n−m)qx− cos(n+m)qx] cos(pqx)dx = δ|n−m|,p − δ|n+m|,p (3.117)
Considerando las condiciones de las funciones ortogonales para cada te´rmino de la ecuacio´n
y el caso m = p, para no anular los miembros de la expresio´n (3.113).
σH˜p = (pq)










La expresio´n anterior muestra un sistema de auto-valores σ con sus correspondientes
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