Abstract-In this paper, we develop a single-letter lower bound on the error exponent for the problem of trellis source coding. We demonstrate that for the case of a binary source with the Hamming distortion measure, and for rates close to the rate-distortion curve, this bound is superior to Marton's block-coding exponent, for the same computational complexity.
I. INTRODUCTION
H ISTORICALLY, trellis source codes were developed in analogy to trellis channel codes (specifically, convolutional codes), whose performance/complexity tradeoff was shown to be better than that of block channel codes [22] . Trellis channel codes also serve as building blocks for recently developed state-of-the-art channel codes, such as turbo codes. Thus, it should not be surprising that trellis source codes are superior to block source codes in terms of having better performance/complexity tradeoff, as demonstrated empirically, e.g., [5] , [6] , [9] , [14] , [15] , [24] - [26] , and analytically [21] , [29] .
Jelinek [13] was the first to conjecture that trellis source codes are asymptotically optimal, i.e., the code performance asymptotically achieves the rate-distortion function as the constraint length grows without bound. Omura [17] also demonstrated that optimal trellis source encoding can be done by using the Viterbi algorithm [20] . Viterbi and Omura [21] have proven the Jelinek conjecture to be true. They have proven a trellis source coding theorem for memoryless sources. Using a random coding argument, they proved that there exists a time-varying trellis code that is asymptotically optimal. They also provided the rate at which the code performance converges to the rate-distortion function, showing it to be better than the one corresponding to block source codes. Gray [8] extended the trellis source coding theorem to stationary and ergodic sources. Using various theorems on sliding-block source codes [7] , [10] , [11] , he proved that there exists a time-invariant trellis code that is asymptotically optimal. However, since he considered general ergodic sources, he could not provide an estimate on the convergence rate of the distortion toward the distortion-rate function. The theorem of Viterbi and Omura and the theorem of Gray are both existence theorems, and do not provide an indication on how to design a good trellis source Manuscript received August 9, 2004 code. Stewart, Gray, and Linde [18] have developed an algorithm for the design of good trellis codes. Simulation results show the algorithm performs better than vector quantizer with the same complexity [9] . Having reduction of the computational complexity of trellis source codes in mind, Marcellin and Fischer [14] have suggested a new trellis source-coding technique called trellis-coded quantization (TCQ). TCQ is a form of trellis source coding that was motivated by the analogy to Ungerboeck's [19] trellis-coded modulation (TCM). Their simulation results indicate that TCQ is superior to block source coding in the sense of having better performance/complexity tradeoffs. A generalization of TCQ to the vector case (referred to as TCVQ) was presented in [6] and [24] . Fischer and Wang [5] , Marcellin [15] , and Yang and Zhang [26] , combined entropy coding with TCQ to obtain further improvement. An analytical proof for the superiority of trellis source codes over block source codes in terms of performance/complexity, was provided by Zhou and Zhang [29] . They showed, for memoryless sources, that for the same computational complexity , the redundancy (the difference between the code distortion and the distortion-rate function) for a trellis source code is smaller than the redundancy of a block source code [28] by a factor of roughly . Yang and Zhang [27] further showed that a universal trellis source code has a redundancy which is at the same order as the redundancy of a trellis source code with known statistics [29] .
Motivated by the performance/complexity tradeoff superiority of trellis source codes over block source codes, we investigate the error exponent for trellis source coding. By employing Viterbi and Omura's "forbidden" trellis technique [21] , we develop a single-letter lower bound on the trellis source coding error exponent. For the same computational complexity, we compare this bound with the error exponent of block source coding previously obtained by Marton [16] . In that case, the bound on the trellis error exponent is given by , where is a constant depending on the source alphabet's cardinality, is the code rate, and is the source rate-distortion function. For the binary source with Hamming distortion measure, and for rates close to the rate-distortion curve, , , we show that the ratio between the trellis error exponent and the block error exponent is lower-bounded by a term of the order . This means that the ratio between the trellis error exponent and the block error exponent grows without bound as . This is yet another indication on the superiority of trellis source codes over block source codes.
The outline of the paper is as follows. In Section II, we review the problem of trellis source coding and introduce the notation. In Section III, we derive the lower bound on the trellis sourcecoding error exponent. In Section IV, we compare the bound 0018-9448/$20.00 © 2005 IEEE on the trellis exponent with Marton's exponent and calculate the ratio between the two exponents for rates close to the ratedistortion curve. Section V contains some concluding remarks and directions for future research.
II. PROBLEM FORMULATION
We begin by setting up the notation. Random variables are denoted by capital letters, their realizations by the corresponding lower case letters, and their alphabets by script letters. Similarly, random vectors, their realizations, and their alphabets are denoted, respectively, by boldface capital letters, the corresponding boldface lower case letters, and by script letters superscripted by the vector dimension. A substring of vector is written as , . Let be a finite set. The cardinality of is denoted by . We denote a probability mass function (pmf) of random variable by a capital letter subscripted by , e.g., . Similarly, a conditional pmf from a random variable to another random variable is denoted by
For a given pmf , the joint pmf of the random variables induced by the conditional pmf , is denoted by
The rate-distortion function of a discrete memoryless source (DMS) with a general pmf is denoted by . But when is the pmf of the underlying source, it will sometimes be denoted simply by . Next, we describe the problem of trellis source coding. The considered trellis source-coding scheme is described in Fig. 1 . We assume a DMS with a finite alphabet , and pmf . The encoder encodes a sequence of source symbols, , into a codeword of length with components chosen from the alphabet , . The coding rate is defined as nats symbol
The decoder , time-varying in general, consists of a sequence of functions (one function for each time instant) (2) where is the constraint length, and is the reproduction alphabet assumed to be finite. For a given codeword the decoder's output at time instant is a vector of length , , . Let
We consider an additive distortion measure (4) where is bounded distortion measure
Let , , and define 
For a given decoder , the optimal encoder is clearly given by (8) which is practically implemented using trellis search algorithm such as the Viterbi algorithm [22] . Let and be the minimum distortion path sequence and the corresponding decoder output, respectively. Let denote a sequence of decoders . We are interested in evaluating the error exponent (9) where is some given distortion level, when averaging over an ensemble (described next) of .
III. LOWER BOUND ON THE ERROR EXPONENT
In the following theorem, by averaging over an ensemble of decoders sequences, we obtain a lower bound on (9). Clearly, this bound must also hold for at least one specific sequence of decoders. 
where (12) is an arbitrary joint pmf (whose marginal is not necessarily ),
is the joint pmf induced by , is the relative entropy between and , is the mutual information with respect to the joint pmf , and . Proof: See the Appendix . Theorem 3.1 actually tells that we can get arbitrarily close to the rate-distortion curve while maintaining a positive error exponent. This can be easily verified by choosing to be the pmf that achieves the rate-distortion function. However, this pmf is not necessarily the one that achieves the maximal error exponent, given by (13) Example-Binary Source With Hamming Distortion Measure: Let , , and . Let us define the random variable as (14) Let and be the pmfs of when are distributed according to and respectively, i.e.,
Using the data processing theorem for relative entropy we have (17) and thus clearly (18) where is the binary entropy function. Substituting (18) and into (13) we obtain (19) at the bottom of the page, which can be easily evaluated numerically.
IV. COMPARISON WITH THE ERROR EXPONENT FOR BLOCK SOURCE CODING
We would like to compare the lower bound on the trellis error exponent with the error exponent corresponding to block source codes for the same computational complexity. Marton [16] has shown that the best block code satisfies (20) where the code rate satisfies . For block source codes, the encoder computational complexity grows exponentially fast with exponent of , while for trellis source codes it grows exponentially fast with exponent of . For the same computational complexity exponent 1 (21) the error exponent for block source codes is given by , while for trellis source codes it is given by (22) Striving for the highest exponent we define (23) Using (22) we have that (24) 1 Note that the trellis codeword length is actually L+K 01. This is because the codeword must end with a tail of K01 zeros that reset the decoder memory.
At first glance, one might think that this leads to a reduction in the coding rate.
However, the code rate being defined as ln(size of codebook) (ln q ) divided by the length of the source input sequence (nL), there is actually no rate loss. When comparing the block code and trellis code, the penalty of using an additional K 0 1 channel in the trellis code does not matter since anyway we have that L = N. (19) for . The trellis exponent is superior to the block exponent if (25) We now return to the binary example. Marton has shown [16] that (26) where is the solution to the equation (27) where (28) Without loss of generality, assume that (29) where (30) We now derive an explicit expression for the lower bound on (25) . Substituting (29) 
Using (43) we obtain that for (44) Thus, for small enough , i.e, for rates close to , the trellis exponent is superior to the block exponent. Fortunately, keeping in mind that we are interested in achieving maximum possible compression, the region where is very close to is of the most interest. For , we have that , and we can approximate the bound in (42) by (45) Table I , we have numerically calculated the lower bound on (25) for . The number in the brackets is the approximation of the lower bound calculated according to (45). We can see that the approximation is very accurate.
For coding rates that are more remote from , the lower bound on the trellis exponent was not always found larger than the block exponent. We conjecture that this should be attributed to the possibility that the bound may be loose for these rates, rather than to the possibility that the real trellis exponent is inferior to the block exponent.
Essentially, we showed that for small , the trellis exponent scales linearly with , whereas the block exponent is quadratic in , so when vanishes, the ratio between them grows without bound. This was done for the binary case which is just an example, but the natural question that arises is whether this behavior applies more generally than in the binary case. It is not difficult to show that the answer is affirmative provided that the minimizer of s.t. is always close to (in the variational distance sense) for small , because then the divergence will be quadratic in , similarly as in the binary example. However, it is not always true that minimizing is close to even if is very small. A problematic case may arise when , as a functional of for fixed , has local maxima which are not global maxima [1] . If is such a local maximum, then the minimizer of might be far away from and the above technique does not apply.
For a source and a distortion measure which meets the Shannon lower bound (SLB) [2] , the above-mentioned local maximum problem does not exist, and so, our analysis for the binary example can essentially be extended. To demonstrate this, consider, for simplicity, the special case where and where is a difference distortion measure, i.e., for a well-defined subtraction between members of . Then, the SLB is given by ( is the entropy corresponding to )
where the function is defined as (47) with being a random variable that takes all values of differences between members of . Now, since we are assuming that the SLB is tight for , inequality (46) becomes an equality for . Thus,
Since is a concave functional of it has only one local maximum which is also the global maximum. For most sources, being within close to , also indicates that the distance between and is also proportional to (this can be checked for a specific source by calculating the partial derivatives of for ). Examples for such sources are all finite-alphabet nonuniformly distributed sources with the Hamming distortion measure [2] , note however, that for those sources the SLB is usually tight only below some distortion level.
V. CONCLUDING REMARKS AND FUTURE RESEARCH DIRECTIONS
In this paper, we developed a lower bound on the trellis source coding error exponent. For binary sources with Hamming distortion measure, for rates close to the rate-distortion curve, and for the same computational complexity, we showed the bound to be superior to the block source-coding error exponent. This result can also be extended to sources with distortion measures for which the SLB is tight, e.g., all finite-alphabet nonuniformly distributed sources with the Hamming distortion measure and for small values of distortion. An interesting future research direction would be to look into tightness of the trellis error exponent bound. This may be done by exploring more powerful bounding techniques and perhaps also devise upper bounds to the trellis exponent.
We use the following random coding argument due to Viterbi and Omura [21] . For an arbitrarily chosen conditional pmf . As for the first term of (A17), using Chernoff bound [3] we get (A18) (A19) Equation (A18) is due to the fact that are independent and identically distributed (i.i.d.). Using the following result 2 from large deviation theory [4] (A20)
we have that As for the second term of (A17), taking and using Markov's inequality, we have (A24) Let be the probability that merges with the all-zero state path at node and remains merged for exactly branches. Using the results of Viterbi and Omura [21] , we have In [21] , is upper-bounded by a function of a free parameter which must satisfy , where is the constant defined in Theorem 3. This concludes the proof.
