In a distributed database system the partitioning and allocation of the database over the processor nodes of the network can be a critical aspect of the database design effort. In this paper we develop and evaluate algorithms that perform this task in a computationally feasible manner. The network we consider is characterized by a relatively high communication bandwidth, considering the processing and input output capacities in its processors. Such a balance is typical if the processors are connected via busses or local networks. The common constraint that transactions have a specific root node no longer exists, so that there are more distribution choices. However, a poor distribution leads to less efficient computation, higher costs, and higher loads in the nodes or in the communication network so that the system may not be able to handle the required set of transactions.
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To copy otherwise, or to republish, requires a fee and/or specific permission. -D. Sac& and G. Wiederhold design effort. In networks that have only a limited communication capability, local processing of transactions dominates. When a system using a network of processors has a high communication bandwidth, a high shared utilization of its processors becomes possible. A cluster of processors can also provide high reliability and availability, this aspect is presented in [21] . To the user, the cluster appears as if it were a high-quality centralized processor. The shared database should be partitioned so that the system throughput is maximal. The partitioning of the database has to be such that the transactions using the database are executed efficiently, while the capacity constraints of all the processors and limits of the communication network are observed. A poor partitioning of the database can lead to higher processing costs in the nodes or to greater demands on the communication network, so that the system may not be able to handle the required set of transactions.
We are investigating, in this context, the optimal nonredundant partitioning of databases in a system where a number of processors are clustered and connected via a high-capacity network. Given is a set of source relations of the database and their attributes and a set of transactions which are to be executed during some period of interest. A transaction performs operations on some subset of the database.
The database resides on multiple processors which are connected using a dense and reliable communication network. The contents of the database are assigned to the processor nodes. Associated with every transaction is an initial network node. Since the user is not connected to any prespecified node, the initial network node is to be assigned as part of the design.
The capacity limits of each of the processors may be given in terms of processor cycle capacity and IO-block move capacity per unit time. The capacity limit of the network is given in terms of aggregate block transfer capacity per unit time. The demands of the transactions are then given using the same measures.
We model the content of the database as a collection of relations. The given conceptual relations may be too large to be effectively assigned to single processors. We initially consider how the relations can be fragmented, and then allocate those fragments to the processor nodes. In the designed database, each transaction accesses some subset of the tuples and the attributes of each original relation. In order to complete transactions that do not find all their data on the same processor, a scheduling algorithm is invoked which optimizes the processing over the network. We do not investigate this scheduling algorithm, but simply assume that it exists, and that we can use it in order to obtain the costs for the execution of a given transaction over a proposed database allocation for some specified but fictitious processor network.
In Section 2 of this paper we discuss previous and related work on this topic. In Section 3 we formulate our problem precisely, and then study the intrinsic complexity of the problem in Section 4. Section 5 develops the heuristic greedy with first-fit (GFF) algorithms that we propose, and proves statements about their behavior. In Section 6 we present alternate computations for the estimation of the benefits which drive the greedy selection algorithm. Section 7 contains a model and reports on some experimental evaluations. The conclusions we draw from this work are presented in Section 8. 
OVERVIEW OF THE DATABASE PARTITIONING AND ALLOCATION PROBLEM
Comprehensive software for distributed database systems has been only recently introduced, and only a few systems using a flexible allocation strategy are in operation. As a consequence, the problem of partitioning and allocating databases in a network of computers has not been the subject of many studies. In fact, most of the available literature is related to problems of allocating files [2, 5, 9, 201 or to the problem of vertically partitioning and clustering attributes within a single file [12- 141. An excellent overview is presented in [8] .
The problem of partitioning databases both horizontally and vertically into subrelations or fragments, and of allocating the fragments obtained in a network of computers, has been studied only recently in [l] and [4] . In [l] , several algorithms have been proposed to solve this problem in the case of unlimited capacities of processors. The case with limited capacities has been studied in [4] by considering horizontal partitioning of databases only. We note that in [4] a set of possible alternative horizontal partitions of the relations are considered as the input of the problem, and the optimal partition is given as a solution of the problem together with the allocation. This approach cannot be extended to vertical partitioning because of the large number of possible vertical partitions of a relation.
In the analyses cited, including the ones cuncerned with the file allocation problem, it has always been supposed that the starting point of every transaction is given as input of the problem, so that every transaction is assigned to a predefined processor. This assumption is very reasonable in many cases. However, in the case of clustered processors, in which the transaction may start from any processor, this assumption cannot be accepted, since the optimal allocation of the transaction becomes as important as the allocation of the relations fragments. We point out that any attempt to adapt the algorithms proposed in the literature to this extension leads to useless results. For instance, if we try to use some of the algorithms prescribed in [l] for the database partitioning and allocation problem in a cluster of processors, we obtain the trivial solution that all relations are allocated in only one processor. Nevertheless, by starting from the results obtained in sume of the previous work, we shall propose algorithms for the solution of the problem of partitioning in a cluster of processors.
FORMULATION OF THE DATABASE PARTITIONING PROBLEM

The General Database Partitioning Problem
We investigate the optimal nonredundant partitioning and allocation of a database in a cluster of processes. Given that P = {P,, . . . , Pp) is a small set of processor nodes of a densely and reliably interconnected network. Associated with every processor Pi of P is the input-output capacity C1i, expressed in terms of the maximum number of blocks that can be processed, and the processsor capacity CCi, expressed in terms of the maximum number of cycles of the processor. Furthermore, associated with each pair of processors (Pi, Pi) is the communication capacity CMi, expressed in terms of the maximum volume of messages that can be transmitted between the two processors.
.
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We also have a set of source relations R = (Ri, . . . , R,]. We denote the set of attributes of each relation Ri of R by Ai. We can split the relations into fragments for allocation to processors in order to satisfy the capacity constraints of those processors.
Replication and Vertical and Horizontal Partitioning
Traditional terminology in allocation for distributed systems uses the notions of replication and of vertical and horizontal partitioning. Vertical partitioning allocates columns of a relation over distinct nodes. Horizontal partitioning allocates rows of a relation over distinct nodes. A partition of a relation may be referred to as a fragment of a relation. In this analysis we do not consider replication of relations, since in this particular architecture all data are already kept in duplicate on each component processor to provide reliability and availability [21] . Note that tuple identifiers (TIDs) will be further replicated as a byproduct of vertical partitioning.
Horizontal partitioning.
A horizontal partitioning of a relation Ri in R is a set of relation fragments fh(Ri) = (Ri, . . . , Ri,j such that all tuples are complete and represented only once:
(i) for all Riq in fh(Ri), Aiq = Ai; (ii) for all tuples t in Ri there is exactly one fragment in fh(Ri) that contains t; (iii) for all Riq in fh(Ri) and for all tuples t of R,, Ri contains t.
The specification of a horizontal partitioning of a relation Ri is given by providing predicate expressions on some attribute of Ai. Each predicate specifies a candidate partitioning into two or more horizontal fragments. The total number of such horizontal fragments for one relation Ri is equal to the product of the candidate partition cardinality for each attribute that provides a candidate partitioning rule.
For example, during a preanalysis phase, an employee relation which may be partitioned into four geographic and three age categories will be submitted to this analysis as twelve distinct relation fragments. A postanalysis phase may combine any relation fragments of the same source relation which were allocated to the same node.
Vertical partitioning.
If different subsets of attributes of one relation are mainly seen at one node it may be desirable to partition the relations vertically. A vertical partitioning of a relation Ri in R is a set of relation fragments fv(Ri) = if&,, . * * 3 Ri,] such that all attributes are represented only once and all fragments have tuples corresponding to each of the source relation tuples:
(ii) for all R+ Rig in fu(Ri)y AiP n Aiq = 0; (iii) for all Riq in fu(Ri), there is a bisection P from the tuples of Riq to the tuples of Ri for which a tuple t of R, is equal to the projection of 'P(t) on Ag* More than one vertical partitioning can be defined in this manner by defining different subsets of Ai.
Notice that although our analysis does not consider replication of relations, the tuple identifiers (TIDs) [6] will be replicated as a by-product of a vertical partitioning.
The database management system has the responsibility of managing the TIDs properly. If a relation is vertically partitioned into a number of fragments, and a tuple is inserted into the relation, all fragments must be updated with the TID and its assigned fields, even if all the fields in a fragment are null.
Fragments. By combining vertical and horizontal partitioning, we can associate to any relation Ri of R a set of fragments F(Ri) = (Fix, . . . , Fi,,]; obtained by letting F(Ri) = fu(fh(Ri)). Note thatfh(fu(Ri)) leads to a less general, but perhaps easier to manage, partitioning.
Given a set of fragments F(Ri) for all Ri in R, we denote by F = (Fl, . . . , FfJ a set of fragments such that
Since we may define several different fragmentations of any relation Ri in R (for instance, by choosing different subsets of Ai for the vertical partitioning or by providing different predicate expressions on some attribute Of Ai for horizontal partitioning), there could be several sets of fragments F associated with R. In Section 3.2 we present conditions for an appropriate fragmentation.
Transactions. A set of transactions T = (T1, . . . , T,) performs some operations on R (or on F if we refer to a set of fragments of R). Each transaction Z'i of T is executed during some period of interest with frequency qi and performs operations opi on some subset Xi of R (or F). In general, a transaction Ti in T will access only some rows and some columns of each relation (or fragment) Xij in Xi; thus it performs operations on a fragment of X5 only. Associated with each transaction Ti in T is an initial network node P,, which is not prespecified but is to be assigned as part of the design.
Allocation. Given the set of transactions T and a suitable set of fragments F, let 0 = T U F be the set of objects to be allocated on the network. Furthermore, given a set of fictitious processor nodes N = (NI, . . . , NJ, where N does not necessarily equal P, an allocation of 0 to N, denoted by LN(O), is a mapping of 0 into N. In the case where N = P, the allocation Lp(0) represents a possible real allocation of the objects (fragments and transactions) to the processors P of the network.
Objective
The objective of this analysis is to find an allocation design Lp for the set of fragments F and the set of transaction T, so that the aggregate cost function is minimized, while the capacity constraints (CI, CC, CM] are observed, where CI = (GYi, . . . , C&J, CC = { CCi, . . . , CC,), and CM = {CM,, , . . . , CM,,). The elements of the cost are the load parameters as produced at execution time by a transaction optimizer as part of its planning. The analysis model is limited by the capability of the optimizer, as it should be: no design will be produced that employs a transaction processing strategy that will not be generated by the optimizer. In order to evaluate the cost of processing some allocation, we invoke at design time the program that, at execution time, is used for the optimization of transaction execution. Processing cost estimates are produced by a transaction optimizer (like the optimzer in System R* [23] ) prior to execution of the transactions. Such a program determines the total cost for each transaction Ti in T and, in the process, computes the execution load components. We assume that these load values are scaled relative to each other, just as required for the internal decision-making of the optimizer. This optimizer is the basis for the cost evaluator used to design a specific database allocation. How the optimizer is used to provide the cost evaluation function is explained in Section 6.
The sum of the costs of all individually optimized transactions for one proposed allocation is the measure of the goodness of that allocation. We do not compute, however, the costs for all or many possible allocations over the network of available processors and then select the best alternative. Rather, we use the transaction-optimizing program to provide us with the component costs for a fictitious network of fragments and use these values to direct us step-by-step to the desired solution.
For generality, in our model we refer to a cost evaluation function Cef, which is formally a mapping and is defined as follows: Given a set F of fragments of R, a set N of nodes (not necessarily equal to P), the set of objects 0 = T U F, and an allocation LN(0), Cef(LN (0)) is the triple (vi, vc, vm), where
. . , ui,), and uii is the load in terms of the number of block accesses required in the node Ni. (ii) vc = {ml, . . . , ucn), and uci is the load in terms of the number of processor cycles consumed by the node Ni. (iii) vm = (umu ] 1 5 i, j 5 n], and umi,j is the load due to the message traffic generated between the nodes Ni and Nj or, more generally, to the communication cost between the two nodes.
Notice that vi, vc, vm represent the costs necessary to execute the transactions in T on the fictitious network of nodes N.
Objective function. The problem of database partitioning in a cluster of processors is the following:
The DBPCP problem ouer relations. Let R be a set of relations, T a set of transactions, P a set of p processors, and Cef a cost evaluation function. Find a set F of fragments of R and an allocation Lp(0), where 0 = T U F, such that the cost subject to j1 (Uii + UCi) + 5 a? Umij is minimum, i=2 j=l (i) Vii 5 C1i for all Pi in P, (ii) UCi I CCi for all Pi in P, (iii) umij 5 CMi for all Pi, Pj in P, where (vi, vc, vm) = Cef (Lp(0)).
We note that this problem is different from the database partitioning problems treated in the literature (see, for instance, [l] and [4] the initial network node of each transaction is not predefined. This means that we cannot neglect the capacity constraint, as it was assumed in previous papers, because if we do we would find a trivial solution, that is, one allocating all transactions and relations in only one processor. We discuss differences in allocation heuristics further in Section 5.1.
A reviewer has pointed out, correctly, that these optimizations do not optimize response times. It is clear that specific transaction response constraints have to be considered prior to aggregate optimization [22; Fig. 7 -271. Such constraints can be satisfied by combining fragments and transactions prior to application of the optimization procedure. The ability in this architecture to allocate transactions to any node should provide a better balance of response times than seen in systems where transactions are bound to an entry node. Priority transactions might be handled by binding them to a node with a low utilization, reflected by reduced load constraints. Since these decisions precede the aggregate optimization process, we can now continue with the methods specifically addressed in this paper.
The Database Partitioning Problem with a Defined Set of Fragments
We note that the DBPCP problem considers any possible fragmentation of the relations in R. If we assume that a set F of fragments is given, a variant of the DBPCP problem is the following.
The DBPCP problem over fragments. Let F be a set of fragments of a given set of relations R. Let T be a set of transactions, P a set of p processors, and Cef a cost evaluation function. Find an allocation Lp(O), where 0 = T U F, such that ii (Vii + VCi) + 5 '$ vrnij is minimum, i=2 j-l subject to constraints (i), (ii), and (iii) of the DBPCP problem over relations.
We note that in general the solution of this second problem is not a solution of the general problem. However, if the initial set of fragments contains units of allocation (i.e., elementary objects of allocation that cannot be further fragmented), then the solution of the DBPCP problem over a set of predefined fragments is also the solution of the DBPCP problem over relations.
This means that since the transactions cannot be fragmented, we have to find an initial set F of fragments such that each fragment in F will not be further partitioned but only (eventually) combined.
In [l], a method is proposed to obtain the initial units of allocation. In particular, the elementary fragments of the relations are determined on the basis of the fragments defined by the transactions. Using the same approach, we can define the set F of elementary fragments, which we call functional elementary objects, of relations in the following way: We note that a similar definition of elementary fragments for the case of horizontal partitioning only is given in [3] . We must point out that the functional elementary objects defined above do not yet represent real units of allocations, as they are for the problem considered in [l] . Since in our problem capacity constraints have a fundamental role, it might be that a functional elementary object is further horizontally partitioned in an optimal solution of the DBPCP problem in order to respect capacity constraints, even though the object is seen as a unitary object from all transactions.
Atomic units of allocation should perhaps be fragments composed by one row and one column only. Considering the size of the input necessary to represent such extensive fragmentation, this approach cannot be proposed. We can, however, propose that any functional elementary object-which is a large fraction of the database, considering the number of available processors-should be further fragmented prior to the allocation phase.
From now on we consider as input of the DBPCP problem over fragments either a set of functional elementary objects or whatever set of fragments has been predefined by the database designer. The size of the set of fragments is polynomially bound by the size of the input of the DBPCP problem over relations. Our conjecture is that even with fewer fragments, due to the natural granularity provided by query predicates or the designer, an optimal or suboptimal solution of the DBPCP problem over these fragments is also a good suboptimal solution of the DBPCP problem over fully fragmented relations. Furthermore, since the optimal solution of both problems cannot be found in a reasonable amount of time, as we prove in the next section, the above assumption is the only one suitable to provide polynomial-time heuristic algorithms. Before concluding with the formulation of the database partitioning problems, we point out that after the solution to the problems is found, a postanalysis will recombine any fragments of the same source relations that are allocated into the same processor.
COMPLEXITY OF DATABASE PARTITIONING PROBLEMS
Problems of optimal allocation tend to be hard, even if the cost function to be minimized is simple. In our case, where the cost function has an unknown behavior for any pattern of proposed allocations, the problems appear to be harder yet.
The solution of the two database partitioning problems introduced in the previous section is strongly dependent on the cost evaluation function Cef. It is obvious that if the computation of such a function requires exponential time in the size of the relations in R and the transactions in T, we do not have any hope of finding a solution, even a suboptimal one, in a reasonable amount of time.
In this paper we suppose that the cost evaluation function computes the costs in polynomial time. This is not a strong assumption, since the transaction optimizer, invoked by the cost evaluation function, must be practical if it is to be useful during query execution. It must compute the cost of transactions in a reasonable amount of time. However, we have to point out that such a computation cannot be considered as an elementary computer operation. The transaction optimizer itself will have to execute a high number of operations, and will have to use heuristics to achieve its goal in polynomial time.
To deal with this aspect in our complexity analysis, we evaluate how many times the cost evaluator function is invoked separately from the evaluation of the number of simple operations. In Section 6 we consider how often the cost evaluator has to evoke the transaction optimizer. Note that the cost of executing the optimizer even once will vary with number of objects and nodes to be considered, and this number is initially quite large.
Despite the simplifying assumption about the polynomial complexity of the cost evaluator, the complexity of the DBPCP problem over relations is still hard. In fact, we prove not only that there is no polynomial-time algorithm to solve the problem, unless P = NP [lo] , but also that no polynomial-time algorithm is able to find a feasible solution to the problem. THEOREM 1. Finding a feasible solution of the DBPCP problem over relations is NP-hard.
PROOF. To prove the theorem it is sufficient to show that any instance of a known NP-complete problem can be transformed in polynomial time into an instance of a DBPCP problem. Let us consider the minimum cut into bounded set (MCBS) problem, which was shown to be NP-complete in [ll] . Any instance of the MCBS problem is the following:
Graph G = (V, E), weight w(e) E Z" for each e E E, specified vertices u,, ut E V, positive integer B < ] V 1, positive integer k. We associate a relation Ri of R with each node Ui of V. We assume that each relation has one row and one column only, for which no further fragmentation is possible. We associated a transaction Ti of T with each edge ci of E in such a way that Ti performs operations only on the two relations corresponding to the endpoints of the edge ei. The network is composed of two processors only, PI and P2. The components of the processors' capacity are cr, = cr, = m CC1 = CC2 = (B -1) X a + b + k CMlz = 00 wherea=(lV2(+1)X2andb=IV2(+1.
We now define the cost evaluation function, Cef, for costs due to the CPU load only-because of unlimited IO and communication capacity-in the following way: where di is the number of relations allocated in processor Pi; cs is equal to 1 if the relation R,, associated with the node u, of V, is allocated in the processor PI, and 0 otherwise; ct is equal to 1 if the relation R,, associated with the node ut of V, is allocated in the processor P2, and 0 otherwise; and -D. Sac& and G. Wiederhold m is the number of edges whose endpoints correspond to relations allocated in two different processes, for all allocations of R to P and for all Pi in P.
Let us suppose that there is a solution of the MCBS problem. It is then easily seen that there is also a feasible solution of the associated DBPCP problem. Let us now suppose that the DBPCP problem has a feasible solution. Hence, by considering CPU constraints, the relations R, and R, are allocated in two different processors. Furthermore, the quantity m defined above is less or equal to k. Hence, the MCBS problem has a solution. Finally, considering that the transformation of any instance of the MCBS problem into one instance of the DBPCP problem can obviously be done in polynomial time, finding a feasible solution of the DBPCP problem is NP-hard. Cl
Since finding an optimal solution is bound to be at least as difficult as finding a feasible solution, we can also state: THEOREM 1'. Finding an optimal solution of the DBPCP problem over relations is NP-hard.
We do not give a formal proof here, but go on to consider fragments. By considering the proof of Theorem 1, we note that the instance of the DBPCP problem over relations constructed in that proof is also an instance of the DBPCP problem over fragments. Hence, the following property also holds: PROPOSITION 1. Finding a feasible or optimal solution of the DBPCP problem over fragments is NP-hard.
From Theorem 1 and Proposition 1, we see that we cannot find a solution to the database partitioning problem, even a feasible, and not an optimal, solution, in a reasonable amount of time without using heuristic procedures.
Feasible and Optimal Solutions
We conjecture that the capacity constraints in practical systems are not overly restrictive. Requirements in terms of system response times prohibit designs that are close to their capacity limits. Then, many feasible solutions exist. With reasonable heuristics one of the feasible, although suboptimal, solutions should be found in polynomial time.
There is unfortunately no way to tell initially if there exists any feasible solution. Use of an arbitrary heuristic, say a random allocation of transactions and relations over the processor nodes Pi E P, might yield a solution; but, if this procedure does not yield a solution, we cannot tell if this failure occurred because there is no feasible solution or because we were unlucky.
A good initial heuristic is required to minimize the probability of not finding a feasible solution. Experience with databases tells us that the choice between poor strategies and good strategies can easily make a difference by a factor of 100 in performance. With an arbitrary heuristic, the probability of failure is quite high. Feasible and optimal solutions share the same characteristic: allocation should generate a low demand on the available capacity.
In the next sections we give heuristic algorithms for the solution of the DBPCP problem, based on the greedy method [16] and on the first-fit algorithm [18] .
Since a feasible solution of the DBPCP problem over fragments is also a feasible solution of the DBPCP problem over relations, and since starting from a predefined set of elementary fragments is a more suitable way to provide heuristic algorithms, we consider the DBPCP problem over fragments only.
HElJRlSTlC ALGORITHMS FOR THE DBPCP PROBLEM OVER FRAGMENTS
To find a solution to the DBPCP problem, we considered heuristic algorithms based on the greedy method, on branch-and-bound strategies, and on algorithms used for bin-packing.
We developed an approach, GFF, which combines the greedy method and first-fit bin-packing in a novel manner.
The Greedy and the First-Fit Algorithms
Our task is to select fragments from a large set of fragments and allocate them to the processors. Fragments should be combined if this leads to great benefits in terms of reduction of communication, IO, or CPU load. Combining a transaction and a fragment into a processor leads to similar benefits. Objects (fragments and transactions) have to be placed into processor nodes subject to capacity constraints.
Greedy selection of objects. Selecting objects suggests using a greedy method; that is an algorithm that, in stages, considering two objects at a time, selects pairs of objects for allocation [16] . Here the input is the set of benefits obtained for all candidate combinations. At each stage, an optimal "local" solution is found by combining the two objects whose combination leads to the greatest benefit, that is, the greatest reduction in aggregate load. A pair, after allocation, is considered as a single, new object for the next stage of the algorithm. Such solutions may or may not lead to the optimal solution of the problem. However, most of the time such a method will result in algorithms that generate good suboptimal solutions. In our case, the greedy method reduces to the following algorithm.
We start from the set 0 of o objects (transactions and relation fragments), and we consider a set of n nodes N such that n = o -1. For all pairs of objects Oi, Oj, we consider an allocation on LN(O) such that one node Nh of N contains the combination of two objects Oi, Oj, and that each of the remaining nodes contains only one object of 0 -(0;s Oj). Let Vtij be the total cost of this allocation,
where (vi, vc, vm) = Cef (LN(0)).
We select the pair of nodes Oi, Oj for which vtu is minimum and the capacity constraints of the problem are satisfied. We then modify the set of objects 0 by replacing the object Oi, Oj with the compound object. In a further stage, we repeat the above step by considering the modified set of objects 0 and by reducing the number of nodes by one. Eventually, the algorithm stops when either the number of nodes is reduced to the number of available processors n = p or no two nodes can be combined further. If the algorithm reaches the stage where n = p, the compound objects in 0 define the final allocation of the objects in the Let US first of all show that the GFF algorithm never introduces more than p bins, where p is the number of processors. In fact, as soon as all the bins in D are not empty, the algorithm (see statement (d)) no longer merges two elementary objects into a new bin, but merges either two compound objects only or an elementary and a compound object. In other words, either two bins are combined or an item is inserted into a nonempty bin.
Nevertheless, the algorithm still uses the greedy method for selecting objects to be combined. Let us now prove that the GFF algorithm runs in polynomial time. We note that the number of calls to the cost evaluation function Cef are O(03). This cost is more critical than the effect of the factor p incurred within the algorithm. We point out in Section 6.2 that any time the evaluator executes statement (g), the cost evaluation function invokes the transaction optimizer O(t) times, where t is the number of transactions, and its own cost is a function of the number of objects addressed by the transaction.
In conclusion, considering that step (e) is actually performed O(02f) times, where f is the number of fragments, and since there is no benefit from combining two transactions, the number of calls to the optimizer is O(02ft) times.
In general, a database designer cannot afford so many calls to the optimizer. In Section 6 we show how to reduce the number of such calls.
The Case of Differing CPU Processor Capacities
Let us now consider the case of a network of processors P with differing CPU capacities (i.e., there is a set CC = (CC,, . . . , CC,) such that processors Pi, Pj of P have a CPU capacity CCi # CCj). We continue to assume that the IO capacity and the communication capacity are unlimited.
We observe that the GFF algorithm is to be changed only in statement (h), where the capacity constraints are checked. This means that the number of calls to the cost evaluator function remains unchanged. We prove that in this case also the GFF algorithm runs in polynomial time. PROPOSITION 3. The GFF algorithm for differing capacity processors runs in O(03p log p) time.
PROOF. We modify statement (h) of the GFF algorithm, from the previous section, by checking whether the CPU constraints are satisfied, in the following way.
Let us consider the CPU capacities CC = (CC1, . . . , CP,) of the p processors in P computed by statement (g). Considering how the algorithm works, only the nodes of the subset D of N, where d I p, contain more than one object. In other words, we are filling nodes D of N only; and only these are subject to exceeding constraint limits. Let vc' = {uci, . . . , UC; 1 be the CPU load assigned to the nodes of D.
We sort the p elements in CC in ascending order in O(p log p) time, and the elements in vc' in O(d log d) time. Then we perform the allocation step as follows: For each element UC/ in vc, taken in sorted order, we mark the first element CCj in CC, not already marked, such that UC: I CCj.
CPU constraints are satisfied if and only if the step succeeds for all elements in vc. Since this step can be easily implemented in O(p) time, the overall complexity of testing CPU constraint is O(p log p). Hence, the GFF algorithm runs in O(03p log p) time. Cl
The Case of Limited IO Processor Capacities
In this section we address the assumptions that IO and CPU capacities are limited, while communication capacity is still unlimited. The GFF algorithm is again to be changed in statement (h) only, where the capacity constraints are checked.
First of all, we note that if the IO capacity is equal for all processors, we only need to check in O(p) time whether all IO loads of the d assigned nodes are less or equal to IO capacity. We still check in O(p log p) time whether the CPU constraints are satisfied. Hence, the GFF algorithm will require O(03p log p) ttme.
Let us now suppose that the IO capacities are not equal for all processors (i.e., there is a set Cl = (Cl,, . . . , Cl,] such that the processor Pi has the IO capacity CIi).
We prove that in this case also the GFF algorithm runs in polynomial time. Let V = D U P and let E = ((Di, Pi) 1 UC,! I CCj and vi,! I C1j). The graph G is bipartite, since V can be partitioned into two sets D and P such that each edge in E joins a vertex in D with a vertex in P. A matching of G is a set E' C E such that no vertex in V is incident with more than one edge in E'. A maximum matching of G is a matching of maximum cardinality. It is easy to see that the IO and CPU constraints are satisfied if and only if the cardinality of a maximum matching of G is equal to d. In fact, the above constraints are satisfied if and only if there is an injection (d: D + P such that for all Di in D, Vii 5 C1j, and UC{ 5 CCj, where j = 'P(i). In [15] an algorithm that computes the maximum matching of a bipartite graph which runs in O( 1 V1512) time is presented. This translates in our case to O(p512) time. Hence, the GFF algorithm runs in 0 (03p5j2) time. Notice that maximum matching establishes the assignment of the fictitious nodes to the actual processors. El
The Case with Limited but Homogeneous Communication Capabilities
Let us now consider that the capacities of the communication network between processors are also limited. In networks that provide complete interconnection, the limits are typically determined by an aggregate capability of the network, or are equal for all p(p -1) links in the network.
The first case applies to shared bus or cable systems. If the communication capacity is limited in the aggregate to CM, the test that zi z urnG < CM can be performed in O(p2) time.
In fully interconnected networks with distinct links of equal communication capacity, the test that loads do not exceed any of the capacities between every pair of fictitious nodes can also be performed link-by-link in O(p2) time. We point out that, in practice, either situation is quite frequent. Local networks among heterogeneous nodes provide equal communication capacities. The inputoutput capacity may differ, depending on local needs. PROPOSITION 6. The GFF algorithm for the general case runs in nondeterministic time, but not in deterministic polynomial time, unless P = NP.
PROOF. The GFF algorithm runs in nondeterministic polynomial time, since all steps except the step of checking capacity constraints require (deterministic) polynomial time and since we can test capacity constraints in nondeterministic polynomial time as follows. We just guess an assignment of fictitious nodes of the subset D of nodes of N containing more than one object to the actual processors in P. Then we check in O(p*) all capacity constraints. Let us now prove that the algorithm cannot run in polynomial time unless P = NP. We show that any instance of a known NP-complete problem can be transformed into an instance of the problem of checking capacity constraints. Let us consider the subgraph isomorphism (SI) problem, which was shown to be NP-complete in [7] . An instance of the SI problem is the following:
The question is: Does G* contain a subgraph isomorphic to G', that is, a subset VG V*andasubsetEcE*suchthat ] VI = ] V'I, ]E] = ]E'],andthereisa bijection Cp: V + V1 for which the edge (i, j) is in E if and only if ('P(i), P(j)) is in E'?
We associate a fictitious node Di of D with each vertex i of V' and a processor node Pj of P with each vertex j of V*. Furthermore, for each edge (i, j) in E' the communication load vmQ between the two fictitious nodes Di and Dj is equated to 1, while all communication loads that do not correspond to any edge in E' are equated to 0. Similarly, for each edge (i, i) in E* the communication capacity CMQ between the two fictitious processors Pi and Pj is equated to 1, while all capacities that do not correspond to any edge in E* are equated to 0.
Finally, we suppose that the IO and CPU capacities of all processors are unlimited; that is, they can support any IO and CPU loads for which, as far as they are concerned, any fictitious node could be assigned to any processor. Hence, only communication constraints must be respected. It is easily seen that such constraints are satisfied if and only if the graph G1 (corresponding to D) is isomorphic to a subgraph of G* (corresponding to P). Since the transformation of any instance of the SI problem to an instance of the problem of testing the communication capacities can obviously be done in polynomial time, we have proven that the GFF algorithm cannot run in polynomial time unless P=NP. 0
Conclusion
We have shown that the proposed GFF algorithm runs in all but the most general case in O(03ps'*) time. The general case where the algorithm does not appear to run in polynomial time occurs when the network is not homogeneous. Such networks, having links of unequal capacity or, more likely, absent links between processor pairs are common in long-haul networks. These are not the type of networks that are addressed in our analysis, since for these networks the initial assumption that the entry point for the transaction can be assigned arbitrarily is highly unlikely.
We also note that typically the set of candidate fragments and transactions o >> p, so that the cost of all cases 0(0~p~/~) z O(03). We point out that the calls to the cost evaluation function are O(03) in all cases. We still have to consider the complexity of the unit cost for an evaluation, since step (g) in the algorithm requires use of the optimizer.
TECHNIQUES FOR GREEDY SELECTION
During the selection of a fragment pair for allocation, we evaluate a cost evaluation function Cef. The results, in Section 5, give the order of complexity for the invocation of the cost evaluation function. We now consider the complexity of candidate cost evaluation functions themselves.
Cost Estimation Using the Optimizer
In order to obtain cost estimates, the cost evaluation function invokes the transaction optimizer with a proposed design. The result is the execution load of a given transaction.
We build a cost estimator by invoking the transaction optimizer, such as the one used in System R*, once for each transaction, and by letting the sum of costs of the individual transactions be the cost estimate.
The proposed design can contain n < o fictitious processor nodes N. The knowledge available to the cost estimator for a specific design proposed by the allocation program is One call to the optimizer will return an execution load for one Ti E T. This load is aggregated by the cost estimator for all transactions in T in order to obtain the load (vi, vc, vm) for the given design LN(O), where vik is the number of block accesses required for each processor Pk; vck is the number of processor cycles consumed by each processor Pk; vmkl is the volume of message traffic generated between each pair of processors pk, PI.'
The set of nodes N is a fictitious set, created only to provide a network image to the optimizer for the transactions. All objects O-fragments and transactions-are assigned to the nodes. Some of the nodes (P C N) are candidates for processing nodes. The set of all nodes contains pseudonodes to hold unassigned relation fragments and the processor nodes which have been used in an assignment. The allocation strategies reduce the subset of fictitious nodes, and alloca-tion is complete when the pseudonodes N coincide with an actual set of candidate processor nodes P.
Techniques
This section deals with the techniques for choosing the objects to be combined during the execution of the GFF algorithm, described in the previous sections. In this algorithm, and all variations of it, we drive the greedy selection of the two objects whose combination appears to give the best benefit by calling the cost evaluator function O(03) times, where o is the number of objects (transactions and fragments). We use the term dynamic to illustrate that, as the configuration changes, all previous results produced by the costs estimator may change.
The cost evaluation function is best computed by invoking the cost estimator to recompute all benefits. One execution of the cost estimator requires the optimization oft transactions, and hence that many invocations of the optimizer. Each single optimization of a transaction requires extensive computation itself, since it has to consider all fragments and nodes involved in the transaction. We believe that generally the database designer cannot afford a large number of calls to the optimizer. In order to reduce the amount of computation, we present three techniques which reduce the number of invocations of the cost estimator, and hence the optimizer, when computing the cost evaluation function. We use the terms: static, semistatic, and semidynamic to identify these techniques, as distinct from the most costly, the dynamic, technique.
The results of the cost evaluation functions are used by the first-fit allocation part of the GFF algorithm to assure that nodes are not loaded beyond their constraints. They are also used to compute the benefit matrix that drives the greedy selection part of the GFF algorithm. Any of these four techniques can be used for either part, but we assume that only one is chosen at one time. We concentrate on greedy selection in our discussions. We illustrate below the available alternatives by using pseudocode. The actual total complexity of the GFF algorithm is the product of the number of cost evaluation function calls required, as determined in Section 5, and the cost of its invocation in terms of cost estimator calls as presented here.
In all cases, the cost estimator is invoked once, and immediately, for the initial allocation of o objects to n fictitious nodes. This establishes a base load Vt" for all components (IO, CPU, and communication).
Then the cost estimator is invoked O(02) times for all possible pairs of objects to be combined. The benefit matrix BM is computed by setting the value of the benefit BMG of combining two objects Oi, Oj equal to the difference of the base load Vt" and the load after allocating Oi and Oj to the same fictitious node. After each iteration the number of objects remaining to be allocated is reduced by one.
The greedy algorithm chooses the best combination according to the values in BM and allocates it to a new node. Correspondingly, the benefit matrix must be changed by adding one new row and one new column, corresponding to the benefits for combinations involving the new combined object, while the two rows and columns corresponding to the pair of objects that were combined are dropped.
Static
In the initialization of the GFF algorithm, the loads and benefits of allocating all objects to n separated fictitious nodes are computed using the cost estimator as presented above. For all further iterations, the loads and benefits for the successive allocations are computed by modifying the original load and benefit elements without calling the cost estimator function again.
Loads are estimated for the new object, say Oij, created by combining two objects Oi, Oi, by setting its IO and CPU loads for to the sum of the values, since that is where the work will now be performed: Viij := vii + Uij, UC~ := Uci + ucj. For the communication load matrix vm, the communication loads at the intersection umij disappear, and the values associated with the old rows and old columns are computed by summing the values of the loads of the old rows and columns: Umij,* Similarly, a corrected benefit matrix of size o X (o -t'), BM, is generated by setting the value of the benefits of the combined row and column BMij,*, BM*,ij, created by combining two objects Oi, Oj, to the sum of the values in the old rows BMi**, BMj** and old columns BM*,i, BM*j. The difference t' accounts for the yet unassigned transactions. The communication benefits at the intersection BMij disappear, since they have been taken and, in effect, reduce the new total Vt. The IO and CPU benefits of the new row and column should be incremented by the values of the element at the intersection BMij. The rows and columns corresponding to the old objects are dropped.
This recomputation implements the assumption that the benefits of a coassignment of two objects are equal to the communication load Umij between the two fictitious nodes in which the two objects were allocated. The change in IO and CPU benefits due to combining fragments is null. If the benefits of IO and CPU allocations are wholly ignored, then we consider the benefits of combining nodes proportional to their intercommunication load.
After the initial calls to the cost estimator to set the benefit matrix, there are no further calls to the estimator during execution of the cost evaluating function; Cost = O(1) calls.
Semistatic
Initially, the cost estimator is invoked for the initial state as presented above. After each combination at two objects, the cost estimator is invoked in order to obtain the new loads of the fictitious nodes. The remainder of the load estimate is retained.
The benefit matrix is still estimated by BM = vm, as it was in the static case; however, its values are recomputed during each iteration using the results of the one call to the cost estimator. Reductions of IO and CPU costs for the pair are applied to the sum of all IO and CPU costs for this pair and the other objects. Hence, there are at most o calls to the estimator; Cost = O(o).
Semidynamic
Again, an initial benefit matrix is computed. As soon as the initial selection of the first two objects Oi, O(j) has been made and the new design LdO) is known, the benefit matrix BM is corrected for all directly involved object pairs. The cost estimator is invoked for the new o row elements and o -t' column elements 0 (0) times.
The benefit matrix BM is now updated as follows: The two rows BM*,i, BM*, and the two columns BMi,*, BMj,* are dropped and a new row and column is set with values found by the cost estimator. Secondary effects on elements of BM not specified above are ignored.
In each of the O(o) further iterations, the new row objects to be combined are chosen on the basis of the corrected benefit matrix, and, after each combination of two objects, the entire cost evaluator function is invoked at most 2 o times. This means that the cost estimator is invoked O(o') times; Cost = O(02).
Dynamic
Here we again use the benefit matrix BM by using Vt, which includes IO, CPU, and communication loads. In the fully dynamic technique we recompute the entire benefit matrix BM at each iteration of the greedy selection algorithm, l D. Sacca and G. Wiederhold rather than applying corrections to the directly affected rows and columns only. The cost estimator is invoked O(02) times per iteration. Now, all effects of interactions are accounted for as well; this matrix matches as precisely as the data allow the situation actually seen by the query optimizer at execution time. Now all of the benefit matrix BM is recomputed in each iteration; Cost = O(03).
The Validity of Using the Alternate Techniques
We note that in the two static cases the only cost associated with a combination of relation fragments or transaction sites is due to the communication load. This means that the optimization heuristic is driven solely by the communication load, and implies the assumption that all benefits of coassignment fragments are proportional to the communication load. This assumption is reasonable under the following conditions:
(1) The communication cost dominates, and communications are a major capacity constraint on the network, so that optimization of IO and CPU costs are secondary.
(2) The major fraction of the IO and CPU loads incurred is associated with operations that incur a data communications load as well. This is probably typically true in the initial stages of the algorithm, where every join, union, or intersection operation requires communication with another fictitious processor node. As the algorithm progresses, the fragments that had high intercommunication loads are merged into candidate processor nodes. These nodes now have a high disk IO and internal CPU loads for their joins, and the remaining communication load is relatively less important. The communication loads in this phase are probably less indicative of the potential IO and CPU load benefits of an assignment.
(3) The static technique assumes that the IO and CPU loads for two separate nodes are similar to the IO and CPU loads incurred when the nodes are combined. If the nodes contain fragments of the same relations, then more effective processing methods may be used within the new node. The semistatic scheme permits capturing of these benefits. This scheme is also appropriate if the global message traffic over the network is reorganized as the fragment distribution over the nodes changes.
Dynamic techniques permit the selection for assignment to be driven by any of the IO, CPU, and message benefits. Benefits are now measured by estimates of the difference in before-and after-costs.
(4) The semidynamic technique avoids a complete recomputation of the benefit matrix by making the assumption that recomputation of the loads for the directly affected nodes provides an adequate estimate for selecting nodes for merging in further iterations.
(5) The fully dynamic technique provides for a full recomputation of the benefit matrix at every step. If the optimizing techniques can drastically change as the node configuration and fragment assignment changes, this technique will provide the appropriate estimates.
In the section above, we find, not surprisingly, that the most economical technique in terms of computational complexity (the static approach) is also the one that has the least precise information for choosing the best candidate.
However, more economical techniques appear reasonable in the earlier stages of the iterative assignment process. During the assignment process the value of o, the number of objects to be considered for assignment changes, eventually becomes p, where p is a relatively small number compared to the initial value of o. This means that in the later stages a more complex technique can be used with a considerably smaller penalty.
We can thus suggest the following:
( then it is important to select those remaining unassigned nodes with the greatest actual IO or CPU benefits. Now the semidynamic technique is initiated so that the true IO or CPU capacity can become the driving criterion of the selection phase of our heuristic.
We note that performing the initial step of the semidynamic technique at this point is equivalent to doing one step of the fully dynamic technique.
Whether more than one fully dynamic step is needed is not simple to determine without more experience. If the transaction optimizer is apt to switch to radically different global strategies for query processing, then the full reevaluation provided by the dynamic technique may be wise. Since many transactions are quite constraining in an execution sequence, such a requirement does not appear likely. 7 . EXPERIMENTAL WORK A model for further experimental work has been designed, and a subset of that model was implemented and used to evaluate the two static techniques.
Estimation Model
The underlying model is based on the following notions: Our files are modeled by r relations R. These have been split into f fragments Fi of cardinality Si and width Wi. In order to test the schemes in the absence of an operating system, l D. Sac& and G. Wiederhold which could give estimates of transaction costs, we construct a simple model based on assumptions of typical transaction behavior. The model we propose here is not related to the actual system optimizers.
Assumptions. We recapitulate assumptions made in our model of the R* optimizer used to conceptually verify our approach. These assumptions are based on discussions with implementors of the optimizer, although the assumptions cannot reflect improvements made concurrently.
An actual design tool should use the actual optimizer to assure that database distribution designs reflect a current status of the actual system. (2) Operations between nodes involve joins, rather than union or intersection operations. The join of two fragments Fq, Fq is performed by an algorithm similar in performance to a semijoin, so that its performance in terms of IO accesses is proportional to s,logsr + sp log+ and is asymmetric in its behavior.
(3) The queries have given restriction factors rf, applied to their source relations. These are specified for each relation-fragment I participating in the relation. The factor rfi (0 < rfi < 1) is applied to each relation fragment size Si prior to estimating the join cost, SO that si = rfi X Si. The default for rfi is 1.
(4) For each join among two fragments F,, F,, a join selectivity factor $qr is specified in the query description. The size of a join result can range from the crossproduct sqs, to 0. We assume that joins are most common along 1: n connections, and that these joins generate Sj = #qr X sq X (s,/s~) = #Qr X sI tuples, where s, is the larger of (sg, s,) and sq is the other. The default is 1, but jf,, can range from sq to 0.
(5) The communication cost for a join among two fragments Fq, F, depends on the size of the join column from fragment F,, which has to be transmitted to the other node to execute the join, and the volume of data needed to create the result relation.
The volume of the single join column of fragment F,, is estimated as s, x 1. The volume of the tuples to be transmitted also depends on the size of the tuples of relation fragment F,, a,, and is estimated as cfqrb, + jfq, S&r), cfqr is 0 or 1, depending on whether (Fq and F,J reside on the same node or on distinct nodes. The assignment of the join direction between the two participating fragments Fq, F, is made by the optimizer.
(6) When relation fragments are combined, two cases might be considered: (a) Fragments come from the same source relation. When such fragments are combined, no join will take place between the fragments, although the transaction included both fragments. The size of the result is the simple sum, corresponding to a join factor of 1. The restriction factors may be averaged (they were probably equal). (b) Fragments come from distinct source relations. When such fragments are combined, a join is typical and the appropriate join factor should be applied. The restriction factors apply to both fragments and should be multiplied.
The cost of the join is higher than the cost of the union in case 1. We propose for now to treat cases (a) and (b) identically. The proper setting of join factors can be used to provide reasonable descriptions. The error introduced by averaging restriction factors is somewhat offset by not counting local join costs.
(7) The only cost associated with the transaction site is the final transfer of the final join result to the transaction node. If those are identical (a reasonable goal for an optimizer), this cost is made zero by getting cf = 0.
Input and Results. The required data are now: The term bi of vector b denotes the node to which Oi is assigned. The initial assignment is, of course, bi = i, for Fi E F.
Computations. The computation consists of an iteration to select candidates for merging and recomputation of the cost of the new configuration. Each iteration step assigns one object Oi or (initially two objects) to a processor node Pq E P and sets bi + Pq.
The optimizer, in estimating the cost, rearranges the execution sequence; combined objects are always treated together. Specifically, in order to estimate the benefits of merging, it must do the following: For all (Fi, FkJ where bi = bk it will compute However, the evaluation model does not rearrange the execution sequence as an actual optimizer might. Also, we do not directly handle transactions that use the same fragment more than once. These differences do not affect the validity of the evaluation of the GFF method.
For the static technique, described in Section 6.1, the values of the IO and CPU loads VI&, VCik are computed (without calling the optimizer or this estimation) as the sums Vii + VIk, VCi + VCk. The other techniques require that the results from the estimator be summed into load vectors VI, VC for the IO and the CPU loads, and into a cost matrix COM for the communication load. Elements for storage are determined by the assignment value bi given for each object Oi. Actually, we simplified the recomputation for the semistatic method as shown in Section 7. 
Results
A simulation was performed on the static and semistatic techniques. The simulation was written in Pascal, and executed to demonstrate the correctness and the performance of the GFF algorithm versus the greedy-only algorithm. We used only the static technique, and considered only constant IO and CPU capacity constraints, while assuming unlimited communication capacity among all processors. We also analyzed the behavior of our algorithm with respect to an exact branch-and-bound algorithm and to a greedy algorithm that does not use the first-fit strategy for allocating objects.
We tested the algorithms using five different samples of processor clusters, having 5, 10, 15, 20, and 30 nodes; for each cluster we considered three different capacity constraints. A heavy load was used to stress the algorithms, the transaction demands on the nodes were 0.62, 0.66, and 0.77 of the aggregate node capacity; the test considered fifteen cases. The greedy algorithm found a feasible solution for only two cases out of fifteen, while the GFF algorithm found a feasible solution for thirteen out of fifteen cases; the capacity constraints for the two cases left were very restrictive. The solutions found were 10 to 20 percent below the optimum.
Static versus semistatic technique. We tested the semistatic technique by slightly modifying the fifteen cases described above. We increased the aggregate load by approximately 10 percent, and, whenever two nodes were combined, we made the combined load equal to 95 percent of the sum of the two loads, in order to account for the efficiency gained by avoiding distributed processing. It turned out that while the static technique found a feasible solution for seven cases only, the semistatic technique was able to find a feasible solution for twelve out of fifteen cases. The solutions found in these cases were also 10 to 20 percent below the optimum. Our conclusion is that the fully static technique should be used only until some capacity constraints are violated.
CONCLUSION
We have addressed the problem of distributing a database over a fixed number of processors. The processors and the network connecting them have limited processing and transmission capacities. The relations of the database are fragmented to provide suitable units of allocation. The entry point of the query transactions is not constrained. The complexity of the general problem is shown to be NP-hard, so that a heuristic algorithm is called for. This algorithm should not only provide a feasible solution, but a solution that is near to optimal as well; these two criteria are related, since, without finding a low cost solution, no solution that satisfies the processor constraints may be found.
The analysis shows that the intrinsic high complexity of the partitioning problem over a distributed database can be overcome by heuristic approaches. The approaches we investigate use the query optimization program of the database management system over a hypothetically defined network in order to obtain the information needed to make design decisions. The approach of using the systems' cost-evaluation program makes the methods shown here independent of implementation assumptions. The database is fragmented prior to the analysis so that an appropriate granularity for distribution is obtained.
A new heuristic algorithm, GFF, for assigning fragments to processors is presented and analyzed. It combines a greedy algorithm for the selection of candidate fragments to be assigned with a first-fit bin-packing algorithm for the allocation of selected fragments to processor nodes.
Four alternate tactics of implementing the cost-evaluation program are considered and ranked. A strategy of beginning with a very simple estimation, but using costlier and more informative tactics as the design progresses is recommended. Experimental results are reported that verify the analytical results presented in this paper.
We believe that the GFF method will have applications in other situations in which complex design constraints arise.
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