We determine the scaling limits of Itô processes with fast nonlinear mean-reversion speed. This is a crucial building block for the analysis of portfolio choice models with small superlinear transaction costs, carried out in the companion paper of the present study [10] .
Introduction and Main Results
Motivation Superlinear trading costs play an important role in financial engineering as reducedform models for the adverse price impact generated by large trades, cf., e.g., [3, 2] as well as many more recent studies. In this context, optimal policies typically prescribe to track some "target portfolio" at a finite, absolutely-continuous rate [13, 14, 6, 8, 9, 4, 22, 16, 15] . If trading costs are quadratic, this trading speed is linear in the deviation from the target [13, 14, 22, 16] , leading to Ornstein-Uhlenbeck dynamics of the deviation in the small-cost limit. The well-known properties of this process can in turn be used to analyze the asymptotic performance of the corresponding tracking portfolios [8, 9] .
However, empirical studies suggest that actual trading costs are superlinear but also subquadratic, corresponding to the "square-root law" for price impact advocated by many practitioners [21, 5] . For such trading costs, optimal trading rates become nonlinear: compared to the quadratic case, trading slows down near the target, where costs are higher. Conversely, trading is sped up far away from the target, where costs are comparatively lower. In the limiting case where the trading costs become proportional, this leads to controls of "bang-bang type": no transactions at all inside some "no-trade region" and instantaneous reflection by trading at an "infinite rate" once its boundaries are breached [11] . The controlled deviation from the target process in turn follows a reflected diffusion process. In the small-cost limit, its study boils down to the analysis of doublyreflected Brownian motion. Whence, the asymptotic analysis of the corresponding singular tracking strategies can also be performed by appealing to well-known probabilitic results [18, 1, 8, 9 ]. This is no longer possible for the empirically most relevant transaction costs that fall between linear and quadratic. The corresponding controlled deviations then correspond to processes with nonlinear mean-reversions speeds [15, 10] . In this paper, we determine the scaling limits of such processes in the regime where the mean-reversion speed becomes large. This is a main building block for the derivation of asymptotically optimal trading strategies with small superlinear trading costs in the companion paper of the present study [10] . There, the results from the present paper are used to compute both the expected transaction costs incurred by a given tracking strategy, and its average squared displacement from the target. Trading off these two terms in an optimal manner in turn leads to the asymptotically optimal performance.
Setting Let (Ω, F, (F t ) t∈[0,T ] , P) be a filtered probability space satisfying the usual conditions. For a (small) parameter ε > 0, we consider the following family of mean-reverting stochastic differential equations (SDEs):
Here, W is a standard Brownian motion, the processes b, c, L, M are adapted and continuous and c, L, M are positive. The function g describes the nonlinear nature of the mean reversion. It is locally Lipschitz, odd and nonnegative on R + (so that X ε is indeed always steered back towards zero), and of superlinear polynomial growth at infinity:
x q > 0, for some q > 1.
(
1.2)
Its antiderivative is denoted by G(x) = x 0 g(y)dy. The processes b, c, L, M and the function g are all independent of the scaling parameter ε. In contrast, the initial value x ε 0 ∈ R may depend on ε as long as lim sup ε→0 |x ε 0 |/ε < ∞.
Interpretation In the context of portfolio optimization with small nonlinear trading costs [10] , X ε corresponds to the deviation of the frictional portfolio process from its frictionless counterpart. b and c correspond to the drift and diffusion coefficients of this target position, whereas the meanreverting part of the drift of (1.1) is the absolutely continuous control applied to steer the actual position in its direction. Up to rescaling, the asymptotic parameter ε corresponds to the size of the trading cost. As it decreases, the mean-reversion becomes faster and faster and the frictional positions eventually converge to their frictionless counterparts. In order to determine asymptotically optimal portfolios, the average squared values of the deviations (1.1) need to be traded off against the corresponding trading costs (a nonlinear functional of the control that is applied). In the present paper, we develop limit theorems that allow, in particular, to compute both of these terms in closed form at the leading-order for small ε.
Results We first establish that the SDE (1.1) is well posed despite the superlinear growth of its drift rate at infinity; for better readability, the proof of this result is deferred to Section 3: Proposition 1.1. For each ε > 0, and x ε 0 ∈ R, there exists a unique strong solution of the SDE (1.1).
In order to formulate our scaling limits for the quickly mean-reverting processes (1.1), we fix a function f : R → R + that is even, nondecreasing, and satisfies the following polynomial growth condition:
|f (x)| C f (|x| q ′ + 1), for some q ′ 0 and some C f > 0. (1.3) We can now formulate our first scaling limit, whose proof is delegated to Section 4. Since this first result only asserts convergence in probability, it does not require any integrability assumptions on the primitives of the SDE (1.1): Theorem 1.2. Let (H t ) t∈[0,T ] and (K t ) t∈[0,T ] be nonnegative, continuous, adapted processes. Then, as ε → 0, the following limit holds uniformly in probability: The intuition for the limit (1.4) is the following. As the mean-reversion speed of the processes (1.1) becomes faster and faster, one can essentially treat the "slow" processes H, K, b, c, L, M as constant on each time step in a fine partition of [0, T ]. In contrast, the rescaled process X ε /ε converges to a mean-reverting one-dimensional diffusion on each of these infinitesimal intervals. The limit (1.4) asserts that, as ε → 0, one can replace X ε /ε in the integrand by an integral with respect to the stationary distribution of this limiting process, which is given in terms of its normalized and rescaled speed measure. 1 Results similar to Theorem 1.2 have been developed under abstract assumptions and verified for the simplest case of linear mean-reversion speeds in [9, Section 3.2] . Here, we extend this to the nonlinear trading speeds arising naturally in the context of square-root price impact and show that convergence in probability remains valid under minimal assumptions also in this case.
Our second main result provides conditions under which this limit theorem can be lifted to convergence in expectation. (For better readability, the proof is once more delegated to Section 4.) This is needed to study the small-cost asymptotics of expected utility maximization problems rather than the pathwise, quadratic criteria of [8] . Unlike for singularly-or impulse-controlled deviations (where integrability is inherited directly from the corresponding trading boundaries [1, 12, 17] ), this necessitates further delicate estimates that require the following integrability assumptions on the processes b, c, L, M, K, L appearing in the SDE for X ε and the scaling limit (1.4): 2
Assumption 2. Fix p 1. There exists η > 0 such that
We now turn to our second main result, which is the main tool for the analysis of asymptotically optimal trading strategies with nonlinear trading costs in the companion paper of the present study [10] : Theorem 1.3. Suppose that Assumptions 1 and 2 are satisfied for some p 1. Then the scaling limit (1.4) also holds in S p ([0, T ]). 3 The remainder of this article is organized as follows. Section 2 describes a localization argument that allows to reduce the analysis to the case of bounded coefficients. This makes heavy use of a uniform integrability result (Lemma A.2) established in Appendix A. Section 3 contains the proof of Proposition 1.1 and introduces the fundamental time and measure changes used throughout the rest of the paper. Section 4 contains the proof of our main result, Theorem 1.3; due to the localization argument from Section 2, the proof of Theorem 1.2 turns out to be a simple corollary. The proof of Theorem 1.3 is rather delicate. First, in Section 4.1 we establish a local scaling limit on a small interval. This combines sandwiching and approximation arguments with ergodic theory for one-dimensional diffusions. A key difficulty for the ergodic result in Lemma 4.3 is that the diffusions under consideration also depend on the time horizon (via the small parameter ε). In a second step, we concatenate the local limit theorems to a global limit theorem in Section 4.2. Appendix A contains the already mentioned result on uniform integrability. Appendix B proves a maximal inequality in the spirit of Peskir [23] necessary for the concatenation argument. Appendix C establishes some comparison and existence results for SDEs, and Appendix D concludes with some other auxiliary results.
Reduction to Bounded Coefficients
In this section, we show why -up to the results on uniform integrability in Appendix A -it suffices to establish all results for the case of bounded coefficients. For fixed κ ∈ (0, 1), define the stopping time τ κ by
Note that the stopping times τ κ are non-increasing in κ, and for every ω outside of a null set, there is a κ(ω) > 0 such that τ κ = T for 0 < κ κ(ω), by continuity of b, c, H, K, L, M and positivity of c, L, M . This in turn implies that lim
For Υ ∈ {b, c, H, K, L, M, }, introduce the stopped processes
and consider for fixed ε > 0 the corresponding SDE
Note that the SDE for X ε,κ coincides with the SDE (1.1) for X ε on 0, τ κ .
3 S p ([0, T ]) denotes the set of càdlàg adapted processes whose running supremum on [0, T ] has finite absolute p-th
. Assumption 2 guarantees that the limit in Theorem 1.3 is finite, cf. Lemma D.6. Now suppose that Proposition 1.1 as well as Theorems 1.2 and 1.3 have been established for X ε,κ , H κ , and K κ for each fixed κ ∈ (0, 1). Then Proposition 1.1 for X ε follows from (2.2) and pathwise uniqueness of strong solutions. In particular, we have
Next, to establish Theorem 1.2 for X ε , set 3 Proof of Proposition 1.1
In this section, we establish that the SDE (1.1) has a unique strong solution on [0, T ] for each fixed ε > 0 and x ε 0 ∈ R given that Assumption 1 is satisfied. By the localization argument from Section 2, this assumption is without loss of generality in the context of Proposition 1.1. 4 First, note that it suffices to show that the SDE (1.1) has a unique strong solution after a bijective time change, after which the SDE has constant volatility. To this end, for fixed ε > 0, set
and make the following standard observation:
Lemma 3.1. For each ε > 0, the family of stopping times (indexed by ξ)
is strictly increasing in ξ on 0, ξ ε , forms a stochastic time change, and satisfies u ε ξ ε = T . Moreover, ξ → u ε ξ is differentiable with derivative ε 2 /c u ε ξ on 0, ξ ε .
We proceed to define a time-changed Brownian motion. Set
This is a P-Brownian motion, stopped at ξ ε , relative to the filtration
By Lemma 3.1 and Itô's formula, it suffices to show that the process ( X ε ξ ) ξ 0 , defined by
is the unique strong solution of the SDE
Next, observe that it suffices to show that the SDE (3.4) has a unique strong solution on 0, ξ ε (after ξ ε , X ε is trivially constant) under a measure Q that is equivalent to P on F T = G ξ ε . Set 5) so that the first part of the drift of (3.4) is absorbed by the corresponding change of measure. (Note that Q is well defined by Novikov's condition in view of Assumption 1.) By Girsanov's Theorem,
in turn is a Q-Brownian motion, stopped at ξ ε , relative to the filtration G ε . Thus, it suffices to show that there is unique strong solution of
This is established in the following result:
Proposition 3.2. Suppose Assumption 1 is satisfied. Then for each ε > 0, there is a unique strong solution X ε of the SDE (3.7). Moreover, for all k > 1 and t ∈ R + ,
Proof. For n ∈ N, define the bounded function
and consider the same SDE as above but with truncated drift:
The function g (n) is Lipschitz continuous with Lipschitz constant K n (because g is locally Lipschitz and {g n} is compact). As a consequence, the (random) function f :
The random variable K = K n sup t∈[0,T ] L t M t is almost surely finite by continuity of L and M on [0, T ]. Hence, [24, Theorem V.7] shows that there exists a unique strong solution of the truncated SDE (3.9). Define the stopping time
where g −1 (n) = inf{x > 0 : g(x) > n}. On 0, ξ ε,n , the processes X ε and X ε,n satisfy the same SDE with the same initial condition and are therefore indistinguishable. The squared truncated process ( X ε,n
By Lévy's characterisation of Brownian motion (cf. [20, Theorem 3.3.16] ), the process
is a Q-Brownian motion, stopped at time ξ ε . Moreover, x → xg (n) (x) is an even function. Therefore, we can rewrite the dynamics of the squared truncated process as
Let Y ε,n be the unique strong solution of
This process is -for each n -the square of a 1-dimensional Bessel process started at (x ε 0 ) 2 /ε 2 and stopped at time ξ ε (cf. [25, Definition XI.1.1]). In particular, it is a submartingale that has finite moments at all bounded stopping times -independent of n; see [25, Chapter XI] . The comparison theorem for SDEs in the form of Lemma C.1 yields
, for all ξ ∈ R + = 1.
Hence, for y > 0 and n ∈ N, by the definition of ξ ε,n , the above comparison argument, and Doob's maximal inequality applied to the non-negative submartingale Y ε,n , we obtain
where BES1(y) denotes the expectation at time y of the square of a 1-dimensional Bessel process started at (x ε 0 ) 2 /ε 2 . Letting n → ∞ and using that lim n→∞ g −1 (n) = ∞ shows that for arbitrary
Therefore, the solution of (3.7) exists Q-a.s. on R + and in particular, on 0, ξ ε . The solution on R + is unique as it coincides Q-a.s. with all the solutions on the smaller interval 0, ξ ε,n . These solutions are unique by global existence and uniqueness for functionally Lipschitz SDEs [24, Theorem V.7] . The second part of the assertion follows by a similar argument. Here, we compare ( X ε ) 2 to the unique strong solution of the SDE
is a Q-Brownian motion stopped at ξ ε . We then use Doob's maximal inequality and that the square of the 1-dimensional Bessel process is a submartingale and has finite moments all orders at all finite times [25, Chapter XI] . This in turn yields (3.8) and thereby completes the proof.
Proofs of Theorems 1.2 and 1.3 for Bounded Coefficients
We now turn to the proof of our main results, Theorems 1.2 and 1.3. By the localization argument from Section 2, we can and will assume throughout without loss of generality that there is κ ∈ (0, 1) such that
Under Assumption (4.1), Assumptions 1 and 2 are trivially satisfied. Thus we can appeal to the results from the appendices for processes with such bounded coefficients and, after this localization, Theorem 1.2 is simply a corollary of Theorem 1.3 because S p convergence implies uniform convergence in probability. In order to prove Theorem 1.2 for general coefficients, it therefore remains to establish Theorem 1.3 with bounded coefficients as in (4.1). To complete the proof of Theorem 1.3 for general coefficients, it additionally remains to establish Lemma A.2 to ensure the uniform integrability required for the localization argument from Section 2.
Local estimation
We start by estimating the integral on the left-hand side of (1.4) "locally", i.e., on the intervals [t, t + ε 3 2 ] for t ∈ [0, T ) and ε > 0 sufficiently small. More precisely, we study the limit of the normalised integral
To this end, we proceed in three steps. First, we rescale and time change the process X ε as in Section 3 and also use some stopping arguments to bound the integral (4.2) from above and from below by expressions only involving the rescaled and time-changed process X ε from (3.3) and F tmeasurable random variables. In a second step we approximate those F t -measurable random variables by elementary random variables. In a final step, we use ergodic theorems for one-dimensional diffusions to compute the "local limits" (4.2).
Step 1: Stopping and time change. In order to keep the "slowly-varying" processes c, H, K, L, and M in a small interval around their values at time t, we define for fixed ε ∈ (0, (
By uniform continuity of c, H, K, L, M on [0, T ], there exists a random variable ε δ > 0 (which is independent of t) such that, for ε ∈ (0, (
on {0 < ε ε δ }.
It follows that for ε ∈ (0, (
We proceed to study the integral on the right-hand side of (4.4). To this end, we pass to timechanged quantities as in Section 3, with the difference that we start time at t. So set
Here, ξ ε t and ξ is the family of stopping times introduced in Lemma 3.1, shifted to start at the time change of t, and X ε,t denotes the rescaled and time-changed process X ε restarted at the time change of t. Note that for ε ∈ (0, (
Hence, even though ε
with positive probability, it is always smaller or equal than the remaining time to the time horizon ξ ε t after the time change. By considering X ε,t on the interval [0, ξ ε,δ t ], we can now separate the quickly-oscillating displacement from the other, more slowly-varying processes in the estimation:
Proof. On {0 < ε ε δ }, (4.4) and the time change s = u
Now, (4.7) follows by using that, by definition of τ ε,δ t ,
and also taking into account (4.5) , and that the function f is even and non decreasing on R + .
Step 2: Approximation by elementary random variables. We now turn to the estimation of the terms that appear in the bounds from Lemma 4.1. To this end, we approximate K t and c t by elementary F t -measurable random variables and the SDE for X ε,t by an SDE with coefficients that are constant over time and elementary F t -measurable random variables. To this end, for n ∈ N with n 8) and define the random variables c
where Υ ∈ {c, L, M, K}. Note that, for fixed n 2 κ , and for δ ∈ 0,
because c, L, M κ. 5 This implies that c > δ. Moreover, note that for each n ∈ N with n 2 κ by the fact that c t κ,
Together with (4.6), this yields the important estimate
By construction,
We proceed to approximate X ε,t (or more precisely ( X ε,t ) 2 ). It follows from (3.7) that the process X ε,t satisfies on 0, ξ ε t the SDE
is the Q-Brownian motion from (3.6) restarted at u
By Lévy's characterisation [20, Theorem 3.3.16] , this is a Brownian motion, stopped at ξ ε t . As the function g is odd, Itô's formula gives
To bound ( X ε,t ξ ) 2 from above and from below, we proceed as follows. For ε > 0, δ > 0 and constants l, m > δ (which are independent of ε) and an F t -measurable initial value y 0 (which may depend on ε), let Y y,l,m,ε,δ,+ , and Y y,l,m,ε,δ,− be the unique strong solutions of the following two SDEs:
(4.13)
Existence and uniqueness of strong solutions for (4.13) follows from Lemma D. 1. 6 Note that the SDEs (4.13) depend on ε only via the Brownian motion B ε,Q,t and their starting value y.
Moreover, for an F t -measurable random variable y 0 and each n ∈ N \ {0} define the contin- 
where
Together with (4.14) and (4.15), (4.8) and (4.10), this yields
To simplify the notation in the subsequent results, define for constants c, k, l, m (independent of ε) with c, l, m > δ and an F t -valued random variable y (which may depend on ε) the following two random variables:
Note that by (4.6), v 6 More precisely, the solution of (4.13) corresponds to a solution of (D.1), stopped at time ξ ε t . Now combining (4.16) and (4.12) with Lemma 4.1 and the fact that f is even and nondecreasing yields the following result. 7
2 ), and n ∈ N \ {0}. Then: 17) where c n,+ , c n,
Step 3: Limit theorems. We now combine the sandwiching inequalities from Lemma 4.2 with an ergodic theorem for one-dimensional diffusions (cf. Lemma D.4) to calculate the following "local" scaling limit:
To this end, we first establish an ergodic result, which is non-standard in that both the time horizon and the underlying process change with the small parameter at hand. As a consequence, the ergodic limit only holds in probability here rather than almost surely. To formulate this result define, for constants k 0 and l, m > δ > 0, the two functions
With this notation, our ergodic result reads as follows:
2 ), and n ∈ N with n 2 κ be fixed. Then the following two limits hold in probability:
Proof. We only spell out the argument for the "−"-limit in (4.18); the "+"-limit is established analogously. By one of the equivalent characterizations of convergence in probability, we have to show that
) are F T -measurable and the measure Q defined in (3.5) is equivalent to P on F T , it suffices to show that
where, for Υ t ∈ {c t , K t , L t , M t } and i ∈ {i c , i K , i L , i M }, the set Ω n,Υt,i is defined as in (4.8). By dominated convergence and (4.8) it suffices to show that
Note that by (4.10) and P ≈ Q, this implies in particular that
We proceed to estimate the right-hand side of (4.19). To simplify notation, set (c, k, l, m) is non decreasing in y together with the elementary inequality |z −w| |z min −w| + |z max −w| forw ∈ R and z min z z max ∈ R. On the event {Y ε 0 > 1 λ }, we use that the random variable inside the expectation on the right-hand side of (4.19) is bounded from above by 1. Together, this yields
Next, note that for y ∈ {0, 1 λ } independent of ε, the random variables v ε,δ,− y (i c /n, i K /n, (i L + 1)/n, (i M + 1)/n) depend on ε only via the Brownian motion B Q,ε,t which also is the only source of stochasticity. In particular, the law of v ε,δ,− y (i c /n, i K /n, (i L + 1)/n, (i M + 1)/n) does not depend on ε. Thus, if we replace the Q-Brownian motion B Q,ε,t by any other fixed Brownian motion B (on some different probability space), the result does not change. Hence, we can apply the ergodic theorem for one-dimensional diffusions in the form of Lemma D.4 to conclude that the first two terms on the right-hand side of (4.21) converge to zero as ε → 0. 8 Finally, by Markov's inequality and Lemma A.3, 9 there is a constant C 2 independent of ε such that
The claim in turn follows by letting λ go to zero.
Sending the localization parameter δ from Lemma 4.1 to zero and the discretization parameter n from (4.8) to infinity, we now obtain the following scaling limit: Proposition 4.4. For t ∈ [0, T ), the following limit holds in probability:
2 ), and n ∈ N with n 2 κ , set
where, for constants k 0 and l, m > 0,
Note that by Lemma 4.2, we have
We want to show that, in probability, lim ε→0 a
To this end, we use the subsequence criterion for convergence in probability, cf. [19, Lemma 4.2] . Let (ε m ) m∈N be a sequence of positive real numbers converging to zero. By Lemma 4.3 and the subsequence criterion, there exists a subsequence (m k ) k∈N of N such that
9 Note that all assumptions in Lemma A.3 are satisfied by (4.1).
Hence, Finally, using that Υ n,± t (defined in (4.9)) converges almost surely to Υ t as n → ∞ for Υ ∈ {K, L, M }, we obtain by dominated convergence that 
The assertion in turn follows from the subsequence criterion.
Concatenation of the local estimates
We now piece together the local estimates from Proposition 4.4 to establish Theorem 1.3. For each ε > 0, define as above the product-measurable processes (a
It follows from Fubini's theorem that, for each t ∈ [0, T ]:
Rearranging and recalling the growth condition (1.3) for f and the fact that K and L are uniformly bounded from above by
Thus, it follows from Lemma B.4 that
Now, by Proposition 4.4, for each t ∈ [0, T ), we have
Next, recall that Assumptions 1 and 2 are satisfied due to the uniform boundedness assumption (4.1). Therefore, Lemma D.6 ensures that a 2 is in L p (P ⊗ Leb |[0,T ] ). Moreover, Jensen's inequality and computations similar to the ones leading to (4.24) give 
A Integrability Results
In this appendix, we establish moment estimates that are needed at various stages of the proof of Theorem 1.3. Most importantly, we show in Lemma A.2 that the p-th moment of the expression on the left-hand side of (1.4) is uniformly integrable. This is crucial both for the reduction to bounded coefficients in Section 2 and the concatenation argument in Section 4.2. The main ingredient to this result is to establish that the rescaled and time-changed process X ε defined in (3.3) has uniformly bounded moments. This is done in Lemma A.1. Lemma A.3 contains a similar result that shows that X ε /ε itself has uniformly bounded moments.
A.1 A First Moment Estimate
The following result is the key ingredient for Lemma A.2.
Lemma A.1. Let ε > 0 and N 2 a real number. Suppose that Assumption 1 is satisfied and
Then for all n N , there exists a positive constant C n independent of ε such that, for any ξ 0:
where Q is the measure with Radon-Nikodým derivative (3.5).
Proof. First, note that Hölder's inequality, (A.1) and Assumption 1 imply
(A.3) We argue by induction. Note that the induction step lifts the claim from n − 2 to n (and by Hölder's inequality also to any real number in [n − 2, n)). The induction basis n = 0 is trivial. So let 2 n N be a real number and assume that the claim is true for n − 2 0.
Under the measure Q, the process ½ {· ξ ε } X ε · n has dynamics
This is well defined by Proposition 3.2. Integrate the SDE (A.4) from 0 to ξ for ξ 0, take expectations, note that (
.2, and use the induction hypothesis and Fubini's theorem to obtain
with h ε (0) = (x ε 0 /ε) n . As the process ½ {y ξ ε } has only (one) downward jump, the fourth term on the right-hand side of (A.5) is negative. We proceed to estimate the first expectation on the righthand side of (A.5). To this end, recalling that g is odd and satisfies the growth condition (1.2), we note that xg(x) 0 and xg(x) a |x| q+1 − a for some constants a, a > 0 and all x ∈ R. Together with the induction hypothesis and Fubini's theorem, this yields
We proceed to estimate the expectation in (A.6). By Hölder's inequality, for processes A and B, and constants c, d > 1 with
Applying this with c = n+q−1 n
n+q−1 and using the elementary inequality x n+q−1 n x − 1, for x 0, in the last step, we obtain
Note that C < ∞ by (A.3). Putting everything together and applying Fubini's theorem, it follows that
By Gronwall's inequality, this implies
This completes the proof.
A.2 A Uniform Integrability Result
With the help of Lemma A.1, we can now establish our result on uniform integrability:
Lemma A.2. Suppose that Assumptions 1 and 2 are satisfied. Then:
Proof. Using the polynomial bound (1.3) for f and Hölder's inequality, we obtain
By Assumption 2, the first expectation in the first term and the last term on the right-hand side of (A.8) are finite and independent of ε. We proceed to estimate the second expectation in the first term on the right-hand side of (A.8). Using twice the time change t = u ε ξ from Lemma 3.1, the definition of ξ ε in (3.1), and Hölder's inequality yields
By Assumption 2, the first expectation on the right-hand side of (A.9) is finite and independent of ε. We proceed to estimate the second expectation on the right-hand side of (A.9). Fubini's theorem, Hölder's inequality, ξ ε = ε −2 T 0 c t dt, and the change of variable ξ ′ = ε 2 ξ give
To estimate the first term on the right-hand side of (A.10), use Lemma A.1 as well as the inequalities of Jensen and Hölder to obtain that, for N := 16pq ′ (1 + η) ∨ 2:
To estimate the second term on the right-hand side of (A.10), use Markov's inequality to obtain
The assertion now follows by combining (A.8), (A.10), (A.11), and (A.12).
A.3 Further Moment Estimates
The following moment estimate for X ε /ε is used in the proof of Lemma 4.3.
Lemma A.3. Let ε > 0 and N 2 a real number. Suppose that Assumption 1 is satisfied and
Then, there exists a positive constant C n independent of ε such that, for any 0 t T , and n N :
Proof. The proof of this result is similar to the proof of Lemma A.1. We therefore only highlight the differences. Here, we need to establish the result first for n = 2 (which by Hölder's inequality also gives the result on [0, 2)). Next, we argue by induction but this time lifting the claim from n−1 to n only in the induction step (and by Hölder's inequality also to any real number in [n − 1, n)). 15) and the n-th power of X ε n satisfies the SDE 
Define the process (X
Then, Lemma D.2 and the Cauchy-Schwarz' inequality give for each t ∈ [0, ε −2 T ],
For the third term, for n = 2, we use the estimate
for n > 2, we use Hölder inequality, the induction hypothesis and Fubini's theorem to obtain
The rest of the proof both for the induction basis n = 2 and the induction step (when n > 2) is almost verbatim the same as in Lemma A.1.
B A Maximal Inequality for Square-Root Processes
In this section, we establish a maximal inequality for square-root processes which is inspired by a result of Peskir [23] . 10 This estimate is crucial for establishing Lemma B.4, but also of independent interest. Proposition B.1. Let (Y t ) t 0 be the unique strong solution of the SDE
where y 0 1, the constants ν, θ, σ > 0 satisfy 2νθ σ 2 < 1, and (B t ) t 0 is a Brownian motion on some filtered probability space. Set γ := 2ν σ 2 and, for n ∈ N, define
Then for any n 0 and any finite stopping time τ ,
Proof. For n = 0, the claim is trivial. So fix n > 0. The SDE satisfied by Y n for n ∈ N\{0} is
with Y n 0 = y n 0 . We sharpen the arguments of [23] in the present context. We first compute for z 1 the scale function S and the speed measure m of the diffusion Y n . The derivative of S is given by
The speed measure m in turn is given by
Define the function F : where γ := 2ν σ 2 . It is not difficult to check that F is strictly increasing with lim x→∞ F (x) = +∞, continuously differentiable on [1, ∞) and twice continuously differentiable on (1, ∞). Next, define the function G : [0, ∞) → (0, ∞) by G(x) = ½ {x 1} F (x). Note that G is twice continuously differentiable everywhere, except at 1. Applying Itô's formula as in [26, Exercise 4.20] to G(Y n t ) (note that the infinitesimal generator of the diffusion Y n applied to G gives 0 on [0, 1) and 1 on (1, +∞) ), we obtain
By localization of Y n and the monotone convergence theorem (G is nondecreasing), it follows that, for any finite stopping time τ , 
) and A t = t, we obtain 11 for any finite stopping time τ ,
where the function
, we obtain for any finite stopping time τ ,
We proceed to estimate H(y). A change of variable yields
In order to estimate both factors on the right-hand side of (B.6), we need to establish lower and upper bounds for the function F . First, it follows from (B.3), the assumption γθ < 1 and the fact that v, y 1 in the integral defining F that for x ∈ [1, ∞),
Next, setx
11 Note that the assumption that H(0) = 0 can be replaced by H(0) 0 in [23, Lemma 2.1].
Then since γθ < 1, v, y 1 in the integral defining F , and the elementary inequalities of Lemma B.2, we obtain for x x:
In view of (B.9) and since F is increasing, it follows that
Here, we have used in the last two steps the elementary inequalities log(x) x for x ∈ (0, ∞) and (a + b) n 2 n (a n + b n ) for a, b, n 0. Moreover, for y ∈ [0, F (x)], using again that F is increasing, we have
Combining (B.10) and (B.11), we obtain that, for all y ∈ [0, ∞),
We proceed to derive an upper bound for sup x 1
. First, by (B.8), a change of variables, and Lemma B.3 (noting that (x) 1 n γ 1), we obtain for x x that
Putting together Equations (B.7) and (B.13) we get, for x x,
Moreover, for x ∈ [1,x], using that
1, that F is increasing, and the estimate (B.14), we obtain
Combining (B.15) and (B.14) gives
Now, the result follows from (B.5), (B.6), (B.12), and (B.16).
The following elementary estimates are used in the proof of Proposition B.1:
Lemma B.2. Let γ > 0 and y 0. Then: Proof. Set w := γy 1. Then by a change of variables,
Moreover, iterated integration by parts and w 1 imply
This establishes the claim Using Proposition B.1, we now establish a moment estimate for the supremum of X ε /ε that is used in Section 4.2.
Lemma B.4. Suppose that Assumption 1 is satisfied and there is κ ∈ (0, 1) such that
Then, for n ∈ N and ε > 0:
Here, the functions C 1 and C 2 are defined as in Proposition B.1, and a andã are positive constants such that xg(x) a |x| 2 −ã for all x ∈ R.
Proof. First, we prove using Proposition B.1 the inequality
Then by the Cauchy-Schwarz inequality and the elementary inequality
.
It remains to prove (B.23). The definition of the rescaled and time-changed process (3.3) gives
is a Q-Brownian motion stopped at ξ ε . Furthermore, the growth condition of g (1.2) implies that there exist constants a,ã such that xg(x) a |x| 2 −ã. In view of (B.20),
Using the comparison result established in Lemma C.1, we have
where Z is the solution of the SDE
This is a special case of the equation (B.1) studied in Proposition B.1 with ν = 2aκ 2 , θ = 1+2ã 2aκ 2 , σ = 2 and γ = aκ 2 . Note that lim sup ε→0 ε −1 x ε 0 < ∞, and for ε small enough, the initial value of the SDE is bounded by a constant. Piecing together (B.24), (B.2), (3.1) and using Assumptions 1 and 2, we finally obtain the asserted estimate:
C A Comparison Result for SDEs
In this appendix, we establish a slightly nonstandard comparison result for one-dimensional SDEs that is used at various points in the proofs of our main results. It extends the standard argument from [20, Proposition 5.2.18 ] to the case of random initial conditions as well as drift and diffusion coefficients that are not globally Lipschitz:
Lemma C.1. Let (Ω, F, F = (F t ) t 0 , P) be a filtered probability space satisfying the usual conditions. Let τ be an F-stopping time taking values in [0, ∞], (c t ) t 0 a positive continuous F-adapted process, (W t ) t 0 a continuous F-adapted process that is a standard Brownian motion on 0, τ , and
t ) t 0 are nonnegative, continuous F-adapted processes that satisfy the SDEs
where y
Set
and assume that:
(ii) y
Proof. We may assume without loss of generality that b (1) satisfies (iii). By a standard localization argument, we may assume that b (1) is globally Lipschitz in x, uniformly in (ω, t) ∈ Ω τ 0 , with Lipschitz constant K > 0. By a further localization argument, we may assume that c, cY (1) and cY (2) are bounded by a constant L > 0.
By the construction in the proof of [20, Proposition 5.2.13] , there exists a nondecreasing sequence (ϕ n ) n∈N\{0} of nonnegative C 2 functions such that: (a) for each n, ϕ n is supported on [a n , ∞) for some constant a n > 0, and satisfies 0 ϕ ′ n (x) 1 and 0 ϕ ′′ n (x)
Fix t > 0 and n ∈ N \ {0}.
t . By Itô's formula, the elementary inequality (
nx for x > 0 by Property (a), and the assumption that c L, we obtain
s ) ½ {s τ } ds + tL n
Now multiply the inequality (C.3) with ½ Ω 0 , use that ∆ 0 0 on Ω 0 by Assumption (ii), and note
s dW s is a martingale for i ∈ {1, 2} since cY (1) and cY (2) are bounded and 0 ϕ ′ n (x) 1 for x > 0 by Assumption (a). Also taking into account Assumption (i) and that b (1) is Lipschitz in x, uniformly in (ω, t) ∈ Ω τ 0 , with Lipschitz constant K > 0, it follows that
s ) ds
Letting n → ∞, monotone convergence, Property (b) and Fubini's theorem give
Now apply Gronwall's inequality to the function
This yields h(s) = 0 for s ∈ [0, t], and in turn
The result now follows from the continuity of the paths of Y 1 and Y 2 .
D Auxiliary Results

D.1 Existence results for SDEs
The following two strong existence results are slightly nonstandard because the volatility functions are not locally Lipschitz at 0, and in the second result the drift and volatility coefficient are not necessarily Markov.
Lemma D.1. Let (Ω, F, F = (F t ) t 0 , P) be a filtered probability space satisfying the usual conditions, y 0 0 be an F 0 -measurable random variable, and (W t ) t 0 an F-Brownian motion. Moreover, let b : R → R be locally Lipschitz, nonnegative on R + , odd and null at zero. Then the SDE
has a unique strong solution.
Proof. By [20, Corollary 5.3.23] , it suffices to show that weak existence and pathwise uniqueness hold for the SDE (D.1). To establish weak existence, consider the SDE
It follows by the same argument as in Proposition 1.1 that Z has a unique strong solution. Now set Y := Z 2 and define the Brownian motion B by
Then Y satisfies the SDE
and so (D.1) has a weak solution. Pathwise uniqueness follows from Lemma C.1 with τ = +∞, Ω 0 = Ω and
is locally Lipschitz under the assumptions on b.
, P) be a filtered probability space satisfying the usual conditions, y 0 0 be an F 0 -measurable random variable, and (W t ) t∈[0,T ] an F-Brownian motion. Moreover, let n ∈ N \ {0} and (c t ) t∈[0,T ] be a positive, continuous and F-adapted process satisfying
has a unique strong solution. Moreover,
Proof. Existence of a unique strong solution follows by a time change argument. Indeed, use the time change from Lemma 3.1 with ε = 1 and just write u ξ instead of u 1 ξ . Then writing W ξ instead of W 1 ξ and setting Y ξ := Y u ξ , it suffices to show that the SDE
has a unique strong solution. This is clear as this is the SDE satisfied by the square of a onedimensional Bessel process started at y 0 ; cf. [25, Definition XI.1.1 ] and note that this result extends to non-trivial initial condition by virtue of [20, Corollary 5.3.23] .
We proceed to derive (D.5). Define the process Z by
Then Z is a martingale with finite 4n-th moments by (D. 
D.2 An Ergodic Result
This section contains an ergodic theorem for the one-dimensional diffusions defined in (4.13), which is used in the proof of Lemma 4.3. For constants l, m > δ > 0 and y 0, consider the following two SDEs on some filtered probability space: 
D.3 A Result from Measure Theory
The following result from measure theory is used in the proof of Theorem 
D.4 An Integrability Result
The following result is used in the reduction to bounded coefficients in Section 2. We proceed to estimate the numerator and denominator in the fraction appearing in (D.9). For the numerator, we use that by the growth condition (1.2) of g, there arex and C > 0 such that G(x) Cx, ∀x x.
Using this, we obtain
Cy dy
Cy dy 
