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Поскольку некорректные задачи постоянно возникают в многочисленных приложениях 
математики, то проблема их решения и разработка методов их решения является акту-
альной. В работе предлагается новый метод решения некорректных задач. Цель иссле-
дования – доказать сходимость метода и получить оценки погрешности в исходной нор-
ме гильбертова пространства.  
В гильбертовом пространстве H решается уравнение I рода 
 
Ax y= ,                                                           (1) 
 
где A  – неограниченный положительный самосопряжённый оператор, для которого нуль не 
является собственным значением. Однако нуль принадлежит спектру оператора A  и, сле-
довательно, задача о разрешимости уравнения (1) является некорректной. Если решение 
уравнения (1) существует, то будем искать его с помощью итерационного метода 
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1 0( ) ( ),  0n nx A B Bx Ay x+ = + + = .                                 (2)   
Здесь B  – ограниченный вспомогательный самосопряжённый оператор, который 
выбирается для улучшения обусловленности. В качестве B  возьмём оператор 
,  0,  B bE b E= > − тождественный оператор. В случае приближённой правой части 
yδ , y yδ δ− ≤ , итерационный процесс (2) запишется в виде 
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1 ,( ) ( ),n nx A B Bx Ayδ δ−+ = + +  0, 0x δ = .                            (3) 
Для метода (3) доказаны теоремы. 
Теорема 1. Итерационный процесс (2) сходится к точному решению   уравнения (1). 
Теорема 2. Если выбирать число итераций n  в зависимости от δ  так, чтобы 
0, , 0,n nδ δ→ →∞ →  то итерационный процесс (3) сходится. 
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Теорема 3. Если точное решение x  уравнения (1) истокопредставимо, т.е. 
2
,  s>0sx A z= , то для итерационного процесса (3) имеет место оценка погрешности: 
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Теорема 4. Оптимальная по n  оценка погрешности для метода (3) имеет вид 
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и получается при 
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Замечание. Если оператор A – ограниченный,
M
M
A dEλλ
−
= ∫ , то следует учиты-
вать значение функции ( )f λ  в точке Mλ = , поэтому общая оценка погрешности 
метода (3) будет иметь вид 
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Очевидно, при n → ∞  величина ( )
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, убывающая как геометрическая про-
грессия, станет меньше величины 
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, убывающей как 
1
sn
. Следовательно, для дос-
таточно больших n  оценка (6) примет вид (4). 
Предложенный метод может быть успешно применён для решения некорректных за-
дач, встречающихся в спектроскопии, акустике, синтезе антенн, математической обра-
ботке данных эксперимента, теплопроводности. 
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Одной из основных задач теории суммирования рядов и интегралов, является нахож-
дение главного члена уклонения функций определенного класса от ее линейных сред-
них (операторов приближения) с равномерной оценкой остатка относительно всего клас-
са указанных функций. Впервые такая задача была решена Е.В. Вороновской, а именно:  
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