We investigate the performance of the method proposed in Part I of this paper in several situations of interest in diffuse optical imaging of biological tissues. Monte Carlo simulations were extensively used to validate the approximate scaling relationship between higher-order and first-order self moments of the generalized temporal point-spread function in semi-infinite and slab geometry. More specifically we found that in a wide range of cases the scaling parameters c 1 , c 2 , c 3 [see Eq. (36) of Part I] lie in the intervals (1.48, 1.58), (3.1, 3.7), and (8.5, 11.5), respectively. The scaling relationships between higher-order and first-order self moments are useful for the calculation of the perturbation of a single defect in a straightforward way. Although these relationships are more accurate for inclusions of linear size less than Ϸ6 mm, their performance is also studied for larger inclusions. A good agreement, to within Ϸ10%, was found between the perturbations of single and multiple defects calculated with the proposed method and those obtained by Monte Carlo simulations. We also provide formulas for the calculation of the moments up to the fourth order for which it is clear how lower-order moments can be used for the calculation of higher-order moments.
INTRODUCTION
In the literature the use of nth-order perturbative solutions to the diffusion equation (DE) for the study of photon migration in highly turbid media is limited to a few works carried out for the case of a single spherical defect in the infinite medium geometry.
1,2 When we are dealing with more complex media the forward problem 3 is usually addressed with other numerical methods, such as the finite-element method 3 (FEM) and the finite-difference method (FDM). 4 The rigorous perturbative DE is an integral equation known as the Fredholm equation of the second kind, and its solution is provided by the Neumann series. 5 In the companion paper in this issue (Part I) 6 we have proposed to rearrange the terms of Neumann series in order to yield the moments of the generalized temporal point-spread function (GTPSF). The mixed moments of distinct voxels are correctly calculated by the theory using the solution of the DE in the geometry of interest. In contrast, the estimation of the self moments poses more difficulties, and we discussed in Part I how the rigorous derivation should be developed from transport theory. We proposed a heuristic approximate method in which the self moments calculated by Monte Carlo (MC) simulations are directly addressed by use of some simple expressions [relation (36) of Part I]. We also proposed use of some simple quadrature relationships for speeding up the computation of higher-order mixed moments. The method for deriving the quadrature rules was described in Part I (Appendix C), and in Appendix A in Part II we provide the full set of quadrature rules used throughout this work.
In Subsection 2.A we studied the relationship between higher-and first-order self moments as expressed by relation (36). In order to estimate the scaling parameters c n−1 we used MC simulations for the calculation of the moments up to the fourth order, and an approximate solution of the radiative transfer equation (RTE) in the infinite medium with isotropic scattering 7 [Eq. (38) of Part I] for the calculation of the single integral of relation (36). The scaling parameters c n−1 were calculated for a range of values of the optical properties of the background medium and for a range of sizes and positions of the inclusions by use of relation (36). Since the estimation of the param-eters suffers from the statistical limitation of MC methods, we also studied the statistical error for each position and size of the defects and background values of the optical properties. In this way we obtained a set of values for c 1 , c 2 , c 3 that showed in most cases a regular pattern. More specifically we found that with a few exceptions the spread of the parameters calculated for c 1 , c 2 , c 3 lies in the intervals (1.48, 1.58), (3.1, 3.7), and (8.5, 11.5), respectively, where the intervals have been defined by one standard deviation from the average values of our estimate corresponding to typical values of the optical properties found in diffuse optical imaging of biological tissues. It is clear that good statistics for the estimation of higher-order moments would require extremely long computational times, and for this reason the estimation of the parameters c n−1 is affected by larger errors as the order n or the optical properties increase. The fact that similar values of the parameters were found in two very different geometries of the medium, the slab and the semi-infinite geometry, gives us confidence that the scaling relationships are not bound to any particular geometry. Although the scaling relationships between higher-order and firstorder moments are more accurate for inclusions having linear dimensions smaller than Ϸ6 mm, in subsection 2.B of this work we provide a few examples also for the case of larger inclusions.
In Subsection 2.B we also studied the perturbation effect of multiple inclusions, and we found that the results calculated with the proposed method were in good agreement with those obtained from MC simulations. In particular we were interested to check the performance of the method when multiple inclusions are placed at different distances from each other. By using the quadrature rules provided in Appendix A we could estimate that the discrepancy between the mixed moments calculated by the theory and those obtained from MC simulations was in most cases within the statistical error, and in a few cases slightly outside.
RESULTS
Subsection 2.A is focused on the study of the scaling relationships between first-and higher-order self moments in the slab and semi-infinite geometry. In Subsection 2.B we show some comparisons between the proposed theory and MC simulation for the calculation of the perturbation of single and multiple defects in the semi-infinite geometry.
A. Scaling Relationships
The method proposed for the calculation of higher-order self moments is expressed by relation (36) of Part I, 6 which we rewrite as
where ͗l i n ͘ and ͗l i ͘ are the nth and the first-order path length moments, respectively, in the region occupied by a defect. The integral of the fluence rate is carried out in the volume occupied by the defect by use of an approximate solution of the RTE 7 [Eq. (38) of Part I 6 ] for infinite medium and isotropic scattering, where r i is chosen at the center of the defect. More precisely, we use relation (1) in two different ways: (a) initially to find the distribution of the parameters c n−1 . Therefore we assumed the validity of relation (1) and calculated the parameters c n−1 by the relationship
where all the moments including ͗l i ͘ were calculated by means of MC simulations. For this purpose we ran a wide number of MC simulations in the slab and semi-infinite geometry. The schematic for both geometries and the choice of the axes is shown in Fig. 1 ; (b) afterward for estimating ͗l i n ͘ by the calculation of the right-hand term of the equation, where ͗l i ͘ was calculated by using the solution of the DE in the geometry of interest [relations (22) and (23) of Part I] and given a suitable choice on the parameters c n−1 .
The full MC code has been described elsewhere 8 in the cylindrical geometry. Briefly, the photons are injected into the medium along the x axis from the point ͑x , y , z͒ = ͑0,0,0͒, and their trajectories are traced according to a collection of triplets of random numbers. In each triplet the first random number is used for the calculation of the path length between consecutive scattering events, and the other two random numbers are used for the calculation of the new direction of propagation after a scattering event. The scattering function used in the simulations was derived from Mie theory and refers to the scattering of a spherical particle with size parameter x =2r / (where r is the radius of the particle and the wavelength of the incident light in the scattering medium) of about 0.001, corresponding to an asymmetry parameter g Ϸ 0.
The trajectory of a photon is terminated either when it reaches one detector (useful photon), or when it exits the medium in another point of the boundary (lost photon). The trajectory is terminated also if the path length spent in the medium is above a fixed threshold where the probability of detecting a photon becomes negligibly small. The presence of a defect inside the scattering medium is taken into account by rigorously calculating the total path length spent by each photon within the inclusion. 8 We consider spherical and cubic inclusions of different sizes at different positions inside the medium. We calculate the moments from a statistics of Ϸ30, 000-120, 000 detected photons by using the formula
where l ij , l 0j and ai , a0 are the path lengths spent by the jth detected photon inside the defect i and in the background medium and are the absorption coefficients of the defect i and background medium, respectively; M is the entire collection of detected photons.
Before showing the results we want to highlight another difference between relation (1) of Part II and relation (33) of Part I for the calculation of higher-order moments. While relation (33) implies that we are dealing with a relatively small defect, within which the fluence rate is rather constant [in order to apply relation (23) of Part I], relation (1) is meant to be used even for larger defects; therefore ͗l i ͘ will not always be calculated by considering only one point inside the defect, but also according to Eq. (22) of Part I. Table 1 indicates the positions and the radii of 21 spherical defects in the slab geometry. For each group of spherical defects having radius r = 1, 2, or 3 mm, there are four defects located at symmetrical positions with respect to the source and central detector; therefore initially only one of the defects was used for the estimation of the parameters c n . We also discarded those combinations of positions of the inclusions and detector locations for which ͗l i ͘ Ͻ 0.1 mm, because they showed a wide variance. The overall combinations of positions of the inclusions and detectors locations yielded a set of 49 "useful" independent values of the scaling parameters c n . The statistical error for each determination of c n was studied by running three independent MC simulations defined by a different initialization of a random number generator.
The parameters c n shown in Fig. 2 were calculated by using the 21 spherical inclusions listed in Table 1 for the case of a scattering medium having s Ј=1.5 mm −1 and a = 0.005 and 0.02 mm −1 , left and right panel, respectively. More precisely, for each "useful" combination of defect position and detector location the parameters c n were calculated according to Eqs. (2) and (3), where the plotted value and error bar refer to the average value and one standard deviation obtained from the three independent MC simulations. The x axis runs on the total set of the useful 49 independent combinations, where the defects with radius r = 1 mm run in positions (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) , the defects with radius r = 2 run in positions (15-31), and the defects with radius r = 3 mm run in positions (32-49). From the left panel of Fig. 2 ͑ a = 0.005 mm −1 ͒ we estimated the global average value and one average standard deviation from the 49 independent estimates of the parameters, which yielded c 1 = 1.53± 0.05, c 2 = 3.4± 0.3, c 3 = 10± 1.5. From a careful inspection of the plots in Fig. 2 , we realized that there are only a few outliers for a given range; one of them is identified in the left panel, and four are identified in the right panel. For example, for the case of a = 0.02 mm −1 (right panel) the estimates of the parameters showing the highest discrepancy from the given average values were c 1 = 1.25± 0.5, c 2 = 2.4± 0.2, c 3 = 6.3± 1. These discrepancies most likely reflect different values of the scaling parameters for particular combinations of defect position and detector location, and for this reason the proposed method is an approximation. However, some numerical results found in different situations have shown that a relatively large miscalculation of the moments is reflected only to a much lower extent (to within Ϸ10%) in the calculation of the perturbation. Therefore, the proposed method undoubtedly offers an easy way to improve first-order perturbation theory and Rytov approximations for a general situation.
Other numerical simulations in the slab geometry were carried out for different values of the optical properties in the range 0.5-2 mm −1 and 0.005-0.5 mm −1 for the reduced scattering coefficient and absorption coefficient, respectively, and similar results were found. By increasing either the reduced scattering coefficient or the absorption coefficient or both, the estimates of the parameters suffer from relatively poorer statistics. Even though we did not check systematically for the error by running independent MC simulations it is reasonable to think that the presence of outliers to the ranges given previously is partly due to this aspect.
Very similar results are obtained in the semi-infinite geometry for similar values of the optical properties of the background medium. Table 2 indicates the positions and the radii of 27 spherical defects in the semi-infinite geometry having radius r = 2 mm. In Fig. 3 the parameters c n are calculated from the 27 spherical defects embedded in a semi-infinite medium with s Ј=0.8 mm −1 and a = 0.005 and 0.03 mm −1 , left and right panel, respectively. The x axis runs on the number of useful positions (38) defined as before by those combinations of defect position and detector locations for which ͗l i ͘ is larger than 0.1 mm.
In Fig. 4 we show a comparison between the estimate of the parameters c n for the slab and the semi-infinite geometry for a medium having a reduced scattering coefficient of 0.8 mm −1 . The positions of the inclusions were those listed in Tables 1 and 2 . In this figure the estimate of the parameters and the relative error are obtained by a different criterion, which is not as rigorous as the one previously discussed but is useful in understanding the spread of the distribution of the parameters c n without running independent MC simulations. Therefore by using only one MC simulation, the entire set of 49 useful positions in the slab geometry was used for determining an average value and one standard deviation of the parameters c n (defined as "different voxel" in Fig. 4) . These values were compared with average value and one standard deviation of the parameters c n calculated from the four positions sym- 0  10  8  5  6  11  8  15  6  12  8  25  6  13  13  5  6  14  13  15  6  15  13  25  6  16  18  5  6  17  18  15  6  18  18  25  6  19  8  5  12  20  8  15  12  21  8  25  12  22  13  5  12  23  13  15  12  24  13  25  12  25  18  5  12  26  18  15  12  27  18  25  12 a Coordinates ͑in millimeters͒ of 27 spherical defects of radius 2 mm. Table  1 ).
As we can see, the average values and standard deviations are very similar and reflect the fact that the two distributions of the parameters c n might be similar. However, we should not confuse the facts that one distribution is due only to the limited statistical sampling of the MC method while the other distribution not only includes this kind of error but also reflects the variance of the parameters due to the different locations of the defects. Therefore by this method we are not sensitive to a possible few outliers to the ranges of the parameters c n determined by the average value and one standard deviation.
In Fig. 4 the values of the parameters c n are plotted against the absorption coefficient of the medium in the range 0.005-0.05 mm −1 , and very good agreement between the two geometries is found. The empty symbols have been shifted along the x axis (absorption coefficient) 0.001 mm −1 for clarity of comparison. Good agreement between the parameters c n calculated in the slab and semiinfinite geometry was found also for other values of s The good agreement between the parameters calculated in two different geometries like the slab and semiinfinite strengthens our conviction that relation (1) is valid regardless of the geometry of the scattering medium, and it represents a useful formula for calculating the moments.
In Fig. 5 we report the estimates of the parameters c n for spherical defects having radius r = 5 mm in the slab geometry. The parameters were calculated by using the 11 spherical inclusions listed in Table 3 . This case reveals a more sensitive dependence of the parameters on the position of the inclusions and on the optical properties of the medium. In fact from Fig. 5 it is clear that the standard deviation of the parameters obtained by using different positions of the inclusions is larger than the standard deviation of the parameters obtained for a single position. However, despite the increased sensitivity of the parameters c n to the position of the inclusion within the medium we see that the average values are surprisingly very similar to the values found for the case of smaller inclusions. We also observe from Fig. 5 that the standard deviations of c 1 , c 2 , and c 3 calculated by using many different positions of the inclusions are still within Ϸ10% when the absorption coefficient of the background is Ϸ0.01 mm −1 ; therefore, it is important to check the performance of relation (1) for the calculation of perturbations also for larger defects. Finally, we remark that the set of parameters c n−1 derived in this section is bound to the particular choice of placing the point charge at the center of the defect; had we chosen another position, different parameters would have been derived.
B. Calculation of Perturbations; Comparison with Monte Carlo Results
The perturbations caused by single and multiple defects were studied for different values of the optical properties of the medium in the semi-infinite geometry. The expressions of the moments used for the calculations are given in Appendix A. The terms 0 ͑r i ͒, 0 ͑r i , r j ͒ (when r i and r j belong to different voxels) and A 0 ͑r b , r i ͒ were calculated by using the solution of the DE with extrapolated boundary conditions in the semi-infinite geometry. For example 0 ͑r i ͒ is given by the formula
where ͑x i , y i , z i ͒ are the coordinates of the field point r i ,
The position of the isotropic pointlike source is ͑x 0 ,0,0͒ where x 0 =1/ s Ј; x e is the distance between the extrapolated boundary (where 0 = 0) and the plane x = 0 and depends on the refractive index mismatch between medium and surroundings. 9 The diffusion factor D and eff have been defined in Part I [see Eqs. (37) and (38)]. The reflectance A 0 ͑r b , r i ͒ was obtained by applying Fick's law (see Part I) to Eq. (4). As we stated previously, the integral of relation (1), otherwise called the self-interacting term (SI), was calculated by using an approximate solution of the RTE in the infinite medium geometry with isotropic scattering. In fact after studying several examples we found that the presence of the boundary affects the SI term by less than Ϸ1% under the condition that a defect is farther than a few mm ͑Ն5 mm͒ from it. MC results were compared with those obtained from the theory for a wide range of absorption contrasts and for different values of the reduced scattering coefficient of the medium.
One of the purposes of this section is to test the performance of the scaling relationships for the calculation of the perturbation of a single defect. In Fig. 6 is shown the effect of a cubic defect having sides of 4 mm placed with the center at ͑x , y , z͒ = ͑15, 16, 0͒ mm (see Fig. 1 ) in a semiinfinite medium having absorption and reduced scattering coefficients of 0.005 mm −1 , and 0.8 mm −1 , respectively. The relative change in CW value with respect to the initial value corresponding to the homogeneous medium is plotted against the absorption contrast for a sourcedetector distance of 20 and 30 mm, left and right panel, respectively. The relative change of the CW signal is calculated by using the formula
͑5͒
The higher-order moments are calculated by using the scaling relation (1) with c 1 = 1.53, c 2 = 3.4, c 3 = 10; the calculation of the integral in relation (1) was carried out numerically and yielded the value 7.089 mm. The mean path length for relation (1) was calculated by using the solution of the DE for the fluence rate [Eq. (4)] and reflectance in the semi-infinite medium. In this case the calculation of ͗l i ͘ was carried out by considering the center of the cube [Eq. (23) of Part I], because the more rigorous method [Eq. (22) of Part I] yielded the same value with less than 3% discrepancy. It is clear that the higher orders of the perturbation theory yield an increasingly better approximation of the change in the CW signal. The discrepancy between MC data and the fourth-order approximation is less than 10% up to an absorption contrast ⌬ a = 0.11 mm −1 . Almost no difference is found in the first-to the fourth-order curves if the moments directly calculated from MC data are used. In fact after running three independent MC simulations we found at the source-detector distance of 20 mm the following results: ͗l͘ = 0.32± 0.01 mm, ͗l 2 ͘ = 3.4± 0.2 mm 2 , ͗l 3 ͘ = 55± 2.5 mm 3 , ͗l 4 ͘ = 1190± 100 mm 4 , while the moments calculated from the theory were ͗l͘ = 0.32 mm, ͗l 2 ͘ = 3.4 mm 2 , ͗l 3 ͘ =55 mm 3 , Fig. 6 . Effect of a cubic defect having sides of 4 mm and placed with the center at ͑x , y , z͒ = ͑15, 16, 0͒ mm (see Fig. 1 ) in a semi-infinite medium with absorption and reduced scattering coefficient of 0.005 mm −1 and 0.8 mm −1 , respectively. The relative change of CW with respect to the initial value (background value) is plotted against the absorption contrast between the defect and the medium for the source-detector distance of 20 and 30 mm in the left and right panels, respectively. The numbers 1, 2, 3, 4 indicate the first-, second-, third-, and fourth-order approximations, respectively, while MC indicates the CW change calculated from the MC data. ͗l 4 ͘ = 1156 mm 4 . At a source-detector distance of 30 mm, the moments calculated from MC data were ͗l͘ = 0.750± 0.005 mm, ͗l 2 ͘ = 8.0± 0.1 mm 2 , ͗l 3 ͘ = 129± 6 mm 3 , ͗l 4 ͘ = 2800± 370 mm 4 , while the moments calculated from the theory were ͗l͘ = 0.76 mm, ͗l 2 ͘ = 7.9 mm 2 , ͗l 3 ͘ = 127 mm 3 , ͗l 4 ͘ = 2653 mm 4 . Similar results were found for different background values of the absorption coefficients.
The importance of the scaling parameters c n is shown in Fig. 7 , where the same reconstruction of Fig. 6 is reported but with a different choice of the scaling parameters: c n = 1. We can see that the second-order approximation gives the best comparison with MC data, although the third-and fourth-order curves also show good comparison to within Ϸ10%. This example and others not shown confirm our previous statement that, even when the moments are miscalculated to a certain extent (due to the incorrect estimate of the scaling parameters c n ), we can still obtain a relatively good comparison with MC data (better than Ϸ10%). The price to pay is that usually the different orders of approximation do not necessarily show an increasing order of accuracy as they should, and it is possible that the second order of approximation yields a better overall agreement with MC data than the third and the fourth, as in Fig. 7 . Therefore scaling relation (1) has a strong point, since for many positions of a defect in a medium and values of the optical properties the scaling parameters provide good estimates of the moments, and this is reflected in the correct behavior of the different orders of approximation (Fig. 6) . For other positions of the defects for which the correct values of the scaling parameters are different from the ones used in the calculation, we can also obtain relatively good match with MC data, and at least always much better than those given by the Born theory and the Rytov approximation. Let us recall that the Rytov approximation provides better estimates than the Born theory, but it relies on the approximation ͗l i n ͘ = ͗l i ͘ n (Appendix E of Part I), which causes large miscalculation of the higher-order moments in the example given. The key point of the good performance of relation (1) is that the powers of the SI term set the correct order of magnitude of the higher-order self moments, while the scaling parameters provide some "refinement" in order to obtain the comparison of Fig. 6 . This comparison, together with others (not shown) carried out by using both cubic and spherical defects, demonstrates that the scaling relationship works rather well, yielding Ϸ10% of discrepancy with MC results, at least for defects that have linear size up to 4 mm and absorption contrast up to 0.1 mm −1 for a range of optical properties of interest in diffuse optical imaging. Figure 8 compares the CW change calculated from the theory and from MC simulation when three cubic defects placed at ͑x 1 , y 1 , z 1 ͒ = ͑12,5,0͒, ͑x 2 , y 2 , z 2 ͒ = ͑15, 10, 0͒ ͑x 3 , y 3 , z 3 ͒ = ͑15, 16, 0͒ mm are embedded in a semi-infinite medium having a = 0.005 mm −1 and s Ј=0.8 mm −1 . The sides of the cubic defects are s 1 =2, s 2 =3, s 3 = 4 mm. The formula used for the calculation of the perturbation is
where l i is the path length in the defect i͑i =1,2,3͒ and k i is the relative counter. Equation (6) includes all the moments up to the fourth order. The quadrature rules used for the calculation of the moments are given in Appendix A. As we can see from Fig. 8 the theory also describes the effect of multiple defects; in particular we notice again that the higher orders compare better with the MC results, and also that the curves of different order have the convexity expected by their relative polynomial order. The discrepancy between MC and theoretical data is less than 10% for an absorption contrast up to Ϸ0.1 mm −1 . In Table 4 we show a comparison between the moments calculated from MC data and the theory. The moments de- rived from MC data were obtained by formulas similar to Eq. (3). For example the mixed moment ͗l i 2 l k ͘ was calculated by the formula
where l ij and l kj are the path lengths spent by the jth detected photon in the defects i and k, respectively. We can see generally good agreement between these results; in particular the largest discrepancies between MC and DE calculated moments are 3%, 4%, 8%, and 20% for the moments ͗l͘, ͗l 2 ͘, ͗l 3 ͘, and ͗l 4 ͘, respectively. In contrast, the values of ͗l i l j ͘ and ͗l i l j l k ͘ calculated by the theory are always consistent with those obtained by the MC method within the error expected. These results show that the theory can predict with good accuracy the interaction among different defects invested by photon migration in highly scattering media.
In Fig. 9 we show the reconstruction of the perturbation described in Fig. 8 but using only the mixed moment-that is by discarding ͗l i n ͘ (left panel)-and by Fig. 8 . The table is divided into two sections. In the upper section the first three rows correspond to the moments relative to the defects located at ͑x 1 , y 1 , z 1 ͒ = ͑12,5,0͒, ͑x 2 , y 2 , z 2 ͒ = ͑15, 10, 0͒, ͑x 3 , y 3 , z 3 ͒ = ͑15, 16, 0͒ mm, respectively, and detector located at 20 mm from the source; the other three rows correspond to the same defects ͑in the same order͒ and the detector located at 30 mm from the source. In the lower section the three defects ͑in the same order as before͒ are named 1, 2, 3 in the subscripts, respectively. The mixed moments, three for ͗l i l j ͘ and seven for ͗l i l j l k ͘ are listed sequentially for the detectors located at 20 and 30 mm from the source, respectively. using only the self moments-that is by discarding ͗l i l j ͘, ͗l i 2 l j ͘, etc., (right panel). It seems that the self moments are the most important terms for the reconstruction of the CW attenuation change, as the results shown in the left panel demonstrate a wider discrepancy between the MC data and the different order of approximation calculated by the theory. In the right panel, on the other hand, we can see a very good reconstruction; in particular, the discrepancy between the fourth order and MC data in the average is lower than the discrepancy shown in Fig. 8 . However, it would be a mistake to think that the reconstruction in Fig. 9 is better than that in Fig. 8 , since the correct fourth-order curve would not be expected to cross the MC data as is shown in Fig. 9 . In other words a correct reconstruction of the fourth-order approximation should be represented by a curve that does not underestimate the real change at any absorption contrast.
In Fig. 10 are plotted the perturbations due to three adjacent cubes having sides of 4 mm and placed at ͑x 1 , y 1 , z 1 ͒ = ͑13, 17, 0͒, ͑x 2 , y 2 , z 2 ͒ = ͑13, 21, 0͒, and ͑x 3 , y 3 , z 3 ͒ = ͑17, 19, 0͒ mm. The optical properties of the semi-infinite medium are a = 0.005 mm −1 and s Ј = 0.8 mm −1 . In the left and right panel are shown the perturbations at source-detector distances of 20 and 30 mm, respectively. The discrepancy between MC and theory is less than 10% up to an absorption contrast of Ϸ0.07 mm −1 . Obviously in this case the theoretical results are expected to be valid to a lesser extent of the absorption contrast than for the case represented in Fig. 8 . The main reason is that in this case the total volume of the perturbation is larger than before. Another factor that plays a minor role is the approximate quadrature rules used, since we are studying the effect of adjacent defects. Figure 11 compares the perturbations calculated from the theory and from MC simulations for the case of a single cubic defect having sides of 10 mm embedded in a semi-infinite medium with reduced scattering coefficient of 0. voxels. The perturbations were calculated by using Eq. (5) and the formula analogous to Eq. (6) (where k i is the counter of 8 and 64 voxels) for the one-voxel and the multiple-voxel partition, respectively. For the one-voxel partition the calculation of the total mean path length in relation (1) was carried out by the more rigorous formula, Eq. (22) of Part I.
In Fig. 11 we can see that the improvement achieved by dividing the defect into a larger number of voxels is not dramatic. After studying the performance of the quadrature rules for adjacent voxels, we can conclude that the stability of the results with respect to the increased number of voxels used in the partition is due to the intrinsic limitations of the fourth-order theory. In Fig. 11 we see also a behavior in the tail of the curves that is most probably due to the limitations of the quadrature rules. For example, we can see that the eight-voxel partition yields a slightly better comparison with MC data for the case of ab = 0.005 mm −1 . Another point to highlight regarding Fig. 11 is that the reconstruction of the CW change obtained with one partition of the defect yields good comparison with MC simulation. We note that while the calculations with one-and eight-voxel partition require less than 1 s, the calculation with 64 voxels requires Ϸ40 s on a Pentium 4 ͑2.8 GHz͒.
In Fig. 12 the same comparison as in Fig. 11 is made for a medium having a reduced scattering coefficient s Ј = 1.5 mm −1 . We can see again an increasingly better agreement between theoretical and MC data for higher orders of approximation (left side). Surprisingly, also for this case the one-voxel reconstruction yields good comparison with MC data; the scaling relation (1) again proving itself to be a valuable and simple method of calculation for a wide range of perturbations in diffuse optical imaging. The reason for the poorer comparison with MC data of the eight-voxel calculation with respect to the onevoxel partition for the case of ab = 0.02 mm −1 is the error in the estimation of mean path length. In fact the method is sensitive to the estimation of ͗l i ͘, which noticeably affects the higher orders of approximation also. For this case the 8-voxel calculation underestimated ͗l i ͘ by Ϸ6.5%, while the 64-voxel calculation overestimated ͗l i ͘ by only 1%. We recall that in both cases relation (23) of Part I was used for the calculation of mean path length in each voxel of the partition (which is a better choice for smaller voxels) while the more rigorous Eq. (22) of Part I was used for the one-voxel partition.
CONCLUSIONS
In this work we have verified the approach to perturbation theory by use of the moments of the GTPSF proposed in Part I. 6 In Subsection 2.A, MC simulations were run extensively to obtain the correct values of the scaling parameters c n in different geometries and for a range of the optical properties of the medium that are of interest in diffuse optical imaging of biological tissues. We found that for most of the studied cases the parameters c n lie in the intervals c 1 ͑1.48, 1.58͒, c 2 ͑3.1, 3.7͒, c 3 ͑8.5, 11.5͒. We have discussed that the correct estimation of the self moments yields the correct behavior of the different orders of approximation, as shown for example in Fig. 6 . However, even if the self moments can be affected by noticeable errors, these are reflected to a much lower extent in the calculation of the perturbation (see Fig. 7 ). Therefore scaling relation (1) is a useful and practical way for the calculation of perturbations of single defects that are not bound to any particular geometry.
We also proposed some simple quadrature rules (Appendix A) for the calculation of general mixed moments up to the fourth order that were used throughout this work. We recall that the only requirement for the calculation of the moments is the knowledge of the fluence rate and reflectance in the initial state of the medium. Once the medium is divided into N voxels, and 0 ͑r i ͒, 0 ͑r i , r i ͒, and A 0 ͑r b , r i ͒ are calculated and stored in three arrays of dimension N, N͑N −1͒, and N, respectively, the estimation of the moments is easily carried out by combining the elements of the arrays. The information contained in the moments is used for the calculation of perturbations for a wide range of absorption contrast in a quite straightforward manner avoiding the recalculation of the fluence rate and reflectance. In Subsection 2.B we showed with several examples that by using the moments up to the fourth order we can calculate the perturbation of single and multiple defects with good accuracy for a range of sizes and optical properties of defects that are of interest in diffuse optical imaging of biological tissues. More precisely for a given size of the inclusion the agreement with MC data depends on the range of absorption contrast regardless of the position of the defect. In fact, since we are using the Taylor expansion of the perturbation, more terms are needed if we increase the absorption contrast between defect and background medium. We can say approximately that the fourth-order theory developed in this work is expected to yield good comparison with MC data (discrepancies of less than Ϸ10%) if d⌬ a Յ 0.3-0.5, where d is the linear dimension of the defect. One important result of this theoretical approach to perturbation theory is that we can obtain good comparison with MC data even for larger defects having a linear dimension of Ϸ10 mm without dividing the defect into smaller voxels (see Figs. 11 and 12, left panels).
Future work will focus on frequency domain (FD) and time domain (TD) data. We can anticipate that while the FD does not imply larger computational effort than the CW domain, in the TD the calculations can be timeconsuming, especially if we cannot find scaling relationships like those in the CW domain.
APPENDIX A
In this appendix we write the expressions of the moments of the GTPSF that have been used throughout this work. The procedure for obtaining the quadrature rules has been described in Part I (Ref. 
͑A11͒
We recall that P͑i , j͒, P͑i , j , k͒, etc., represent the permutation of two, three, etc., integers, respectively. The values of the parameters c n were chosen as c 1 = 1.53, c 2 = 3.4, and c 3 = 10.
