Abstract-Coincidentally correct test cases are those that execute faulty statements but do not cause failures. Such test cases reduce the effectiveness of spectrum-based fault localization techniques, such as Ochiai. These techniques calculate a suspiciousness score for each statement. The suspiciousness score estimates the likelihood that the program will fail if the statement is executed. The presence of coincidentally correct test cases reduces the suspiciousness score of the faulty statement, thereby reducing the effectiveness of fault localization.
I. INTRODUCTION
Spectrum based fault localization techniques [1] assign a suspiciousness score to every program statement. Such techniques are most effective if the program fails whenever the faulty statement is executed. However, some test cases, referred to as coincidentally correct test cases, execute the faulty statement but still pass. These test cases either do not produce a local failure state or produce a local failure state that does not propagate to the output. The presence of coincidentally correct test cases lowers the suspiciousness score of the faulty statement and reduces the effectiveness of fault localization.
The effectiveness of fault localization can improve if the coincidentally correct test cases can be predicted accurately. This is because the faulty statement is executed by every coincidentally correct test case. Thus, the tester does not need to inspect any statement that is not executed by every coincidentally correct test case. However, any prediction is likely to generate false positives and false negatives. Depending on how the predictions are utilized, the effect of fault positives and false negatives can be different.
We propose two approaches that predict coincidentally correct test cases and utilize the predictions to improve the effectiveness of fault localization. The first approach assigns weights to passing test cases based on their similarity of covered statements with the failing test cases, such that the coincidentally correct test cases obtain low weights. We use the calculated weights of test cases, instead of the numbers, to calculate a weighted suspiciousness score for each statement. In the second approach, we iteratively predict coincidentally correct test cases. We remove the predicted test cases from the test suite and recalculate the suspiciousness scores of statements based on the reduced test suite.
In this dissertation, we investigate the following research questions:
• RQ1: Can predicting coincidentally correct test cases and utilizing the predictions improve the effectiveness of spectrum based fault localization? The effectiveness is measured by the percentage of program statements one needs to examine before finding the faulty statement.
• RQ2: What is the cost of predicting coincidentally correct test cases and utilizing the predictions? The cost is measured by the time required to generate suspiciousness scores for statements. The rest of the paper is organized as follows. In Sections II and III, we describe our approaches. In Section IV, we report the results of a preliminary evaluation of our approaches. In Section V, we present our plan to extend our research. In Section VI, we discuss the related work. In Section VII, we summarize our expected contributions.
II. PROXIMITY BASED WEIGHTING OF TEST CASES
In this approach [2] , we first calculate a weight for each passing test case in such a way that passing test cases that are more likely to be coincidentally correct obtain lower weights. We argue that the likelihood of coincidental correctness of a passing test case varies with the proximity of covered statements of the passing test case with that of the failing test cases. We denote the proximity by P rox. Below we discuss our heuristic of how the likelihood of coincidental correctness varies with P rox.
We argue that when P rox is lower than a low threshold L, the likelihood of coincidental correctness increases with P rox. When P rox is above L but below a high threshold H, the likelihood of coincidental correctness decreases with P rox. This is because in the range L ≤ P rox(p) ≤ H, as the statement coverage of a passing test case becomes more similar to that of the failing test cases, execution of the faulty statement by a test case is more likely to cause a failure. Thus, a passing test case is less likely to execute the faulty statement.
We state that when P rox is above H, although the statement coverage of the passing test case is similar to that of the failing test cases, there may be differences in terms of run-time values. Thus, in the range P rox(p) > H a passing test case can execute a faulty statement without producing a failure. This is because the run-time values of variables either do not result in a local failure state, or prevent the local failure state from propagating to the output.
We measure P rox by the code coverage based proximity (CC-Proximity) proposed by Liu et al. [3] of each passing test case with the failing test cases. If S 1 and S 2 respectively are the sets of covered statements of two test cases t 1 and t 2 , the CC-Proximity D(t 1 , t 2 ) between the test cases given by the expression |S1∩S2| |S1∪S2| . If there is more than one failing test case, we calculate the average CC-Proximity of each passing test case with all the failing test cases, so that each failing test case has equal contribution in the calculation of the weights. P rox(p) denotes the average CC-Proximity of a passing test case p.
We assign a lower weight to a test case that is more likely to be coincidentally correct. Thus, based on the heuristic above, we express the weighting function by the Equation 1. The threshold L is chosen to be either the lower quartile or the lower tail of the distribution of P rox values. The threshold H is chosen to be either the upper tail or the upper quartile of the distribution. . The term P s denotes the set of passing test cases that execute s. A tester using our approach inspects the statements in the decreasing order of wtSusp values until the faulty statement is found.
III. TESTER FEEDBACK DRIVEN FAULT LOCALIZATION
In the previous approach, the use of fixed thresholds to calculate weights may result in false positives. For example, when there is no coincidentally correct test cases in a test suite, some test cases are still assigned low weights due to the use of fixed thresholds.
We address this problem by iteratively predicting coincidentally correct test cases. At each iteration, we present the tester a set of statements and obtain the tester's feedback. The feedback is whether the faulty statement belongs to the set of presented statements or not. We use the feedback to determine a number that is guaranteed to be less that the actual number of coincidentally correct test cases. This reduces the number of false positives, although false positives can still result due to inaccurate estimation of the likelihood of coincidental correctness. Procedure 2 describes our approach. Calculate Ochiai suspiciousness of all statements 4: Present the tester the set of statements S sharing the highest Ochiai score 5: if tester reports that S contains the faulty statement then 6: return 7: else 8: remainingCC = estimate number of coincidental correctness remaining to be predicted 9: Predict and remove remainingCC number of test cases 10: end if 11: until remainingCC <= 0 12: Present the tester with the ranked list of the uninspected statements based on the initial Ochiai score 13: return First, we calculate the Ochiai suspiciousness scores of all statements. Instead of presenting the tester with all the statements at once, we only present the statements that share the highest score. If the tester locates the faulty statements in the presented set of statements, the process terminates with success.
If the tester reports that the presented set of statements are not faulty, we derive a number remainingCC that is guaranteed to be less that or equal to the actual number of coincidentally correct test cases present in the test suite.
Our derivation of remainingCC utilizes a property of Ochiai suspiciousness score. If we only consider statements that are executed by every failing test case then f ailed(s) is equal to totF ailed, which is a constant. Then the suspiciousness score only depends on passed(s). The value of passed(s) monotonically increases with a decrease in suspiciousness score.
We assume that there is a single fault in the program. The fault must be executed by every failing test case. Thus, we can exclude all statements that are not executed by every failing test case.
If a tester reports that the presented set of statements is not faulty, we infer that, in the best case, the faulty statement has the second highest suspiciousness score. Because passed(s) decreases with suspiciousness score, it follows that the faulty statement is executed by at least as many passing tests n as the statements sharing the second highest score. This implies that there are at least n coincidentally correct test cases. We derive remainingCC by subtracting the number of already predicted test cases from n.
To predict remainingCC number of coincidentally correct test cases, we calculate a measure for every passing test p, given by the expression s∈Sp Ochiai(s). The measure estimates the likelihood of coincidental correctness. The measure is based on the heuristic of Masri et al. [5] , which states that coincidentally correct test cases execute many statements with high suspiciousness scores. We predict and remove remainingCC number of tests having the highest value of the measure.
At any point if remainingCC is less or equal to 0, and the faulty statement is not found, we infer that there have been false positives in our predictions. We terminate the loop and present the tester with the initial ranked list of statements.
The iterative prediction of coincidentally correct test cases has the following two benefits: (1) due to the property of n, we never predict more coincidentally correct test cases than actually present and (2) by checking the presence of false positives in every iteration, we reduce the number of false positives. Although
IV. EVALUATION
We performed an empirical study to compare the effectiveness of Ochiai and our approaches. The independent variable of this study is fault localization approach. The subject programs are Siemens benchmark [6] suite and Unix utilities grep and gzip. The dependent variable is the effectiveness of fault localization. We measure effectiveness by the percentage of the program's source code one needs to examine before locating the faulty statement. Table I shows the average percentage of code examined for Ochiai and our weighting approach using lower tail and upper tail respectively as the lower and the upper threshold. Table II shows the percentage of times the feedback based approach was more effective, less effective or equally effective compared to Ochiai. Although our approaches achieve significant improvement over Ochiai in many cases, there exist cases when the improvement is limited or the effectiveness is worse than Ochiai. For the approach based on weighting of test cases, we observed that a fixed choice of thresholds was not accurate for all test suites. This resulted in false positives and therefore, reductions in effectiveness. For the approach based on iterative prediction and removal, limited improvement or worse effectiveness occurred due to (1) false positives resulted by the measure of the likelihood of coincidental correctness, and (2) removing the predicted test cases conservatively.
V. RESEARCH PLAN
We will extend the work presented in this paper by (1) proposing more accurate predictors of coincidental correctness, (2) improving the feedback based approach, and (3) performing more rigorous evaluations. In the following, we describe the extensions in detail.
A. Measures of the Likelihood of Coincidental Correctness
Both our measures of likelihood of coincidental correctness result in false positives and false negatives. This is partly because they use statement coverage, which does not always capture all similarities and differences between two test cases.
In the dissertation, we will investigate the use of the following measures of proximity that do not use statement coverage: (1) predicate evaluation based proximity [3] and (2) proximity based the permutation spectra of the test cases [7] . We will empirically investigate if the likelihood of coincidental correctness of passing test cases has any association with the above proximity measures. Based on the study, we will formulate heuristics to measure the likelihood of coincidental correctness as a function of these proximity measures.
B. Improving the Feedback Based Approach
At present, our approach assumes that there is only a single fault in the program. This assumption is required to exclude any statement that is not executed by every failing test case. In the dissertation, we want to extend our approach to make it applicable to multiple fault programs. One approach is to localize one fault at a time using only the failing test cases relevant to the fault. In order to determine the failing test cases relevant to each fault we will use various failure clustering approaches.
C. Evaluation
In the dissertation, we will conduct larger case studies to evaluate the effectiveness of our approach. We will use more large benchmarks such as flex, sed, and NanoXML and more faulty versions. We will address the effect of the following confounding variables in the studies: (1) size of test suites, (2) percentage of coincidental correctness in a test suite, and (2) test adequacy criteria satisfied by the test suite (statement coverage, branch coverage, data flow coverage). We will evaluate the effectiveness of our approach in the presence of multiple faults. We will also study the computational cost.
VI. RELATED WORK Wang [8] used context patterns to address coincidental correctness. A context pattern corresponding to a type of fault describes the data and control flow patterns that result in propagation of the failures to output. Their approach requires knowledge of all fault types, specification of context patterns, and expensive matching of test cases with patterns. Masri et al. [5] proposed an approach to predicting a fixed percentage of test cases to be coincidentally correct based on a measure of likelihood of coincidental correctness. There approach can result in false positives when the fixed percentage is more than the actual percentage. Algorithmic debugging techniques [9] use tester feedback to reduce the search space of a faulty program element. Typically algorithmic debugging techniques are applied to functional programming. Given a program execution, these techniques construct an execution tree. Each node in an execution tree represents a computation in the corresponding execution. A node's children represent the sub-computations of the node's computation. Tester feedback is used to guide the tree traversal by pruning different parts of the tree.
The main disadvantages of algorithmic debugging are: (1) the execution tree requires a large memory space, (2) the questions presented to the tester can be complex and large in number, and (3) faults can only be localized at level of the procedures.
VII. CONCLUSIONS
After completing the research tasks that we outlined in the paper, we expect to make the following contributions in the dissertation:
• Approaches to predicting coincidentally correct test cases and utilizing the predictions to improve the effectiveness of fault localization.
• Implementation of the approaches in a tool • Evaluation of the cost and effectiveness of the approaches
