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We investigate the interaction potential of superconducting vortices at the full quantum level. We formulate
the interaction potential in a constrained path integral and calculate it by the quantum Monte Carlo simulation.
The vortex-vortex potential is attractive (type-I), repulsive (type-II), and flat (critical) depending on a coupling
constant. The vortex-antivortex potential also depends on the coupling constant at long range but is always
attractive at short range.
Introduction. Quantum vortices are the macroscopic man-
ifestation of topology in quantum theory. The vortex in super-
conductors is one of the most accessible topological defects in
laboratory experiments [1–3]. As a common property of the
topological defects, they have topological quantum number,
which is stable against perturbation. Owing to this property,
the topological defects behave like quasi-particles with con-
served charge. We can consider the same physical problems
as elementary particles with electric charge, say, their interac-
tion, scattering, and bound state.
Let us define the intervortex potential as the interaction en-
ergy of two vortices as a function of intervortex distance. The
intervortex potential was studied at the classical level for a
long time [4–9]. The classical analysis however misses quan-
tum fluctuation. Furthermore, the analysis often relies on as-
sumption or approximation. The classical analysis cannot be
directly generalized to the quantum one. Since vortices are
not explicit degrees of freedom in the Lagrangian, the poten-
tial cannot be written by the expectation value of a local oper-
ator. The potential must be redefined on the basis of quantum
theory. Even if the definition is given, the calculation is diffi-
cult because vortices are stringy topological defects, which are
non-local and non-perturbative collective excitations. Hence,
we need quantum, ab-initio, and non-perturbative analysis to
reach the ultimate goal.
Superconductors are classified into type I and type II. In
a type-I superconductor, vortices attract each other. Multi-
vortices merge into a single vortex. In a type-II supercon-
ductor, vortices repel each other. There is stable multi-vortex
configuration, which is known as the Abrikosov vortex lat-
tice. The intervortex potential can be used to identify type I
and type II, just like an order parameter of a phase transition.
Moreover, the potential tells us more quantitative information
of the interaction. In general, the potential is not a monotonic
function of the intervortex distance. The derivative of the po-
tential is equivalent to whether the interaction is attractive or
repulsive. It depends not only on the type but also on the dis-
tance.
In this work, we formulate the full quantum version of the
intervortex potential in the path-integral formalism. We adopt
the quantum Monte Carlo simulation to calculate it exactly.
In the previous quantum Monte Carlo and related studies, the
intervortex interaction was estimated from the response to ex-
ternal magnetic fields or rotation [10–12], but the intervortex
distance was not strictly fixed. There is another theoretical
framework to calculate the potential, that is, a surface opera-
tor in dual gauge theory [13], but the correspondence to the
original theory is not trivial.
Abelian Higgs model. We consider the 3-dimensional
Abelian Higgs model in the imaginary-time formalism. The
model consists of the Abelian gauge field Aµ and the Higgs
field φ. The theory is quantized by the path integral Z0 =∫
DADφDφ∗ e−S with the action S =
∫
d3xdτL. The τ di-
rection is periodic and its length Lτ is equal to the inverse
temperature 1/T . The path integral can be exactly calcu-
lated in the formulation of lattice gauge theory. In the lat-
tice gauge theory, the path integral is discretized on the (3+1)-
dimensional hypercubic lattice. The Lagrangian density of the
lattice Abelian Higgs model is
L(x) = β
2
∑
µ,ν
{1− cosFµν(x)}
+
∑
µ
∣∣∣φ(x+ µˆ)− eiAµ(x)φ(x)∣∣∣2
+ λ{φ∗(x)φ(x)− v2}2
(1)
with the gauge field strength
Fµν(x) = Aµ(x) +Aν(x+ µˆ)−Aµ(x+ νˆ)−Aν(x). (2)
A shorthand notation is used for the arguments; x stands for
the (3+1)-dimensional lattice site (x, y, z, τ) and µˆ stands for
the unit lattice vector in the µ = x, y, z and τ directions. All
dimensional quantities are scaled by lattice spacing in these
and the following equations.
The model has three parameters: the gauge coupling con-
stant β ≡ 1/e2, the scalar self-coupling constant λ, the con-
densate parameter v. The schematic phase diagram in the β-λ
plane is shown in Fig. 1. There are three basic phases: the
Coulomb (i.e., normal) phase, the Higgs (i.e., superconduct-
ing) phase, and the confinement phase [14]. The confinement
phase is specific to the strongly coupled regime β < βc ' 1
and does not exist in the continuum limit. In the weakly cou-
pled regime β > βc, the Coulomb phase appears in λ < λC
and the Higgs phase appears in λ > λC. They are separated
by a first-order phase transition at λ = λC. The Higgs phase is
further divided into type-I and type-II phases [15]. The type-I
phase appears in small β and λ and the type-II phase appears
in large β and λ.
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FIG. 1. Left: phase diagram of the lattice Abelian Higgs model.
Three colored dots correspond to the three parameters in Figs. 2 and
3. Right: configuration of two vortices.
Intervortex potential. The vortices in the lattice Abelian
Higgs model are defined as follows [16]. Rewriting the Higgs
field as φ = ρeiθ, we can reduce a redundant gauge degree
of freedom by the transformation A¯µ(x) ≡ Aµ(x) + θ(x +
µˆ) − θ(x). The reduced field strength F¯µν(x) ≡ A¯µ(x) +
A¯ν(x + µˆ) − A¯µ(x + νˆ) − A¯ν(x) is equivalent to the sum
of the circulations of the gauge and Higgs fields. As A¯µ is
defined in (−pi, pi], F¯µν takes the value in (−4pi, 4pi]. It can
be decomposed into large discrete and small continuous parts.
For example, the reduced field strength in the x-y plane is
decomposed as
F¯xy(x) = 2pin(x) +B(x) (3)
with
n(x) ∈ {−2,−1, 0, 1, 2}, B(x) ∈ (−pi, pi]. (4)
In the Higgs phase, n corresponds to the winding number of
the Higgs field and B corresponds to a magnetic field in the z
direction.
We consider a static and straight vortex along the z direc-
tion. The constraint condition for the vortex is given by the
product of the Kronecker delta,
C(~r) =
∏
z,τ
δn(x)±1. (5)
The vector ~r is the 2-dimensional coordinate in the x-y plane.
The double sign corresponds to the vortex n = +1 and the
antivortex n = −1. When the two vortices in Fig. 1 exist, the
constrained path integral is
Z(~r1, ~r2) =
∫
DADφDφ∗ e−SC(~r1)C(~r2). (6)
The expectation value of an observable O is defined by
〈O〉 = 1
Z(~r1, ~r2)
∫
DADφDφ∗ O e−SC(~r1)C(~r2). (7)
The expectation value is stochastically evaluated by the Monte
Carlo method with probability P ≡ e−SC(~r1)C(~r2). We im-
plemented it to the Metropolis algorithm. The algorithm is
started with an initial configuration satisfying the constraint
conditions. Then the configuration is randomly updated. If
the constraint conditions are still satisfied, i.e., P = e−S , the
update is accepted with probability e−S . If the constraint con-
ditions are not satisfied, i.e., P = 0, the update is rejected.
These are repeated many times.
Let us introduce the energy density, which is defined by the
temporal component of the energy-momentum tensor [17],
ε(x) = L(x)− 2β
∑
µ
{1− cosFµτ (x)}
− 2
∣∣∣φ(x+ τˆ)− eiAτ (x)φ(x)∣∣∣2 . (8)
The intervortex potential is given by the total energy per
length
V (r) =
1
Lz
∫
d3x〈ε(x)〉 (9)
up to a constant. The potential is a function of the intervortex
separation r = |~r1 − ~r2|. The definition (9) goes to infin-
ity in the infinite-volume limit because of the 3-dimensional
volume integral, but such infinite-volume divergence is a r-
independent constant. The potential can be made finite by
subtracting the constant V (r =∞).
We applied the above formulation to the Higgs phase to get
the intervortex potential in superconductors. Although we can
naively apply it to the Coulomb and confinement phases, the
interpretation of the results needs attention. Even without the
Higgs condensate, lattice gauge fields can form topological
defects, the so-called monopole currents [16]. Even in pure
gauge theory (i.e., the XY model), the monopole currents ex-
ist. The resultant potential should be interpreted as the poten-
tial of the monopole currents. It would be interesting from the
viewpoint of lattice gauge theory, as the monopole currents
play important roles in the confinement phase [18, 19]. It is
however physically different from the potential of supercon-
ducting vortices, so we do not analyze it in this work.
Simulation results. We did the numerical simulations with
the following condition: Lattice volume is LxLyLzLτ = 124
and boundary conditions are periodic. The maximum inter-
vortex distance is Lx/2 = 6. We subtracted the constant
V (r = 6) from V (r). We fixed β = 1.5 and v = 2.0. The
critical coupling constant of the Coulomb-Higgs phase transi-
tion is λC ' 0.049. We show the results in the Higgs phase
λ > λC.
The vortex-vortex potential is shown in Fig. 2. At a small
coupling constant λ = 0.07, the potential is mainly attractive
although weak repulsion is seen at long range r = 5-6. This
implies that the system is type I. At a large coupling constant
λ = 0.40, the potential is repulsive, and therefore the sys-
tem is type II. Between these two cases, at λ = 0.08, the po-
tential is flat. The two vortices are non-interacting with each
other. Such a non-interacting state is called the Bogomol’nyi-
Prasad-Sommerfield (BPS) or critical vortex. The appearance
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FIG. 2. Vortex-vortex potential VVV(r). Colored solid lines are
guides for the eye. The data which are not connected by the lines are
the “topological transition points”.
of the BPS vortex means the type-I-type-II transition. Its crit-
ical coupling constant is estimated as λH ' 0.08. These re-
sults are consistent with the phase diagram in Fig. 1. We see a
strange behavior at λ = 0.07 and 0.08. The potential suddenly
changes at r = 2. We call it “topological transition point” for
the reason explained below.
The vortex-antivortex potential is shown in Fig. 3. At short
range, the potential is always attractive. This is consistent with
our physical intuition. The zero-vortex and zero-antivortex
state must be the lowest energy state. The vortex and antivor-
tex tend to merge and annihilate. The potential is not flat at
λ = 0.08, but it does not contradict the property of the BPS
vortex. While the BPS vortex restricts the vortex-vortex in-
teraction to be zero, it does not restrict the vortex-antivortex
interaction at all. The vortex-antivortex potential is attractive
at short range, and therefore cannot be completely flat. At
long range, the potential is sensitive to the coupling constant.
As shown in the inset of Fig. 3, the potential is repulsive at
λ = 0.07 (type-I) and attractive at λ = 0.40 (type-II). This is
opposite to the λ-dependence of the vortex-vortex potential.
What happens at the topological transition point r = 2?
To answer this question, let us focus on the distribution of
winding number n. A typical case of r 6= 2 is shown in
Fig. 4. Vortices exit only at the positions where the con-
straint conditions are imposed. The total winding number
is N ≡ ∫ dxdy〈n〉 = 2. The distribution of magnetic field
B is also shown in Fig. 4. Negative magnetic fields are in-
duced around the vortices because superconductors tend to
expel magnetic fluxes. At r = 2, as shown in Fig. 5, in
addition to the two constrained vortices, one dynamical an-
tivortex is induced at the midpoint of them. The total winding
number is N = 1. Even though the creation of an antivor-
tex costs the extra energy per length EA, the vortex-antivortex
potential VVA in Fig. 3 is strongly negative. As a naive es-
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FIG. 3. Vortex-antivortex potential VVA(r). Colored solid lines are
guides for the eye.
timation, the N = 1 state is favored when the inequality
EA + 2VVA(r/2) < 0 is satisfied. We found that the topo-
logical transition point is sensitive to parameters: (i) It does
not appear at λ = 0.40. The scalar self-coupling term favors
condensate formation and disfavors antivortex creation. The
antivortex-creation energy EA will be large, so the inequality
is violated. (ii) The N = 1 state is favored at short range, but
it is not seen at r = 1 in Fig. 2. This would be due to lattice
artifact. Since the lattice has no room between two vortices at
r = 1, an antivortex must be created away from the midpoint.
The energy gain by the vortex-antivortex potential VVA will
be small, so the inequality is violated.
The physical relevance of the topological transition de-
pends on what situation is considered. In our definition of the
potential, the winding numbers of the two constrained vor-
tices are fixed but the total winding number is not fixed. This
allows the topological transition from N = 2 to N = 1. On
the other hand, if the total winding number should be fixed,
the topological transition cannot occur. We must introduce
the constraint condition for N ; it is actually straightforward.
Discussion. As discussed above, our results are qualita-
tively consistent with the classical picture. We comment on a
few differences from the previous classical analysis.
We observed the topological transition point. In principle,
we can observe it even in the classical analysis because the
topological transition is not a quantum but classical effect. In
practice, however, its numerical treatment is difficult. In the
standard classical analysis, the winding number distribution is
a priori assumed or field configuration is obtained by smooth
deformation. The topological transition is forbidden in such
analysis.
The obtained potentials are quite different from the poten-
tials in the linearized approximation [7]. The linearized poten-
tial is proportional to the winding number n by construction.
The vortex-vortex potential and the vortex-antivortex poten-
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FIG. 4. Winding number 〈n〉 and magnetic field 〈B〉 for VVV(r =
6) with λ = 0.07. Statistical error bars are omitted.
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FIG. 5. Same as Fig. 4, but for VVV(r = 2).
tial are antisymmetric. In Figs. 2 and 3, the antisymmetry is
apparently violated even at long range.
The critical coupling constant of the type-I-type-II transi-
tion is λH ' 0.08. In the classical continuous theory, the
transition happens at the critical Ginzburg-Landau parameter
κ ≡ √λ/e = 1/√2. This implies the critical coupling con-
stant λH = 1/(2β) = 1/3. The deviation will be due to both
of quantum effect and discretization artifact.
Concluding remarks. We obtained the intervortex poten-
tial by the first-principles calculation of the quantum Monte
Carlo method. The calculation is free from uncontrollable
approximation or assumption. Although the continuum and
infinite-volume limits were not extrapolated, the extrapolation
will be systematic; it is a future work. Another future work
is to introduce finite mass of vortices. The constraint condi-
tion (5) generates a static, i.e, infinitely heavy, vortex, so we
can access only the potential of static vortices. It is dual to
the potential of static charges, which can be obtained by the
conventional calculation of the Wilson lines. Nowadays, the
potential of finite-mass particles is intensively studied by the
state-of-the-art technique in lattice gauge theory [20]. If our
formulation can be combined with such a technique, we can
study the potential of finite-mass vortices, which is closer to
reality. The finite-mass vortices can form bound states. We
can also discuss the bound-state formation by another tech-
nique in lattice gauge theory [21].
The application of the above formulation is not limited to
the Abelian Higgs model. We can apply it to the micro-
scopic theory with electrons, instead of the Higgs field. As
another application, we can study the color-dependent po-
tentials of non-Abelian vortices, which are relevant for the
physics of neutron stars [22], by the lattice gauge simulation
of non-Abelian Higgs models [23]. It will be also applicable
to the theories with higher- or lower-dimensional topological
defects, such as monopoles, domain walls, etc.
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