Abstract. The relationship between visually and haptically derived representations of objects is an important question in multisensory processing and, increasingly, in mental representation. We review evidence for the format and properties of these representations, and address possible theoretical models. We explore the relevance of visual imagery processes and highlight areas for further research, including the neglected question of asymmetric performance in the visuo^haptic cross-modal memory paradigm. We conclude that the weight of evidence suggests the existence of a multisensory representation, spatial in format, and flexibly accessible by both bottom^up and top^down inputs, although efficient comparison between modality-specific representations cannot entirely be ruled out.
Introduction
The relationship between visual perception and representation, when representations are derived from a single perceptual modality, has been extensively debated (see Pylyshyn 2003; Kosslyn et al 2006) . Discussion has also extended to representations derived from multiple modalities (Calvert et al 2004) . Here, we review the relationship between haptic and visual representation of objects, and explore whether a single, multisensory representation or multiple, modality-specific representations better fit the existing evidence. We focus particularly on cross-modal memory research, because of our interest in the nature of the representation: these investigations employ a study^test task in which vision and touch are separated by a delay. Success on this task depends on encoding, storing, and retrieving a representation; thus, cross-modal memory is a useful tool with which to explore the nature of the representation(s). However, we also draw on other approaches, such as neuroimaging and priming, and studies with the blind.
Format of visuo^haptic object representation
At the outset, we need to distinguish between representational format and content (Kosslyn et al 2006) : the format is the code in which representation occurs whilst the content is the information conveyed. This distinction is especially important for representations whose content can be derived from multiple modalities and which therefore have several potential formats. Johnson et al (1989) proposed a dual-code account of cross-modal object representation, arguing that haptic input activates visual representations for both familiar and unfamiliar objects, but that this activation spreads to a verbal representation for familiar objects since these can be named. Although the performance of children instructed to use either visual or verbal strategies correlated with their visuo-spatial and verbal abilities (Johnson et al 1989) , only familiar nameable shapes were used and thus the role of familiarity was not rigorously tested. Since cross-modal memory has been demonstrated in preverbal infants and several animal species, it is unlikely that language acquisition or verbal strategies are fundamental to performance (Rose 1994) . However, verbal processes may Vision and touch: Multiple or multisensory representations of objects? play a facilitatory role: unfamiliar objects may not be nameable but they can be described (see the procedure in Easton et al 1997a) . Lacey and Campbell (2006a) found that a verbal secondary task disrupted encoding of unfamiliar, but not familiar, objects and interpreted this as interference with a strategy of covert verbal description. Coding the spatial relationship of different features within the same object can be dissociated from coding the relationship between the spatial locations of different objects (Cooper and Humphreys 2000) and recent work shows that verbal descriptions of`betweenobject' relationships are functionally equivalent to perceptually derived representations of these relationships (Avraamides et al 2004) . The multisensory and`within-object' implications of these findings have not been fully explored, although the piecemeal construction of representations of imaginary objects from verbal instructions conveying spatial (directional) information engages the dorsal visual pathway (Mellet et al 1996) . We also note that all objects follow an unfamiliar^familiar trajectory: thus the question arises whether representations change over this trajectory and how this relates to individual differences.
Dual-code and visual imagery accounts
A visual imagery account is more parsimonious than a dual-code account because visual information is available for both familiar and unfamiliar objects, and thus only a single code is required. This account suggests a relationship between cross-modal memory performance and visual imagery ability. Visuo-spatial abilities of children are indeed correlated with cross-modal memory performance for both familiar (Johnson et al 1989) and unfamiliar objects (Stoltz-Loike and Bornstein 1987); and`good' imagers, as measured by the Vividness of Visual Imagery Questionnaire (VVIQ) (Marks 1973) , are better at cross-modal memory than`poor' imagers (Cairns and Coll 1977) . However, there are problems with this approach. A single test of imagery ability is probably inappropriate because visual imagery is a multi-component process including image generation, maintenance, inspection, and transformation, and individuals may vary on any or all of these components (Kosslyn et al 1994) . The VVIQ potentially measures only a subjective aspect of image quality or experience, rather than the underlying imagery processes and abilities themselves (Dean and Morris 2003) .
Good' imagers may perform well, not because they are more proficient at imagery, but because they make better use of relevant information (Baddeley and Andrade 2000) . Furthermore, different imagery abilities may contribute differentially to crossmodal memory and representation: spatial recall predicts cross-modal performance whilst mental rotation does not (Stoltz-Loike and Bornstein 1987) . These studies raise the question of how far visual imagery processes can be mapped onto accounts of cross-modal memory processes. For instance, is the ability to generate images more important for touch than for vision and for unfamiliar objects than for familiar ones?
An important question is how haptic input could be translated into a visual image, given that the sensory impressions are so different (Rose 1994) and that vision and touch use different metrics and geometries (Kappers and Koenderink 1999) . However, there is substantial neuroimaging evidence showing that vision and touch are intimately connected even if there is no direct, one-to-one mapping (see Amedi et al 2005; Sathian 2005 for reviews). Cerebral cortical areas previously regarded as exclusively visual are activated by haptic/tactile input in a task-and stimulus-specific manner. Visual cortical areas are activated during haptic/tactile perception of grating orientation (Sathian et al 1997) , motion (Blake et al 2004) , and form (Amedi et al 2001; Prather et al 2004) . Significantly, inter-individual variations in the strength of haptic shape-selective activation of the lateral occipital complex (LOC), a visual shape-selective area, are predicted by inter-individual variations in imagery scores (Zhang et al 2004) . It is worth noting that this correlation was only found for the right, and not the left, LOC even though haptic exploration was with the right hand (Zhang et al 2004) öthis raises the possibility of hemispheric specialization of the imagery-related processes.
Modality-independent representations
Nonetheless, do these activations, systematic and organized as they are, really reflect a specifically visual representation? A third approach argues that vision and touch encode object properties common to both modalities into a single, modality-independent representation. Since spatial information is available for all objects and can be perceived by both vision and touch, such a representation is likely spatial. Lacey and Campbell (2006b) showed that spatial interference disrupted both encoding and retrieval, regardless of whether the interference task was presented visually or haptically. Non-spatial interference had no effect, again regardless of modality. It is notable that spatial interference eliminated asymmetric performance (see below) and affected both encoding and retrieval of representations (Lacey and Campbell 2006b) . When interference disrupts encoding, it is difficult to say whether the effect reflects the format of the representation or its content: it might simply disrupt perception of the information to be encoded. Retrieval, by contrast, is a process of recalling the representation from store and does not involve perception of the object. Thus, when interference disrupts retrieval, especially if the encoding and retrieval modalities are different, it is more likely that this reflects a property of the retrieved representation than a property of the object. This logic suggests that the interference effect is related to a common format rather than a common content. A spatial-representation model of cross-modal memory is ostensibly the most parsimonious account, since spatial information is available for all objects and can be perceived by both vision and touch.
Whether there is a single multisensory spatial representation or separately derived visual and haptic spatial representations remains uncertain, but has important implications for the development of theoretical models of cross-modal memory. A single representation implies a translation model, whereas separate representations imply a comparison model. A recent neuroimaging study shows that category selectivity within human inferotemporal cortex is relatively independent of whether the input modality is visual or haptic (Pietrini et al 2004) , suggesting a multisensory representation for objects. A patient with visual agnosia (inability to recognize objects), following a lesion of the left occipito-temporal cortex also turned out to have tactile agnosia, although somatosensory cortex and sensation were intact (Feinberg et al 1986) . Another patient who developed bilateral lesions of the LOC was impaired at learning unfamiliar objects using either touch or vision (James et al 2006) . These studies suggest that a shared representation is disrupted and thus also favor a multisensory representation. However, Reed et al (1996) report a patient, EC, with tactile but not visual agnosia following a lesion of ventrolateral somatosensory cortex. This suggests that there may be a unisensory haptic representation in somatosensory cortex, in addition to a multisensory representation in visual cortex.
3 How can different representational formats be distinguished experimentally? Much of the empirical evidence for modality-independent representation derives from priming studies. Repetition priming makes inferences about the nature of representations based on responses to a probe stimulus delivered after an initial priming stimulus. Thus, from the finding that cross-modal priming is equal to within-modal priming, it is inferred that the representations of both prime and probe are common to vision and touch, and that these representations are primarily structural (Easton et al 1997a (Easton et al , 1997b Reales and Ballesteros 1999) . Converging on this conclusion, an fMRI study showed similar within-and cross-modal priming effects in the LOC when unfamiliar objects were presented visually during scanning following either visual or haptic pre-exposure, suggesting that vision and touch share geometric information (James et al 2002) . However, a potential problem is that, when more than one modality is involved, priming effects cannot necessarily distinguish between competing candidates for the representational format.
For example, the efficient translation of (a) haptic input into a visual representation; or (b) haptic and visual input into another, modality-independent representation; or (c) the efficient comparison of separate modality-specific visual and haptic representations, might all result in equal within-and cross-modal priming. Interference techniques may be a stronger test of cross-modal representation than the priming paradigm öthese techniques have been successful in distinguishing visual, spatial, and verbal elements of working memory (eg Baddeley et al 1975; McConnell and Quinn 2000) . Interference tasks in the cross-modal paradigm were originally studied with the tasks placed in the study^test interval (Millar 1972; Garvill and Molander 1977) ; however, this placement is unlikely to reveal anything about representational format (Quinn and McConnell 2006) . As discussed above, interference tasks during encoding and retrieval have been helpful in establishing the spatial format of cross-modally accessible representation(s) Campbell 2006a, 2006b ). Further refinement of the interference paradigm may be helpful to explore the nature of multisensory representation in more detail.
Imagery processes and individual differences
If haptic and visual perception engage modality-independent imagery systems, we might expect to see similarities between visually and haptically derived imagery processes. In visual imagery, scanning times increase with the spatial distance to be inspected in the image, implying that visual images preserve metric spatial information (Kosslyn et al 1978) . The same effect is observed in scanning haptically derived representations, implying that these are also spatial and that similar, if not identical, imagery processes operate in both modalities (Ro« der and Ro« sler 1998). Studies of mental rotation of visual stimuli show that the time taken to judge whether two objects are the same or mirror-images increase linearly with increasing angular disparity between the stimuli (Shepard and Metzler 1971) . This also holds true for haptic and tactile stimuli (Dellantonio and Spagnolo 1990; Prather and Sathian 2002) . Mental rotation of tactile stimuli activates the left anterior intraparietal sulcus , an area that is also active during mental rotation of visual stimuli (Alivisatos and Petrides 1997) , further supporting the idea that similar spatial imagery processes operate on both visually and haptically derived representations.
Interestingly, these similarities between visually and haptically derived representations are observed in both the early-and late-blind as well as the sighted (Ro« der and Ro« sler 1998). The blind may be slower than the sighted at haptic mental rotation (Marmor and Zaback 1976) , but Hollins (1986) suggests that, after controlling for greater variability in the use of frames of reference by the sighted, this difference is more apparent than real. In addition, both the blind and sighted show activation in the LOC, while generating mental images of shape derived from haptic and visual experience, respectively (De Volder et al 2001) . The LOC is also active when visual and haptic object properties are retrieved from memory (Newman et al 2005) . These studies indicate that common processes are engaged when generating, retrieving, and manipulating representations derived from both vision and touch.
Recent work by Kozhevnikov and colleagues (Kozhevnikov et al 2005; Blajenkova et al 2006) has shown that visual imagery is of two distinct types.`Object imagery' refers to images that are more pictorial and detailed in terms of shape, color, brightness, etc, whilst`spatial imagery' refers to images that are more concerned with the spatial relations of objects and object parts and hence may facilitate spatial transformations. Thus, an interesting question is whether these different types of imagery can be related to the input modality: for example, are spatial imagers better at haptically deriving representations than object imagers, and would they therefore perform better on the cross-modal memory task? Whilst some researchers have argued that visual imagery cannot mediate haptic perception on the basis that congenitally blind individuals can still recognize objects (eg Pietrini et al 2004; Goyal et al 2006) , this does not rule out a role for visual imagery in the normally sighted. Moreover, spatial imagery activates a common pathway in both sighted and blind (Vanlierde et al 2003) , so that spatial representation offers a way of reconciling the imagery and modality-independent accounts.
General properties of visuo^haptic representation
The more general properties of visuo^haptic representation are less well-defined. One general property is viewpoint-dependence. Both visual and haptic object recognition appear to be viewpoint-dependent since recognition performance was reduced when objects were rotated 1808 away from the learned viewöthe`front' surface for vision and the`back' surface for touch (Newell et al 2001) . Interestingly, cross-modal recognition also showed an effect of viewpoint but recognition of rotated objects actually improved. This was attributable to vision and touch favoring opposite surfaces: when the`front/visual' view of the object was rotated, it became the`back/haptic' and viceversa (Newell et al 2001) . Although this preference may reflect no more than the biomechanics of the hand, it may also imply that visual and haptic spatial maps are initially separate and only combine later in the service of object recognition.
It is unclear whether the bimodally accessible representation(s) is (are) globally based, encoding representations of whole objects, or locally based, encoding the spatial organization of the local parts. This is important because local features are more salient than global features in haptic perception as compared to visual perception (Lakatos and Marks 1999 ; but see also Heller and Clyburn 1993) . In visual representation, this has been investigated by examining the rate of mental rotation. Since representations of possible and impossible objects were rotated at roughly the same rates, Dror et al (1997) argued that visual representations were locally based because encoding the global shape of impossible objects would quickly reveal their structural impossibility and slow their rotation compared to possible objects, whereas local parts could be rotated successfully in isolation. The implications for multisensory processing are unexplored but one could expect that, for example, similar objects would evoke representations distinguished predominantly in local aspects owing to shared global shape, whereas dissimilar objects would evoke representations that could differ in both global and local aspects.
6 Asymmetric cross-modal memory performance Cross-modal memory performance is generally significantly better when visual encoding is followed by haptic retrieval than the reverse (Streri and Molina 1994; Campbell 2006a, 2006b) . Although this asymmetric performance is a consistent aspect of cross-modal memory studies, it has not received much attention. If cross-modal memory relied on a single representational format, based on properties that can be represented equally well by different modalities, then performance should be similar in both visual^haptic and haptic^visual conditions (Freides 1974; Streri and Molina 1994) . Asymmetric performance would thus seem to argue against a single representation, but other explanations need to be ruled out. For instance, modality-independent information may not be encoded equally well in vision and touch because of competition from more salient modality-specific information. Thus, visual imagery instructions have been shown to reverse the haptic salience of properties from (in descending order of salience) hardness^texture^shape to shape^texture^hardness/size (Klatzky et al 1987) . One interpretation of this is that the imagery-biased instructions made it difficult to encode hardness and texture information that is normally more salient haptically and thus brought shape information, common to both modalities, to the fore. A principled manipulation of object properties is required to examine these possibilities.
A simpler explanation might be that haptic working memory capacity appears to be more limited and variable (Bliss and Ha« ma« la« inen 2005) and thus more error-prone than that of visual working memory. Another is that haptic representations may simply decay faster than visual representations. Certainly, the decay function in haptic memory, rather than being progressive, appears to occur entirely in a band of 15^30 seconds post-stimulus (Kiphart et al 1992) . This might suggest that performance would be worse in the haptic^visual condition of the cross-modal memory task because haptically encoded representations have substantially decayed by the time that visual retrieval is required. But several cross-modal memory studies show that increasing the delay between encoding and retrieval up to 30 seconds did not affect haptic^visual performance more than visual^haptic performance (Garvill and Molander 1973; Woods et al 2004) and so it seems that the explanation will be more complicated than a simple function of haptic memory properties alone.
Interestingly, asymmetry is also observed in the infant-developmental literature. These studies attribute asymmetric performance to constraints imposed by different stages of motor development (Streri and Molina 1994) . But since asymmetry persists beyond early development into more mature motor systems (Easton et al 1997a (Easton et al , 1997b Bushnell and Baxt 1999; Campbell 2006a, 2006b) , it is likely that other representationally important factors are involved. The asymmetry observed in studies of explicit memory does not seem to apply to implicit memory: cross-modal priming is apparently symmetric (Easton et al 1997a (Easton et al , 1997b Reales and Ballesteros 1999) , although influences of verbal encoding cannot entirely be ruled out in these studies.
Conclusions
We have reviewed what is currently known about visuo^haptic object representation and suggested new research questions about the role of verbal strategies, imagery processes, object familiarity, general image properties, and performance asymmetries. The most important goal, however, will be the development of a theoretical model, particularly in relation to understanding individual differences. We conclude that the current weight of evidence suggests the existence of a multisensory representation, spatial in format, and flexibly accessible via both bottom^up and top^down inputs, although the alternative of efficient comparison between modality-specific representations cannot be ruled out with certainty, and additional, unisensory representations may also be present. Connectivity patterns are likely to be helpful in resolving these issues. Although such patterns have not been as extensively explored in the visuoĥ aptic domain as in the audio^visual domain (eg Schroeder et al 2003) , an effective connectivity study revealed both bottom^up and top^down paths in a network of visuo^haptically shape-selective areas, including foci in the postcentral sulcus, the intraparietal sulcus, and the LOC (Peltier et al 2007) . Finally, although we can readily appreciate the adaptive advantage of cross-modal memory, what is its evolutionary significance? Is the ability to represent objects and potential objects by vision and touch the cognitive advance that enabled the development of advanced stone-tool industries (eg Schlanger 1996) and thus propelled early hominids ahead of other primates? These questions and possibilities make visuo^haptic representation, and multisensory processing in general, the most compelling of problems.
