The multi-objective problem of multi-depot vehicle routing (MOMDVRP) is proposed by considering the minimization of the traveled arc costs and the balance of routes. Seven mathematical models were reviewed to determine the route balance equation and the bestperforming model is selected for this purpose. The solution methodology consists of three stages; in the first one, beginning solutions are built up by means of a constructive heuristic. In the second stage, fronts are constructed from each starting solution using the iterated local search multi-objective metaheuristics (ILSMO). In the third stage, we obtain a single front by using concepts of dominance, taking as a base the fronts of the previous stage. Thus, the first two fronts are taken and a single front is formed that corresponds to the current solution of the problem; next the third front is added to the current Pareto front of the problem, the procedure is repeated until exhaustion of the list of the fronts initially obtained. The resulting front is the solution to the problem. To validate the methodology we use instances from the specialized literature, which have been used for the multi-depot routing problem (MDVRP). The results obtained provide very good quality. Finally, decision criteria are used to select the most appropriate solution for the front, both from the point of view of the balance and the route cost.
Introduction
The Multi-Depot Vehicle Routing Problem (MDVRP) is a variant of the classical Vehicle Routing Problem (VRP), which consists of designing a set of routes with a set of clients which consume a determined demand. A fleet of vehicles attends each client´s demands with a capacity already defined from a depot.
The objective is to minimize the total distance traveled (Toth, 2014) . The MDVRP considers several depots from which a set of vehicles attends a number of clients; once the tour is completed, they return to the same depot. Both the MDVRP and the VRP are NP-hard combinatorial problems (Cordeau et al., 1997; Ho et al., 2008) . Keskinturk and Yildirim (2011) propose that each driver´s workload is defined according to the length of each route, the volume carried during a time frame (including charging and discharging times) and the number of clients that need to be visited. Schwarze and Voß (2013) propose six different types of objective functions related to the workload balancing, and they take into account three types of indicators included in the objective function. First, the route length, which refers to the distance, time or cost to carry out a route; second, the time invested in the discharging operation in each client and third, the demand of each client that implies the transportation volume.
To solve the MDVRP, several exact and metaheuristic techniques have been suggested. In the case of the exact-technique approach, the MDVRP is formulated as a Mixed-Integer Linear Programming (MILP) problem, as described by Kulkarni and Bhave (1985) and Montoya et al. (2015) . However, these techniques converge into optimal solutions for small-size problems (less than 50 clients). On the other hand, the metaheuristic techniques have been widely used to solve efficiently both the mono-objective MDVRP and the Multi-Objective Multi-Depot Vehicle Routing Problem (MOMDVRP).
Regarding the MOMDVRP, very little has been researched as only about 12% of the papers reviewed address the MOMDVRP, and only about 4% take into account the workload balancing, as shown by Montoya et al. (2015) . Geiger (2008) proposes a concept denominated as Pareto Iterated Local Search (PILS), that combines intensification and diversification in one algorithm to generate a set of solutions traditionally called population, which starts from an initial solution x1, from which an approximated Pareto set is obtained applying VNS iterative searches. From this set, the non-dominated solutions (Pareto front) are computed, from which a unique solution is selected x2 and from which diversification is applied by using a perturbation operator obtaining x3 as a perturbed solution. This procedure is performed to solve the MultiObjective Flow Shop Scheduling problem.
The concept of Multi-Objective Local Search based on the dominance concept (DMLS) is explained by Liefooghe et al. (2012) ; besides, the following strategies are described in detail: dominance relation, selection of current set of solutions, neighborhood exploration and stopping criteria. The strategy is tested in two combinatorial optimization problems with several objectives: the Flow Shop Problem (FPS) and the Traveling Salesman Problem (TSP) from which, a DMLS model is proposed and a comparative study of different strategies for the DMLS to solve FSP and TSP variants is presented.
On the other hand, in Duarte et al. (2015) , the VNS metaheuristic adaptation is explored along with its extensions to solve multi-objective combinatorial problems. To achieve the objective, the solution concept is redefined and adapted to the multi-objective context, where a set of solutions called approximated set of efficient solutions is taken. This new definition also allows redefining the meaning of improvement i.e. an improvement is given when a new solution is added to the approximated set of efficient solutions. Under these considerations, a procedure is developed for solving multi-objective combinatorial optimization problems, considering that this approach may require a high computational effort.
In both the MDVRP and the VRP, it is generally aimed to minimize the operation cost; that is, the total distance traveled by the vehicle fleet without exceeding its load capacity; however, there are other objectives that might be optimized such as the environmental and social impact. In this regard, the social matter is approached by balancing the drivers' workload through the minimization of the objective function, which is calculated from all the length-routes standard deviation. However, since the calculation of this objective function requires an important computational effort, it offers better results and no additional parameters in the objective function are required. This paper proposes a new multi-objective methodology for solving the workload balance and cost in the MDVRP, where the metaheuristic is used based on the trajectory called Iterated Local Search (ILS) that includes the Variable Neighborhood Search (VNS). The ILS is composed of two stages that keep the diversification and intensification in the search space. The diversification stage is performed through a perturbation mechanism that allows exploring promissory regions in the solution space. On the other hand, the intensification stage is implemented with the VNS, which consists of specialized operators responsible for reducing the solution space by making the search in nearby surroundings (neighborhoods) the current solution. In the present work, the VNS is implemented by using two types of operators: The Inter-route operators that look for a better solution between two routes and the Intra-route operators that look for a better solution into an only one route. Both operators are based on shift, swap and 2-opt strategies.
The proposed methodology includes multi-objective optimization, with which the approximated Pareto front is obtained, based on the non-dominated solutions generated by the ILS. The methodology is validated with instances from the literature taken from Cordeau et al. (1997) . The results obtained are of good quality and allow concluding about the relationship between cost minimization and route balance, which is of interest for the academic community.
Finally, the rest of the article is organized as follows: Section 2 presents the model for the multi-objective multi-depot vehicle rout problem (MOMDVRP), where two objectives are defined: the solution cost and the standard deviation of the total distance traveled in each route. In Section 3, the new methodology proposed is described to solve the MOMDVRP using the ILS-VNS. In Section 4, the results are analyzed comparing them with some existing instances for the MDVRP. Section 5 presents the conclusions, considerations and guidelines for future works.
MOMDVRP Proposed Model
The MDVRP is an extension of the VRP that determines a set of routes traveled by specific vehicles. (i) every vehicle starts and ends its trip in the same depot, (ii) every client is attended by a single one vehicle once only, (iii) the total demand of every route does not exceed the vehicle capacity and (iv) the routes traveled are minimized (Montoya et al., 2015) . Kulkarni and Bhave (1985) propose a three-index mathematical model that requires the definition of a binary decision variable xijk that takes the value of "1" when two nodes i and j are in the vehicle route k and take the "0" value otherwise. The model is formulated as a generalized TSP problem.
Objective function for route balancing
To define the objective function whose purpose is balancing the routes in Halvorsen and Savelsbergh (2016) and Schwarze and Voß (2013) , different approaches available in the literature are describe that include load-balance VRP modifications. In all the cases, lr, lt and lu are the lengths of the routes r, t and u, that belong to the set of routes T, being |T| the number of routes in the solution and l the average route length.
In Eq. (1), the maximum route length is minimized.
In Eq. (2), the difference between the maximum and minimum route length is minimized.
In Eq. (3), the accumulated difference between each route length and the shortest one of these is minimized.
min ( min )
In Eq. (4), the variance of the route length is minimized.
In Eq. (5), the relative deviation of the lengths, regarding the maximum length is minimized.
In Eq. (6) the summation of the absolute deviation of the length is minimized from an average already known in advanced (parameter).
Eq. (7) minimizes the summation of the absolute deviation of the length from an average already known in advanced.
The above equations show an approximated value of the route-balance measurement; however, the objective function (7), which measures the standard deviation for the length of the routes, is the most accurate to observe the route balancing even though it implies a greater computational effort.
The objective function (7) is chosen, since the standard deviation is the measure of better behavior around the average value (Ribeiro & Ramalhinho, 2001 ). The objective function (1) is the easiest implementation; however, the results obtained are of low quality. In (2), (3) and (5) the length of the shortest route is subtracted, presenting undesirable behavior (Schwarze & Voß, 2013) . In objective function (6), a predefined average value must be assumed which makes difficult the calculation. Objective functions above display an approximated value of the route-balance measurement. Objective functions (4) and (7), which measure the variance and standard deviation respectively for the length of the routes, are the most accurate to observe the route balancing even though they are quadratic functions and greater computational effort is required. Finally, the objective function (7) is chosen, since the standard deviation is the measure of better behavior around the average value (Ribeiro, Ramalhinho, 2001 ).
Mathematical model
The equations of the model are shown below
Parameters
Distance between nodes i and j. Cost associated with the trajectory between nodes i and j. Quantity of the product to deliver to every client ∈ .
Variables
Binary variable which indicates whether the path between clients i,j ∈ V is traveled, both belonging to depot k. Auxiliary binary variable which indicates whether the path between clients i,j ∈ V is traveled, both belonging to depot k. Quantity of merchandise carried between nodes i and j.
Equations of the mathematical model are shown as follows,
kjk jk
The multi-objective model has two objective functions; the objective function (8) minimizes the total distance traveled by the vehicles from the k depots.
The objective function (9) is formulated considering (Halvorsen, Savelsbergh, 2016) and the minimization of the standard deviation of the distance traveled by every route in the solution, where µ is the average distance of every route in the solution and lr is the length of every route. A greater computational effort is required to calculate the mean due to the need of knowing the length of all the routes in the solution; however, better results are obtained.
The constraints (10) and (11) guarantee that all the arcs arriving to a node and leaving a node must be equal to one. The constraint (12) guarantees that the number of vehicles arriving and leaving a depot is the same. A client i assigned to a unique depot k is assured by constraint (13), thus sets of clients assigned to determined depots are obtained. The arrival and departure of a single arc to node i assigned to node k is guaranteed in constraint (14). The connection between a node and its respective depot is guaranteed by constraints (15) and (16). The constraints (17) and (18) show the flow equations in which the demand for each client is guaranteed and that the demand in the depot is equals to 0.
Constraint (19) guarantees that the amount of resources leaving node i, is equal to the difference between the amount of resources entering node i and the resources delivered to node i. The restrictions (20) guarantees that the flow sij between nodes i and j is considered if and only if arc xijk is active. Depot k capacity is restricted in (21). The type of variables used in the mathematical model are shown in constraints (22), (23) and (24).
Methodology
In general, the multi-objective problems have been solved using metaheuristics based on sets of solutions called population, and evolutionary algorithms such as the NSGA-II (Non-Dominated Sorting Generic Algorithm), where a genetic algorithm is used for generating a dominance-based population and ordering of solutions. The NSGA-II, uses selection and mutation operators to create half of the population following the selection of the best solutions (according to the function and the diversity adaptation). For most problems, the results show that NSGA-II is capable of finding diverse solutions and good convergence close to the optimal Pareto front, in comparison to the multi-objective evolutionary algorithms (MOEAs) (Deb et al., 2002 ).
Given the above, Geiger (2008) , explains a metaheuristic for solving multi-objective optimization problems denominated as Pareto Iterated Local Search (PILS). PILS combines proper characteristics of how metaheuristic algorithms operate, whose development is based on two stages: intensification and diversification. The intensification is done by applying the VNS explained by Mladenovic and Hansen (1997) . On the other hand, the diversification is performed by applying a perturbation which uses operators to avoid getting stuck in local optima.
An adaptation of the method previously explained is presented in this work, where a front of nondominated solutions of constant size F is created. On each solution, s that belongs to the front, a local search and a perturbation is made. The new s0 solutions are evaluated and selected according to their non-dominance front F. The local search is performed by using a modified VNS to evaluate the two objectives of the problem. The procedure is explained in Algorithm 1 named MOILS (Muti-Objective ILS).
The procedure starts by obtaining an initial solution s0 using the algorithm cited by Paessens (1988) (step 2 of Algorithm 1). From this solution, a search in the neighborhood of the initial solution s0 using interroute operators denominates as Inter_Ruta is performed. Initially, the operators list is enable to be used during the iterative process (steps 6 and 7). As long as there are non-explored neighborhoods, a neighborhood v is randomly selected (steps 8 to 10). Then, from the randomly selected neighborhood v, the set of non-dominated solutions for every solution s of the front F is searched. The new set of nondominated solutions is stored into F' (steps 11 and 12). The sets F and F' are blended and the front is updated (step 14). If during the former process, there was at least one non-dominated solution that became part of the front F, the search is performed over a set of neighborhoods with only modified routes Intra-Ruta operations (steps 16 to 20). for s ∈ F do 25:
The non-dominated solutions obtained during this process are stored in F' and after this; F is updated (step 21). In the case that no non-dominated solution in the neighborhood v is found, it is excluded from the list (step 23). On the current front F, a perturbation operation is performed on each of the front solutions, the new solutions are stored in F' (steps 24 to 26). Finally, the front is updated and a new iteration starts (steps 27 and 28).
1: Algorithm 2: V(S) 2:
for rx ∈ S do 3:
for ry ∈ S do 4:
if ri 6= rj then 5:
for i ∈ rx do 6:
for j ∈ ry do 7:
S' ← set(S,i,j) 8: dominated ← false 9:
for S ∈ F do 10:
if dominated(S',S) then 11: dominated ← true 12:
if ¬dominated then 14:
Every one of the neighborhoods v in Inter-Route and w in Intra-Route operates in a general way, as described in Algorithm 2.
The search in the neighborhood S is performed exhaustively (steps 2 to 6). For every route rx and ry, different movements of clients i and j are made. According to the selected neighborhood, the objective functions are evaluated and a new solution s' is created (step 7). If the solution s' is not dominated by the current front F, it is added to the front F' (steps 9 to 14). In Table 1 and 2 a list of inter-route and intraroute neighborhoods is shown. Table 1  Table 2 List of inter-route neighborhoods List of intra-route neighborhoods
The perturbation is the mechanism that allows escaping from local optima. In this work, the perturbation mechanism is applied on the current front of solutions F, which consists in randomly applying a neighborhood operator considering the objective function of costs. To define the solution size belonging to the front F, the crowding distance explained by Deb et al. (2000) is used.
Computational Results
For the analysis, benchmark instances from Cordeau et al. (1997) were used. For each instance the Pareto front was obtained and from every front, three solutions were selected for later analysis. Two of them correspond to the solutions placed in the extremes of the front; the third one corresponds to the solution obtained by using the min-max metric, detailed by López et al. (2011) . This metric normalizes the solutions for objective function values regarding to the extreme points; from these, the minimum value is selected and finally, the maximum value among the values previously chosen corresponding to a solution of equilibrium between both objectives is selected. The results were obtained starting from a solution with which a front is generated; a second front is generated from another initial solution, these solutions generate a Pareto front using the non-dominance concept. A third front is generated from another initial solution, which uses again the current Pareto front, the process continues until 10 fronts have been generated by updating the Pareto front in each iteration. The time presented in Table IV corresponds to the average time = total Time//10. The algorithm was run in an Intel Core i3, 3.3 GHz and 4 GB of RAM memory and implemented in C++. In Table 3 , three different solutions of the Pareto front from the instance P01 are shown: two solutions correspond to the extreme points and the third one is obtained using the min-max metric. Fig. 1 presents an extreme point of the front, whose value for fo1 corresponds to the optimal operation cost and fo2 is the standard deviation measured among the solution routes. For this case, the maximum and the minimum route length is of 81.39 and 23.49 units of distance respectively. A second solution is shown in Fig. 2 , which was selected according to the min-max criterion where intermediate values for both objective functions were chosen. fo1 is worse than the solution mentioned earlier, and fo2 corresponds to a solution of better quality with maximum and minimum length for the routes of 81.87 and 38.47. The third solution is shown in Fig. 3 , with a value for fo2 equivalent to the standard deviation of 2.02 with a route length between 72.76 and 64.65 showing an appropriate route balancing. As opposed to point 1, the fo1 presents a high value, apparently moving away from the optimal value. In brief, the optimal operation cost value is presented in Fig. 1 and the optimal route balance value is presented in Fig. 3 . The intermediate value between the two optimal values is shown in Fig. 2 ; that is, one objective function is deteriorated to benefit the other one until a position of equilibrium is achieved. In all the cases studied, a conflict between both objectives was observed. The results using the benchmark instances proposed by (Cordeau et al., 1997) , excluding those with a length constraint are shown in Table 4 . In fo2, low values indicate proper route balances that would have similar length in the case under study. However, this condition in the fo1 expresses elevated operation costs that would make the implementation infeasible. Thus, it is necessary to select a point of equilibrium for both the economic and the social, for which the min-max concept is applied in this study. Nonetheless, this decision may be considered according to the decision-making criterion.
Table 4
Computational results for instances used by Cordeau, et al. (1997) Cordeau, et al. (1997) Cordeau, et al. (1997) This table also presents the solutions of the front of each one of the instances studied, the maximum and minimum length of the routes for the extreme points and that by using the min-max criterion. In the minimum cost point, a big difference between the minimum and the maximum route length is shown. On the contrary in the extreme point of balance, high costs and a relatively low difference between the minimum and the maximum route length are evidenced. The solution selected using the min-max criterion depicts a proper relation between costs and route balance. The time of the previous table corresponds to the average of the 10 cases studied with different seeds is, where a front is generated for each case. The fronts that are being generated update the incumbent front using the non-dominance criterion. The objectives behavior in the studied instances is explained through Fig. 4 . In general, the routing problems have been studied so far using different models and solution methods whose objective is the cost minimization. In all the studied solutions, it is observed that a great imbalance is presented when the cost is optimized, which entails social inequality. On the other hand, if the problems were studied with an objective function for route balance, solutions socially equitable will be obtained but with operative costs excessively high, not suitable for a real-life operation. Given the conflict of interests associated, it is intended to stablish a methodology that considers a balance between both objectives. The methodology is focused on identifying a common region for both objectives. Table 5 presents the results considered as acceptable since they intersect minimum cost and route balance as presented in Fig. 4 . To calculate Table 5 the minimum cost solutions are used as reference, which are generally used in the decision making. From this value, the percetage variation is obtained according to the obtaind with the min-max criterion that corresponds to columns fo1 and fo2. In the previous table, it is possible to establish that with small deteorations in the operation-cost, great social improvements are obtained. The solutions presented in Table 5 are considered acceptable as it is shown in Fig. 4 . These solutions may be determined by some criteria according to decision-maker considerations.
Conclusions and Future Work
A multi-objective methodology based on the ILS metaheuristic was proposed for solving the MOMDVRP considering two objective functions. The first one consists in minimizing the operation cost, the second one is the route balancing using the standard deviation among the routes as a criterion for achieving the aforementioned objective. It was observed that in all instances the objective functions are in conflict. In the solutions of the front extreme points, a big difference is observed not only in cost but also in the route balance, with the biggest differences found in the latter. It is also observed that with relatively small deteriorations of the cost function great benefits in the route balance are achieved. The model was tested with the instances proposed by Cordeau et al. (1997) , obtaining excellent quality results. The ILS operators were efficiently adapted to the multi-objective obtaining great-quality fronts with a high-diversity degree among them. With the objective of improving the computational effort, it is necessary to define strategies in the following aspects: (i) the front size, (ii) solutions in the front to perform the VNS, (iii) efficient computation of the objective functions, (iv) multi-objective specialized operators and (v) parallel solution methods.The social objective is an issue that has been little treated in the studies that refer to load transportation. The study set forth in this article, shows the conflict between operative cost and route balance. It was also noticed that points of equilibrium between both objectives might be obtained using relatively low deteriorations in the cost function.
