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In today's rapid computer networked era, how to effectively and quickly obtain 
knowledge people needed from massive data becomes focus of many scholars and 
researchers. The contradiction between Data supply capacity and data analysis ability 
becomes increasingly prominent, making people in desperate need of an automation 
technology for higher level analysis and extraction of data -- data mining technology. 
As an important branch of data mining, clustering analysis causes people's 
extensive concern, it can be used as independent data mining tool for people in the 
analysis of large quantities of data, also can be used as pretreatment for other data 
mining algorithms. In the real world, the boundaries between objective things are 
vague, usually making things classification following with fuzziness, and fuzzy 
clustering analysis is based on sample identification of uncertainty for category 
description, which is more precisely to reflect the relationship between things in real 
world, becoming the mainstream of current clustering analysis research. 
In fuzzy c-means algorithm, the parameter m plays an important role, introducing 
parameter m will certainly influence the clustering analysis and cluster consequences, 
the most direct impact is change the hard clustering division into a fuzzy clustering 
division, and different m values will produce different fuzzy degree of data partition, 
resulting in different clustering results, therefore, the selection of parameter m has 
profound and important meaning. The dissertation focuses on the optimal selection 
method of parameter m, making some achievements. 
When using FCM algorithm, the first parameter to determine is number of data 
clustering, so for a given set of data, whether the clustering number is reasonable is 
clustering results effectiveness evaluation. At present, to this problem the scholars 
generally use the effectiveness evaluation indicator. So far, several clustering validity 
evaluating algorithms have been put forward. The dissertation focuses on the Xie-Beni 
indicator and its expansibility study, and gives improvement to the related problems. 
It introduces a point density punish factor, and defines a new clustering validity 
indicator and the theoretical analysis of the indicator. Finally, the numerical 
simulation experiment clearly shows good robustness and evaluation function, which 
can effectively overcome the original indicator shortcomings. 
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聚类分析并非一个新领域，它早己被应用在其它学科中。Dube 和 Jain 关于聚类






























第一章 绪  论 
3 
ISODATA(Iterative Self-Organizing Data Analysis Technique A)算法均是以类内平方误
差和(With-Groups Sum of Squared Error， WGSS) 1J 作为聚类目标函数，为了极小化
该目标函数而采取 Pikard 迭代优化方案。Dunn 首先把 WGSS 函数 1J 扩展到 2J ——类






（1）改进经典的 FCM 算法。经典的 FCM 算法有着一些缺陷，包括对初始化值敏
感，参数 m 的优选问题，收敛结果容易陷入局部极小值等。为了解决这些问题，提
出了一些改进的 FCM 算法，如 Jurio等采用约束的等价函数和无知函数取代了对象之
间的距离[2]，提出一种基于无知函数的模糊 c-均值聚类算法；姜伦等提出一种改进的

































了模糊聚类分析中基于目标函数的 FCM 算法中存在的主要问题； 
第二章 对基于目标函数的模糊聚类算法中理论较为完善，应用较为广泛的 FCM
做了比较详细的介绍，并讨论了 FCM 算法的目标函数的演化、实现途径
以及对 FCM 算法最终得到的聚类结果的有效性做了研究； 

































2.1 模糊 c 均值的基本知识 
模糊 c 均值聚类算法最早是硬聚类目标函数的优化中导出的，为借助目标
函数法求解聚类问题，人们利用均方逼近理论构造了带约束的非线性规划函数
J，即类内平方误差和（Within-Groups Sum of Squared Error，WGSS），从此 J
即成为聚类目标函数的一般形式。该函数的的最小值，即为得到聚类的最佳结
果。为了极小化该函数，人们提出了著名的硬 c 均值（HCM）算法。模糊划分
的概念提出以后，Dunn 率先把 WGSS 函数 1J 推广到了 2J ——类内加权平方误差
和[14]，后来 Bezdek 在 Dunn 基础上引入了一个参数 m，把 2J 推广到了无限，并
给出了人们所知的模糊 c 均值（FCM）聚类算法。该算法的描述为： 
                        
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J U P d m            （2-1） 




U  为加权矩阵，  iij x jx  表示样本 jx
与子集 ix 的隶属关系， ijd 为第 i 类中的样本 jx 与第 i 类的初始聚类中心 ip 之间的
欧式距离。 















                            m i n ,mJ U P                          （2-2） 
由于矩阵U 中各列都是独立的，因此 
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  ，因此可以用拉格朗日乘子来求解： 








F d  
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 
   
 
                   （2-4） 
对该函数中的和 ij 取偏导，有 










                      （2-5） 









    
  
          （2-6） 
由上式可得 

















                      （2-7） 
用类似的方法可以得到  ,mJ U P 取最小值时 ip 的值，即 
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的有效性入手，综述模糊 c 均值聚类算法的研究进展和现状。 
2.2.1 模糊聚类目标函数的演化 
由模糊聚类的数学模型可知，对于一组给定的样本集，模糊聚类分析可很
容易获得它的一个模糊 c 划分：  |1 ;1ijU i c j n     。但是，要保证划分
得有意义，则需要依据问题的需要定义合适的划分准则，比如常用的相似性准
则  D 。假定每个模糊子集  1
i
i cx   都形成一个模式 ip (常被称作聚类原
形)，则样本 jx 与模糊子集 ix 的相似性可以通过它与聚类原形 ip 间的失真度
 ,ij j id D x p 来度量，从而确定模糊划分矩阵 U。不过，聚类原型事先无法得
知，需在聚类过程中逐步形成。这样，为了保证聚类的结果能使“物以类
聚”，就以极小化的每类样本与该类模式间的失真度构造模糊聚类的目标函
数，然后通过优化该目标函数获得样本集的最佳模糊 c 划分 ijU    和每类的
模式  ,1iP p i c   。常见的模糊聚类目标函数形式如下，为一带约束的非线
性函数： 
                    2
1 1
min , , . .
c n
m
m ij j i ij
i j
J D x p s t f C  
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   
 
      （2-9） 
其中， 为惩罚项，C为约束条件，m为加权指数。这样一来，模糊聚类的
目标函数就由参量集   , , , ,U D P m x 而确定。下面我们从这五个参量角度来分
别概述目标函数的研究。 













Degree papers are in the “Xiamen University Electronic Theses and Dissertations Database”. Full
texts are available in the following ways: 
1. If your library is a CALIS member libraries, please log on http://etd.calis.edu.cn/ and submit
requests online, or consult the interlibrary loan department in your library. 
2. For users of non-CALIS member libraries, please mail to etd@xmu.edu.cn for delivery details.
厦
门
大
学
博
硕
士
论
文
摘
要
库
