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Abstract: We present a unified mathematical framework that elegantly describes
minimally SUSY gauge theories in even dimension, ranging from 6d to 0d, and their
dualities. This approach combines recent developments on graded quiver with poten-
tials, higher Ginzburg algebras and higher cluster categories (also known as m-cluster
categories). Quiver mutations studied in the context of mathematics precisely corre-
spond to the order (m+1) dualities of the gauge theories. Our work suggests that these
equivalences of quiver gauge theories sit inside an infinite family of such generalized
dualities, whose physical interpretation is yet to be understood.
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1 Introduction
Recently, it was realized that minimally supersymmetric gauge theories in 6 − 2m
dimensions exhibit order (m+ 1) dualities, generalizing the well known case of Seiberg
duality for 4d N = 1 theories [1].1 The first hint in this direction was the discovery
that 2d N = (0, 2) gauge theories enjoy an order 3 duality named triality [2]. This was
soon followed by the proposal of quadrality, an order 4 duality, for 0d N = 1 gauge
theories [3].
There has also been significant progress in the brane engineering of 2d N = (0, 2)
and 0d N = 1 theories. These constructions include D-brane probes of toric Calabi-Yau
(CY) singularities [4], T-dual brane configurations generalizing brane tilings [5–8] and
D-branes in the mirror geometries [3, 9].2 These brane configurations have been useful
for both understanding and postulating some of these dualities.
In parallel, there have been interesting mathematical developments concerning
graded quivers with potentials [14, 15], higher Ginzburg algebras [15, 16] and higher
cluster categories [14]. While these topics are closely related to each other, its presen-
tation in the literature has not been fully integrated. In this paper, we will show that
they can be combined into a unified mathematical framework that elegantly describes
minimally SUSY gauge theories in even dimension, ranging from 6d to 0d. Moreover,
quiver mutations studied in the mathematical context precisely correspond to the order
1By “order (m+ 1) duality” we mean a generalization of duality relating (m+ 1) different theories.
Furthermore, in this case, (m + 1) consecutive applications of an elementary duality transformation
amounts to the identity.
2See [10–13] for alternative constructions of 2d N = (0, 2) theories.
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(m + 1) dualities of the gauge theories. Higher Ginzburg algebras thus provide an al-
gebraic unification of gauge theories in different dimensions and their dualities, which
is similar to the geometric unification attained in [3, 9, 17] using mirror symmetry.
Interestingly, this realization suggests that these equivalences of quiver gauge theories
sit inside an infinite family of such generalized dualities, whose physical interpretation
is yet to be uncovered. Our presentation will try to make the mathematical concepts
accessible to the physics audience and vice versa.
This paper is organized as follows. §2 introduces graded quivers with potentials.
These are quivers containing different types of arrows, whose number is controlled by
an integer m ≥ 1. §3 discusses the higher Ginzburg algebras associated to such quivers.
§4 contains some of the key ideas of this paper, introducing mutations of graded quivers
and their potentials. The order of such mutations is established in §5. In §6, the field
theoretic concept of anomalies is generalized to graded quivers with arbitrary m. §7
outlines the connection between graded quivers with m ≤ 3 and physics, in terms of
gauge theories in various dimensions and D-brane probing CY singularities. §8 discusses
at length the connection between graded quivers with m = 0, 1, 2, 3 and minimally
supersymmetric gauge theories in d = 6, 4, 2, 0. §9 explains how the mutations of
graded quivers unify the order (m+1) dualities of the corresponding gauge theories. In
§10 we discuss the class of graded quivers coming from toric CY’s and explain how they
are described using mirror symmetry. §11 generalizes the physical notion of dimensional
reduction to arbitrary m. We conclude and present directions for future research in
§12. We also include four appendices, discussing the mathematics of potentials, the
mutation of differentials, cluster categories and silting.
2 Graded Quivers with Potentials
In this section we introduce graded quivers with potentials. Our treatment combines
the ideas developed in [14, 15]. Buan and Thomas [14] defined graded quivers, called
colored quivers therein, motivated by their generalization of cluster categories to higher
cluster categories (or m-cluster categories). Further mathematical details of (higher)
cluster categories and (higher) tilting theory are included in Appendix C. Oppermann
[15] was motivated by a variant of tilting theory known as silting, see Appendix D, and
higher Ginzburg algebras. Because of its closer connection to Calabi-Yau manifolds and
physics, we utilize this second perspective for the majority of this paper.
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2.1 Graded Quivers
A quiver Q = (Q0, Q1, s, t) consists of a set of nodes, Q0,
3 a set of arrows Q1, and
two functions, s and t that denote the start and target of every arrow. In particular,
ϕ : v → w ∈ Q1 has s(ϕ) = v and t(ϕ) = w. We say that a quiver is finite if it consists
of a finite number of nodes and arrows. A path is a concatenation of arrows ϕ1ϕ2 · · ·ϕk
such that s(ϕi+1) = t(ϕi). We say that k is the length of such a path. A path is known
as a cycle if in addition it satisfies the identity s(ϕ1) = t(ϕk).
Given an algebraically closed field k, e.g. C, we let kQ be the path algebra of Q.
The path algebra is defined as the algebra whose elements are paths plus idempotents
ei for i ∈ Q0. By convention, we consider ei to be a path of length 0 and set s(ei) =
t(ei) = i. We define multiplication in the path algebra by concatenation, i.e. p · q = pq
if s(q) = t(p) and p · q = 0 otherwise (where p or q = ei possible). In particular,
ei · ej = δijei, i.e. the {ei}’s indeed a form an orthogonal collection of elements that are
unchanged by taking their power.
We now fix m to be a nonnegative integer and use this parameter to turn Q into
a graded quiver Q. In particular Q0 = Q0 is the same set of nodes, but Q1 is now
the set of graded arrows. A graded arrow ϕ : i → j ∈ Q1 has a start s(ϕ) = i ∈ Q0,
a target t(ϕ) = j ∈ Q0, and a degree |ϕ| which we will assume is an integer from
the set {0, 1, 2, . . . ,m}.4 For every graded arrow ϕ ∈ Q1, we also adjoin its opposite
ϕop : j → i with its start and target reversed, and degree given as |ϕop| = m − |ϕ|.
Since the integer m determines the possible degrees or colors, different values of m give
rise to qualitatively different classes of graded quivers.
Lastly, for every node i ∈ Q0, we adjoin a loop `i based at node i, i.e. with
s(`i) = t(`i) = i and degree |`i| = −1. These special loops are the only arrows of Q
with degree greater than m. Since such loops are present at every node, we will leave
them implicit whenever we draw a quiver diagram.
We let Q denote the resulting graded quiver after adjoining the opposite arrows
and loops.5
We will soon incorporate potentials, which are linear combinations of cycles. These
will allow us to consider quivers that contain loops (i.e. adjoints) and 2-cycles.
3The nodes are often indexed as {1, 2, . . . , n}.
4In other references, such as [14], the degree of an arrow is instead referred to as the color. Graded
quivers are consequently also called colored quivers.
5 In [15], Oppermann also includes the identity (ϕop)op = (−1)|ϕ|(m−|ϕ|)+1 ϕ as part of the defini-
tion. We gloss over this technicality for the time being.
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Double arrows. It is convenient to combine every ϕ
(c)
ij with its corresponding ϕ
(m−c)
op,ji
to form a double arrow, as illustrated in Figure 1.6 In this extended notation, the
subscripts are the nodes connected by an arrow and the superscript indicates its degree.
We will refer to such a pair as a (c,m − c) arrow. The number of different types of
double arrows, i.e the number of (c,m− c) pairs with 0 ≤ c ≤ m/2, is
nf = b(m+ 1)/2c. (2.1)
1 Introduction
• The new mathematical ideas allow a uniform formulation of minimally supersym-
metric quantum field theories in d = 4, 2, 0 and their dualities. Furthermore, they
provide natural generalizations of these concepts to an infinite family of theories.
2 Mathematical Preliminaries
Some general discussion of mathematical topics, including:
• Categories
• Higher cluster categories
• CYn-algebras
• Why and how these things are related
3 Higher Quivers with Potentials
Our treatment combines the ideas developed in [1, 2].
Double arrows. It is convenient to regard every arrow in a higher quiver as a double
arrow, consisting of '
(c)
ij and an opposite arrow '
(m c)
op,ji . As we explain in §??, in those
case in which a physical interpretation is known, every double arrow correspond to a
field in a quantum field theory.
c 
m-c 
Figure 1. Double arrow in a higher quiver.
'
(c)
ij '
(m c)
op,ji
The signed adjacency matrix is skew-symmetric, which in the context of colored
quivers means that1
q
(c)
ij = q
(m c)
ji . (3.1)
1Think about how to improve this, because we’re going to allow for adjoints. The discussion that
follows also applies to them.
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i j 
Figure 1. Double arrow in a graded quiver.
Double arrows of (0,m) type exists for any m. Motivated by physics, we refer
to such arrows as chiral fields. Furthermore, for even m there is always a type of
(m/2,m/2) arrows, in which both components have the same degree.
The signed adjacency matrix is skew-symmetric, which in the context of graded
quivers means that
q
(c)
ij = q
(m−c)
ji . (2.2)
Remark. We will not impose the monochromaticity condition of [14], i.e. we will not
require that if q
(c)
ij 6= 0, then q(c
′)
ij = 0 for c 6= c′.
Cyclic order. Let us focus on a node in the quiver. Taking into consideration both
the degrees of arrows and their incidence orientation with respect to the node, there
are (m+ 1) different possibilities. There is a natural cyclic order for arrows around the
node, in which the degree of incoming arrows increases clockwise, as shown in Figure
2. There might be multiple or no arrows of each type.
This order will become handy when discussing mutations and, as explained in §10,
also arises from mirror symmetry.
Double arrows as quantum fields and their orientation. Perhaps it is not
surprising that a framework that allows multiple types of arrows can be useful for
describing gauge theories in different dimensions. Such theories can contain different
type of superfields which, as we discuss below, are captured by the different types, i.e.
degrees, of arrows in the quiver.
6This also applies to adjoint arrows, for which i = j.
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(1) 
(m-1) 
(m-2) 
(1) 
(m-2) 
(0) (m) 
(0) (m) 
(2) (2) 
(m-1) 
(m-3) (m-3) 
(3) (3) 
+1 +1 
Figure 2. Cyclic ordering of arrows connected to a node. The degree of incoming arrows
increases clockwise.
Given a double arrow, the distinction between ϕ
(c)
ij and ϕ
(m−c)
op,ji is arbitrary. As
we will explain in §8, in cases with known physical interpretations as quantum field
theories, every double arrow corresponds to a matter superfield. More generally, a
double arrow should be regarded as a single entity. With this in mind, it is natural
to associate an orientation to double arrows. Without loss of generality, let us assume
that 0 ≤ c ≤ m/2. We will adopt the following convention:
(ϕ
(c)
ij , ϕ
(m−c)
op,ji ) →
{
even c: Φ
(c)
ij
odd c: Φ
(c)
ji
(2.3)
which is defined such that it coincides with the orientation of fields in quantum field
theories. In other words, ϕ
(c)
ij and ϕ
(m−c)
op,ji should be identified with physical fields or
their conjugates as follows:
ϕ
(c)
ij ϕ
(m−c)
op,ji
even c Φ
(c)
ij Φ¯
(c)
ij
odd c Φ¯
(c)
ji Φ
(c)
ji
(2.4)
For brevity, in what follows we will often use the terms double arrow and field inter-
changeably.
In the special case of evenm, there is an ambiguity in identifying the field associated
to an (m/2,m/2) double arrow. We can either pick the corresponding field to be
Φ
(m/2)
ij = ϕ
(c)
ij or Φ
(m/2)
ji = ϕ
(c)
op,ji. This is possible because such fields are unoriented but,
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more importantly, is a manifestation of a Φ
(m/2)
ij ↔ Φ
(m/2)
ij symmetry of such theories.
7
This issue will be revisited in coming sections.
The orientation of fields becomes more significant in physics, where it enters the
determination of anomalies. The orientation in (2.4) is nicely consistent with the gen-
eralization of anomalies to arbitrary m that we will introduce in §6.
Finally, in the cases with a gauge theory interpretation, we can identify the loops
`i at every node with vector superfields.
8 Since these loops are in one-to-one correspon-
dence with nodes in the quiver and we will leave them implicit we can simply say, as it
is standard, that nodes correspond to vector multiplets. Notice that the `i’s are special
in that graded quivers do not include their conjugates, they would be `op,i’s. This is in
nice agreement with physics, where vector superfields satisfy a reality condition.
Single arrow representation. For simplicity, throughout the paper we will often
focus on a single arrow representative for every double arrow. A way of doing so is by
simply picking any of the two arrows, let us call it ϕ
(c)
ij , keeping ϕ
(m−c)
op,ji implicit. In
what follows, the choice of representative in a double arrow will be guided by practical
purposes. Another natural way of picking a single arrow representation is by using the
physical orientation we introduced above. This will be the approach we will use when
connecting to gauge theories in §8.
2.2 Ranks
We complete the definition of a graded quiver by assigning an integer Ni to every
node. This ingredient is typically absent in the math literature. In physics, each node
corresponds to an U(|Ni|) gauge group, so we refer to these integers as ranks.
It is natural to restrict ourselves to positive ranks. Negative ranks can even be
generated when starting from quivers with non-negative ranks and applying a sequence
of mutations. In physics, the presence of negative ranks is typically an indication of
SUSY breaking. It would be interesting to determine whether SUSY breaking has a
mathematical counterpart.
For non-trivial ranks, arrows connecting nodes i and j become |Ni|×|Nj| matrices.9
The matrix structure of arrows will be implicit in our presentation.
7Notice that we are not saying that Φ
(m/2)
ij and Φ
(m/2)
ij are equal. This symmetry is a generalization
to all even m of the well-known Fermi-conjugate Fermi symmetry of 2d N = (0, 2) gauge theories.
This symmetry acts on each unoriented field independently.
8More precisely, we mean gauge supermultiplets. In particular, we refer to the corresponding
superfield in 0d as a gaugino superfield, since it has no vector component. For brevity, this distinction
will be implicit throughout most of the paper.
9This is also the case when i = j.
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2.3 Potentials
In this section we extend the theory of graded quivers to include potentials. Our
discussion is closely related to the one in [15].
The potential W is a C-linear combination of certain cycles in the path algebra kQ,
excluding the loops `i.
10 More precisely, W ∈ kQ/[kQ, kQ], where we quotient by the
supercommutator [u, v] = uv − (−1)|u||v|vu. In other words, a cycle is an equivalence
class of words made by closed paths of arrows up to sign as defined by
(u1u2 · · ·uk)(v1v2 · · · v`) ∼ (−1)(|u1|+|u2|+···+|uk|)(|v1|+|v2|+···+|v`|)(v1v2 · · · v`)(u1u2 · · ·uk).
(2.5)
This is well-defined since we assume the path is a cycle, i.e. closed with t(v`) = s(u1).
In addition, cycles must have degree11 (m−1) in order to be allowed potential terms.
The reasons for this will be explained momentarily in §3. It is important to note that
the potential W does not necessarily contain all degree (m−1) cycles. As an immediate
important consequence of this restriction on the degree of the potential, there cannot be
two arrows of the same type going in opposite directions along a cycle in the potential.
I.e., when considered with the same orientation, we cannot simultaneously have degree
c and (m − c) for any c. Physically, no potential term can simultaneously contain a
type of superfield and its conjugate. Additionally, arrows of degree m cannot appear
in potentials of such degrees.
As we explain in §3, potentials give rise to relations in the path algebra. In physics,
they encode non-gauge interactions.
2.3.1 Further Constraints on the Potential: Kontsevich Bracket
The Kontsevich bracket, sometimes also referred to as necklace bracket, between two
functions f and g of the arrows in a quiver is defined as
{f, g} =
∑
Φ∈Q
(
∂f
∂Φ
∂g
∂Φ¯
− ∂f
∂Φ¯
∂g
∂Φ
)
. (2.6)
It is a generalization of a Poisson bracket defined by a quiver [18–20]. When evaluating
this bracket, it is necessary to take into account the commutation rules for arrows,
which for a pair of them is given by uv ∼ (−1)|u||v|vu.
10More generally, open paths terminating on frozen nodes can also be terms in the potential. In
what follows, this additional possibility will be implicit whenever we refer to cycles. In physics, the
cycle condition corresponds to gauge invariance.
11The degree of a product of arrows is the sum of the degrees of the constituent arrows.
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The potential is required to satisfy the condition that the Kontsevich bracket van-
ishes
{W,W} = 0. (2.7)
In §3 we will explain that this condition is necessary for the differential on the Ginzburg
algebra to square to zero. The condition (2.7) leads to non-trivial constraints on the
potential. In §8 we will explicitly consider the Kontsevich bracket for m = 1, 2, 3.
2.3.2 Mass Terms and Removable 2-Cycles
Quadratic terms in the potential are of particular significance. In physics, they corre-
spond to mass terms. Since the potential must have degree (m−1), it is straightforward
to classify all possible mass terms. For this, it is convenient to define the upper wedge
of the plane. It corresponds to the wedge containing the (0,m), (1,m − 1), . . . , (m, 0)
sequence of arrows, as shown in Figure 3.
(1) 
(m-1) 
(m-2) 
(1) 
(m-2) 
(0) (m) 
(0) (m) 
(2) (2) 
(m-1) 
(m-3) (m-3) 
(3) (3) 
Figure 3. The upper wedge.
Every consecutive pair of fields in the upper wedge forming a closed path in the
quiver can be combined into a quadratic term in the potential. We refer to such
potential terms as mass terms.
We define a removable 2-cycle as a length-2 closed path in the quiver that, in
addition, appears in a mass term in the potential. In this case, it is possible to integrate
out the corresponding arrows, as we explain in §4.2.12 In physics, a removable 2-cycle
corresponds to a massive pair of fields. Note that that chiral-chiral pairs can only form
removable 2-cycles for m = 1, for which (0,m) and (m, 0) fields are consecutive on the
upper wedge.
12It is important to emphasize that 2-cycles cannot be removed if the corresponding term is not
present in the potential.
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3 Differential Graded Structures
We now introduce further structure that can be layered on top of a graded quiver with
potential, combining together the treatments in [15, 16].
3.1 Differential Operators
As our final ingredient, we introduce a differential operator d : kQ→ kQ which lowers
the degree of a given term by one and then extends linearly. Furthermore, d satisfies
the graded Leibniz rule on products
d(uv) = d(u)v + (−1)|u|u d(v). (3.1)
We define the differential d on graded arrows as follows:
d(α) = 0 if α has degree zero. (3.2)
d(αop) = ∂αW if α has degree ∈ {0, 1, 2, . . . ,m− 1}. (3.3)
d(`i) = ei(
∑
α∈Q1
[α, αop])ei. (3.4)
Here ei is the idempotent in the path algebra kQ at node i. The notation ∂αW signifies
the cyclic derivative which is defined as ∂α(v1 · · · vk−1α) = v1 · · · vk−1 and extended
linearly. In the case that v = v1v2 · · · vk is not written ending with α, we use signed
cyclic equivalence (2.5) to move α to the rightmost position.13 As we will discuss later,
the vanishings of all these differentials have important physical counterparts.
For later use, we also note that the right-hand-side of (3.4) can be expressed as
ei(
∑
α∈Q1
[α, αop])ei =
∑
α: i → ? ∈Q1
ααop −
∑
β: ? → i ∈Q1
βopβ (3.5)
for fixed i ∈ Q0.
We now state two claims about differentials in our setting that will provide the
backdrop for the correspondence between higher Ginzburg algebras and SUSY quantum
field theories in various dimensions.
Claim. The fact that W has degree (m − 1) implies that d(αop) = ∂αW indeed has
degree one less than that of αop (whenever α has degree
14 ∈ {0, 1, 2, . . . ,m− 1}).
13When a term v = v1v2 · · · vk of the potential W contains α at multiple places, ∂αv is the sum of
the remainders after each such removal. More precisely, ∂αv is defined as
∑
v=pαq(−1)|pα||q| qp in [15].
14In the special case when |α| = m, then |αop| = 0, and we use (3.2) to compute d(αop) instead.
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Proof. Suppose that |α| = c ∈ {0, 1, 2, . . . ,m − 1} so that |αop| = (m − c) ∈
{1, 2, . . . ,m}. Then in ∂αW , only the terms containing α at least once survive. Fur-
thermore each term resulting from ∂αW is a term v of W with exactly one copy of α
removed, which we abbreviate as v \ α. Hence if W is homogenous of degree (m − 1)
then |v| = m−1 and |v\α| = (m−1)−|α| = m−1−c. We conclude that d(αop) = ∂αW
is homogeneous of degree (m− c)− 1 as desired.
Claim. If the potential W vanishes under the Kontsevich backet, i.e. {W,W} = 0,
then the differential defined above indeed squares to zero, i.e. d2 = 0.15
Proof. From [16], it follows that for f ∈ kQ, we have df = {W, f}. Hence, as in
(10.6) of [16], we obtain
d2f = {W, {W, f}} = 1
2
{{W,W}, f} = 0. (3.6)
Furthermore, we have d`i = d
(∑
α:i→?∈Q1 ααop −
∑
β:?→i∈Q1 βopβ
)
=∑
α:i→?∈Q1
(
d(α)αop + (−1)|α|αd(αop)
)− ∑
β:?→i∈Q1
(
d(βop)β + (−1)|βop|βopd(β)
)
+
∑
α:i→?∈Q1
(
(∂αopW )αop + (−1)|α|α(∂αW )
)− ∑
β:?→i∈Q1
(
(∂βW )β + (−1)|βop|βop(∂βopW )
)
.
(3.7)
Substituting in β = αop, we note that these two sums are actually over the same
arrows and cancel out each other.16 Hence applying d2 to the central element
∑
i∈Q0 `i
yields zero.
3.2 Higher Ginzburg Algebras
Given the following three ingredients:
1) a graded quiverQ built from a quiverQ with arrows α ∈ Q1, |α| ∈ {0, 1, 2, . . . ,m},
opposite arrows αop for every such α, and loops `i of degree (m+ 1),
2) a potential W ∈ kQ/[kQ, kQ] of degree (m− 1) satisfying {W,W} = 0, and
15This property is in fact crucial because otherwise the map d : kQ→ kQ defined above would not
be a differential operator.
16Technically, one uses footnote 5 to simplify the instances of (αop)op to ±α, but since the same
sign change is applied twice, we still get zero.
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3) a differential operator d : kQ
(j) → kQ(j−1) respecting the grading as above,17
we let the higher Ginzburg algebra Γm+2(Q,W ) denote the dg (differential graded)
algebra given as the direct sum
Γm+2(Q,W ) = ⊕j≥0kQ(j) , (3.8)
where kQ
(j)
denotes the space of paths of degree j in the graded path algebra kQ, and
quotienting by the ideal of arrows.
The ordinary Ginzburg algebra from [21, 22] corresponds to the m = 1 case of the
above.18
3.3 Jacobian Algebras and Vacuum Moduli Spaces
We now consider the following result of Ladkani, which in turn is a generalization of [22,
Lemma 2.8]. In particular, the result implies that it is sufficient to consider a quotient
algebra formed by quotienting only by the relations arising from cyclic derivatives with
respect to arrows of degree (m− 1).
Claim [23, Lemma 2.21]. Let (Q,W ) be a quiver with potential where Q is the
associated graded quiver with degrees in {0, 1, 2, . . . ,m}. Then the Jacobian algebra
(with respect to the graded arrows of degree (m − 1)) is the 0th cohomology19 of the
complete Ginzburg dg algebra Γ̂m+2(Q,W ), i.e.
kQ
/(
{∂αW : α ∈ Q(m−1)1 }
)
= H0(Γ̂m+2(Q,W )). (3.9)
Proof. The 0th homology is defined as
Ker d : Γ̂m+2(Q,W )
(0) → Γ̂m+2(Q,W )(−1)
/
Im d : Γ̂m+2(Q,W )
(1) → Γ̂m+2(Q,W )(0),
(3.10)
where the superscripts indicate restricting to elements of the dg algebra Γ̂m+2(Q,W ) of
certain degrees. Since we have no elements of degree (−1), we get Γ̂m+2(Q,W )(−1) = 0
and hence the kernel is all of Γ̂m+2(Q,W )
(0), i.e. the component of the graded path
algebra kQ
(0)
on arrows of degree zero. We get the immediate equality kQ
(0)
= kQ,
17By convention, kQ
(−1)
= 0, so using (3.2) we have d : kQ
(j) → kQ(j−1) even when j = 0.
18Additionally, in [22], the authors focus on the completed Ginzburg dg algebra Γ̂(Q,W ), i.e. the
graded path algebra taking the limit of including paths of infinite length. This subtlety will not be
needed in our work.
19In our language, this actually would be homology rather than cohomology, since we give arrows
degrees which are positive rather than negative.
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the ordinary path algebra. Furthermore, the image consists of {d(αop)} where αop has
degree one. Hence the image consists of {∂αW : α ∈ Q(m−1)1 }, where the (m − 1)th
component yields arrows in Q1 of degree (m− 1). In conclusion, we obtain the desired
relations in the modified Jacobian algebra.
In the special case of m = 1, the result in [22] relates the ordinary Ginzburg algebra
to the ordinary Jacobian algebra, i.e. the quotient algebra kQ/ ({∂αW : α ∈ Q1}).
The mathematical importance of the Jacobian algebra with respect to arrows of
degree (m−1), i.e. of next to maximal degree, has a physical counterpart. As we will see
in §8, it is all we need for computing the (classical) moduli spaces of the corresponding
quantum field theories. The underlying reason is that since the degree of the potential
is (m−1), H0(Γ̂m+2(Q,W )) consists exclusively of chiral fields, which are the only fields
containing scalar components. When determining the moduli space, we also demand
the vanishing of (3.4). When it is expressed as in (3.5), it becomes clear that, when
restricted to chiral fields, this condition corresponds to the vanishing of D-terms.
The Role of Higher Degree Arrows
Since we focused solely on the Jacobian algebra, i.e. the 0th homology, in the above,
the reader might wonder what the roles of the higher degree arrows and components
of the (higher) Ginzburg algebra are. These higher degree arrows and the differential
operator are exactly defined so that all higher homologies of the (higher) Ginzburg
algebra vanish.
In particular, in the m = 1 case, notice that
H1(Γ̂m+2(Q,W )) = Ker d : Γ̂m+2(Q,W )
(1) → Γ̂m+2(Q,W )(0)/Im d : Γ̂m+2(Q,W )(2) → Γ̂m+2(Q,W )(1).
(3.11)
We note that Γ̂m+2(Q,W )
(2) is generated by the loops `i and hence the image under
d is precisely generated by ei(
∑
α∈Q1 [α, αop])ei as i runs over possible nodes in Q0.
Meanwhile the elements of Γ̂m+2(Q,W )
(1) are the expressions in kQ whose terms contain
exactly one arrow αop ∈ Q(1)1 and the rest in Q(0)1 = Q1. The kernel of d acting on this
set are precisely the elements which become zero in kQ
(0)
= kQ when αop is replaced
with ∂αW .
20 We will show that the kernel is in fact also generated by the elements of
the form ei(
∑
α∈Q1 [α, αop])ei, which has image∑
α: i → ? ∈Q1
α(∂αW )−
∑
β: ? → i ∈Q1
(∂βW )β (3.12)
20This calculation uses d(u1u2 . . . ukαop) = d(u1u2 . . . uk)αop + (−1)0u1u2 . . . ukd(αop) =
u1u2 . . . uk∂αW if |u1| = |u2| = · · · = |uk| = |α| = 0. In fact for any such cyclic ordering, we
have d(uj+1uj+2 · · ·ukαopu1u2 . . . uj) = uj+1uj+2 · · ·uk∂αWu1u2 . . . uj .
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under d. This quantity indeed equals zero because the two summands express the sum
over all terms in the potential W incident to node i, in two different ways. In the
positive summand, we sum over all terms of W that contain an arrow α starting at
i while in the negative summand we sum over all terms of W that contain an arrow
β ending at i. However, since terms in W are cycles, these two summands cancel out
each other. For higher m, a related approach applies.
In Construction 2.6 of [15], it is described in more detail how one can start with
a basic finite dimensional algebra, for example one of the form kQ/(R) where kQ is
a path algebra of a quiver Q and R is a minimal set of relations given by elements
of the path algebra, and build a differential graded algebra. In particular, let the
arrows of the original quiver Q be of degree 0 and adjoin new arrows αr of degree 1
for each of the relations r ∈ R, such that the differential map sends αr ∈ kQ(1) to
d(αr) = r ∈ kQ(0). Consequently H0(kQ(1)) = kQ(0)/(R) = Λ. We then consider a
generating set for H1(kQ
(1)
) and adjoin arrows of degree 2 for each element therein,
defining the differential accordingly. Iterating this process, considering relations of
relations, we get a differential graded algebra such that all higher homologies vanish.
Because all higher homologies vanish, the sequence of homologies of the graded
(higher) Ginzburg algebra agree identically with the sequence of homologies of the
basic algebra Λ, treating this vacuously as a graded algebra (concentrated in degree
zero). We conclude that the higher Ginzburg algebra Γm+2(Q,W ) and Λ are quasi-
isomorphic. As an application, when Λ is the Jacobian algebra, it is quasi-isomorphic
to Γm+2(Q,W ) while also agreeing to the 0
th homology of Γm+2(Q,W ).
However, because the higher Ginzburg algebra Γm+2(Q,W ) has the extra structure
of a dg (differential graded) algebra, we observe that the higher Ginzburg algebra is
(m + 2)-Calabi-Yau. This means that Γm+2(Q,W ) is homology smooth and the shift
functor [m + 2] is a Serre functor on the bounded derived category of finite length
Γm+2(Q,W )-modules. In particular, the composition of the suspension [m + 2] and
duality yields a bimodule quasi-isomorphism [21, Def. 3.2.3], i.e. a transformation that
induces certain symmetries between spaces of homomorphisms under duality.
4 Order (m+ 1) Mutations
In this section we introduce mutations of graded quivers with potentials. Our treatment
builds on the work in [14, 15]. We explain how all the defining elements of a theory
transform: the quiver in §4.1, the potential in §4.2 and the ranks in §4.3. We postpone
the explanation of how the differential transforms to Appendix B.
We will restrict to mutations on nodes without adjoint fields, i.e. without loops.
Preliminary studies of this case have appeared in mathematics literature [15, 24]. How-
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ever we consider the understanding of such cases to be incomplete. It would be very
interesting to revisit this problem.
4.1 Mutation of the Quiver
Let us first explain how the graded quiver transforms under mutation.
1. Flavors. Let us consider a mutation on node j. In physics, the arrows connected
to the mutated node are usually referred to as flavors. The flavors are transformed as
follows:
1.a) Replace every incoming arrow i
(c) // j with the arrow i
(c−1) // j .
1.b) Equivalently, replace every outgoing arrow j
(c) // k with an arrow j
(c+1) // k .
Both of these values are taken modulo (m+ 1).
This transformation has an elegant implementation in terms of the cyclic ordering
of arrows introduced in §2.1. It simply becomes a rotation, as shown in Figure 4, where
we have numbered the spectator nodes to emphasize that they remain fixed under the
mutation.
0 m 
(0) 
(m-2) 
(m-3) 
(m) (m-1) 
(1) 
(2) (m-4) 
1 
2 
3 
m-1 
m-2 
m-3 
0 m 
(1) 
(m-1) 
(m-2) 
(0) (m) 
(2) 
(3) (m-3) 
1 
2 
3 
m-1 
m-2 
m-3 
j j 
Figure 4. The transformation of flavors upon a mutation on node j can be implemented as
a rotation of the degree of the arrows. The nodes remain fixed.
2. Composite Arrows. The second step in the transformation of the quiver involves
the addition of composite arrows as follows. For every 2-path i
(0) // j
(c) // k in Q,
where c 6= m, add a new arrow i
(c)
++j k .
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In other words, we generate all possible composite arrows consisting of chiral fields,
of degree zero, incoming into the mutated node and all other types of fields attached
to it. In physics, such composite arrows are referred to as mesons.
(0) (c) i j k i j k 
(c) 
Figure 5. Composite arrow, i.e. meson, generated by a mutation.
Anticomposition
Equivalently, we can also understand the rule above as the composition of ϕ
(0)
ij and
ϕ
(m−c)
op,kj , with m − c 6= 0, even though their orientations seem to be incompatible. The
result is a meson that we can call ϕ
(m−c)
op,ik , which is equivalent to a meson ϕ
(c)
ki . This
phenomenon has been noted in both mathematics [15] and physics [3] and we refer to
it as anticomposition. Anticomposition becomes important for m ≥ 3. This alternative
formulation of the composition rule is illustrated in Figure 6.
(0) (m-c) i j k 
(m-c) 
i j k 
Figure 6. Meson generated by anticomposition. Here m− c 6= 0. This rule is equivalent to
the one in Figure 5.
Anticomposition becomes most shocking when focusing on the physical orientation
of fields. In this case, a meson can correspond to the combination of a chiral field with
another field of seemingly incompatible orientation, hence requiring the conjugation of
the chiral field. This phenomenon was first noticed in [3] in the context of 0d N = 1
quadrality. We will discuss it in further detail in §9.
It is worth noting we that we require c 6= m in Rule (2). In other words, the
definition of composition forbids the anticomposition of two incoming chiral fields, i.e
we cannot generate a meson by composing an incoming chiral with the conjugate of
another incoming chiral.21
21Our mutation rule for mesons coincides with some works in the mathematics literature such as
[15, Sec. 6], but slightly differs from others, particularly [14]. In §C we elaborate on the relation
between our mutation prescription and [14]. Contrary to ours, those rules do not follow from a
proper consideration of the potential, but have an equivalent effect when we restrict to higher cluster
categories, which is the problem of interest in [14].
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4.2 Mutation of the Potential
We now explain how the potential transforms under mutation, which can be summa-
rized by a short set of rules. In [15] Oppermann provided an alternative, but equivalent,
prescription for mutating the potential. Our approach is more combinatorial than his
differential geometric treatment. The connection between the two is discussed in Ap-
pendix §B.
2.a) Cubic dual flavors-meson couplings. The first rule concerns new potential
terms that are in one-to-one correspondence with mesons. For every 2-path,
i
(0) // j
(c) // k in Q, with c 6= m, add the new arrow i (c) // k in Q and the new
cubic term ϕ
(c)
ik ϕ
(c+1)
jk ϕ
(m)
ij = ϕ
(c)
ik ϕ
(m−c−1)
kj ϕ
(0)
ji to W . Figure 7 shows the general
form of these cycles.
(0) (c) i j k 
(c) 
i j k (m) (c+1) 
(c) 
i j k (0) (m-c-1) 
=
 
Figure 7. New cubic terms coupling mesons to dual flavors.
Besides adding these new terms to the potential, the original terms can also be
altered. Terms in the original potential that do not go through the mutated node
remain unchanged. However, let us consider what happens to terms in the potential
that contain the mutated node. There are two possibilities, depending on the degrees of
the arrows that are connected to the mutated node in the corresponding cycle. These
are handled by Rule (2.b) in the first case, and Rules (2.c) and (2.d) in the second.
2.b) Replace instances of ϕ
(0)
ij ϕ
(c)
jk in W with the meson ϕ
(c)
ik obtained by composing
the two arrows. Given the observation in §2.3, we know that c 6= m.22
22The case c = m is ruled out since this arrow is part of a potential term which has degree (m− 1).
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i1 i2 
(c) 
ik ik-1 
(ck-1) 
(c2) 
(ck-2) 
(0) 
i1 i2 
ik ik-1 
(ck-1) 
(c2) 
(ck-2) 
(c) 
Figure 8. Mutation of a potential term with a 2-path giving rise to a meson.
2.c) Replace instances of ϕ
(c)
ij ϕ
(d)
jk in W , where c 6= 0 and d is arbitrary (again, the
case d = m is already ruled out) with the product of dual flavors ϕ
(c−1)
ij ϕ
(d+1)
jk .
i1 i2 
(d) 
ik ik-1 
(ck-1) 
(c2) 
(ck-2) 
(c) 
(c2) 
(ck-2) 
i1 i2 
(d+1) 
ik ik-1 
(ck-1) 
(c-1) 
Figure 9. Mutation of a potential term with a 2-path that goes through the mutated node
but does not generate a meson.
2.d) Additionally, if there is an incoming chiral arrow ϕ
(0)
i0j
at the mutated node an
additional term inW is generated by duplicating this cycle but replacing instances
of ϕ
(c)
ij ϕ
(d)
jk with the product of mesons ϕ
(c)
ii0
ϕ
(d)
i0k
, which result from (anti)composing
the original flavors ϕ
(c)
ij and ϕ
(d)
jk ,with ϕ
(0)
i0j
.23 It is clear that whenever we apply
(2.d), we also apply (2.c).
23Technically, to preserve {W ′,W ′} = 0 once the potential W is mutated to W ′, we in fact negate
the coefficient in front of this additional term. However, we will not worry about the signs of potential
terms in this exposition.
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i1 i2 
(d) 
ik ik-1 
(ck-1) 
(c2) 
(ck-2) 
(c) 
i0 
(0) 
i1 i2 
(d) 
ik ik-1 
(ck-1) 
(c2) 
(ck-2) 
(c) 
i0 
Figure 10. Mutation of a potential term in the presence of an additional chiral field incoming
into the mutated node.
Rules (2.c) and (2.d) are new features of graded quivers and are only relevant for
m ≥ 2. Interestingly, it is possible to distinguish the previous three rules by the
number of mesons in the new potential terms. (2.b), (2.c) and (2.d) correspond
to 1, 0 and ≥ 2 mesons, respectively.
3) Finally, we can apply reductions of mass terms, see §2.3.2, to get an equivalent
graded quiver with potential. Massive fields are eliminated using the relations
coming from the corresponding cyclic derivatives of the potential.
Cycles that pass multiple times through the mutated node
Additionally, in the preceding discussion, we have deliberately kept the nodes in po-
tential cycles arbitrary. In particular, our rules also apply when a cycle passes through
the mutated node multiple times. When this occurs, we simply apply the appropriate
rules to all appearances of the mutated node in the cycle.
Rather than going into a lengthy analysis, it is probably better to illustrate this
discussion with an explicit example. Figure 11 shows a potential cycle that passes twice
through the mutated node j, which for clarity is shown in blue. Furthermore, c, c′ 6= 0
and there is an incoming chiral ϕ
(0)
i0j
. Both passings through node j hence satisfy the
conditions for rules (2.c) and (2.d). Applying (2.c) and (2.d) in all possible ways, we
obtain the four terms shown in Figure 12.24
Allowable potential terms and mutations
As explained in §2.3, potential terms correspond to degree (m − 1) cycles. Having
explained how the potential transforms under mutations, it is possible to show that
any such cycle can be reached via a sequence of mutations from the basic configuration
shown in Figure 13. We prove this claim in Appendix A.
24Technically, the terms corresponding to the second and third cycles illustrated in this figure would
have negative signs in front of them.
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i1 i2 
(d) 
ik ik-1 
(ck-2) 
(c) 
i0 
(0) 
i2 
(d’) 
i1 i0 
(c’) 
(0) 
Figure 11. A cycle going through the mutated node twice, such that the conditions for (2.d)
(and hence for (2.c)) hold for both passings. The mutated node is shown in blue.
i1 i2 
(d+1) 
ik ik-1 
(ck-2) 
(c-1) 
i2 
(d’+1) 
i1 
(c’-1) 
(d) 
(c) 
i1 i2 
ik ik-1 
(ck-2) 
i0 i2 
(d’+1) 
i1 
(c’-1) 
i1 i2 
(d+1) 
ik ik-1 
(ck-2) 
(c-1) 
i2 
i1 i0 
(d’) 
(c’) 
(d) 
(c) 
i1 i2 
ik ik-1 
(ck-2) 
(c) 
i0 i2 
i1 i0 
(d’) 
(c’) 
Figure 12. The four terms generated by the cycle in Figure 11 upon mutating on node i0.
i1 i2 
(m-1) 
ik ik-1 
(0) 
(0) 
(0) 
(0) 
Figure 13. Allowable potential terms can be connected by mutations to this basic configu-
ration.
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Kontsevich Bracket
The transformation rules for the potential that we introduced imply that the {W,W} =
0 condition is preserved by mutations. In Appendix B we show that this is the case
and present an alternative proof based on Oppermann’s ideas [15]. In the process, we
will discuss connections between the two approaches.
Mutation of the Potential in Combinatorial Models
It is worth noting that there exist various combinatorial models that can be interpreted
as certain classes of graded quivers with potentials where m > 1. Going back to [14],
the case of type An m-graded quivers (called colored quivers therein) corresponds to
(m + 2)-angulations of an (mn + m + 2)-gon. In toric cases when m = 2, graded
quivers and triality corresponds to brane bricks and their transformations as studied
in [4–6, 9]. Both (m + 2)-angulations and brane bricks can be modeled by potentials
as defined in §2.3. The (m + 2)-gons give rise to (m+2
3
)
potential terms, each of which
corresponds to a choice of three not necessarily consecutive edges on the boundary of
the (m + 2)-gon. For the brane brick models, potential terms correspond to edges of
these 3-dimensional cell complexes. Using these combinatorial models, one can describe
how mutation affects potentials by comparing the potentials associated to the (m+ 2)-
angulation (respectively brane brick model) before or after mutation. The mutation of
the potentials in these classes of combinatorial models coincide with our general rules,
providing further motivation for their study.
4.3 Mutation of the Ranks: Fractional Brane Charges and c-Vectors
We postulate that the rank N? of a mutated node transforms as follows
N ′? = N0 −N?, (4.1)
where N0 indicates the total number of incoming chiral fields. More generally, we will
indicate with Nc the total number of incoming arrows of degree c. While we opt for
keeping our notation as simple as possible, allowing several nodes for each degree and
multiple arrows between nodes is straightforward.
Equation (4.1) coincides with the transformation of ranks for m = 1, 2 and 3, for
which the mutations can be interpreted as quantum field theory dualities, as explained
in §9. It is natural to assume, as we will do, that this mutation rule extends to
arbitrary m. Below we motivate this proposal by discussing fractional brane charges
and c-vectors, suggesting a connection between these two classes of objects along the
way. Further motivation coming from higher cluster categories is provided in Appendix
C.
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Fractional Brane Charges
In quivers with a brane realization, every node i is associated to a fractional brane
charge vector Qi, whose dimension is equal to n, the total number of gauge groups in
the quiver. The number of arrows between a pair of nodes i and j is controlled by the
intersection number 〈Qi, Qj〉.25 We assume that objects with these properties exist for
quivers without a D-brane realization
Without loss of generality, we can focus on a local configuration of the quiver as
shown in Figure 14.26 In this case the multiplicity of fields is absorbed in the Nc’s. In
particular, 〈Q0, Q?〉 = 1. As it will be discussed in §10.2, mutation comes from a simple
reorganization of the brane system, moving the branes associated to the mutated node
over the ones that contribute incoming chirals to it. In this process, brane charges
transform as follows
Q′? = −Q?
Q′0 = Q0 + 〈Q0, Q?〉Q? = Q0 +Q?
Q′1 = Q1
...
Q′m = Qm
(4.2)
where we have naturally extended the known rule for m ≤ 3 to arbitrary m. This rule
leads to the appropriate transformation of the quiver. We refer the reader to [3, 9, 17]
for discussions of the m = 1, 2, 3 cases.
Focusing on the initial configuration in Figure 14, the total initial brane charge is
QT = N?Q? +
m∑
i=0
NiQi. (4.3)
After mutation, the total brane charge becomes
Q′T = N
′
?Q
′
? +
∑m
i=0N
′
i Q
′
i
= QT + [(N0 −N?)−N ′?]Q?
(4.4)
where we have used that only N?, Q? and Q0 are modified. Conservation of the total
brane charge Q′T = QT requires that the second term vanishes, implying that the rank
of the mutated node transforms as in (4.1).
25Whether the intersection pairing is symmetric or antisymmetric and the details regarding the
degree and orientation of arrows depend on m.
26This does not mean that there are no additional nodes in the quiver, which would determine the
dimension n of the Qi vectors.
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c-Vectors: the m = 1 Case
What are the mathematical counterparts of fractional branes charges? We now argue
that they are (some generalization of) c-vectors.
The following discussion is restricted to the m = 1 case. In the original formula-
tion of cluster algebras from Fomin and Zelevinsky [25], a seed for a cluster algebra
is determined not only by an n-by-n skew-symmetrizable matrix B0 (equivalently a
quiver on n vertices) and by an initial cluster {x1, x2, . . . , xn}, but also by the data
of a coefficient 2n-tuple {p±1 , p±2 , . . . , p±n }. The coefficients play a role in the binomial
exchange relations
xkx
′
k = p
+
k
n∏
i=1
x
[b0ki]+
i + p
−
k
n∏
i=1
x
[−b0ki]+
i (4.5)
where [α]+ = max(α, 0). In their follow-up work [26], Fomin and Zelevinsky re-express
such seeds27 using coefficient n-tuples {y1, y2, . . . , yn}, extend the matrix B0 to a 2n-
by-n matrix starting with appending the n-by-n identity matrix underneath, and use
the binomial exchange relations
xkx
′
k =
n∏
i=1
x
[b0ki]+
i
2n∏
j=n+1
y
[b0ki]+
j−n +
n∏
i=1
x
[−b0ki]+
i
2n∏
j=n+1
y
[−b0ki]+
j−n (4.6)
instead.
As we mutate the seed of a cluster algebra the extended skew-symmetrizable matrix[
B0
I
]
mutates according to the same rules as quiver mutation, and after a generic
sequence of mutations,
[
B0
I
]
becomes
[
B
C
]
where C = [cij]
n,n
i=1,j=1 is an invertible n-by-
n integer matrix. We refer to the columns of this C-matrix as c-vectors, and denote
them as cj as j = 1, . . . , n.
Based on the quiver mutation rules, it follows that the c-vectors satisfy the following
recurrence, e.g. see (2.9) of [27]:
c′ij =
{
−cij if j = k
cij + cik[bkj]+ + [−cik]+bkj if j 6= k
(4.7)
This recurrence is also a tropicalization of the recurrence for coefficient tuples made up
of yj’s, letting the c-vector cj =
[
c1j c2j · · · cnj
]T
denote the exponent vector of yj in
terms of the initial coefficients {u1, u2, . . . , un} (i.e. yj =
∏n
i=1 u
cij
i ). The coefficients,
27Here we focus on the case of cluster algebras of geometric type with principal coefficients.
– 22 –
i.e. de-tropicalized c-vectors, also correspond to X -coordinates of Fock and Goncharov
[28, 29].
We are now ready to investigate whether c-vectors are related to fractional brane
charges. A quick comparison of (4.7) and (4.2) reveals various similarities. In order to
facilitate the comparison, it is convenient to translate (4.7) to the language we used to
discuss fractional branes. Given cij, the j index indicates a node and i runs over the
components of the c-vector. In other words, we can identify cij = Qj,i. Recall that we
are working with m = 1, so we only have Q? for the mutated node, and Q0 and Q1 for
the incoming and outgoing chirals, respectively. If we work in the convention in which
b?0 ≥ 0, it implies that b?1 ≤ 0 and hence (b?1)+ = 0. Furthermore, in supersymmetric
configurations, (−Q?,i)+ = 0.28 With all this, (4.7) becomes
Q′? = −Q?
Q′0 = Q0 + b?0Q?
Q′1 = Q1
(4.8)
in agreement with (4.2).
We conclude that for m = 1, c-vectors can be identified with fractional brane
charges. Our discussion of fractional brane charges suggest that that the formulas for
the ordinary quiver case, i.e. m = 1, naturally lift to the case of m ≥ 1. Thus, in future
work, we wish to develop a theory of c-vectors for graded quivers with arbitrary m.
5 Periodicity of the Mutations
We now show that the mutation introduced in previous sections is indeed an order
(m+ 1) transformation, namely that after (m+ 1) consecutive mutations acting on the
same node of a quiver we obtain the original theory.
It is sufficient to focus on the basic configuration shown in Figure 14 as a starting
point. In this figure, some of the ranks of the flavor nodes might be zero, i.e. flavors of
the corresponding degrees might be absent. Our discussion extends to general initial
configurations. We consider consecutive mutations of the blue node.
The transformation of flavors is simply given by a rotation, as shown in Figure 4.
It is thus clear that flavors return to the original configuration after (m+1) mutations.
Initially, there are no mesons stretching between external nodes in Figure 14. Since
mesons are created at every mutation, it is important to verify that all of them disappear
by the end of the mutation sequence. Let us first focus on the pair of nodes 0 and c,
28It is natural to conjecture that having (−Q?,i)+ 6= 0 corresponds to the inclusion of anti-branes.
It would be interesting to explore this idea in further detail.
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0 m 
(1) 
(m-1) 
(m-2) 
(0) (m) 
(2) 
(3) (m-3) 
1 
2 
3 
m-1 
m-2 
m-3 
Figure 14. Basic initial quiver. We consider consecutive mutations of the blue node.
initially corresponding to flavors of degrees (0) and (c), both with non-vanishing ranks.
If any of the ranks are zero, the corresponding flavors will be absent and no mesons
between these two nodes will ever be generated.
(m) 
(c-1) 
0 
c 
(0) 
(c) 
0 
c 
(m-c+1) 
(0) 
0 
c 
(m-c) 
(m) 
0 
c 
(m-c) (m-c) (m-c) 
(c-1) 
1st 2nd cth  (c+1)th  
Figure 15. Evolution of mesons connecting nodes 0 and c under c+ 1 consecutive mutations
of the blue node.
Figure 15 shows a sequence of c + 1 mutations acting on the blue node. After
the first mutation, a meson of degree (m − c) is created between the two nodes. This
remains the only meson between nodes 0 and c until the (c+1)th mutation, after which
a meson of degree (c−1) in the opposite direction is generated. The sum of the degrees
of both mesons is (m− 1). In fact, they form a mass term in the potential and can be
integrated out. We conclude that after (c+ 1) mutations, the mesons connecting nodes
0 and c disappear. Given the transformation of flavors, only after (m + 2) mutations
will we again generate a meson between nodes 0 and c.
Let us now consider a pair of arbitrary nodes i and j, initially connected to flavors
of degrees ci < cj. As shown in Figure 16, after ci mutations, we reach the starting
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configuration of Figure 15, with c = cj − ci. The analysis in the previous paragraph
applies after this point. The meson generated at the cthi mutation, is removed after
the (ci + 1)
th mutation by forming a massive pair with a meson going in the opposite
direction. Since for any pair of nodes cj − ci ≤ m, we conclude that after (m + 1)
mutations we return to a configuration without mesons between external nodes.
(0) 
(cj-ci) 
i 
j 
(ci) 
(cj) 
c1 mutations 
Figure 16. Starting from a general pair of nodes, we reach the initial configuration in Figure
15 after ci mutations.
The mutation rules in §4 preserve the global symmetries of the theory. This in
particular requires/implies that if the final quiver is identical to the initial one, as we
have just shown, then the final potential also coincides with the original one.
We complete the proof of periodicity in the next section, where we explain how,
under certain conditions that generalize the cancellation of anomalies, the rank of the
mutated node also returns to its original value after (m+ 1) mutations.
6 Generalized Anomaly Cancellation
At present, physical interpretations of graded quivers as quantum field theories are only
known for m = 1, 2 and 3. This correspondence will be explained in §8. Since anomalies
play a central role in quantum field theories, it is reasonable to expect that they can
be generalized to arbitrary m and that they will remain important in this broader
context. For example, in the case of m = 1, cancellation of gauge anomalies requires at
every node that the weighted number of incoming arrows equals the weighted number
of outgoing arrows, with the weighting given by the ranks of the gauge groups.
From the discussion in §4.3, in order for the rank of a node to return to the original
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value after (m+ 1) consecutive mutations on it, we must have
N? =
m∑
c=0
(−1)m−cNc + (−1)m+1N?. (6.1)
Here, N? is the rank of the node ?, the node to be mutated at, and Nc equals the
number of arrows of degree c incoming into that node as part of a double-arrow. For
m = 1, 2 and 3, this agrees with the cancellation of the gauge anomaly, as will be
discussed in §8.29 We will thus promote (6.1) to a generalized anomaly cancellation
condition for arbitrary m. It is in fact quite remarkable that anomaly cancellation
emerges from the periodicity condition of theories under mutations!
Equation (6.1) becomes (locally at every node)
odd m: 0 = Nm −Nm−1 + . . .−N1 +N0
even m: 2N∗ = Nm −Nm−1 + . . .+N1 −N0
(6.2)
The rank of the gauge group N∗ only enters anomaly cancellation for even m.
The preceding discussion of generalized anomalies is based on periodicity under
(m + 1) consecutive mutations of the same node. Since we have not defined mutation
in the presence of adjoint fields, our argument does not apply to nodes containing such
fields. However, for m ≤ 3, anomalies can instead be computed by calculating the
appropriate loop diagrams. It is then possible to include the contribution of matter
in arbitrary representations of the gauge group, which are controlled by certain group
theoretic factors. It is reasonable to expect that by directly generalizing such expres-
sions we can incorporate the contributions of other representations, including adjoints,
to generalized anomalies.
The convention of (2.4) ensures that the signs of the terms in (6.2) coincide with
the ones for the corresponding physical fields.
To conclude this section, let us mention that frozen nodes can be anomalous. In
physics, they correspond to global symmetry groups. The invariance of their anomalies
under mutations of other nodes is called ’t Hooft anomaly matching and constitutes a
powerful constraint on dualities. More generally, mathematically it is still interesting
to consider theories with anomalous unfrozen nodes.
29Here we focus on the anomalies associated to the SU(Ni) factors in the U(Ni) = SU(Ni) ×
U(1) gauge groups. We will not consider anomalies involving the U(1) factors, which in D-brane
constructions can be cancelled by a stringy mechanism.
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7 Map to Physics
We are now ready to explain the connection between graded quivers with potentials
and physics. Quivers with a maximum degree m correspond to (6 − 2m)-dimensional
gauge theories with 23−m supercharges. More precisely, m = 1, 2 and 3 correspond to
4d N = 1, 2d N = (0, 2) and 0d N = 1 gauge theories, respectively.30 Such theories
are called minimally supersymmetric. This correspondence will be explained in detail
in §8. It is clear that, at least at present, only theories with m ≤ 3 have a known
physical interpretation, since m > 3 would naively correspond to theories in a negative
number of dimensions. It would be extremely interesting to determine whether there are
physical systems described by graded quivers with m > 3 or to detect a mathematical
obstruction or qualitatively distinctive feature that first appears at m = 4.
In physics, a quiver diagram summarizes the gauge symmetry and matter content
of a quantum field theory. Nodes correspond to gauge groups, i.e. to vector superfields,
and arrows indicate matter fields. As the dimension in which the field theory lives
decreases, there are more types of matter superfields. This fact is nicely captured by
the increasing number of possible degrees in the quiver as m grows. The quiver diagram
does not fully specify a minimally supersymmetric theory. In order to do so, additional
information regarding interactions between matter fields needs to be provided. Such
interactions are encoded in the potential.
A large class of these (6 − 2m)-dimensional theories can be realized in Type IIB
string theory on the worldvolume of D(5− 2m)-branes probing CY (m + 2)-folds (see
[3, 4, 30–33] and references therein). The probed CY manifolds emerge from the gauge
theories as their classical moduli spaces. In this way, string theory provides a direct
connection between these quivers and CY geometries, in nice parallel with the relation-
ship based on (higher) Ginzburg algebras. Table 1 summarizes these setups and their
mirror configurations. The use of mirror symmetry for understanding these theories is
discussed in §10.
m QFT Original geometry Mirror
1 4d N = 1 IIB D3 probing CY3 IIA D6 on 3-cycles
2 2d N = (0, 2) IIB D1 probing CY4 IIB D5 on 4-cycles
3 0d N = 1 IIB D(-1) probing CY5 IIA ED4 on 5-cycles
Table 1. D-brane configurations engineering quantum field theories in various dimensions.
30In the coming section, we explain how many of the ideas presented here extend to the case of
m = 0.
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When the CY (m + 2)-folds are toric, a beautiful description of these theories in
terms of objects that generalize dimer models exists. In this case, T-duality connects
the D(5− 2m)-branes probing CY (m+ 2)-folds to new configurations of branes living
on tori Tm+1. For m = 1, 2 and 3, these configurations are brane tilings [34, 35], brane
brick models [5, 6, 9] and brane hyperbrick models [3]. These constructions significantly
streamline the connection between CY geometry and graded quivers in both directions.
We envision profound connections between these combinatorial objects and the ideas
presented in this paper. We postpone the exploration of this special toric case to future
work.
8 Gauge Theories for m = 0, 1, 2, 3
In this section we discuss how the general framework of graded quivers with potentials
with m = 0, 1, 2, 3 captures and unifies the physics of supersymmetric gauge theories
in d = 6, 4, 2, 0, respectively. We include references with in-depth presentations of such
quantum field theories. We start from m = 1 and comment on m = 0 towards the end.
8.1 m = 1: 4d N = 1
Here we explain how m = 1 quivers correspond to 4d N = 1 gauge theories. There is
a vast literature on these theories, see e.g. [36, 37].
Superfields. Let us first discuss how the different elements in the quiver map to
superfields. Nodes correspond to vector multiplets. As explained earlier, it is sufficient
to focus on arrows with degrees 0 ≤ c ≤ m/2, which can also be completed into
(c,m− c) double arrows. This means that in this case there is a single type of arrow,
i.e. of matter superfield, which corresponds to c = 0, i.e. to a (0, 1) double arrow.
We identify such arrows with chiral superfields, as shown in Figure 17. Here and in
what follows, we determine the orientation of physical fields using the convention in
(2.4). In order to follow standard 4d N = 1 notation we call Xij ≡ ϕ(0)ij . We conclude
that m = 1 quivers precisely match the most general field content of 4d N = 1 gauge
theories.
i j 
(0) 
(1) 
i j 
Xij Chiral 
Figure 17. (0,1) arrows corresponds to 4d N = 1 chiral fields.
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Anomalies. For every node, the generalized anomaly cancellation (6.2) takes the
form
0 = Nχin −Nχout , (8.1)
where Nχin and Nχout are the number of incoming and outgoing chiral fields, respec-
tively. This is precisely the condition for the cancellation of the SU(N?)
3 gauge
anomaly. The relative sign reflects the opposite contribution of fields transforming
in the fundamental and antifundamental representations of SU(N?).
Potential. Following the definition in §2.3, the degree of the potential for m = 1
must be equal to 0. Then, terms in the potential correspond to oriented cycles of chiral
fields, as shown in Figure 18. Different terms in the potential might involve different
numbers of fields. In physics, we refer to the m = 1 potential as the superpotential. An
important property of the superpotential is that it is an holomorphic function of the
chiral fields, i.e. it does not involve conjugate fields X ij.
The moduli space of these theories is determined by imposing vanishing D- and
F -terms. The F-terms are the cyclic derivatives of the superpotential with respect to
chiral fields. This agrees with (3.9).
i1 i2 
(0) 
ik ik-1 
(0) 
(0) 
(0) 
(0) 
i j 
(1) 
(0) 
i j 
Xij Chiral 
Figure 7.
Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i and N out,i are the number of incoming and outgoing chiral fields, re-
spectively. This is precisely the condition for the cancellation of the SU(Ni)
3 gauge
anomaly. The r lativ sign reflects the opposite co tribution of fields transforming in
the fun amental and antifundame t l representations of SU(Ni).
Potential.
Xi1i2 Xi2i3 Xik 2ik 1 Xik 1ik Xiki1
Xi2i3
Xik 2ik 1
Xik 1ik
Xiki1
Kontsevich’s bracket. Since the superotential is holomorphic, the Kontsevich bracket
vanishes automatically. We thus conclude that, as it is well known from physics, there
is not additional constraint on the superpotential.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fermi, '
(1)
ij and '
(1)
op,ji have the same color, it is possible
to invert the direction of the Fermi, as shown in Figure ??.
• First (and only?) physical example with unoriented fields (Fermis) and the cor-
responding symmetry.
– 12 –
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i1 i2 
ik ik-1 
Figure 18. The m = 1 potential correspond to the 4d N = 1 superpotential.
For clarity, the figures in this section show potential terms containing a large num-
ber of fields.
Kontsevich bracket. Since the superpotential is holomorphic, the Kontsevich bracket
vanishes automatically. This implies that, as i is well known from physics, there is no
additional co straint on the superpotential.
8.2 m = 2: 2d N = (0, 2)
We now consider m = 2 quivers, which correspond to 2d N = (0, 2) gauge theories.
Thorough introductions to these theories can be found in [2, 4, 38, 39].
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Superfields. Once again, every node corresponds to a vector superfield. There are
two types of arrows, associated to c = 0, 1. The resulting (0, 2) and (1, 1) double arrows
correspond to chiral and Fermi superfields, respectively. Following standard notation,
we will refer to chiral fields as Xij and Fermi fields as Λij. Fermi fields are the first
examples of (m/2,m/2) unoriented fields that we encounter in quantum field theories.
Specifically, since ϕ
(1)
ij and ϕ
(1)
op,ji have the same degree, we can identify the pair with
either Λij or Λji. The symmetry under the exchange of Λij ↔ Λ¯ij for any Fermi field
is an important property of 2d N = (0, 2) gauge theories. Below we will discuss this
symmetry on the potential.
Figure 19 shows the map between arrows in an m = 2 graded quiver and matter
fields in a 2d N = (0, 2) theory. Given the undirected nature of Fermi fields, it is
standard to represent them by undirected lines.
i j 
(0) 
(2) 
i j 
Xij Chiral 
i j 
(1) 
(1) 
i j 
Λij Fermi 
Figure 19. (0,2) and (1,1) arrows correspond to 2d N = (0, 2) chiral and Fermi fields,
respectively.
Anomalies. The generalized anomaly cancellation condition (6.2) becomes
0 = Nχin +Nχout −NF − 2N? , (8.2)
with Nχin , Nχout , NF and N? the numbers of incoming chirals, outgoing chirals, Fermis
and the rank of the gauge group, respectively. A few words are in order for under-
standing this expression. First, we notice that the contributions of the incoming and
outgoing chirals, i.e. of chirals transforming in the fundamental and antifundamental
representations, have the same sign. This is because anomalies in 2d are quadratic.
Second, unlike in the 4d case, there is a non-vanishing term proportional to N?. This
is the contribution to the anomaly of gauginos in the vector multiplet. Finally, the
contributions from chiral fields have an opposite sign to the ones of Fermis and vector
multiplets. This is due to the opposite chirality of the fermions in these superfields.
It is quite remarkable that all these details emerge from the simple requirement of
periodicity under mutations.
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Potential. The degree of the potential form = 2 is 1. This means that all terms in the
potential are of the general form shown on the left of Figure 20, namely they consist of
a single Fermi field and an arbitrary number of chiral fields. The physical interpretation
of such a potential term is interesting. In particular, following our previous discussion,
a c = 1 arrow connecting nodes i1 and i2 can be interpreted either as a Fermi field
Λi1i2 or as a conjugate Fermi field Λ¯i2i1 . The first possibility leads to a contribution to
a so-called J-term while the second option gives a contribution to an E-term:
ϕ
(1)
i1i2
ϕ
(0)
i2i3
. . . ϕ
(0)
iki1
→
{
J-term: Λi1i2Xi2i3 . . . Xiki1
E-term: Λ¯i2i1Xi2i3 . . . Xiki1
(8.3)
(a) J-term 
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1 In rod ction
⇤¯i2i1 (1.1
• The new mathematical ideas allow a unifor formulation of minimally su ersym-
metric quantum field theories in d = 4, 2, 0 a d their dualities. Furthermore, they
provide natural generalizations of these co cepts o an infinite family of theories.
2 Mathematical Preliminar es
Some general discussion of mathematical topics, including:
• Categories
• Higher cluster categories
• CYn-algebras
• Why and how these things are related
Given a (ordinary) acyclic quiver Q, let H = kQ be the path algebra, and D(H)
be the bounded derived category.
The Cluster Ca egory is the triangulated 2-Calabi-Yau category obtained by the
quotient D(H)/(⌧ 1   [1]) where ⌧ is Auslander-Reiten tra slation and [1] is th color-
greenshift functor.
The Higher m-Cluster Category is the triangulated (m + 1)-Calabi-Yau category
obtained by the quotient D(H)/(⌧ 1   [m]).
The Cluster-Tiling Objects are maximally dimensional direct sums of indecompos-
ables which have no self-extensions.
• Discuss Exchange Triangles vs Ranks of Gauge Groups
We get Exchange Triangles
Xi ! B0 ! X 0i
– 2 –
Figure 20. There are two types of potential terms for m = 2. They map to contributions to
J- or E-terms in the corresponding 2d N = (0, 2) gauge theories.
More precisely, we refer the chiral field parts cycles in (8.3) as J- and
E-terms. Every Fermi field in the theory is associated to a J- and an E-term, which
are given by sums over contributions that, generi ally, can be of different orders. For
the terms in (8.3), we have
JΛi1i2 = Xi2i3 . . . Xiki1 + . . .
EΛi2i1 = Xi2i3 . . . Xiki1 + . . .
(8.4)
– 31 –
where the dots indicate possible additional terms.
The potential takes the form
W =
∑
a
[
ΛaJa(X) + Λ¯aEa(X)
]
, (8.5)
where a is an index that runs over all the Fermi fields in the theory.
The classical moduli space of the gauge theory requires vanishing J- and E-terms.
This is in agreement with the discussion around (3.9), which states that only the
Jacobian algebra with respect to arrows of degree (m− 1) is important for the moduli
space. In this case, m − 1 = 1, implying that we must consider the Jacobian algebra
with respect to both Fermis and conjugate Fermis. In addition, as always, we demand
vanishing D-terms.
Λ↔ Λ¯ symmetry. We have already mentioned that the unoriented nature of Fermi
fields leads to a symmetry under the exchange of Λa ↔ Λ¯a for any Fermi field. This
symmetry corresponds to the exchange Ja ↔ Ea.
Kontsevich bracket. The potential (8.5) contains both Fermi fields and their con-
jugates. This implies that the vanishing of the Kontsevich bracket gives rise to a
non-trivial constraint, which takes the form∑
a
Ja(X)Ea(X) = 0. (8.6)
This is precisely the trace condition of 2d N = (0, 2) theories [38].
8.3 m = 3: 0d N = 1
Let us consider m = 3 quivers. They correspond to 0d N = 1 gauge theories. These
theories were recently studied in [3].
Superfields. Nodes correspond to gaugino superfields. There are two types of arrows,
associated to c = 0, 1. The (0, 3) and (1, 2) double arrows map to chiral and Fermi
superfields, respectively. We will refer to chiral fields as Xij and Fermi fields as λij.
Unlike what happens in the m = 2 case, Fermi fields are oriented for m = 3. The
correspondence between double arrows and fields is illustrated in Figure 21.
– 32 –
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(3) 
i j 
Xij Chiral 
i j 
(1) 
(2) 
i j 
λji Fermi 
Figure 21. (0,3) and (1,2) arrows correspond to 0d N = 1 chiral and Fermi fields, respec-
tively.
Anomalies. Anomaly cancellation becomes
0 = Nχin −Nχout +NFin −NFout . (8.7)
Fields transforming in the fundamental and antifundamental representations of the
gauge group contribute with opposite signs. The orientation prescription of (2.4) is
crucial for obtaining this correlation.
Potential. The potential for m = 3 has degree 2. This implies that there are two
possible types of potential terms, which precisely reproduce the possible interaction
terms of 0d N = 1 gauge theories [3]. The first one, shown in Figure 22, has the form
J-term: ϕ
(2)
i1i2
ϕ
(0)
i2i3
. . . ϕ
(0)
iki1
→ λi1i2Xi2i3 . . . Xiki1 (8.8)
and corresponds to a contribution to a so-called J-term. J-terms are defined as the
chiral field part of such loops. There is one J-term for every Fermi field, which becomes
Jλi1i2 = Xi2i3 . . . Xiki1 + . . . , (8.9)
where the dots indicate the possibility of multiple contributions.
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Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i and N out,i are the number of incoming and outgoing chiral fields, re-
spectively. This is precisely the condition for the cancellation of the SU(Ni)
3 gauge
anomaly. The relative sign reflects the opposite contribution of fields transforming in
the fundamental and antifundamental representations of SU(Ni).
Potential.
Xi1i2 Xi2i3 Xik 2ik 1 Xik 1ik Xiki1
Xi2i3
Xik 2ik 1
Xik 1ik
Xiki1
Kontsevich’s bracket. Since the superotential is holomorphic, the Kontsevich bracket
vanishes automatically. We thus conclude that, as it is well known from physics, there
is not additional constraint on the superpotential.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fermi, '
(1)
ij and '
(1)
op,ji have the same color, it is possible
to invert the direction of the Fermi, as shown in Figure ??.
• First (and only?) physical example with unoriented fields (Fermis) and the cor-
responding symmetry.
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Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i and N out,i are the number of incoming and outgoing chiral fields, re-
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anomaly. The relative sign reflects the opposite contribution of fields transforming in
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Potential. For clarity, the fig res in this section show potential terms containing a
large number of fields. However, the number of chiral fields in a potential term can be
zero, since they do ot cont bute to the to al degree.
i1 i2 
(0) 
ik ik-1 
(0) 
(0) 
(0) 
(0) 
i j 
(1) 
(0) 
i j 
Xij Chiral 
Figure 7.
Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i and N out,i are the number of incoming and outgoing chiral fields, re-
spectively. This is precisely the condition for the cancellation of the SU(Ni)
3 gauge
anomaly. The relative sign reflects the opposite contribution of fields transforming in
th funda tal and antifundamen al repr sent tions of SU(Ni).
Potential.
Xi1i2 Xi2i3 Xik 2ik 1 Xik 1ik Xiki1
Xi2i3
Xik 2ik 1
Xik 1ik
Xiki1
Kontsevic ’s bracket. Since the superotential is holomorphic, the Kontsevich bracket
van shes autom tically. We thus conclude that, as it is well known from physics, there
is not additional constraint on the superpotential.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fermi, '
(1)
ij and '
(1)
op,ji have the same color, it is possible
to invert the direction of the Fermi, as shown in Figure ??.
• First (and only?) physical example with unoriented fields (Fermis) and the cor-
responding symmetry.
– 12 –
i j 
(1) 
(0) 
i j 
Xij Chiral 
Figure 7.
Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i and N out,i are the number of i coming and outgoing chiral fields, re-
spectively. This is precisely the condi ion for th cancellation of the SU(Ni)
3 gauge
a omaly. The relative sign reflects the opposite contribution of fields transforming in
the fundamental and antifundamental representations of SU(Ni).
Potential.
Xi1i2 Xi2i3 Xik 2ik 1 Xik 1ik Xiki1
Xi2i3
Xik 2ik 1
Xik 1ik
Xiki1
Kontsevich’s bracket. Since the superotential is holomorphic, the Kontsevich bracket
vanishes automatically. We thus conclude that, as it is well known from physics, there
is not additional constraint on the superpotential.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fermi, '
(1)
ij and '
(1)
op,ji have the same color, it is possible
to invert the direction of the Fer i, as shown in Figure ??.
• First (and only?) physical example with unoriented fields (Fermis) and the cor-
responding symmetry.
– 12 –
i j 
(1) 
(0) 
i j 
Xij Chiral 
Figure 7.
Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i nd N ou ,i are the n mber of incoming nd outgoing chiral fields, re-
spectively. This is precisely the condition for the cancellation of the SU(Ni)
3 gauge
anomaly. T e relative sign reflects the opposite contribution of fields transforming in
the fundamental and antifundamental representations of SU(Ni).
Poten ial.
Xi1i2 Xi2i3 Xik 2ik 1 Xik 1ik Xiki1
Xi2i3
Xik 2ik 1
Xik 1ik
Xiki1
Kontsevich’s bracket. Since the superotential is holomorphic, the Kontsevich bracket
vanishes automatically. We thus conclude that, as it is well known from physics, there
is not additional constra nt on the superpotent al.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fer i, '
(1)
ij and '
(1)
op,ji have th same color, it is possible
to invert the di ction of the Fermi, as shown in Figure ??.
• First (and only?) physical example with unoriented fields (Fermis) and the cor-
responding symmetry.
– 12 –
i j 
(1) 
(0) 
i j 
Xij Chiral 
Figure 7.
Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i and N out,i are the number of incoming and outgoing chiral fields, re-
spectively. This is precisely the condi ion for cancellation of th SU(Ni)
3 gauge
anomaly. The relative sign reflects the opposite contribution of fields transforming in
the fundamental and antifundamental representations of SU(Ni).
Potential.
Xi1i2 Xi2i3 Xik 2ik 1 Xik 1ik Xiki1
Xi2i3
Xik 2ik 1
Xik 1ik
Xiki1
Kontsevich’s bracket. Since the superotential s h lomorphic, the Kontsevich bracket
vanishes automatically. We thus conclude that, as it is well known from physics, there
is not additional constraint on the superpotential.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fermi, '
(1)
ij and '
(1)
op,ji have the same color, it is possible
to invert the direction of the Fermi, as shown in Figure ??.
• First (a d only?) physical example with unoriented fields (Fermis) and the cor-
responding symmetry.
– 12 –
i j 
(1) 
(0) 
i j 
Xij Chiral 
Figure 7.
Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
0 = N in,i  N out,i , (9.1)
where N in,i and N out,i are the number of incoming and outgoing chiral fields, re-
spectively. This is precisely the condition for the cancellation of the SU(Ni)
3 gauge
anomaly. The relative sign reflects the opposite contribution of fields transforming in
the fundamental and antifundamental representations of SU(Ni).
Potential.
Xi1i2 Xi2i3 Xik 2ik 1 Xik 1ik Xiki1
Xi2i3
Xik 2ik 1
Xik 1ik
Xiki1
Kontsevich’s bracket. Since the superotential is holomorphic, the Kontsevich bracket
vanishes automatically. We thus conclude that, as it is well known from physics, there
is not additional constraint on the superpotential.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fermi, '
(1)
ij and '
(1)
op,ji have the same color, it is possible
to invert the direction of the Fermi, as shown in Figure ??.
• First (and only?) physical example with unoriented fields (Fermis) and the cor-
responding symmetry.
– 12 –
i1 i2 
ik ik-1 
Figure 8.
 ¯i1i2  ¯i2i3
Kontsevich’s brack t. Since the superote tial is holomorphic, the Konts vich bracket
vanishes automatically. We thus conclud tha , as it i well known from physics, here
is no additional constraint on the superp te tial.
9.2 m = 2: 2d N = (0, 2)
Potential. Givent that for a Fermi, '
(1)
ij nd '
(1)
op,ji have the same color, it is possible
to invert the direction of the Fermi, as show in Figure ??.
– 12 –
i j 
(0) 
(1) 
i j 
Xij Chiral 
Figure 7.
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form
0 = N in,i  N out,i , (9.1)
wher N in,i and N out, are the number f incoming and outgoing chiral fields, re-
spectively. This i pr cisely the condition for the cancellation of the SU(Ni)
3 gauge
anomaly. The relative sign reflects the opposite contribution of fields transforming in
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Kontsevich’s bracket. Sin e th super tential is holomorphic, the Kontsevich bracket
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– 12 –
Figure 11.
• Some potential terms involve one type f fields and s me other their conjugates.
This already occurs for m = 2, but i ’s less striking ue to symmetry between
Fermis and their conjugates.
• Once again, non-trivi l constrain on th ote tial du to Kontsevich’s bracket.
The mathematical formulation in terms of higher quivers provides a unified origin
of these constraints.
10 An Algebraic Unification of Order n Dualities
11 The Mother of All Dualities
• “CY1”.
• Silting.
Followi g Buan-Reiten-Thomas [3], we now compare silting objects and m-cluster
tilting objects. Let H be a finite dimensional hereditary algebra. For m   1, the
m-cluster category Cm is defined as the quotient category D/⌧ 1[m]. Here D is the
bounded derived category of H, ⌧ is Auslander-Reiten translation in D and [m] signifies
applying the shift functor [1] m times.
The m-cluster category is a Krull-Schmidt category, meaning that we can decom-
pose objects into finite direct sums of indecomposables. Let mod H denote the inde-
composables objects of H, and mod H[i] denote the set after applying i copies of the
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Figure 22. Contribution to a J-term in a 0d N = 1 gauge theory.
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The second type of potential term is a contribution to an H-term. It is shown in
Figure 23 and is given by
H-term: ϕ
(1)
i1i2
ϕ
(1)
i2i3
ϕ
(0)
i3i4
. . . ϕ
(0)
iki1
→ λ¯i2i1λ¯i3i2Xi3i4 . . . Xiki1 , . (8.10)
There is an H-term for every pair of Fermi fields. Once again, H-terms are defined in
terms of the chiral fields in the loops. For (8.10), we have
Hλi2i1λi3i2 = Xi3i4 . . . Xiki1 + . . . (8.11)
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Anomalies. For every node i, the generalized anomaly cancellation (7.2) takes the
form
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where N in,i and N out,i are the number of incoming and outgoing chiral fields, re-
spectively. This is precisely the condition for the cancellation of the SU(Ni)
3 gauge
anomaly. The relative sign reflects the opposite contribution of fields transforming in
the fundamental and antifundamental representations of SU(Ni).
Potential. According to (??), for m = 1 the degree of the potential must be equal to
0. Ter s in the potential can then only correspond to oriented cycles of chiral fields, as
shown in Figure 10. Di↵erent terms in the potential might involve di↵erent numbers of
fields. In physics, we refer to the m = 1 potential as the superpotential. An important
property of the superpotential is th t it is an holomorphic f nction of the chiral fields,
i.e. it does not involve conjugate fields X ij.
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i1 i2 
ik ik-1 
Figure 8. The m = 1 potentials c rrespond to the 4d N = 1 sup rpotential.
For clarity, the figures in this secti n show potential terms containing a large num-
ber of fields.
 ¯i2i1  ¯i3i2
– 12 –
i1 i2 
(1) 
ik ik-1 
(0) 
(0) 
i1 i2 
ik ik-1 
Figure 23. Contributi n o an H-term in a 0d N = 1 g ug theory.
The full potential can be written in terms of J- and H-terms as follows
W =
∑
a
λaJa +
∑
a,b
λ¯aλ¯bH
ab , (8.12)
where a and b run over Fermi fields.
In addition to vanishing D-terms, the moduli space of these the ries is determined
by only imposing vanishing J-terms. Once again, this is in full agreement ith (3.9),
namely we only use the Jacobian algebra with respect to degree (m− 1) arrows, which
in this case are the λa’s.
Kontsevich bracket. The potential is holomorphic in chiral fields but contains both
Fermi fields and their conjugates. Vanishing of the Kontsevich bracket requires∑
a,b
H
ab
(X)J¯a(X)λb = 0 . (8.13)
Since every λa is independent, this condition becomes∑
b
H
ab
(X)J¯a(X) = 0 for every a . (8.14)
34
This is the H-constraint, which in physics is necessary for preserving SUSY [3].
It is striking that the mathematical formulation of SUSY gauge theories in different
dimensions in terms of graded quivers with potentials provides a unified explanation
for seemingly unrelated constraints on the potential, such as the trace condition in 2d
and the H-constraint in 0d.
8.4 Comments on m = 0 and 6d N = (1, 0)
Our discussion in previous sections started from m = 1. This is a natural starting
point since, mathematically, it corresponds to ordinary quivers and the first non-trivial
example of mutations. However, our framework applies even for m = 0, which becomes
the natural initial case for the infinite tower of theories.
Extending the dictionary in §7, m = 0 corresponds to 6d N = (1, 0) gauge theories.
Such theories can be realized on the worldvolume of D5-branes probing CY 2-folds. The
case in which the CY2 is toric is particularly tractable. Toric CY2’s can only be C2/Zn
orbifolds, for which the toric diagrams are given by segments of n+1 points in Z [40–43].
These setups are T-dual to so-called elliptic models consisting of stacks of D6-branes
suspended from n parallel NS5-branes on S1 [43]. Elliptic models can be regarded as
the simplest cousins of brane tilings. The corresponding necklace quivers realize the
McKay correspondence for A˜n−1 [44].
The interpretation of m = 0 quivers as 6d N = (1, 0) gauge theories works as fol-
lows. Nodes correspond to vector multiplets while (0, 0) unoriented arrows correspond
to hypermultiplets. At present, we do not know whether tensor multiplets can be in-
corporated in this framework. This is certainly an interesting question that deserves
further investigation. Since m − 1 = −1 in this case, these theories do not have a
potential. Finally, there is no mutation, i.e. duality, in this case.
9 Mutations as QFT Dualities
For m = 1, 2, 3 the mutations introduced in §4 reproduce exactly the dualities of the
corresponding quantum field theories. More precisely, for m = 1 we obtain the Seiberg
duality of 4d N = 1 theories [1], for m = 2 we recover the triality of 2d (0, 2) theories
[2] and for m = 3 we get the quadrality of 0d N = 1 theories [3].
Seiberg duality is the prototypical and best understood example of a SUSY quan-
tum field theory duality. It has passed numerous tests and found countless applications.
The discovery of triality is far more recent [2] and it was initially motivated by the in-
variance of the elliptic genus. By now, triality has been derived from Seiberg duality
through compactification [45, 46] and realized in terms of branes [6, 9]. Finally, quadral-
ity was postulated based on mirror symmetry [3]. These dualities are beautifully unified
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when realized in terms of geometric transitions using mirror symmetry [3, 9, 17]. Re-
markably, the theory of graded quivers with potentials and their mutations achieves
a similar algebraic unification of dualities in different dimensions. The existence of
this subjacent mathematical structure adds further credence to the recently proposed
dualities.31
As already noted, the mutation of graded quivers precisely reproduces the dualities
of minimally supersymmetric gauge theories in d = 4, 2, 0. Reformulating the mutation
rules in physics language is straightforward. Rather than doing that, we now discuss
how the mutations capture two distinctive features of these dualities.
Anticomposition was first observed in physics in the context of 0d N = 1 quadral-
ity [3]. In this case, one type of mesons generated by a quadrality transformation
corresponds to the composition between a Fermi field and a conjugate chiral field. In
view of the results of this paper, this is not surprising, since 0d corresponds to m = 3,
which is the first nontrivial instance of anticomposition.32 In [3], the evidence for anti-
composition came from multiple fronts, including the transformation of brane charges
under a geometric transition, the matching of anomalies and deformations between
dual theories and the periodicity under four consecutive dualizations. The emergence
of anticomposition from a simple mathematical structure is reassuring.
The basic physics principle for determining the potentials of dual theories is that
every term that is allowed by the symmetries of a theory must be present. The rules for
mutating the potential introduced in §4.2 beautifully implement this principle. While
the prescription based on symmetries is absolutely general, it can become hard to
apply in complicated theories. The rules of §4.2 are local, namely they focus on the
modification of the quiver in the neighborhood of the mutated node and are hence
much more practical. In fact, they can be automatically implemented in a computer.
Before this work, such local rules were only known for Seiberg duality (m = 1). For
triality, the most detailed understanding of the mutation of potentials was attained
for toric theories [4–7, 9]. Even in this class of theories, the potential of dual theories
must be read off from periodic quivers or brane brick models and doing so can become
quite challenging. The rules in §4.2 hence represent a significant development in our
understanding on how potentials mutate in 4d, 2d and 0d. The list of known explicit
examples in 2d and 0d is still limited but rapidly growing (see e.g. [3–9]). It is indeed
possible to verify that our prescription reproduces all of them.
31The term “duality” might sound like a misnomer since we are referring to transformations that
are not involutions, but this nomenclature has become standard in string theory so we adhere to it.
32We can think that anticomposition is also present for m = 2, but it acts rather trivially due to
the Fermi-conjugate Fermi symmetry.
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10 Mirror Symmetry: Graded Quivers for Toric Calabi-Yaus
In this section we focus on toric CY (m + 2)-folds, which give rise to a particularly
nice family of m-graded quivers. We have already seen hints of this class of theories in
§7 and §8, where we discussed D-branes probing these geometries for m = 0, 1, 2, 3. A
powerful way for connecting toric geometry to quivers involves mirror symmetry. Our
primary goal is to emphasize that while this construction has a D-brane interpretation
for m ≤ 3, it actually applies to arbitrary m. Below we present a brief review of the
key ideas and refer the reader to [3, 9, 47, 48] for further details.
A toric CYm+2 M is specified by a toric diagram V , which is a convex set of points
in Zm+1. The corresponding mirror geometry [49, 50] is an (m + 2)-fold W defined as
a double fibration over the complex W -plane
W = P (x1, . . . , xm+1)
W = uv
(10.1)
where u, v ∈ C and xµ ∈ C∗, µ = 1, . . . ,m + 1. P (x1, . . . , xm+1) is the Newton
polynomial, which is defined as
P (x1, . . . , xm+1) =
∑
~v∈V
c~v x
v1
1 . . . x
vm+1
n−1 , (10.2)
where the c~v are complex coefficients and the sum is over points ~v in the toric diagram.
We can set m+ 2 of the coefficients to 1 by rescaling the xµ’s.
The critical points of P are given by (x∗1, . . . , x
∗
m+1) satisfying
∂
∂xµ
P (x1, . . . , xm+1)
∣∣∣∣
(x∗1,...,x
∗
m+1)
= 0 ∀µ. (10.3)
The corresponding critical values on the W -plane are W ∗ = P (x∗1, . . . , x
∗
m+1). For toric
diagrams with at least one internal point, it can be shown that the number of critical
points of P , which we call G, is equal to the normalized volume of the toric diagram
[47]. In more detail, the normalization is determined with respect to the volume of a
minimal “tetrahedron” in (m+ 1) dimensions.
The double fibration consists of a holomorphic m complex-dimensional surface ΣW
coming from P (x1, . . . , xm+1) and a C∗ fibration from uv. The corresponding Sm×S1 is
fibered over a vanishing path, which is a line segment connecting W = 0 and W = W ∗,
and gives rise to an Sm+2.33 We refer to these spheres as Ci, i = 1, . . . , G.
33More precisely, vanishing paths can be curved. See [9] for a discussion.
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The Ci are in one-to-one correspondence with vanishing cycles Ci at W = 0, where
the S1 fiber vanishes. Every Ci gives rise to a vanishing cycle Ci with Sm+1 topology.
The Ci live on the Riemann surface Σ0, defined by P (x1, . . . , xm+1) = 0. As we explain
below, the quiver theory is determined by how the Ci’s intersect.
Tomography. A convenient way of visualizing the geometry of the Sm’s is in terms
of tomography [9, 48]. The xµ-tomography corresponds to the projection of the S
n−2
spheres at W = 0 onto the xµ-plane. An attractive feature of tomography is that it is
easy to scale: every time m is increased by one, we just include an additional xµ-plane.
Various explicit examples of tomography for m = 1 and 2 can be found in [9].
10.1 From Mirror Symmetry to Quivers
The quiver diagram can be read from the mirror geometry. In fact, the mirror geometry
specifies the full theory, namely not only its quiver but also its potential. The theories
associated to toric CY (m+ 2)-folds are fully encoded by periodic quivers living on an
(m+1)-dimensional torus Tm+1. All the terms in the potential are mapped to minimal
plaquettes in the periodic quiver. We refer the reader to [3–5, 34] for implementations
of this construction to m ≤ 3. In this section we outline the basics of the map between
mirror geometries and quiver theories. A detailed study of the quiver theories associated
to toric CY (m+ 2)-folds for arbitrary m will be presented elsewhere [51].
Every vanishing cycle Ci corresponds to a node in the quiver. According to our
previous discussion, the number of nodes is then equal to the normalized volume of the
toric diagram.
Every intersection between vanishing cycles gives rise to a field in the quiver. De-
pending on the coefficients in the Newton polynomial, intersections might not be fully
resolved, i.e. they might have higher multiplicity. Explicit examples of this situation
are studied in [9].
Finally, the periodic quiver is obtained by taking the coamoeba projection
(x1, . . . , xm+1) 7→ (arg(x1), . . . , arg(xm+1)) (10.4)
which maps the intersections between vanishing cycles to the positions of the corre-
sponding fields on the torus Tm+1.
An Example: C6/Z6
In order to illustrate these ideas, let us briefly consider the C6/Z6 orbifold with action
(1, 1, 1, 1, 1, 1). The toric diagram for this geometry is given by the following collection
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of points in Z5:
(1, 0, 0, 0, 0)
(0, 1, 0, 0, 0) (0, 0, 0, 0, 0)
... (−1,−1,−1,−1,−1)
(0, 0, 0, 0, 1)
(10.5)
Six of the coefficients of the corresponding Newton polynomial can be scaled to 1,
leaving a single free coefficient. In the notation of (10.2), we pick this coefficient to be
c(0,0,0,0,0). Setting it to zero, we obtain
P (x1, x2, x3, x4, x5) = x1 + x2 + x3 + x4 + x5 +
1
x1 x2 x3 x4 x5
. (10.6)
The normalized volume of the toric diagram defined by (10.6) is six. This leads to six
critical points of P , which in turn map to six nodes in the quiver, as expected for a
C6/Z6 orbifold. The critical values are W ∗j = 6ωj, with ω = eipi/3 and j = 1, . . . , 6.
Figure 24 shows the vanishing paths on the W -plane and the x1 tomography.
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C6 
γ6
γ1γ2
γ3
γ4 γ5
W	   x1	  
Figure 24. Vanishing paths and x1-tomography for the C6/Z6 orbifold with action
(1, 1, 1, 1, 1, 1).
The quiver theory associated to this geometry has m = 4. The theory has an SU(6)
global symmetry corresponding to the isometry of the orbifold.34 The quiver diagram
consists of six nodes and arrows Φ
(c)
i,i+c+1, c = 0, 1, 2, transforming in the (c + 1)-index
antisymmetric representation of SU(6). These properties generalize straightforwardly
34Notice that the SU(6) global symmetry follows from the fact that we picked an orbifold that has
the same action on each complex plane. Other C6/Z6 orbifolds have different global symmetries.
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to Cm+2/Zm+2 orbifolds with action (1, . . . , 1), as it will be explained in [51]. The Φ(2)i,i+3
fields are unoriented.
Figure 25 shows the quiver diagram for this theory. Black, red and purple lines
correspond to degree 0, 1 and 2, respectively. We also indicate the SU(6) representation
in which each type of fields transforms.
2 1 
4 5 
3 6 
(0) 6 
(1) 15 
(2) 20 
Figure 25. Quiver diagram for the C6/Z6 orbifold with action (1, 1, 1, 1, 1, 1).
The potential is purely cubic and takes the form
W =
∑6
i=1 a1...a6
[
a3...a8 Φ
a1(0)
i,i+1Φ
a2(0)
i+1,i+2Φ
(1)
a7a8;i,i+2
+ Φ
a1(0)
i,i+1Φ
a2a3(1)
i+1,i+3Φ
a4a5a6(2)
i+3,i
+ a4...a9 Φ
a1(0)
i,i+1Φ
a2a3(1)
i+1,i+3Φ
(2)
a7a8a9;i,i+3
+ Φ
a1a2(1)
i,i+2 Φ
a3a4(1)
i+2,i+4Φ
a5a6(1)
i+4,i
]
.
(10.7)
The bifundamental indices are taken mod(6). The aµ superscripts and subscripts
are SU(6) fundamental and antifundamental indices, respectively. They are contracted
such that the potential is SU(6) invariant. This is the first example of a graded quiver
theory associated to a toric CY6 to appear in the literature.
Mirror Symmetry and Degree
So far, we have discussed how every intersection between vanishing cycles gives rise to a
field in the quiver. We have not, however, explained how to determine the corresponding
degree. Understanding this is crucial ingredient for completing the map between the
mirror geometry and graded quivers.
This question has been already addressed for the cases of m = 1 and 2. For m = 1,
the two possible degrees correspond to the two orientations of chiral fields and follow
directly from the orientation of the intersecting cycles. This prescription is equivalent
to the one based on the directions of intersecting zig-zag paths on brane tilings [47, 52].
For m = 2, the degree can also be determined by a detailed analysis of the intersection
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[9]. An alternative systematic approach consists of connecting the geometry of interest
to an orbifold by partial resolution. It is straightforward to determine field degrees for
orbifolds and to follow them through the process of partial resolution. This method has
been successfully exploited for m = 1 and 2 (see e.g. [4, 30–33] and references therein)
and will be studied for general m in [51].
Let us mention a general connection between degree and the mirror. Consider
an arbitrary vanishing cycle C?. Other vanishing cycles intersecting with C? provide
flavors to the corresponding node. For m = 1, 2 and 3, it has been observed that the
corresponding vanishing paths are arranged on the W -plane according to the cyclic
order of increasing degree discussed in §2.1. The cyclic order emerges from geometry.
This is more than an empirical observation: as we explain in the coming section, it is
at the heart of the geometric realization of Seiberg duality, triality and quadrality in
terms of geometric transitions in the mirror [3, 9, 17]. We thus expect this property,
which is schematically shown in Figure 26, to hold for arbitrary m.
(1) (m-1) 
(0) (m) 
W	  
γ * 
Figure 26. For any reference cycle, the other vanishing paths are degree ordered on the
W -plane.
It is reasonable to expect that a prescription for reading the degree of an intersection
directly from the mirror might exist. We leave this interesting question for future work.
Note that the tomography of the mirror of a CYm+2 involves (m + 1) xi-planes. This
is precisely the same number of possible degrees in the corresponding quiver.
10.2 Mirror Symmetry and Mutations
For completeness, let us briefly discuss how the mutations of §4 are realized as geometric
transitions in the mirror geometry. This understanding was developed for m = 1 in
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[17], for m = 2 in [9] and for m = 3 in [3]. Indeed, in [3] it was emphasized that
mirror symmetry provides a unification of the mutations for different values of m. The
previous works focused on the physically understood instances of m ≤ 3. Our main
new statement is that this geometric implementation of mutations applies to arbitrary
m.
The mutation of a node in the quiver associated to the vanishing cycle C∗ corre-
sponds to the geometric transition shown in Figure 27. The moduli of the underlying
CY (m+ 2)-fold are changed until the vanishing path γ∗ moves past all the degree zero
vanishing paths, i.e. those contributing incoming chirals to the mutated node, on the
W -plane.
(1) (m-1) 
(0) (m) 
W	  
γ * 
0 
Figure 27. A mutation is realized as a geometric transition in the mirror.
Figure 27 makes it clear that the mutation is an order (m+ 1) operation, since the
vanishing paths associated to different degrees divide the W -plane into (m+1) wedges.
11 Algebraic Dimensional Reduction
In physics, dimensional reduction is the process that starts from a gauge theory in
d dimensions, assumes that fields are independent of ∆d of them and results in a
new gauge theory in d′ = d − ∆d dimensions. The relevant cases for this paper are
the 6d → 4d, 4d → 2d and 2d → 0d reductions of minimally supersymmetric gauge
theories. Each of them decreases the dimension d → d′ = d − 2 while increasing
m → m′ = m + 1. From the perspective of the number of dimensions in which the
gauge theory lives, it is clear that dimensional reduction cannot proceed beyond m = 3,
since it would require us to go below 0d. We instead focus on the corresponding CY.
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Dimensional reduction increases the dimension of the CY by 1 in a very special way,
simply adding a C factor to the original geometry. The underlying geometry, i.e. the
moduli space, thus changes as follows
CYm+2 → CYm+3 = CYm+2 × C. (11.1)
It is natural to adopt (11.1) as the definition of dimensional reduction acting on graded
quivers. This procedure coincides with dimensional reduction for the physical cases
and generalizes it to arbitrary m.35 A more appropriate name for this operation would
perhaps be CY dimensional increase.
We now explain how this generalized notion of dimensional reduction admits an
elegant implementation within the framework of graded quivers.
The Quiver. Let us first discuss how the quiver transforms under dimensional re-
duction. We use the notation of (2.4) for arrows. In order to facilitate their distinction,
we refer to the fields in the original theory as Φ and those in the dimensionally reduced
theory as Ψ. Dimensional reduction is given by
m m+ 1
nodei → nodei + adjoint chiral Ψ(0)ii
Φ
(c)
ij → Ψ(c)ij + Ψ˜(c+1)ij
(11.2)
where 0 ≤ c ≤ m/2. The previous table also applies when i = j, namely when the
starting theory contains adjoint fields. Notice that, modulo the new Ψ
(0)
ii fields, this
procedure preserves the chiral field content of the theory.
Equation (11.2) fully determines the dimensional reduction of a quiver. It is inter-
esting to consider the undirected fields of degree m/2 that can be present in theories
with even m in further detail. According to (11.2), we get
even m m+ 1
Φ
(m/2)
ij → Ψ(m/2)ij + Ψ˜(m/2+1)ij = Ψ(m/2)ij + Ψ˜(m/2)ji
(11.3)
where we have used the fact that Ψ˜
(m/2+1)
ij = Ψ˜
(m/2)
ji . We went from a degree greater
than m′/2 to a degree smaller than m′/2 by reversing the orientation of the arrow. In
summary, the undirected fields Ψ
(m/2)
ij are dimensionally reduced to a pair of fields of
degree m/2 with opposite orientations.
35In the Type IIB string theory constructions discussed in §7, the upper bound on the dimension of
the CY is 5. This follows from the fact that the ambient space is 10-dimensional.
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The Potential. Let Wm denote the original potential and let Wm+1 be the one for
the dimensionally reduced theory. There are two types of contributions to Wm+1:
1) Dimensional reduction of terms in Wm. The degree of the potential increases
by 1, going from m− 1 in the parent theory to m′ − 1 = m in the dimensionally
reduced one. According to (11.2), every arrow Φ
(c)
ij in the initial theory gives
rise to a pair of arrows Ψ
(c)
ij + Ψ˜
(c+1)
ij . The dimensional reduction of Wm is then
straightforward. For every term in Wm, we replace every field with the corre-
sponding Ψ
(c)
ij except for one, which we instead replace by Ψ˜
(c+1)
ij . We repeat this
process for all fields in the term. This procedure generates a series of terms in
Wm+1 for every term in Wm.
Schematically, for any term in Wm we have
m m+ 1
Φ
(c1)
i1i2
Φ
(c2)
i2i3
. . .Φ
(ck)
iki1
→ Ψ˜
(c1+1)
i1i2
Ψ
(c2)
i2i3
. . .Ψ
(ck)
iki1
+ Ψ
(c1)
i1i2
Ψ˜
(c2+1)
i2i3
. . .Ψ
(ck)
iki1
+ . . . + Ψ
(c1)
i1i2
Ψ
(c2)
i2i3
. . . Ψ˜
(ck+1)
iki1
.
(11.4)
2) New terms involving adjoints. In additon, Wm+1 contains a new class of
terms. For every arrow Φ
(c)
ij in the original quiver, we introduce the following pair
of potential terms in the dimensionally reduced one
Ψ
(0)
ii Ψ
(c)
ij Ψ˜
(m−c−1)
ji − Ψ˜(m−c−1)ji Ψ(c)ij Ψ(0)jj , (11.5)
which use the adjoint chiral fields arising from the dimensional reduction of every
node.36 The choice of relative sign is a convention.
These two steps generate all possible terms in Wm+1 that are consistent with the
symmetries of the theory.
It is straightforward to check that the prescription introduced in this section re-
produces the 6d → 4d, 4d → 2d and 2d → 0d dimensional reduction of minimally
supersymmetric gauge theories.
Dimensional Reduction of the Moduli Space
We now explain how, under dimensional reduction, the moduli space transforms simply
as in (11.1). For simplicity, let us restrict to theories in which the ranks of all nodes are
36These fields should not be confused with other adjoint fields that descend from pre-existing adjoints
in the initial theory.
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equal to 1. Following the discussion in §3.3, for computing the moduli space we should
focus exclusively on the chiral fields. Let us first consider the adjoint chiral fields Ψ
(0)
ii
descending from nodes in the parent theory. They only appear in the potential Wm+1
through the terms (11.5). The relations arising from the cyclic derivatives of those
terms with respect to either Ψ
(c)
ij or Ψ˜
(m−c−1)
ji imply that Ψ
(0)
ii = Ψ
(0)
jj for any i and j.
All of the Ψ
(0)
ii ’s are thus equal and give rise to the decoupled C factor in (11.1). Next,
we know that the chiral fields in the original theory Φ
(0)
ij subject to vanishing D-terms
and the relations coming from the initial potential Wm correspond to the geometry that
we call CYm+2 in (11.1). According to (11.2), every such chiral gives rise to a chiral
Ψ
(0)
ij in the dimensionally reduced theory. The D-terms remain the same. Furthermore,
the potential terms in (11.4) guarantee that the relations for the Ψ
(0)
ij ’s that follow from
Wm+1 are precisely the same as the ones for the Φ
(0)
ij ’s due to Wm. We conclude that
the Ψ
(0)
ij ’s give rise to the CYm+2 factor in (11.1).
12 Conclusions and Outlook
We have shown that the mathematical frameworks of graded quivers with potentials and
higher Ginzburg algebras provide a unified description of minimally supersymmetric
quantum field theories in even dimension. Moreover, the mutations of these quivers
precisely correspond to dualities of the associated quantum field theories, some of which
were discovered only recently.
We also explained how to exploit mirror symmetry to connect toric CY (m+2)-folds
to the corresponding graded quivers. Finally, we discussed the simple implementation
of dimensional reduction within this mathematical framework.
Our work suggests several interesting directions for future investigation. A few of
them are:
• A striking revelation of our work is the fact that SUSY gauge theories in 6d to
0d are actually part of an infinite family of theories and that the same is true
for the corresponding dualities. This naturally raises the following questions. Is
there a physical realization of m > 3 theories? If so, what is the meaning of the
corresponding order (m + 1) dualities? We plan to address these issues in the
near future [53].
• Graded quivers with potentials nicely describe SUSY gauge theories in even di-
mensions. Does a similar unified description exist for gauge theories and their
dualities in odd dimensions?
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• In §10, we outlined how higher dimensional generalizations of dimer models living
on Tm+1 can be constructed for toric CY (m+2)-folds for arbitrary m. For m = 2,
such generalization are called brane brick models and have been introduced in [5].
Similarly, brane hyperbrick models correspond to m = 3 and were first postulated
in [3]. In future work, we plan to develop these constructions for general values
of m and investigate how they bridge geometry to the corresponding quivers. In
particular, this will require the generalization of combinatorial notions such as
perfect matchings, zig-zag paths, etc.
• It would be interesting to extend the mathematical understanding of mutations
of graded quivers with potentials to the case in which the mutated node contains
adjoints fields. This is a promising direction for uncovering new order (m + 1)
dualities for m > 1. For m = 2, 3, i.e. d = 2, 0, these would be generalizations
of triality and quadrality analogous to the generalization of Seiberg duality to 4d
SQCD with an adjoint chiral field [54–56].
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A Allowable Potential Terms and Mutations
Definition. A configuration of k arrows, with orientations of double arrows chosen
so that it is an oriented cycle, graded as (c1, c2, . . . , ck) is an allowable potential term if
and only if
c1 + c2 + · · ·+ ck = m− 1. (A.1)
Definition. Given a graded quiver Q, we call a node i ∈ Q0 is mesonic if there is an
incoming chiral, i.e. an arrow of degree zero, incident to v. We call that i non-mesonic
otherwise.
Claim. Any allowable potential term is mutation-equivalent to a configuration of the
form (m− 1, 0, 0, . . . , 0) with exactly one non-chiral with degree (m− 1) as an oriented
cycle via a sequence of non-mesonic mutations.37
Proof. A configuration (m−1, 0, 0, . . . , 0) clearly satisfies (A.1). Furthermore, a non-
mesonic mutation replaces a 2-path of arrows having degrees (d, e) with one of degrees
(d − 1, e + 1) and hence the sum on the left-hand-side of (A.1) is unchanged by such
mutations. Thus it is clear that all allowable potential terms will satisfy identity (A.1).
We now show that any (c1, c2, . . . , ck) satisfying this equation is indeed reachable
from (m− 1, 0, 0, . . . , 0) via non-mesonic mutations.38 First, we note that
(c1, c2, . . . , cd, 0, 0, . . . , 0, ck) ∼ (c1, c2, . . . , cd − 1, 1, 0, . . . , 0, ck) ∼ (c1, c2, . . . , cd − 1, 0, 1, . . . , 0, ck)
∼ · · · ∼ (c1, c2, . . . , cd − 1, 0, 0, . . . , 1, ck) ∼ (c1, c2, . . . , cd − 1, 0, 0, . . . , 0, ck + 1) (A.2)
by mutating at the (d + 1)st, (d + 2)nd, . . . , kth node in order. Using this identity
repeatedly, we convert between configurations
(c1, c2, . . . , cd−1, cd, 0, 0, . . . , 0, ck) ∼ (c1, 0, . . . , 0, 0, 0, 0, . . . , 0, c2 + c3 + · · ·+ cd + ck).
(A.3)
Since we assumed that c1 + c2 + · · ·+ ck = m− 1 up front, this last entry is still from
{0, 1, 2, . . . ,m− 1}. And one final sequence of applications of this identity yields
(0, 0, . . . , 0, 0, 0, 0, . . . , 0, c1 +c2 +c3 + · · ·+ck) = (0, 0, . . . , 0, 0, 0, 0, . . . , 0,m−1). (A.4)
Up to cyclic rotation, we have a configuration of the desired form.
37This statement applies in the obvious way in the case m = 1.
38In the proof we assume that no node containing adjoint fields needs to be mutated along the
sequence.
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B Mutation of Differentials and Relation to Oppermann’s Work
We now discuss how the differential structure transforms under mutation. In particular,
we will show that {W,W} = 0 is preserved by mutations. While doing so, we will
discuss the connections between our approach and Oppermann’s work in [15].
Claim. If the potential W vanishes under the Kontsevich backet, i.e. {W,W} = 0,
then after mutation, the resulting potential W ′ still vanishes under the Kontsevich
bracket, i.e. {W ′,W ′} = 0.
Proof. This has been proven as Theorem 8.1 of [15]. We now provide an alternative
proof using the description of differentials given in §3 and the mutation rules for the
potential in §4.2.
Let us write the potential as
W =
∑
σ∈W
cσWσ, (B.1)
where σ indicates a cycle in the potential, Wσ = ϕ1,σϕ2,σ · · ·ϕkσ ,σ is the corresponding
term involving kσ arrows and we explicitly indicate the possibility of numerical coeffi-
cients cσ. For the proof, we set all cσ’s to be 1 and introduce a new notation for arrows,
in which ϕi,σ indicates the i
th arrow in the cycle σ. Then
{W,W} = dW =
∑
σ
d(Wσ) =
∑
σ
d(ϕ1,σ)ϕ2,σ · · ·ϕkσ ,σ + (−1)|ϕ1,σ |ϕ1,σd(ϕ2,σ · · ·ϕkσ ,σ)
=
∑
σ
(∂ϕop1,σW )ϕ2,σ · · ·ϕkσ,σ+(−1)|ϕ1,σ|ϕ1,σd(ϕ2,σ)ϕ3,σ · · ·ϕkσ,σ+(−1)|ϕ1,σ|+|ϕ2,σ|ϕ1,σϕ2,σd(ϕ3,σ · · ·ϕkσ,σ)
=
∑
σ
kσ∑
i=1
(−1)
∑i
j=1 |ϕj,σ |ϕ1,σϕ2,σ · · ·ϕi−1,σ(∂ϕopi,σW )ϕi+1,σ · · ·ϕkσ ,σ. (B.2)
In this previous expression, the factors involving derivatives are given by
∂ϕopi,σW =
∑
θ∈W, Wθ⊃ϕopi,σ
ϕ1,θϕ2,θ · · ·ϕj−1,θϕj+1,θ · · ·ϕkθ,θ, (B.3)
where ϕopi,σ coincides with ϕj,θ and is hence removed from the corresponding summand
in (B.3). Consequently, the condition {W,W} = 0 in the initial theory implies that the
double sum in (B.2) decomposes into a sum of alternating sums of the form
ϕ1,σϕ2,σ · · ·ϕi−1,σϕj+1,θ · · ·ϕkθ,θϕ1,θϕ2,θ · · ·ϕj−1,θϕi+1,σ · · ·ϕkσ ,σ −
(−1)
∑i
j=1 |ϕj,σ |ϕj+1,θ · · ·ϕkθ,θϕ1,θϕ2,θ · · ·ϕj−1,θϕi+1,σ · · ·ϕkσ ,σϕ1,σϕ2,σ · · ·ϕi−1,σ. (B.4)
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The first term comes from the potential terms Wσ and Wθ, while the second one comes
from the potential terms
Wβ = ϕj+1,θ · · ·ϕkθ,θϕβϕ1,σϕ2,σ · · ·ϕi−1,σ
Wα = ϕi+1,σ · · ·ϕkσ ,σϕαϕ1,θϕ2,θ · · ·ϕj−1,θ
(B.5)
where ϕopα = ϕβ. Equation (B.4) can then be written as
∂ϕi,σWσ∂ϕj,θWθ − ∂ϕαWα∂ϕβWβ. (B.6)
We thus conclude that in {W,W} every pair of terms of the form (B.6) independently
cancels due to signed cyclic equivalence (2.5). Furthermore, for each cancellation, it is
only necessary to focus on a set of four potential terms of the type Wσ+Wθ+Wα+Wβ.
Figure 28 shows a graphical representation of this process. This provides a clear strategy
for proving that {W ′,W ′} = 0 after mutation: it is sufficient to follow the evolution of
such combinations of four potential terms. There are two possibilities, depending on
whether some of the arrows in (B.6) pass through the mutated node k or not. Below
we analyze each of them independently.
( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees ith (4.11) nd vanis es up to sig ed
cyclic equivalence. Hence, we ke p track of how mutatio a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is a chiral, then a mesonic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
term is added to the potential but since the opposite of this mesonic arrow is not also
adjoined, this contributes zero to {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) instead but we replace '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and again {W 0,W 0} holds.
Lastly, we consider the case where we mutate at k which is incident30 to 'j,✓ or
' . See Figure 15. Assume without loss of generality, we consider the node at the
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
times through the mutated node is analogous but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanis because
of signed cyclic equivalence (2.5), a shown in Figure 14. In particular, t ere are
four terms in potential W , i.e. W  + ✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is a chiral, then a mesonic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
term is added to the potential but since the opposite of this mesonic arrow is not also
adjoined, this contributes zero to {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) instead but we replace '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and again {W 0,W 0} holds.
Lastly, we consider the case where we mutate at k which is incident30 to 'j,✓ or
' . See Figure 15. Assume without loss of generality, we consider the node at the
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
times through the mutated node is analogous but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in pot ntial W , i.e. W  + W✓ + W↵ + W  so th t inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  hic agrees with (4.11) a d vanishe up to sign d
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ + ↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If one of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still v nish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • If
color (cr) = (0), i.e. this arrow is a c iral, then a mesonic arrow is created according
t Rules (2.a-2.b) and replaces the product 'r, 'r+1,  n both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still va ishes. Additionally a new cubic
t rm is added to the potential but since the oppos te of this mesonic arrow is not also
adjoined, this contributes zero to {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) instead but we r place '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and agai {W 0,W 0} holds.
Lastly, we consider the case where we mutate at k which is incident30 to 'j,✓ or
' . See Figure 15. Assume without loss of generality, we consider the node at the
30We assum such cycles go through node k only once. The proof for cycles that pass multiples
times through the mutated node is analogous but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep tr ck of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we nerically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is a chiral, then a mesonic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
term is added to the potential but since the opposite of this mesonic arrow is not also
adjoined, this contributes zero to {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) instead but we replace '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and again {W 0,W 0} holds.
Lastly, we consider the c se where we mutate at k which is inci ent30 to 'j,✓ or
' . See Figure 15. Assum without loss of generality, we consider the node at the
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
times through the mutated node is a alogous but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓ 2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · 'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓'  1, '2,  · · ·'i 1,
W↵ = 'i+1,  · · ·'k  , '↵ 1,✓'2,✓ · · ·'j 1,✓
. 2
as terms in W (where 'op↵ = ' ), and taken together ach of these pairs vanish because
of signed cyclic equivalenc (2.5), as shown i Figure 14. In particular, ther are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵ @' W whic agrees with (4.11) and vanishes up to signed
cycli equivalence. Henc , we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and i fer that the resulting expressions i {W 0,W 0} still cancel out one another. Thus
the full s m still vanishes and we see {W 0,W 0} = 0 after mutation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1,
(4.13)
Figure 14. Illustrating the wo terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none f the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it w ll sti l vanish after mutation.
As a second case, assume tha node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Inste d we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is a chiral, then a mesonic arrow is created according
to Rules (2.a- .b) and replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting alternati g sum in {W 0,W 0} still vanishes. Additionally a new cubic
term is added to the potential but since the opposite of this mesonic arrow is not also
adjoined, this contributes zero t {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) instead but we replace '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and ag in {W 0,W 0} holds.
Lastly, we consider the case w ere we mutate at k which is incident30 to 'j,✓ or
' . See Figure 15. Assume without loss of generality, we consi er the node at he
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
ti es through the mutated o e is analogous but a m re lengthy analysis.
– 24 –
( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equival nce (2.5), a shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ +   so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes a d we see {W 0,W 0} = 0 after mutation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Inste d we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. th arrow is a ch ral, then a mesonic arrow is crea ed according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  in bo h W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
term is added to the potential but since the opp site of this mesonic arrow is not also
adjoined, this contributes zero to {W 0,W 0} as w ll. If (cr) 6= (0), then we use Rule
(2. ) instead but we replace '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and again {W 0,W 0} holds.
Last y, we consid r the case where we mutate at k w ic is inci e t30 to 'j,✓ or
' . See Figure 15. Assume without loss of g nerality, we consider the nod at the
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
times through e muta ed node is analogous but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · · k  , '1,  2 · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of sig ed cyclic equival nce (2.5), as hown in Figure 14. In particular, there are
four terms in potential W , .e. W  + W✓ + ↵ + W  so that ins de of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the rrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead w generically have nod k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), .e. this arrow i a chiral, then a me onic arrow is created according
to Rules a-2.b) nd r places the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting l ernating sum in {W 0,W 0} still vanishes. Add tionally new ubic
term is added to th potential but since the opposit of this mesonic arrow is not also
adjoin d, this contributes zero to {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) instead but we replace '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+ ,  and agai {W 0,W 0} h lds.
Lastly, we consider th case where we mut te at k which is incident30 to 'j,✓ or
' . See Figure 15. Assume without loss of generality, we co sider the node at the
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
times through the utated nod is analogous but a m re lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ ether each of these pairs vanish because
of signed cyclic equivalence i Figur 14. In particular, ther a e
four terms in potential , i. ↵   so hat inside of {W,W} is
@'i, W @'j,✓W✓   @'↵ ↵@'  i s ith (4.11) and vanish s up to signed
cyclic equivalence. Hence, f utation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting e ressi s i 0, 0} still cancel out one another. Thus
the full sum still vanishes and e see { 0, 0} 0 after mutation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustr ting the two erms of Equatio (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +   and the alter ating sum of (4.11) invariant
and it will still vanish after utation.
As a s cond case, assume that nod k is not in ident to 'opi,  'j,✓ n r '
o
↵ = ' .
Instead we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is a chiral, then a mesonic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
T e resulting al rnating sum in {W 0,W 0} sti l vanishes. Additionally a new cubic
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in pot tial W , i. . W  + W✓ + W↵ + W  so that inside of { ,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  whic agrees with (4. 1) and v nishes up to sign d
cyclic equivalence. Hence, we keep track of how mutation a↵ cts W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one ano her. Thus
th f ll sum still vanishes and we see {W 0,W 0} = 0 after mu ation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustrating th two terms of Equation (4.11). Seba, can you ma e based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alter ating sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
In tea we enerically h ve node k s the middle e 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
colo (cr) = (0), i.e. his arrow is a chiral, then a me onic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  in both W  and W↵ (re p. W ).
The resulting alternating sum in 0, 0 still vanishes. Additionally a new cubic
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cycli equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalenc . Hence, w keep tr ck of how mutation a↵ects W  +W✓ +W↵ +W 
and infer th t the resulting expressions in { 0,W 0} still cancel out one another. Thus
the full sum still vanis and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustrating the tw terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is a chiral, then a mesonic arrow is created according
to Rul s (2.a-2.b) and replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓ 1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ =  ), and t ken together e ch of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential , i.e. W  + ✓ + ↵ + W  o that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we k ep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expr ssions i {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we se {W 0,W 0} = 0 after mutation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustrati g th two terms of Equati n (4.11). Seba, can you make based on
my sca ned image?
If no e of the rrows appea ing n this pi ce r n hrough node k, then mutating
at node k will leave W +W✓ + ↵ +W  and the alternating sum of (4.11) invariant
a d t w ll still vanish after m tati n.
As a s cond case, ssume that node k is not i cide to ' pi,  = 'j,✓ nor '
op
↵ = ' .
Inst ad we g nerica ly have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i. . this rrow is a chiral, th mes ic arrow is created according
to Rules (2.a-2.b) and r places product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting alt rn ti g sum in {W 0,W 0} still vanishes. Additionally a new cubic
– 24 –
( 1)
Pi
=1 |'j,  |'j+1,✓ · · ·'k✓,✓ 1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4. 1)
This second ter comes from cycles
W  'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
↵ = 'i+1,  · · ·'k  , '↵ 1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (wh re 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as show n Figure 14 In particular, there re
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of { ,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agre s with (4.11) and vani hes up t signed
yclic equivalenc . Henc , w keep track f how mutation a↵ects W  + ✓ +W↵ +W 
and infer that the resulting expressio s in { 0,W 0} still cancel out one another. Thus
the fu l sum still vanishes and we see { 0,W 0} = 0 ft r mutation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Fig re 14. Illustr ting the two e ms f Equation (4. 1). Seba, can you make based on
my scanned image?
If none of the arrows appe ring i this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it ill still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
p
↵ = ' .
Instea we g nerically have is the m dle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is chiral, then mesonic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  i both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · j 1,✓'i+1,  · · · k  ,  1, '2,  · · · i 1, . (4.1 )
This second term comes from cy les
W  = 'j+1,✓ · · ·'k✓,✓' '   2,  · · · i 1, 
W↵ = 'i+1,  · · ·'k  ,  ↵'1,✓ 2,✓ · · · j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and take tog ther each of thes pairs vanish bec use
of signed cyclic equivalence (2.5), a shown in Figure 14. In particular, ther are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside f {W,W} is
@'i, W @'j,✓W✓ @'↵ ↵@' W  which agrees ith (4.11) and vanishes u to igned
cyclic equiva nce. H nce, we k ep track of how mutation a↵ec s W  +W✓ + ↵  
and infer that the resulting expressions in {W 0,W 0} t ll cancel out o e another. Thus
the full sum still vanishes and w se {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustrating the two te ms of Equation (4.11). Seba, can you make b sed on
my scanned i age?
If none f the arr ws appearing in this piece ru rough node k, then mutati g
at node k will leave W  +W✓ +W↵ +W  and the altern ting sum of (4.11) invariant
and it will still vanish after mutation.
As a second case, a sume th t node k is not i cident to 'opi,  = 'j,✓ n r '
op
↵  .
Instead we ge eric lly hav n d k is th mi dle of 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i. . this arrow i chir l, then a esonic arrow is cre ted a cording
to Rules (2.a-2.b) and replac s the product 'r, 'r+1,  in both W and W↵ (resp. W ).
The resulting a t rnating um in {W 0,W 0} still vanishes. Additionally a new cubic
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · · k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1,  2,  · · 'i 1,
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4. 2)
as terms in W (where 'op↵ = ' ), and taken together ea of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so tha inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  whic agrees with (4.11) nd vanishes up to sign d
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you ake based on
my scanned image?
If none of the arrow appeari g in this piece r n thr ugh ode k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invari nt
and it will still vanish after muta ion
As a second case, ssume that o e k is not incide t to 'opi,  = j,✓ nor '
p
↵ = ' .
Instead we generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. hi arrow is a chiral, then m sonic arrow is c eat d accordi g
to Rules (2.a-2.b) an r places the product 'r, 'r+1,  in both W  and W↵ (r sp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additional y a n w cubic
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵ 1,✓'2,✓ · j  ,
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these airs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  s that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutati n a↵ects   +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still ca l out one another. Thus
the full sum still vanishes and we see {W 0, 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alt rnating sum of (4.11) invari t
and it will still vanish after mutation.
As a second case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we generically have node k is th middle of the 2-p • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is chiral, then a mesonic arrow is created accord ng
to Rules (2.a-2.b) and replac s the product 'r  'r+1,  in both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
– 24 –
( 1)
Pi
j=1 |'j,  |
j+1,✓ · · · k✓,✓ 1,✓'2,✓ · · ·'j  ,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (wher 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e.   + ✓ + ↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agre s with (4.11) and vanishes up to signed
cyclic eq ivale ce. H nce, we keep t ack of how mutation a↵ects W  +W✓ +W↵ +W 
a d infer that the r sulting expr ssions in {W 0,W 0} still cancel out one another. Thus
the full sum s ill va ish s and we see { 0,W 0} = 0 after mutation.
 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of t e arrows appearing in his piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  d the alternating sum of (4.11) invariant
and it will still vanish after utation.
As a seco d case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead w generically have node k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this ar ow is hiral, then a mesonic arrow is created according
o Rules (2.a-2. ) and repl ces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resulting alternating sum in {W 0,W 0} still vanishes. Additionally a new cubic
t rm is added o t e p tential but si ce he posite of this mesonic arrow is not also
adjoin d, this c n ributes z ro t {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) i stead but we repl ce '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and again {W 0,W 0} holds.
L s ly, we consider the ase where we mutate at k which is incident30 to 'j,✓ or
' . See Figure 15. Assume with ut loss of generality, we consider the node at the
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
times throu h the utated node is analogou but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓ 1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second ter comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓  '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  ,  ↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (wher 'op↵ = ' ), and taken together each of these pairs vanish because
f sig ed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in pot ntial W , i.e.   ✓ + W↵ + W  s that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic eq iv le ce. Hence, we keep track f how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the r sulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum till vani h s nd we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustr ting the two terms of Equation (4.11). Seba, can you make based on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
at node k will leave W +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a seco d case, assume hat node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Inste we gen rically have n de k i the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
c lor (cr) = (0), i.e. this ar ow is chi al, then a m sonic arrow is created according
to Rules (2.a-2. ) a d replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The r sulting alternati g sum in {W 0,W 0} still vanishes. Additionally a new cubic
t rm is a o he potential but e the opposite of this mesonic arrow is not also
adjoined, this co tributes zero to {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) instead bu we replace '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and again {W 0,W 0} holds.
Lastly, we consider the case where e mutate at k which is incident30 to 'j,✓ or
' . See Figure 15. A sume without loss of generality, we consider the node at the
30We assum such cycles go through node k only once. The proof for cycles that pass multiples
times through the utat d node is analo ous but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |
j+1,✓ · · ·'k ,✓ 1,✓'2,✓ · · ·'j 1,✓'i+1,  · · · k  , '1, '2   · · ·'i 1, . (4.11)
This seco d term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i 1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
s terms in (wher 'op↵ = ' ), and taken together ach of hese pairs vanish because
of sig ed cyclic equival nce (2.5), as hown in Figure 14. In particular, there are
four ter s in p tential , i.e. W  + W✓ + W↵ +   so that ins de of {W,W} is
@'i,   @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivale ce. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the r sulting xpressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
Figure 14. Illustrating the two terms of Equ tion (4.11). Seba, can you make based on
my scanned image?
If one of the rrows appearing in his piece run through node k, then mutating
at node k will leave W  +W✓ +W↵ +W  and the alternating sum of (4.11) invariant
and it will still vanish after mutation.
As a seco d case, assume that ode k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we generically have ode k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), . . this arrow is hiral, then a mesonic arrow is created according
o Rules (2.a-2.b) and r places the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
The resul ing lternating sum in {W 0,W 0} still vanishes. Add tionally a new cubic
rm i added o th p te tial but si ce th opposit of this m sonic arrow is not also
adjoin d, this contributes ze o o {W 0,W 0} as well. If (cr) 6= (0), then we use Rule
(2.c) i stead but we repl c '
(cr)
r,  '
(cr+1)
r+1,  with '
(cr 1)
r,  '
(cr+1+1)
r+1,  and again {W 0,W 0} holds.
Lastly, we consider the case h re we mutate at k which is incident30 to 'j,✓ or
' . Se Figure 15. Assume without loss of generality, we consider the node at the
30We assume such cycles go through node k only once. The proof for cycles that pass multiples
times throu h the mutated no is analogous but a more lengthy analysis.
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( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
s terms in W (w r op↵ = ' ), and take t gether each of thes pairs vanish because
of signed cyclic equivalen e (2.5), as show in Figure 14. I particular, there are
four t rms in potenti l W , i.e. W  + W✓ + ↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  whic agr es with (4.11) nd vanishes up to signed
cyclic equivalenc . Hence, we k ep track of how mutation a↵ec s W  +W✓ +W↵ +W 
and inf r ha the res lti g expr sions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 4. Illustrati g the two t ms of Equation (4.11). Seba, can you make b sed on
my scanned image?
If none f th ar ows app ari g in this piece ru through node k, then mutati g
at node k will leave W  W✓ +W↵ +W  and the lternating sum of (4.11) invariant
and it will still vanish after mutation.
As a s cond case, assume that node k is not incident to 'opi,  = 'j,✓ nor '
op
↵ = ' .
I stea we ge erically hav node k is t e middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. this arrow is a chiral, hen a esonic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r, 'r+1,  in both W  and W↵ (resp. W ).
T e resulti g al erna ing sum i {W 0,W 0} still vanishes. Additionally a new cubic
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( 1)
Pi
j 1 |'j,  |'j+1, · · · k✓,✓ 1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (w r 'op↵ = ' ), and t ken together ea of these pairs vanish because
of signed cyclic equivalen e (2.5), as shown in Figure 14. In particular, there are
f ur terms in po ential W , i.e.   + W✓ + W↵ +   so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵ ↵@'    which agrees with (4.11) and vanishes up to signed
cyclic equivale ce. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer hat the res lting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 4. Illustrati g the t o t rms of Equation (4.11). Seb , can you ake based on
y sc n e image?
If no e of the arrows app a ing in this piece r n through n de k, then mutating
t node k will leave W  +W✓ +W↵ +W  and th al n ting sum (4.11) invariant
and it will still vanish after mutation.
As a s cond case, sume that o e k is no incident o 'opi,  = 'j,✓ nor '
op
↵ = ' .
Instead we g ne ically have ode k is the middle of the 2-path • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color (cr) = (0), i.e. hi arrow is c iral, then a meso ic arr w is creat d according
to R les (2.a-2.b) and repl ces the produc 'r, 'r+1,  in both W  nd W↵ (resp. W ).
Th resulting alterna i g sum i {W 0,W 0} still vanishes. Additional y a n w cubic
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( 1)
Pi
j=1 |'j,  |
j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · · k  ,  ↵ 1,✓'2,✓ j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and tak n together each of these airs vanish because
of signed cyclic equiv lence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W i.e. W  + W✓ + W↵ + W  so tha inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. H nc , we keep track of how mutati n a↵ ct   +W✓ +W↵ +W 
and infer that th resulti expressions in {W 0,W 0} still l out one another. Thus
the full sum till vanishes and we see {W 0, 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
Figure 14. Illustrating the wo terms of Equation (4.11). Seba, can you make b sed on
my scanned image?
If none of the arrows appearing in this piece run through node k, then mutating
a node k will le ve W  +W✓ +W↵ +W  and the lt rnati g sum of (4.11) invariant
and it will still vanish after mu ati .
As a second ca e, assume that node k is not incident to 'opi,  = 'j,✓ or '
op
↵ = ' .
Instead we generically have n de k is th middle of the 2-p th • '
(cr)
r,  // k
'
(cr+1)
r+1,  // • . If
color ( r) = (0), i.e. this arrow is chiral, then a mes nic arrow is created according
to Rules (2.a-2.b) and replaces the product 'r  'r+1,  i both W  and W↵ (resp. W ).
The resulting alternati g sum in {W 0,W 0} still vanishes. Additio ally a new cubic
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( 1)
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j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1, 'k  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  , '1,  '2,  'i 1, 
(4.15)
W✓
'  = '
op
↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.16)
– 24 –
( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓ 2,✓ · · 'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and nfer that the resulting expressions in {W 0 W 0} still cancel out one another. Thus
the full su still vanish s and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.15)
W✓
'  = '
op
↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.16)
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This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+   · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), taken together each f these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalenc . Hence, we k ep t ack of ow m tation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting exp essi n in {W 0,W 0} s ill cancel ut one another. Thus
the full sum still vanishe and we see {W 0, 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.15)
W✓
'  = '
op
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'j+1,✓ 'j+2,✓ 'k✓,✓ 1,✓ '2,✓ j 1,✓
(4.16)
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This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as s in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential , i.e. W + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, w ke p track of ow m tation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one another. Thus
the full sum still va ishes and we ee {W 0, 0} = 0 after mutation.
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This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
a terms in W (where 'op↵ = ' ), and taken together each of these pa rs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms in potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we k ep track of how mutation a↵ cts W  +W✓ +W↵ +W 
and infer that the resulting expressions n {W 0,W 0} still cancel out one another. Thus
the full su still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.15)
W✓
'  = '
op
↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.16)
– 24 –
( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, there are
four terms i potential W , i.e. W  + W✓ + W↵ + W  so that inside of {W,W} is
@'i, W @'j,✓ ✓   @'↵W↵@' W  which grees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expression in { 0,W 0} still cancel out one another. Thus
the full sum still vanishes and we see {W 0, 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j 2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.15)
W✓
'  = '
op
↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.16)
– 24 –
( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · · j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), nd taken together each of these pairs va ish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particul r, there are
four terms in potential W , i.e. W  + W✓ + W↵ +   so that inside of {W,W} is
@'i,   @'j,✓ ✓ @'↵W↵@' W  which agrees with (4.11) and vanishes up to signed
cyclic equivalence. Hence, we keep track of how mutation a↵ects W  +W✓ +W↵ +W 
and infer that the resulting expressions in {W 0,W 0} still cancel out one nother. Thus
the full sum still vanishes and we see {W 0,W 0} = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.15)
W✓
'  = '
op
↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.16)
– 24 –
( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4.12)
as terms in W (where 'op↵ = ' ), and taken together each of these pairs vanish because
of signed cyclic equivalence (2.5), as shown in Figure 14. In particular, ther are
four terms in potential W , i.e. W  + W✓ + W↵ + W so that inside of {W,W} is
@'i, W @ j,✓W✓   @'↵W↵@' W  which agrees with (4.11) and vanishes up to s gned
cyclic equivalence. Hen e we keep track of how mutatio a↵ects   +W✓ +W↵ +W 
and nfer that the r sulting exp essions in {W 0,W 0} still cancel out one another. Thus
the full sum still va ishes and we see = 0 after mutation.
W 
'i,  = '
op
j,✓
'i+1,  'k  ,  '1,  '2,  'i 1, 
(4.13)
W✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  ,  ' ,  '2,  'i 1, 
(4.15)
W✓
' = 'op↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.16)
– 24 –
( 1)
Pi
j=1 |'j,  |'j+1,✓ · · ·'k✓,✓'1,✓'2,✓ · · ·'j 1,✓'i+1,  · · ·'k  , '1, '2,  · · ·'i 1, . (4.11)
This second term comes from cycles
W  = 'j+1,✓ · · ·'k✓,✓' '1, '2,  · · ·'i 1, 
W↵ = 'i+1,  · · ·'k  , '↵'1,✓'2,✓ · · ·'j 1,✓
(4. 2)
as terms in (where 'op↵ = ' ), and taken together each of these pa rs vanish because
of signed cyclic equivalence (2.5), as shown in F gure 14. In particular, there are
four terms in potential , i.e.   ✓ ↵   so that inside of {W,W} is
@'i, W @'j,✓ ✓ @'↵ ↵@     hich agrees ith (4.11) nd vanishes up to signed
cyclic equivalence. e ce, e ee tr c f t ti a ects   + ✓ +W↵ +W 
and infer that the res lti i i 0, 0 ill ca cel out one another. Thus
the ful su stil va is s 0 0 ft r tation.
,
i 1,  k  ,  '1,  2,  i 1, 
(4.13)
✓
'opi,  = 'j,✓
'j+1,✓ 'j+2,✓ k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.14)
W↵
'op  = '↵
'i+1,  'k  ,  1   '2,  'i 1, 
(4.15)
W 
'  = '
op
↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(4.16)
– 24 –
Figure 28. Graphical rep e ntation of the two terms in (B.4), which follow from four
potential ter s Wσ + θ +Wα +Wβ.
Let us first consider the case in hich no arrow in (B.6) runs through node k.
Then, mutating at node k will leave Wσ Wθ + Wα + Wβ and t e alter ti su of
(B.4) inv riant and it will thus still vanish aft r mutation.
N xt, l t us consider he case n w ich some arrows in (B.6) go through node k.
This case can be eparat d into two possibilities. First, l us assume that node k is
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not incident to ϕopi,σ = ϕj,θ nor ϕ
op
α = ϕβ. Instead, node k is at some intermediate point
of the 2-path • ϕ
(cr)
r,σ // k
ϕ
(cr+1)
r+1,σ // • , where we have expanded our notation to indicate the
degree of the arrows in the exponents. If the degree cr = 0, i.e. if ϕ
(0)
r,σ is a chiral going
into k, then a mesonic arrow corresponding to the composition ϕr,σϕr+1,σ is created
according to Rule (2). Following Rule (2.b), the product ϕr,σϕr+1,σ is replaced by the
meson in both Wσ and Wα (resp. Wβ). The resulting alternating sum in {W ′,W ′} still
vanishes. Additionally a new cubic term is added to the potential according to Rule
(2.a) but since the opposite of this mesonic arrow is not also adjoined, this contributes
zero to {W ′,W ′} as well. If instead cr 6= 0, then we use Rule (2.c) instead and replace
ϕ
(cr)
r,σ ϕ
(cr+1)
r+1,σ with ϕ
(cr−1)
r,σ ϕ
(cr+1+1)
r+1,σ . Again, after this replacement {W ′,W ′} = 0 still holds.
Lastly, let us consider the other possibility, in which we mutate at k which is
incident to ϕj,θ or ϕβ. This means that the mutated node is located at the endpoint
of one of the dashed arrows in Figure 28, at the triple intersection between a dashed
arrow and the two solid lines of a different color.39 We illustrate this situation in Figure
29, where we explicitly indicate the mutated node (blue) and the three other relevant
nodes connected to it (yellow).
Theorem [Theorem 3.5, Corollary 3.6 of [41]]. Let T1   T2   · · ·Tn be a basic
silting ojbect in D, where Ti are indecomposable and n is the number of isomorphism-
classes of simple H-modules (here basic means that each of the Ti’s are distinct).
Assume that all Ti = M [j] where M is an indecomposable of H and j   0. Choose m
large enough so that each Ti 2 Sm.
Then for each i 2 {1, 2, . . . , n}, there are (m + 1) non-isomorphic complements
M0,M1, . . . ,Mm lying in Sm for the almost complete silting object
T/Ti = T1   T2   · · ·  Ti 1   Ti+1   · · ·  Tn. (D.2)
Furthermore, T/Ti has a countably infinite number of non-isomorphic complements
Mi for i 2 Z where there exists M 1 and Mm+1 such that Mj+m+1 = Mm+1[j] and
M j 1 ⇠= M 1[ j] for j   0.
W↵
'op  = '↵
'i+1,  'k  ,  '1,  '2,  'i 1, 
(D.3)
W 
'  = '
op
↵
'j+1,✓ 'j+2,✓ 'k✓,✓ '1,✓ '2,✓ 'j 1,✓
(D.4)
'
(ci+1)
i+1,  (D.5)
'
(ci)
j 1,✓ (D.6)
'
(dj)
j,✓ = '
op (m ci)
i,  (D.7)
(0) (ci+1 + 1) (m  ci + 1)  (ci+1)  (m ci) (D.8)
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Figure 29. Mutation at a node sitting at a triple intersection of arrows in Figure 28. In this
figure, we assume ci = 0 and dj = m− ci.
Without loss of generality, we consider the node at the intersection of the three
arrows ϕj−1,θ (incoming), ϕj,θ = ϕ
op
i,σ (outgoing) and ϕi+1,σ (outgoing). We then apply
rules (2.a)-(2.d) as appropriate, depending on whether ϕj−1,θ is chiral or not. We
replace Wσ + Wθ + Wα + Wβ with W
′
σ + W
′
θ + W
′
α + W
′
β + W
′
D where W
′
D is the new
39We assume such cycles go through node k only once. The proof for cycles that pass multiple times
through the mutated node is analogous but requires a more lengthy analysis.
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term arising from Rule (2.d). We obtain:
W ′σ = ϕ
(ci+1+1)
i+1,σ ϕ
(ci+2)
i+2,σ · · ·ϕ(ci−1)i−1,σ ϕj,θ(ci−1)
W ′θ = ϕ
(dj+1)
j+1,θ ϕ
(dj+2)
j+2,θ · · ·ϕ(dj−2)j−2,θ Ψ(m−ci) + Ψ(m−ci)ϕj,θ(ci−1)ϕj−1,θ(0)
W ′α = ϕ
(d1)
1,θ ϕ
(d2)
2,θ · · ·ϕ(dj−2)j−2,θ Φ(ci+1)ϕ(ci+2)i+2,σ · · ·ϕ(ckσ )kσ ,σ ϕ
(a)
α + Φ(ci+1)ϕi+1,σ
(m−ci+1−1)ϕj−1,θ(0)
W ′β = Wβ = ϕ
(dj+1)
j+1,θ · · ·ϕ
(dkθ )
kθ,θ
ϕα
(m−a)ϕ(c1)1,σ ϕ
(c2)
2,σ · · ·ϕ(ci−1)i−1,σ
W ′D = −Ψ
(ci)
Φ(ci+1)ϕ
(ci+2)
i+2,σ · · ·ϕ(ci−1)i−1,σ
(B.7)
where, in order not to clutter the notation, we used ϕ for ϕop. Keeping track of the
extra negative term resulting from Rule (2.d), we indeed obtain {W ′,W ′} = 0 in this
case as well. In particular, {W ′σ +W ′θ +W ′α +W ′β +W ′D,W ′σ +W ′θ +W ′α +W ′β +W ′D}
equals
∂
Ψ(ci)
WD′ ∂Ψ(m−ci)Wθ′ + ∂ϕ(a)α
Wα′ ∂ϕα(m−a)Wβ′ + ∂ϕ(ci+1+1)i+1,σ
Wσ′ ∂ϕi+1,σ(m−ci+1−1)Wα
′
= − Φ(ci+1)ϕ(ci+2)i+2,σ · · ·ϕ(ci−1)i−1,σ ϕ(dj+1)j+1,θ ϕ(dj+2)j+2,θ · · ·ϕ(dj−2)j−2,θ − Φ(ci+1)ϕ(ci+2)i+2,σ · · ·ϕ(ci−1)i−1,σ ϕj,θ(ci−1)ϕj−1,θ(0)
+ ϕ
(d1)
1,θ ϕ
(d2)
2,θ · · ·ϕ(dj−2)j−2,θ Φ(ci+1)ϕ(ci+2)i+2,σ · · ·ϕ(ckσ )kσ,σ ϕ
(c1)
1,σ ϕ
(c2)
2,σ · · ·ϕ(ci−1)i−1,σ ϕ(dj+1)j+1,θ · · ·ϕ
(dkθ )
kθ,θ
+ ϕ
(ci+2)
i+2,σ · · ·ϕ(ci−1)i−1,σ ϕj,θ(ci−1)ϕj−1,θ(0)Φ(ci+1) = 0
(B.8)
up to signed cyclic equivalence.
The prescription for mutating the potential and reducing it via massive terms
that we introduced in §4.2 was partially motivated by Section 6 of Oppermann’s work
[15] which is formulated in terms of the higher Ginzburg algebra. The latter has the
advantage of showing that the derived endomorphism ring of the graded quiver with
potential is invariant under mutation [15, Thm. 1.1]. In the remainder of this section,
we discuss how the terminology of [15] compares with ours.
In order to help the reader interested in a more detailed comparison with [15] we
will clarify the notation in that paper and use it in the discussion that follows. There
are two new operations acting on arrows α of the quiver:
• α−1: roughly speaking, this is the same as αop. The distinction between the two
is subtle and depends on whether we regard the quiver as consisting of single
arrows, in which case we use α−1 to label a piece of a mesonic arrow, or double
arrows, for which we use the notation αop.
• α∗: this is a compact way of indicating a mutated flavor, namely the mutation of
an arrow connected to the mutated node. The rule for mutating flavors was given
in §4.1. Oppermann’s convention is to also flip the orientation of the flavors.
Hence, in his notation, our mutation takes the form α→ α∗op.
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In [15], the transformation of the potential in a mutation on node k is described in
an extremely compact form as
W → W ′ = deccycW +
∑
α:
(0) // k
ϕ: k
(c) //
α dec(ϕϕ)α∗. (B.9)
Such a compact expression becomes possible thanks to the introduction of the
functions dec and deccyc, defined as an action on a cycle γ and then extended linearly
to act on a potential. In particular, if γ is a cycle that is never incident to node k,
the node where mutation is occurring, then dec(γ) and deccyc(γ) are defined to be
equal to γ. Otherwise, for every 2-path ϕi,kϕk,j contained
40 inside of γ, we replace
such a 2-path with the element
(
ϕi,kϕk,j −
∑
α:
(0) // k
ϕi,kα
−1αϕk,j
)
. The result is
dec(γ). For the case of deccyc(γ), this operation is taken cyclically, meaning that if γ
starts and ends at the node k, then
(
1−∑
α:
(0) // k
α−1α
)
is also multiplied at the
beginning of the cycle. In particular, to compare our combinatorial rule for mutation
of potentials to that in [15], we split his rule into two pieces: (a) W → deccycW ; and
(b) W ′ → W ′ +∑
α:
(0) // k ϕ: k
(c) //
α dec(ϕϕ)α∗.
The first piece agrees with our rules (2.b) and (2.c) implicitly, since terms appearing
in the potential remain in it after mutation. The only differences are that the degrees of
the arrows are updated accordingly and, in the case of a composition or anticomposition
involving a degree zero incoming arrow α, the 2-path αϕ (resp. ϕα−1) becomes a single
arrow [αϕ] (respectively [ϕα−1]) of degree matching that of ϕ prior to mutation. The
square bracket notation [αβ] indicates this single mesonic arrow corresponding to the
composition of α and β.
On the other hand, Rule (2.d) is applied explicitly since the insertion of the factor(
1−∑
α:
(0) // k
α−1α
)
yields41 one new potential term where the α and α−1 are
paired with two different flavors to yield new mesonic arrows [ϕikα
−1] and [αϕkj]. Fo-
cusing on the prescence of a single chiral from a vertex denoted as i0, i.e. denoted as α :
40For convenience, we now think of cycle γ = ϕi1,i2ϕi2,i3 · · ·ϕi`,i1 where the subscripts denote the
head and tail of the constituent arrows. We also let i, k, j label three of these vertices in a row.
41Originally, our Rule (2.d) did not specify the sign of the new potential term. However, as motivated
by [15] and to ensure {W ′,W ′} = 0, it is mathematically natural to give such new potential terms
from the case of two mesons a coefficient of −1.
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i0 →(0) k, we have [ϕikα−1] : i→(c) i0 and [αϕkj] : i0 →(d) j. This is consistent since this
insertion of the above factor turns the term Wγ = ϕi1,i2 · · ·ϕir,iϕi,kϕk,jϕj,ir+4 · · ·ϕi`,i1
into Wγ − ϕi1,i2 · · ·ϕir,i[ϕi,kα−1][αϕk,j]ϕj,ir+4 · · ·ϕi`,i1 .
Lastly, Rule (2.a), which adjoins a new cubic term involving a product of three
arrows for every composition [αϕ], involving an incoming arrow α of degree zero and
any outgoing arrow ϕ, is exactly of the form42
αdec(ϕϕ)α∗ = [αϕ]ϕα∗. (B.10)
Notice that since we are assuming that there are not adjoints at the node under muta-
tion, we indeed have dec(ϕϕ) = ϕϕ. In particular, the source of ϕ is a node other than
k.
Note that Sections 7 and 8 of [15] explicitly describe the cyclic derivatives with
respect to certain arrows. Putting this together, the vanishing of the square of the
differential in the mutated theory is proved. This is equivalent to showing that the
Kontsevich bracket vanishes for the mutated potential, hence giving an alternative to
our proof based on the mutation rules given in §4.2.
C Background on Cluster Categories
We include a brief background on cluster categories and higher cluster categories for the
interested reader. This provides some of the motivation behind graded (i.e. colored)
quivers from the mathematical perspective.
We first focus on the m = 1 case of ordinary quivers. The path algebra kQ of a
finite acyclic quiver Q, i.e. a quiver that contains no cycles, satisfies a lot of impor-
tant mathematical properties. Such a path algebra is a hereditary finite dimensional
basic algebra and its modules form an abelian k-category that is also Krull-Schmidt. In
other words, given two representations (equivalently, modules) of the path algebra M
and N , the set of homomorphisms between M and N is a k-vector space denoted as
Hom(M,N). Further, any representation can be written as a direct sum of indecom-
posable representations in a unique way up to re-ordering.
From this, we form D(kQ) the bounded derived category of kQ with shift functor [1],
whose indecomposable objects are all of the form M [i] where M is an indecomposable of
kQ and i ∈ Z signifies an application the shift functor (or its inverse) a certain number
of times. The bounded derived category is a triangulated category which means that we
can write down short certain exact sequences 0→ A→ B → C → 0 known as almost
42In [15], potential terms are read right-to-left rather than left-to-right and outgoing chirals are used
instead of incoming chirals. These two reversals from our convention cancel each other out.
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split sequences. Such a sequence is not split, i.e. B 6∼= A ⊕ C, but are irreducible in a
certain sense meaning they are as close to being split as possible without being split.
In particular in an almost split sequence, A and C are both indecomposable and if we
replace B with any subrepresentation of it, we would induce a split exact sequence.
Moreover, the maps A → B and B → C are irreducible meaning that (i) they do
not have left- or right-inverses and (ii) if these maps decompose as a composition, i.e.
f = gh, then g has a right-inverse or h has a left-inverse.
Given an indecomposable representation C, there is a unique almost split sequence
of the form 0→ → → C → 0. We define the Auslander-Reiten translation of inde-
composable C to be τC = A, unique indecomposable that fills in to the left-most object
of the almost split sequence with C as the right-most object. The Auslander-Reiten
(or AR) translation has the property that it sends projective indecomposable objects
to zero and otherwise sends non-projective indecomposables to indecomposables.
We work with a certain quotient of the bounded derived category known as the
Cluster Category C1(H) defined asD(H)/(τ−1 ◦ [1]) where τ is Auslander-Reiten trans-
lation and [1] is the shift functor. Because of this identification, if Pi is the projective
indecomposable associated to node i ∈ Q0, then τPi = Pi[1] rather than zero in C1(H).
Furthermore, τPi[1] = Ii, the injective indecomposable associated to node i ∈ Q0.
Remark. For a finite acyclic quiver Q, and a node i ∈ Q0, the projective indecom-
posable Pi is the module with basis given by all paths beginning at i and ending at
any other node. In particular, Pi = kQei. In contrast, the injective indecomposable
Ii is the module with basis given by all paths ending at i, i.e. Ii = ei kQ. Lastly,
kQ = P1 ⊕ P2 ⊕ · · · ⊕ Pn as a module because of the orthogonality of idempotents.
The cluster category is again triangulated and Krull-Schmidt, and also has the
property that it is a 2-Calabi-Yau category, meaning that the Serre functor ν = [1]τ is
equivalent to [2] (since τ−1 ◦ [1] ∼ id). Cluster categories provide a categorification for
cluster algebras and by the Caldero-Chapoton map, the Laurent expansions of cluster
variables even correspond to rigid indecomposables of C1(H).
This motivated the higher m-cluster category, which is the triangulated (m + 1)-
Calabi-Yau category obtained by the quotient D(H)/(τ−1 ◦ [m]). Here (m+ 1)-Calabi-
Yau signifies that the Serre function ν = [1]τ ∼ [m+ 1].
The Cluster-Tiling Objects are maximally dimensional direct sums of indecompos-
ables which have no self-extensions. They can also be organized into what are called
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exchange triangles, each of which are short almost split sequences:
Xi → B0 → X ′i
X ′i → B1 → X ′′i
X ′′i → B2 → X ′′′i
...
X
(m)
i → Bm → Xi
(C.1)
where
Bc =
⊕
ϕ: i
(c) // j
Xj. (C.2)
Higher tilting objects are X1 ⊕X2 ⊕ · · · ⊕Xn where we take one element out, i.e. Xi,
and then B0 is some direct sum of the other Xj’s. These category theory definitions
generalizing tilting theory (from 1970’s) lead to the work of [14] to define graded quivers
combinatorially from this algebra. See [57] for a related but different treatment.
From a physical point of view, these exchange triangles also give rise to a relation-
ship between ranks
NB0 = NXi +NX′i , (C.3)
which nicely agrees with the transformation rule for ranks under mutation (4.1).
Note that in the m = 1 case, this sequence reduces to
Xi → B0 → X ′i and X ′i → B1 → Xi (C.4)
because of the (m+ 1) = 2-periodicity. In fact, this leads to a single exchange relation
CC(Xi)CC(X
′
i) = CC(B0) + CC(B1), (C.5)
where CC denotes the Caldero-Chapton map [58, 59]. This relates the cluster category
to cluster variables and cluster algebras in the m = 1 case. An analogue of such an
algebraic structure for higher m is an open question.
Constraints in the Potential and Higher Cluster Categories
The treatment of graded quivers and higher cluster categories in [14] does not include
potentials.43 However, that work proposes a condition that is closely related to our
43While that work does not consider potentials explicitly, it is possible to argue that their manipula-
tions are mostly consistent with assuming a totally generic potential. This statement is true, modulo
the observation we made in §4.2 regarding the inconsistent removal of chiral-chiral pairs for m > 1,
for which they cannot form mass terms in the potential, in [14].
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general discussion of potentials. Proposition 5.1 of [14] states that if a graded quiver
associated to a higher-cluster tilting object has a local configuration of the form shown
in Figure 30, then the degree (e) must be (c) or (c+ 1). This local configuration is an
allowable potential term if and only if (e) = (c+ 1).
(0) (c) 
(e) 
i j k 
(0) (c) 
(m-e) 
i j k 
= 
Figure 30. A special local configuration considered in [14].
Forbidding other cyclic configurations of three arrows is important because other-
wise mutation at the middle node j would lead to a configuration where monochro-
maticity breaks. In particular, as we saw in §2.3.2, the only massive potential terms are
of the form ϕ
(c)
ik ϕ
(m−c−1)
ki ∼ ϕ(c)ik ϕ(c+1)ik . As a result, only 2-cycles arising from mutation
at the middle term where Proposition 5.1 of [14] holds, i.e. e = c + 1, can be deleted.
The other case of (e) = (c) yields multiple arrows of degree (c).
Comments on Mesons at Nodes with Multiple Incoming Chirals
Notice that Rule (2) of §4.1 regarding the generation of mesons under mutation forbids
new mesons coming from 2-paths of the form i
(0) // j
(m) // k , or equivalently from
the anticomposition i
(0) // j k
(0)oo . This differs from Buan and Thomas [14, Sec.
10], which creates new arrows from such compositions. In fact, they not only generate
a new arrow i
(m)
++j k from the composition i
(0) // j
(m) // k but also a new
arrow i j k
(m)
jj (which is equivalent to i
(0)
++j k ). This second arrow
arises since every arrow in sight is in reality a double arrow and thus the configuration
i
(0) // j
(m) // k is not only equivalent to i
(0) // j k
(0)oo but is also equivalent to
i j
(m)oo k
(0)oo , and so we have compositions in both directions. The authors of [14]
include a rule that removes any chiral-chiral 2-cycle, which results in the cancellation
of these two arrows between nodes i and k. Since they do not work with potentials
for graded quivers, the result of constructing two new mesons from such compositions
and then canceling them as a pair is identical to our rule of this paper forbidding
compositions from i
(0) // j
(c) // k with c = m in the first place.
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Not only does Rule (2.a) as we stated it avoid extra bookkeeping that would arise
from the creation and deletion of such 2-cycles but, more importantly, it is in fact
necessary since as explained in §2.3.2 chiral-chiral pairs cannot correspond to mass
terms in the potential for m > 1. Hence this 2-cycle could not correspond to a mass
term and Rule (3) would not apply for reducing it. Nonetheless, up to this nuance,44
the definition of colored quiver mutation in [14] indeed agrees with our definition of
graded quiver mutation. Furthermore, while they do not implement the full treatment
that would follow from a potential, the results they focus on are insensitive to this
discrepancy.
D Silting
There is a variant of tilting, known as silting. Roughly speaking, it can be regarded
as the m → ∞ or CY∞ limit of graded quivers and their dualities. In particular, in
this case there is no upper limit on the degree of arrows, which can grow arbitrarily
under mutations. Similarly, sequences of repeated mutations on the same node are not
periodic. Oppermann’s work on potentials for graded quivers [15] was in fact motivated
by considering this particular setting. In this appendix, we sketch the relationship be-
tween silting and higher cluster categories, thereby providing the mathematical bridge
between Buan-Thomas [14] and Oppermann [15].
Following Buan-Reiten-Thomas [60], we now compare silting objects and m-cluster
tilting objects. Let H be a finite dimensional hereditary algebra. For m ≥ 1, the
m-cluster category Cm is defined as the quotient category D/τ−1[m]. Here D is the
bounded derived category of H, τ is Auslander-Reiten translation in D and [m] signifies
applying the shift functor [1] m times.
The m-cluster category is a Krull-Schmidt category, meaning that we can decom-
pose objects into finite direct sums of indecomposables. Let mod H denote the inde-
composables objects of H, and mod H[i] denote the set after applying i copies of the
shift functor to each indecomposable. Because Cm is a quotient of D, a fundamental
domain for the set of indecomposables is given by
Sm = mod H[0] ∪mod H[1] ∪ · · · ∪mod H[m− 1] ∪ {P1[m], P2[m], . . . , Pn[m]} (D.1)
where P1, P2, . . . , Pn are projective objects in H.
Proposition [Proposition 2.4 of [60]]. With the above setup, let T be an object
of D given as a direct sum of indecomposables all of which lie in Sm. Then T is a silting
object if and only if T is an m-cluster tilting object in Cm.
44As well as a reversal of the role of incoming and outgoing that we include to better match physics.
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Theorem [Theorem 3.5, Corollary 3.6 of [60]]. Let T1 ⊕ T2 ⊕ · · ·Tn be a basic
silting ojbect in D, where Ti are indecomposable and n is the number of isomorphism-
classes of simple H-modules (here basic means that each of the Ti’s are distinct).
Assume that all Ti = M [j] where M is an indecomposable of H and j ≥ 0. Choose m
large enough so that each Ti ∈ Sm.
Then for each i ∈ {1, 2, . . . , n}, there are (m + 1) non-isomorphic complements
M0,M1, . . . ,Mm lying in Sm for the almost complete silting object
T/Ti = T1 ⊕ T2 ⊕ · · · ⊕ Ti−1 ⊕ Ti+1 ⊕ · · · ⊕ Tn. (D.2)
Furthermore, T/Ti has a countably infinite number of non-isomorphic complements
Mi for i ∈ Z where there exists M−1 and Mm+1 such that Mj+m+1 = Mm+1[j] and
M−j−1 ∼= M−1[−j] for j ≥ 0.
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