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On the Tits building of
paramodular groups
Eric Schellhammer
Abstract
We investigate the Tits buildings of the paramodular groups with or without canonical
level structure, respectively. These give important combinatorical information about the
boundary of the toroidal compactification of the moduli spaces of non-principally polarised
Abelian varieties.
We give a full classification of the isotropic lines for all of these groups. Furthermore,
for square-free, coprime polarisations without level structure we show that there is only
one top-dimensional isotropic subspace.
In a sequel to this paper we will use this information to establish a general type result
for the moduli space of non-principally polarised Abelian varieties with full level structure.
1 Introduction
We fix (e1, . . . ,eg) with ei|ei+1 for all i = 1, . . . ,g− 1. Let ∆ := diag(e1, . . . ,eg), Λ :=( 0 ∆
−∆ 0
)
. Let L := Z2g ⊂ Cg and let L∨ be the lattice dual to L with respect to the bilinear
form 〈x,y〉 := xΛ ty, namely
L
∨ := {y ∈ L⊗Q
∣∣∀x ∈ L : 〈x,y〉 ∈ Z}.
Recall that the paramodular group, respectively the paramodular group with a canonical
level structure can be defined as follows:
˜Γpol := {M ∈ SL(2g,Z)
∣∣MΛ tM = Λ} and
˜Γlevpol := {M ∈ ˜Γpol
∣∣M|L∨/L = id |L∨/L}.
Their action on the Siegel upper half space Sg is given by(A B
C D
)
: τ 7→ (Aτ+B∆)(Cτ+D∆)−1∆.
The quotient spaces Apol :=Sg/ ˜Γpol and A levpol :=Sg/ ˜Γlevpol are the moduli spaces of Abelian
varieties with fixed polarisation of the given type without or with canonical level structure,
respectively. It is well known1 that these groups are conjugate to subgroups of Sp(2g,Q),
namely Γpol := R−1 ˜ΓpolR and Γlevpol := R−1 ˜ΓlevpolR where R :=
(
1
∆
)
. The action of these
groups on Sg is the one induced from Sp(2g,Q), namely(A B
C D
)
: τ 7→ (Aτ+B)(Cτ+D)−1,
and the respective quotient spaces are isomorphic to Apol and A levpol, respectively. All of
these groups also act on Q2g by matrix multiplication from the right.
A subspace V ⊂Q2g is called isotropic if for all u,v ∈V we have 〈u,v〉= 0. The Tits
building describes the configurations of the conjugacy classes of these isotropic spaces with
respect to the action of the different groups defined above. It provides useful information
1see eg. [HKW, p. 11]
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about the combinatorical structure of the boundary components of toroidal compactifica-
tions.2 Instead of considering the whole building we focus on the one- and g-dimensional
spaces only.
The main results of this paper are the classification of isotropic lines in Corollary 4.2
and Corollary 4.6, and Theorem 5.3, which says that under some conditions there is only
one top-dimensional isotropic space.
2 Divisors of vectors
Let us begin the analysis of the Tits building by the one-dimensional isotropic subspaces
of Q2g. Given a polarisation type (e1, . . . ,eg), we may chose e1 = 1 without changing the
group ˜Γpol.
Notation 2.1.
Let di := ei+1/ei for i = 1, . . . ,g− 1 and define
di: j :=
{
e j+1
ei
= ∏ jn=i dn for i≤ j
1 for i > j .
Then all di are positive integers and the polarisation type is given by (1,d1,d1:2, . . . ,d1:g−1).
Let T (s) be a function depending on some integer variable s. Then we define
gcd
(
T (s)
) j
s=i := gcd
(
T (i), . . . ,T ( j)) and T (s1|s2) := gcd(T (s1),T (s2)).
Definition 2.2: Special polarisation types.
We call a polarisation type (1,d1, . . . ,d1:g−1) square-free if all di are square-free. If a
polarisation type satisfies gcd(di,d j) = 1 for all i 6= j we call it a coprime polarisation
type.
First of all, we define the divisors Di(v) of a vector v ∈ Z2g for i = 1, . . . ,g− 1. To
keep the notation easier, we shall drop the vector v where possible and write Di := Di(v).
Definition 2.3: Divisors.
Define the divisors Di := Di(v) of a primitive vector v ∈ Z2g recursively:
Di := gcd
(
di,gcd
( v j|g+ j
D j:i−1
)i
j=1
)
∈ N>0.
Here, Di: j is defined as a product, analogously to di: j.
Definition 2.4: Ideal of lattice and vector.
For a vector v ∈ Z2g let (v,L) := {〈v, l〉
∣∣l ∈ L} which is an ideal in Z, namely
(v,L) = (v1,d1v2,d1:2v3, . . . ,d1:g−1vg,vg+1,d1vg+2, . . . ,d1:g−1v2g)⊂ Z.
Lemma 2.5.
For 1 ≤ k ≤ i < g and m such that mDk:i−1 ∈ Z, the following equivalence holds:
(1) m
Dk:i−1
∈
(
di,
(v,L)
D1:i−1
)
⇐⇒
d1:k−1
D1:k−1
m
Dk:i−1
∈
(
di,
(v,L)
D1:i−1
)
.
Proof.
The implication ”⇒” is trivial; the other direction can be proved by induction, substituting
m′ = dk−1m. 
2see [AMRT]
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Lemma 2.6.
The ideal (Di) can also be given by
(Di) =
(
di,
(v,L)
D1:i−1
)
.
Proof.
Let Ai :=
(
di, (v,L)D1:i−1
)
. We know from the definitions that
Ai =
(
di,gcd
(d1: j−1v j|g+ j
D1:i−1
)g
j=1
)
=
(
di,gcd
(d1: j−1v j|g+ j
D1:i−1
)i
j=1
,di gcd
(d1:i−1di+1: j−1v j|g+ j
D1:i−1
)g
j=i+1
)
=
(
di,gcd
( d1: j−1
D1: j−1
v j|g+ j
D j:i−1
)i
j=1
)
(2)
Since now all terms in (2) are multiples of terms in the definition of Di, we obviously have
Ai ⊂ (Di). For the other inclusion we apply Lemma 2.5 to every element in (2) to obtain
that all terms in the definition of Di are contained in Ai. 
Corollary 2.7: Invariance.
The divisors Di of a vector v are invariant under the action of ˜Γpol on Z2g.
Proof.
Consider the invariance of (v,L) under the action of M ∈ ˜Γpol:
(vM,L) = {vMΛ tl
∣∣l ∈ Z2g}= {vΛ( tM)−1 tl∣∣l ∈ Z2g}= {vΛ tl∣∣l ∈ Z2g}= (v,L).
This holds because ( tM)−1 is an integer matrix due to det(M) = 1, and MΛ = Λ( tM)−1 by
the definition of ˜Γpol. The invariance of Di follows from Lemma 2.6. 
Remark 2.8.
Let us point out that the divisors Di are not independent and therefore not every possible
combination of divisors of the di given by the polarisation type can actually occur. E. g.
take g = 3 and d1 = 4,d2 = 6 so that we have a polarisation type (1,4,24). Now, there is
no vector with the divisors D1 = D2 = 2 because that would mean that
D1 = gcd(4,v1,v4) = 2 and(3)
D2 = gcd(6, v12 ,
v4
2 ,v2,v5) = 2,(4)
where equation (4) clearly shows that 4 divides both v1 and v4, which is a contradiction to
(3). The additional restriction on the divisors Di is the following:
Theorem 2.9: Restrictions on Di.
For 1 ≤ i < j ≤ g− 1 we have
(5) gcd( diDi ,D j)= 1.
Moreover, any ordered set of positive integers {Di} := {D1, . . . ,Dg−1} satisfying Di|di and
condition (5) does occur as set of divisors of a vector v ∈ Z2g.
Proof.
Necessity:
Take i < j and assume n := gcd( diDi ,D j) 6= 1. We claim that any power of n divides di in
contradiction to di 6= 0. The proof is by induction.
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Define the index set I := {1, . . . , i,g+ 1, . . . ,g+ i} and let
v
(0)
k := vk for k ∈ I, d
(0)
i := di, D
(0)
i := Di and
v
(r)
k :=
vk
nr
, d(r)i :=
di
nr
, D(r)i :=
Di
nr
for r ≥ 1.
We want to show that all values we just defined are integers. For the generation r = 0 this
is obvious.
Assume that all values of the generation r−1 are integers. By definition of n we know
that n divides diDi and hence
di
Di
=
nr−1d(r−1)i
nr−1D(r−1)i
=
d(r−1)i
D(r−1)i
=⇒ n|d(r−1)i =⇒ d
(r)
i ∈ Z.
Furthermore, n divides D j by definition. After cancelling nr−1 in the first terms of the
definition of D j we obtain that n divides
D j = gcd

d j,gcd( v(r−1)k|g+k
Dk:i−1D
(r−1)
i Di+1: j−1
)i
k=1
,gcd
( vk|g+k
Dk: j−1
) j
k=i+1


This shows that in particular
(6) n divides
v
(r−1)
k|g+k
Dk:i−1D
(r−1)
i Di+1: j−1
for k = 1, . . . , i
and hence also n|v(r−1)k which implies v
(r)
k ∈ Z for all k ∈ I. Furthermore, since obviously
Dk:i−1|Dk:i−1D
(r−1)
i Di+1: j−1 statement (6) also implies that n divides
gcd

d(r−1)i ,gcd( v
(r−1)
k|g+k
Dk:i−1
)i
k=1

= 1
nr−1
gcd
(
di,gcd
( vk|g+k
Dk:i−1
)i
k=1
)
=
1
nr−1
Di = D
(r−1)
i .
So, we have shown that all values in the rth generation are integers. The contradiction
follows as mentioned above.
Sufficiency:
Choose integers Di satisfying the conditions stated in the lemma. Consider the vector
v = (D1:g−1,D2:g−1, . . . ,Dg−1,1,0, . . . ,0) ∈ Z2g.
It is easy to calculate that the divisors Di(v) are exactly the chosen Di. 
This lemma has an interesting consequence:
Corollary 2.10: Characterising property of D1:g−1.
For a given polarisation type (1,d1, . . . ,d1:g−1), the value D1:g−1(v) determines all the val-
ues Di(v) uniquely.
Proof.
Let d1, . . . ,dg−1 and D1:g−1 be given. Then Theorem 2.9 leads to the following:
gcd( d1D1 ,D2) = · · ·= gcd(
d1
D1 ,Dg−1) = 1 =⇒ gcd(
d1
D1 ,D2:g−1) = 1
=⇒ gcd(d1,D1:g−1) = D1
so that we can determine D1 from d1 and D1:g−1. Divide D1:g−1 by D1 to obtain D2:g−1 and
apply the same lemma. By iterating this method all values Di are obtained. 
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3 Properties of symplectic matrices
We now want to investigate divisibility properties of the matrix entries of M ∈ Γ for the
different groups Γ we defined.
Definition 3.1: Triangular polarisation matrices.
Define the sets of matrices
D(∆) :=
{
(si j) ∈ Zg×g
∣∣ j < i =⇒ d j:i−1|si j} and
SD(∆) := D(∆)∩SL(g,Z) =
{
S ∈D(∆)
∣∣det(S) = 1}.
Lemma 3.2.
The set D(∆) with the normal matrix operations is a ring with unity. Its subset SD(∆) is a
multiplicative group.
Proof.
It is a straightforward computation to check that D(∆) is indeed a ring with unity.
Since SD(∆)⊂ SL(g,Z) per definition, it is obvious that for any S∈ SD(∆) the inverse
T := S−1 exists, is an integer matrix and has determinant 1. It remains to show that T =
(ti j) ∈ D(∆). By Cramer’s rule we know ti j = 1|S| |S
( j,i)| = |S( j,i)| where S( j,i) is the minor
of S constructed by removing the jth row and ith column.
For j ≥ i there is no additional condition. Now let j < i and fix n ∈ { j, . . . , i−1}. We
have to show that dn divides det(S( j,i)). This is the statement of Lemma 6.1 where we let
d = dn and k = n. Using this for all j ≤ n ≤ i− 1 we obtain d j:i−1|ti j which completes the
proof that T ∈ SD(∆). 
Lemma 3.3.
We have the following congruence conditions:
˜Γpol ⊂ D(∆)2×2
where D(∆)2×2 :=
{(A B
C D
)∣∣A,B,C,D ∈ D(∆)}.
Proof.
Let M = (mi, j) ∈ ˜Γpol and chose k ∈ {1, . . . ,g− 1}. Denote the index set
Ik := {k+ 1, . . . ,g,g+ k+ 1, . . .,2g}.
Now chose any i ∈ Ik and let v := ei ∈ Z2g be the ith unit vector. The invariance under the
action of ˜Γpol and some easy computation shows that
dk = Dk(v) = Dk(vM) = gcd
(
dk,
mi, j
D j:k−1
,
mi,g+ j
D j:k−1
)
.
This reasoning for all valid combinations of values leads exactly to the divisibility condition
for M ∈ D(∆)2×2. 
Lemma 3.4.
For the conjugate group we have
Γpol = Sp(2g,Q)∩
(
D(∆) D(∆)∆
∆−1D(∆) ∆−1D(∆)∆
)
.
Proof.
This follows from Lemma 3.3 by conjugating with R. 
For the groups with canonical level structure we obtain additional conditions:
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Lemma 3.5.
˜Γlevpol =
{
M ∈ ˜Γpol
∣∣M ∈(( tdtd
)
12g
)
⊗Z+1
}
where d := (1,d1, . . . ,d1:g−1) and 12g := (1, . . . ,1) ∈ Z2g. The tensor denotes that each
matrix entry of the rank 1 matrix in brackets may be multiplied by an integer zi j.
Proof.
Denote the obvious basis of L ⊂ Cg by {e1, . . . ,e2g}. Then a basis of the dual lattice L∨
can be given by { 1d1:i−1 ei|g+i}i=1,...,g. By definition, a matrix M ∈
˜Γpol is in ˜Γlevpol if and only
if it satisfies ML∨/L = idL∨/L . This is satisfied if and only if for all i = 1, . . . ,g we have
1
d1:i−1
ei|g+iM ≡L
1
d1:i−1
ei|g+i ⇐⇒
1
d1:i−1
ei|g+i(M−1) ∈ Z2g
This means that d1:i−1 divides every entry in the ith and g+ ith row of the matrix M− 1
which is exactly the condition we wanted to prove. 
Lemma 3.6.
Γlevpol = {M ∈ Γpol
∣∣M ∈ (( tdt1g
)
(1g,d)
)
⊗Z+1}
where again d := (1,d1, . . . ,d1:g−1) and 1g := (1, . . . ,1) ∈ Zg.
Proof.
This follows directly from Lemma 3.5 by conjugating with R. 
One important result from this lemma is the following observation: Although Γpol
may have rational non-integer entries, this is no longer possible for its subgroup Γlevpol:
Corollary 3.7.
Γlevpol ⊂ Sp(2g,Z).
Proof.
With Lemma 3.4 we know Γlevpol ⊂ Γpol ⊂ Sp(2g,Q), and since the condition given in
Lemma 3.6 implies that all matrix entries must be integers the claim follows immediately.

4 Orbits of isotropic lines
In this section we construct two sets of vectors that are in one-to-one correspondence to the
orbits of the group actions of ˜Γpol and ˜Γlevpol, respectively.
4.1 Orbits of isotropic lines under ˜Γlevpol
Lemma 4.1: Orbits of isotropic lines under ˜Γlevpol.
(i). Under the action of ˜Γlevpol, every vector v ∈ Z2g can be transformed into
v˜ = (D1:g−1(v),∗, . . . ,∗,0,∗, . . . ,∗)
where the given 0 is at the g+ 1st place.
(ii). Two vectors v,w ∈ Z2g are conjugate under ˜Γlevpol if and only if
D1:g−1(v) = D1:g−1(w) and ∀i = 1, . . . ,2g : vi ≡ wi mod D1:g−1.
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Proof.
Part (i):
Since v is primitive, not all entries vi are zero. Hence we can assume (if necessary after a
suitable transformation with a matrix in ˜Γlevpol) that v1 6= 0. By definition of Di we know that
v j|g+ j
D j:k ∈ Z for j ≤ k < g and so it makes sense to say
gcd
(
gcd
( v j|g+ j
D j:g−1
)i
j=1
,
di
Di
)
divides gcd
(
gcd
(v j|g+ j
D j:i
)i
j=1
,
di
Di
)
where the second gcd is equal to 1, again by definition of Di. Hence, we also have
(7) gcd
(
gcd
( v j|g+ j
D j:g−1
)i
j=1
,
di
Di
)
= 1.
Now define
(8) I :=
( v1|g+1
D1:g−1
,
d1
D1
v2|g+2
D2:g−1
, . . . ,
d1
D1
d2:g−1vg|2g
D2:g−1
)
.
Using (7) for i = 1, . . . ,g− 1, we may drop the factors diDi successively to obtain
I =
( v1|g+1
D1:g−1
,
v2|g+2
D2:g−1
, . . . ,
vg−1|2g−1
Dg−1
,vg|2g
)
,
and since gcd(v1, . . . ,v2g) = 1 we have I = (1). With Lemma 6.2 we can now find λi such
that ( v1
D1:g−1
,
vg+1
D1:g−1
+
g
∑
i=2
λi
d1:i−1vi
D1:g−1
+
g
∑
i=2
λg+i
d1:i−1vg+i
D1:g−1
)
= (1) or equivalently(
v1,vg+1 + ∑
i=2,...,g
(λid1:i−1vi +λg+id1:i−1vg+i)
)
= (D1:g−1).
The matrix
M :=


1 −λg+2 . . . −λ2g 0 λ2 . . . λg
1 d1λ2
.
.
.
.
.
.
1 d1:g−1λg
1
d1λg+2 1
.
.
.
.
.
.
d1:g−1λ2g 1


is in ˜Γlevpol according to Lemma 3.5. The entries of the vector v′ := vM satisfy the relation
gcd(v′1,v′g+1) = D1:g−1 by definition of λi. Therefore, there exist t1, t2 ∈ Z with t1v′1 +
t2v′g+1 = D1:g−1, and the matrix N that differs from the unit matrix only in the entries
(9)
(
n1,1 n1,g+1
ng+1,1 ng+1,g+1
)
=

t1 −v′g+1D1:g−1
t2
v′1
D1:g−1


transforms v′ into a vector of the form v˜ = v′N = (D1:g−1,∗, . . . ,∗,0,∗, . . . ,∗).
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Part (ii):
Necessity:
Since the divisors are invariant under the action of ˜Γlevpol, we must have Di(v) = Di(w) for
conjugate vectors v and w which obviously implies D1:g−1(v) = D1:g−1(w).
Now, let M ∈ ˜Γlevpol such that w = vM and let k ∈ {1, . . . ,2g}. To keep the notation
easier we only consider the case k ≤ g, the other case g < k ≤ 2g can be treated similarly.
By definition we know that Di:g−1 divides vi and vg+i. From Lemma 3.5 we obtain
wk =
g
∑
i=1,
i6=k
mikvi +
g
∑
i=1
mg+i,kvg+i +mkkvk
=
g
∑
i=1,
i6=k
(D1:i−1m′ikDi:g−1v
′
i)+
g
∑
i=1
(D1:i−1m′g+i,kDi:g−1v
′
g+i)+ (d1:k−1n+ 1)vk
≡ 0+ 0+ d1:k−1nDk:g−1 vkDk:g−1 + vk mod D1:g−1 and since
vk
Dk:g−1
∈ Z
≡ vk mod D1:g−1.
Sufficiency:
Due to part (i) we can assume v and w to be given in the form
v = (D1:g−1(v),v2, . . . ,vg,0,vg+2, . . . ,v2g) and
w = (D1:g−1(w),w2, . . . ,wg,0,wg+2, . . . ,w2g),
where v1 = w1. Let Di := Di(v) = Di(w). Since vi ≡ wi mod D1:g−1, let ni be defined by
wi = niD1:g−1 + vi for i = 2, . . . ,g,g+ 2, . . . ,2g.
The matrix M defined as
M :=


1 n2 · · · ng 0 ng+2 · · · n2g
1 d1:1ng+2
.
.
.
.
.
.
1 d1:g−1n2g
1
−d1:1n2 1
.
.
.
.
.
.
−d1:g−1ng 1


∈ ˜Γlevpol
transforms v into vM = (D1:g−1,w2, . . . ,wg,vg+1,wg+2, . . . ,w2g) where
vg+1 = d1:1ng+2v2 + · · ·+ d1:g−1n2gvg + 0− d1:1n2vg+2−·· ·− d1:g−1ngv2g.
Since Di:g−1 divides vi and vg+i by definition, we know that D1:g−1 divides every term of
vg+1 and thus gcd(D1:g−1,vg+1) = D1:g−1. This implies that we can find a matrix N as in
(9) which transforms vM into w and thus v and w are conjugate under ˜Γlevpol. 
Corollary 4.2: Set of representatives.
A set of representatives for the orbits of ˜Γlevpol is given by the vectors
v˜ = (D1:g−1,D2:g−1a2,D3:g−1a3, . . . ,ag,0,D2:g−1ag+2,D3:g−1ag+3, . . . ,a2g)
where {Di} runs through the set of all possible divisors as given in Theorem 2.9 and
0 ≤ ai < D1:i−1, 0 ≤ ag+i < D1:i−1 for i = 2, . . . ,g.
Proof.
This follows easily from the above Lemma 4.1 considering that by definition Di:g−1|vi|g+i,
and using Theorem 2.9 for the restrictions on {Di}. 
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4.2 Orbits of isotropic lines under ˜Γpol
Definition 4.3: Representative vectors for ˜Γpol.
For v = (v1, . . . ,v2g) ∈ Z2g and i = 1, . . . ,g, let
vˆi := gcd(v1|g+1, . . . ,vi|g+i,divi+1|g+i+1, . . . ,di:g−1vg|2g) and
vˆ := (vˆ1, . . . , vˆg,0, . . . ,0) ∈ Z2g.
In this form, adjacent entries are related in the following ways:
Lemma 4.4: Properties of vˆi.
For all primitive v ∈ Z2g, the vˆi satisfy the following relations:
(i). vˆ1 = D1:g−1(v) and vˆg = 1
(ii). ∀i = 1, . . . ,g− 1 : vˆi|divˆi+1
(iii). ∀i = 2, . . . ,g : vˆi|vˆi−1
(iv). ∀i = 2, . . . ,g− 1 : vˆi = gcd(vˆi−1,vi|g+i,divˆi+1).
Proof.
Part (i):
By definition we already know that D1:g−1|vˆ1. The definition of vˆ1 immediately gives
( vˆ1D1:g−1 ) = I with I defined as in equation (8) on page 7. We have already proved that
I = (1) and hence we have vˆ1 = D1:g−1 as claimed.
Since v is primitive, we have vˆg = gcd(v1, . . . ,v2g) = 1.
Part (ii) and (iii):
These follow immediately from comparing the elements of the greatest common divisors
in the definitions of vˆi and vˆi+1 or vˆi−1, respectively.
Part (iv):
Define v′i := gcd(vˆi−1,vi|g+i,divˆi+1). From the definition of vˆi and parts (iii) and (ii) we see
that vˆi divides gcd(vˆi−1,vi|g+i,divˆi+1) = v′i. On the other hand, from the definition of v′i we
see that v′i divides gcd(v1|g+1, . . . ,vi−1|g+i−1,vi|g+i,divi+1|g+i+1, . . . ,di:g−1vg|2g) = vˆi. Since
both are positive integers, this proves equality. 
We now show that there is a unique vˆ in each orbit.
Lemma 4.5: Orbits of isotropic lines under ˜Γpol.
Let ∼ denote congruence with respect to the action of ˜Γpol. Then
(i). v∼ vˆ.
(ii). v∼ w ⇐⇒ vˆ = wˆ (here we have equality, not only congruence)
Proof.
Part (i):
We prove congruence by giving matrices that transform v into vˆ iteratively. In the ith
step the ith component of the vector will become vˆi whereas the (g+ i)th component will
become zero. The existence of such matrices is shown by induction.
For the first step we refer to Lemma 4.1 where it has already been done using a matrix
M ∈ ˜Γlevpol ⊂ ˜Γpol. For the other steps we shall now construct matrices in a similar way.
Assume that we have completed the first i− 1 steps and hence have a vector of the form
v = (vˆ1, . . . , vˆi−1,vi, . . . ,vg,0, . . . ,0,vg+i, . . . ,v2g).
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Lemma 6.2 tells us that we can find λ j such that
gcd
(
vg+i,vi + ∑
j=1,...,g
j 6=i
λ jdi: j−1v j + ∑
j=1,...,g
j 6=i
λg+ jdi: j−1vg+ j
)
= gcd
(
v1|g+1, . . . ,vi|g+i,divi+1|g+i+1, . . . ,di:g−1vg|2g
)
= vˆi.
Since vg+1 = · · · = vg+i−1 = 0 we may obviously choose λg+1 = · · · = λg+i−1 = 0. Now
we can define the matrix
M :=


1 λ1 ∗
.
.
.
.
.
.
.
.
.
1 λi−1 ∗
1 0
diλi+1 1 0
.
.
.
.
.
.
.
.
.
d1:g−1λg 1 0
0 1
.
.
.
.
.
.
0 1
0 . . . 0 0 λg+i+1 . . . λ2g ∗ . . . ∗ 1 ∗ . . . ∗
diλg+i+1 1
.
.
.
.
.
.
di:g−1λ2g 1


Where the ∗ in the upper right quadrant are λ1 d1:i−1vg+ivˆ1 , . . . ,λi−1
di−1vg+1
vˆi−1
and those in the
lower right quadrant are−d1:i−1λ1, . . . ,−di−1λi−1,1,−λi+1, . . . ,−λg so that M ∈ ˜Γpol. De-
fine w := vM. Then
w j =


vˆ j for 1 ≤ j < i
v j±λkvg+i for i < j ≤ g
0 for g < j < g+ i
vg+i for j = g+ i
v j±λkvg+i for g+ i < j ≤ 2g
for the appropriate indices k. Furthermore, the definition of λ j guarantees that we have
gcd(wi,wg+i) = vˆi. This shows that wˆ = vˆ.
We complete the induction step using a matrix N as in (9).
Part (ii):
⇐: Using (i), we immediately obtain v∼ vˆ = wˆ∼ w.
⇒: Since we know from part (i) that v is conjugate to vˆ, we may assume v and w to be
of the form vˆ and wˆ, respectively. Since v ∼ w there exists a matrix M ∈ ˜Γpol such that
w = vM. We will show that vˆ j divides wˆ j for all j = 1, . . . ,g.
Fix j ∈ {1, . . . ,g}. We have
vˆ j = gcd(v1, . . . ,v j,d jv j+1, . . . ,d j:g−1vg) and
wˆ j = gcd(w1, . . . ,w j ,d jw j+1, . . . ,d j:g−1wg)
= gcd
( g
∑
i=1
mi,1vi, . . . ,
g
∑
i=1
mi, jvi,d j
g
∑
i=1
mi, j+1vi, . . . ,d j:g−1
g
∑
i=1
mi,gvi
)
.
Consider a single entry in this gcd and denote it by
Wk =
{
∑gi=1 mikvi for 1 ≤ k ≤ j
d j:k−1 ∑gi=1 mikvi for j < k ≤ g
.
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Lemma 3.3 tells us that mik = dk:i−1m′ik if k < i and hence we can rewrite this as follows:
For 1 ≤ k ≤ j we have
Wk =
k
∑
i=1
mikvi +
j
∑
i=k+1
(dk:i−1m′ik)vi +
g
∑
i= j+1
(dk: j−1d j:i−1m′ik)vi.
The summands in the first two sums each contain the factor vi with i ≤ j; the summands
of the last sum the factors d j:i−1vi with i > j. A similar reasoning holds for j < k ≤ g. We
therefore obtain that each Wk is a multiple of gcd(v1, . . . ,v j ,d j: jv j+1, . . . ,d j:g−1vg) = vˆ j and
therefore vˆ j|wˆ j .
On the other hand, since M−1 ∈ ˜Γpol and v = wM−1 we now also know that wˆ j divides
vˆ j for all j = 1, . . . ,g, thus vˆ = wˆ. 
Corollary 4.6: Set of representatives.
A set of representatives for the orbits of ˜Γpol is given by the vectors
vˆ = (D1:g−1,D2:g−1a2,D3:g−1a3, . . . ,Dg−1ag−1,1,0, . . . ,0) ∈ Z2g
where {Di} runs through the set of possible divisors as given in Theorem 2.9 and ai ≥ 0
with
(10) ai|gcd(Di−1ai−1, diDi ai+1) for i = 2, . . . ,g− 1
where we let a1 = ag = 1.
Proof.
The vectors vˆ defined in Definition 4.3 can indeed be given in the form stated above: The
factors Di:g−1 must be present because of the divisibility conditions implied by the defini-
tion. Define ai := vˆiD1:g−1 . The values for a1 and ag follow from Lemma 4.4 part (i). Then
Lemma 4.4 part (iv) shows that for i = 2, . . . ,g− 1 the condition on ai is required.
The fact that this is indeed a set of representatives follows from the just established
Lemma 4.5. 
Corollary 4.7: Coprime polarisation types.
If the polarisation type is coprime then ai = 1 for all i = 1, . . . ,g. In particular, the orbits
can be represented by the vectors
vˆ = (D1:g−1,0, . . . ,0,1,0, . . . ,0)
where all Di dividing di occur without further restriction.
Proof.
By induction over i one can use (10) and the coprimality of the polarisation type to prove
that for i = 2, . . . ,g− 1 we have ai|gcd(D1:i−1,ai+1). Now we can use the fact that ag = 1
which implies recursively that indeed ai = 1 for all i = g− 1, . . . ,2. The claim follows
from the fact that, according to Corollary 2.10, the value D1:g−1(v) determines all Di(v)
uniquely.
It is obvious that Theorem 2.9 does not imply any restrictions on the Di in the coprime
case. 
5 Orbits of isotropic g-spaces under ˜Γpol
In this section we only consider types of polarisations that are square-free and coprime. For
these polarisation types we prove that ˜Γpol acts transitively on the g-dimensional isotropic
subspaces of Q2g.
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In order to do this we consider primitive integer vectors v1, . . . ,vg that generate an
isotropic subspace h = v1 ∧ ·· · ∧ vg ⊂ Q2g. We may restrict the discussion to those sets
of vectors that form a Z-basis of hZ := h∩Z2g, in other words hZ =
⊕
Zvi. In this case
primitivity with respect to hZ implies primitivity with respect to Z2g.
The main point of the proof is that any hZ of rank g has a basis satisfying the following
property:
(11) D1:g−1(vi) = d1:i−1 for all i = 1, . . . ,g.
To construct such a basis we use two basic transformations:
• The operation of γ ∈ ˜Γpol on all of the vi. Let v˜i := γ(vi) for all i = 1, . . . ,g. Since
the Di are invariant under the operation of ˜Γpol, we can find a basis of h satisfying
property (11) if and only if we can find such a basis of ˜h.
• A linear combination of basis vectors of h given as multiplication by a unimodu-
lar matrix A. Since A−1 exists and is an integer matrix, the vectors vi are linear
combinations of the v˜i := viA and hence the lattice hZ remains unchanged by this
transformation. Additionally, Lemma 6.3 gives the following property: assume that
the basis transformation only involves the vectors i1, . . . , in. Then
gcd
(
Dk(v˜i1), . . . ,Dk(v˜in)
)
= gcd
(
Dk(vi1), . . . ,Dk(vin)
)
for any 1≤ k ≤ g− 1.
During the proofs, we shall denote the vectors after any transformation by v˜i but then, by
abuse of notation, relabel them as vi.
In the case g = 2, this problem was treated by Friedland and Sankaran in [FS]. The
following lemmata are generalizations of the corresponding steps to arbitrary genus.
Lemma 5.1.
Fix a square-free, coprime polarisation. Let h⊂Q2g be an isotropic subspace and v1, . . . ,vg
a Z-basis of hZ. Let 2 ≤ n ≤ g and 1 ≤ i1, . . . , in ≤ g a set of n distinct indices. Then
gcd
(
Dk(vi1), . . . ,Dk(vin)
)
= 1 for all k ≥ g− n+ 1.
Proof.
Since the order of the vectors is irrelevant for the gcd, we may assume i j = j for all j =
1, . . . ,n. The claim of the lemma is obviously implied by the statement
(12) mk := gcd
(
Dk(v1), . . . ,Dk(vn)
)
= 1 for k = g− n+ 1
since higher values for k mean smaller values for n and hence we have that a set of fewer
Dk is already coprime.
Now, the basic idea of the proof is to show that we can construct a basis vector w with
the property that mk divides every entry. Since basis vectors are primitive, this implies that
mk = 1 as claimed.
We shall write the basis vectors as row vectors of a matrix, where ∗ is to stand for any
value in Z, •k ∈ mkZ and × ∈ Z\mkZ.
Part I:
We first bring the basis into a standard form which is given by the following description.
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Claim 1: Let g ∈ N and n = 2, . . . ,g. Let q := ⌊ n+12 ⌋ and j = 1, . . . ,q. Then we can
transform the basis v1, . . . ,vn into the following form:
for 1 ≤ i ≤ j− 1: vi = (∗, . . . ,∗︸ ︷︷ ︸
g− j
,0, . . . ,0︸ ︷︷ ︸
j−i
,1,0, . . . ,0︸ ︷︷ ︸
i−1
;∗, . . . ,∗︸ ︷︷ ︸
g− j
,•k, . . . ,•k︸ ︷︷ ︸
j−i
,0, . . . ,0︸ ︷︷ ︸
i
)
for i = j: v j = (∗,0, . . . ,0︸ ︷︷ ︸
g− j−1
,1,0, . . . ,0︸ ︷︷ ︸
j−1
;0, . . . ,0︸ ︷︷ ︸
g
)
for j+ 1≤ i ≤ n− j: vi = (∗, . . . ,∗︸ ︷︷ ︸
g− j
,0, . . . ,0︸ ︷︷ ︸
j
;0,∗, . . . ,∗︸ ︷︷ ︸
g− j−1
,0, . . . ,0︸ ︷︷ ︸
j
)
for n− j+ 1≤ i ≤ n− 1: vi = (∗, . . . ,∗︸ ︷︷ ︸
g− j
,0, . . . ,0︸ ︷︷ ︸
j
;0,∗, . . . ,∗︸ ︷︷ ︸
g− j−1
,0, . . . ,0︸ ︷︷ ︸
n−i
,•k, . . . ,•k︸ ︷︷ ︸
j−n+i
)
for i = n: vn = (∗, . . . ,∗︸ ︷︷ ︸
g− j
,0, . . . ,0︸ ︷︷ ︸
j
;∗, . . . ,∗︸ ︷︷ ︸
g− j
,•k, . . . ,•k︸ ︷︷ ︸
j
).
We fix g and prove claim 1 by considering the values n = 2, . . . ,g separately, using
induction over j. For j = 1, the first and fourth condition are empty and the second one is
implied by Corollary 4.7. We transform the basis such that v1 has the given form. To fulfil
conditions three (if n ≥ 3) and five we proceed as follows:
For i = 2, . . . ,n replace vi by v˜i := vi− vigv1 such that v˜ig = 0. Since v1∧·· · ∧ vn is an
isotropic space, we know that for i = 2, . . . ,n
(13) 0 = 〈v1,vi〉= D1:g−1(v1)vig+1 + d1:g−1vi2g =⇒ vig+1 =− d1:g−1D1:g−1(v1)v
i
2g.
If all vi2g = 0 we already have a basis satisfying conditions three and five. Otherwise we
may assume that vn2g 6= 0. For all i = 2, . . . ,n− 1 where vi2g 6= 0 we fulfil condition three
iteratively the following way: there exist integers λ,µ such that λvi2g+µvn2g = gcd(vi2g,vn2g).
By replacing
v˜i :=
vn2g
gcd(vi2g,v
n
2g)
vi−
vi2g
gcd(vi2g,v
n
2g)
vn and v˜n := λvi + µvn
we obtain a new basis where v˜i2g = 0 and due to (13) also v˜ig+1 = 0. Hence, we have
achieved that v˜i satisfies condition three. Note that v˜n2g = gcd(vi2g,vn2g) 6= 0 and so we may
proceed with the next i. For condition five we use the isotropy
(14) 0 = 〈v1,vn〉= D1:g−1(v1)vng+1 + d1:g−1vn2g ≡ d1:g−1vn2g mod (mk)2.
From the facts that gcd(dr,mk)= 1 for r 6= k and gcd( dkmk ,mk)= 1 since the polarisation type
is coprime and square-free, we obtain have mk|vn2g. This completes the proof of condition
five for j = 1.
Now we continue the induction over j by assuming that claim 1 is true for some
j = 1, . . . ,q− 1 and establish it for j + 1. This is done by essentially the same methods
we have used for j = 1. Here, we use Corollary 4.7 for genus g− j to find a matrix that
transforms v j+1 as desired but leaves the entries g− j + 1, . . . ,g,2g− j + 1, . . . ,2g of all
vectors unchanged.
Part II:
We are now in a position to try and transform the basis such that we obtain a basis vector
w having the property that mk divides every entry of w. Recall that this proves the lemma
since basis vectors are primitive and hence mk must be equal to 1.
Because of the entry 1 in the vectors v1, . . . ,vq where all other vectors have zeroes, it
does not make sense to use them in the construction of w. The other vectors are such that
mk divides all but the critical entries vir where k < r < g− q+ 1 or g+ k < r < 2g− q+ 1
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either by definition of mk or by construction of vi. These are exactly 2δn entries in each of
the δn + 1 vectors vq+1, . . . ,vn, where δn := ⌊ n2⌋− 1.
For g≤ 3 we have n≤ 3 which gives δn = 0. Hence, for this case the proof is complete.
To treat higher g we give an explicit construction for w. The methods used are basically
the ones described before in Part I, but in order to make the proof more accessible we have
developed the following short hand notation: First of all, notice that neither the number
of critical entries nor that of useful vectors depends on g but only on δn; we can therefore
work independently of g. We use the following methods to transform the basis or to gain
information:
|i;x|
 We use a matrix N ∈ ˜Γpol as in (9) changing the entries in the xth column of both
halves of each vector. This is done in such a way that v˜xi = 0 and v˜
g+x
i = gcd(vxi ,v
g+x
i ).
(i, j;x)
 We replace the vectors i and j by a linear combination – this is done by multi-
plication with a unimodular matrix. After the transformation we have v˜xi = 0 and
v˜xj = gcd(vxi ,vxj). It is important to note that if vxi or vxj is ×, then so is v˜xj.
(i)=1
 We use the fact that the ith basis vector is primitive to gain × at some entry.
〈i, j〉
 We use the isotropy 〈vi,v j〉= 0 as in (14) to gain •k at some entry.
~i
 We use Lemma 6.4 on vi. This transformation involves all columns x where vxi is not
divisible by mk. Since the vector remains primitive, the gcd thus constructed can be
written as ×. (All its multiples can only be given as ⋆.)
For some steps to be possible we need certain entries of the basis vectors to be non-zero.
We assume this to be the case where needed. If these entries would vanish, we could either
alter the order of the basis vectors, skip the step in question of even arrive directly at a
contradiction proving our claim.
The transformations in the following construction are given in full generality. To
illustrate the procedure, we complement it with the matrices for the case δn = 5.

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

 |1;1| . . . |1;g−1| 


0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


(2,g+1;1)
 
(3,g+1;1)
 . . .
(2,3;g−1)
 


0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


(1,2;g+1)
 


0 0 0 0 ∗ 0 ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

 |1;g| 


0 0 0 0 0 0 ∗ ∗ ∗ ∗
0 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


~1
 


0 0 0 0 0 0 ∗ ∗ ∗ ×
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

 (2,g+1;2) (3,g+1;2) . . . (2,4;g−1) (3,4;g−1) 


0 0 0 0 0 0 ∗ ∗ ∗ ×
∗ 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗
∗ 0 0 0 ∗ ∗ ∗ ∗ ∗ ∗
∗ 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


〈1,2〉
 
〈1,3〉
 


0 0 0 0 0 0 ∗ ∗ ∗ ×
∗ 0 0 0 •k ∗ ∗ ∗ ∗ ∗
∗ 0 0 0 •k ∗ ∗ ∗ ∗ ∗
∗ 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

 (2,3;2g) 


0 0 0 0 0 0 ∗ ∗ ∗ ×
∗ 0 0 0 •k ∗ ∗ ∗ ∗ 0
∗ 0 0 0 •k ∗ ∗ ∗ ∗ ∗
∗ 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


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|2;1|
 


0 0 0 0 0 0 ∗ ∗ ∗ ×
0 0 0 0 •k ∗ ∗ ∗ ∗ 0
∗ 0 0 0 •k ∗ ∗ ∗ ∗ ∗
∗ 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


Now repeat the following steps for i = 2, . . . ,g− 1:
~i
 


0 0 0 0 0 0 ∗ ∗ ∗ ×
0 0 0 0 •k ∗ ∗ ∗ × 0
∗ ∗ ∗ ∗ •k ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

 (i+1,g+1;1) . . . (i+1,i+2;g−i) 


0 0 0 0 0 ∗ ∗ ∗ ∗ ×
0 0 0 0 •k ∗ ∗ ∗ × 0
0 0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


〈i,i+1〉
 . . .
〈1,i+1〉
 


0 0 0 0 0 ∗ ∗ ∗ ∗ ×
0 0 0 0 •k ∗ ∗ ∗ × 0
0 0 0 •k •k ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


(i+1,1;2g)
 . . .
(i+1,i;2g−(i−1))
 


0 0 0 •k •k ∗ ∗ ∗ ∗ ×
0 0 0 •k •k ∗ ∗ ∗ × 0
0 0 0 •k •k ∗ ∗ ∗ 0 0
0 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


After the repetition we obtain a matrix of the following form:


0 •k •k •k •k ∗ ∗ ∗ ∗ ×
0 •k •k •k •k ∗ ∗ ∗ × 0
0 •k •k •k •k ∗ ∗ × 0 0
0 •k •k •k •k ∗ × 0 0 0
0 •k •k •k •k ∗ 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗

 (g)=1 


0 •k •k •k •k ∗ ∗ ∗ ∗ ×
0 •k •k •k •k ∗ ∗ ∗ × 0
0 •k •k •k •k ∗ ∗ × 0 0
0 •k •k •k •k ∗ × 0 0 0
0 •k •k •k •k × 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗


〈g,g+1〉
 
〈g−1,g+1〉
 . . .
〈1,g+1〉
 


0 •k •k •k •k ∗ ∗ ∗ ∗ ×
0 •k •k •k •k ∗ ∗ ∗ × 0
0 •k •k •k •k ∗ ∗ × 0 0
0 •k •k •k •k ∗ × 0 0 0
0 •k •k •k •k × 0 0 0 0
•k •k •k •k •k ∗ ∗ ∗ ∗ ∗


(g+1,1;2g)
 
(g+1,2;2g−1)
 . . .
(g+1,g;g+1)
 


•k •k •k •k •k ∗ ∗ ∗ ∗ ×
•k •k •k •k •k ∗ ∗ ∗ × 0
•k •k •k •k •k ∗ ∗ × 0 0
•k •k •k •k •k ∗ × 0 0 0
•k •k •k •k •k × 0 0 0 0
•k •k •k •k •k 0 0 0 0 0


Now, all entries of the last row vector are divisible by mk while it is supposed to be a
primitive vector, giving the contradiction. 
Lemma 5.2.
Fix a square-free, coprime polarisation. In any rank-n-sublattice ˜hZ ⊂ hZ with 2 ≤ n ≤ g
we find a vector v satisfying Dg−n+1(v) = 1.
Proof.
Let k := g− n+ 1 and denote a basis of ˜hZ by u˜1, . . . , u˜n. Let m := min{Dk(u)
∣∣u ∈ ˜hZ}.
Now, let uˆ1 ∈ ˜hZ be a primitive vector with Dk(uˆ1) =m. We can obviously always find such
a vector. Our aim is to show that m = 1. Since uˆ1 is primitive, [OR, Kapitel 3, Satz 10] tells
us that we can find uˆ2, . . . , uˆn such that uˆ1, . . . , uˆn is a basis of ˜hZ. According to Corollary 4.7
we can find a transformation γ such that in the basis ui := γuˆi of γ˜hZ the kth entry of u1 is
u1k = Dk:g−1(u
1) = mDk+1:g−1(u1). Note that due to the invariance of the divisors we have
the equality m = min{Dk(u)
∣∣u ∈ γ˜hZ}.
We modify the basis as follows: Let i = 2, . . . ,n. If the kth entry of ui is equal to zero,
we leave ui unchanged. Otherwise, we use the transformation previously denoted by (1,i;k) 
to obtain u˜ik = 0 and u˜1k = gcd(u1k ,uik). After repeating this procedure for i = 2, . . . ,n we
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modify the basis one more time by letting v1 := u˜1 and vi := u˜i + u˜1 for i ≥ 2, so that now
the kth entries of all vectors v1, . . . ,vn are equal to u˜1k .
Since for all i = 1, . . . ,n we know that Dk(vi) divides vik = gcd(u1k , . . . ,unk) and di by
definition, we may conclude that Dk(vi) divides gcd(dk,u1k) = gcd(dk,mDk+1:g−1(u1)) = m
which implies Dk(vi)≤ m.
On the other hand, from the definition of m we know Dk(vi)≥m since vi ∈ γ˜hZ and m
is minimal. Therefore, Dk(vi) = m for all i = 1, . . . ,n. This shows that, using Lemma 5.1,
m = gcd
(
Dk(v1), . . . ,Dk(vn)
)
= 1 which shows that Dk(u1) = m = 1 as claimed. 
Theorem 5.3.
Fix a square-free, coprime polarisation. Then ˜Γpol acts transitively on the g-dimensional
isotropic subspaces of Q2g
Proof.
Let ek be the kth unit vector. We want to show that, given any g-dimensional isotropic
subspace h⊂Q2g we can find a basis u1, . . . ,ug of hZ such that there exists a transformation
γ ∈ ˜Γpol satisfying γui = ei for i = 1, . . . ,g. The proof is by induction.
More precisely, we want to show the following for any k ∈ {0, . . . ,g}:
Claim 1: We can transform the basis u1, . . . ,ug of hZ such that
ui = ei for i = 1, . . . ,k and
ui = (0, . . . ,0︸ ︷︷ ︸
k
,∗, . . . ,∗︸ ︷︷ ︸
g−k
,0, . . . ,0︸ ︷︷ ︸
k
,∗, . . . ,∗︸ ︷︷ ︸
g−k
) for i = k+ 1, . . . ,g.(15)
For k = 0 this is trivially true and hence we may use this as start for the induction.
Assume that claim 1 is true for some k ∈ {0, . . . ,g− 2}. Denote the isotropic subspace
generated by uk+1, . . . ,ug by ˜h. Note that we may apply Lemma 5.2 for this subspace
without losing the property (15): of the basic transformations mentioned at the beginning
of this section only the operation of γ ∈ ˜Γpol could cause problems since it affects all basis
vectors simultaneously. However, we may restrict ourselves to using transformations of the
form
(16) γ =


1k
A B
1k
C D

 ∈ ˜Γpol
and these leave the property (15) valid. Hence, Lemma 5.2 tells us that we may assume
(if necessary after suitable transformations) that the basis uk+1, . . . ,ug of ˜hZ is such that
Di(ui) = 1 for i = k+ 1, . . . ,g− 1.
If k = g− 2, the vector v := ug−1 already has the property that Dk+1:g−1(v) = 1. Oth-
erwise, we let
v :=
g−1
∑
n=k+1
d(n)k+1:g−1u
n,
where d(c)a:b := da:c−1dc+1:b. Since gcd(d
(k+1)
k+1:g−1, . . . ,d
(g−1)
k+1:g−1) = 1 we see that v is primitive
and hence we can find a basis vk+1, . . . ,vg of ˜hZ where vk+1 = v. We want to show that
Dk+1:g−1(v) = 1 for 0 ≤ k < g− 1. Again, we use induction to prove
Claim 2: For j = k, . . . ,g− 1 we have Dk+1: j(v) = 1.
Again, for j = k the claim is trivially true and we have a start for the induction. Assume
now that claim 2 is true for some j ∈ {k, . . . ,g− 2}. Then
D j+1(v) = gcd
(
d j+1,gcd
( vs|g+s
Ds: j(v)
) j+1
s=1
)
and since v1|g+1 = · · ·= vk|g+k = 0,
= gcd
(
d j+1,gcd
( vs|g+s
Ds: j(v)
) j+1
s=k+1
)
.
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By assumption Dk+1: j(v) = 1, which implies Ds: j(v) = 1 since s ≥ k+ 1. Hence
= gcd
(
d j+1,gcd
(
vs|g+s
) j+1
s=k+1
)
= gcd
(
d j+1,gcd
( g−1
∑
n=k+1
d(n)k+1:g−1u
n
s|g+s
) j+1
s=k+1
)
leaving out multiples of d j+1
= gcd
(
d j+1,gcd
(
d( j+1)k+1:g−1u
j+1
s|g+s
) j+1
s=k+1
)
and coprimality of the di gives
= gcd
(
d j+1,gcd
(
u
j+1
s|g+s
) j
s=k+1
)
and since the polarisation is coprime we have gcd(d j+1,D1: j(u j+1)) = 1 and therefore
= gcd

d j+1,gcd( u j+1s|g+sDs: j(u j+1)
) j+1
s=k+1

 and since u j+11|g+1 = · · ·= u j+1k|g+k = 0,
= gcd

d j+1,gcd( u j+1s|g+sDs: j(u j+1)
) j+1
s=1

= D j+1(u j+1) = 1.
This shows that claim 2 is true for j+1, completing the proof that Dk+1:g−1(v) = 1 for any
k ∈ {0, . . . ,g− 1}.
Hence, we can find γ ∈ ˜Γpol of the form (16) such that γv = ek+1. Under this operation
the basis vk+1, . . . ,vg of ˜hZ is transformed into a basis of γ˜hZ which we shall, by abuse of
notation, again denote by vk+1, . . . ,vg. Note that now vk+1 = ek+1. Since γ˜h is again an
isotropic subspace, we have for j = k+ 2, . . . ,g:
(17) 0 = 〈vk+1,v j〉= d1:k ·1 · v jg+k+1 =⇒ v jg+k+1 = 0.
Thus, we obtain a basis u˜k+1 := vk+1, u˜i := vi− vik+1vk+1 satisfying claim 1 for k+ 1. This
completes the induction.
Now that we have reached (15) for k = g− 1 it is easy to see that we only need one
more transformation of the form (16) (where the matrices A to D are just integers) to prove
claim 1 for k = g.
Since we have now shown that for any g-dimensional isotropic subspace h we can
find a basis of hZ that can be transformed into e1, . . . ,eg by the action of an element in ˜Γpol,
we have proved the transitivity of the group action. Note that this basis indeed satisfies
property (11). 
6 Appendix: Technical lemmata
Lemma 6.1.
Let g,d ∈ N and A = (ai j) ∈ Zg×g. If there exists k ∈ {1, . . . ,g} such that for all i, j satis-
fying 1 ≤ j ≤ k ≤ i≤ g we have d|ai j, then d|det(A).
Proof.
For g = 1 the claim is trivial. The induction follows easily by developing along the kth
column, since either d|ai,k or the assumption gives d|det(A(i,k)). 
Lemma 6.2.
Let x1,x2 and y1, . . . ,yi be integers with x1 6= 0 and gcd(x1,x2,y1, . . . ,yi) = d ∈ N. Then
there exist integers α1, . . . ,αi ∈ Z such that gcd(x1,x2 +α1y1 + · · ·+αiyi) = d.
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Proof.
This is a fairly straightforward generalisation of [HKW, Part I, Lemma 3.35]. 
Lemma 6.3.
Assume we are given a coprime polarisation type, vectors v1, . . . ,vn ∈Z2g and a unimodular
integer matrix A. Consider the basis transformation U := AV where ui and vi are the row
vectors of U and V , respectively. Then
gcd
(
Dk(u1), . . . ,Dk(un)
)
= gcd
(
Dk(v1), . . . ,Dk(vn)
)
for any 1 ≤ k ≤ g− 1.
Proof.
Assume the notation A = (ail). The jth entry of the ith vector is given by uij = ∑nl=1 ailvlj
and hence gcd(vlj)nl=1 divides uij for all i. Since the polarisation type is coprime we have
gcd(dk,Dr(ui)) = 1 for r 6= k which implies Dk(ui) = gcd
(
dk,gcd(uij|g+ j)
k
j=1
)
and so
gcd
(
Dk(vs)
)n
s=1 =gcd
(
dk,gcd
(
gcd
(
vij|g+ j)
k
j=1
)n
i=1
)
=gcd
(
dk,gcd
(
gcd
(
vij|g+ j)
n
i=1
)k
j=1
)
which divides
gcd
(
dk,gcd
(
gcd
(
uij|g+ j
)k
j=1
)n
i=1
)
= gcd
(
Dk(us)
)n
s=1.
Since A−1 is also a unimodular integer matrix we also obtain divisibility in the other direc-
tion, and since both numbers are positive integers this implies equality. 
Lemma 6.4.
Assume g ≥ 2 with any polarisation type and v = (v1, . . . ,vg,0, . . . ,0) ∈ Z2g. Then
there exists a matrix M ∈ ˜Γpol such that for u = (u1, . . . ,u2g) := vM ∈ Z2g we have
ug = gcd(v1, . . . ,vg). Furthermore, M can be chosen such that it is an automorphism of
the sublattices Zg×{0}g ⊂ Z2g and {0}g×Zg ⊂ Z2g.
If we choose a set of indices 1≤ i1 < · · ·< in ≤ g then there exists M ∈ ˜Γpol such that
uin = gcd(vi1 , . . . ,vin) and M is an automorphism of the sublattices
⊕
j ei jZ and
⊕
j eg+i jZ
where ei j is the i jth unit vector.
Proof.
Claim 1:
Assume a,b,d ∈ Z given. Let ∆ = diag(1,d). Then there exists a matrix G ∈ SD(∆) such
that (a,b)G = (u,v) with v = gcd(a,b).
We prove this as follows: denote x := gcd(a,b). Then there exist integers α,β ∈ Z
such that αa+βb = x. Chose t to be the product of all primes dividing d but not dividing
β. Then it can easily be seen that gcd(β− t a
x
,d(α+ t b
x
)
)
= 1. Hence there exist integers
λ,µ ∈ Z with λ(β− t a
x
)− µd(α+ t b
x
) = 1 and the matrix
G =
(
λ α+ t b
x
dµ β− t a
x
)
satisfies the properties claimed.
Claim 2:
Assume g ≥ 2, let (1,d1, . . . ,d1:g−1) be any polarisation type and ∆ the diagonal matrix
corresponding to it. For any v = (v1, . . . ,vg) ∈ Zg we can find a matrix G ∈ SD(∆) such
that u := vG satisfies ug = gcd(v1, . . . ,vg).
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The proof is by induction and shows that G can be chosen to be of the form
(18) G =


β1 0 . . . 0 α1
0 β2 0 α2
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . βg−1 αg−1
d1:g−1γ1 d2:g−1γ2 . . . dg−1γg−1 αg

 .
For g = 2 this is exactly Claim 1. For the induction, fix any g ≥ 2 and assume we can
find Gg of the form (18) satisfying detGg = 1 and ∑gi=1 αivi = gcd(v1, . . . ,vg). Now let the
polarisation type for g+ 1 be given by (1,d0,d0:1, . . . ,d0:g−1) and v = (v0,v1, . . . ,vg).
We use Claim 1 with a = v0,b = gcd(v1, . . . ,vg) and d = d0:g−1 ∏g−1i=1 βi to obtain a
matrix G′ =
( µ0 λ0
dµ1 λ1
)
satisfying detG′ = 1 and λ0v0 +λ1 gcd(v1, . . . ,vg) = gcd(v0, . . . ,vg).
Define the matrix Gg+1 to be
Gg+1 :=


µ0 0 0 . . . 0 λ0
0 β1 0 0 λ1α1
0 0 β2 0 λ1α2
.
.
.
.
.
.
.
.
.
0 0 . . . 0 βg−1 λ1αg−1
d0:g−1µ1 d1:g−1γ1 . . . dg−2:g−1γg−2 dg−1γg−1 λ1αg


.
Some simple calculation shows that Gg+1 is as claimed.
Now we can conclude the proof of the lemma. Use Claim 2 to obtain a matrix
G ∈ SD(∆) satisfying u′g = gcd(v1, . . . ,vg) for u′ := (v1, . . . ,vg)G. Since SD(∆) is a multi-
plicative group, G−1 ∈ SD(∆). Now, M =
(G 0
0 G−1
)
satisfies the properties claimed.
This last step goes through the same if we restrict everything to the sublattice⊕
j(ei jZ⊕ eg+i jZ). 
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