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INTRODUÇÃO 
A teoria de interpolação é hoje, sem dúvida, uma área da Aná-
lise Funcional. Além de seu valor intrínseco, a teoria de interpQ 
!ação encontra aplicações em diversos ramos da Matemática, tais 
como, equaçoes diferenciais, teoria da aproximação, análise nume-
rica, análise harmônica, citando alguns. 
Ainda que a primeira idéia de interpolação de operadores li-
neares seja devida a I. Schur ([ l] , (1911)), a teoria foi inspir~ 
da nos teoremas de I. Marcinkiewicz e 1'-1. Riesz. A prova do teore-
ma de ~1arcinkiewicz deu origem ao método real de interpolação, e~ 
quanto a prova dada por G.O. Thorin [l], do teorema de Riesz con-
tém a essência do método complexo de interpolação. 
A teoria complexa de interpolação foi introduzida por A. P. 
Calderón [ l] e independentemente por J.L. Lions [ l] e, também por 
S. C. Krein [ l]. Entretanto o estudo completo e sistemático foi fei 
to por Calderón in [ 2] . 
A idéia de se desenvolver teorias de interpolação para vários 
espaços de Banach é devida a J.L. Lions [1]. ExtensÕes de métodos 
reais de interpolação foram feitas por A. Yoshikawa [ l] (os S e S 
métodos de Lions-Peetre), G. Sparr [ 1] (os K e J métodos Oe Peetre), 
D.L. Fernandez [ 1] (os K e J métodos de Peetre) e [ 3] (os S e S 
métodos de Lions-Peetre). Por outro lado, extensões do rrétodo "ele 
mentar" complexo foram feitas por J.L. Lions [ 1], A. Favini [lj e 
D.L. Fernandez [ 4]. Porém, não encontramos na literatura extensões 
de um segundo método "não elementar" complexo introduzido por A. 
P. Calderón [2], para o estudo da dualidade do método complexo. 
i i 
As extens6es feitas por Lions, Yoshikawa, Favini c Soarr con-
sideram n+l espaços c n parâmetros. Em contraposição as exte~ 
soes 
n 
dadas por Fernandez concernem com 2 espaços e n parâmetros. 
Esta restrição nermite a determinação da equivalência entre os mê 
todos extendidos K e J (D.L. Fcrnandez [l]) e S c S- (D.L.Fernondez 
I 3]). Esta forma de extensão nermi tiu também o estudo da dualida-
n de dos espaços de interpolação nara 2 espaços de Banach gerados 
pelos métodos K e ~r. Por outro lado, D.L. Fernandez [4] estudatão 
somente a extensão da teoria "elementar" no caso do método complexo. 
O objetivo deste trabalho é fazer um estudo razoavelmente com 
pleto e sistemático da teoria complexa de interpolação para 2n p~ 
r5.metros. Este estudo será aqui clesenvolvido seguindo-se as li-
nhas do trabalho de A.P. Calderón [ 2]. Para darmos uma idéia qe-
ral do trabalho passamos a dar uma descrir.ilo sucinta do conteúdo 
dos capítulos desta dissertação. 
No capítulo I estudamos sistematicamente um primeiro método 
1 . - 2n comp exo de ll1terpolaçao pura espaços de Bé1nach. O desenvolvi-
menta aqui é inspirado em D.L. Fernandez [ 4] e J.I. Bertolo -D.L. 
Fcrnandez f ll . Um ponto fundamental neste capÍtulo é o uo-;o das 
t~cnicas da k-integral de Poisson (integrais de Poisson mUltiplas 
ou iteradas). Esta técnica oermite demonstrar que o método compl::. 
xo de interpolação e "exato". Isto permite então, melhorar o teo 
rema de interpolação (tipo Riesz-Thorin) de D. L. Fernandez f 4]. 
Aqui aparece a primeira diferença entre a teoria para n=l c n >1. 
Para n=l, isto é, o caso de um par de esnaços, a demonstração de 
que o método complexo e "·-::::ato" (a norma M de um onerador inter-
polado é estimad:t por uma e· nrcsso.o ela forma n~o uprcsentet 
iii 
dificuldades. Entretanto, este nao é o caso para n > l, que exige 
o uso das integrais de Poisson múltiplas, para sua demonstração . 
n Quanto aos métodos reais para interpolação de 2 espaços não sabe 
mos ainda se são ou não exatos. Terminamos este capítulo aoresen-
tando um teorema de interpolação do tipo de Riesz-Thorin para es-
L
p 
paços com normas mistas. 
No capítulo II exibimos algumas conexoes entre os métodos real, 
no sentido de J.L. Lions-Peetre [1] e o complexo, no sentido de 
A.P. Calderón [ lJ, para vários espaços de Banach, e damos algumas 
aplicações ao estudo das conexões entre espaços com derivadas mis 
tas dominantes S.M. Nikol'skii [ 1]~ espaços de Bessel- Nikol'skii 
(ver P.I. Lizorkin- S.M. Nikol'skii [1] ). 
No capítulo III apresentamos um segundo método complexo de i~ 
terpolação 11 não elementar 11 para vários espaços de Banach, seguin-
do as linhas de A.P. Calderón [2]. Apesar do car5ter distinto en-
tre os métodos introduzidos mostraremos, posteriormente, sob cer-
tas condições, uma identidade entre os métodos gerados. 
O capítulo IV é dedicado essencialmente a demonstrar a equiv~ 
n lência entre os dois métodos complexos oara 2 espaços de Banach 
introduzidos nos capítulos anteriores. A demonstração desta equi-
valência mereceu um capítulo à parte devido dua natureza técnica. 
No capítulo V estudamos o problema da dualidade entre os esp~ 
ços de interpolação. Aqui usaremos de modo essencial os dois méto 
dos de interpolação introduzidos. 
Esta dissertação é composta também, de um apêndice onde encon 
tram-se vários resultados que nos ajudaram em algumas derronstrações. 
Nossa referência para resultados clássicos são, N. Dunford-
i v 
J.'r. Schwartz [ 1]; A. Zygmond [ l]; E. Hille-R.S. Fhillips lll 
Pedimos complacência à aqueles que lerem nosso trabalho por 
nao termos tido a capacidade de tornar certas demonstrações, prin 
ciDalmente nos capítulos IV e V, menos longas e cansativas. Toda 
sugestão a fim de reduzi-las será muito bem recebida. 
Na reulização de certas atividades, principalmente as de cara 
ter científico, muitas pessoas direta ou indiretamente dão sua con 
tribuição. Sendo impossível citar a todos, permitam-nos agradecer 
ao Prof. Dicesar Lass Fernandez pela paciência em ouvir-nos dura~ 
te longos perÍodos. Sua orientação foi muito importante para a 
conclusão deste trabalho. 
Finalmente, mas nao menos importante, agradecemos a Nativi, 
Anu Paula, Julianu e Paulo Henrique por entenderem muitas de nos-
sas orni.ssões. 
CAPITULO I 
O M~TODO COMPLEXO DE INTERPOLAÇÃO (I) 
Descrevemos aqui um primeiro método complexo de interpolação 
n 
para gerar espaços de interpolação entre 2 espaços de Banach. Es 
te método foi introduzido por D.L. Fernandez [ 4] e algumas de suas 
propriedades foram estudadas por J.I. Bertolo-D.L. Fernandez [ l]. 
Este capítulo é fortemente inspirado em J.I. Bertolo-D.L.Fernandez 
[ l] e O.L. Fernandez [ 4]. Entretanto alguns resultados e a orien-
tação são novos. Faremos aqui o uso sistemático das k-integrais de 
Poisson (integrais de Poisson múltiplas) uma técnica já utilizada 
em J.I. Bertolo-D.L. Fernandez [ l] (ver também B. Bordin-D.L.Fer-
nandez [ 1] ) . O lema l. 4.1 e seu corolário l. 4. 2 são obtidos com o 
auxílio das k-integral de Poisson e, utilizados tanto para obter 
resultados relativos ao método estudado neste capítitulo como nos 
capítulos ulteirores. Um destes resultados é a proposiçdo 1.4.3 
que permite por sua vez melhorar o teorema de interpolação obtido 
por D.L. Fernandez [4] . Terminamos o capítulo determinando o es-
paço de interpolação entre os espaços LP com normas mistas de A. 
Benedek-R.Panzone [1] e enunciando então um teorema de interpola-
ção do tipo Riesz-Thorin. 
1.1. PRELIMINARES SOBRE ESPAÇOS INTERMEDIÂRIOS 
1.1.0. Denotaremos por D o conjunto das n-uplas 
tais que k.=O ou 1 (j=l, ... ,n), Quando n=l e n=2 temos respectiv~ 
J 
mente, 
2 
o= (0,1} e n = ( (0,0), (1,0), (0,11, (1,11 1. 
Denotaremos também, por S a n-faixa unitária, isto é, o con-
n 
o 
tais que O < Rez, < 1 e 
J 
Imzj E IR (j=l, ..• ,n). Por S0 , entendemos 
o interior : de S . 
n 
Sendo 
l.l.l.Consideraremos famÍlias IE = (Ek[k E D) de 2
11 
espaços de Ba-
nach Ek' k E D imersos continuamente num mesmo espaço vetorial to 
pológico Hausdorff, V. Famílias deste tipo são chamadas famílias 
admissíveis de espaços de Banach em relação a V. 
Se IE = (Ek[k E O) é uma família admissível de espaços de Ba-
nach em relação a V, consideremos sua envoltória linear IJE, e 
sua intersecção niE, definidas por, 
I:IE={xjxEV,x= L xk,xkEEk} 
kEO 
nm = ( x 1 x E v, x E Ek, vk E o} . 
-Estes espaços sao espaços de Banach quando considerados respecti-
vamente com as normas, 
I 1 I 
I 2 I 
11 xll, 
~IE 
= inf{ L: 
kEn 
= max{llxll 
Ek 
I k E D} 
3 
1.1.2. DEFINIÇÃO. Um espaço de Banach X, que satisfaz a condição, 
(l) nrE C X C I:IE 
com inclusão contínua, será chamado um espaço intermediário em 
relação a família admissível IE = (Eklk E D). 
l. 2. O ESPAÇO H I IE ) 
1.2.1. DEFINIÇÃO. Dada uma família admissível IE = (Eklk E O) de 
espaços de Banach em relação a v, o H(IE) é definido, como sendo 
constituído de todas as funções f definidas em S
0 
com valores 
em /.IC, contínuas e limitadas em 5
0 
em relação a norma de l:IE, h2_ 
o 
lomorfas em S
0 
e tal que f(k+it) E Ek é f'"k_-contínua e limit.nda para 
todo k E n. 
Sobre o espaço H (IE) definimos 
I lI 11 fll I = max 
H IIE 
kEU 
sup 11 f (k+i tI 11 E 
tE:IRn k 
Como consequência do lema seguinte, que e urna versao do prin-
cípio do módulo máximo para a n-faixa, obtemos que o funcional 
11 11 H ( lli) define uma norma em H (lli). 
1.2.2. LEMA. Sejam F um esnaço de Banach e f uma função com va-
lares er1 F, definida er1 Sn, contínua c limitada em 
o 
no interior 1 Sn, de Sn. Suponhamos que para todo 
k "" (k 1 ••• , k ) E n 1 l n 
llf(k+ivl IIF ' ~I . 
S e holomorfa 
n 
n 
y E: IR e 
4 
Então, 
llf(zJIIF.::_M, 
DEMONSTRAÇÃO. Sem perda da generalidade podemos supor que 
11 f ( z 
1
, ... , zn) 11 F converge para zero quando I zj I -+ + oo ,qualquer que 
seja j entre l e n, pois caso contrário, consideremos a função 
n 
h{z
1
, ... ,z) 
s n onde h (zl' ... ,z) = 11 l/(l+EZ .) e c n j==l J 
l > o o 
Provaremos o lema por indução sobre n. Para n=l o lema se re-
duz a um resultado clássico. Suponhamos então que o resultado se-
ja válido para todo m ~ n e provaremos sua versao para m=n+l. Des 
de que !lf(z 1 , ... ,zn,zn+l) li F converge para zero quando 
qualquer que seja j 1 segue que o máximo valor de llf(z1 , ... ,z0 ,zn+l)IIF 
será assumido na fronteira dSn+l' de Sn+l" Portanto, qualquer 
que seja o ponto de máximo, pelo menos uma de suas coordenadas,d~. 
gamos a r-ésima, 
finimos a função 
é da forma k +iy . r · r Fixando esta coordenada, de-
Segue imediatamente que a função g é continua e limitada em 
Sn. Também, pela proposição A.l, do apêndice segue que g e halo-
o 
morfa no interior S de S . Desde que, 
n n 
pela hipótese de indução concluimos que o máximo valor de 
5 
llg{z 1 , ... ,zr-l' zr+ 1 , ... ,zn+l)IIF é assumido em um ponto da forma 
k+iy = (kl, .•. ,kr-l'kr+l''"''kn+l)+i(vl, ... ,yr-l'yr+l'"""'yn+l). 
Sendo 
ou seJa, 
lif(z)ll < M 
F-
Fica assim demonstrado o resultado inserido no lema. 
1.2.3. THEOREMA. O espaço H(IE) munido da norma, 
(li li til H (IE 
1 
= max 
kED 
e um espaço de Banach. 
sup llf(k+it) IIE 
tEIR 0 k 
DEMONSTRAÇÃO. Seja (f0 )nEIN uma sequência de Cauchy em 
e z E S
0
• Do lema 1.2.2 segue que 
H (IE) 
llf (z)-f (z) 11_ 
n m 1..IE 
ou seja, 
< max 
kED 
< max 
kED 
= 11 f 
n 
6 
sup llf (k+it)-f lk+it) II~IE 
tEIR 0 n m " 
sup llf (k+i.t) -f (k+it) 11 
n n m Ek 
tE IR 
para todo z E S
0
. Isto significa que a sequência (f
0 
(z) )
0 
EIN -e 
uma sequência de Cauchy em LIE , para cada z E S
0
• Logo (f
0 
(z)) nEm 
converge para um elemento f (z) em T.IE. Ainda, {1) nos garante que 
a sequência ( f
0
) nEThl converge uniformemente, em S , para f e en-n . 
o 
tão, f é contínua em S e holomorfa em S . Também, da convergên 
n n 
cia uniforme e da limitabilidadc; de f em S , conclui-se que n n 
limitada em S . 
n 
Agora, oara cada k E D, a desigualdade 
I 2 l llf (k+it) - f (k+it) 11 < lifn- fmiiH(IE) 
n m Ek 
-f e 
implica que a sequência (f (k+it)) EIN n n 
é convergente no espaço de 
Banach Bk. Desde que Ek estét imerso continuamente em LIE segue 
que seu limite em E é 
k 
f(k+it), ou seja, f(k+it) E Ek. Assim 
f E H(IE), Finalmente, a desigualdade em (2) nos diz que a sequen-
cia (fn)nEIN converge para f em H(IE), e isto é tudo que necessi-
távamos demonstrar. 
Seja o< o. < 1 
J -
= l, .•. ,n). Neste caso é usual escrever O< A< l, 
7 
I i ~ 
1.3.1. Dadas uma família admissível IE = (Eklk E D), de espaços 
de Banach em relação a um espaço vetorial topológico Hau.sdorff V, 
e urna n-upla 
I l) 
o <e= (e
1
, ... ,e l < 1 
n -
D] e de LIE definido por 
consideremos o 
IEe ~ (x ix ~ f(e), f E H(IE)). 
1.3,2. PROPOSIÇÃO, A função 
subespaço 
(l) llxii[E ikED] ~ llxiiiE ~ llxii 8 ~ inf{ilfllH(IE) lx ~ f(él)} k e e 
é uma norma em IE 
8 
• 
DEMONSTRAÇÃO, Segue rapidamente do lema 1.2.2 que x=O se llx11 0 ==0. 
A homogeneidade ll;\x\1 8 =I À l·llxll 8 e a sub-aditividade llx+yll 0 _2. llxll 8 + 
llyll 0 seguem sem dificuldade da definição de 11 11 8 • 
1. 3, 3. TEOREMA. O espaço IE 8 com a norma 11 11 6 torna-se um espaço 
de Banach. 
DEMONSTRAÇÃO. A aplicação que a cada elemento f de H(IE) associa 
o elemento f(9) em IE 0 é linear, continua e sobrejetora. Logo seu 
8 
nÚcleo N8 é um subespaço fechado de H(IE) e então, o espaço quo-
ciente H (TI:) /N
0 
é um espaço de Banach com a norma US'J.al do espaço 
' quociente. Agora, a aplicação que a cada elemento f+N8 do espaço 
quociente associa o elemento f(H) em IE 8 está bem definida 
um isomorfismo isométrico. Desde que H (IE l /NH e um espaço 
Banach, segue que m 8 é também 1 um espaço de Banach. 
-e e 
de 
1.3.4. PROPOSIÇÃO. O espaço IEH é um espaço intermediário em rel~ 
c5o a famÍlia admissível IE = (Ek[k E O), isto é, 
inclusões 
111 
são contínuas. 
as sequintes 
DEMONSTRACÃO. Para a primeira inclusão, consideremos x E: nn-::: e 
f E H(IE) tal que f(z) ,=. x, para todos z E S
0
. Assim x E IEH e 
ainda, 
ilx!! 'llf]l ~ max llxll ~ llxllnrn 
(:.)- H (IE) kEO Ek 
e então, a continuidade da primeira inclusão está garantida, 
Para a segunda inclusão, consideremos x E IE e C) 
modo que, x = f(0). Segue do lema l.2.2. que 
< max sup 
kEU tE IRn 
lif(k+it)ll 
E 
k 
f E H I IE I de 
Desde que f nas condiç5es acima ~ arbitr~ria, segue que, 
9 
ou seja, a segunda inclusão é contínua. 
1.4. CARACTERIZAÇÃO DE [IE] 6 ENVOLVENDO NÚCLEO DE POISSON. 
1.4.0. INTRODUÇÃO. A forma apropriada do núcleo de Poisson para a 
faixa unitária s
1 
pode ser obtida do nÚcleo de Poisson para o se-
mi-olano através de uma aplicacão conforme do semi-plano sobre a 
faixa. 
Explicitamente estes núcleos sao: 
(l) 
( 2) 
l 
= 2 
l = 2 
sen TTs 
cosh n(y-t)-cos 11S 
sen ns 
cosh 1r (y-t) -cos TIS 
, z = s+i t e o < s < 1, 
, z = s+it e o < s < 1. 
Agora, para k = (k 1 , ... ,kn) E D definimos o k-núcleo de Pois 
son para a poli-faixa S como sendo, 
n 
( 3) 
onde 
E IRn 
n 
n 
j=l 
Pk (z.,y.) 
. J J 
J 
com z.=x.+iy., 
J J J 
Para as caracterizações que temos em vista o seguinte lema 
fundamental. 
-e 
• 
1.4.1, LEMA. Para toda função f E H{IE) e e 
O < 8 < 1 temos, 
I lI log llf(A)II<-l, [ 
kED 
[logllf(k+it) 11 ]Pk(A,t)dt 
Ek 
lO 
com 
DEMONSTRAÇÃO. Para cada k E O , seja gk uma função infinitamen-
te diferenciável limitada, satisfazendo a condição, 
(2 ) > logll f(k+it) 11 
Ek 
Pela proposição A.2, do apêndice, segue que a função 
U(z) ~ L r gk(t)Pk(z,t)dt 
kE O ;IRn 
é harmônica no interior e contínua em S , definindo -
n 
se U(k+it) 
s pois, 
n 
onde 
Y. 
kEO 
r 
I 
J n 
IR 
gk(t), ?ara todo k E O, A função Ué limitada 
é limitada e 
Pk (z,t)dt = 
l-k. 
i 
kEO 
(1-k.)+(-l) Js.] 
J J 
sj = Re zj, j~l, ... ,n. 
l ' 
em 
A função U é a parte real de uma função F holomorfa 
o 
em S 
n 
e contínua em Sn. Desde que U e gk são limitadas e f E H(JE) 
segue que a função, 
~(z) ~ [exp(-P(z))] f(z) 
11 
o 
para z E S , é LIE-contínua e limitada em S , holomorfa em S , 
n n n 
e ainda ~(k+it) é Ek-continua e limitada como função dé t, para 
todo k E n. Assim ~E H(IE). 
Agora, de (2), temos 
~I exp(-F(k+it)IJ f(k+it)~E 
k 
= I exp Re 1-F lk+it) I] ·~f lk+i t) li E 
k 
Logo, 
e então, 
I exp(-gk (ti) I ,))f (k+itl li E 
k 
~lexp(-F(BI)J f(B)~B < l. 
Portanto, 
llf(B) 11
8 
< exp U(B). 
Daqui, segue que 
(3 I logllf(BI 11 < L 
kED 
f n gk(t)Pk(B,t)dt. 
IR 
< l. 
Consideremos a seguir, para cada k E o, uma sequência (gkm)m EIN 
decrescente de funções convergindo para logllf(k+it) 11 . Por (3) , 
Ek 
temos 
logll f (BI IIE < L 
~l k E D 
12 
Usando o lema de Fatou, temos 
logll f (H I 11
8 
lim L I gkm(t)Pk(B,t)dt] m-•"" kEO IRn 
< " r (lim gkm (ti I Pk (l0 ,ti dt '" J kEO IRn m~oo 
i I logllf(k+it) IIF Pk(H,t)dt. kEO IRn 'k 
E assim completamos a demonstração. 
1.4.2. COROLÃRIO, Para toda f E H(IE) e O < t"l:::::: (0
1
, ••• ,8
0
) <l, 
temos 
I li 
onde 
C 2 I 
llf(<-J) 118 < TI { 
kE O 
1 
s (k) 
r llf(k+itl IIE 
J n k 
IR 
l-k. n 
s (k) ~ li 
j~l 
ll-kjl+l-11 1 eil 
llf(B) 11
8 
< Z 
kEO f n 
IR 
DEMONSTRAÇÃO. A função 
~k (B) I 
Pk(H,t) 
- dt 
B s (k I 
k E O 
onde BC IR 0 e um boreleano, e umct medida em IRn e, 
l3 
Usando a desigualdade de Jensen (ver W. :Rudin [l], pag. 61) obte-
mos 
l 
expl s (kl 
< 1 
s (kl 
ou seja, obtivemos a desigualdade, 
( 3 I expl-1-
s (k I 
I 1ogllf(k+itl IIE ]Pk (El,tldt] < 
k 
l 
< --
s(kl 
Do lemma 1.4.1, temos 
logllf(AI 11 8 < L 
kED 
s(kl 
e entao, 
llf(el 11
8 
< rr 
kED 
{expl-1-
s(kl 
l 
s(kl 
I logllf(k+itl IIE ]Pk(El,tldt 
k 
Agora, pela desigualdade (3) acima, te~os 
llfiBI 11 8 < n 
kEO 
{-1-
s (k) 
11 f (k+it) 11 
Ek 
Pk(fl,t)dt) 8 (k) 
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Para demonstrar a afirmativa (2) observamos que L s(k) = 1 
kED 
e que a função exponencial é convexa. Assim, temos 
exp ( L ak) < !. s (k) exp 
k EO k E O 
Tomando ak = j [ logllt(k+it) li E ) Pk (El,t)dt, obtemos 
IRn k 
r 
exp( )~ J I 1oglif (k+it) li E I Pk (B,t)dt) < 
kED IRn k 
L 
kED 
s(k)expl-
1- i I logilf(k+it)IIE ]pk(El,t)dt]. 
s(k) IRn k 
Aplicando o lema 1.4.1 e a desigualdade (3) acima, obtemos 
llf(H)II,_, ~ Z 
kED j n 
IR 
ilf(k+it)IIE Pk(El,t)dt . 
k 
Assim fica demonstrado o resultado. 
1.4.3. PROPOSIÇÃO. Se a E IE(w)' O <A (O 
1
, . • . , 8 n) < 1, temos 
- inf{ TI ilf(k+it)i1 8 (k) 
ro 
kED L (Ek) 
I a - f(El), f E H(IE)}. 
DEMONS'l'RAÇÃO. Seja f E H ( IE) tal que a = f (H). Do corolário 
1.4.2 (1), temos 
< 
llf(El) 11
8 
< rr 
kED 
{-1-
s(k) 
rr 
kED 
{-1- llf(k+it) 11 00 f 
s (k) L (Ek) IRn 
como s(k) = J Pk(e,t)dt segue que, 
IRn 
11 ali < e rr kED 
llf(k+it) lls(k) 
00 
L (Ek) 
para toda f em H(IE) com a= f(8). Logo, 
in f 
a~f (8) 
rr 
kED 
s (k) 
llf(k+it) 11 
00 
L (Ek) 
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Para provar a desigualdade contrária, consideremos uma função 
qualquer f em H(IE) de modo que a= f(0). Assim, 
rr 
kED 
pois r L s (k) = l. Logo I 
kED 
< rr 
kED 
llfiiH(IE) , 
para toda f em H(IE), de modo que a= f(B). Isto significa que, 
rr 
kED 
< inf llfiiH(IE) 
f(El)~a 
~ llall 
e 
fica assim demonstrado aue se a E IE 0 então 
in f 
f(r4)~a 
TI 
kEn 
I[ f (k+it) lls (k) 
L~(Ek) 
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Nos próximos dois resultados necessitaremos da noção de espa-
P 
ços L com normas mistas. Daremos aqui a definição dos mesmos. Pa 
ra mais detalhes ver A. Benedek-R, Panzone l 1]. 
Seja então, E um espaço de Banach. O espaço Lq{E) e o espaço 
das funções f, com valores em E, fortemente mensuráveis e tal 
que, 
~ 1J llfltill~ dtll/q < "" 
IR 
Agora, dada uma n-upla 1 :5._ Q == (q
1
, •.. ,q
11
) _:::_ oo (onde l < Q <v.> 
significa que 1 < q. < oo (j=l, ... ,n)) definimos o espaço LQ (E) 
- '] -
como sendo o espaço de todas as funções f, com valores em E, for-
temente mensuráveis e tal que, 
11 til Q 11 ••• 11 li f (tI 11 E 
L (E) 
UIR [J IR IJ 
q 
llf(t) 112 ~ 
L IR 
11 11 
L 
C]l 
L 
qn 
q2 q3 
]q1 dt1 dt2] q2 
l 
-~-
,qn 
... dtn J < 00 
1/q. + 
J 
+ 1/q~ = 1. Isto, 
J 
assim será entendido auando escrevermos 
l/Q + 1/Q' ~ L 
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1.4.4. PROPOSIÇÃO. Seja IE = (Eklk E D) uma famÍlia adrnissrvel 
de espaços de Banach. Suponhamos que a E JE 8 e f E H (JE) de mo-
Qk 
do que a= f(8) e O <A< l. Se f{k+i.t) E L (Ek) onde 1 _:_Qk = 
= (qk , ... ,qk) < oo e k = (k 1 , ... ,kn) E D ent~o, l n 
onde, c = L: 
kED 
c max 
kED 
11 f (k+i t) 11 Q 
L k(Ek) 
llpk (8,t) 11 Q' 
L q 
DEMONSTRAÇÃO. A prova estará completa usando o corolário 1.4.2(2). 
De fato, 
=llf(<'>)ll 8 <" 
kED 
< " kED 
< I L 
kED 
f llf(k+it)IIE •Pk(B,t)dt < 
IRn k 
) • max 
kED 
llf (k+i t) 11 o 
L~k(Ek) 
1.4.5. PROPOSIÇÃO. Seja f uma função com valores em IIE, defini 
o 
da, contínua e limitada em S e, holomprfa no interior S , de S , 
n n n 
tal que 
(l) 
o 
f(k+it) E L·~k (Ek) 'k= (k
1
, •.. ,kn) En, 
' 
onde < CTI Então, se 
segue que, 
(2) a= f(A) E JEC.) 
e 
I 3 I 11 ali 
e 
< c max 
kEn 
11 f (k+it) 11 o 
L-k(Ek) 
onde c== L llpk (<0,t) 11 
0
, 
kEn L-k (E ) 
k 
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DEMONSTRACÃO. Para orovar este resultado basta mostrar a existên-
c ia de uma sequência de Cauchy (aj) jElli em IEC~J tal que 
em IIE. 
a. --+ a 
J 
Seja ('f,) 'EJN uma sequência de funções contínuas não-negati-
J J -
vas definidas em 
14 I 
e 
I 5 I 'i(t)=O, 
satisfazendo as condicões 
1 
,.(t)dt=l 
J 
se ltl > 1/j 
(jEJN) 
(j E JN) 
Sendo f uma função como na hipótese, colocamos 
f . (z) 
J = I n 
IR 
f(z+it),. (t)dt 
J 
e 
a.~ f.(B) 
J J 
f (B+it)~. (t) dt 
J 
Nosso primeiro passo será mostrar que f. E H ( IE) . Segue 
J 
definição que as funçÕes f. 
J 
é limitada em s 
n 
segue que 
sao holomorfas em 
o 
s . 
n 
Desde que 
f. 
J 
é limitada segundo a norma 
19 
da 
f 
de 
LIE, em S . Desde que 
n 
f(k+it) oertence a 
Qk 
L (Ek)' usando a de si 
gualdade de HÜlder, obtemos 
onde Q' 
k 
llf.(k+it)ll < 
J Ek 
é o conjugado de 
llf(k+it+is)IIE ~j(s)ds 
k 
11, .11 Q' 
J k 
L 
Qk, isto é, cada componente de Ok e 
a conjugada de sua correspondente em Qk. Esta desigualdade nos 
diz que a função fj(k+it) 
de Ek. Agora, como 
é limitada em IR 0 , segundo a norma 
f. (k+i(t+h))-f. (k+it)~f f(k+iu)[~. (u-t-h)-~. (u-t)]du, 
J J n J J 
IR 
a desigualdade de HOlder e a continuidade uniforme de <f!. implicam 
J 
que f.(k+it) 
J 
é Ek-contínua. Assim fj oertence ao espaço Ii(IE). 
Por outro lado, temos 
( 6) lla.-aii,IE 
J ~ 
= d 
! n 
IR 
f(Cl+it)'. (t)dt 
J 
< r ilf(El+it) 
-I t l."l/i 
f(CJ)~. (t)dd 
J 
LIE 
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Como f(B+it) é ':IE:-contínua segue que f(A+it) 
:':!E-contínua em ]t\ < 1. Portanto, 
é uniforr.1emente 
llf(A+it) - f(B+is) IIZIE < E , 
se ]t-s] < 0, ]t] < 1 e ]si.::_ 1. Consideremos então, j E rn tal 
que l/j < 6. Assim, de (6), obtemos 
ou seja, 
llal-all[IE < f ilf(8+it) - f(A) IIHE ~i (t)dt 
I t 1_<1/i 
<C f ~j(t)dt ~ E 1 
ltl_<l/j 
a. _ __.. a em I.IE, quando j + oo 
J 
Resta·-nos provar que {aj) jEIN é uma sequência de Cauchy em 
IE 8 . Por aplicações repetidas da desigualdade de Minkouski para 
integrais obtemos, 
Este fato permite-nos usar a prooo.sição l. 4. 4 e obtermos, 
11 a -a 11 <c rnax r s e- kEo 
= c max 
kED 
11 I f -f I lk+itl 11 Q r s 
L k(Ek) 
11 i f -fi ik+itl+lf-f I ik+itl 11 Q r s 
L k (Ek) 
< c rnax{ll (fr-f) (k+it) 11 Q +11 lf-f
5
) (k+lt) 11 Q } 
kED L k(E) L k(E) 
k k 
< c max {IIJ l f(k+i(t + 
kEO IRn 
x))-f(k+it)]or(x)dxl Q 
L k(Ek) 
+ IJ [ flk+it)- flk +i(t+x) llo
5
1x)dxll Q } 
L k(Ek) IRn 
<c max{IIJ lif(k+i(t+x))-f(k+it) IIE <P (x)dxll Q 
kED IRn k r L k(IR) 
+ IIJ llflk+i(t+x))-f(k+it) IIE o
5
(x)dxll Q 
IRn k L k(IR) 
} 
< c max 
kED 
{ J llf (k+i (t+x)) -f (k+i t) 11 Q •r (x) dx 
IRn L k(Ek) 
= c max 
kED 
llf(k+i(t+x))-f(k+it) 11 Q 05 (x)dx} 
L k(E ) 
k 
{ J llf (k+i (t+x) )-f (k+it) 
lx I ::.tlr 
t 
2l 
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+ J 11 f (k+i (t+x)) -f (k+it) 11 Q 's (x) dx}. 
lxl~l/s L k(Ek) 
Daqui concluimos que lia -a 11 ----+ O quando r,s -+ =, ou seja a se-r s e 
quência (ar)rEIN é uma sequência de Cauchy em E8 . Da imersão con 
tínua de IE 8 em LIE e da convergência da sequência (ar)rEIN' em 
zm, ao limite a, segue que a E IE 8 . 
Provaremos a seguir, a desigualdade 1.4,5(3). Desde que a se 
quência (ar)rEIN converge, em IE 8 , ao J.imite a 
ternos que, 
11 a-a 11 < c, para c > O dado e r > r , para alqum r
0 
em IN . r A - o 
Assim, para r> r , pela proposição 1.4.4, obtemos 
o 
Desde que, 
< c+ c max 
kEf.l 
llfr(k+it) 11 Q 
L k(E) 
k 
' 11 f (k+it) 11 Q 
L k(Ek) 
temos 
lla~ 8 < E.+ c max kEO 
lif(k+it)IIQ 
Ll<(Ek) 
Como c > O e arbitrário segue que, 
c max ~f(k+it) H Q 
kEfl L k (E ) 
k 
como queríamos demonstrar. 
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1.5. TEOREMA DE INTERPOLAÇÃO. 
l. 5. L DEFINIÇÃO. Um par de espaços de Banach (X, Y) intermediários, 
em relação às famÍlias admissíveis IE = (Eklk E O) em v e 
IF = (Fklk E D) em W respectivamente, tem a propriedade de inter 
polação se, para toda aplicação linear T de L:IE em L:IF, de modo 
que as restriçÕes de T aos espaços Ek sejam aplicações lineares 
limitadas de Ek em Fk, então T é também uma aplicação linear limi 
tada de X em Y. 
Observemos que, pelo fato das restrições de T a Ek serem apl! 
-caçoes lineares limitadas de Ek em Fk e, do fato das imersões con 
tínuas de Fk em ZIF segue que a anlicação linear T e limitada de 
DE em ZIF. 
A seguir provaremos que os espaços IE 8 tem a prooriedade de 
interpolação e a norma IITII, de um operador linear limitado de IE
8 
em IF
8 
satisfaz a desigualdade exata, 
I 1) IIT 11 < TI 
kED 
~lk) I I 
kED 
s lk) ~ 1) 
onde ~(k E O) e a norma de T como um operador linear limitado 
de Ek em Fk. Em vista de (1), alguns autores (por exemplo [ 
pag. ] ) diriam que o método aqui estudado é exato. Precisamente, 
vale o seguinte teorema. 
1.5.2. TEOREMA. Sejam IE ~ IEkik E D) e IF ~ IFkik E D) farní-
lias admissíveis de espaços de Banach em relacão a V e W respect~ 
vamente. Então o par (IE 0 , IF 8 ), de espaços de Banach tem a 
24 
propriedade de interpolaç5o. Ainda mais, se T é uma aplicação li-
near de ~IE em ZIF, de modo que as restrições de T aos esoaços 
Ek sejam aplicações lineares limitadas de Ek em Fk, com normas ~ 
então, 
(l) H < TI 
kEO 
( [ 
kEO 
s (k) li 
onde M e a norma do operador linear limitado de IE 8 em IF 0 . 
DEMONSTRAÇÃO. Dados x E JE
0 
e t-_: > O, existe f E H(IE) tais que 
x = f(H) e ilfiiH(IE) < ilxi1 8 + c. 
A função g definida em Sn por 
g(z) = 'l' o f(z) 
pertence a H (IF), Dois T é um.::t anlicação linear contínua de l:JE em ZIF 
Tx ='r (f(EJ)) = (T o f) ((·J) = g(8) E IFél • 
Agora pela proposição 1.4.3, temos 
< 
n 
kE[J 
TI 
kEO 
Ms(k) 
k 
' I n 
kEO 
o\ (k) 1 (llxiiiE + c) 
(~) 
n 
kED 
IIT(f(k+itl I lls(kl 
00 
< < n 
kED 
L (F k) 
onde sup{ IITvll " F 
k 
I y E Ek' llyiiE .:5_ l}. 
k 
arbitrário obtemos, finalmente, que 
IITxiiiF < 
e 
{ TI 
kEO 
Ms(k}}llxll 
k E0 
Agora, como 
Portanto T e uma aplicacão linear contínua de m em e 
25 
E > Ü -e 
e a 
norma M, de T como aplicação linear limitada de IE 8 em IF8 sa-
tisfaz a desigualdade, 
M < TI 
kEO 
1.6. INTERPOLAÇÃO DOS ESPAÇOS Lp, COM NORMAS MISTAS. 
Para ilustrar o presente capítulo determinaremos o espaço de 
interpolação entre 2° espaços LP com normas mistas e, utilizando 
o teorema 1.5.2 enunciaremos um teorema do tipo de Riesz-Thorin . 
Os resultados deste parágrafo são devidos essencialmente a n. L. 
Fernandez [ 2] • 
1 < 
n 
Sejam ( JT X., 
j~l J 
p = (pl'''' ,pn) 
n 
rr w . ) 
j~l J 
< oo e 
= (X,-w) um espaço de medida o-finito, 
p p p 
L = L (X, 11) o espaço L com normas 
mistas introduzidos por Benedek-Panzone [ 1] • 
As discussões serão tratadas no caso especial de quatro espa-
ços (n=2) e tão somente enunciaremos o caso geral. 
1.6.1. TEOREMA. Seja IP = (Pk I k E O) a família admissível de pa-
râmetros associada a l 2 l 2 1 < Poo = (po,po)' pll = (pl,pl) < oo e 
p PlO POl p 
I l l [L 00, L L ' L 
111 ~ L~' 
81,82 
l 2 
l/p 
i i i 
onde p ~ (p ,p ) e ~ ll-ei)/po + BJpl i ~ 1, 2 . 
DEMONSTRAÇÃO. Para provarMos o teorema basta provar que, 
para toda função simples u = Lc 
rs 
X 
I xi 
r s 
Podemos ainda admitir que llull ~ l. 
Lp 
Para E > O definimos a função f em s 2 colocando 
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onde 
i i 
l/o lz.) ~ (l-z.)/p0 + - l p l , i = 1,2. Esta função perten-
k 
espaço H(L lk E D) ce ao e ainda 
Da definição da função f ocorre que 
< e 2E 
E D) 
para todo número positivo s. Logo, 
Assim, 
( 2 I 
11 f li p < 1 
H(L k[k E O) 
11 ull 8 8 1 2 
< 1 ~ llull p 
L 
Reciprocamente, seja v uma função 
onde 
l 2 i i 
Q ~ (q ,q 1, 1/q ~ (1-e
1
1/q
0 
+ 
simples tal que llvll Q = 
L 
i i i 
8i/q1 e 1/qo + 1/po ~ 
27 
1 ' 
l. 
Logo 1/P + 1/Q = l. Para cada número positivo c definimos a fun-
çao g em s 2 por, 
onde 
i 
1/q (z. I 
l 
i = 1,2. 
Consideremos agora, um elemento u no 
pk 
espaço [L ]k E 0]
8 
com 
p 
espaço [L k[k E D[
8 
llull
8 
~ llull 
8 8 1 2 
= 1. Da definição da norma no 
pk 
podemos considerar uma função f em H(L ]k E 
~ u e 11 f li p 
H(L k[k E D) 
E 
< e • 
A função F definida em s 2 por 
F(z
1
,z
2
)= f f(z
1
,z
2
) (x
1
,x
2
)g(z
1
,z
2
) (x
1
,x2 )d1J 1 
(x
1
)xd]J
2
(x
2
) 
x
1
xx
2 
o 
e contínua e limitada em s 2 e holomorfa em s 2
• Então, pelo 
1. 2. 2 temos , 
lema 
Desde que [F(k+it) I 
Assim 
Desde que, 
llull P = 
L 
sup 
segue que, 
(3) 
< max 
kEO 
sup [F'(k+it) I 
t 
3E 
< e com c > O arbitrário, segue que 
1 = lluii
8 8 l 2 
As desigualdades em (2) e (3) nos dão 
-
llull P 
L 
como quer1amos. 
Para o caso geral a versao do teorema e a seguinte. 
1.6.2. TEOREMA. Seja IP (Pk I k E C1) uma família admissível 
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de 
parâmetros associada a 1. < p = - o 
29 
onde 
l n 
P=(p, ..• ,p) e i""l, ... ,n. 
Como consequência dos teoremas 1.5.2 e 1.6.2 obteM-se o se-
guinte teorema de interpolação do tipo de Riesz-Thorin, 
1.6.3. TEOREMA. Sejam R~ p = 
l 
< ~ e 
< oo e consi'deremos as res 
pectivas famílias admissíveis associadas, IP = (Pk jk E D) e 
Q = (Qkjk E O). Se T é uma aplicação linear tal que, 
Qk 
---+L (Y,\J} 
e limitada para todo k E O então, 
é limitada, onde 1/P (l-0)/Po + 0/P 1 , l/Q (l-0 I /Q + 8/Q o l e 
CAPITULO II 
CONEXÃO ENTRE OS METODOS REAL E COMPLEXO DE INTERPOLAÇÃO 
O objetivo deste capí-tulo é dar várias conexoes entre os méto 
dos real e complexo de interpolação para vários espaços de Banach. 
Procuraremos, então, aplicar estas conexões ao estudo de espaços 
com derivadas mistas dominantes e espaços de Besov-Nikol'skii. 
Inicialmente, apresentaremos o método de interpolação real 
de Lions-Peetre, para 2n-espaços de Banach desenvolvidos por D.L. 
Fernande z [ 2] • 
p 
Usando o teorema de Hausdorff-Young para espaços L com nor-
mas mistas, dado por A. Benedek-Panzone [ 1] e seguindo as idéias 
de J. Peetre [ 1] daremos urna conexão entre os métodos real e com-
- n plexo de interpolaçao para 2 espaços de Banach. Esta conexao e 
forte~ente inspirada em J.I. Bertolo-D,L. Fernandez e generaliza 
uma conexão dada por D.L. Fernandez [ 1] .Renrcc'luziremos a conexão dada 
por D.L. Fernandez po:i_s, conseguimos reduzir e simplificar a de-
monstração original, Daremos também, algumas outras conexoes que 
aparece~ aqui pela primeira vez (Teorema 2.2.5). 
2,1. ESPAÇOS DE INTERPOLAÇÃO REAL IE 8 p 
' 
2 .1. O. Daremos aqui uma idéia geral dos espaços JE(~) p = (~ lk E D) 9 p' 
' ' 
Para maiores detalhes ver D.L. Fernandez [ 2] . 
Seja IE = (Eklk E O) uma família admissível de espaços de 
Banach. 
mos 
~(tl, ... ,t) 
k n 
t n Para n , 
> O e k (k
1
, ... ,kn) E LJ, coloca-
y E niE definimos a no:rma funcional 
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ll) 
Desde que, para cada t fixo a norma J(t;y) e equivalente a norma 
J (l; y) = 11 y 11 nm , segue que o espaço nm é um espaço de Banach em 
relação a norma J(t;y). 
Agora, se 
p 
< m vamos denotar ~or L* o es-
paço de Banach LP, das funções definidas em IR0 =R x ••• x IR+ 
+ dtl dt
0 com valores escalares, em relação a medida d~t = ~ ••• tn' Se 
Y é um espaço de Banach - p ~ -entao, L* (Y) e o espaço das funçoes forterrente men-
suráveis g: JR~--+ Y tais que llg(t) lly E L~. Para rraiores detalhes sobre es 
paços Lp com normas mistas ver Benedek-Panzone [ 11. 
A fim de caracterizarmos os espaços IE 8 p daremos a seguin-
' te proposição. 
2.1.1. PROPOSIÇÃO. Sejam 0 <A= (8 1
, ... ,0 ) < 1 
n -
e l < p = 
= ( p
1
, ... , p ) < oo. Se 
n - é uma função fortemente men 
surável então, as duas condições seguintes são equivalentes, 
I li 
-8 p 
t J(t,u(t)) E L* 
c 
I 2 I k E Cl 
DEMONSTRAÇÃO. A equivalência destas condições segue das desigual-
dades, 
I 31 
e 
I 4 I 
-e tk-Elll u(tl 11 E 
k 
< t max 
t -eJ (t; u(tl I ~ max 
kEO 
kED 
llultl 11 
Ek 
< 
-e 
~ t J(t,u(tll. 
T, 
kED 
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2.1. 2. DEFINIÇÃO. Para O < (~ = (8
1
, •.. ,8n) < 1 e l < P < oo de-
finimos IEE>,P como o espaço de todos os elementos x E I::IE, pa-
- n ra os quais existe uma funçao fortemente mensurável, u:IR+ ~ niE, 
com u(t) E L;(IIE) que satisfaz 2.1.1(1) ou 2.1.1(2) e tal que 
I li x ~ f n 
IR+ 
(convergência em EIE). 
2.1.3. PROPOSIÇÃO, O espaço IEe,p e um espaço de Banach inter-
mediário, sob as normas equivalentes, 
111 
e 
12 I 
llxlla ~ inf 
I.Clo,P 
-e 
llt J(t;ultl I 11 p 
L* 
inf max 
kED 
onde o ínfimo é tomado sobre todas as representações de x. Ain-
da, estes espaços tem a propriedade de interpolação. 
DEMONSTRAÇÃO. A equivalência destas normas segue imediatamente das 
relações 2.1.1(3) e 2.1.1(4). 
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A prova de que os espaços IE 8 P sao espaços de Banach e teM ' 
a propriedade de interpolação é encontrada em Fernandez l 4]. 
Os espaços de interpolação real também, podem ser definidos 
para o que chamamos de família admissível de parâmet.ros, IP = 
= (Pk!k E D), associada a 
2.1,4. DEFINIÇÃO. Por uma famÍlia admissível de parâmetros asso-
ciada aos parâmetros e 
entendemos uma família, 
ll I IP (p~ ' ... , p~ ) I k = (k l, ... , kn) ~ O) 
l n 
Observemos que para n=l temos e nara n=2, 
2.1.5. DEFINIÇÃO. Dadas uma família admissível de pararnetros 
lr = (Pk I k E n), assoc:Lé!da a e P
1
, uma famÍliJ ac'lmiss.ível 
IE = (Ek]k E O), de espaços de Banach e O < (~) = ((3
1
, ... ,8n) < l, 
defjnimos IEH,IP = (Ek!k E Dl<-l,IP como o espaço de todos os ele 
mentos x E Z::IE para os quais existe uma função fortemente mensu 
rável, 
çoes, 
I lI 
I 2 I 
u: IRn ---.-...... niE, com u (t) E L; (:Clli) satisfazendo as condi-
+ 
k-(-) 
t ultl E 
p 
L kiE I 
* k 
k E LJ. 
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2.1.6. PROPOSIÇÃO. O espaço IE 8 IP e um espaco de Banach inter-
' 
mediário sob a norma, 
I 1) llxllo 
l"'J , ]l) 
inf max 
u kEO 
2 .1. 7. PROPOSIÇÃO. O espaço de Banach IE 8 p , coincide com o es 
' 
paço IEe Til com mesmas normas, quando a família IP se reduzir 
' 
ao elemento P. 
2.2. CONEXÃO ENTRE OS METODOS REAL E COMPLEXO. 
Como uma aplicação do teorema de Riesz-Thorin, obtem-se o teQ 
* rema de Hausdorff-Young: se f E L , 1 ~ p 2 2 então, a transfo~ 
mada de Fourier Ff, de f pertence a Lp', com 1/p+l/p' = 1. Ao 
tentar estender este resultado para o caso de uma n-upla 
P = (p
1
, ... ,p
0
) certas restrições sao necessárias. Para sermos 
mais explícitos enunciaremos aqui a versao generalizada deste fa-
to, dada em A. Benedek-R.Panzone [ l]. 
2.2.1. TEOREMA (Hausdorff-Young). Seja Pf a transformada de Fou-
rier de f(x
1
, .•. ,xn) e P "" (p1 , •.. ,p0 ) tal que l ..::._ p 0 ..::._ pn-l 
< < p
1 
~ 2. Se 1/P + l/P 1 :=:: 1, então 
C lI < C(P) lltll p 
L 
(C (P) 1) 
- -
< 
Se l < p < 2 e as componentes de P nao sao monotonicamente nao 
decrescentes então (l) não se verifica, qualquer que seja o valor 
' 
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de C (P) . 
Porém, - p quando trabalhamos com funçoes de L , com valores vet~ 
riais o teorema de Hausdorff-Young deixa de ser verdadeiro. Assim 
é natural introduzir a seguinte definição. 
2.2.2. DEFINIÇÃO. Um espaço de Banach E é dito do tipo P==(p1 , ... ,:'::h) 
com l < p 11 ~ pn+l ~ ... 2 p 1 ~ 2, se para alguma constante C(P), 
tivermos 
IIFfll , 
Lp (E) 
< C (P) 11 f(( 
Lp(E) 
(l/P + l/P' = l) 
parc:t toda f E LP(E). 
2. 2. 3. EXEMPLOS 
(1) Todo espaço de Banach é do tipo P = l = (1,1, ... ,1). 
(2) 'rodo espaço de Hilbert é do tipo P = 2 = (2,2, ... ,2). 
(3) Se Ek é do tipo Pk, onde (Pk\k E O) é uma família admissível 
de parâmetros associada a P0 e P1 então 1 o espaço (Ek\k E Dl 8 , P 
é do tipo P, onde 1/P = (l-8)/P
0 
+ 8/P 1 . 
De fato, pela hipótese temos 
P' 
L k(E I 
k 
Assim, pela proposição 2.1.3 te~os 
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p 
F; ((L k(Ek) lk E D) 8 p) 
' 
ED)C·lp" 
' 
O resultado segue, observando que 
p 
(L k(Ek) lk E DJE>,p 
(4) O espaço Lp e do tipo P se 1 < P 
Reproduziremos a seguir urna conexao entre os métodos real e 
complexo dada por D.L. Fernandez [ 4], pois conseguimos, com o au-
xílio da proposição 1.4.3, simplificar a demonstração original. 
2.2.4. TEOREMA. Seja IE = (Eklk E D) uma família admissível de 
espaços de Banach e O< 8 = {e 1 , ... ,8n) < 1. Então 
( 1) 
com inclusão contínua, onde Q = (1,1, ... ,1) e Q' = ( O!> "-') , o •• , • 
DEMONSTRAÇÃO. Usaremos a proposição 1.4.3 na discussão da primei-
ra inclusão. Para a segunda inclusão seguiremos essencialmente as 
idéias de Fernandez. 
Para provarmos a primeira inclusão e suficiente, de D. L. 
Fernandez [ 2, pag. 2 5] , mostrar que 
(2) 
-El 
llxll
8 
< t J(t;x) 
37 
para todo x no espaço nrn. Para este propósito, se x E nre, a 
função f definida em s
11 
por f ( z) = x pertence ao espaço H { IE). 
Da proposição 1.4.3, obtemos, 
11 xll C-l < 11 f (k+it)ll s (k) w 
L (Ek) 
IT 
kED 
11 11 s (k) 
X E 
k 
-e 
t TI [ tkllxiiE ] 
5 (k) < 
k 
t-8 11 [J(t;x)] 5 (k) -8 t J(t;x), 
kED kED 
pois L s(k) 
kED 
l. Deste modo a ~rimeira inclusão está provada. 
Para a segunda parte, consideremos x em IE 8 c f em H (IE l 
tal que x = f(B). Novamente de o.L. Pernandez [2, pag. 251 e su-
ficiente provar que 
I 3 l K (t; x} t
8
11xll E 
I H 
Para tanto, de o.L. Pernandez [ 2, pag. 62-631 telflos 
Klt;xl = in f { z 
kED 
I X = ' kED 
= inf{ z llxkll k I X = z 
kED t E kED 
k 
= llxll k = llf(C-l) 11 k < z t Ek )~ t_ Ek 
k k 
xk xk E Ek1 
l1 [ sunllf(j+iy) 11 ~]s(j) 
jE.D y I t · 
k 
n 
onde s li I ~ n 1 l-i 
r=l r 
l+j 
+l-li re I, 
r 
denota o espaço de Banach Ek munido da norma 
Desde que 11v11 < 11v11 k se v pertence ao espaço 
temos 
l: 
k 
K(t;x) < rr 
jEO 
t Ek 
[ sup11 f lj+iy) 11 . 1 5 li I 
y tJE. 
J 
~ n [ sup tj11flj+iyl 11 1 sljl E. jED y J 
n 
jED 
n 
jED 
[11f(j+iyl11oo 1s(jl 
[ lif(j+iy) 11 1 s(jl 
L
00
{E.) 
Pela proposição 1.4.3, temos 
e 
K(t,xl < t 11x11 0 
como queríamos. 
J 
L (E. I 
J 
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e 
2.2.5. TEOREMA. Seja IE = (Ek[k E O) uma famÍlia admissível de 
espaços de Banach e-IP"" (Pk[k E O) uma família admissível de par~ 
metros associada a P0 e P1
. Se Ek é do tipo Pk, k E D, então 
'! 
onde IP' = (P~Ik E O) e 1/Pk + 1/Pk = 1. 
DEMONSTRAÇÃO. Seja a E IEEl,IP 
L! ( ~ IE ) tal que, 
(1) a = 
I 2) 
e n u: IR+ ____,._nm uma função 
(k E O) 
A seguir, para z = (z 1 , ... ,z 0
) E Sn definimos a função 
u (z) = r: . . . I: z -8 t n n u(tl, ... ,tn) d*tl ... d*tn 
o 
em 
que é holomorfa em S , contínua e limitada em S segundo a norma 
n n 
de ):IE. Agora, fazendo a mudança de variáveis 
= l, ... ,n, temos 
-s (z -e ) -s (z -e ) 
l l l n n n 
-s 
1 
t. =e 
J 
-s 
n 
-s. 
J 
U(z)=[. .. L e .•• e u(e , ... ,e ) ds 1 
+ i{y
1
, .. ,,y
0
) = x + iy, podemos escrever, 
U (x+iy) 
-is.y - (x-<~) 
e e 
s -s u(e )ds 
... ds 
n 
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onde e 
-s 
e 
-s -s 
= (e 1 , ... ,e n). De (2) concluimos 
que, 
Desde que Ek e do tipo Pk segue que 
U(k+iy) 
Agora, de (l} ternos a= U(8). Pela proposição 1.4,5 concluimos 
que a E IEE>, 
Ainda, de 1.4.5 (3) e do fato de Ek ser do tipo Pk temos 
c rrtax 
kEO 
< c max 
k 
IIU(k+iy) 11 P' 
L k(Ek) 
c (P ) 11 e- (k -e) Y 
k 
< C • C (P) max 
k 
onde C(P} = max C(Pk). Desde que u e arbitrária, de 
kED 
temos, 
2.1.6(1) 
e então, concluimos que a inclusão :m 8 , IP C IE 8 e contínua. 
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Para orovarmos a segunda inclusQo, consideremos a E IE
0
. Pe-
la definição do espaço IE 8 , existe uma função u E H (IE) tal que 
a ~ u(8). 
Desde que a função 2 u(z)exp[ (z-0)) ] desempenha o mesmo papel 
u(z), podemos então, admitir ainda que 
u(k+iy) E 
Definindo-se, 
U(t) 
-n r 
~ (2n) J 
IRn 
com t em e s 
e 
p 
L k (E ) 
k 
y em IR
0
, encontramos 
Agora pela definição 2.1.5 concluimos que a E IE 8 IP' , 
de 
Quando os elementos da família admissível IE forem espaços 
de Hilbert temos o resultado. 
2.2.6. COROLÁRIO. Se IH"' (Hklk E n) e uma famÍlia admissível de 
espaços de Hilbert, então, 
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(lI 
onde 2 = ( 2 1 2 1 ••• , 2) • 
DEMONSTRAÇÃO. Desde que os espaços de Hilbert sao do tipo 
2 = {2,2, ... ,2) pelo teore~a imediatamente anterior temos 
e então segue o resultado. 
2, 3, APLICAÇÕES 
2.3.1. Sejam M = (m
1
, ... ,mn), a= (a
1
, ••• ,an) em INn e 1 < P 
= (p
1
, ... ,pn) < oo, Consideremos os espaços de Sobolev -Nikol.S'kii 
(ver Nikols' kii [ 1] ) : 
(lembremos que a< M se, e so se, aj ~ mj, j ~ 1,2, ... ,n) e pa-
ra S = (s
1
, ... ,sn) os espaços de potencial de Lizorkin-Nikols'kii 
(ver P.I. Lizorkin-S.M. Nikols'kii [ 1]): 
( 2 I 
2 s ./2 p 
(l+ I xj I I J Fu E L (IR01) 
(O~ (0, ... ,011. 
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Agora, dado M === (m
1
, .•. ,m
0
) EJR
0
, seja Mok == (Pll k
1
, •.• ,m
11
k
11
) 
onde k === (k 1 , ... ,k11
) E D. Colocamos então, 
I 3 I 
onde < 00 1 < Q = s ~ 
::::: (sl, ... ,sn) O<s.<m., 
J J 
j l, ... ,n. 
Por outro lado, desde que os esoaços 
M,P 
W e como 
consequências do teorema de Mihlin-Lizorkin (ver Lizorkin [1] e 
Lizorkin-Nikol' skii [ 1]) isomorfos, teP1os 
onde S, Mo k e P sao dados como acima, 
O teorema de Mihlin-Lizorkin implica também, que os 
e sao isomorfos a Lp. Assim, se l < p < 
- n 
e P == (p
1
, •.. ,p
11
), então os espaços WS,P e HS,P são do 
P. Portanto, oelo teorema 2.2.5 temos, 
I 4 I 
esoaços 
onde l < p < 
n 
< p
1 
< 2. Tambéfl, oelo mesmo fato temos, 
I 5 I 
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onde 2 2 pl < ,,, < p
0 
< oo e P = (p
1
, ... ,p
0
). Ainda, do coro-
lário 2.2.6 temos, 
16 I 
onde 2 = ( 2 , 2 , ••• , 2) • 
As inclusões (4) e (5) conservam-se para P = 1 e P' = oo 
mas não pelo tP.orema 2.2.5. 
CAPITULO II I 
O MtTODO COMPLEXO DE INTERPOLAÇÃO (II) 
Neste capítulo apresentaremos um segundo método complexo de 
interpolação, para 2n espaços de Banach, seguindo as linhas ge-
rais de A.P. Calderón 12]. Dada a famÍlia admissível IE=~]k E D), 
de espaços de Banach, os espaços gerados por este segundo método 
ser ao denotados por 
e IE. 
O objetivo da introdução destes espaços prende-se ao estudo 
da dualidade dos espaços IE 8 • Entretanto, neste capítulo, nos res 
e 
tringiremos ao estudo dos espaços IE • Nos capítulos subsequentes 
serao estudadas suas relações com os espacos IE 8 e suas conexoes 
com o problema da dualidade. 
UM resultado essencial para o desenvolvimento deste capitulo 
e por conseguinte, de nosso trabalho, é um teorema do tipo módulo 
máximo inserido no lema 3.2.2. No teorema 3.3.5, mostramos que o 
e -espaço IE tem a propriedade de interpolaçao. Não conseguimos,e~ 
tretanto, mostrar que esta interpolação é exata. Porém, não prec! 
saremos de um resultado deste tipo no presente trabalho. 
Finalmente apresentamos algumas propriedades dos espaços 
para o caso n = 2. 
3.1. GENERALIDADES 
(reais ou complexos) e k = (k 1 , ••• ,kn) E o, lembramos que n 
~ L 
j~l 
k. 
J 
e h o t = hltl'" .. ,hntn). 
e IE 
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3.1.1. Seja f uma função de n-variáveis. A diferença parcial se 
rá denotada oor, 
h. 
/',] 
J 
e a diferença mista por, 
h 
ú n f (ti . 
n 
Prova-se, usando indução sobre o número de variáveis, que 
ou seja, 
I l l 
l 
" k =0 1 
6h f (t) = I 
kEO 
(-l)n-lkl f(t + k o h) 
usando uma notação mais condensada porem, mais prática. 
3. 2. O ESPAÇO H ( IE) 
Daremos agora um segundo método complexo de interpolação para 
2n espaços de Banach. Este método está baseado em um espaço de 
funções analíticas definido a seguir. 
3.2.1. DEFINIÇÃO. Seja uma família admissível, TE 
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espaços de Banach em relação a um mesmo espaço vetorial topolÓgi-
co Hausdorff V. O espaço H(IE) é definido como sendo constituído 
de todas as funções f definidas na n-faixa S , com valores em EIE 
n 
satisfazendo as condições, 
( l) 
( 2) 
(3) 
n 
llf(z) IIE:m <c rr ll+]z.]) 
j=l J 
z 
f -e 
f é 
l.:IE - contínua em s ' n 
l.:IE - holomorfa (analítica) em 
o 
s 
n 
( 4) Vt,h E IRn e k E O, 
e 
11 f li li 
L'. ih 
= max sup 
H l:m l kED t,h 
onde 
(j=l, ... ,n). 
f(k + i t) < 
n 
rr hj Ek 
j=l 
n 
(h
1
, ••• ,h
0
) E IR 
00 
e h. 
J 
r' o 
3. 2. 2. TEOREMA. 0 espaço H (IE) é um espaço vetorial em relação 
as operações usuais de adição de função e multiplicação por esca-
lar e ainda, é uma semi-norma em H ( IE) • 
H (ffi) 
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DEMONSTRAÇÃO. Sejam f e g duas funções de ii {IE). As condições 
3.2.1(1), 3,2,1(2) e 3.2.1(3) verificam-se imediatamente para a 
função f + Àg, À E a:. Também, 
Ainda, 
11 f+\gll 
H IIE) 
= max sup 
kED tI h h. 
J 
E 
k 
11 ~ih f (k+i t) 11 +IÀimax ' max sup n 
k t,h li h. Ek 
k 
j~l J 
llgll 
H li) 
ou scju, 
(l) llfHgll 11 til + 1 À 1 
H (IE) ncml 
acarretando que 
( 2) llfHgll < oo 
· íJ em l 
Assim f+Àg pertence ao espaço H(IE). 
k E [] . 
I' 6ihg (k+it) 11 
sup! . n 
t,h n h. E 
j~l J 
k 
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Agora, da definição 11 11 e da relação (l) em À = 1 segue 
H(IEI 
que 11 satisfaz os axiomas que definem uma semi-norma. 
jj (IE) 
Evidentemente 11 11 não define uma norma em H ( IE), pois, 
jj (IE) 
a função f(z) = x, com x E niE, não nulo está em jj (IE) mas, 
llfll =O. :g nosso !_)ropósito definir , a pa:rtir desta semi-nor 
H (IE) 
ma, uma norma em H(IE). Para tanto seja Mo subesooço vetorial, 
M = (f I f E H(IE) 11 til = O) 
HIIEI 
de H(IE) e, consideremos o espaço quociente H(IE)/M. Um elemen 
to do espaço quociente será denotado por f (f E H(IE)) e sua nor 
ma será, 
llfll =inf{llf+gll I gEM}. 
HIIEI 
Também, e um resultado de análise funcional que 
IIIII = lltll 
H(IE) 
para toda f em H (IE) 
Portanto se identificarmos os elementos do subespaço vetorial M, 
podemos considerar 11 11 como sendo uma norma em H ( IE} • 
HIIEI 
Para o desenvolvimento deste capítulo o resultado seguinte 
vai desempenhar um papel fundamental. 
3.2.3, LEMA. Sejam F um espaço de Banach complexo e f uma função 
com valores em F, definida e contínua na n-faixa S e holomorfa 
n 
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o 
em S 
n tal que para números reais aj e Aj, com aj < l (j=l,2, ... ,n) 
temos 
I li 
I 2 l llflk+iy) li F< M 
para todo 
13) llflz) IIF < M 
para todo z E Sn. 
n 
< exp{ I 
j~l 
A
3
. expIa. I Y · I ) l 
J J 
e para todo k E O então, 
DEMONSTRAÇÃO, Seja b. 
J 
-um numero positivo tal que a. < b. 
J J 
(j=l, ... ,n). Para E > O definimos 
para 
h I z) 
c 
em 
-ib.z. ib.z. 
-E(e J J + e 3 l) I 
é analitica em s 
n 
< l 
Como O< x. < l e O < b. < 1 temos O < b.x. < 1 e então, 
J - J J J 
cos(b.x.) :> 6 >O, oara j = l, .•• ,n. Assim 
J J 
ib.z. -ib.z. 
Re[ -s(e 3 3 +e 3 3 )] 
e portanto, 
b v. -b.y. b.y. 
= -E(e J J+e J J)CXJs(b.x.)<-só(e J J 
J J 
-b.y. 
+e J J) 
-b.y. 
I 4 I I h (z I I 
E 
n 
< exp{ L: 
j~1 
b.y. 
-di (e J J + e J J I l 
para todo z em S • Deste fato e de (2) obtemos 
n 
11 h (k+iyl f (k+iyl 11 < M 
E F 
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< 1 
qualquer que seja n y = (y
1
, .•. ,yn) em IR e k = (k
1
, ... ,kn) em D. 
Também, para todo z = (z , ••. ,z ) em S , da primeira 
1 n n 
gualdade em (4) e de (1) obtemos 
llh (zlf(zl 11 
E F 
n a. IY· I b.y. -b.y. 
<exp{~[A.eJ l-Eo(eJJ+e JJI]} 
j~1 J 
de si-
Desde que aj < bj segue que o lado direito da desigualdade aci-
ma tende a zero quando yj~ ±oo(j = l, ... ,n). Assim 
quando y.-- ±= (j = l, ... ,n). Isto implica que, para cada 
J 
existe um número positivo rn. 
J 
tal que 
desde que z, 
J 
llhE (zl f(zl IIF < M 
x.iy. e IY-1 > m., ou seja, 
J J J J 
llh (zl f(zlll < M 
E F 
i ' 
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para todo z E Sn \ R
1 
x . , . x Rn, onde Rj e o retângulo de vérti 
ces k. ± im., k. ""'0,1 (j = l, ... ,n). Desde que 
J J J 
é compacto e h f é contínua em S 1 segue que h f é limitada em E n E 
S . Portanto, pelo lema 1.2.2 segue que 
n 
( 5) 
para todo 
llh (z) f(z) 11 < M 
c F 
z E S . 
n 
Por outro lado, como 
b.y. 
-s (e J J 
-b.y. 
+e J J)cos{b.x.)}, 
J J 
segue que I h (z) I --~ l, quando c ---+ O. Usando este fato em (5) 
E 
obtemos 
para todo 
llf(z) li F 'M 
z E S • 
n 
Assim completamos a demonstração do lema. 
3.2.4. PROPOSIÇÃO. Se f pertence a li(JE) então, 
(l) 
para todo z 
ih 
116 f(z)ll 
n 
11 
j=l 
h. 
J ZIE 
em s 
n 
e 
j=l,2, ... ,n. 
< 11 f li 
H(IE I 
h= (h
1
, ••• ,hn) com h. 
J 
real nao nulo, 
DEMONSTRAÇÃO. Inicialmente definimos a função g em Sn pondo 
giz) 
De 3.1.1(1) escrevemos 
g(z) = _.!ol __ 
n 
n 
j=l 
h. 
J 
n 
n 
i =l 
" kEO 
h. 
J 
n-lkl (-li f (z+ik o h) • 
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Desde que, f pertence ao 
o 
em sn e holomorfa em Sn. 
espaço H(IE) segue que g é riE- contínua 
Pelo fato de g(k+it) pertencer a 
obtemos, 
llg(k+it) li E < 11 f li 
k H(IE) 
para todo k em O. Também, da definição 3.2.1(1} 1 sendo z = 
llg(z)II"IE < 
< 
l 
n 
n I h .1 
j=l J 
c 
n 
n Ih I 
i=l J 
z . = xl. + i v. , segue J .. J 
lloihflzl IILIE < -n-'1--
n I h . I 
i=l J 
n 
I r 11 il+lz.+iJ<.h li]< c 
= 
kEO 
kEO ·- J J J' - n 
]-l li Ih. I 
j=l J 
que 
llf(z+ik o h) IILIE 
n 
I r IT il+lh.l+lz.lil 
kED j=l J J 
c 
< 
n 
n 
< 2 c n 
j~l 
n 
l+]h.] 
) 
]h.] 
J 
ll+]h I) ll+]z .] )] 
J J 
n n 
11 ll+]z.]) 
i ~l J 
n l2+]y.]) 
j~l J 
n 11 
j=l 
n 
n I exp(exn ~]yl.l) I 
j~l 
Assim, 
llg(z) IIZIE 
n 
< c 2 .exp[ z 
j=l 
para todo z em S . Pelo Lema 3.2.3 segue então que 
n 
para todo 
Fica, 
llg(z) 11 IE 
z E S 
n 
< llf 11 
H (IE l 
deste modo, provado o resultado. 
3.2.5. COROLÂRIO. Se f pertence ao espaço H(IE) então, 
( l) 
az 
n 
(z
1
, ••• ,z )11 < 
n J::IE 
o 
para todo z = (z
1
, •.• , zn) em Sn 
11 f[[ 
H (IE l 
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DEMONSTRAÇÃO. Basta tomar sucessivamente, o limite em 3.2.4(1) com 
h.--+ O e j = l, ... ,n. 
J 
3.2.6. PROPOSIÇÃO. (desigualdade do valor médio). Seja f em H(IE) 
o 
z = (zl, ..• ,zn) E s e h = (hl'''''hn) E a:n de modo que o in-n 
o 
tervalo [ Z • 1 z. + h l (j = l, ... , n) esteja contido em sl. Então 
J J J 
n 
< rr I h I 
j=l J 
sup 
O<t.<l 
. l J 
n 
11, 3 f, (z
1
+t
1
h
1
, •.. ,z +t h) 11 
a z 1 ••• a zn n n n DE 
J = ' , •• ,n 
DEMONSTRAÇÃO. A prova pode ser feita pelo processo de indução 
Para n = l temos a desigualdade clássica do valor médio. Supo 
nhamos então o resultado válido oara funções com n v a-
riáveis. Para provar agora, a desigualdade para funções f, com 
(n+l)-variáveis definimos a função 
e usamos a hipótese de indução para a função g. 
3.2.7. COROLÁRIO. Seja f um elemento de H{IE). Então 
n 
(l) 116z f(O) liDE < rr jzjj 11 f li ' j=l H (IE) 
o 
para todo z = (zl, ... ,zn) em s n 
1 
' 
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DEMONSTRAÇÃO. Da proposição 3.2.6 e do corolário 3.2.5, temos 
I • o ' I 11 f li 
H (m) 
onde m e um número inteiro positivo. A seguir, fazendo m-+ oo 
da continuidade da função f obtemos 
116
2
f(O)IIHE< llf 11 
H (JE) 
e a demonstração do corolário está terminada. 
A desigualdade 3.2.7(1) é verdadeira também, para elementos z 
da fronteira de Sn, isto é, para elementos da forma z= (z 11 .•. , zn), 
onde (k. = O ou l) para algum j escolhido no 
J 
con-
junto {l, ... ,n}. Para provarMOS este 
o 
fato consideremos w=(w1/ •.. ,w.J 
de modo que W, = z. 
J J 
= k. + iyj. Assim w 
J 
E 
se 
o 
s 
n 
n 
11 
j=l 
zjEs1 e, 
k l ' w. = . +- + ~y. se z. = 
J J m J J 
Pelo corolário 3.2.7, temos 
lw I 
J 
11 f li 
H(JE) 
Usando a continuidade de f em S obtemos, 
n 
11 f 11 
H (JE) 
Temos então, provado o seguinte resultado, 
3. 2. 8. PROPOSIÇÃO. Para toda função f em H (IE) 
(1) 
qualquer que seja z 
n 
rr 
j=1 
em S • 
n 
llfll 
H (IE) 
3.2.9. TEOREMA. O espaço H(IE) é completo em relação 
HIIE l 
a 
DEMONSTRAÇÃO. Seja (fr) rEIN urna sequência de Cauchy em 
segundo a norma 
3 . 2. 8 , temos 
I 1 l 116z(f -f )(0)11, < 
r p "'IE 
Assim a sequência, 
11 f -f 11 
r P -· H (IE) 
é uma sequência de Cauchy 
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norma 
H IIE), 
no 
espaço de Banach LIE e então, converge a um elemento f{z) em LIE. 
Mostraremos que a função f é um elemento de H ( IE). Considere 
mos então, um sub-conjunto compacto K, 
o 
de S • 
n 
Portanto, se 
z = (z 1 , ... ,zn) estã em K segue que [zj] <c para j=l, ... ,n. En-
tão de ( l) , conseguimos 
( 2) 11 f -f 11 
r PH(IE) 
Desde que, a sequência (fr)rEIN é uma sequência de Cauchy em 
H {lE) e a sequência ( IJ 2 f r {O)) rEDiJ converge para f(z) em I:IE, 
58 
a desigualdade 12 I nos dá que a sequência z (A f~(O))~EIN converge 
o 
uniformemente para f em cada compucto K de S . Segue então que 
n 
f 
o 
é holomorfa em S
0
• Para a continuidade de f fazemos raciocínio 
análogo ao anterior tomando conjuntos compactos em S . Assim as 
n 
condições (2) e (3) da definição 3.2.1 estão verificadas. Verifica-
remos agora, a condição (l) da mesma definição. 
z 
(Ll fr(O) )rEIN converge para f(z) em í:IE temos 
llf(z)- 1\
2 
f (0)11 < l 
r IIE 
Desde 
para todo r E IN e r> ro, para algum ro E IN. Assim I 
f E H(IE) temos 
r o 
llf (z) IIIIE < l + 11 6
2 
< l + [ 11 f (k 
< (l+iz.li+c 
J 
1: 
kED 
n 
I! 
j=l 
n 
n 
= (l + c.2 ) TI I l+ I z. I) 
J j=l 
kEO r O 
I l+ I z. I) 
J 
o zl LIE 
). 
que, 
como 
Nosso próximo passo será a verificação da condição (4) da de-
finição 3.2.1, Desde que, 
11 f -f 11 
r P H(IE) 
== max sup 
kEO t,h 
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e a sequência (fr)rEIN é de Cauchy em H(IE) concluímos que a se-
quência (6ih fr(k+it))rEIN é uma sequência de Cauchy no espaço 
de Banach Ek, onde 
n h- (h1 , ... ,h) E IR , h. f O n J j = l, ... ,n 
Mas, 
~ih f (k+it) -
r 
I 
jED 
1_ 11 n-1 i I ~k+it+i(j o h) f (O) r 
e então, a sequência (6ih fr(k+it))rEIN converge ao elemento 
L (-l)n-ljl f(k+it+i(j o h))= L>.ih f(k+it), no espaço t::IE,pois 
jED 
a sequência {6
2 
fr(O) )rEm converge, em L:IE, ao elemento f(z). 
Pelo fato de Ek estar imerso continuamente em L:IE obtemos, 
para todo k E O. 
Para concluirmos que f E H(IE), resta-nos verificar que 
11 f li 
H (IE I 
max sup 
kEO t,h 
~ih f (k+it) 
n 
rr 
j-l 
h. 
J 
é finito. Desde que (fr)rEIN e sequência de Cauchy, de (3), ob-
temos 
ih 
fr lk+it) 6ih f (k+it) 6 
I 4 I ' E n n 
TI h. rr h. Ek 
i-l J j-1 J 
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para E > O dado, r,n em IN com r~ r 0 , p ~ r 0 para algum r 0 
em IN e, quaisquer que sejam h~ (h
1
, ... ,hn) em IRn com h. -10, 
J 
j=l, ... ,n e t em IRn. Passando ao limite em (4) com p-oo 
temos, 
l'lih f r (k+it) 6ih f (k+i t) 
( 5) 11 ' E n n 
n h. n h. E k 
j~l J j~l J 
para r > r
0
, quaisquer que sejam k em n e h e t_ nas condições an 
teriores. Assim, 
L'lih f (k+i t) Ai h f (k+it) 
11 11 < E + li r 11 
n 
E 
n 
11 h. k 11 h. 
j~l J j ~r J 
. . k E O, t E IR 11 qualsquer que seJam e h 
h . f- O ( j = 1, ..• , n) • Logo 
J 
11 f li < E + 11 f 11 
H (IE) r H(IE) 
ou seja, 
f E H(IE) 
< 00 
' E 11 f 11 
E 
r H (IE) 
k 
Para encerrar a demonstração vamos mostrar a seguir que, a 
sequência (fr)rElli converge a f, no espaço H(lE). A 
(5} nos dá tudo o que queremos, pois, 
relação 
11 f -f li 
r -
H (IE) 
para r .:::._ ro . 
= max 
k 
sup 
t,h 
ih(f -f) (k+it) 
~A r ~ 
n 
rr 
j=l 
h. 
J 
Completamos assim a demonstração. 
3. 3. O ESPAÇO 
(0 
IE 
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< E 
Consideremos uma família admissível m = (Ek I k E D), de es-
paços de Banach e e= (e 1 , ... ,8n) com O< ej < 1 j=l, ... ,n. 
3,3,1. DEFINIÇÃO, O espaço 
0l 
IE consiste de todos os elementos 
do espaço Z:IE tal que 
I lI 3z 
n 
(El) 
para alguma f em H (IE), ou seja, 
e {x I ~f E H(IE) IE = X = 
3zl 
E de verificação imediata que IEe e um 
3.3.2. PROPOSIÇÃO. Para cada 
(lI inf{~f~ 
0l 
X E !E , 
H(IE I 
I X = 
an f 
(e I l . . . . az 
n 
subspaço vetorial de 
X 
LIE. 
1 
está bem definido e equipa IE com uma norma. 
e 
DEMONSTRAÇÃO, Que 11 xll > O 
Suponhamos agora, que 
segue da definição. 
e 
11 x 11 = O. Então dado 
em H(IE) tal que, 
3z 
11 
(81 
Do corolário 3.2.5 segue que 
llxii~IE < E 
e 11 f(( < E 
H(IE I 
E > 
para todo c :> O. Assim, llxliiiE ==O e entao x =O. 
O, existe 
Verificaremos que 11.\xliH = I\] llx11 8 , para todo .\ em~-
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f 
se 
\ = O a igualdade acima ocorre sem dificuldade. Vamos supor en-
tão À '1- O. Desde que 
em H(IE) tal que 
I 2 I X 
Logo, \x = 
11 h li<-> < 11 H li 
e 
x E IE podemos considerar uma função 
3z 
n 
((·lI 
e então 
H(IE I 
~ 11111 f li_ 
H (IE I 
Como a função f em H(IE) satisfazendo (2) é arbitrária segue que 
f 
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Com raciocínio análogo prova-se que, 
e isto é o que precisamos para a validade da homogeneidade. 
Para a verificação da desigualdade triangular consideremos x 
e 
e y em IE e duas funções f e g em H ( IE) 
X = 
Logo, X + y :::: 
an ( f+g) 
az
1 
•.• 3Z
0 
e y = 
(8) e então 
< 11 f li 
H(IEI 
+ llgll 
satisfazendo, 
jj (IE) 
Desde que f e g nas consições anteriores são arbitrárias se-
gue que 
llx + ylle < llxlle + lyl 
e então, o funcional e uma norma em IEA 
e e 
3.3.3. 'l'EOREMA. O espaço vetorial IE munido a norma 11 11~ torna-se 
um espaço de Banach. 
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DEMONSTRAÇÃO. Consideremos a aplicação linear T definida em H ( IE) 
por, 
T (f) = 
Desde que, pela definição da norma 
IITfil 0 < llfll 
H I IE l 
segue que Te uma aplicação linear limitada de H(IE) 
8 
em IE . 
(•) 
x ~ IE , existe então f ePl H(IE) 
retando que, T é sobrejeto~a. 
tal que X = 
n 
' f (e l az, ... dz 
. n 
Se 
a c ar 
A aplicação linear T sendo contínua implica em que seu nÚcleo, 
N(T) = (f E H(IE) I Tf =O} 
é um subespaço vetorial fechado de H (IE) e portan1:o o espaço qu~ 
ciente H (IE) /N (T) é um espaço de Banach. Agora a aplicação linear 
F definida em H{IE)/N(T) por 
F (f) = 
está bem definida. De fato, se f= g então, f-g E N(T) e por-
tanto T(f) = T(g·), ou seja, F(f) = F(g). :g claro também, que F 
e uma aplicação linear de HCIE)/N(T) sobre 
e 
IE. 
A seguir, mostraremos que F é uma isometria. Sem dificuldade 
verifica-se que os conjuntos, 
65 
ihEH(IE) (E>) =F(fJ) 
e 
B { 11 f + g 11 I g E N (TI } 
H (IE) 
sao iguais. Assim, 
provando que F é um isomorfismo isométrico de H(IE)/N(T) sobre 
e -IE . Sendo H(IE)/N(T) um espaço de Banach, acarretará finalmen-
te que o espaço E> b- -TI: tarn em o sera. 
e -3.3.4. PROPOSIÇÃO. O espaço IE e um espaço intermediário em rela 
çao a família admissível IE = (Ek lk E O) de espaços de Banach, is 
to é, 
e 
niE C IE C l:IE 
• 
com inclusão contínua. 
DEMONSTRAÇÃO. Sendo x um elemento de niE, a função 
Z X 
n 
pertence ao espaço H(IE) e então, x 
pois, 
El llxll < li f(( 
H I IE) 
= max 
kED 
max 
kED 
.h 
6
1 
f (k+it) = 
sup 
t,h 
f(k+it) 
-----11 
n 
n 
i~l 
h.] 
J 
X 
h. 
J 
E 
k 
concluindo então, que a primeira inclusão é contínua. 
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(·) 
Para provarmos a segunda inclusão, tomemos x em IE . Seja f 
uma função qualquer em H(IE) sob a condição, 
Do corolário 3.2.5, segue que 
li f li 
H (IE) 
Desde que a função f nas condições anteriores e arbitrária te-
mos, 
e assim a segunda inclusão contínua está garantida. 
3.3.5. TEOREMA. Os espaços IE 8 tem a nropriedade de internolação. 
DEMONSTRAÇÃO. Sejam lE ~ (E I k E O) e 
k 
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f a-
mílias admissíveis de espaços de Banach em relação aos espaços v~ 
toriais topolÓgicos Hausdorff V e W, respectivamente. Considereros 
uma aplicação linear T de LIE em LIF com a condição de que T e 
uma aplicação linear limitada de Ek em Fk com norma~, para todo 
k em O. Mostraremos que T é também, uma aplicação linear limitada 
El El 
de IE em IF , É uma consequência das condições exigidas sobre a 
aplicação T que, ela é linear e limitada de LIE em LIF . 
8 8 
Provaremos tão somente que T é limitada de IE em IF • Seja, 
El 
para tanto, x em IE • Dado E > O, consideremos f em H(IE) tais 
que, 
(l) e 11 f li 
El 
< llxll + E • 
H (IE) 
Como consequência da aplicação linear T de LIE em LIF ser li-
mitada, temos que a função g definida em S por, 
n 
pertence ao espaço H(IF). De fato as condições (2) e (3) da defi-
nição 3.2.1 ocorrem naturalmente. 
Para a condição 3. 2 .1 ( 1) temos, 
n 
< 11T 11 c 11 (l+lz·ll 
j~l J 
.. , __ 
onde IITII = sup{IITxiiHF llxll, < ll. 
dE-
Agora, desde que f E H(IE) e 6ih g(k+it) T(6ih f(k+itll 
segue que 
para todo k E o. 
Finalmente, 
Assim, 
I 2 I 
llgll_ 
H(IFI 
llgll 
= max sup 
kED t,h 
"ih g(k+itl 11 
n 
TI 
j=l 
h. 
J 
< max sup 
kED t ,h 
11 ,ihf(k+itl 11 
n 
TI 
i=l 
< (rnax 
kED 
Mk) max sup 
kED t,h 
= (max '\I 11 f[[ 
kED H(IEI 
< M llfll < 00 
h. 
J 
6 ih f (k+it I 
11 
n 
TI hJ. 
j=l 
HI IF I H IIE I 
onde M = max ~ . Portanto,-
kED 
E 
k 
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gEH(IF). 
Pelo fato da aplicação T ser linear e contínua de [IE em LIF 
temos, 
ou seja, 
(o) 
Tx E IF 
(C-li I ~ Tx 
Ainda, de (2) e da segunda parte de (1) temos, 
IITxllt-l < llgll < M 11 f li < 
H ( IF I H (IE I 
Como E > O é arbitrário temos, 
11Txll 8 < M e 11 X 11 , 
e M(llxll·+d. 
nrovando assim que T e uma aplicação linear limitada de IE
8 e~ IF 8 • 
3. 4. PROPRIEDADES DOS ESPAÇOS IEC~. 
-Nesta seçao daremos algumas nropriedades dos espaços 
8 
IE p~ 
r a n = 2. 
Seja m = (Eklk E D} uma família admissível de espaços de 
Banach e C0 = ( e
1
, e
2
) com O < e
1
, 0
2 
< L Para n=l e n=2 a famÍlia 
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o espaço H (IE) respectivamente por H ( E
0
,E
1
) e H{E
00
, E
10
, E
01
, 
e e 
0 espaço IE respectivamente por [E 0
,E
1
J e [E
00
, E
10
, E
01
, 
3.4.1. PROPOSIÇÃO. Seja (E,F) um par admissível de espaços de Ba-
I li 
I 2 I 
I 3 I 
8 
[E, F] l 
8 
[E, F] 
2 
(com mesmas normas) 
com inclusão contínua em (2) e (3). 
DEMONSTRAÇÃO. A afirmativa (l) segue da proposição 3.3.4. 
Para provar a afirmativa (2) consideremos 
el 
x em [E,F] e g 
um elemento de H(E,F) tal que, g' (8 ) = x 
l 
onde ~ > O é arbitrário. 
A função f definida em s
2
, por 
e 
e llgll < llxll 1 +c, 
HIE,FI 
pertence ao espaço HCE,F,E,F). De fato, sendo IE=(E,F,E,F) temos 
7l 
para todo (zl,z2) em s2. 
o 
A continuidade de f em s 2 e a analiticidade em S 2 sao claras. 
Assim as condições (1), (2) e (3) da definição 3.2.1. sao satis-
feitas. 
Assim 
Também, 
e 
Deste modo temos 
ih 
'h2' 1 (k 't ) • D g 1+l 1 
E 
E F. 
li til 
H(E,F,E,F) 
~ llgll 
H(E,F) 
Portanto, f E H(E,F,E,F). Ainda, 
,z f 
e então 
A continuidade da inclusão segue do fato: 
Como E > O 
< 11 f li 
H(E,F,E,F) 
~ llgll 
H(E,F) 
é arbitrária obtemos 
81 
< llxll 
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G 
< 11 xll 1 + E • 
Para demonstrar (3) procede-se de modo análogo mas com a função 
f(z
1
,z
2
) == z
1 
g(z
2
). 
Completa-se assim, a demonstração da proposição. 
3.4.2. PROPOSIÇÃO. Seja IE = (EOO' ElO' Eül' E11 J uma famÍlia ad-
missível de quatro espaços de Banach 
j = 1, 2. Então, 
0<8. <1, 
J 
com normas equivalentes. 
DEMONSTRAÇÃO. Inicialmente provaremos (1). Seja 
e g E H(lE) tal que 
2 a a 
A função 
De fato, 
A continuidade e analiticidade de f respectivamente, 
o 
S seguem destas mesmas condições sobre g. 
n 
Não é difícil ver que 
Deste fato, conseguimos 
em S 
n 
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e 
e 
Portanto, 
Também, 
e então, 
11 f]] 
H (IF) 
= llgll 
H(IE J 
< ro 
2 
(z z J = 8 g (l z z J l' 2 8z
1
8z
2 
- 1' 2 
e isto nos diz que 
Para obter a continuidade da inclusão fazemos, 
(l-81)82 
llxll < llfll = llgll 
H (IF) H(IE J 
Desde que, g em H(IE) foi tomada arbitrariamente temos, 
e e 
llxll 1 2 
Até agora provamos que, 
74 
• 
( 4 I 
e 
l 5 I 
mos 
e e 
llxll 1 2 , para 
75 
xE[EOO' 
Para obter a inclusão contrária usamos (4) e entao, encontra-
(l-e I 0 
E I l 2 c 
01 
ou seja, 
Para x em [ElO' E00 , Ell' 
e e 
llxll 1 2 
Fica assim demonstrado (1). 
J de (5) J obtemos 
(1-8 )O 
< 11 xll 1 2 
Para provar {2) procede-se, de modo idêntico trabalhando com 
A prova de (3) é obtida aplicando-se (1) e (2). 
CAP!TULO IV 
EQUIVAL~NCIA ENTRE OS ESPAÇOS DE INTERPOLAÇÃO 
Neste capítulo demonstraremos que, sob certas condições, os 
espaços IE 8 e IE
8 
coincidem. A inclusão IE
6 
C IE
8 
é obtida sem a 
necessidade de hipóteses adicionais. A recíproca, isto é, a inclu 
são IE
8 
C IE
0 
necessitará de uma hipótese suplementar, a saber, 
uma hipótese de reflexividade. Seja IE = (Eklk E O) a família de 
espaç.os de Banach em consideração. A hipótese de reflexividade se 
rã apenas sobre o esoaço E
0 
E IE, (O =(0, •.• ,0) E o). Então se E
0 
for reflexivo vamos ter 
e 
IE 8 = IE • Incidentalmente, este resulta 
do implicará que o método complexo para 2n espaços de Banach nao 
pode ser, em geral, reduzido a iteração do método complexo para 
pares de espaços de Banach. 
A inclusão contrnua IE 8 C IE
8 
seguirá sem dificuldade. Entre-
tanto, a - 8 demonstraçao de que IE c IE 8 é demasiadamente longa 
técnica. Dividiremos então, esta demonstração em diversos lemas. 
4. l. A INCLUSÃO IE C IEe e 
e 
Faremos aqui a discussão da inclusão, IE 0 c IE 
8
• A demonstra-
ção seguirá de modo natural 1 sem o auxílio de resultados mais ela 
borados. 
4.1.1. TEOREMA. Sejam IE = (Eklk E O) uma famrlia admissrvel de 
espaços de Banach e O< e= {o 1 , •.. 1 Gn) < 1. Então, 
1 
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(l) IEe c IE 
e 
e 
I 2) llxll 8 < 1Lx11 8 ' 
para todo X eM IEe· 
DEMONSTRAÇÃO, Para x em IE 81 e, um número positivo r:, consideremos 
uma função f em H(IE) tais que, x = f(8) e 
I 3 l 
A função g 
I 4 l 
11 f li < llx11 8 + s 
H( IE) 
definida em s , pela expressao, 
n 
z 
f n f(u1 , ... ,un) dun ••• du1 l/2 
(convergência em LIE) 
pertence a H(IE), De fato, sendo M ~ sup(llflz) IIIIE I z 6 S } te 
n 
mos, 
n 
< M IT 
j~l 
IH I z. I l 
J 
para todo z = {z 1 , ... ,z0 ) em 50 . Assim a condição (1) da defini-
çao 3,2.1 está satisfeita, As condições (2) e (3) da mesma defin~ 
çao seguem da continuidade de f em s
0 
e da sua analiticidade 
o 
em 
S , respectivamente, Para a verificação da condição (4) da definição 
n 
3,2,1, consideremos 
n 
t = (t
1
, •.• ,tn) em IR , h= {hl, ... ,h) 
. n 
IRn com h.~ O, j = l, ... ,n e, observando que 
J 
kl+itl k. l+it. l k.+i(t.+h.) k.+l+it.+l k +it 
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em 
I I ]- J- I J J J I J J I n n g(k+it)= ... ... f(u1 , ... ,un)x l/2 l/2 k .+it. l/2 l/2 
com k 
ih 
(SI 6 g(k+itl 
ou seja, 
k
1 
+i (t
1
+h
1 
I 
= Ikl+itl 
J J 
k +i (t +h I 
I 
n n n 
f(u1 , .. ,,u )du ••. du1 k +it n n 
n n 
ih 
It +h It +h g(k+it)=(i)n tl 1 •.. tn n f(k 1+is1 , ... ,kn+isn)dsn ... cts1 
l n 
c\ 
= (i)ni f(k+is)ds 
I t,t+hl 
(convergência em L,'IE) 
ondG [t,t+h] :::: 
n 
X 
j=l 
[tj' tj+hjl ê o produto cartesiano dos interva 
los [ t. 1 t .+h.] para J 
J J J 
l, ... ,n. Desde que a função f(k+it) é 
Ek-contínua, na variável t, e o espaço Ek está imerso continua 
mente no espaço de Banach ZIE 1 segue que a integral da função 
f(k+it) em [t, t+h] converge, segundo a norma de Ek, e coincide 
com o valor da integral da mesma função f(k+it) em [t, t+h] se-
gundo a norma de i:IE, acarretando deste modo que 
1.~ 
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~ih g(k+it) EO Ek 
d O h n -para to o k em , quaisquer que seJam t e em IR , Tambem da re-
lação (5) obtemos 
f;. ih g(k+it)ll l n 
11 < 11 f li rr Ih I ~ 11 f li < n n H (IE) j~l J H I IE) rr h. Ek TI Ih· I 
j~l J j~l J 
para todo k E O. Daqui concluimos que 
I 6) llgll_ <]]fJl <co 1 
H (IE) H (IE) 
provando assim que g pertence ao espaço H(IE}. 
A seguir, da definição da função g, como dada em (4) temos, 
azl'''azn 
e então, 
x ~ fiel ~ 
azl ..• azn 
El 
(<0) E IE 
Ainda mais,das desigualdades em (6) e (3), obtemos 
e 
llxll < 11 gll 
H(IE) 
< llf 11 
H (IE) 
<llxii 8 +E. 
Desde que E > O é arbitrário obtemos que, 
"' 
80 
concluindo assim a demonstração do teorema. 
4. 2. A INCLUSÃO 
e 
A prova da inclusão contínua, IE c IE 8 , decorre dos lemas 
4.2.1 e 4.2.2. No lema 4.2.2 faremos uso da hipÓtese de reflexivi 
dade. 
4.2.1. LEMA. Sejam IE = (Eklk E O) uma família admissível de es-
paços de Banach e f um elemento do espaço H(IE). Se para t ~ 
= (t
1
, ... ,tn) variando em t~ conjunto A de medida positiva conti-
do em IRn, existir o limite de 
I li 
n 
rr 
j~l 
h. 
J 
em E
0
(0=(0, ••• ,0))quando h 
zero, então 
I 2 I 
onde o < e = ( e 
1
, ••• , e n) < 1 • 
DEMONSTRAÇÃO. Denotem0s por a(t) o limite da expressao 
tender a 
em I lI 
quando h tende a zero. Para uma n-upla q = (q1 , .•. ,qn) de nume-
ros positivos, definimos a função f em S por, 
q n 
f ( z) ~ 
q 
~il/q f(z) 
n 
IT (1/q.) 
j~l J 
81 
onde z E Sn e 1/q = (l/q 1 ,~ .. ,1/qn). Desde que, 
~f (it)-f (it)IE 
q s o 
< li f (it)-a(t) 11 + li f (it) 
q E0 s 
segue da hipótese que, 
( 3) li f (it) - f (it) 11 ~ o 
q s E0 
-a(t)IIE 
o 
quando q - oo, s ---+ 00 para todo t em A. (q ---+ oo q,-+oo, 
J 
j~l, ... ,n). 
Para cada 
por, 
onde 
H (IE) • 
n q = (q
1
, ... ,qn) E IN , a função g 
g(z) 
2 z ~ 2 Zj t e > Q 1 
definida em S 
n 
pertence a 
o 
De fato, desde que f é contínua em Sn e holomorfa em Sn 1 o mesmo 
ocorre para a função g. Desde que, f E H(IE) segue que g(k+it) E 1\, 
(k = (k 1 , ••• ,kn) E n) e também, 
llg(k+it)ll 
Ek 
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provando que g(k+it) é Ek-limitada. Para concluirmos que a fun-
ção g pertence ao espaço H ( IE) , resta-nos verificar que g (k+it) 
é Ek-contínua. Para tanto, definimos inicialmente a função, 
onde k' = (k
1
' , ... ,k~ 
1
,k'.+l' ... ,k ) k' =O ou 1 (r=l, ... ,j-l,j+l, ..• ,nl 
J- J n r 
e (t 1 , ... ,tj-l, tj+l' ... ,tn) é arbitrariamente fixado em IRn-l. 
Agora, de 3.1.1(1) ve-se que, 
( 4) 
onde n h' = (l/q 1 ,. .. ,1/qj-l' hj' 1/qj+l'' .. ,1/qn) E IR , 
t = 
= (tl, ... ,t., ... ,t) 
J n 
e, k = (k
1
, ••• ,kn) E D. Desde que f E H (IE) 
da segunda parte de 3.2.1(4), obtemos 
( 5) llq,. (t.+h.) 
J J J 
- ~.(t.)IIE 
J J k 
< [ 11 f 11 
H (IE) 
Ainda, da desigualdade em (4), temos 
~il/q f(k+i(t+h.e.)) - 6il/q f(k+it) = 
J J 
n 
TI (l/q )] 
r=l r 
dj 
- [~. (t.+h.+l/q.)- •. (t.+h )] -[0.(t.+l/q.) - •. (t.)] 
JJJ ]]]] ]] J JJ 
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onde e. é a n-upla com 1 na j-ésirna componente e zero nas res-
J 
tantes. Agora usando (5), obtemos 
( 6 ) llilil/q f(k+i(t+h.e.)) - 1\il/q 
J J 
f (k+it) li E 
k 
n 
< 
< 211 fil 
. H (IE) 
TI (l/q )] 
r r=l 
• I h. I 
J 
r~j 
Desde que, 
"il/q f(k+i(t+h))-ilil/q f(k+it)~ilil/q f(k+i(t+h)) ·-
- ilil/gf(k+i (t+h-h e ) ) + 
n n 
"il/q f(k+i(t+h-
n 
E 
p=s 
n-l 
í [ ilil/q f (k+i (t+h -
s=l 
h e ))] , 
p p 
usando a estimativa em (6), conseguimos 
n 
L 
p=s+l 
h e ) ) -
D p 
111\il/q f(k+i(t+h))-ilil/q f(k+it)IIE < M(lhnl+lhn_
1
1+ .•. +lhJ.Il 
k 
onde M ~ max{21ifll 
H(IE) 
g(k+it) é Ek-contínua. 
n 
TI (l/qr) 
r=l 
J = l, .•. ,n}, acarretando que 
r~j 
Portanto g E H(IE) e ent:io, 
f (0) E IE
0 q . 
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Consideremos a seguir, duas n-uplas, q = (q
1
, ... ,qn) e 
s = (s
1
, ... ,sn) 1 de numeros inteiros positivos, Do 
temos 
( 7 I 
n 
log 11 (exp (o L 
j=l 
- fs(E>)]IIC-l < 
lema 1,4.1, 
< f 
n 2 
[log ll(exp(o i (k.-t.)))(f (k+it)-f (k+it)IIE IPk(Ccl,t)dt + 
IRn j=l J J q s -'K 
+f [ logll (exp(-ô ~ t 2ii (f (it)-f (it))IIE. ]P
0
(e,t)dt + 
A j =l J q 8 k 
f 
n 
[ logll (exp (-o f. 
A' j=l 
t
2
)) (f (it)-f (it))IIE ]P
0
(e,t)dt 
J q s k 
onde t = (t
1
, ... ,tn) E IRn, k = (k
1
, ... ,kn)E De A' é o comple-
mentar em IRn, de A. Pelo fato de f E H(m) obtemos 
llf (k+it) 
q 
- f (k+it) 11 
s Ek 
e consequentemente, 
< 211fll 
H (IE) 
n 2 
ll(exp(o f. (k.-t.)))(f (k+it) 
j=l J J q 
- f (k+it)JIIE 
s k 
Segue daqui que, 
(k E O) 
< 2enóllfll 
jj (IE) 
l 
' 
85 
n 2 ô 
logll (exp(ô L (k.-t.))) (f (k+it)-f (k+it))IIR < log(2en llfll ) ~ M 
i ~l J J q s -k - jj (:ill) 
para todo k = (k
1
, ... ,k ) em D. Agora, usando est.e fato em 
' n 
obtemos 
n 
logll(exp(ô L 
j~l 
< J [ logll (exp (-ô ~ 
A i~l 
pois 
- f (8) ]li < 
s 8 
t
2
)). (f (it)-f (it)) IIE ]P
0 
(0>,t)dt 
J q s 'o 
l. Desde que llf (it)-f (it) IIE- O 
q s o 
( 7) 
+ M ' 
do q ~ oo e s -+ = , para todo t no conjunto de medida oositi 
va A, concluimos que o segundo membro da desigualdade acima téndé 
a -= . Portanto, 
n 
logll (exp(ô E 
j~l 
-f (8)]11 
s 
quando q -+ = e s -+ = • Isto implica que 
n 
11 (exp (ô E 
j~l 
- f (8) l 11 ~ o s e 
quando q -+ = e s -+ = • Logo, 
quando g-------+ co e s --+- oo, provando assim que a sequência 
86 
(f (8)) =
1
n 
q qc~· 
é uma sequência de Cauchy em IE
0 
e COHlO tal, converge a um eleme~ 
to b(8) de IE 8 . Desde que o espaço IE 8 
está imerso continuamente 
no espaço I:IE, concluimos que a sequência (f (8)) EINn q q- converge 
a b (8) no espaço LIE 1 quando q --+- oo, Também, desde que f ]X!rtence ao 
espaço H(IE) segue que o limite iterado da sequênci.a (fq(A))qEINn 
· IE l (l.) 0 exlste em L e va e, 
dz
1 
•.. rlz
0 
(C~)) • Desde que o espaço 
I:IE e um espaço de Banach, concluirnos que 
e então, 
como queríamos demonstrar. 
4,2.2. LEMA. Seja IE = (Ekjk E D} uma famÍlia admissivel de esp~ 
ços de Banach de modo que, o espa-ço E0 Em (O = (O, •• ,,O)) seja 
um espaco reflexivo. Então, para toda f E H(IE), existe o limite, 
I ll lim 
6ih f (it) 
h~o 
n 
rr h. 
j~l J 
em E
0
, para quase todo t=(t11 ••• 1 tn) 
em IRn e h. r'- O 
J 
(j=l 1 ••• 1 n). 
n 
em IR 1 com h=(h1 ~···~hn) 
DEMONSTRAÇÃO. Inicialmente, definimos a função F, para todo 
n 
t= (t
1
, ... ,tn) emiR 1 por 
1 
' 
12 I Flt) Z 1-l)n-lklflik o t) = Ait fiO) E E
0 kED 
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lkltl, ... ,k t) . Desde _ n n 
que, 
I 3 l 
para provarmos o lema basta provarmos a existência do limite 
lim 
h+O 
n 
;h Fltl/ rr 
j=l 
h., para quase todo 
J 
t em 
A função F, como definida anteriormente, satisfaz a relação 
14) Flt+h) - Flt) = Z 1\ilk 0 h +ll-k) 0 t) flik o t) 
kED 
kfO 
onde 1 = (1,1, ... ,1) E n, e então da definição 3.2.1(4), obtemos 
li F lt+h) - Flt)IIE < 
o 
llfll I z 
HIIE) kEO 
k;'O 
n 
rr lk-h. 
j=l J J 
+(1-k.)t.ll, 
J l 
acarretando a continuidade de F e portanto, sua imagem F(IRn) 
está contida em um subespaço separável M, de E0 . 
Agora, para cada n-upla, r= (r
1
, ... ,rn) em ~~n definimos 
e colocamos, 
.~il/r flitl 
n 
rr (l/r.) 
j=l J 
A (t) 
r 
{F (t) I s > r}. 
s 
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(Aqui, s = (s
1
, .•. ,s) >r= (r
1
, ... ,r) 
n - n 
significa que s. >r. 
J- J 
j = 1, .• , ,n). De (3), obtemos que F (t) E M e assim, A (t) C M. 
s r 
Desde que, M é fracamente fechado em E0 segue que o fecho 
S (t), de A (t) em E
0
, está contido em M, ou seja, 
r r 
s ( t) 
r 
---w 
A (t) C M • 
r 
Novamente, da definição 3.2.1(4) obtemos 
e então 
1 
Assim, 
11 F (t) 11 
s E0 
< 11 f li 
H (IE I 
= c 
llxll < c}. 
E o 
A (t)w C B(O;c)w = B(O;c) = B(O;c) 
r 
fraco 
Como o espaço E0 é reflexivo, tem-se que B(O;c) e fracamente com-
pacto e então 1 segue que S {t) também o é. Desde que 1 a famÍlia . r 
{Sr (t) I r E IN°} tem a propriedade da int.ersecção finita e 
Sr(t) C s
1 
{t) para todo r em lN°, concluimos que, 
S(t) - n 
rEIN° 
S (t) C M 
r 
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é nao vazio. Podemos definir então, uma função g que a cada 
n 
t = (t
1
, ..• ,tn) em IR associa um elemento de S(t). Assim, g é 
uma função separável e limitada. 
A seguir, para cada funcional limitado L definido em E
0
, defi 
nimos a função ~,colocando 
•\t) ~ L(F(t)) 
n para todo t em IR . Sendo s 
n 
(s
1
, .•. ,sn) Em 
1 
de (3), obtemos 
~ L 16i 11/s) f (it) )~ 
n 
TI 11/s.) 
j~1 J 
6 (l/s) L (F (t)) 
n 
TI 11/s.) 
j~1 J 
~ 
6 (i/s) F(t) 
L I ) 
n 
TI ( 1/ s . ) 
j~1 J 
6 11/s) ,(t) 
n 
TI (1/s.) 
j~1 J 
Isto acarreta que a imagem L(Ar(t)), do conjunto Ar(t), 
aplicação L é dada por 
( 5) 
6(1/s) ,(t) 
L(Ar(t)) ~ {---n~----~~-
TI 11/s.) 
j~1 J 
\ s > r) ., 
pela 
Desde que Sr(t) é fracamente compacto e L -e fracamente contí-
nua, segue que L(Sr(t)) é um compacto de~ e portanto 
em~- Assim, ternos 
fechado 
L(S (t))=L(A" (t) "1 C L(A (t)) C L(S (t)) = L(S (t)) 
r r r r r 
ou seja, 
( 6 I L(S (ti I 
r 
L(A (t) I 
r 
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Passaremos agora, a discutir a existência da derivada mista 
, da função~. Para um número inteiro e positivo m, 
3t1 ... 3tn 
colocamos Y ={tI t = (t
1
, ••• ,t I E IRn, lt.l < m (j=l, .•. ,n)l. 
m n J 
De (4), obtemos 
o{t+h.e.)-f (t) = L(F(t+h.e.)- F(tll 
J J J J 
L( ,iy f('t I I u l .e. 
J J 
onde -ej c a n-upla com l 
na j-ésima componente e zero nas restantes. Assim, 
loCt+h.e.)-o(tii<IILIIIIfll lt1 l ..• ltJ._ 1
1 lh.l lt 
1
1- •• lt I, 
J J - H ( IE) J J+ n 
ou seJa, 
lo(t+h.e.) -o (tll < (IILII llfll m(n-l)lih.! 
J J H(IE) J 
para todo t em Y 
m 
Também, de (3) e da definição 3.2.1(4), obtemos 
1 
' 
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n 
11 f I' rr 
H(IE) j~l 
para todo tem Y. Portanto de W,H. Young [l], concluimos que a 
m, 
. an '(t) 
derivada m1sta, dtl ... Cltn existe em quase toda o arte de Ym.- Como 
IRn = U 
mE IN 
y ' m 
toda parte de 
segue que a derivada mista de ~ existe 
n IR • Agora, de {5) e (6), obtemos 
an ' ( t) EL(S (t)) 
r 
em quase 
para quase t em e para todo r em e portanto, 
an '(t) 
at
1 
... at 
n 
E n 
rEllin 
Desde que, diam L(S (t)) = diam L(A (t)) --+O, quando 
r r 
r--+ oo, 
segue que diam n L(S (t)) ~O 
r 
e isto significa que a inter-
-secçao, 
rEINn 
L(S (t)) e 
r 
constituída apenas do elemento, 
Mas, L(g(t)) E L(S(t)) C n 
rEThln 
L(Sr(t)) eportanto
1 
L(g(t)) ~ 
an '(t __ ) -
êltl ... atn 
an '(t) 
Çrt
1 
••• Clt
0 
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Como o funcional linear limitado L em EQ foi tomado arbitrariamen 
te, segue que g é fracamente mensurável. Sendo também separável 
segue que ela~ fortemente mensurável. Ainda, a função g sendo 
limita da, temos 
L (F (ti I 3n ' --'~-'---(u 1 , ... ,u0 )) Clun •.. du 1 
aul'''dun 
Assim, 
e portanto 
Logo, para t = (t
1
, .•• ,tn) 
"h F (ti 
n 
-=co-'~'- - g I t I 11 < 
íl h. E o 
j~l J 
acarretando que, 
quando h __,_ O , 
6h F (ti 
~ g(t) (em 
n 
TI h. 
j~l J 
' 
n para quase todo t em IR . 
Fica assim provado o lema. 
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E 0 1 
4. 2. 3. TEOREMA. Seja IE = (Ek [ k E O) urna família admissível de 
espaços de Banach e E
0 
E IE {O= (0, .... ,O) E O) um espaço refle 
xivo. Então, 
(lI 
e 
(2 I 
8 
8 
IE C IE 
8 
8 llxll8 < llxll 
para todo X em IE e Ü < 0 = (8 1 , ... ,8n) < 1. 
DEMONSTRAÇÃO. Seja El x E IE e consideremos f em HCIE) tal que, 
( 3 I X ~ (8) 
e 
( 4 I El < 11 xll + E 
Desde que o espaço E
0 
E IE é reflexivo; aplicando 
4.2.2 e 4.2.1 (nesta ordem) concluimos que 
X 
provando a inclusão algébrica 
Provaremos a seguir,a desigualdade, 
11 11 11 X 11 
(-) 
x e < 
94 
os lemas 
El 
para todo x em IE Para tanto, consideremos r~ (r1 , ... ,r11 ) em 
lli 
11 
e definimos a função f em S por, r n 
f I z I 
r 
=f(z
1
, ... ,z)= 
r n 
11 i(l/rl f(zl 
n 
n (l/r . 1 
j~l J 
onde l/r= (l/r
1
, ... ,1/rn). Vimos na demonstração do lema 4,2.1, 
que a função 
onde 
2 
z 
Desde que, 
2 
( I e cz f (z I g z ~ r r 
n 
z 
j~l 
2 
Z, 
J 
e ~ > O , pertence ao espaço H(IE). 
(k+itl 2 ~ (k. +i t. I 2 
J l 
(k.-t
2
1+2ik.t.] 
J J J J 
temos, 
llg 11 
r H(IE) 
~ max sup 11 g (k+it) 11 
kEO t r Ek 
< max sup ens 
kED t 
llf (k+it) 11 
r Ek 
e então de (4) obtemos, 
llg 11 
nE (3 
<e (llxll + s) 
r H(IE) 
Ainda, no final da demonstração do lema 4,2.1 vimos que 
em IE
8 
, quando r ~ ~ e então, 
( 5 ) g (e) -
r 
n 
[ exp(s I 
j~l 
X = 
em IE
8
, quando r ------l- oo . Assim, 
(8) ~ X 
n 2 
[exp(o I 8.)] 
j=l J 
(f (8)-x) -o 
r 
llxll e 
n 2 n 2 
d(exp(-c Z S.))[g (8)-(exo(s I e.))x]ll + 
j=l J r · j=l J e 
n 2 
+ (ex?(-s I 8.)) llg (8) 11
8 j=l J r 
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<ilg(fl)-
r 
< llg (A)' -
r 
n 
(exp (E i 
i=l 
n 
(exp(E I 
j=l 
Agora, usando (5) obtemos 
2 nE e 8.))xll 0 +e illxll +E) J ,-, 
Desde que E > O é arbitrário segue que, 
como queríamos. 
8 
llx11
8 
'é llxll 
4.3. A EQUIVAL~NCIA ENTRE IE 8 e 
8 
IE 
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Dos teoremas 4.1.1 e 4.2.3 obtemos a equivalência entre os es 
paços de interpolação IEC~) e 8 -IE . Este resultado estara con·tido 
no seguinte teorema. 
4.3.1. TEOREMA (teorema da equivalência complexa), Seja 
IE = (Ekjk E D) uma família admissível de espaços de Banach, de 
modo que o espaço E
0 
E IE seja reflexivo. Então, 
11) 
e 
I 2 l 
para todo x em IE 8 . 
El 
= IE 
CAPITULO V 
DUALIDADE 
Neste capítulo estudaremos a dualidade dos espaços IE
8 
=[ IE 1
8
. 
Caracterizaremos o dual ([IE] 8 )' usando os espaços de interpolação 
dados pelo segundo método complexo de interpolação. Explicitamen-
te, mostraremos que ([ IE] 8 )' = [ IE']
8
.A inclusão continua [IE']
8 
C 
C ([IE] 8 ) • seguirá de uma vez, usando o lema 5.1.1. Para a prova 
da segunda parte, ([IE] 8 )' C [IE']
8 , que é bem mais elaborada ne-
cessitaremos, além de elementos de análise de Fourier, de um resul 
tado inserido no lema 5.2.2, 
5.1. LEMAS PREPARAT6RIOS. 
famílias admissíveis de espaços de Banach. Assumimos que, 
seja uma aplicação bilinear, de modo que sua restrj_ção a Ek toma 
valores em Gk (k E O} e 
( l) llyll 
Fk 
para xk E Ek e y E nrp. Então T pode ser estendida unicamente 
a uma aplicação bilinear contínua T, definida em 
lares em 
e 
G satisfazendo a condição, 
e IE x JF 6 com v a 
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I 2) 11 - 11
8 < 11 xll(-) 11 11 Tlx,y) "Ye 
" onde x E IE , y E IF c~ e O < 8 := ( e1 , ... , 80 ) < 1 . • 
DEMONSTRAÇÃO. Inicialmente provaremos que a desigualdade 
I 3) 
é verda:ieira para x E ZIE e y E nrp, concluindo assim que e 
uma aplicação bilinear contínua de (IIE) X cnrp) em J.G. Conside-
remos para tanto, um número positivo E arbitrário, x E l:IE e 
y E niT. Podemos então escrever x = I xk, xk E Ek e 
kED 
de modo que 
I 4 l 
Agora, da linearidade de T em x, de {!) e d~ (4), temos 
IITix,y) II[G < [ 
kECJ 
IITix ) 11 
k,y Gk 
< [ ~ 
kEO 
llxkll ] 
Ek 
k E O, 
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Corno E > O e arbitrário, obtemos 
Devido a extensão um tanto longa da demonst.raçào deste lema, 
exporemos a idéia central da mesma, que se resume no seguinte 
para X E IE 
E> 
e y E IFe queremos definir T (x,y). Desde que, 
X E IE 
E> 
e y E TI' 8' existem funções f E H(IE) e '1 E H (IF) tais 
que (8) e y ~ g (8). Então a partir de f e g def~ 
niremos uma função J(f,g) que pertencerá ao espaqo i-I(G). Lot;o, 
an e 
,,-o---"---cc,cc- J(f,g) (0) E [G] . Este será por definição o valor de T(x,y). 
az 1 ... aZn 
Primeiramente consideremos f E H (IE) e g E H
0 
(IF) (ver apên-
di c e A3) e definimos, 
B(f,g) (z)~ c 
2 
para 
o 
S • A 
n 
convergência da integral em IG segue 
da continuidade do integrando.Também, desc1e que o integrando de 
o 
fine uma função analítica definida em S cqm valores em EG segue 
n o 
que B(f,g) é analítica em Sn 
A seguir veremos que B(f,g) estende-se a uma função 
em S . Para tanto, escrevemos 
n 
contínua 
+ 
B(f,g) (z
1
+h
1
, .•• ,z
0
+h
0
)- B(f,g) (z
1
, .•• ,z
0
) = 
n-1 
~ 
r=l 
n 
I B(f,g) (z+h- L 
j=r+l 
n 
h.e.)-B(f,g)(z+h- z 
J J 
h. e. I I 
J J 
onde e. é o clássico vetor com um na j-ésima componente e 
J 
nas restantes. Desde que llg(z) llniF < c pois, g E H
0
(IF), 
de (3) e do corolário 3.2.5, temos 
+ 
n-1 
z 
r=l 
n 
IIB(f,g)(z+h- l: 
j=r+l 
n 
h.e.)-B(f,g) (z+h- I~ 
J J j=r 
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zero 
então 
[z.+h. 
n-1 r-1 
1 --[·[h [+l: 11 
1 n 1 
[z.+h.-2[·[h [ n [z.-2[1 
J J 2 n 1 . 1 r= J= J J r j::::r+l J 
Em resumo, temos 
n-1 
< c llf 11 1 n 
H(IE) j~1 
[z.+h. 
J J 
n-1 r-1 
-lI· I h I+ r rr 
2 n 1 . l r= ]"" 
.. ' TI' ' l . ,._ ,z 
1 n 1 
[z.+h.--[·[h [ n [z.--[1 
J J 2 r j=r+ 1 J 2 
\ 
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Agora, sejam A = { z = (z
1
, ... , z ) E S I m n n 
(w1 , •.• ,wn) elementos em Am. Da desigualda-
de I 5) acima, temos 
' 
n-1 
IIBif,g) lz)-Bif,g) lw) IILG < cllfll l rr 
HIIE) j~1 
n-1 
+ z 
r=l 
r-1 
n 
j~1 
I z. -li I z -w I 
J 2 r r 
n 
n 
j=r+l 
n-1 
< cllf]] [ l n-1 1 r-1 lm+2 1 lz -w I+" lm+-2 1 n n r=l HIIEI 
< c]] f]] lm + iln-1 
HIIEI 
n 
I I z -w I . 
r:o::l r r 
Assim, 
n 
lz. _l,llz -w I+ 
J 2 n n 
1 n-·r 
lm+2 l I z -w I 1 r r 
l]Bif,g) lz) - Blf,g) lw) IIIG < c
1 z I z r=l r 
-w I • 
r 
Esta desigualdade implica a continuidade uniforme da função B(f,g) 
no fecho Am' do conjunto Am. Como m é um número inteiro positivo 
podemos estender B(f,g) continuamente a S • A extensão de 
n 
aS será ainda representada por B(f,g). 
n 
I 6 I 
A função B(f,g) satisfaz a desigualdade 
IIBif,g) IILG < c 1 11+ lz.li, J 
Blf,g) 
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para todo z ~ (z
1
, ... ,z ) em S. De fato, primeiramente tomemos z n n o 
em S . Pelos mesmos argumentos, para obter (5), temos 
n 
< cll fll 
H(IE) 
o 
+ I z. I l 
J 
Seja agora, z = (z
1
, •.• ,zn) E 
derar uma sequência (zr)rEIN 
do para z. Logo a sequência 
s 
n 
e z li' s • Podemos 
n 
então consi-
to, da continuidade de B(f,g) 
segue que, 
IIB(f,g) (z) IILG < c
1 
em S e do fato, 
n 
11 + I z. I l 
J 
Assim a desigualdade (6) é verdadeira para todo z em 
o 
s 
n 
, convergi~ 
zj. Portan-
s 
n 
Para concluir que B(f,g) pertence ao espaço H!G) resta - nos 
verificar que 
6ih B(f,g) (j+it) 
pertence a G. onde J ~ 
J 
D 
' h 
~ (hl, ... ,hn) com 
l: 
kED 
(-l)n-]kl B(f,g) (j+i(t+ k o h)) 
(jl'""" 1 jn)' k ~ (kl, ... ,kn) pertencem a 
h. 
J 
t o ' j ~ 1, ... ,m e t ~ (tl'""'tn) 
pertence n a IR , e também que, 
1'! 
IIB(f,g)ll 
H (G) 
= m;:,x 
k 
sup 
h,t 
B (f,g) (k+it) li 
n 
TI 
j~l 
h. 
J 
o 
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seja finito. Seja então, z = (z 1 , ..• ,zn) E Sn e m:={TT1.,···,mn) uma 
n-upla de números inteiros positivos e colocamos 
h 
zrJ· = zr + imr jr 
r r 
=O,l, ... ,mre r=l, .•• ,n) 
Agora, de A.P. Calderón ([2], pag. 144) a integral , 
z +ih Lr r T(,., "z (u
1
, ••• ,u , ..• ,u ), 
oZ 1 •. , o n r n 
g(u
1
, ... ,u , •.. ,u) )du r n r 
r 
e o limite uniforme da sequência de elementos, 
m -l 
r 
L 
j ~o 
r 
n-l 
3 f ' o a a d (ul, .•• ,t. l'z . ,u l'''''u ),.g(ul''''' z
1 
... z 1 z +l' .. z r- r:J r+ n r- r n r 
u 
1
,z. ,u 
1
, ... ,B) 
·r-- rJ r+- n 
r 
e assim por aplicações repetidas deste fato, obtemos 
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z1+ih1 
z +ih z +ih 
f~ ih -r r r r r n n an f 
B(f,g)(z)-J ••. • .. J T(, , (u
1
, ••. ,u),g(u., ••• ,u))du •.• J oz
1 
... aZ n l n n z
1 
z z n 
para 
m -l 
l 
o 
z em S 
n 
r n 
(convergência em IG:) • 
Pela continuidade das funções envolvidas esta igualdade perma-
nece verdadeira para todo z em S
0
. Para referências futuras escre-
vemos 
(7) i\ih B(f,g) (z) ~ 
= l:i.rn ••• lirn 
m
0
-,.oo mi-+oo 
~-l m -l n 
); • . . z 
jl=O jn =O 
T( ,i(hl/ml, ••. ,h/m)f( , I ( 11 1..:1 n n z
1
. , ... ,z. ,g z
1
. , ... ,z . 
Jl DJn Jl DJn 
para todo z em S . 
n 
Seja agora z = k+it = (k
1
+it
1
, ... ,k +it), m = (m
1
, ... ,m) 
n n n 
uma n-upla de números inteiros positivos e colocamos 
z ' q 
r 
k + i(t +(h /m )j) onde jr = O,l, ... ,mr para r=l,2, ... ,n. 
r r r r r 
Desde que f E H ( IE) segue que 
s (z,h) = 
m 
m -1 
r i(h1/m., ... ,h /m I 1.: T (6 .L n n f(z
1
. , ... ,z . ) 
Jl DJn 
j =O 
r 
l<r<n 
Pertence a Gk' pois 
i(h
1
/m
1
, .•. ,h /m I 
6 n n 
a 
Seja 
o(hl supllg(k+i(t+TII- g(k+itiiiF 
k 
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pertence 
onde o supremo é tomado sobre todos os t = {t
1
, ... ,t
0
) e 
j=l, .•. ,n. 
(l), temos 
pertencentes a IRn 
Então para 
s. 
m. = 2 J 
J 
de modo que O < T . < I h. I , para 
- J - J 
i = 1,2, ... ,n, da desigualdade 
i(h1/m1 , ... ,h /m I IIT(6 n n f(z
1
. , .•• ,z . ),g(k
1
+it
1
, ••• ,k +it)-
Jl TIJn n n 
- g(z
1
J. , ••• ,z . li IIG 
1 TIJn k 
<li til 
H(IEI 
n 
rr ( [;h . I /m . I • o (h I . 
j=1 J J 
Somando sucessivamente em j
1
, ..• ,j
0 
, obtemos 
-S (z,h)ll• < 
rn Gk 
11 f li 
H (IE I 
r. 
n 
n I h I 
j=l J 
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ó Ih I . 
Agora, sendo qj = 2 J, pj = 0,1, ..• ,qj (j = 1,,., ,n), usando 
a desigualdade acima, escrevemos 
i ih 1/q 1 , •.. ,h /q I IIT(6 n n 
< 11 f li 
H(IEI 
n 
n 
j=l 
Somando sucessivamente em 
lls (z,hl -
q 
+ i(t 
n 
< 11 f)l 
H(IEI 
q -l 
l 
L 
P =O 
l 
n 
n ih. I 
j=l J 
q -1 
n 
L 
p =0 
n 
h 
n -, I I -
q "n 
n 
hl hn 
p I I, 1-, .. .,-1 I 11"-
n ql qn ~k 
obtemos 
Corno 
q -l 
l 
" P ~ol 
temos 
lls 
m 
... 
q -1 
n 
" P ~on 
0 
q(z,h) 
h h 
S( (k
1
+i t t
1
+ _l p
1
) , •• .,k +i ( t +-"- pn) ) , 
q1 n n ~ 
r • • • r 
S ((k
1
+it
1
, .•• ,k +it ), (h
1
, ••• ,hn)) m o q . n n 
-S (z,h)IIG 
q k 
< 11 f 11 
H (IE) 
h 
-"-l ) ~ 
~ 
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Desde que iS (h) ---+ O quando h ____,_ O, concluirnos que a sequência 
(S (z,h)) é uma sequência de Cauchy em Gk e então, converge 
rn mEllin 
a um elemento de Gk. Como Gk está imerso continuamente no espaço 
de Banach, IG, segue que esta sequência também converge em í:<r.:. 
Mais ainda, de (7) concluimos qüe ela converge ao elemento 
ih 
ó (f,g) (z) em Gk. 
Agora de {1), obtemos 
IIS (z ,h)ll 
m ~ 
< 
< 
m -1 
r 
I 
i ~o 
r 
1<1:'( n 
m -1 
r 
" i ~or 
l<r<n 
ilfl1 
H (IE) 
n 
_l) ( rr ih.l 11 g11 
j~1 J m. H (IF) J 
n 
11 f li 
H (IE) 
11 gll rr 
H(IF) j~l 
I h I • 
J 
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Desde que a sequência (Sm(z,h)) n converge a !:J.ih B{f,g) (z) em 
mEIN 
Gk obtemos 
li 6ih B(f,g) (k+it) 
< 11 f li llgll 
h. 
Gk H(IE) H(IF) 
J 
e então, concluimos que 
I 8) IIB(f,g)ll 
H (G) 
< 11 f li 
H (IE) 
llgll 
H( IF) 
Esta desigualdade nos diz que a aplicação B e uma aplicação bili-
near continua de H(IE) x H
0
(IF) em H(~). Pelo fato de 
ser denso em H(IF), a aplicação B é estendida a uma aplicação bi-
linear, J, de H ( IE) x H (IF) em H (G) e preservando a desigualdade 
acima, isto é, 
I 9 l IIJif,g) 11 < 11 f li llgll 
H (G) H (TE) H (TF) 
Verifica-se sem dificuldade que a aplicação B tem as proprie-
dades: 
(lO) 
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onde h é uma função com valores escalares,contínua e limitada em 
o 
S
0 
e analítica em 5
0
, de modo que hg pertença a H0 (IF) (ver apênd~ 
ce A3) e 
I ll) B(f,g) (z) 
se ~ h(z) 
A seguir veremos que estas propriedades sao tanmém satisfeitas 
para a aplicação J, Para tanto, observamos que para~ em H(G) e ~l 
em H (:t:E ) 
e 
as aplicações 
an 
h(u
1
, •.• ,u )~~ .p (u11 •• ,,un) dun ••• du1 n uz
1 
... oZ
0 
,n 
hiu1 , ... ,ul., " nuz 1 ... "zn 
sao casos particulares da aplicação B e então, de (8) resulta, 
< 11~ 11 
H (G) 
e 
llO 
llhll 
H I <C) 
Agora, integrando as identidades em (10) e (ll) obtemos respe~ 
tivamente, 
Blf,hg) lz)=Jzl···lzn hlul, .•. ,u )" 3n 3 Blf,g)lul, .. .,un) dun ... dul 
1 1 n•1··· ~ 
2 2 
= N IBif,g)) lz) 
e 
NIBif
1
,g)) lz) . 
Desta Última igualdade e do fato N
1 
(f
1
) (z) === f (z), obtemos 
Em resumo obtivemos os resultados, 
I 12 l Blf,hg) = IN o B) lf,g) 
e 
113) f E HIIE) 
1 
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Consideremos a seguir um elemento g em H(IF). Da densidade de 
H
0
(IF) em H(IF}, podemos considerar uma sequência (gn)nErn em H
0
(IF) 
convergindo a g, segundo a norma de H(IF). Então de (12) e (13} 
• 
escrevemos respectivamente 
e 
Agora, da continuidade de J e No J, temos 
I 14 I J (f,hg) = (N o J) (f,g) 
e 
(15) 
De (14) e (15) obtemos respectivamente 
,n 
N(J(f,g)) (z)=h(z) -;c---"0--.cc- J(f,g) (z) 
CJz
1 
... azn az 1 ... rlzn 
e 
dn dn 
'z1 ••• 'zn J(N1f1,g) (z)= 'z '<' o o a l • . • o "n 
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e assim concluimos que as pripriedades (10) e (11) 
' 
-sao verificadas 
para a aplicação J. 
Consideremos a seguir O< 0 = (6
1
, ... ,Gn) < 1 e definimos a 
aplicação bilinear T em 
e e 
IE x lF 8 tomando valores em G da 
guinte maneira: 
e 
se x E IE , y E IF 
8 
e f E H ( IE) , g E H ( IF) tais que, 
g(A) ~ y então, colocamos 
T(x,y) J(f,g) (A) 
Para verificar que T está bem definida, observamos que 
(16) o ou g!Bl~o, J (f,g) (8) ~ 
se-
o . 
Sejam então f 1 e g 1 em H(IE) e H(IF) respectivamente,tais que, 
(8) ~ X e 
Logo de (16) temos 
ll3 
an 
' ' J lf-fl,g) 18) + oz
1
.,,ozn 
e assim T está bem definida. 
A seguir verificaremos que a desigualdade {2) ~~ verdadeira. Co!:! 
sideremos então, um número positivo E e f e g em H(IE) e H(IF) res 
pectivamente tais que, 
e ainda, 
az 1 ... Oz n 
fiA) 
11 f li 
HIIEI 
< 11 xll 8 + c 
IE 
~ X gl8) y 
e llgll < llyll + E 
H IIF) IF e 
Agora, da desigualdade ( 9) , ob·temos 
IITix,y) 11 
f) 
G 
llgll 
J(f,g)(t))ll B < 
G 
< 1 llxll 
IIJif,g) 11 
HIG) 
+ s) . < 11 f li 
HIIE) H I IF) 
+ c 1 111 yll 
IF
8 
Desde que E > O é arbitrário, segue que 
IITix,y)ll 8 < 
G 
llxll 8 
IE 
llyll 
IFe 
< 
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Para encerrar a demonstração deste lema resta-nos verificar que 
T é extensão de T. 
Sejam 
8 
x em :rn e y em i'IIF. Podemos então, considerar f em 
H ( IE) tal que, e também considerar a função g 
em H
0
(IF) definida por , 
n 
2 
n 
2 8 ( E z. - E e i l 
j~l J j~l 
g ( z) ~ g(zl, ... ,zn) ~ e y 
onde 6 e um numero positivo. 
Assim, 
T(x,y) 
8n 
J(f,g) (A) 
3n 
B(f,g) (8) ~ ~ ~ 
dz
1 
•.• dZ
0 
dz 1 .•• 3z0 
f (8)' g (él)) = T(x,y). 
Desta forma completamos a demonstração do lema. 
5.1.2. LEMA. Seja A um espaço de Banach e A' seu dual topológico. 
O dual I L 1 (A) ] ' do espaço L1 (A), das funções integráveis, defin~ 
das em IR 0 , é isomorfo e isométrico ao espaço A(A') das funçÕes g, 
definidas em IR 0 e tomando valores em um espaço contendo A' e tais 
que 
( l) 1\h g(t) ~ [ 
kED 
(-l)n-lkl g(t+ k o h) E A' 
( 2) llgllA(A') ~ sup 
t,h 
h 
(', g(t) 11 
n 
n 
j~l 
h. 
J 
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< 00 
A' 
ondet= (t
1
, ••. ,tn) e h= (h
1
, ... ,hn) comhj ':f O, J = 1,2, •.. ,n, 
são elementos de IRn 
A dualidade é dada pela relação 
<f ,g > f <f,dg > 
IRn 
Ainda 
(3) <f,dg >I < llgllA(A') 11 f[[ l 
L (A) 
para toda f em 
DEMONSTRAÇÃO. Seja g E A(A') e f E Cc(A) o espaço das funções 
contínuas, de suporte compacto, com valores em A. Definimos, neste 
caso, f n <-f, dg >, como o limite das somas de Riemann, quando a 
IR 
norma da partição tende a zero, isto é, 
m -1 
r 
(hl. , ..• ,h.) 
J <f, dg > = lim L 
j ~o 
<f(Tl. r•••rT • ), 
Jl DJn 
Jl DJn 
6 g(x1 . , .•. ,x. )> J1 DJn 
IRn 
onde X . 
rJ r 
r 
l<r<n 
< '[ . 
rJ r 
< xr(j +l}' 
r 
h . 
rJ 
r 
= xr(J' +l)- x . e 
r r]r 
r-l, ... ,n. 
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Pelo fato de f ser contínua e de suporte compacto, e g ser de va-
riação limitada em um retângulo contendo o suporte de f, segue que 
a integral exis,te (ver J. C. Prandini ([ 1], pag. 17 ) . 
Desde que 
ih1 . , ... ,h. I m -l r 
L 
i ~o 
J 1 D] 
tJ. ng(xl. , ... ,x. )>i 
Jl DJn 
r 
1< t·<n 
ocorre que 1 
14 I 
< llgiiA(A') 
m -l 
r 
L 
i =O r 
1 <r<n 
if <f,dg>l::_llgiiA(A') 
IRn 
w 
qualquer que seja f em C (A). 
c 
11 f li l 
L (A) 
Consideremos agora uma função femL
1
(A), DadensidadedeC(A) 
c 
em L1 (A) podemos considerar uma sequência (f ) EIN em C (A) 
m m c 
gindo a f, seguindo a norma de L 1 (A). Definimos então, 
I n <f ,dg> = lim J m ~oo n <f ,dg > m 
IR IR 
Este limite existe, pois da desigualdade (4) obtemos 
conver 
<f ,dg > -
m 
<f ,ag >I s ::_llgll,( 'lllf -f 11 l ll A m s L (A) 
• 
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Usando novamente a desigualdade (4) obtemos 
1) <f ,ctg >I 
IRn 
< lim llgll,( ')llf 11 1 
" A m L (A) 
~ llgiiA(A') 11 f li 1 
L (A) 
e assim provamos a veracidade da desigualdade em (3). 
Definimos em seguida a aplicação, 
por 
<f,l/J(g)>~j <f,dg> 
IRn 
paragem A(A') e f em L1 (A). 
Claramente, ~ e uma aplicação linear. Também, de (3) temos 
( 5) 
Para mostrar que \jJ é injetora, basta mostrar que se \).J(g) =O , 
então g é equivalente a função nula. Para isto, consideremos 1..liTl ele 
n 
menta qualquer x em A e colocamos f=Y[a,b]x, onde [ a,b]= 
e XB é a função característica de B. Logo , 
rr [a.,b.] 
j~1 J J 
lim 
lim 
o 
i =O 
r 
l<r<n 
m -1 
r 
" i =o r 
l<r<n 
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f <f' dg > 
IR~ 
- f <f' dg > 
[ a ,b) 
= 
<f(T
1
. ,,,,,L . ), 
J1 nJn 
lh1 . , ••• ,h. I Jl nJ 
6 n g(x
1
. , ... ,x . )> 
J l DJn 
(hl . , •.. , h . ) 
Jl DJn 
<x ,6 h glx1 . , •.• ,x. )>=<x/~' g(a1 , ••. ,a )> Jl n]n n 
< x, 
n 
para todo x em A e, qualquer que seja o retângulo [a,b)= n la.,b.]C 
i=l J J 
n 
C IR , Logo 
h < x, A g(t) > = O , 
quaisquer que sejam x em A, tem IRn e h= (h
1
, ... ,hn) 
j = (l, ... ,n). Pelo teorema de Hahn-Banach, segue que 
6h g(t) = o 
para t e h nas condiçÕes anteriores. Assim llgll A(A') 
é equivalente a função identicamente nula. 
o, e então g 
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A etapa seguinte será mostrar que ljJ é sobrejetora. Para tanto, 
consideremos F E [L1 (A)]' . Nossa intenção será definir uma fun-
ção g em A(A') tal .que W(g) =F. Então, para t = (t 1 , ... ,tn) E IR
0 
e x E A, definimos 
< x,g(t) > n-s - (-1) F(X[ O,t] x) 
onde sé o número de componentes positivas de t = (t
1
, ••. ,tn). 
Desde que X[D,tl (x+Ày) = X[O,tl x +ÀX [O,t] y s~gue que 
cada tE IRn, g(t) é linear. Também , 
I< x,g(t) >I- IFIX[O,t] xJI < IIFIIIIX[O,t] 
n 
- IIFII n 
j-1 
lt I llxll 
J A 
xll 1 
L (1\) 
para 
ou seja, para cada tE IRn, g{t) é uma aplicação linear contínua 
definida em A. Logo g ( t) E A 1 e consequentementE~, 
6h g(t) E A' 
Ainda, 
h 
116 g(t) liA, - h I sup I< x, 6 g(t) > -
llxli<1 
< sup { IIFII 
llxll <1 
n 
llxll n 
j-1 
sup I F (XI t t+h] x) I 
llxll <l ' 
n 
IIFII TI 
j-1 
Assim, 
e então, 
h 
6 g(t) 11 
n 
11 
j~l 
h. 
J 
< li F 11 
A' 
(6) llgii~(A') < IIFII 
acarretando que g E A(A'). 
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Mostraremos agora que W(g) ~F. Seja t = (t
1
, ... ,tn) em IRn , 
e j o elemento de O cuja p-ésima componente será 1 ou O se a p-és! 
ma componente, tp, de t for, respectivamente, positiva ou negativa. 
Assim, 
< xiO,tJ x, ~(g) > ~ J < x[O,tl x, dg > 
IRn 
Agora, sendo 
n 
I = TI 
i=l 
~ <x, 6j o t-(1-j)o t g((l-j) o t > 
= <x, (-l)n-JjJ g(t) > = (-l)n-Jj I < x,g(t) > 
= F(X[ O,t] x). 
[a. ,b.], ocorre que a função 
J J 
característica 
X1 , de I é uma combinação linear de funçÕes caracterlsticas de i~ 
tervalos do tipo [O,t] e então, pela linearidade da transformação 
F 1 acarreta que 
< XI x, ;)> (g) > . 
oeste fato, concluimos que 
m 
F I E 
j=1 
X1 x.) = < j J 
oesde que o espaço, 
m 
I 
j=1 
xj , ;)> I g) > . 
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m 
M = { E 
j=1 
XI x. . J 
J 
x. EA, I. 
J J 
e um intervalo limit:ado com lados p~ 
ralelos aos eixos coordenados, mE IN} é denso em L1 (A) segue que 
F(f) =<f, ;j>(g) > 
l 
para toda função f em L (A), ou seja W(g) F. 
De (S) e (6), obtemos 
< 11 g 11 A (A, ) < ll;j>(g)ll 1 
[L (A) ] ' 
ou seja, ~ é uma isometria. 
Completamos assim, a demonstração do lema. 
5.2. OS TEOREMAS DE DUALIDADE 
Veremos inicialmente, um resultado que e uma parte do teorema 
da dualidade a que nos propomos encontrar. 
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Salientamos que, se IE = (Ek I k E O) então, IE' = 
onde, Ek é o dual topológico de Ek. Lembramos também, que se o es-
paço niE, for d~nso em cada Ek, k E o então, Ek é imerso continua 
mente em (íHE)' e consequentemente, ~IE' é, também, imerso conti-
nuamente em (niE)' 
5.2.1. TEOREMA. Seja IE ~ (Eklk E D) uma família admissível de es 
paços de Banach, de modo que nm seja denso em cada Ek, k E o. En-
tão, 
I li 
e 
12 I 
para todo 
[IE ,JC-JC[ ]' IE (0 
lly•ll[ I'< lly•II[IE'J" 
IE C-) 
A 
y' em [ IE 'j e 
DEMONSTRAÇÃO. Consideremos o funcional bilinear < , > , fefinido 
em (L: IE ' ) x ( nm ) por, 
< y 1 1 X > = Y 1 (X) 
para todo y' em L:IE' e para todo x em nrE. Claramente, se y' é um 
elemento de Ek e x um ele~ento de IE ocorre, 
I< y' ,x >I < lly 1 11 I 
Ek 
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Assim, pelo lema 5.1.1, temos 
[<y',x?[ < lly• 11 8 11xll 1 1 [JE' I IE e 
para y' E [ IE '] 
8 
e x E nm. Isto significa que y' quando restri 
to ao espaço niE é um funcional linear contínuo, ~;egundo a norma 
11 11 [ IE] , com norma nao excedendo a 11 y' 11 [ IE ']e . 
8 
Desde que o espaço niE é denso em [ IE] EJ' o funcional y' é estendi-
do, de modo único, a um funcional linear em [IE] 8 , com norma nao 
8 -excedendo a liy•li[IE']O·Assim todo elemento y' em [IE'] e identifi 
cada com l~ elemento de [ IE18 e ainda , 
Completamos assim a demonstração do teorema. 
Para obter a recíproca deste teorema nos apoiaremos no seguin-
te lema. 
5.2.2. LEMA. Sejam IE = (Eklk E O) uma família admissível de esp~ 
ços de Banach, de modo que a intersecção niE, seja densa em cada 
Ek' k E O e IE' == (Ek_]k E CJ). Então se f E H(IE) e g E H(IE'), 
temos 
I l l 
. n 
I = (-l) Z 
].€0 
llRn <f(k+it)Pk(B,t),dg(k+it) > = < f(G), 
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para O< 8 = (8
1
, ... ,6
0
) < 1, onde Pk é o núcleo de Poison intro-
duzido em 1. 4. 
DEMONSTRAÇÃO. Inicialmente, consideremos f no espaço H
0
(IE). Da 
definição deste espaço, H
0
(IE), (Apêndice A.3) segue que f e uma 
combinação linear de elementos da forma x.h(z) onde x E nrE e h E 
E H(U:), isto é, 
m 
f(z) = z xJ.fJ. (z) 
j~l 
com xj E niE, fj E H(IT) em um numero inteiro positivo. Podemos 
então escrever, 
I 
Ou ainda, 
(2) I 
(-1) n L 
kED 
I -i) n 
(-i)n L 
kED 
L 
kED 
L 
kED 
z 
kE'D 
m 
i: 
j~1 
m 
L 
j~l 
m 
L 
j~l 
m 
L 
j~l 
f 
IR
11 
m 
z 
j~l 
x.f. (k+it)Pk(G,t), dg(k+it) > 
J J 
f < xjfj (k+it)Pk(B,t), dg(k+it) > 
IRn 
f. (k+it)Pk(8,t)d < x.,g(k+it) > 
J J 
f 
n 
f.lk+it)Pk(B,t)[
3
t a at <x.,g(k+it)>]dt. 
IRn J 1' · · n J 
. an 
fi lk+>t)Pk (co,t)[ atl ... atn < x.,g(k+it) >] dt. 
J 
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ConsidereMos a seguir as funções definidas por 
an 
h(z):=<x.," "(z)>. 
j J oz 1 ... oZn 
-As funções sao limitadas em 
o 
s 
n 
Para tanto, consideremos 
uma decomposição L a~(z) 
kED 
Logo, 
arbitrária de 
< I I< 
kED 
k 
x., a. (z) 
J J 
>I < z 
kED 
llx.ll 
J 
k 
11 a. (z) 11 , 
J E 
< llx .li 
J nrE 
I 
kEO 
Ek k 
k 11 a. (z) 11 , 
J E k 
Da definição 1.1.1(1), da norma 11 IILIE' , obtemos 
1 h. <z l I 
J 
< llx. li 
J niE 
Pelo corolário 3.2.5, segue que 
para todo 
< llx .11 
J niE 
llgll 
H (IE') 
o 
z errt sn. Isto significa que h. é limitada em 
J 
o 
Também,as funções hj são analíticas em Sn e, 
em IIE'. 
o 
s 
n 
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De fato, desde que 
dn dn 
( 1 I r )[ ~a:-z-1--"-. -. -. "a"z:-n- ( z 1 , . . . ' z i + r , • • • , z n ) - ~a-=z"1'-. -. ". "a""'z:-n- ( z 1 , . . . , z n ) ] -
3
n+l 
- l---"-~2éL--­
az1 ••• (lz .••• (lz 
1 n 
pertence a I:IE' , podemos considerar uma sua decomposição 
quer, digamos L ak • Logo 
kED 
I (l/r)[ h. (z
1
, ... ,z.+r, •.. ,z)- h. (z
1
, ... ,z )] -
J l n J n 
<x., 
J 
""' I< X. I 
J 
2 
3z1 ••• az .••. az 
1 n 
Segue então, que 
llx.ll 
J 
< 11 X. 11 J • nm 
[(l/r)[h.(z
1
, ... ,z.+r, ... ,z)- h.(z
1
, .•• ,z )] -
J 1 n J n 
- < X. r 
J 
>ldx.ll 
- J nrn 
IIFII 
IIE' 
qual-
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Desde que llplll:IE'----+ O, quando r---+ O, segue que hj é analíti-
~ 
dz
1 
ca em z 1 e ainda, 
o 
Como as funções hj sao limitadas e analíticas e:m Sn, segue que 
os limites não tangencial existem e ainda, 
lim 
s+it--+k+it
0 
h. (s+it) 
J 
< xj, g(k+it
0
l >. Assim es-
tendemos h. continuamente a S , definindo-se 
J n 
h. (k+it) 
J 
< x., g(k+it) > 
J 
n para todo t em IR e k em O. De (2}, obtemos 
m 
I = I ( !. 
j~l kED I n IR fi lk+it) hi lk+it) Pk(e,t) dt) 
m 
f. (e) h. (8) ~ 
J J 
L 
j~l 
f(EJ) <X., 
J 
m 
=< L fJ. (G) xl., 
j=l 
< f (8) ' 
Provamos assim que, 
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( 3 I f < f(k+itiPk~'tl, dg(k+itl > = n 
IR 
(H) > I 
para toda f em H
0 
(IE). 
Consideremos agora o caso geral onde f E H(IE). Desde que, o 
espaço H
0
(IE) é denso no espaço H(IE), podemos considerar uma se-
quência (frn)mEllJ em H
0
(IE) convergindo a f, na norma de H(IE). Se-
guem-se então, os fatos 
(4 I 
e 
( 5 I 
11 f (k+it I 
m 
- f(k+itl 11 < 
Ek 
acarretando, esta Última desigualdade, que fm(A)--+ f(G), em IEB, 
quando m ___,.. "" 
Agora, pelo fato de g E H(:rn 1 ) ocorre que E[ IE' ] 8 
e então, como vimos no teorema 5.2.1 quando restrito ao espaço 
an -
niE, 
3 3 
(8) e um funcional linear contínuo segundo a norma 
z l. , . zn 
11 11 I . Desde que o espaço nm é denso no espaço 
EEl 
IE
8 
(apêndice 
A. 4), este funcional é estendido continuamente a IE 8 . Assim, 
(B) > 
De (3), obtemos 
= lim < f (e), 
m 
rn-+= 
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(8) >. 
(-i)n lim J <fm (k+it)Pk (B,t) ,dg(k+it)> 
IRn m-roo 
= " kED 
(-i)nj n <f(k+it)Pk(El,t), dg(k+it)> 
IR 
Observamos que a Última igualdade segue de 5.1.,2(3) é de 5.2.2 
( 4) . De fato 
1j < lfmlk+it) -flk+it))Pkle,tl, dg(k+it) >I < 
IRn 
< llgll 
jj (JE ') 
< llgll 
jj IJE 'I 
= llgll 
H(IE') 
11 I f (k+i tI -f lkHt I I 
m 
llf 
m 
n 
rr 
j=l 
[ (l+k.) + 
J 
k.+l 
(-li J 
Fica assim, encerrada a d~monstração do lema. 
Discutirerros a seguir a recíproca do teorema 5 .. 2 .1. 
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5.2.3. TEOREMA. Seja IE = (Eklk E n) uma família admissível de es-
paços de Banach de modo que, a intersecção nJE seja densa em cada 
(li 
e 
( 2 I 
[IE]'C[JE']
8 
e 
IILII[ IE] , 
e 
oara todo L em [ IE '1 
8 
• 
DEMONSTRAÇÃO. Consideremos L E [IEJG. Este funcional linear defi 
"' nido em [ IE 18 , induz um funcional linear L definido em H ( IE) por 
L~(f) = L(f(8) }, com normas iguais. De fato, 
IL"'(fll = IL(f(BIII < IILII[IE]'Iif(eiii 1E < IILII[IE[), lltiiH(IEI e e ~-, 
ou seja, 
( 3 I < IILII[ I, 
IE e 
Agora, para um elemento qualquer x em IE(0 e c > O , existe f em 
H(IEI tal que lltiiH(IEI < e f(81 x. Assim, 
I L (xl I [L(f(flll I "' li L IIH(IEI, < li i" li H ( I , ( llxll , +c) 
JE IEH 
Desde que, E > O e arbitrário segue que, 
14 I IILII[ IE] , < 
8 
'" li L IIHIIEI, 
Portanto, de (3) e (4) segue IILII _ 
Representamos por (fk; k E D), um elemento do 
e colocamos, 
e claro que X é um subespaço vetorial de TI L1 (Ek) 
kED 
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l 
espaço L L (Ek), 
= 
A seguir consideremos o funcional linear À, definido em X por, 
onde fk (t) == f (k+it) Pk {e,t). Que o funcional À- está bem definido 
segue do lema 1.2.2, Usando o corolário 1.4.2(2), obtemos 
~[L(f(8))[ < IILII[IE]' 
e 
li f (e I 11 
IEe 
< li L li[ IE], L 
8 kED 
~IILII[IE]' 
e 
li(fk; k E O) li TI 
kED 
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Ou seja, À E X' dual topolÓgico de X e, 11)..11 :5._ IILII[IE], • Portanto , 
e 
À é estendido a um funcional linear contínuo À , em I! L1 (Ek}com 
kEO 
Agora, do isomorfismo 4> (' ) ~ ( <P k; k E O) onde ~k (fk) 
~ .p(O, ••• ,o, fk 1 Ü 1 o o o 1 Ü) entre os espaços I 11 L l (E ) ] 
k kEO k 
n [Ll(Ek)] ' e do lema 5.1.2, temos ' k_C::[J 
Também, 
= I ( L (o I ••• I o I fk, o , ..• , o) ) 
kEO 
= L À(O, ••. ,O,fk,O, •.. ,0) 
MCD 
ou seja, 
( 5) 
Ainda, 
~ z 
k_ED 
L 
kEO 
f IRn 
e 
1 (\)k(fk) I ~ ll"lo, ... ,O,fk,o, ••• ,O) I.<UII ll(o, ..• ,O,fk,o, ••. ,O)II 11 L1 l'1cl 
kED 
Logo, 
( 6) max{ llg 11 
k A (E') 
k 
(k E O) • 
I k ED} < IILII[ IE]' 
e 
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A seguir consideremos x em íiiE, uma função <p em H (CC) e f (z) = 
='f (z) ,x, ~claro que f E H(IE). De (5), temos 
'(El)L(x) 
ou seja, 
~ " 
kED 
~ " kED 
(71 o (El)L(x) 
z 
kED 
J <f(k+it)Pk (El,t), dgk (t)> 
IRn 
j < o(k+it)x Pk(El,t), dgk(t) >, 
IRn 
< >:,gk (t) >] dt 
Portanto, se <p (El) = O a Última soma é nula. Mostraremos a se-
guir que este fato implicará na existência de uma função a(x,z) a-
o 
nalitica e limitada em S , contínua em S e de modo que , 
n n 
o.(x, k+it) 
Para tanto, coloca~os 
~~(ti 
n 
= I rr 
j=l 
m. I 
J 
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< x, A ll/ml gk (t) > 
e t E IRn . 
Agora, para cada rn fixo, pela proposição A.S (apêndice), pode-
mos considerar a função ~m contínua e limitada em S
0
, harmônica em 
o 
s e de modo que, 
n 
~m(k+it) = ~~(t) 
Assim, 
k~O f n IR 
" (k+it)P (B,t)dt 
m k 
P (e) 
m 
"(Ç
1
IO), ••• ,Ç (O)) 
m n 
J
2TT is 1 
p IÇ
1
ie , ... ,Ç (e 
0 m n 
is 
n 
I )dsn .•• ds 1 
-irG. ir8j 
onde, E,:j (z) 
1 _.:ozc.-·eoe~ __ J __ -c"e __ 
iTT log( z 1 ) , z E CC , I z I < 1, j=l, ... ,n. 
is 
Definindo hm(s) = hm(s1 , .•. ,sn) = <P~(ik1-i~1 Ce \ ... Tik~iÇn 
is, 
. J 
Re(.(e )=k., 
J J 
onde 
a função associada a ~~) temos 
is 
I e nl I se 
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m l 12n 12n 
~k(t)Pk(e,t)dt =~~ ••• h (s
1
, •. .,s )ds .•• ds
1 
. 
(2TT) n O O m n n 
Desde que gk ~ A(Ek), segue que as funções ~~ formam uma fa-
mília uniformemente limitada e então por passagem a_o limite, suces 
sivamente com mj ~ oo, j = l,2, ••. ,n, obtemos 
L 
kED 
onde h e a função associada a 
,n 
oc,~t-''--..,,cct- < x, gk ( t) > , 
" l" .. o n 
Também, a igualdade acima permanece válida se subst:ituirmos a fun-
çao, 
3n 
a dt < x, gk{t) > por 
tl .. · n 
onde !3(t) é uma função contínua e limitada em IR 11 , e h é a função 
associada a j3(t) 
an 
dt < x, gk(t} >. Para ver isto basta come-
l ••• dt
11 
çar com 
~~(ti 
n 
=( TI mJ.) < x, 
j=l 
e proceder como anteriormente. 
c,(l/m) gk(t) > s (t) 
I s l 
Em resumo, já obtivemos os fatos: 
L 
kED 
para toda função~ em H(~) de modo que ~(A) =O 
I 9 l z 
kED 
onde h e a função associada a 
I lO) L 
kED 
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o ' 
= 
onde S é uma função contínua e limitada em IRn, e h
1 
e a função 
associada a 6(t) 
an 
< X' gk I t) > . 
Agora, para z = (z
1
, ... ,zn) E Sn , E > 0 
número inteiro positivo, colocamos 
e, 
,,(z.)= 
J J 
'lz) = 
6 I z l = 
n 
rr 
j=l 
ine. 
e 
i ,--z . 
J - e J nj 
-ine.l i 1TZ • 
e J - e 
' . (z . ) 
J J 
J 
Da igualdade (8), temos 
L 
kEO 
e nj (j=l, ••. ,n) 
A seguir, passando ao limite com E-+ O, temos 
I ll l z 
kED J 
3n 
Blk+itl[at .•. at 
IRn 1 n 
ou seja, da igualdade (10), temos 
o ' 
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um 
l I 20 n ••• I 20 n h 1 (s 1 , ... ,sn)dsn···ds1 == o ' 
onde, 
is is 
~ Sik1 +i(ik1 -i~ 1 ie 1Ji, •.. ,kn+i(ik0-i~nle n))) 
is. 
se Re ~j le J) ~ kj 
Como, 
temos, 
is. 
•-l~.(e J)) 
J J 
is is 
Si1; 1 (e \ .... ~n(e n)) ~ 
Assim, 
~ [exp(i 
n 
rr 
j~l 
e 
j :=: l, ... ,n 
in.s. 
J J ~ exp(i n .s.) 
J J 
L 
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e portanto, 
o . 
Vemos então, que os coeficientes de Fourier, de 
h, s~o nulos se nj <O, j = l, ... ,n. 
Mostraremos a seguir que, se urna das componentes ·.dos Íridices 
dos coeficientes de Fourier de h for negativa então, o respectivo 
coeficiente será nulo. 
Por razões técnicas e de clareza vamos nos fixar no caso n=2, 
Inicialmente para t
2 
fixado em IR, colocamos 
e 
para todo t 1 em IR. :t: claro que g 0 e g 1 pertencem a A(EQ 0 l e 
e A(Eial, respectivamente. 
Para L E [EOO' E 10 J e , x E EOO n ElO' 'fi E H(O:) e f (z)='p (z) .x, 
l 
z E ~, a igualdade ( 7) (para o caso n=l) nos permite escrever, 
~[ 
140 
ou seja, 
3 - -- <x 3t ' 
1 
para toda ~E H(OC,~) satisfazendo a condição, 1 (e 1
J =O . 
Pelo teorema da convergência dominada de Lebesgue, temos 
(12) J 
00 2 
•lit111at'at 
-oo l 2 
De modo análogo, obtemos 
para toda <P em 
Escolhamos agora, arbitrariamente um número s
2 
em (0,2TI) 
tinto de 2ne 2 • Para este número, há duas possibilidades: Re is
2 
=O ou .Re ~ 2 Ce ) = l. Consideremos inicialmeni::e, ls
2 
Re f, 2 (e ) =O, coloquemos 
is 2 
t
2 
= -ii;;
2 
(e ) e def:Lnamos 
e 
mm 
~ l 2(t) = o l 
l +-,t2) 
ml 
ml,m2 
~ Ct I l l 
para t 1 E IR, m1 e m2 inteiros positivos. 
o 
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caso 
Desde que as funções e sao contínuas e limitadas em 
o 
IR, existe uma função ~ , harmônica em 
mlm2 
s
1
, contínua e limitada 
em s 1 (ver proposição A.2, apêndice) de modo que 
w m (it) 
ml 2 
m m 
= ~ l 2 (t) o 
Ainda, associadas as funções c 
h definidas por 
mlm2 
e 
onde 
Assim, 
hm m (sl) 
l 2 
h m (sll 
ml 2 
rn
1
m
2 
is
1 ""<P
1 
{l-iF1 (e ) ) , se 
-ino
1 
ine
1 
l -"'z"'-'c~-- .-~e~--= b log ( - I 
z - 1 
1 J2TI is1 
--2 " (F,l(e lldsl 1r 
0 
m
1
m
2 
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temos as funçÕes 
o 
2'11 
-2~ f h (s 1 1ds1 " Jo mlm2 
Passando ao limite, sucessivamente com m
1 
--+ = m
2 
_ _._"' ob-
temos 
(14 I 
onde, 
143 
> , se Re 
e 
se Re 
De modo análogo, se 
is 2 
Ee S2 (e ) = l, obtemos 
I 15 I 
onde, 
> , se Re 
e 
is 
i-H;
2
<e 
2
)) >, se Re 
Agora, sendo 
ej_ Tr z iTIÜl 2 - e n1 
' (z I 
z = ) e 
i 1T z lTI l e - e 
definida para z em s
1
, usando ( 12) e ( 14) e 1 procedendo-se como an 
teriormente encontramos, 
Assim, 
l fo2n 
2TI 
= 
l 
I 2 TI I 2 
l 
= 
De modo análogo, usando {13) e (15), com 
obtemos 
inZ iTTGl TI 
e - e 2 - I z I = 1-"-~~-".,.-::n-1 
l.'ií8l inz e -c 
2 cz 
e 
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o 
Portanto se pelo menos uma das componentes dos Índices, dos coefi-
cientes de Fourier de h for negativa, o respectivo coeficiente é 
nulo. 
Desde que o sistema sistema 
ortogonal completo em 
2 
L ([ 0,2-n] x [ 0,2,1]) e h pertence a este es-
paço segue que a função h é a soma de sua série de FourJ.er. Loqo, 
onde, 
l 
!: 
n 1~~o 
112_:-::_0 
Desde que h é limitada, existe então, um numero M > O 
145 
tal que 
]h(s
1
,s
2
l I < M, para todo (s
1
,s
2
l e:rrt I 0,2-rrl x[ 0,2n]. Portanto para 
z 1 e z 2 em cr e lz 1
1 < l , lz
2
1 < l temos 
M 
(l-lz
1
li (l-lz 2 11 
quaisquer que sejam os numeras inteiros nao negativos, n 1 e n 2 . Is 
to implica que a série dupla, 
e absoluta~ente convergente. Logo, 
00 
( )~ 
n =O 
l 
Agora, para cada n2 fixado, a função 
a ( z 
1
) 
n2 
ro 
>: 
n =0 
1 
n 
z 1 
1 
é holomorfa no disco unitário I z 1 1 < l. 
Ainda, a série 
a (z
1
) 
n2 
e quase uniformemente convergente no disco duplo, 
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De f a to, seja r um numero real e O < r < 1. Para I z
1
1 < r e I z 2 I <r 
temos, 
< 
M I a I z 1 l I n2 l-r 
e então, 
n2 " 
k 
L akiz 1 lz 2 1 < 
k=n' 
2 
Isto implica que a série ~ 
n 2_:::_o 
gente no disco duplo, { (z
1
,z
2
J 
n2 " 
M k 
)~ r 
l-r k=n' 
2 
é uniformemente conver-
n2 
anz (zl)z2 converge quase uniformemente em 0(0,1) xo( 0,1). 
Então, por wn resultado em Suks - Zygmond ([li, pug. 151) segue 
'1 
que a função 
): 
n 12__0 
n 2~o 
é holomorfa no disco duplo D(O,l) x D(O,l). 
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Ainda h ( z 1 , z 2 ) é limita da neste disco duplo. Port:anto, para z 2 f! 
xado em 0(0,1), existe o limite lim . h(z 1 ,z 2 ), para quase todo lSl 
z 
1
-----+e 
s
1 
em [ 0,2111 . De modo análogo, existe o limite 
para quase todo s
2 
e:r1 [ O, 21r] , com z 
1 
fixado em D (O, 1) . Finalmen-
te, sendo h analÍtica e limitada em 0(0 1 1) x D(O,,l) segue que o 
limite não tangencial de h existe em quase todo ponto da fronteira 
reduzida, 
C(O,l) X C(O,l) 
is
1 { (e , I s
1
,s
2 E 
[0,2·rr lf: 
e seu valor em e igual a 
Definimos agora, a função 
o 
Claramente, a(x;z
1
,z2 ) e holomorfa e limitada em s 2 e pode seres-
tendida continuamente em s 2 . Ainda, 
= < x, 
Portanto, obtemos 
Lx(X; k+it) 
is 
- l 
= h(e , 
<x, 
para k = (k
1
,l<
2
l ED, como queriámos (conferir pag. 113). 
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Segue da definiç~o que, a(x; z
1
,z 2 ) e linear em x, para z 1 , z 2 o 
fixados em s2 • i'las ainda, do lema 1.2.2 e da desigualdade em (6), 
temos 
max 
k=(k
1
,k
2
)EO 
= max 
kHJ 
max 
kEU 
' llxlln IE 
llxll 
E 
k 
IILII I IE] , 
(·) 
•• 
' 
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o 
Isto significa que para cada z = (z
1
,z
2
) fixado em s
2
, a( ,z) é 
um funcional linear contínuo no espaço nrE. 
Podemos assim, definir a função 
por< x,a(z} > = < x,a(z
1
,z
2 ) 
> = a(x;z). 
o 
A função a e limitada em s2 . De fato, 
I< x,a(zl >I ~ la(x;zl I < IILIII IE], llxllnrn 
8 
ou seja, 
I 16 I 11 a (z I 11 
o 
acarretando que a é limitada em s 2 
Também, a e holomorfa em cada variável separadamente. Para tan 
o o 
to fixemos z 2 em s 1 
e consideremos um compacto K em s 1 , contendo 
z
1
. Sejam u e v números complexos tais que 
é holomorfa em s2, temos 
onde M(a, x, K) depende de a, de x e do compacto K. 
Reescrevendo a desigualdade acima, temos 
I< x, 
ou seja, 
I x** { 
l 
u-v 
l 
u-v 
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[ O! ( Z l +v, z 
2
) -
Desde que o subespaço, B = {x** I x c: nm} é um subespaço determ~ 
nante para (nn:) ', pelo princípio du limitação uniforme, obtemos 
l 
u r ct(zl+u,z2) - a(zl,z2) 1 -
l 
v [ o:(zl+v,z2) -
onde f-1(etr K) depende de a e K. 
Desta última desigualdade segue que a(z 1 ,z 2 l é holomorfa na variá-
vel z 1 com z 2 fixado. 
De modo análogo, c 
holomorfa na variável z
2 
com z
1 
fixado em 
Definimos agoru a funf;âo, 
151 
o 
g: s
2 
---+ (niE)' 
pondo 
o 
A função g é holomorfa em 
o 
s2 . Ainda, g é uniforme:mente contínua 
em s 2 . A primeira afirmativa segue do fato de a ser holomorfa em o 
s 2 . Para a segunda afirmativa basta observar que 
zl+hl 
g(z+h) - g(z) ~ i 
zl 
Da desigualdade em (16) , obtemos 
o 
implicando na continuidade uniforme de g em s
2
. Este fato nos per-
mite estender g continuamente em s
2
. A extensão ~•erá ainda, repr~ 
sentada por g. 
Desejamos verificar que g E H (IE'). Para este fim, considere-
o 
mos z = {z 1 ,z 2 ) em s 2 e x E niE. Temos então, 
ih < x, !J. g(z)> 
z
1
+ih
1 
= <x, r 
Jzl 
z2+h2 
J a(w 1 ,w 2 )dúl 2 dw 1 > 
z2 
Fazendo 
< x, g(z) > = 
h h 
= (i) 2 r l i 2 < 
J o o 
Usando a desigualdade (16), conseguimos, 
IILIII , I, 
IE C~) 
temos 
152 
e este fato nos permite usar o teorema da convergência dominada de 
Lebesgue no segundo membro da igualdade imediatamente anterior, ob 
tendo então por passagem ao limite com m ---+ '"' 
153 
(i)
2 <x, 
=<x,(i) 2 
onde k = (k
1
,k
2
) E D. Desde que x foi tomado arb:i.trariamente no 
espaço de Banach, niE, segue que 
( 17 I gk ( T 1 1 T 2) ' 
acarretando que 6ih g(k+ir) pertence a Ek, pois gk E A(Ekl, 
k = {k
1
,k
2
) E D. Também 
E' 
k 
Assim, pela desigualdade em (6), sendo h= (h
1
,h
2
l e T = (r
1
,c 2 l 
temos 
max sup 
kED h, T 
Então da proposição A. 6 (u.pênctice) segue que g E TI(IE 1 ) e 
temos 1 
118 I llgLI 'I H m 
Agora, para f E H(lli), de (5) e (17), obtemos 
L(f(C·lll [ j < 
kEO IR2 
·-· (i)
2 ~ j < f(k+it)Pk(H,t), dg(k+it) > 
kEO 2 
lR 
Usando o lema 5.2.2, obtemos 
L(f(C·lll- < 
Desde que f(H) e um elemento genérico de fIE ]H temos que 
1] 
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ainda 
L ~ 
concluindo assim a primeira parte do teorema. 
Finalmente, da proposição 3.3.2 e de (18), obtemos 
IILII 0 
I IE '1 
g (8) 11 
8 
I IE' 1 
'11 gll 
- H(IE') 
' 11 L li 
I IE 1 ' 8 
concluindo, deste modo, a segunda e última parte C.o teorema. 
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5.2.4. TEOREMA. (dualidade). Seja IE = (Ek]k E D) uma família ad-
missível de espaços de Banach de modo que, a intersecção nm, seja 
densa em cada Ek' k E o. Então para O< 8 = (e 1 , ... ,en) < 1 temos 
( l) IIE1' ~ IIE'1 8 8 
e 
I 2) IILII 8 
[ IE' 1 
para todo L em l IE' 18 
DEMONSTRAÇÃO. A demonstração segue aplicando-se os teoremas 5.2.1 
e 5.2.3. 
AP~NDICE 
Daremos aqui vários resultados que completarão algumas de nos-
sas demonstrações. 
Seja F um espaço de Banach e f uma função com valores em F, d~ 
o 
f in ida, contínua em S
11 
e holomorfa em S
11
• Então f tem um certo grau 
de analiticidade na fronteira de 5
11
• Enunciaremos de modo mais pr~ 
ciso este resultado na proposição abaixo 
Al. PROPOSIÇÃO. Seja F um espaço de Banach e f uma função com va-
o 
lares em F, definida e contínua em S
11
, e holomorfa no interior 511 , 
de S . Então para cada z. fixado em S , a função, 
n J n 
c holomorfa em 
o 
s 
n-1 
o 
DEMONSTRAÇÃO. Se zj pertence a 5 11 _ 1 o fato de g ser holomorfa em o 
s
11
_
1 
é uma consequência da função f ser holomorfa (f é holomorfa 
em S quando e somente quando, f for holomorfa em cada variável 
n 
separadamente). Suponhamos agora que z. =: k. + iy. 
J J J 
seja um ele-
ment_o da fronteira as
1
, da faixa unitária s
1
. Para cada número in-
teiro positivo m colocamos, 
Km == y 1 x ••• xy, 1
xy,
1
x 
J- ]+ 
• • • X y 
n 
onde Y
5 
{ z E s 1 I I z I < mJ e s == l, ... ,j-1, j+l, ... ,n. 
Colocamos também, 
B. 
J 
Portanto o conjunto 
I" - z. I 
J 
1 
... xY.
1
xB. 
)- J 
compacto. Como f e contínua temos, 
157 
• • • X y é 
n 
I 2 l \JE > Ú 1 3 Ó o(E) >O tal que lz-wl<6 então llf(z)-f(w)IIF <E 
com z e w em Am. 
A seguir consideremos uma sequência n B. 
J 
con-
convergindo para zj. Existe então, um número positivo r 0 tal que 
I z • - z. I 
r J 
6 para r ~ r 0 . Segue daqui que 
iz 1 , ... ,z. 1 ,z',z.+1 , ... ,z )-(z 1 ,.~.,z. 1 ,z.,z.+1, ... ,z) I< õ J- r J n J- J J n 
para todo número inteiro positivo r > r
0
. De (2) obtemos 
llf(z 1 , ... ,z. 1 ,z',z.+l''"''z )-f(z 1
, ... ,z. 1 ,z.,z. 1
, ... ,z )111' <L 
J- r J n J- J J+ n · 
para 
Sendo 
r > r - o e para todo z' "' iz 1 , ... ,z. 1 ,z. 1 , ... ,z) J- J+ n em K • m 
g iz
1
, ... ,z. 
1
,z. 
1
, ... ,z) =f(z
1
, ... ,z. 1 ,z',z.+ 1 , ... ,z ) r J- J+ n J- _ r J n 
concluímos que a sequência de funções converge uniform~ 
mente em K para a função g(z
1
, ... ,z. 
1
,z. 
1
, .•. ,z )'=f(z1 , ... ,z. 1 , z. m J- J+ n J- J 
() 
z.+
1
, ..• ,z ). Como g é holomorfa no interior .K , de K segue 
J n r m m 
o 
que a função limite g e holornorfa em K , ou seja, 
rn o 
k.+iy., z.+
1
, ... ,z) 
J J J n 
e holomorfa em K . Desde que 
m 
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' o 
K 
m 
concluimos que a função limite 
o 
flz
1
, ..• ,z. 
1
,k.+iy.,z. 
1
, ... ,z) é 
J- J J J+ n 
holomorfa em Sn-l' como queríamos demonstrar. 
A2. PROPOSIÇÃO, Seja gk uma função reul, definida, contínua e lim~ 
tada em 
n 
IR , para cada k E D. Então existe uma função real F de-
finida em S satisfazendo as condições: 
n 
o 
I li F é harmônica no interior S , de S (isto é, F é harmônica n n 
cada variável separadamente), 
I 2) F é contínua em 
13) Flk+it) = gk lt) 
Mais ainda, 
I 4 l F (z) = I 
kE O 
s ' n 
I n 
IR 
e 
e Vk E O 
n 
t = (t 1 , ... ,tn) E IR . 
em 
DEMONSTRAÇÃO. Por razoes técnicas e de clareza faremos a prova pa-
ra o caso n = 2. Inicialmente, consideremos a função 
I 5 l 
onde z. = x. + iy., 
J J J 
pode~os escrever, 
Agora, para cada 
nida em IR por 1 
fixado em 
~[ 
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1.4.013) 
a função ~k defi-
2 
é contínua e limitada em IR. Assim, pelo teorema 1 em D.V. Widder 
li l I , pag. 68) a função, 
~[ 
satisfaz as condições, 
o 
e harmônica na variável z
1 
E s
1
, 
o 
para z
2 
E s
1 
fixado, 
(8) lim 
xl-----+ k l 
o 
yl-•yl 
Analogamente, prova-se que 
160 
o o 
(6 1 ) Fk(z
1
,z 2 ) e harmônica na variável z 2 E s 1 , para z 1E s 1 fixado, 
(8' I lim 
x2---+k2 
o 
y2-+y2 
o 
para z
1 
E s
1 
fixado, 
[ 
o 
Portanto de (6} e (6 1 ) concluimos que Fk é harmônica em s 2 
o 
A função Fk corno definida em (5) é contínua em s 2 . Para tanto, 
o 
consideremos s 2 e duas sequências (~ +iy~)nEJ.N 
o 
e (~ + iy~) nEIN em s 1 , convergindo respect.ivamente para 
fechado 
Desde que 
o o < x. 
I. C (0,1) contendo 
J 
J 
< 1 
o 
X. 
J 
e 
podemos considerar um intervalo 
xj, para j = 1,2. Das propri~ 
dades do núcleo de Poisson (ver W.V. Widder [ l 1, pag. 67) con-
cluimos que 
l6l 
onde 
pertence a 
l 2 
L (IR ) . Logo a função, de variável 
n n n n n n ~ 
onde x = (x1 ,x2 ) e y = (y1 ,y2), e dominada por uma função in-
- 2 d -tegravel em IR , para to o numero natural n. Pelo teorema de Le-
bcsgue e a continuidade do nÚcleo de Poisson temos, 
lim I 2 
IR 
ou seja, Fk é contínua em um ponto qualquer de 
Agcra, .as condições (7), (8), (7,) e (8') pe~i·tem-nos estende.r 
Fk continuamente a s 2 definindo-se 
\Jy l E IR e 
\Jy 
2 
E IR e 
=[ 
=L 
o 
vz
1 
= x
1
+iy
1 
E s
1 
e 
Vamos tão somente verificar a continuidade de Fk 
o k 2 + y 2 }. Para os outros casos basta usar 
162 
em um ponto 
propriedades 
do núcleo de Poisson (ver W.V. Widder, [ l], pag. 67).Consideremos 
o 
então, z
1 
= x
1 
+ iy
1 
e z 2 = x 2 + iy 2 em s 1 • Logo 
Assim, 
Desde que 
tal que, 
( 9) 
< 12 ó 
2 
o o 
gk e contínua em (y1 ,y 2 ), então dado E > O, existe 
I 001 1112" < 26. Então, se (y1 ,y 2 ) - (y1 ,y2 ) <6, t 1 < tJ 
2 
de (8) obtemos 
Assim podemos escrever , 
< 
'1 
16 3 
ó> o 
e 
onde 
t ~ 
x = (x
1
,x
2
) 
2 
(t
1
,t
2
) E IR 
com o < X. < 1 
J 
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+ 
e j ~ l t 2 1 e 
A desigualdade em (9) nos dá que a primeira desta.s integrais é me-
nor que E:, Para estimar as outras integrais lembramos que, 
(lO I ]Pk (x.,t.) 
j J J 
< ~ I sen ·11xj I 
-TI I t . I 
e l TIO e 
cosh110 - 1 
se lt.l >O e O< x. < 2 (j=l,2), ver W.V. Widder [l ], pag.67). 
J J 
Assim, sendo llgkll ""supljgk(t) I ]tE IR 2}.,da de~ügualdade (lO) ob 
temos 
2llgk 11 < -
onde M 
2 
~ 
TI 
Analogamente, 
Também, 
l 
2 
/26 
2 
lsen 
llgkll 
12 
TTZ o 
2 
TIX2 I e 
/2" TI 
cosh TI- 6- l 
2 
e n(/2/2)6 
coshTI (/2/21 ó - l 
__ __,e'----1_12" __ 1_2_1 6_
1 
2 
CO'st-i TI (/2"/2) Ó - l 
~ Mlsen Tix2 1 ' 
< M 
2 
rr lsen 
j~l 
Portanto, 
TI X . I 
J 
165 
'l 
se 
Assim, 
quando 
I sen 1T x. I 
J 
Finalmente, definindo-se 
e 
a prova da proposição estará completa. 
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A seguir denotaremos por H0 (IE) o espaço de todas as combina-
ções lineares de funções da forma, 
onde 
ta), 
n 
I exp I 6 I 
j=l 
e 
x exp (À 
p p 
8"'>0,0::* 
n 
I 
j=l 
refere-se a uma soma fini-
As provas das duas próximas proposições reproduzidas aqui,para 
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várias variáveis, -sao devidas a D.L. Fernandez. 
A.3. PROPOSIÇÃO. O espaço H
0
(IE) é denso em H(IE). 
n 
DEMONSTRAÇÃO. Desde que li[ exp(o L z
2
)] f(z
1
,. •• zn)-f(z
1
,. •• ,zn)IIH(rn') O 
j~l J 
quando 6 -+ O, para toda f em H ( IE) será suficiente mostrar que 
toda g da forma g(z) = g(z
1
, ... ,zn) 
pode ser aproximada por funções de 
n 
~ I exp ( 6 L 
j~l 
HO (JE) • 
2 z.)]f(z), 
J 
Consideremos uma função g da forma acima e colocamos 
( l) g (z) ~ 
r 
Evidentemente, gr 
L g(z+2nijr) (r=l,2, ••. ) 
j=(jl, ••• ,jn) 
-oo <j <co 
s 
1 < s <n 
tem valores em ~IE, é holomorfa em 
o 
s 
n 
f EH(IE), 
e con-
tínua em S , e é periódica em cada 
n 
Im z. com período 2Tiir.Mais 
J 
llg (k+iy) - g (k+iy) IIE ~ O 
r k 
quando r~ oo 
uniformemente em todo conjunto limitado de valores Oe y, e 
llg (k+iy) IIE 
r k 
ver que estas 
são limitadas, uniformemente em r. ~ também, 
n 
condições implicam que [ exp (s L 
i~l 
para todo s > O, e que para c > O, obteremos 
fácil 
I 2 I 
n 
11 I exp ls Z 
j~1 
2 
z.)]g lz) 
J r 
-giz) IIHIIEI < E 
para escolhas convenientes de s e r. 
I 3 I 
onde 
Agora, g (z) tem a representação 
r 
g lz) 
r 
= g ( z
1
, ... , z ) = L c I . . I exp 
r n J 1 , ... ,Jnr 
n 
11 ): 
q=l 
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n~ nrmn 
c I. . ) ~ ____ 1"-----i •.• i grls1+it1' ... ,sn+itn) 
31·····Jnr 12 I 12 I nrm
1 
. , . TTrm
0 
-Trrl11_ ...,.Tirm
0 
Devido a periodicidade segue que o valor da integral é indepe~ 
dente de m = (m
1
, ... ,m
0
). ~também independente de s=(s
1
, ... ,s
0
). 
De fato, o integrando é uma função analítica e limitada em l:IE. As 
sim, sua dependência de s = (s
1
, .• , ,s
0
) é arbitrariamente pequena 
para rn = (rn
1
,.,,,m
0
) suficientemente grande, devido a presença do 
Consequentemente cjr (j=(j
1
, •... ,j0 )) e indepen-
dente de s e assim toma o mesmo valor para s == k E D, ou seja, 
c. = 
]r 
1 
n 
I 2nr) i 
nr i nr 
... gr(k+it) exp[- <j,k+it>/rldt
0 
••• dt
1 -·rrr -nr 
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Agora gr(k+it) E Ek e é Ek-contínua e assim o valor da inte-
gral está em Ek. Concluimos, deste modo que c. E nm. 
Jr 
Consideremos a seguir, a média (C,l) da série (3), isto e,con-
sideremos 
= jTTr ... ~·nr gr(z+it)Km(t/r) 
-nr -nr 
onde K ( s) = K ( s
1
) ••• K ( s ) , m 
m m1 mn n 
Fejér. 
Da Ek-continuidade de g (k+it) 
r 
(m
1
, ... , m
0
) , e o núcleo 
segue que 
11 a lg ,k+it) -m r g (k+itl li E ~ O r k 
quando [ml-+ = , uniformemente em t, para cada r. Assim 
I 4 I 
n 
ll[exp(s 1: 
j=l 
quando I m [---+ co • 
Agora, de {2) e (4), obtemos 
n 
11 [ exp ( s I 
j=l 
2 
z.)]o (g ,z) 
J m r - g(z) IIH(IE) < 2E 
para escolhas convenientes de s > O , m e r. Mas, 
de 
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n 
! cxp{s I: 
j~l 
2 
z.) 1 o (g , z) 
J m r 
E II 0 (IE) e àssim o resultado está provado. 
A.4. PROPOSIÇÃO. O espaço nu:: e denso em IE
01 
. 
DEMONSTRAÇÃO. Seja x E IE(-) e f E H(IE) tal que f(H) = x. Pela 
proposição A.3, para um numero positivo E dado, podemos considerar 
uma função g em n0 (IE) de modo que llf-giiH(IEl E .. Desta forma, ob 
temos 
llx-g (H) 11 
IE (") 
~ ll(f-g)(H)II, < 
IE(-) 
11 f-gll I I H IE < c 
Desde que g (H) E niE a afirmativa está provada. 
A.5. PROPOSIÇÃO. Seja IE = (Eklk E D) uma família admissível de 
espaços de Banach em relação a um espaço vetorial topolÓgico Haus-
dorff V. Seja f uma função com valores em V definida na n-faixa Sn 
tal que para todo funcional linear contínuo L em uma família sepa-
rante de tais funcionais, L(f(z)) é contínua em Sn' analítica em 
o 
Sn e representável como a integral de Poisson de seus valores na 
fronteira reduzida, F = {z E S I z = k+it, k E CJ}, de S • Se n n 
I li 
n 
f(k+it)/ TI 
j~l 
e tem norma limitada então, f E H{IE). 
(k E Cl) 
_.llll 
l7l 
DEMONSTRAÇÃO. Sendo Pk (k E D) o k-núcleo de Poisson para a n-fai-
xa S , consideremos a função 
n 
( 2) g(z) ~I IRn f(k+it) Pk(z,t)dt 
que é TE-contínua, Se L é um elemento da família seoarante de fun 
cionais lineares contínuos, temos 
L(g(z)) ~I n L(f(k+it)) Pk(z,t)dt . 
IR 
Desde que L(f{z)) é representável como a integral de Poisson de 
seus valores na fronteira reduzida, obtemos L(g(z)) = L(f(z)) pa-
ra todo L na fami:lia separante. Assim g(z) = f(z), acarretando que 
f é t:IE-contínua. Da definição da função g segue que 11 f (z) III.IE 
n 
~ lif(zl'"""'z )li,lE ~c n ll+lz-11-
n " j~l J 
Agora, da continuidade da função f, segue que a função h defi 
nida pela expressão, 
h(z) 
onde cada curva C. (j=l, ... ,n) é uma circunferência contida no in-
J 
terior {x+iy I o < X < 1}, da faixa unitária sl ""' {x+iy I Ü<x<l}' 
n 
e analítica em li Dj I sendo D. o disco aberto, limitado 
j~l J o 
cunferência c. Desde que L (f (zl I 
J 
e analítica em s n' 
L(f(zl-h(zl I L(f(zll- L(h(zll 
~ L(f(zl 1-
( 2·n i) n 
l 
Assim L(f(z)-h(z)) "" O, para todo D .• Como L é 
J 
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pela c ir 
obtemos 
o . 
elemento 
de uma família separante de funcionais lineares contínuos, segue 
que 
em 
f(z) = h{z) para todo O., ou seja, 
J 
O .. Segue daqui a analiticidade de 
J 
Finalmente, da hipótese segue que 
11 f]] 
jj I IE I 
= rnax 
kEO 
sup 
t,h 
"ih f(k+itl 11 
n 
li 
j~l 
h. 
J 
E 
k 
f em 
f e 
o 
s 
n 
unalítica 
Concluímos então, que todas as condições da definição 3.2.1 foram 
satisfeitas acarretando, por conseguinte, que f E H(IE). 
~---~ 
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