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ABSTRACT
We present numerical evidence of dynamic star formation in which the accreted stellar mass grows
superlinearly with time, roughly as t2. We perform simulations of star formation in self-gravitating
hydrodynamic and magnetohydrodynamic turbulence that is continuously driven. By turning the
self-gravity of the gas in the simulations on or off, we demonstrate that self-gravity is the dominant
physical effect setting the mass accretion rate at early times before feedback effects take over, contrary
to theories of turbulence-regulated star formation. We find that gravitational collapse steepens the
density profile around stars, generating the power-law tail on what is otherwise a lognormal density
probability distribution function. Furthermore, we find turbulent velocity profiles to flatten inside
collapsing regions, altering the size-linewidth relation. This local flattening reflects enhancements of
turbulent velocity on small scales, as verified by changes to the velocity power spectra. Our results
indicate that gas self-gravity dynamically alters both density and velocity structures in clouds, giving
rise to a time-varying star formation rate. We find that a substantial fraction of the gas that forms
stars arrives via low-density flows, as opposed to accreting through high-density filaments.
1. INTRODUCTION
Star formation in galaxies proceeds at a leisurely pace:
the time to turn all the molecular gas into stars is much
longer than the disk dynamical time (Kennicutt 1998;
Leroy et al. 2008). Denoting the dynamical time by
τdyn ≡ Rd/vc, where Rd is the half-light radius of the
disk and vc is the circular velocity of the galaxy, the star
formation rate (SFR) is observed to be
M˙∗ = ηMg/τdyn, (1)
with η ≈ 0.017. In other words, were new supplies not
available to the disk, it would take roughly 50 dynamical
times to deplete the gas.
One can envision extending the relation between the
SFR, gas mass, and dynamical time to smaller scales,
including giant molecular clouds (GMCs) or star-forming
clumps:
M˙∗ = ffMg/τff , (2)
where M˙∗ now refers to the SFR in the host GMC (or
a smaller feature such as a clump), Mg is the associated
total mass (initially all gas), τff is the free-fall time of
the GMC or clump, and ff is a dimensionless number
referred to as the SFR per free fall time, analogous to η.
The SFR is not to be confused with the star formation
efficiency SFE ≡ M∗/(M∗ +Mg), where M∗ is the total
stellar mass. The free-fall time is defined as
τff ≡
√
3pi
32Gρ¯
, (3)
where ρ¯ is the mean density in the region of interest.
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Zuckerman & Palmer (1974) first realized that should
all the Galactic molecular gas (∼109M) collapse in
a free-fall time, the expected SFR would be approx-
imately two orders of magnitude higher than the ob-
served Galactic SFR, the observed rate corresponding
to ff∼0.02.5 Based on the assumption of a static den-
sity probability distribution function (PDF) of lognormal
form, Krumholz & McKee (2005) predict ff ∼ 0.02 with
little scatter. The theory consists of choosing a critical
density ρcrit above which gas is believed to collapse into
stars, and integrating up the density PDF from ρcrit to
infinity, resulting in a stellar mass. This stellar mass is
then divided by the volume-averaged free-fall time.
There are reasons to question this simple result and the
constancy of ff . Recent numerical studies (e.g., Klessen
2000; Dib & Burkert 2005; Va´zquez-Semadeni et al. 2008;
Federrath et al. 2008a; Ballesteros-Paredes et al. 2011;
Cho & Kim 2011; Kritsuk et al. 2011; Collins et al.
2012; Federrath & Klessen 2013) show the emergence of
a power-law tail at the high-density end of the density
PDF due to gravitationally induced collapse. The idea
that gravitational collapse generates high-density tail is
bolstered by the observations of extended tails in the
column density PDFs in actively star-forming clouds, in
contrast to the lognormal PDFs seen in non-star-forming
clouds (e.g., Kainulainen et al. 2009; Schneider et al.
2013). This raises concerns for any theory of star for-
mation that employs a static log-normal density PDF.6
Furthermore, observations suggest that there is a wide
range in ff . Mooney & Solomon (1988) find a range in
5 The number they quote is ff∼0.13 but they underestimate the
total mass of Galactic molecular gas. Because the correct value is
ff ' 0.02, ff has often been taken as a constant ∼ 0.02 (e.g.,
Krumholz & McKee 2005; Krumholz et al. 2012a).
6 An analytic model to explain the evolution of a power-law
density tail has been proposed (Girichidis et al. 2014) but the au-
thors assume pressure-free collapse. We show in this paper (and
further in Murray & Chang 2014) that there is a close interplay
between gravity and turbulence whose pressure input cannot be
ignored.
ar
X
iv
:1
40
6.
41
48
v2
  [
as
tro
-p
h.S
R]
  3
 Fe
b 2
01
5
2excess of a factor of 100 in the ratio of far-infrared flux
(a proxy for the mass of young stars) to CO line flux in
a sample of molecular clouds in the Milky Way. Using
different probes of the SFR such as counts of protostel-
lar objects (Heiderman et al. 2010; Lada et al. 2010), in-
frared luminosities of massive clumps traced in HCN (Wu
et al. 2010), and free-free emission and far-infrared emis-
sion of massive star-forming regions (Williams & McKee
1997; Murray 2011, where the former authors use free-
free emission and hydrogen recombination lines to esti-
mate the stellar mass of OB associations), other authors
find a similar range in ff , spanning at least two decades.
Using the data in Heiderman et al. (2010) and Lada
et al. (2010), Krumholz et al. (2012a) arrive at a different
conclusion than the authors of the former two papers.
Krumholz et al. (2012a) argue that SFR on GMC (∼
100 pc) and smaller scales is as slow as the galaxy-wide
SFR with a range in ff of order only a factor of 10.
They reason that the spread in ff shrinks once different
free-fall times are taken into account. Krumholz et al.
(2012a) conclude that star formation is universally slow
at all times and at all scales. The data they consider,
however, only pertain to nearby star-forming clouds.
In contrast, Federrath (2013a) considers a larger sam-
ple of local clouds and simulation results to find factors
of ∼100 scatter around constant ff∼2%, using the same
method as Krumholz et al. (2012a) to take different free-
fall times into account.
Simulations suggest that turbulence does not limit
the rate of star formation to ff ∼ 0.02 (e.g., Wang
et al. 2010; Cho & Kim 2011; Padoan & Nordlund 2011;
Bate 2012; Krumholz et al. 2012b; Federrath & Klessen
2012; Myers et al. 2014). Padoan & Nordlund (2011)
present both hydrodynamic (HD) and magnetohydrody-
namic (MHD) simulations of star formation in turbu-
lently stirred isothermal gas. They find rapid star for-
mation, ff ∼ 0.5 − 0.9, in simulations with a virial pa-
rameter between 0.5 and 1; including the effects of mag-
netic fields, they find a decrease in the simulated SFR of
about a factor of three: ff ∼ 0.2–0.4. Krumholz et al.
(2012b) include stellar wind in HD simulations and find
ff ∼ 0.3. Myers et al. (2014) include both stellar wind
and magnetic fields to find ff ∼ 0.1. When protostellar
outflows are important—typically in regions of low-mass
star formation—SFE is usually reduced only by factors of
∼3 (Matzner & McKee 2000; Hansen et al. 2012; Machida
& Hosokawa 2013; Offner & Arce 2014; Federrath et al.
2014a).
In this paper we conduct large-scale (16 pc) HD and
MHD simulations of star-forming clouds with continu-
ously driven supersonic turbulence. Like previous simu-
lations, we will find large values of ff ∼ 0.3. But we will
also discover that ff is not constant with time—we will
find that ff ∝ t. In fact, this time dependence is evident
in the aforementioned simulations (e.g., Figures 5 and 6
of Padoan & Nordlund 2011; Figure 5 of Krumholz et al.
2012b ; Figure 7 of Myers et al. 2014). All these simula-
tions (including ours) are characterized by an initial lull
in SFE. This feature was commonly considered a tran-
sient borne out of the artificial and sudden inclusion of
gas self-gravity. We argue that this interpretation is not
correct: the initially slow rate and low efficiency of star
formation are direct consequences of the interplay of self-
gravity and turbulent pressure. The physical significance
of the initial quiescence in SFE was recognized by Cho &
Kim (2011) who also find a time-varying ff and note the
role of self-gravity in shaping the turbulent structure of
the gas. We will present quantitative analysis to support
this assertion. Myers et al. (2014) find that ff is time
dependent in their HD and MHD simulations with decay-
ing turbulence—they further speculate that continuously
driven turbulence should suppress the time dependency
of ff . We will show explicitly using continuously driven
turbulent simulations that this is not the case.
This paper is the first in a series of four showing that
on GMC scales, ff is neither constant nor small. We find
that in gravitationally bound clouds, the SFR increases
with time and can reach ff ∼ 0.3 or higher. In this
paper (Paper I), we present the evidence from our nu-
merical simulations while in Paper II (Murray & Chang
2014), we present an analytical model based on adiabat-
ically heated turbulence (Robertson & Goldreich 2012)
to explain the results of Paper I. In Paper III (E.J. Lee
et al., in preparation), we present observational evidence
for dynamical star formation using the most complete
census of GMCs in the Milky Way to date, and we find
that ff ranges from ∼10−4 to ∼0.4. The GMC catalog
and the details of its construction are contained in Paper
IV (M-A. Miville-Descheˆnes et al., in preparation).
We follow the practice of others in this field in using
the formation and growth of sink particles as a proxy
for star formation (Padoan & Nordlund 2011; Krumholz
et al. 2012b; Federrath & Klessen 2013, e.g.,). This proxy
is not exact, since stars, which are hydrostatic objects,
form at much higher density and on much smaller scales
(of order 1012 cm at most) than are simulated in our
simulations or in those just cited—the dynamic range in
these simulations is typically no larger than 1000, so in
a 1 pc box the smallest resolved scale is at least 1000
times larger than a star. Recent simulations using adap-
tive mesh refinement have achieved a dynamic range of
eight orders of magnitude, e.g., Tomida et al. (2013),
large enough to resolve the outer layers of a protostar.
However, such simulations run for only hundreds to thou-
sands of years, not nearly long enough to determine an
SFR. The reason, of course, is that the dynamical or
sound crossing times on the smallest scale are so short.
This paper is organized as follows. In Section 2 we
briefly describe our numerical methods. In Section 3 we
analyze the results of our simulations. We discuss our
results and compare them to previous work in Section 4,
and we conclude in Section 5.
2. NUMERICAL METHODS
We use both ENZO (v2.2 development branch; Bryan
et al. 2014) and FLASH 4.0.1 to perform our numerical
calculations. Hydrodynamical runs solve the continuity
and momentum equations, with Poisson’s equation when
self-gravity is included:
∂ρ
∂t
+∇ · (ρv) = 0, (4)
∂ρv
∂t
+∇ ·
(
ρvv − 1
4pi
BB+ I(p+B2/8pi)
)
= −ρ∇φ,
(5)
and
∇2φ = 4piGρ. (6)
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Figure 1. Velocity power spectrum, compensated by k2, of the
fully turbulent box in the absence of self-gravity. The solid black
curve is the power spectrum of the rms velocity in ENZO while
the red curve is for FLASH. The dashed line is the power-law fit
to the inertial range where the power-law index and its error are
given in the legend. The results when self-gravity is turned on (not
shown) are very nearly the same. The striking difference between
the two codes at smaller k is due to different driving scales; ENZO
is driven at 3 ≤ kL ≤ 4, as opposed to FLASH’s 1 ≤ kL ≤ 2.
In these equations v is the fluid velocity, B is the mag-
netic field, I is the identity matrix, and φ is the gravita-
tional potential. The gas pressure is given by
p = ρc2s, (7)
where the sound speed cs is taken to be constant. The
evolution of the magnetic field is given by
∂B
∂t
+∇× (B× v) = 0. (8)
Readers interested in the architecture of ENZO should
refer to Bryan et al. (2014); the relevant equations are
their (1)–(8) with a = 1, a˙ = 0 (non-cosmological),
Λ = Γ = Fcond = 0 (no radiation, no heating, no conduc-
tion). Our ENZO runs use the Runge Kutta second-order
based MUSCL solver with a Harten-Lax-van Leer (HLL)
Riemann solver. The FLASH runs use the unsplit solver
recently developed by Lee & Deane (2009), with the
Harten-Lax-van Leer Contact (HLLC) Riemann solver
for the HD case and the the Harten-Lax-van Leer with
Discontinuities (HLLD) Riemann solver for the MHD
case. We note that the HLL solver is, by construction,
more diffusive and does not resolve shocked regions as
well as the HLLC solver. While the two codes disagree
at a factor of two level on subparsec scales, the global
results are in good agreement.
Our simulations start with uniform density and zero
bulk velocity with a fixed resolution of 5123. In our
fiducial runs, the physical length of the box is set at
L = 16 pc, and we use periodic boundary conditions.
The initial mass density is 3×10−22 g cm−3. The global
free-fall time is then τff ≈ 3.9 Myr . As mentioned
above, all our simulations are isothermal at a sound
speed cs = 2.65 × 104 cm s−1. Thermodynamic studies
find that molecular clouds can contain significant amount
of atomic gas with temperatures ranging from that of
cold neutral medium (CNM) and warm neutral medium
(WNM), on the length scales and densities similar to
our setup (e.g., Koyama & Inutsuka 2002; Audit & Hen-
nebelle 2005; Heitsch & Hartmann 2008; Banerjee et al.
2009; Audit & Hennebelle 2010; Va´zquez-Semadeni et al.
2010; Heiner et al. 2014). Clouds that harbour star-
forming clumps may well have temperature variations
but as Heitsch & Hartmann (2008) report, the conversion
from atomic to molecular hydrogen is a rapid process,
and stars form only in the gravitationally bound molecu-
lar clumps. Given the same density threshold for star for-
mation, Heitsch & Hartmann (2008) find ff . 0.5, simi-
lar to what we find (see their Figure 10) in our isothermal
models.
In our MHD runs, we set the initial magnetic field to
be uniform, pointing in the x-direction, and to have an
intensity of 0.49µG, yielding an initial βB ≡ 2c2s/v2A ∼
22.2, where vA is the Alfve´n speed. At statistical equi-
librium, βB ∼ 1.3, corresponding to |B| ∼ 2µG, on the
low side but still within the range of observed magnetic
field intensity of molecular clouds of similar densities (see
Crutcher 2012, their Figure 6). Our simulated box is
magnetically supercritical (M/MΦ ∼ 20 where MΦ =
0.12piB(L/2)2/
√
G) and so are GMCs. For the typical
turbulent velocities of Milky Way GMCs vT ∼ 7 km s−1
and size 100 pc, number densities of nH ∼ 100 cm−3 are
required for virial equilibrium. The maximum possible
magnetic field intensity is then ∼10µG (Crutcher 2012),
corresponding to M/MΦ ∼ 10.
Initially, we evolve the gas without any self-gravity and
drive turbulent forcing in Fourier space at wavenumbers
1 ≤ kL ≤ 2 (3 ≤ kL ≤ 4 for ENZO) until the gas be-
comes fully turbulent at the appropriate Mach number
M≡ vT,0/cs = 9, where vT,0 is the turbulent velocity at
the largest scale L/2. In most of our runs, with either
code, we employ a purely solenoidal form of turbulent
driving. We have also done some runs employing com-
pressive driving. Compressive driving has been shown,
e.g., by Federrath & Klessen (2012), to lead to much
larger SFRs than does solenoidal driving. We have con-
centrated on the more conservative form of driving to
reduce the amount by which we may be overestimating
the SFR, but we also report on the results of simulations
with compressive driving.
Even in cases where we drive the turbulence on large
scales with purely solenoidal driving, on smaller scales
the turbulence has both solenoidal and compressive
modes. In runs with purely solenoidal driving (using
FLASH), the ratio between the turbulent power due to
solenoidal and compressive modes is 5:1 at the driving
scale, converging to 1:1 at the dissipation scale, i.e., the
point where k2Pv(k) deviates from the flat spectrum seen
in Figure 1, at k ≈ 30 pc−1. Similar power ratios have
been observed in previous studies such as Federrath et al.
(2010b) (see their Figure 14). In our ENZO runs, the
power in the compressive mode becomes comparable to
that in the solenoidal mode only at scales a few times the
grid scale. The difference is likely due to some combina-
tion of the different driving scales (ENZO’s driver drives
at slightly smaller scales, as noted above) and ENZO’s
more dissipative solver.
Away from collapsing regions, the turbulence is found
to follow the size-linewidth relation
vT(r) = vT,0(2r/L)
p, (9)
where p ≈ 0.5, consistent with Burgers turbulence (Burg-
ers 1948), i.e., high Mach number turbulence, and as
4observed in GMCs and low-mass star-forming regions
by Myers & Goodman (1988). The dynamical time is
τdyn ≡ L/2Mcs ≈ 3(9/M) Myr . The simulation reaches
a statistical steady state after 3–5 τdyn, whereupon the
global virial parameter
αvir ≡ 5
v2T,0(L/2)
3GM
(10)
reaches, by design, unity. In this expression M is the
total mass in the box.
The velocity power spectrum of the fully turbulent
state is shown in Figure 1. The measured index of
this turbulence (∼1.8–2.1) is close to the expected value
for Burgers turbulence and consistent with the value of
p ≈ 1/2 found above.
Both the sonic length
ls ≡ L
2
(
cs
vT,0
)2
≈ 0.1 pc (11)
and the Jeans length
λJ ≡
√
pic2s
Gρ¯
≈ 3.4 pc (12)
are well resolved in our 5123 runs, which have a cell
length of 3× 10−2 pc.
2.1. Star Formation Prescription
In our fiducial simulations, formation of stars (here-
after “star particles”) is governed by the Truelove cri-
terion: a star is formed at a grid point at which the
Jeans length falls below four grid cells (Truelove et al.
1997).7 The Truelove criterion is effectively a resolution-
dependent density threshold criterion: stars form if the
cell has a density above
ρ
ρ0
= 740
(
N
512
)2(
16pc
L
)2 ( cs
265m s−1
)2
(
3× 10−22 g cm−3
ρ0
)
(13)
where ρ0 is the mean density. The material above this
density is collected onto a star particle, lowering the den-
sity in the grid cell to the value given in Equation (13).
Once stars form, they grow in mass via two channels:
accreting gas within Bondi radius GM∗/(c2s + v
2
T ) and
merging with other star particles when they are a half-
cell distance away (two-cell distance for FLASH).
For comparison, Padoan & Nordlund (2011) form stars
only in grid cells where the density exceeds a fixed thresh-
old of 8000ρ0, independent of the resolution. At 512
3
resolution, this threshold density is about 10 times that
specified by the Truelove criterion (Equation (13)). How-
ever, we show in Section 3.1 that the mass in star par-
ticles, M∗(t), is independent of the threshold criterion
employed.
The default star particle methodology used in FLASH
4.0.1 is described in Federrath et al. (2010a). However,
7 The minimum number of cells to resolve Jeans length has been
revised to ∼30 as four grid cells can overestimate SFE by ∼11%
(Federrath et al. 2014b) and underestimate the magnetic field in-
tensity by at least an order of magnitude (Federrath et al. 2011a).
we make some significant modifications to reduce the
computational load imposed by the formation of hun-
dreds to thousands of stars. As described in Federrath
et al. (2010a), star particles are subcycled via a brute-
force O(N2) algorithm, where N is the number of star
particles. Computing the interactions between star parti-
cles themselves is not generally time-intensive. However,
there are O(N ×M) force evaluations between the gas
and the star particles and vice versa, where M is the
number of grid points. In addition, during each subcycle
step, the particle’s position must be updated across all
the operating cores. We have found that handling gas-
particle interactions is the slowest step of the FLASH
code.
To increase the efficiency of the FLASH code, we
change the force evaluation between the gas and the star
particles and between the star particles and the gas as
follows. First, we compute the force between star parti-
cles using the same O(N2) algorithm. Second, we per-
form the force evaluation on the gas by the star particles,
by mapping the particles to the gas grid and solving the
Poisson equation. As the Poisson solver is already ex-
ecuted to compute gas self-gravity, the force evaluation
between the star particles and the gas is done with the
minimal overhead of mapping the star particles onto the
grid. Third, to solve for the force on the star particles
by the gas, we solve the Poisson equation purely for the
gas without mapping the star particles.
As pointed out by Federrath et al. (2010a), this ap-
proach leads to large errors in the dynamics of binary
stars integrated over many binary orbital periods. How-
ever, we are interested here in the SFR; our tests show lit-
tle difference between the SFRs obtained using our faster
method as compared to Federrath’s method. We cau-
tion that the properties of the binary and multiple stars
formed, which we do not consider in this paper, will likely
be different using the two methods.
3. RESULTS
3.1. Evolution of Star Formation Efficiency
After the turbulence has fully developed, we turn on
the effects of self-gravity and star particle formation.
The global turbulent velocity power spectrum remains
unchanged, as was seen by Collins et al. (2012) and Fed-
errath & Klessen (2013).
Figure 2 shows how the total stellar mass in the sim-
ulation volume, M∗(t − t∗), evolves from the time t∗ at
which the first star particle forms. In both the pure
hydro and MHD runs, we find the total stellar mass is
well described by a power law, M∗ ∝ (t − t∗)αp , with
αp ≈ 1.9 in the range 0.003 < M∗/MGMC < 0.3 for
FLASH (both HD and MHD) and αp ≈ 2.2 in the
range 0.015 < M∗/MGMC < 0.3 for ENZO. MGMC is
the total mass (both stellar and gas) inside the box.
Including data points at lower M∗/MGMC steepens the
slope because the collapse dynamics is dominated by gas
rather than star particles; including data points at higher
M∗/MGMC flattens the slope because stars are closely
packed, interrupting the gas accretion. The exact lower
and upper limits of the fitting range are not well deter-
mined and chosen after visual inspection to avoid obvious
breaks in the power law.
This scaling is roughly the same over our rather limited
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Figure 2. SFE as a function of t− t∗, where t∗ is the time when the first star particle formed. Left: FLASH run. HD(blue points) and
MHD (red points) are plotted at different resolutions: 2563 (circles), 5123 (diamonds). Power-law fits (M∗/MGMC = A(t − t∗)αp ) to the
HD runs give αp = 1.9–2 for 0.003 < M∗/MGMC < 0.3. In MHD runs, M∗(t− t∗) grows approximately as (t− t∗)2.5. Right: ENZO HD
runs. Fitting a power law in the range 0.015 < M∗/MGMC < 0.3 gives αp = 2.31 ± 0.02 for 2563 and 2.22 ± 0.01 for 5123. Even beyond
tdyn, a fit to M∗/MGMC > 0.3 gives αp ' 1.6.
range of different resolutions. We note that t∗ depends
on the star formation criterion used and the strength of
the initial magnetic field, but we find that the power-law
index does not depend strongly on t∗.
This result is robust to variations in the star formation
prescription. Figure 3 shows M∗(t−t∗) when we vary the
density criterion for star particle formation by scaling it
relative to the Truelove criterion (Equation (13)). We
have used density thresholds that are 2, 4, and 10 times
the Truelove criterion; we find that M∗ ∝ t2 in all our
tests. This explicitly demonstrates that the SFR is inde-
pendent of the subgrid model we use for the small-scale
physics of star formation.
Does αp ≈ 2 hold for an individual star particle as well?
We show the mass evolution of individual star particles
in Figure 4. Not surprisingly, individual stars have a
more stochastic life history than the ensemble of stars,
but it is clear that individual stars also tend to grow
as M∗(t) ∝ (t − t∗)2. Here we track the seven most
massive star particles for a high-resolution run (5123).
Most of the sudden increases in the masses of individual
star particles are due to mergers with other star particles.
3.2. Density Probability Distribution Function
As shown in Figure 5, in gravity-free supersonic tur-
bulence, the volume-weighted density PDF is lognor-
mal, but when self-gravity is included, a power-law tail
emerges, corroborating the results of previous works
(e.g., Klessen 2000; Dib & Burkert 2005; Va´zquez-
Semadeni et al. 2008; Federrath et al. 2008a; Ballesteros-
Paredes et al. 2011; Cho & Kim 2011; Kritsuk et al.
2011; Collins et al. 2012; Federrath & Klessen 2013).
While this has been noted by many previous authors,
only recently was it suggested by Kritsuk et al. (2011)
that this power law is due to regions that collapse under
self-gravity, and that the power-law exponent is entirely
determined by the density profiles of these collapsing re-
gions.
To check this suggestion, in Figure 5 we plot the
PDF(ρ) of regions undergoing gravitational collapse, of
regions largely unaffected by the gravity of the star par-
ticles, and of the entire simulation box before and after
the gas self-gravity is turned on. We define the regions
undergoing collapse as spheres each having a radius of
3 pc centered on star particles. Gas lying outside of these
regions is considered noncollapsing. We see that the den-
sity PDF of the noncollapsing regions matches well the
PDF of the entire box before the inclusion of gravity (i.e.,
the PDF is lognormal without a power-law tail at high
densities). This implies that regions that do not undergo
collapse retain the character of pure supersonic turbu-
lence. On the other hand, the density PDFs of collapsing
regions show a clear power law at high density. We find
this power-law tail ρ−β to scale as β = 1.81± 0.04.
If the density is spherically symmetric and follows a
power law ρ ∝ r−kρ , then β = 3/kρ. Figure 6 shows the
evolution of the power-law index of the density profile av-
eraged over 10 massive star particles: kρ starts at ∼ 1.30
before the formation of star particles and then increases
to ∼ 1.55 after star formation. The expected range in
β given the final 1.45 . kρ . 1.62 is 2.07–1.85 which
agrees with the numerically determined β = 1.81. The
small discrepancy between the expected and observed β
values is likely due to the combined effect of star parti-
cles at different stages of their formation and evolution.
Furthermore, a simple power law is only a rough approx-
imation to the run of density; as illustrated in Figure 6,
density profiles are not perfect power laws. While our in-
ferred β is steeper than the values Kritsuk et al. (2011)
report, this is likely because they have higher resolution
and they use a different fitting range.
The fact that the density PDF in a self-gravitating gas
is lognormal if and only if local density peaks are excised,
combined with the very prominent power-law tails seen
in the PDF calculated in small volumes around those
same peaks and that these slopes of power-law tails are
consistent with the slope of the averaged density profile,
confirms the suggestion of Kritsuk et al. (2011) that the
power-law tail is due to gravitationally induced collapse.
3.3. Importance of Gas Self-gravity
Simulations of star formation must account for several
kinds of gravitational interactions: the self-gravity of gas
on gas, the self-gravity of stars on stars, and the gravity
between gas and stars. Star particle creation routines
provide a fourth model for gravity on sub-grid scales.
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Figure 3. SFE as a function of (t− t∗) at a resolution of 2563 for different star formation prescriptions. The left panel shows the result
for a FLASH run while the right panel shows the result for an ENZO simulation. Plotted are results for our standard sink particle creation
prescription which uses the Truelove criterion (filled circles), and prescriptions that use 2 times the Truelove density criterion (diamonds),
4 times the Truelove density (squares), and 10 times the Truelove density (triangles). Power-law fits (M∗/MGMC = A(t− t∗)αp ) to these
points for 0.015 < M∗/MGMC < 0.3 show that αp does not deviate significantly from 2 as a result of varying the star formation prescription.
Hence the SFR in the simulation is controlled by the rate of collapse, not by our subgrid model of star formation.
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Figure 4. SFE vs. time for the seven most massive individual
star particles in an ENZO run with a resolution of 5123. The
characteristic time t∗ in this plot is defined as the time at which the
star particle plotted formed. The abrupt increases in stellar mass
are produced by mergers of two or more star particles. The “Total”
thick dashed line corresponds to the power-law fit to the SFE of
the whole box, which in this run has an index of αp = 2.22± 0.01.
The “Mean” thick dotted line corresponds to the mean power-law
fit to the SFE of the seven individual star particles. The power-law
fit is performed in the range 5× 10−5 ≤ SFE ≤ 10−2, and results
in αp = 2.16± 0.69.
Our sub-grid model is ideally suited to testing the idea
that star formation results from collapse of gas in a log-
normal density PDF above a density on the scale of the
sonic length, as long as the sonic length is resolved.
In this subsection, we systematically turn on and off
each of these four kinds of gravitational interactions to
determine their relative impact on the time evolution of
SFE and the density PDF.
Figure 7 demonstrates that neglecting the gas self-
gravity leads to a much slower SFR, roughly by a factor
of 10, and a linear mass growth rate with αp ≈ 1. In
contrast, the gravity due to stars does not have such a
dramatic effect on the star formation: the rate decreases
by less than a factor of two, with an unchanged power-
law exponent αp ≈ 2. Simulations employing compres-
sive turbulence driving tend to have SFE about factors
of 10 larger than simulations under solenoidal turbulence
(Federrath & Klessen 2012), a result we reproduce here
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Figure 5. Volume-weighted density PDFs for SFE = 1% for
the entire simulation box (dotted), excluding 3 pc radius spheres
around star particles (solid), including only 3 pc radius spheres
around star particles (dashed with data points), and over the whole
box before the gravity is turned on (solid red). The excision of 3 pc
radius spheres around star particles excludes the regions of high-
est density, resulting in a PDF that is more lognormal. Hence the
power-law tail that we find in the entire volume is mainly associ-
ated with regions around star particles and is a result of gravita-
tional collapse. The overlaid power law ρ−1.81±0.04 is fitted for
30 ≤ ρ ≤ 300. Note that the break at an overdensity of ρ/ρ0 ∼ 700
results from the star particle formation routine which removes gas
from the grid and replaces it with star particles. This plot uses
ENZO data.
(left-pointing triangles in the figure). However, Figure
7 shows that even under purely compressive turbulence
driving, in the absence of gas self-gravity, SFE remains
about a factor of 10 lower than simulations with gas self-
gravity under purely solenoidal turbulence.
Figure 8 shows that the power-law density tail does not
appear in the absence of gas self-gravity in simulations
with solenoidal driving, consistent with our contention
that the tail is due to gravitationally induced collapse
driven by the gas-on-gas potential rather than the star-
on-gas potential.
Note, however, that the figure also shows that com-
pressive turbulent driving broadens the lognormal den-
sity distribution. The density PDFs of the two com-
pressively driven runs are depicted by the dotted and
dot-dashed lines. This broadening occurs whether the
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Figure 6. Left: radial density profiles around star particles. Plotted curves are averages over the 10 most massive star particles sampled at
different times: 1 Myr before star formation (thin solid), 0.5 Myr before star formation (dotted), at the time of star formation (dot-dashed),
0.5 Myr after star formation (dashed), and 1 Myr after star formation (thick solid). Red lines are power-law fits to the profiles in the range
30 < ρ/ρ0 < 300. Right: fitted power-law indices for the density profile, averaged over the 10 most massive star particles, in the range
30 < ρ/ρ0 < 300 as a function of time. Red circles illustrate the fits to the profiles shown in the left panel. This plot uses ENZO data.
10−2 10−1 100
(t− t∗)/tdyn
10−4
10−3
10−2
10−1
100
M
∗/
M
G
M
C t
2
t
M = 9
Ggas = 0
G = 0
G∗ = 0
G = 0, compressive
compressive
Figure 7. SFE vs. time in six runs with a resolution of 2563.
The circles depict runs in which all gravitational interactions are
accounted for. The diamonds exclude gas self-gravity. The squares
and left-pointing triangles depict runs where all gravitational in-
teractions except for that inherent in the star formation routine
are excluded. The up or down triangle runs exclude stellar grav-
ity. The driving is purely solenoidal except in the run depicted
by the left-pointing triangles, and in the run denoted by inverted
triangles, both of which have purely compressive driving, with the
latter excluding gas self-gravity. The runs that account for the
self-gravity of the gas have M∗(t) ∼ tαp with αp ≈ 2 for solenoidal
forcing, and α & 3 for compressive forcing. Linear fits to these
runs at late times find ff ≈ 0.3–0.5. In contrast, runs that do not
include self-gravity have αp ≈ 1, yielding a constant ff ≈ 0.003
or slightly higher for compressive forcing. This plot uses FLASH
data.
gas self-gravity is included or not; because of our lim-
ited resolution, it is difficult to determine whether there
is a power-law tail to either of these two PDFs. This
broadening is reminiscent of that seen in observations of
molecular gas compressed by ionization feedback from
HII regions (Tremblin et al. 2014). Numerically, the sen-
sitivity of density distribution on the mode of turbulence
driving has been extensively studied and discussed by
Federrath et al. (2008b) and Federrath et al. (2010b).
While the difference between the PDFs of the two com-
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Figure 8. Volume-weighted density PDFs for SFE = 1% for
different turbulent driving (solenoidal v.s. compressive) and for
different volumes. First, the results of a solenoidally driven run
including all types of gravitational interactions for (a) the entire
simulation box (thick black solid line), (b) the volume contained in
3 pc spheres around star particles (thick black dashed line), and (c)
the entire box excluding 3 pc spheres around star particles (black
dotted line). The thin solid blue line shows the result of a run
with no gas self-gravity. The remaining two lines show results for
compressively driven turbulence, resulting in much broader density
PDFs: the dotted blue line depicts a run with no self-gravity, cor-
responding to the downward-pointing triangles in Figure 7, while
the dot-dashed line depicts a run including gas self-gravity (corre-
sponding to the left-pointing triangles in Figure 7) The fact that
there is only a very slight difference between the PDFs of the two
compressively driven runs is likely a result of the limited spatial res-
olution; the turbulent cascade does not have enough spatial range
to relax to a mix of compressive and solenoidal turbulence. Despite
the similarity in the high-density tail of the two PDFs, the large
difference in the SFR between the two runs shows that the veloc-
ity around star-forming regions is much larger in the run including
self-gravity.
pressively driven simulations is difficult to see in Fig-
ure 8, the rapid rate of star formation in the gravity-on
case (left-pointing triangles in Figure 7), compared to the
gravity-off case, (downward-pointing triangles in that fig-
ure) shows that the rate of mass flow from large scales to
8small scales is far faster in the gravity-on case. We inter-
pret this to mean that the much broader density PDF in
compressively driven turbulence is not directly responsi-
ble for the more rapid star formation rate seen in previous
simulations of star formation in previous work. Instead,
it is the increased infall velocity, produced by the ini-
tially denser post-shock gas’s self-gravity, that leads to
the high SFR, and not the compressive driving by itself.
We suspect that our low resolution might play a role in
the very strongly enhanced SFR we find in the gravity-
on compressively driven case; were we able to follow the
flow to yet smaller scales, the enhanced turbulence in the
compressively driven case might be seen to slow the infall
velocity on those smaller scales, compared to a noncom-
pressively driven case. We are investigating this point
further.
These experiments show that gas self-gravity is the pri-
mary driver of the rapid SFR seen in our simulations, and
of the power-law tails in density PDFs. Models of star
formation must, therefore, include not only the small-
scale potential produced by stars, but also the large-scale
(& 0.1 pc) potential produced by gas. Models that ne-
glect the large scale effects of self-gravity, e.g., those that
assume a log-normal density PDF and no feedback ef-
fects, will underestimate the SFR by factors of 10 or
more.
3.4. Velocity Profiles
We now turn to the velocity profiles around these
collapsing regions. In Figure 9, we plot the mass-
averaged infall velocity vr, the free-fall velocity vff =√
2GM(< r)/r, and the rms velocity
vrms(r) ≡
√
〈(v − vr)2(R+ r)− v2(R)〉. (14)
Here r measures displacement relative to a reference po-
sition R.
Around density peaks, we find that vrms ∝ r0.3, flat-
ter than the background turbulent velocity vT ∝ r0.5.
We attribute the enhanced turbulent velocity and flatter
slope in the vicinity of density peaks to the conversion of
gravitational potential energy into turbulent energy. The
kinetic energy of the bulk inflow of gas also contributes to
the driving of turbulence, but as Figure 9 shows, its effect
is minimal compared to gravity. The idea that gravita-
tional collapse can drive turbulence has a long history
(e.g., Hoyle 1953; Scalo & Pumphrey 1982), and it has
been seen in recent numerical studies (e.g., Sur et al.
2010; Federrath et al. 2011b). However, in the latter two
papers, the fraction of energy going into turbulent mo-
tions is small compared to that going into radial infall.
In our case, the energy in turbulent motion is substan-
tially larger than that in the radial infall. The differ-
ence is likely in the initial conditions: Sur et al. (2010)
and Federrath et al. (2011b) start with a smooth, spher-
ically symmetric density distribution with transonic tur-
bulence.
Another way to see that the turbulent velocity is en-
hanced only near local density peaks is to study the ve-
locity power spectrum around these points. Figure 10
shows the power spectrum calculated in cubes 8 pc on
a side, centered around local density maxima and also
around random points away from these maxima. Each
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Figure 9. Various velocities plotted vs. radius from a local den-
sity peak, averaged over 10 peaks. The black curves show vr, the
infall velocity onto the density peak, while the red curves show the
rms velocity. Power-law fits to vrms(r) ∼ rp yield p =0.25–0.35,
significantly smaller than the exponent p = 0.5 measured in the
bulk of the box. At late times, p ≈ 0.1 near density peaks in some
runs. The blue curves show vff . The line styles correspond to dif-
ferent times, measured from the time of formation of the first star
in each density peak: thin solid, dotted, dot-dash, dash, and thick
solid lines correspond to −0.5, −0.3, −0.1, 0.2 and 0.6 Myr be-
fore (negative) or after (positive) the first star forms. The bottom
panel shows that vr < vrms < vff at all radii, suggesting that a
substantial fraction of the gas near the local density peak is bound
out to at least ∼3pc.
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Figure 10. Compensated velocity power spectrum inside an
(8 pc)3 cube around a local density peak, calculated after apply-
ing a Gaussian window function with 2 pc variance. The plotted
curves represent an average over three density peaks sampled at
times 0.1 Myr (blue dashed), 0.3 Myr (green dashed), and 0.5 Myr
(red solid) before the first star forms in each peak. The solid black
curve shows the power spectrum around five random points in the
simulation box, calculated with the same window function. There
is more power on small scales in regions around local density peaks
than in the box as a whole.
power spectrum is calculated after applying a Gaussian
window function with 2 pc variance centered on the point
of interest. The velocity power spectra around density
maxima have much more power on small scales than ei-
ther the global power spectrum (Figure 1) or the power
spectra calculated in an identical manner around random
points in the box.
3.5. Collapse Geometry
Figure 11 shows density slices in xz- and yz-planes
shortly before the first star forms. The figure illustrates
the well-known result that simulated stars form in fil-
aments or sheets, which in this case we define by gas
9with ρ > 3 × 10−20 g cm−3 (colored orange), equivalent
to number density n ∼ 104 cm−3, the density of the in-
terstellar medium filaments observed by Peretto et al.
(2014). The arrows show the projected velocity of the
gas, and illustrate the convergent nature of the flow in
the vicinity of the density peaks. The filaments in our
simulation have length scale ∼1–2 pc, width ∼ 0.1–0.3
pc, total mass ∼100–200 M (not shown), and veloc-
ity dispersion ∼1–2 km s−1 (see Figure 9), similar to the
properties of the SDC13 infrared dark cloud (see Peretto
et al. 2014, their Figures 1, 2, 4 and Table 3), and to
the properties of the IC 5146 Herschel filaments (Arzou-
manian et al. 2011). Figure 9 shows that the gas inside
these high-density structures is by and large bound: the
local turbulent velocity around density peaks is at or be-
low the free-fall velocity at all radii at all times, while
the bulk velocity is well below the free-fall velocity.
Figure 12 quantifies the source of mass falling onto
stars. We plot the mass accretion rate dM/dt across a
spherical shell with radius 0.5 pc centered on the local
density maximum for 10 star particles at different times.
In this plot, we calculate dM/dt for each cell in the shell
and order them by the density in that cell. We then plot
the cumulative dM/dt as a function of density divided
by the mean density in the shell, ρ¯ ≈ 3 × 10−21 g cm−3
(n ≈ 103 cm−3). The figure shows that half the accre-
tion comes from regions whose gas densities are around
or below the mean shell density, whereas only a small
fraction of material comes from high-density regions, i.e.,
filaments.
As a further illustration of this point, we also plot
the mass accretion rate for the first star particle, which
is shown in the left panels of Figure 11. Once again,
the volume average density in the shell is ρ¯(0.5 pc) =
3 × 10−21 g cm−3, while the density in the filament is
ρfilament ≈ 3 × 10−20 g cm−3, as can be seen in Figure
11. Only a small fraction of accretion (. 20%) proceeds
through high-density regions, which we are identifying
with the filaments seen by Peretto et al. (2014). In fact,
80%–90% of the total mass inside a 2 pc radius sphere
centered on the local density maximum resides in struc-
tures with ρ ≤ ρfilament.
Figure 13 shows moment-of-inertia eigenvalues I1 and
I2, normalized by the third and largest eigenvalue. In the
construction of a moment of inertia matrix, positions are
measured relative to a star particle. If both I1 and I2
are near 1, the density distribution is spherical; if I1 ≈
1 while I2 is much smaller, the density distribution is
filamentary. A flattened filament or sheet would have
I2 . I1 . 1. Figure 13 shows both I1 and I2 to be
near unity near the star particle (r . 1 pc) but I2 to
decrease to ≈ 0.1 for 1 pc . r . 4 pc, suggesting that the
inner density structure is nearly spherical while the outer
density structure is filamentary. There is a hint that I1
again approaches I2 for r > 4 pc, possibly reflecting a
sheet-like geometry. This confirms the visual impression
given by Figure 11.
3.6. Dependence on αvir
Proposed models of star formation predict ff to de-
cline with increasing αvir (e.g., Krumholz & McKee 2005;
Hennebelle & Chabrier 2011; Padoan et al. 2012). This
is not surprising, since αvir parameterizes the ratio be-
tween kinetic energy and gravitational potential energy;
we expect objects with low αvir to be bound (and to
make stars), while we expect those with high αvir to be
unbound and hence to make few stars.
This behavior has been verified in numerical simu-
lations (e.g., Padoan & Nordlund 2011; Federrath &
Klessen 2012), but exactly how the mass evolution of
individual star particles changes with αvir has not been
studied in detail.
Figure 14 shows the accretion histories of the four most
massive stars in each of four runs with different values
of the virial parameter. The figure shows that increasing
αvir tends to lead to lower mass accretion rates (with sub-
stantial scatter). However, the figure also demonstrates
that the accretion is shut off before τff is reached when
αvir is large—the green curves (αvir = 7) become hori-
zontal at t/τff ≈ 0.1, while the black curves (αvir = 1)
continue to accrete beyond t/τff = 0.25. Note that both
the mass and the time at which accretion halts are sim-
ilar between all four star particles in the same αvir run.
In supervirial clouds, τdyn < τff . Because large-scale
flows reconfigure the density structure on the dynamical
timescale, in high αvir clouds there is less time for star
particles to accrete mass than in low αvir clouds. The
globally slower SFR at high αvir can then be explained
by both the slower accretion rate onto individual star
particles and the fact that the supply of gas streaming
from large radius toward the star is interrupted when the
large-scale turbulent flow varies on a timescale substan-
tially shorter than the (mean density) free-fall time.
4. DISCUSSION
Papers on the SFR in 3D simulations have generally
discussed ff as a constant value (e.g., Padoan & Nord-
lund 2011; Bate 2012; Krumholz et al. 2012b; Federrath
& Klessen 2012; Myers et al. 2014). However, examina-
tion of the figures in these papers shows that the stellar
mass grows in a nonlinear manner. The figures are con-
sistent with our finding that the SFR rapidly increases
with time owing to the effects of self-gravity.
The time-dependence of the SFR has been recognized
by Myers et al. (2014) in their simulations, both HD
and MHD with stellar feedback. Those authors specu-
late that the dependency should disappear if turbulence
is driven during the gravitational collapse. Our simula-
tions refute this hypothesis: we find ff to be time-varying
in our gravito-turbulent simulations with continuously
driven turbulence. Myers et al. (2014) report a global
M∗(t) ∼ tαp with αp ≈ 3, while at the same time the
same measurement on the most massive stars results in
αp = 2 in their HD runs. This is likely because their
stellar population has not yet approached a steady-state
distribution as shown in their Figure 12.
Simulations that take the formation of and gas accre-
tion onto molecular clouds into account via collision of
two WNM flows have also reported SFR to rise with time
(e.g., Va´zquez-Semadeni et al. 2009) even with the inclu-
sion of stellar feedback (Va´zquez-Semadeni et al. 2010;
Col´ın et al. 2013) or magnetic field (Va´zquez-Semadeni
et al. 2011). Our results and interpretations resonate
with the works of Cho & Kim (2011) and Collins et al.
(2012), who both suggest that gas self-gravity plays an
important role in determining turbulent statistical prop-
erties. Through direct comparisons between runs with
10
Figure 11. Density (shown by colors) and velocity (shown by arrows, with the size proportional to the magnitude of the projected
velocity) in the vicinity of a local density peak, 0.1 Myr before a star forms. The left two panels are for a FLASH run, while the right two
panels are for an ENZO run. The upper panels shows slices one cell thick (∼ 0.03 pc) in the yz-plane, and the lower panels show similar
slices in the xz-plane, both centered on the location where the star will form. We find stars to form in a filament (orange) or in regions
where multiple filaments converge. The apparent difference between FLASH and ENZO density structure is due to the more dissipative
solver used by ENZO, as well as the different turbulence driving scale. The online journal contains accompanying video files (Figure 11a
for FLASH runs and Figure 11b for ENZO runs) that show the density projection of the entire simulation box evolving from the initial
turbulence driving to the end of the simulation after the formation of star particles.
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Figure 12. Cumulative mass accretion rate, averaged over 10
star particles in a FLASH run. The rates are calculated 105 yr
(dotted blue line), 3 × 105 yr (solid green line), and 5 × 105 yr
(dashed red line) after the relevant star particle forms. The blue
dot-dashed line depicts the cumulative mass accretion rate onto
the first nascent star. The accretion rate is plotted as a function
of ρ/ρ¯, where ρ¯ = 3 × 10−21 g cm−3 is the average density inside
the spherical shell at 0.5 pc. Roughly half the accretion rate is
due to gas with a density below the mean density of the shell,
indicating that accretion is not dominated by accretion through
filaments; we define a filament by ρ ≥ 3 × 10−20 g cm−3, i.e.,
n ≈ 104 cm−3, comparable to the density n ≈ 3×104 cm−3 in the
filaments discussed by Peretto et al. (2014).
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Figure 13. Radial profile of moment-of-inertia eigenvalues in a
FLASH HD run ∼ 0.8Myr after the first star particle forms. The
two eigenvalues are normalized by the third maximum eigenvalue.
Inside of≈ 1 pc, the three moment-of-inertia eigenvalues are similar
to one another, showing that the geometry is quasi-spherical. For
1 pc . r . 4 pc , I2 ≈ I3  I1, which suggests that geometry
here is dominated by a filament. At yet larger r, the geometry
approaches that of a sheet or flattened filament.
different kinds of gravitational interactions, as well as
close examinations of velocity profiles, we have shown
quantitatively that gas self-gravity accelerates star for-
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Figure 14. Stellar mass M∗ as a function of t/τff for four runs
with different virial parameters: αvir = 1 (black lines), 3 (blue
lines), 5 (red lines), and 7 (green lines). In this figure t = 0 corre-
sponds to the time at which a given star forms. The life histories
of the four most massive stars are plotted as solid, dotted, dashed,
and dot-dashed lines for each value of the virial parameter. At
small t/τff , the curves all show the characteristic power-law be-
havior seen in Figures 2 and 3. At t/τff ≈ 0.05–0.10 the red and
green curves (αvir = 5 and 7) level off, signaling the cessation of
accretion. The blue and black curves (αvir = 3 and 1) continue to
rise beyond t/τff ≈ 0.2, showing that accretion persists for much
longer times.
mation and enhances turbulent motion around local den-
sity peaks.
Turbulent core-collapse models also predict superlin-
ear stellar mass growth (e.g., M∗ ∝ t4 in McLaughlin
& Pudritz 1997 and M∗ ∝ t2 in McKee & Tan 2003).
While our SFE evolution appears to agree well with
the model of McKee & Tan (2003), the turbulent core-
collapse model assumes that gas is in hydrostatic equilib-
rium (HSE). Our density and velocity profiles show that
the assumption of HSE is not satisfied in our simulation.
What turbulent core-collapse models overlook is that the
nature of turbulence is altered by self-gravity; for exam-
ple the power-law index p of the turbulence is altered, as
shown in Figure 9. Using the adiabatically heated tur-
bulence model of Robertson & Goldreich (2012), we will
show in Paper II that properly accounting for the inter-
play between gravity and turbulence can explain all the
numerical results presented in this paper.
Although the main conclusions of our work are that
the SFR and SFE are dynamic and time-varying quanti-
ties, we emphasize at the same time that our simulations
are compatible with previous work. Indeed, we can re-
produce the “constant” ff calculated by, e.g., Padoan &
Nordlund (2011), Krumholz et al. (2012b), and Myers
et al. (2014). The value of ff reported by these papers is
found by fitting a straight line to the stellar mass M∗(t)
at late times, typically a substantial fraction of a free-fall
time after the first stars have formed. Following their
recipe, we find similarly large ff ∼ 0.3.
Both Krumholz et al. (2012b) and Myers et al. (2014)
find that stellar feedback does not significantly alter ff ,
suggesting that the forms of stellar feedback they in-
clude (protostellar jets, ionized gas pressure, and radi-
ation pressure, calculated using a flux-limited diffusion
approximation) do not regulate the SFR at the scale of
their simulation (∼ 0.5pc). Even in regions of low-mass
star formation where protostellar outflows become im-
portant, the SFE reduction factor is only ∼3 (Matzner
& McKee 2000; Hansen et al. 2012; Machida & Hosokawa
2013; Offner & Arce 2014; Federrath et al. 2014a).
In and of itself, rapid local star formation would sug-
gest that the global SFR should be much larger than
observed. However, we appeal to other work suggesting
that feedback is what determines the global SFR, by reg-
ulating the amount of gas in gravitationally bound GMCs
(Thompson et al. 2005; Hopkins et al. 2011; Faucher-
Gigue`re et al. 2013).
4.1. Slow Star Formation in Supervirial Gas
The statement that the SFR is of order the cloud
mass divided by the free-fall time (Equation (2)) holds
for simulations that have global virial parameters of or-
der unity or smaller. Simulations with virial parameters
larger than 1 show very different behavior—the SFRs are
greatly reduced.
We believe that the low SFRs seen in supervirial simu-
lations reflect the fact that strong turbulence does not al-
low large-scale steep (kρ & 1.5) power-law density struc-
tures to form. Such large-scale structures are a prerequi-
site for the rapid accretion seen at low αvir. We note that,
even in supervirial flows, there are regions of convergent
flows in which small-scale bound clumps can form (e.g.,
Ballesteros-Paredes et al. 1999) and where the large-scale
gravitational field plays little or no role. This is essen-
tially how stars form (at greatly reduced efficiency) in
our no-gas-self-gravity runs.
If the free-fall time is much longer than the dynamical
time, then the newly formed star or cluster will run out of
fresh material in a time t ∼ τdyn. To see this, recall Fig-
ure 11, which shows that regions of high density occupy
little volume. In high-αvir flows, large-scale turbulence
strips the outer layers of these enhanced density regions
on the dynamical time, limiting the amount of mass that
can be accreted onto stars.
4.2. Gravitational versus Turbulent Collapse
Federrath & Klessen (2013) perform simulations simi-
lar to ours, but with a broader range of Mach numbers
and virial parameters. They obtain many of the same
results we do, including very high values of ff . They em-
phasize a different aspect of the result, focusing on how
variations in the properties of the turbulence affect the
SFR: for example, they stress that in simulations with
large virial parameters, or noncompressive driving, the
SFR is low compared to regions where virial parameter
is small or the driving is compressive. We focus on the
time evolution of the stellar mass in regions where star
formation is proceeding.
We have investigated the relative contribution of tur-
bulence and gas self-gravity to the time evolution of stel-
lar mass in Section 3.1, in particular Figure 7. We show
there that turbulence alone—whether purely solenoidal
or purely compressive—in the absence of self-gravity,
does not drive the rapid star formation seen in simu-
lations that include self-gravity. If high Mach number
compressive turbulence were solely responsible for the
rapid star formation seen in self-gravitating simulations,
then turning off the self-gravity of the gas should not af-
fect the SFR. Furthermore, Figure 8 shows directly that
the power-law density tail disappears in the absence of
self-gravity, suggesting that the local overdense regions
12
that determine the rate of star formation (not just the
seeds of star formation) are generated by gravity. When
gas self-gravity is turned off (but when the subgrid star
formation routine is still active) star formation does pro-
ceed, but at a rate greatly reduced compared to the case
where gas self-gravity operates. In addition, SFRs in the
no-gas-self-gravity runs do not accelerate with time.
The complementary experiment, where self-gravity op-
erates but there is no turbulent driving, has been re-
ported on many times in the literature. For example,
Krumholz et al. (2012b) find that if the gas is initialized
with a smooth density distribution and some turbulent
velocity field, the time to the formation of the first star is
relatively long, but subsequent star formation is exceed-
ingly rapid. By comparison, if the initial velocity dis-
tribution is turbulent (initially driven but decays when
gravity is turned on) and the emergent density distru-
biton is a consequence of initial turbulent driving, the
first stars form earlier, but the subsequent SFR grows
less rapidly than in the no-turbulence case.
We conclude that while strong turbulence does hasten
the initial collapse, it is not the main determinant of the
growth rate of stellar mass once star formation begins.
Turbulence provides the seeds for local collapse but it is
the gas self-gravity that drives accretion onto these seeds.
In other words, it is not the number of seeds (or the initial
mass of these seeds) that determines the evolution of
SFRs; the important determinant is the density structure
(and therefore mass) evolution around these individual
seeds.
SFRs calculated by integrating over static lognor-
mal density PDFs from a certain critical density (e.g.,
Krumholz & McKee 2005) will, therefore, underestimate
the true rates. Models of star formation need to prop-
erly take into account the dynamical evolution of density
PDFs produced by large-scale effects of gravity.
4.3. Collapse on Subgrid, Global, and Intermediate
Scales
We distinguish four different scales in our simulations;
loss of support against gravity can occur on all four. The
smallest scale, which we refer to as subgrid, corresponds
to a few to several cell lengths—in our simulations this
corresponds to l . 0.1 pc. The loss of support on this
and smaller scales is modeled by a star particle creation
routine.
The global scale is the size of the box in simulations.
In galaxies, we identify the global scale as the local disk
scale height, similar to the sizes of the largest GMCs, or,
in low-mass star formation regions, the size of the host
GMC (which can be substantially below the disk scale
height).
We do not see a strong global collapse in any of our tur-
bulent simulations; this is not surprising, since we turn
on self-gravity only after establishing fairly strong tur-
bulent motions, with αvir no smaller than one, and then
run for a time of order the free-fall time. In simulations
with smooth initial density distributions, however, global
collapse is observed (e.g., Krumholz et al. 2012b).
Support can also be lost on the local scale whose value
depends on the global virial parameter. In most of our
simulations, the local scale spans roughly the two decades
between the box size and the subgrid scale:
∆x . llocal . L. (15)
In our simulations, it is this local scale that is relevant
for setting the pace of star formation. We have shown
that the power-law tail of the density PDF forms on this
scale; here the gravitational potential energy liberated
from collapse is converted to turbulent energy and flat-
tens the local size-linewidth relation.
For larger values of αvir, the local scale is truncated
on the high end by large-scale turbulence, reducing the
global SFR dramatically. This ‘supervirial’ truncation
scale is the fourth scale we identify.
We have shown that rapid star formation occurs before,
and even in the absence of, a global collapse. This result
is important: while our simulations lack feedback, we
have argued elsewhere that feedback from stars prevents
global collapse. That same feedback is likely to cut short
the rapid star formation we find here, so that on GMC
scales, at least, the fraction of gas turned into stars is
well below the ∼ 50% or higher levels we find here.
4.4. Comparison to Observations
Krumholz & Tan (2007) and Krumholz et al. (2012a)
argue from observations that the SFR per free-fall time
on all scales, including scales at or below that of GMCs, is
nearly constant and equal to 2%, an order of magnitude
below the rates found in numerical simulations.
Most of the GMCs they consider are local clouds lack-
ing massive stars (Heiderman et al. 2010; Lada et al.
2010). Murray (2011), in contrast, finds ff to range
from 0.001 to 0.5 in clouds harboring massive star clus-
ters. Federrath (2013b) finds a similar scatter in ff using
more observations of nearby clouds and clumps. In order
to definitively test the constancy of ff in GMC observa-
tions, one must consider all clouds, near or far, actively
star-forming or not. This more complete census is what
we present in Papers III and IV. We find upward of three
orders of magnitude dispersion in ff and show that our
theoretically derived M∗ ∝ t2 relation fits the observa-
tional data well.
The upper end of the observed range in ff is consis-
tent with the numerical results found here, and the large
dispersion seen in ff likely reflects cloud-to-cloud varia-
tions in age and αvir. Our results suggest that supervirial
clouds will have low ff , in agreement with Federrath &
Klessen (2012). We test this suggestion observationally
in Paper III.
Direct evidence for time-varying ff was presented by
Palla & Stahler (2000); they noted a steeply rising popu-
lation of younger stars (age ∼ 1 Myr) compared to older
stars (age ∼ 10 Myr) in nearby clusters, interpreting
the trend as accelerating star formation. The age dis-
tribution in these clusters came into question, however,
since sources of error such as differential extinction, stel-
lar photometric variation, and contamination from field
stars can also mimic the spread in stellar ages (Hartmann
2001, Lada & Lada 2003, and Hartmann 2003 but see
Zamora-Avile´s et al. 2012). Other evidence comes from
observations of GMCs in the Large Magellanic Cloud.
Kawamura et al. (2009) find twice as many clouds with
only HII regions than those with star clusters, suggesting
that clouds spend more time in the early stages of star
formation.
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5. CONCLUSIONS
We have argued that the SFR in gravitationally bound
objects is controlled by gravity. Examples of such objects
include the most massive giant molecular clouds, clumps,
and cores. From our finding that stellar mass grows su-
perlinearly with time, most star formation will happen
over the 1/10 or 2/10 of a free-fall time. We found that
the radial density profile steepens around density peaks
at which stars form; at the same time, a power-law tail
develops on the high-density end of the lognormal density
PDF. Gas self-gravity is responsible for all these changes
to the density structure. Gas self-gravity also affects the
velocity structure of turbulence, as shown by velocity
enhancements near density peaks. In the absence of self-
gravity, converging flows also effect changes to the den-
sity and the turbulent velocity structures but to a lesser
degree.
Unlike the high SFEs seen in our simulations of virial-
ized clouds, supervirial clouds show much slower growth
in stellar mass; we have argued that this is because there
is not enough time for gas to collapse before turbulence
completely alters the density field. Our results show that
self-gravity acting on scales larger than 0.1 pc has a di-
rect consequence on cloud density structure, turbulence,
and the rate of star formation. From our simulation re-
sults as well as the agreement with recent observations,
we conclude that SFR is a dynamic, time-varying prop-
erty, not a constant as previously thought.
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