Abstract: In this paper, we study how to predict the results of LTL model checking using some machine learning algorithms. Some Kripke structures and LTL formulas and their model checking results are made up data set. The approaches based on the Random Forest (RF), K-Nearest Neighbors (KNN), Decision tree (DT), and Logistic Regression (LR) are used to training and prediction. The experiment results show that the predictive accuracy of the RF, KNN, DT and LR-based approaches are 97.9%, 98.2%, 97.1% and 98.2%, respectively, as well as the average computation efficiencies of the RF, KNN, DT and LR-based approaches are 7102500, 598, 4132364 and 5543415 times than that of the existing approach, respectively, if the length of each LTL formula is 500.
Introduction
Model checking is a kind of formal verifying technique, which was presented by Turing Award winner Prof. Clarke et al [1] . This technique is widely used in CPU design [2] , security protocols [3] and malware detection [4] by some leading IT companies, including INTEL and IBM [5] . And the state explosion problem (In a special case, 10 120 states were verified automatically by the symbolic model checker [6] .) has been widely concerned. In our previous work, we used the BT algorithm to predict the results of LTL model checking [7] . Can other machine learning algorithms be used to predict the results of LTL model checking effectively? This is our research issue.
The principle of the new method
The principle of the new method can be described as Fig. 1 
Experimental Procedures
The experimental steps in this paper are consistent with the experimental steps in our previous work, and will not be described repeatedly here. For details, please refer to [7] .
Experimental results

NuSMV experiments
The data sets obtained in this section are raw data for Grap Lab experiments in the next section, where the length of each formula is 25 or 500. The NuSMV experiments in this study is the same as that in our previous work. For details, please refer to [7] .
Experiments via Graph Lab
In the NuSMV experiments, we obtained 405 and 400 records of model checking experimental results via NuSMV, where the length of each formula is 25 and 500, respectively. The two data sets are then exported to Graph Lab to conduct the training and prediction using one of the machine learning algorithms based on RF, KNN, DT, and LR, respectively. The optimal results are summarized in Fig. 2 for the four machine learning algorithms, i.e., RF, DT, KNN and LR, where the length of each formula is 25. Table 1 shows the value of parameters and some performance when these optimal results occur. Furthermore, the results also indicate that the efficiency of the approaches based on the RF, KNN, DT, LR increase 484, 11, 341, 326 times respectively, compared with the traditional NuSMV model checking approach, as shown in table 2.
The optimal results are summarized in Fig. 3 for the four machine learning algorithms, i.e., RF, DT, KNN and LR, where the length of each formula is 500. Table 3 shows the value of parameters and some performance when these optimal results occur. Furthermore, the results also indicate that the efficiency of the approaches based on the RF, KNN, DT, LR increase 7102500, 598, 4132364, 5543415 times respectively, compared with the traditional NuSMV model checking approach, as shown in table 4.
Conclusions
In this study, we propose a method based on four machine learning algorithms, for predicting the results of LTL model checking. The results show that the longer the formulas involved in the model checking become, the more obvious the comparative advantage of the new method is. (2) Predictive result via DT, there are 400 records in sample set.
(3) Predictive result via KNN, there are 400 records in sample set.
(4) Predictive result via LR, there are 400 records in sample set. Fig. 3 . Results of prediction based on different ML algorithms, where the length of each formula is 500.
