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Abstract
We give the first outlier-robust efficient algorithm for clustering a mixture of k statistically
separated d-dimensional Gaussians (k-GMMs). Concretely, our algorithm takes input an ε-
corrupted sample from a k-GMM and outputs an approximate clustering that misclassifies at
most O(kε) + η fraction of the points whenever every pair of mixture components are separated
by 1−exp(−poly(k/η)) in total variation distance. This is the statistically weakest possible notion
of separation and allows, for e.g., clustering of mixtures with components with the same mean
with covariances differing in a single unknown direction or separated in Frobenius distance. The
running time of our algorithm is dO(log(κ))poly(k/η) where κ is a measure of spread of the mixture
in any direction. For k  2, our algorithms run in time and samples poly(d)with no dependence
on the spread κ. Such results were not known prior to our work, even for k  2.
More generally, our algorithms succeed for mixtures of any distribution that satisfies twowell-
studied analytic assumptions - sum-of-squares certifiable hypercontractivity and anti-concentration.
As an immediate corollary, they extend to clustering mixtures of arbitrary affine transforms
of the uniform distribution on the d-dimensional unit sphere. Even the information theoretic
clusterability of separated distributions satisfying our analytic assumptions was not known and
is likely to be of independent interest.
Our algorithms build on the recent flurry of work relying on certifiable anti-concentration
first introduced in [KKK19, RY19]. Our techniques expand the sum-of-squares toolkit to show
robust certifiability of TV-separated Gaussian clusters in data. This involves giving a low-degree
sum-of-squares proof of statements that relate parameter (i.e. mean and covariances) distance to
total variation distance by relying only on hypercontractivity and anti-concentration.
∗Carnegie Mellon University
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1 Introduction
A flurry of recent work has focused on designing outlier-robust efficient algorithms for statis-
tical estimation for basic tasks such as estimating mean, covariance [LRV16, DKK+16, CSV17,
KS17b, SCV17, CDG19, DKK+17, DKK+18, CDGW19] and moment tensors [KS17b] of distribu-
tions, regression [DKS17, KKM18, DKK+19, PSBR18, KKK19, RY19], and clustering of spherical
mixtures [DKS17, KS17a, HL17]. This progress (see [DK19] for a recent survey) has come via funda-
mentally new algorithmic techniques such as agnostic filtering [DKK+16] and robust-learning frame-
works based on the sum-of-squares method in both the strong contamination [KS17a, KS17b, HL17]
and list-decodable learning models [BS02, KKK19, RY19, RY20].
In this paper, we extend this line of work by studying outlier-robust clustering of mixtures
of distributions that exhibit either mean or covariance separation. As a consequence, we obtain
outlier-robust algorithms for clustering mixtures of k-Gaussians (k-GMMs) that are separated in
Total Variation1 distance - the information-theoretically assumptions allow, for e.g., mixtures where
the components have the samemean and variances differing in an unknown direction or covariances
separated in relative Frobenius distance (see Figure 1) - the Frobenius distance between covariances
by putting one of the distributions in isotropic position.
Clustering all Hypercontractive and Anti-Concentrated Distributions. Beginning with Pear-
son [Pea94], the Gaussian mixture model has been the subject of a century-old line of research. A
k-GMM
∑
r6k prN(µ(r),Σ(r)) is a probability distribution sampled by first choosing a component
r ∼ [k] with probability pr and outputting a sample from the Gaussian distribution with mean µ(r)
and covariance Σ(r). In the k-GMM learning problem, the goal is to use a sample from a k-GMM to
output a clustering or do parameter estimation (output high-fidelity estimates of the mean and
covariances of the components). Progress on provable algorithms for learning k-GMMs began
with the influential work of Dasgupta [Das99] followed up quickly by [AK01, VW04, BV08, Bru09]
yielding clustering algorithms that succeed under various separation assumptions. These assump-
tions, however, do not capture natural separated instances of Gaussians (e.g., see (b) or (c) in Fig 1).
A more general approach [KMV10, MV10, BS15] circumvents clustering altogether by giving an
efficient algorithm ( time ∼ dpoly(k)) for parameter estimation without any separation assumptions.
Ourmain result is an efficient algorithm based on the sum-of-squares (SoS)method for clustering
TV-separated k-GMMs in the presence of an ε-fraction of fully adversarial outliers. While the
running time of our algorithm is polynomial for any 2-GMMwith TV-separated components, for
k > 2, we incur a mild dependence on the spread of the mixture (see Section 1.1 below). Ours is the
first efficient algorithm under such weak separation assumptions even for k  2.
Our algorithms actually succeed more generally for mixtures of all distributions that satisfy two
well-studied analytic conditions: certifiable anti-concentration and certifiable hypercontractivity. As a
result, our algorithms also apply to clustering mixtures of arbitrary affine transforms of uniform
distribution on the unit sphere. We consider identifying clean analytic conditions that enable the
existence of efficient clustering algorithms an important contribution of our work.
1The total variation distance between distributions with PDFs p , q is defined as 12
∫ ∞
−∞ |p(x) − q(x)|dx.
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Techniques. Our work is naturally related to the recent progress (see Chapter 4 [FKP19] for an
exposition) on learning spherical mixtures2 of Gaussians [DKS18, KS17a, HL17] and more generally,
all Poincarè distributions [KS17a]. In an exciting recent work, Jia and Vempala [JV19] extend these
results to go beyond the spherical case and handle relative Frobenius separation in Covariances
for the case of k  2. These results rely on subgaussian moment upper bounds and extend to
the outlier-robust setting. However, moment upper bounds are inherently insufficient to cluster
non-spherical mixtures. Informally, this is because the property of having subgaussian moment
upper bounds is closed under taking mixtures and in particular, cannot distinguish between a
single Gaussian with covariance of large spectral norm and a mixture of a few Gaussians each with
covariances of small spectral norm.
Indeed, it was “folklore” that obtaining generalization of the results above to non-spherical
mixtures will likely require algorithmic use of moment lower bounds. A recent line of work begun
by [KKK19, RY19] and further built on in [BK20, RY20] introduced certifiable anti-concentration that
allows algorithmically accessing moment lower-bounds to solve list-decodable (harsher outlier
model than ours) regression and subspace recovery - both of which are special cases of the general
clustering problem addressed in this work. A key technical contribution of our work is to show
that moment lower-bounds, inferred from anti-concentration inequalities along with certifiable
hypercontractivity of degree-2 polynomials is enough to obtain the desired generalization for
clustering of all TV-separated non-spherical mixtures.
The key technical contribution of our work is a low-degree sum-of-squares proof of a basic
statistical statement that gives a strong, dimension-independent bound relating closeness of
distribution in total variation distance (TV) to an appropriate parameter distance between their means
and covariances. Our proof of this basic lemma works for all distributions that satisfy (certifiably)
hypercontractivity of degree-2 polynomials and anti-concentration. To the best of our knowledge,
even the information-theoretic relationship between total variation and parameter distances of such
distributions was not known prior to our work. Further, in Section D, we give a simple proof by
exhibiting two (certifiably) hypercontractive (and, thus, also subgaussian) distributions that are
1 − η close in TV distance but arbitrarily far in parameter distance showing that moment upper
bounds are provably not enough for the TV vs parameter distance relatinoships to hold.
Along the way, we grow the general purpose SoS toolkit for algorithm design. For instance, we
give low-degree sum-of-squares formulations of conditional arguments using uniform polynomial
approximators andbasicmatrix analytic facts (see for e.g. Lemma8.1). As an application of these new
tools, we give an outlier-robust algorithm for covariance estimation of all certifiable hypercontractive
distributions with O˜(ε) relative Frobenius error guarantee. All prior works [KS17b, LRV16] either
gave error guarantees in spectral norm, which only translate into dimension dependent guarantees
for relative Frobenius distance, or worked only for the Gaussian distribution [DKK+16]). Combined
with our outlier-robust clustering algorithm, we obtain a statistically optimal outlier-robust
parameter estimation algorithms for mixtures of Gaussians.
2more generally, the SoS-based algorithms succeed when the means of the components are separated when compared
to the maximum variance of the components in any direction
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1.1 Our Results
Outlier-Robust Clustering of k-GMMs. Our main result is an efficient algorithm for outlier-
robust clustering of k-GMMs whenever every pair of components of the mixture are separated in
total variation distance. Formally, our algorithms work in the strong contaminationmodel studied
in the bulk of the prior works on robust estimation where an adversary changes an arbitrary,
potentially adversarially chosen ε-fraction of the input sample before passing it on to the algorithm.
The running time of our algorithm for k > 2 (for k  2, see stronger result below) has a mild
dependence on the spread of the mixture: given a k-GMM, we define the spread κ, as the maximum
over all directions v and all pairs i , j ∈ [k], of v>Σ(i)vv>Σ( j)v . Formally,
Theorem 1.1 (Main Result, Outlier-Robust Clustering of k-GMM). Fix η > 0. LetDr  N(µ(r),Σ(r))
for r 6 k be k-Gaussians such that dTV (Dr ,Dr′) > 1 − exp(−poly(k/η)) whenever r , r′. Then, there
exists an algorithm that takes input an ε-corruption Y of a sample X  C1 ∪ C2 . . . Cr of size n, with true
clusters Cr drawn i.i.d. from Dr for each r 6 k outputs an approximate clustering Y  Cˆ1 ∪ Cˆ2 ∪ . . . Cˆk
satisfying mini6k |Cˆi∩Ci ||Ci | > 1 − O(kε) − η. The algorithm succeeds with probability at least 0.99 over the
draw of the original sample X whenever n > dpoly(k/η) and runs in time nO(log(κ)poly(k/η)).
When k  2, our algorithm works with no dependence on the spread parameter κ:
Theorem 1.2 (Main Result, Outlier-Robust Clustering of 2-GMM). Fix η > 0. LetD1 ,D2 be Gaussians
such that dTV (D1 ,D2) > 1 − poly(1/η). Then, there exists an algorithm that takes input an ε-corruption
Y of a sample X  C1 ∪ C2 of size n, with true clusters Ci drawn i.i.d. fromDi for each r 6 2, and outputs
an approximate clustering Y  Cˆ1 ∪ Cˆ2 satisfying mini62 |Cˆi∩Ci ||Ci | > 1 − O(ε) + η. The algorithm succeeds
with probability at least 0.99 over the draw of the original sample X whenever n > dO(poly(1/η)) and runs in
time nO(poly(1/η))).
We can use off-the-shelf robust estimators for mean and covariance of Gaussians( [DKK+16]) in
order to get statistically optimal estimates of the mean and covariances of the target k-GMM.
Corollary 1.3 (Parameter Recovery from Clustering). In the setting of Theorems 1.1 and 1.2, with the
same running time, sample complexity and success probability, our algorithm can output {µˆ(r), Σˆ(r)}r6k
such that for some permutation pi : [k] → [k], dTV (N(µ(r),Σ(r)),N(µˆ(pi(r)), Σˆ(pi(r))) 6 O˜(kε).
Discussion Our results are the first efficient outlier-robust algorithms that work for k-GMMs
under such weak, information-theoretically optimal separation assumptions. Results such as above
were not known even for the case of k  2. To explain this in detail: In Proposition A.1, we give an
elementary proof that shows equivalence between total variation distance and parameter separation
in three possible ways above (see Definition 1.8) up to dimension-independent factors:
1. Mean Separation: there is a v such that v>(µ1 − µ2) 
√
v>(Σ1 + Σ2)v (Fig 1(a))
2. Spectral separation between covariances: there is a v such that v>Σ1v  v>Σ2v (Fig 1(b))
3. Covariance separation in relative Frobenius distance:
Σ−1/21 Σ2Σ−1/21 − I2F  1. ((Fig 1(c))).
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Figure 1: Three kinds of separation: (a) Mean Separation (b) Spectral Separation (c) Relative
Frobenius Separation
For an illustrative case, consider two 0 mean Gaussians with covariances Σ1  I and Σ2 
(1 +Θ(1/√d))I. Then, for large enough d (this separation is only a high-dimensional property), the
covariances are separated in relative Frobenius distance but not spectral distance.
While prior works could handle mixtures with separated means, the main difficulty was in
handling cases 2 and 3 above. A very recent work of Jia and Vempala [JV19] made progress on
the k  2 case and gave an outlier-robust algorithm for clustering a mixture of 2 Gaussians (their
algorithm in fact extends to all log-concave distributions) when the components have separated
means or covariances. However, their algorithm cannot handle separation in Case 2. This is far
from a technicality. As we suggested earlier, the algorithm in [JV19] implicitly relies on moment
upper bounds while for handling Case 2, it appears that we need to exploit moment lower bounds
(via anti-concentration). A few remarks on our result:
Remark 1.4.
1. Dependence on ε in the Guarantees. The recovery dependence on the fraction of outliers ε in the
recovery guarantee above is optimal. In particular, observe that if ε > 1/k, then, the adversary
can completely corrupt one of the components making it impossible to learn the k-GMM.
2. Exponential Dependence on k. The exponential dependence on the number of components
k in our result is likely necessary. Diakonikolas, Kane and Stewart [DKS17] proved exp(k)-
statistical query lower bounds clustering k-GMMs even in the non-robust setting. Further
(somewhat circumstantial) evidence can be gleaned from dpoly(k) running time in the celebrated
algorithm of Moitra and Valiant [MV10] for parameter estimation (that estimates parameters
even when the mixture is not statistically clusterable) for k-GMMs.
3. Handling General Weights. While our techniques generalize to mixtures with unequal, arbitrary
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weights, we restrict to the case of equi-weighted mixtures in this paper.
4. Dependence on Spread. The mild dependence on the κ in the running time of our algorithm
is the main unsatisfactory aspect of our analysis for k > 2. In particular, this dependence
prohibits our algorithm from being applicable to k-GMMs with rank-deficient component
covariances. For k  2, we get rid of this dependence on κ and get the statistically optimal
result that, in particular, also handles rank-deficient component covariances. We discuss the
technical difficulty in surmounting this issue in Section 2.2 of the Overview.
Clustering and Parameter Recovery for all Reasonable Distributions. Our results are actually
more general and apply to mixture models where each component distribution D satisfies two
natural and well-studied analytic conditions pertaining to upper and lower bounds on moments:
hypercontractivity of degree 2 polynomials and anti-concentration of all directional marginals. Our
algorithmic results hold for distributions (that include Gaussians and affine transforms of uniform
distribution on the unit sphere) that admit efficiently verifiable analogs (in the sum-of-squares
proof system, see Section 3 for formal definitions) of these properties.
Definition 1.5 (Certifiable Hypercontractivity). An isotropic distribution D on d is said to
be h-certifiably C-hypercontractive if there’s a degree h sum-of-squares proof of the following
unconstrained polynomial inequality in d × d matrix-valued indeterminate Q:

x∼D(x
>Qx)h 6 (Ch)h
(

x∼D(x
>Qx)2
)h/2
.
A set of points X ⊆ d is said to be C-certifiably hypercontractive if the uniform distribution on
X is h-certifiably C-hypercontractive.
Hypercontractivity is an important notion in high-dimensional probability and analysis on
product spaces [O’D14]. Kauers, O’Donnell, Tan and Zhou [KOTZ14a] showed certifiable hyper-
contractivity of Gaussians and more generally product distributions with subgaussian marginals.
Certifiable hypercontractivity strictly generalizes the better known certifiable subgaussianity property
(studied first in [KS17b]) that controls higher moments of linear polynomials.
Certifiable anti-concentration. In addition to the above concentration property, we need D
to have anti-concentrated directional marginals. In contrast to certifiable subgaussianity, anti-
concentration forces lower-bounds of the form[〈x , v〉2 > δ ‖v‖22] > δ′ for all directions v. Certifiable
anti-concentration was recently introduced in independent works of Karmalkar, Klivans and
Kothari [KKK19] and Raghavendra and Yau [RY19] and later used [BK20, RY20].
We use the formulation in [KKK19] and phrase a certifiable version of such a statement
using a univariate, even (thus has only even degree monomials) polynomial pδ,Σ that uniformly
approximates the core-indicator 1(〈x , v〉2 > δv>Σv) over a large enough interval around 0. For
Gaussians, pδ,Σ turns out to be of degree s(δ)  O˜(1/δ2).
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Using the univariate polynomial pδ,Σ, we define a multivariate polynomial qδ,Σ(x , v) obtained
by normalizing pδ as qδ,Σ(x , v)  (v>Σv)2s pδ,Σ
( 〈x ,v〉√
v>Σv
)
. Since pδ,Σ is an even polynomial, qδ,Σ is a
polynomial degree 2s in v.
Definition 1.6 (Certifiable Anti-Concentration). An mean 0 distribution D with covariance Σ is
2s-certifiably (δ, Cδ)-anti-concentrated if given qδ,Σ(x , v)  (v>Σv)2s pδ,Σ( 〈x ,v〉√v>Σv ), where pδ,Σ is a
degree 2s uniform approximating polynomial for the core indicator, there exists a degree 2s
sum-of-squares proof of the following two unconstrained polynomial inequalities in indeterminate
v: {
〈x , v〉2s + δ2sqδ,Σ(x , v)2 > δ2s (v>Σv)2s} , { 
x∼D qδ,Σ(x , v)
2 6 Cδ
(
v>Σv
)2s}
.
An isotropic subset X ⊆ d is 2s-certifiably (δ, Cδ)-anti-concentrated if the uniform distribution on
X is 2s-certifiably (δ, Cδ)-anti-concentrated.
Remark 1.7. For natural examples, s(δ) 6 1/δc for some fixed constant c. For e.g., s(δ)  O( 1
δ2
) for
standard Gaussian distribution and the uniform distribution on the unit sphere (see [KKK19] and
[BK20]). To simplify notation, we will assume s(δ) 6 poly(1/δ) in the statement of our results.
Our results apply to all distributions that satisfy both certifiable hypercontractivity and anti-
concentration (see Definition 4.1 for a formal statement).
Definition 1.8 (∆-Separated Mixture Model). An equiweighted mixture of distribution
D1 ,D2 , . . . ,Dk with parameters {µ(i),Σ(i)}i6k is said to be ∆-separated if for every pair of distinct
components i , j, at least one of the following three conditions hold:
1. Mean-Separation: ∃v ∈ d such that 〈µ(i) − µ( j), v〉2 > ∆2v>(Σ(i) + Σ( j))v,
2. Spectral-Separation: ∃v ∈ d such that v>Σ(i)v > ∆v>Σ( j)v,
3. Relative-Frobenius Separation:
Σ(i)†/2Σ( j)Σ(i)†/2 − I2F > ∆2 Σ(i)†/2Σ( j)1/24op .
where Σ†/2 represents the square root of the pseudo-inverse of Σ.
As we discussed above, the separation conditions above capture (see Appendix A) separation in
Total Variation distance for Gaussian distributions up to dimension-independent factors.
Theorem 1.9 (Clustering Separated Mixtures of Reasonable Distributions, see Theorem 4.2 for
precise bounds). Fix η > 0. Let D be a s(δ)-certifiably (δ, Cδ)-anti-concentrated distribution for all
δ > 0 and h-certifiably C-hypercontractive degree 2 polynomials for all h. Then, there exists an algorithm
for clustering ∆-separated mixtures of k-affine transforms of D with accuracy 1 − η, using n  dpoly(k/η)
samples and npoly(k/η) log κ time, where κ is spread of the mixture, whenever ∆ > poly(k/η) that succeeds
with probability at least 0.99.
For the special case of k  2, the algorithm runs in time npoly(k/η) and uses dpoly(k/η) samples (with no
dependence on the spread κ.)
Our algorithm naturally extends to the outlier-robust setting:
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Theorem 1.10 (Outlier-Robust Clustering of Mixture of Reasonable Distributions, see Theorem 5.1
for precise bounds). Fix η > 0. LetD be a s(δ)-certifiably (δ, Cδ)-anti-concentrated distribution for all
δ > 0 and h-certifiably C-hypercontractive degree-2 polynomials for all h. There exists an algorithm for
clustering ∆-separated mixtures of k-affine transforms ofD in the presence of ε-fraction adversarial outliers
with accuracy 1 − η − O(kε) whenever ∆  Ω(poly(k/η)) that succeeds with probability at least 0.99. The
algorithm uses n > dpoly(k/η) samples and runs in time npoly(k/η) log κ where κ is spread of the mixture.
For the special case of k  2, the algorithm runs in time npoly(k/η) and uses dpoly(k/η) samples (with no
dependence on the spread κ.)
Finally, in Section 6, we use the tools developed in this paper to give an outlier-robust algorithm
for covariance estimation of all certifiably hypercontractive distributions.
Theorem 1.11 (Robust Parameter Covariance Estimation for Certifiably Hypercontractive Distribu-
tions). Fix an ε > 0 small enough fixed constant so that Ctε1−4/t  13. For every even t ∈ , there’s an
algorithm that takes input Y be an ε-corruption of a sample X of size n from a reasonable distribution with
unknown mean µ∗ and covariance Σ∗ respectively and outputs an estimate µˆ and Σˆ satisfying:
1.
Σ−1/2(µ∗ − µˆ)2 6 O(Ct)1/2ε1−1/t ,
2. (1 − η)Σ∗  Σˆ  (1 + η)Σ∗ for η 6 O(Ck)ε1−2/t , and,
3.
Σ−1/2∗ ΣˆΣ−1/2∗ − I
F
6 (Ct)O(ε1−1/t).
In particular, by choosing t  O(log(1/ε)) results in the error bounds of O˜(ε) in all the three inequalities
above.
The first two guarantees abovewere shown in [KS17b] for all certifiably subgaussian distributions.
[KS17b] also observed (by means of simple counter example, see discussion in the last paragraph of
Page 6) that it is provably impossible to obtain dimension-independent error bounds in relative
Frobenius distance assuming only certifiable subgaussianity. Our contribution is proving that
under the stronger assumption of certifiable hypercontractivity, we can indeed obtain dimension-
independent, information-theoretically optimally (for e.g. for Gaussians) error guarantees in relative
Frobenius error. Prior works either obtained the weaker spectral error guarantee (that incurs a loss
of
√
d factor when translating into relative Frobenius distance) [LRV16, KS17b] or worked only for
Gaussians [DKK+16]4.
Combining this theorem with our clustering results above yields:
Corollary 1.12 (Parameter Recovery fromClustering, General Case). In the setting of either Theorem 1.9
or Theorem 1.10, there’s an algorithm that with probability at least 0.99, outputs {µˆ(r), Σˆ(r)}r6k such that
for some permutation pi : [k] → [k], for every i, µˆ(pi(i)), Σˆ(pi(i)) is ∆-close to µ,Σ in the three distances
defined in Definition 1.8 for ∆  O˜(kε). The running time and sample complexity of the algorithm is given
by the same bounds as in Theorem 1.9 (Theorem 1.10 respectively).
3This notation means that we needed Ctε1−2/t to be at most c0 for some absolute constant c0 > 0
4We note that the algorithm of [DKK+16] for Gaussian distributions works in fixed polynomial time to obtain O˜(ε)
error-estimate of the covariance in relative Frobenius distance whereas our algorithm works more generally for all
certifiably hypercontractive distributions but runs in time dO(lo12(1/ε)).
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2 Overview
In this section, we given an informal overview of our approach andmain ideas. All of our conceptual
ideas appear in obtaining a clustering algorithm in the non-robust (without outliers) setting. So we
will restrict ourselves to this setting for most of this section. The reader might find it helpful to use
this overview as a “chart” to navigate the somewhat technical structure of our proof.
Formally, our results hold for∆-separated (in the sense of Definition 1.8) mixtures of all reasonable
distributions defined below.
Definition 2.1 (Reasonable Distributions). An isotropic (i.e. mean 0 and I-covariance) distribution
D on d is reasonable if it satisfies the following two properties:
1. Certifiable Anti-Concentration Under 4-wise Convolutions: The distribution of x ± y ± z ± w for
independent copies x , y , z , w ∼ D is certifiably (δ, Cδ) anti-concentrated for all δ > 0.
2. Certifiable Hypercontractivity Under 4-wise Convolutions: The distribution of x ± y ± z ± w for
independent x , y , z , w ∼ D has certifiably hypercontractive degree 2 polynomials.
Observe that if D has h-certifiably C-hypercontractive degree 2 polynomials then it is also h-
certifiably C-subgaussian. For any µ,Σ  0, we denoteD(µ,Σ) to be the distribution of the random
variable Σ1/2x + µ where x ∼ D.
In Section 7, we prove that Gaussian distributions and affine transforms of uniform distribution
on the unit sphere are reasonable distributions.
Setup. The input to our algorithm is a sample X of size n from an equi-weighted mixture of
{D(µ(r),Σ(r))}r6k for some reasonable distribution D. Let X  C1 ∪ C2 ∪ . . . Ck be the partition
of X into true clusters unknown to the algorithm. We follow the high-level approach of using
low-degree sum-of-squares proofs of certifiability5 to design efficient algorithms.
The outline of our proof, especially our rounding algorithm is same as the simplified analysis
presented in Section 4.3 of themonograph [FKP19] of the algorithm for clustering spherical Gaussian
mixtures (shown first in [KS17a, HL17]). In particular, we employ the straightforward rounding
scheme presented in [FKP19] that shows that the second moments ˜[ww>] are approximately block
diagonal allowing iteratively peeling off approximate clusters greedily - see the proof of Theorem 4.2.
So we will focus on the certifiabilty proof in the discussion below.
Certifying Purported Clusters. In this approach, we ignore the algorithmic issues and focus
simply on the issue of how to certify that a given subset Cˆ ⊆ X - described by an associated set of
indicator variables w1 ,w2 , . . . ,wn of the samples included in Cˆ - is (close to) a true cluster Cr for
some r 6 k. Let w(Cr)  |Cˆ∩Cr ||Cr | for every r.
5We find the term certifiabilitymore accurate than the usual “identifiability” in this context. Formally, certifiability
refers to checking that a purported solution is “good” while identifiability relates to a sample containing information
about a certain parameter we desire to estimate. Certifiability implies identifiability - it gives a test that we can check for
all possible candidate solutions with the guarantee that only true solutions will pass the checks.
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By standard concentration arguments (see Lemma 4.5), for n large enough, the uniform
distribution on Ci for each i is itself reasonable - that is, it satisfies the conditions in Def 2.1. Further,
the parameters of each Cr are close to the true parameters µ(r),Σ(r). Instead of introducing new
notation, we will simply assume that µ(r),Σ(r) are the mean and covariances of Cr (instead of
the distribution that generates Cr). This slight abuse of notation doesn’t meaningfully change our
results or techniques.
Finally, another simple but useful observation is that for distributions that are uniform on
subsets of A, B ⊆ X of size n/k, the total variation distance equals 1 − (k/n)|A ∩ B |. In particular,
large TV distance corresponds to small intersection and vice-versa.
The only properties we know of the true clusters is that they are of size n/k and that uniform
distributions on them are reasonable distributions. Thus, the natural checks we can perform on Cˆ
is to simply verify the properties of being certifiably hypercontractive and anti-concentrated. Our
polynomial constraint systemA in Section 4 in indicator variables w encodes these checks.
Since we check only the properties that a true cluster Ci would satisfy, it’s clear that the true
clusters should pass our checks. Thus, we can focus on proving soundness of our test: if Cˆ passes
the checks we made, then it must be close to one of the true clusters Cis. The key “bad case” for us
to rule out is when w(Cr) and w(Cr′) are both large for some r , r′. In that case, the set Cˆ indicated
by w cannot be close to any single cluster Ci .
Indeed, bulk of our analysis goes into showing that for every r , r′, w(Cr)w(Cr′)must be small
whenever w passes our checks above (see Lemma 4.6). This immediately implies that w(Cr) and
w(Cr′) cannot simultaneously be large. We call such results simultaneous intersection bounds because
they control the simultaneous intersection of Cˆ with Cr and Cr′.
2.1 Enter TV vs Parameter Distance Lemmas
When w(Cr) and w(Cr′) are simultaneously larger than, say, η, the uniform distribution on Cˆ is
1 − η close in TV distance to both Cr and Cr′ . On the other hand, since Cr and Cr′ have ∆-separated
parameters, the parameters of the uniform distribution on Cˆ must be far from that of at least one
of Cr and Cr′ - say, Cr WLOG (follows from a triangle-like inequality that is easy to prove for the
notion of parameter distance in Def 1.8). In that case, we have a reasonable distribution (uniform
distribution on Cˆ) that is close to another reasonable distribution (uniform on Cr) in TV distance
but their parameters are far from each other! We will prove that this is not possible because:
Reasonable distributions close in TV distance have close parameters.
It is important to observe that such a statement is false even for subgaussian distributions -
indeed, moment upper bounds (such as those that follow from subgaussianity) are simply not
enough to give any bound on the parameter distance of TV-close pairs at all. See Section D for a
simple proof. As might be apparent from the example in Section D, anti-concentration (and the
consequent moment lower bound) is crucial to prove such a statement.
There’s a lot of work in statistics that proves such statements for natural families of distributions
such as Gaussians (see for e.g. [DMR18]). In fact, all works that design outlier-robust estimation
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algorithms in the strong contamination model implicitly prove such a statement. This connection is
made explicit in the work on robust moment estimation [KS17b]. Our setting, however, differs from
these works because we deal with the regime where the TV distance is close to 1 (in contrast to the
setting where TV distance is close to 0 in the above works) outlier-robust estimation. See Section D
for an effect of the TV distance on our simple example.
For the special case of Gaussians, proving such a statement even for the regime where TV
distance happens to be ∼ 1 turns out to be elementary (see Proposition A.1). However such a
proof, because it uses the PDF of the distribution heavily is unlikely to be expressible in low-degree
sum-of-squares proof system - a key necessity for our algorithmic application.
But perhaps even more importantly, the proof for the Gaussian case above is opaque and doesn’t
reveal what properties of the distribution come into play for such a statement to be true. We show
that the statement above holds for all hyper-contractive and anti-concentrated distributions. As a
result, we obtain both, an argument that applies to more general class of distributions and a proof
translatable (with some effort) into low-degree sum-of-squares proof system.
Proof Idea: Proving TV vs Parameter Distance Bounds via Variance Mismatch We will prove
the TV vs parameter distance relationships for reasonable distributions by giving a low-degree
sum-of-squares proof of the statement in the contrapositive form. In this form, the result informally
says that if Cˆ (indicated by w) that defines a reasonable distribution cannot simultaneously have
large intersections with twowell-separated, reasonable distributions Cr and Cr′ . That is, the product
w(Cr)w(Cr′)must be small.
To prove such a statement, we deal with each of the three ways (see Def 1.8) Cr , Cr′ can be
separated one by one. In each of these cases, we will find a degree 2 polynomial in x ∼ Cˆ (the
purported cluster) that simultaneously has high variance if w(Cr) and w(Cr′) are both large (since
Cr and Cr′ are separated). On the other hand, wewill also show that for certifiably hyper-contractive
Cˆ, the polynomial above cannot have too large a variance. Taken together, these two statement yield
a bound on the product w(Cr)w(Cr′).
In the following, we discuss the ideas that go into proving such statements for each of the three
kinds of parameter separation. We will also briefly discuss two basic additions to sum-of-squares
toolkit that allow us to translate this proof into the low-degree SoS proof system.
It turns out that the “hardest” case to deal is that of spectral separation. This also happens to be
the case that that the recent work of Jia and Vempala [JV19] doesn’t address in their result. So we
start our exposition with it.
2.2 Simultaneous intersection bounds from spectral separation
For the purpose of this discussion, assume that the means µ(r)  µ(r′)  0. Since Cr and Cr′ are
spectrally separated, there exists a unit vector v such that ∆spectralv>Σ(r)v 6 v>Σ(r′)v. We will use
the polynomial 〈x , v〉2 for this v as our “mismatch” marker as discussed above.
The key idea of the proof is to show that if w(Cr) and w(Cr′) are simultaneously large, then,
because of the stark difference in the behavior of Cr and Cr′ in direction v, the degree 2 polynomial
〈x , v〉2 for x ∼ Cˆmust have a large variance. Wewill prove this statement by using anti-concentration
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of Cr and Cr′. On the other hand, we will show that since Cˆ is also anti-concentrated, 〈x , v〉2 for
x ∼ Cˆ cannot have too large a variance. Stringing together these bounds should, in principle, give
us upper bound on w(Cr)w(Cr′).
While we manage to prove both the statements above via low-degree SoS proofs, putting them
together turns out to be involved. It’s easy to do this via a “real-world” argument. However, such a
proof relies on case analysis that doesn’t appear easy to SoSize. This is where we incur a dependence
on the spread parameter κ. We explain these steps in more detail next.
Lower-Bound on the variance (Lemma 4.10). We start by considering (the reason will become
clear in a moment) the random variable z − z′ where z , z′ ∼ Cˆ are independent uniform draws.
Then, it’s easy to compute that z − z′ has mean 0 and covariance 2Σ(w). Thus, in order to lower
bound v>Σ(w)v, we can consider the polynomial z ,z′∼Cˆ 〈z − z′, v〉2.
Here’s the simple but important observation (and our reason for looking at z − z′). With
probability w(Cr), z ∈ Cr and with probability w(Cr′), z′ ∈ Cr′. Thus, w(Cr)w(Cr′) fraction of
samples z − z′ from Cˆ are differences of independent samples from Cr and Cr′.
Let’s now understand the distribution of differences of independent samples from Cr and
Cr′. The covariance of this distribution is Σ(r) + Σ(r′). Further, since each of Cr and Cr′ are
anti-concentrated, so is the convolution obtained by taking differences of independent samples
from Cr and Cr′. Thus, z − z′ takes a value 6 δ
√
v> (Σ(r) + Σ(r′)) v with probability at most ∼ δ.
Thus, the contribution of z − z′ to v>Σ(w)v, when it’s larger than the above bound, should be at
least > (w(Cr)w(Cr′) − δ) δ2v> (Σ(r) + Σ(r′)) v > δ2v>Σ(r′)v.
Upper bound on variance (Lemma 4.11) The main idea is to again rely on anti-concentration -
but this time of Cˆ which is enforced by our constraint systemA. Now, we know that with w(Cr)
probability, Cˆ outputs a point from Cr . Since these points are in Cr , their contribution to the
variance of Cˆ cannot be larger than v>Σ(r)v. On the other hand, since Cˆ is anti-concentrated, the
contribution to the variance of Cˆ from points shared with Cr must be comparable to that of Cˆ if
w(Cr) is large. Stringing together these observations allows us to conclude that when w(Cr) is large,
v>Σ(w)v must be comparable to v>Σ(r)v.
Combining Upper and Lower Bounds: Real Life vs SoS, dependence on κ Observe that the
first claim above showed a lower bound on v>Σ(w)v in terms of v>Σ(r′)v when w(Cr)w(Cr′) is
large. The second claim shows an upper bound on v>Σ(w)v (when w(Cr) is large) in terms of
v>Σ(r)v. Combining this with the spectral separation condition ∆spectralv>Σ(r)v 6 v>Σ(r′)v should
immediately yield a bound on w(Cr)w(Cr′).
This argument indeed can be done easily in “real-world”("high"-degree SoS, see Lemma 4.12)
and complete the proof of Lemma 4.8. However, the proof involves a case-analysis based on when
w(Cr) > δ vs w(Cr) 6 δ separately. This is unfortunately not possible to capture in low-degree SoS
as is.
A natural strategy to do this in SoS requires, in addition, a “rough” bound on v>Σ(w)v. We
obtain this bound (Lemma 4.15), again, by relying on anti-concentration of Cˆ. This rough bound
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essentially allows us to bound v>Σ(w)v by (some multiple of) the maximum of v>Σ(r)v as r ranges
over all the k clusters.
The case of k  2 vs k > 2. For the case of k  2, the rough bound above depends only on the
clusters we are dealing with (since there are only two of them) and leads to a proof without any
dependence on κ. For the case of k > 2, however, the rough bound depends on v>Σ(i)v for clusters
Ci for i < {r, r′} - the set we are currently dealing with and, in principle, could be arbitrarily large.
We use our assumption on the spread of the mixture to control v>Σ(i)v for all such i < {r, r′}.
Using uniform approximators for thresholds over [0, 1]. A naive argument implementing the
above reasoning loses a polynomial factor in κ in the exponent. We lessen the blow by a technical
trick using uniform approximators thresholds (Lemma 4.13) over the unit interval. We construct
such polynomial by relying on standard tools from approximation theory in Section ?? of the
Appendix. These polynomials allow us to capture the conditional reasoning in the real-world proof
above with a low-loss -leading to a logarithmic dependence on the SoS degree on κ.
2.3 Intersection Bounds from Relative Frobenius Separation
Obtaining intersection bounds from mean separation turns out to be relatively stress free and uses
ideas similar to the ones discussed in the spectral separation case above. So we move on to the case
of Relative Frobenius separation here. For the sake of exposition here, we assume µ(r), µ(r′)  0 as
before and set Σ(r′)  I. Then, relative Frobenius separation guarantees us that ‖Σ(r) − I‖2F > ∆2cov .
Let’s understand what happens to Cˆ Q(x) - the expectation of this polynomial over the
purported cluster Cˆ if it has a large intersection with both Cr and Cr′.
Lower Bound on the Variance of Q (Lemma 4.26) Consider the polynomial Q(x)  x>Qx
for Q  Σ(r) − I. By direct computation, the expectation of this polynomial on Cr equals
‖Σ(r) − I‖2F + tr(Σ(r) − I). While the expectation on Cr′ equals tr(Σ(r) − I).
Using hypercontractivity of degree 2 polynomials over Cr and Cr′, we show that the variance of
the polynomial Q(x) on Cr and Cr′ is ∆2cov . Thus, on Cˆ, for a w(Cr) fraction of points Q(x)would
be ≈ ‖Σ(r) − I‖2F + tr(Σ(r) − I)while for a w(Cr′) fraction of points, Q(x)would be ≈ tr(Σ(r) − I. The
difference in these values is |x∼Cr Q(x) −x∼Cr′ Q(x)|  ‖Σ(r) − I‖2F > ∆2cov . Thus, if w(Cr)w(Cr′)
is large, Q(x)must have a variance comparable to w(Cr)w(Cr′)∆2cov on Cˆ. Thus, we expect that if Cˆ
picks a significant mass from both Cr and Cr′, then, Q(x)must have a large variance on Cˆ.
Upper Bound on the Variance of Q via SoSizing Contraction Lemma (Lemma 4.27) In contrast
to the the case of mean separation where we relied on anti-concentration of Cˆ, we prove an upper
bound on the variance of Q by relying on hypercontractivity of degree 2 polynomials of Cˆ. A
key step in this proof relies on SoSizing a basic matrix inequality: For all d × d matrices A, B,
‖AB‖2F 6 ‖A‖2op ‖B‖2F.
We need a constant-degree SoS proof of the inequality above in matrix-valued indeterminates
A, B.A priori the RHS is not even a polynomial due to the RHS being a function of the largest
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singular value of A. A natural way to write this as a polynomial inequality involves using traces of
log d powers of A to approximate the largest singular value of A. However, this is prohibitively
expensive for us as it leads to a dependence on log d in the exponent of the running time for our
algorithm.
So, insteadwe consider the following version: for all v, v>AA>v 6 β ‖v‖22, then, ‖AB‖2F 6 β ‖B‖2F .
Natural ideas to SoSize this inequality lose logarithmic factor in the dimension d of the matrices A
and B. We give a slick, constant-degree SoS proof of this inequality that surprisingly relies on the
certifiable hypercontractivity of Gaussians. Note that the statement has no probabilistic elements -
only our proof does.
2.4 Outlier-Robust Variant
Making the algorithm in the discussion above outlier-robust is relatively straightforward. Observe
that in this case, we do not get access to the original sample X as above. Instead, we get an
ε-corruption of X, say Y as input. Our goal is to give a clustering of Y that corresponds to the
clustering X with at most O(kε) points misclassified in any given cluster. Observe that this is the
information-theoretically the best possible result we can expect since all the εn outliers could end
up corrupting a single chosen true cluster.
Our key idea here is to introduce a new collection of variables X′ that “guess” the original
sample that generated Y. We add the constraint that X and Y intersect in (1 − ε)-fraction of the
points to capture the only property of X that we know.
We then use a version of the system of constraintsA with X replaced by X′. Let C′1 , C′2 , . . . , C′k
be the clusters induced by taking the points with the same indices as in Ci from X′. Note that in this
case, X′ and C′is are indeterminates in our constraint system. Our proof from the previous section
generalizeswith only a few changes to yield simultaneous intersection bounds onw′(C′r)w′(C′r′). The
intersection bounds with Y then follow by noting a (degree 2 SoS proof of) |C′i ∩ Ci | > (1 − 2kε)|Ci |.
2.5 Covariance Estimation in Relative Frobenius Error
Tools in this paper allow us to get an additional application - an outlier-robust algorithm to compute
the covariance of a distributionwith optimal relative Frobenius error. Priorworks [LRV16, KS17b] gave
guarantees for covariance estimation in spectral distance (which implies only dimension dependent
bounds on the relative Frobenius error) or worked only for Gaussian distributions [DKK+16]. We
show an optimal O˜(ε) (independent of the dimension) error guarantee on relative Frobenius error
in the presence of an ε-fraction adversarial outliers whenever the target distribution is certifiably
hypercontractive. Our algorithm is same as the one used in [KS17b] but our analysis relies on
certifiable hypercontractivity along with the SoS contraction lemma discussed above.
As a corollary of this result, we can take an accurate clustering output by our clustering
algorithms for reasonable distributions and use our covariance estimation algorithm here to get
statistically optimal estimates of mean and covariance in the distances presented in Definition 1.8
thus obtaining outlier-robust parameter estimation algorithms from our outlier-robust clustering
algorithm.
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3 Preliminaries
Throughout this paper, for a vector v, we use ‖v‖2 to denote the Euclidean norm of v. For
a n × m matrix M, we use ‖M‖2  max‖x‖21 ‖Mx‖2 to denote the spectral norm of M and
‖M‖F 
√∑
i , j M2i , j to denote the Frobenius norm of M. For symmetric matrices we use  to denote
the PSD/Loewner ordering over eigenvalues of M. For a n × n, rank-r symmetric matrix M, we
use UΛU> to denote the Eigenvalue Decomposition, where U is a n × r matrix with orthonormal
columns and Λ is a r × r diagonal matrix denoting the eigenvalues. We use M†  UΛ†U> to denote
the Moore-Penrose Pseudoinverse, where Λ† inverts the non-zero eigenvalues of M. If M  0,
we use M†/2  UΛ†/2U> to denote taking the square-root of the non-zero eigenvalues. We use
Π  UU> to denote the Projection matrix corresponding to the column/row span of M. Since
Π  Π2, the pseudo-inverse of Π is itself, i.e. Π†  Π.
Definition 3.1 (σ-Sub-gaussian Distribution). A random variable x is drawn from a σ-Sub-gaussian
distribution if for all t > 0,  [|x | > t] 6 2 exp(−t2/σ2).
We work with 1-Sub-gaussian distributions unless otherwise specified and drop the 1 when
clear from context.
Probability Preliminaries. We begin with standard convergence results for mean and covariance.
Fact 3.2 (Empirical Mean for Sub-gaussians). LetD be a Sub-gaussian distribution on d with mean µ
and covariance Σ and let x1 , x2 , . . . xn ∼ D. Then, with probability 1 − δ, 1n n∑
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Fact 3.3 (Empirical Covariance for Sub-gaussians, Proposition 2.1 [Ver12]). LetD be a Sub-gaussian
distribution on d with mean µ and covariance Σ and let x1 , x2 , . . . xn ∼ D. Then, with probability 1 − δ,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Definition 3.4 (Hellinger Distance). For probability distribution p , q on d , let
h(P,Q)  1√
2
√∫
d
(√
p(x) −√q(x))2 dx
be the Hellinger distance between them.
Remark 3.5. Hellinger distance between p , q satisfies: h(p , q)2 6 dTV(p , q) 6 h(p , q)
√
2 − h(p , q)2.
Fact 3.6 (Hellinger Distance between Gaussians).
h(N(µ,Σ),N(µ′,Σ′))2  1 − det(Σ)
1/4 det(Σ′)1/4
det
(
Σ+Σ′
2
) 1
2
exp
(
−18 (µ − µ)
>
(
Σ + Σ′
2
)−1
(µ − µ′)
)
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Next, we define pseudo-distributions and sum-of-squares proofs. Detailed exposition of the
sum-of-squares method and its usage in average-case algorithm design can be found in [FKP19]
and the lecture notes [BS16].
Let x  (x1 , x2 , . . . , xn) be a tuple of n indeterminates and let[x] be the set of polynomials with
real coefficients and indeterminates x1 , . . . , xn . We say that a polynomial p ∈ [x] is a sum-of-squares
(sos) if there exist polynomials q1 , . . . , qr such that p  q21 + · · · + q2r .
3.1 Pseudo-distributions
Pseudo-distributions are generalizations of probability distributions. We can represent a discrete
(i.e., finitely supported) probability distribution overn by its probabilitymass functionD : n → 
such that D > 0 and
∑
x∈supp(D)D(x)  1. Similarly, we can describe a pseudo-distribution by its
mass function by relaxing the constraint D > 0 to passing certain low-degree non-negativity tests.
Concretely, a level-` pseudo-distribution is a finitely-supported function D : n →  such that∑
x D(x)  1 and
∑
x D(x) f (x)2 > 0 for every polynomial f of degree at most `/2. (Here, the
summations are over the support of D.) A straightforward polynomial-interpolation argument
shows that every level-∞-pseudo distribution satisfies D > 0 and is thus an actual probability
distribution. We define the pseudo-expectation of a function f on d with respect to a pseudo-
distribution D, denoted ˜D(x) f (x), as
˜D(x) f (x) 
∑
x
D(x) f (x) . (3.1)
The degree-` moment tensor of a pseudo-distribution D is the tensor D(x)(1, x1 , x2 , . . . , xn)⊗` .
In particular, the moment tensor has an entry corresponding to the pseudo-expectation of all
monomials of degree atmost ` in x. The set of all degree-`moment tensors of probability distribution
is a convex set. Similarly, the set of all degree-` moment tensors of degree d pseudo-distributions is
also convex. Unlike moments of distributions, there’s an efficient separation oracle for moment
tensors of pseudo-distributions.
Fact 3.7 ([Sho87, Par00, Nes00, Las01]). For any n , ` ∈ , the following set has a nO(`)-time weak
separation oracle (in the sense of [GLS81]):{
˜D(x)(1, x1 , x2 , . . . , xn)⊗d | degree-d pseudo-distribution D over n
}
. (3.2)
This fact, together with the equivalence of weak separation and optimization [GLS81] allows us
to efficiently optimize over pseudo-distributions (approximately)—this algorithm is referred to as
the sum-of-squares algorithm. The level-` sum-of-squares algorithm optimizes over the space of all
level-` pseudo-distributions that satisfy a given set of polynomial constraints (defined below).
Definition 3.8 (Constrained pseudo-distributions). Let D be a level-` pseudo-distribution over n .
LetA  { f1 > 0, f2 > 0, . . . , fm > 0} be a system of m polynomial inequality constraints. We say
that D satisfies the system of constraintsA at degree r, denoted D r A, if for every S ⊆ [m] and every
sum-of-squares polynomial h with deg h +
∑
i∈S max{deg fi , r}, ˜D h ·
∏
i∈S fi > 0.
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We write D A (without specifying the degree) if D 0 A holds. Furthermore, we say that
D r A holds approximately if the above inequalities are satisfied up to an error of 2−n` · ‖h‖ ·
∏
i∈S
 fi,
where ‖·‖ denotes the Euclidean norm6 of the coefficients of a polynomial in the monomial basis.
We remark that if D is an actual (discrete) probability distribution, then we have D A if and
only if D is supported on solutions to the constraints A. We say that a system A of polynomial
constraints is explicitly bounded if it contains a constraint of the form {‖x‖2 6 M}. The following fact
is a consequence of Fact 3.7 and [GLS81],
Fact 3.9 (Efficient Optimization over Pseudo-distributions). There exists an (n +m)O(`)-time algorithm
that, given any explicitly bounded and satisfiable system7 A of m polynomial constraints in n variables,
outputs a level-` pseudo-distribution that satisfiesA approximately.
Basic Facts about Pseudo-Distributions. We will use the following Cauchy-Schwarz inequality
for pseudo-distributions:
Fact 3.10 (Cauchy-Schwarz for Pseudo-distributions). Let f , 1 be polynomials of degree at most d in
indeterminate x ∈ d . Then, for any degree d pseudo-distribution ζ˜, ˜ζ˜[ f 1] 6
√
˜ζ˜[ f 2]
√
˜ζ˜[12].
Fact 3.11 (Hölder’s Inequality for Pseudo-Distributions). Let f , 1 be polynomials of degree at most
d in indeterminate x ∈ d . Fix t ∈ . Then, for any degree dt pseudo-distribution ζ˜, ˜ζ˜[ f t−11] 6
(˜ζ˜[ f t]) t−1t (˜ζ˜[1t])1/t .
Corollary 3.12 (Comparison ofNorms). Let ζ˜ be a degree t2 pseudo-distribution over a scalar indeterminate
x. Then, ˜[xt]1/t > ˜[xt′]1/t′ for every t′ 6 t.
Reweighting Pseudo-Distributions The following fact is easy to verify and has been used in
several works (see [BKS17] for example).
Fact 3.13 (Reweightings). Let µ˜ be a pseudo-distribution of degree k satisfying a set of polynomial constraints
A in variable x. Let p be a sum-of-squares polynomial of degree t such that ˜[p(x)] , 0. Let µ˜′ be the
pseudo-distribution defined so that for any polynomial f , ˜µ˜′[ f (x)]  ˜µ˜[ f (x)p(x)]/˜µ˜[p(x)]. Then, µ˜′ is
a pseudo-distribution of degree k − t satisfyingA.
3.2 Sum-of-squares proofs
Let f1 , f2 , . . . , fr and 1 be multivariate polynomials in x. A sum-of-squares proof that the constraints
{ f1 > 0, . . . , fm > 0} imply the constraint {1 > 0} consists of polynomials (pS)S⊆[m] such that
1 
∑
S⊆[m]
pS ·Πi∈S fi . (3.3)
6The choice of norm is not important here because the factor 2−n` swamps the effects of choosing another norm.
7Here, we assume that the bit complexity of the constraints inA is (n + m)O(1).
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We say that this proof has degree ` if for every set S ⊆ [m], the polynomial pSΠi∈S fi has degree at
most `. If there is a degree ` SoS proof that { fi > 0 | i 6 r} implies {1 > 0}, we write:
{ fi > 0 | i 6 r} ` {1 > 0} . (3.4)
For all polynomials f , 1 : n →  and for all functions F : n → m , G : n → k , H : p → n
such that each of the coordinates of the outputs are polynomials of the inputs, we have the following
inference rules.
The first one derives new inequalities by addition/multiplication:
A ` { f > 0, 1 > 0}
A ` { f + 1 > 0}
,
A ` { f > 0},A `′ {1 > 0}
A `+`′ { f · 1 > 0}
. (3.5)
The next one derives new inequalities by transitivity:
A ` B ,B `′ C
A `·`′ C
, (3.6)
Finally, the last rule derives new inequalities via substitution:
{F > 0} ` {G > 0}
{F(H) > 0} `·deg(H) {G(H) > 0}
. (substitution)
Low-degree sum-of-squares proofs are sound and complete if we take low-level pseudo-
distributions as models. Concretely, sum-of-squares proofs allow us to deduce properties of
pseudo-distributions that satisfy some constraints.
Fact 3.14 (Soundness). If D r A for a level-` pseudo-distribution D and there exists a sum-of-squares
proofA r′ B, then D r·r′+r′ B.
If the pseudo-distribution D satisfies A only approximately, soundness continues to hold if
we require an upper bound on the bit-complexity of the sum-of-squaresA r′ B (number of bits
required to write down the proof). In our applications, the bit complexity of all sum of squares
proofs will be nO(`) (assuming that all numbers in the input have bit complexity nO(1)). This
bound suffices in order to argue about pseudo-distributions that satisfy polynomial constraints
approximately.
The following fact shows that every property of low-level pseudo-distributions can be derived
by low-degree sum-of-squares proofs.
Fact 3.15 (Completeness). Suppose d > r′ > r andA is a collection of polynomial constraints with degree
at most r, andA ` {∑ni1 x2i 6 B} for some finite B.
Let {1 > 0} be a polynomial constraint. If every degree-d pseudo-distribution that satisfies D r A also
satisfies D
r′ {1 > 0}, then for every ε > 0, there is a sum-of-squares proofA d {1 > −ε}.
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Basic Sum-of-Squares Proofs
Fact 3.16 (Operator norm Bound). Let A be a symmetric d × d matrix and v be a vector in d . Then,
2
v {v>Av 6 ‖A‖2‖v‖22}
Fact 3.17 (SoS Hölder’s Inequality). Let fi , 1i for 1 6 i 6 s be polynomials of degree m in vector valued
variable x. Let p , q be positive integers such that 1p +
1
q  1. Then,
pqm
x
{(
1
s
s∑
i1
fi1i
)pq
6
(
1
s
s∑
i1
f pi
) q (
1
s
s∑
i1
1
q
i
)p}
.
Observe that using p  q  2 yields the SoS Cauchy-Schwarz inequality.
Fact 3.18 (SoS Almost Triangle Inequality). Let f1 , f2 , . . . , fr be indeterminates. Then,
2t
f1 , f2 ,..., fr

(∑
i6r
fi
)2t
6 r2t−1
(
r∑
i1
f 2ti
) .
Fact 3.19 (SoS AM-GM Inequality, see Appendix A of [BKS15]). Let f1 , f2 , . . . , fm be indeterminates.
Then,
m
f1 , f2 ,..., fm
{(
1
m
n∑
i1
fi
)m
> Πi6m fi
}
.
The following fact is a simple corollary of the fundamental theorem of algebra:
Fact 3.20. For any univariate degree d polynomial p(x) > 0 for all x ∈ , d
x {p(x) > 0}.
This can be extended to univariate polynomial inequalities over intervals of . 2
Fact 3.21 (Fekete and Markov-Lukacs, see [Lau09]). For any univariate degree d polynomial p(x) > 0
for x ∈ [a , b], {x > a , x 6 b} d
x {p(x) > 0}.
4 Clustering Mixtures of Reasonable Distributions
In this section, we provide an efficient algorithm for clusteringmixtures of “reasonable” distributions.
Our algorithms apply to the mixtures of the following class of distributions.
Definition 4.1 (Reasonable Distributions). An isotropic (i.e. mean 0 and I-covariance) distribution
D on d is reasonable if it satisfies the following two properties:
1. Certifiable Anti-Concentration Under Convolutions: The distribution of x ± y ± z ± w for
independent copies x , y , z , w ∼ D is s(δ)-certifiably (δ, Cδ) anti-concentrated for all δ > 0.
2. CertifiableHypercontractivityUnder Convolutions: The distribution of x±y±z±w for independent
x , y , z , w ∼ D has h-certifiably C-hypercontractive degree-2 polynomials.
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Observe that if D has h-certifiably C-hypercontractive degree-2 polynomials then it is also h-
certifiably C-subgaussian. For any µ,Σ  0, we denoteD(µ,Σ) to be the distribution of the random
variable Σ1/2x + µ where x ∼ D.
The main result of this section is an efficient algorithm for clustering a mixture of reasonable
distributions that is resilient to a constant fraction of adversarially introduced outliers. Recall that
the spread of a mixture with componentsD(µ(r),Σ(r)) for r 6 k is the maximum of v>Σ( j)vv>Σ(i)v over all
i , j 6 k.
Theorem 4.2 (Clustering Mixtures of Separated Reasonable Distributions, Theorem 1.9 restated).
Let D be a nice distribution that is s(δ)-certifiably (δ, Cδ)-anti-concentrated and has s(δ)-certifiably C-
hypercontractive degree-2 polynomials for every δ > 0. Then, there exists an algorithm that takes input
a sample of size n from ∆-separated equi-weighted mixture of D(µ(r),Σ(r)) for r 6 k with true clusters
C1 , C2 , . . . , Ck and outputs Cˆ1 , Cˆ2 , . . . Cˆk such that there exists a permutation pi : [k] → [k] satisfying
min
i6k
|Ci ∩ Cˆpi(i) |
|Ci | > 1 − O(η) .
The algorithm succeeds with probability at least 1 − 1/k whenever ∆  Ω(s(poly(η/k))/poly(η)), needs
dO(s(poly(η/k))poly(k)) samples and runs in time nO(s(poly(η/k))poly(k) log κ) where κ is spread of the mixture.
For the special case of k  2, the algorithm runs in time nO(s(poly(η))) and uses dO(s(poly(η))) samples (with
no dependence on the spread κ.)
4.1 Algorithm
Our constraint systemA uses polynomial inequalities to describe a subset Cˆ of size αn of the input
sample X. We impose constraints on Cˆ so that the uniform distribution on Cˆ satisfies certifiable
anti-concentration and hypercontractivity of degree-2 polynomials. We intend the true clusters
C1 , C2 , . . . , Cr to be the only solutions for Cˆ. Proving that this statement holds and that it has a
low-degree SoS proof is the bulk of our technical work in this section.
We describe the specific formulation next. Throughout this section, we use the notation Q(x)
to denote x>Qx for d × d matrix valued indeterminate Q. For ease of exposition, we break our
constraint systemA into natural categoriesA1∪· · ·∪A5. Our constraint system relies on parameter
τ, δ that we will set in proof of Theorem 4.2 below.
For our argument, we will need access to the square root of the covariance-denoting indeter-
minate, denoted by Σ. So we introduce the constraint system A1 with an extra matrix valued
indeterminate Π (with auxiliary matrix-valued indeterminate U) that satisfies the polynomial
equality constraints corresponding to Π being the square root of Σ. Note that the first constraint is
equivalent to Π  0.
Square-Root Constraints: A1 
{
Π  UU>
Π2  Σ
}
(4.1)
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Next, we formulate intersection constraints that identify the subset Cˆ of size αn.
Subset Constraints: A2 

∀i ∈ [n] w2i  wi∑
i∈[n] wi 
n
k
 (4.2)
Next, we enforce that Cˆmust havemean µ and covarianceΣ, where both µ andΣ are indeterminates.
Parameter Constraints: A3 

1
n
n∑
i1
wixi  µ
1
n
n∑
i1
wi(xi − µ)(xi − µ)>  Σ

(4.3)
Finally, we enforce certifiable anti-concentration at two slightly different parameter regimes
(characterized by τ 6 δ) along with the hypercontractivity of Cˆ .
Certifiable Anti-Concentration : A4 

k2
n2
n∑
i , j1
wiw jq2δ,Σ
( (
xi − x j
)
, v
)
6 2s(δ)Cδ
(
v>Σv
) s(δ)
k2
n2
n∑
i , j1
wiw jq2τ,Σ
( (
xi − x j ) , v) 6 2s(τ)Cτ (v>Σv) s(τ)

(4.4)
Certifiable Hypercontractivity : A5 
{
∀ j 6 2s , k
2
n2
∑
i , j6n
wiw jQ(xi − x j)2 j 6 (Cj)2 j ‖ΠQΠ‖2 jF
}
(4.5)
Algorithm. We are now ready to describe our algorithm. Our algorithm follows the same outline
as the simplified proof for clustering spherical mixtures presented in [FKP19] (Chapter 4.3). The
idea is to find a pseudo-distribution ζ˜ that minimizes the objective
˜[w]2 and is consistent with
the constraint systemA.
It is simple to round the resulting solution to true clusters: our analysis yields that the matrix
˜[ww>] is approximately block diagonal with the blocks approximately corresponding to the true
clusters C1 , C2 , . . . , Ck . We can then recover a cluster by a repeatedly greedily selecting n/k largest
entries in a random row, removing those columns off and repeating. We describe this algorithm
below.
Algorithm 4.3 (Clustering General Mixtures).
Given: A sample X of size n with true clusters C1 , C2 , . . . , Ck of size n/k each.
Output: A partition of X into an approximately correct clusters Cˆ1 , Cˆ2 , . . . , Cˆk .
Operation:
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1. Find a pseudo-distribution ζ˜ satisfyingA minimizing ˜[w]22.
2. For M  ˜w∼ζ˜[ww>], repeat for 1 6 ` 6 k:
(a) Choose a uniformly random row i of M.
(b) Let Cˆ` be the set of points indexed by the largest nk entries in the ith row of M.
(c) Remove the rows and columns with indices in Cˆ` .
Analysis of the Algorithm. We first show that the sample X inherits the relevant properties of
the distributions. Towards this, we make the following definition.
Definition 4.4 ("Good" Sample). A sample X ⊆ d of size n is said to be a good sample from a
∆-separated mixture ofD(µ(r),Σ(r)) for r 6 k if there exists a partition X  C1 ∪ C2 ∪ · · ·Ck ⊆ d
with empirical mean and covariance µˆ(1), Σˆ(1), . . . , µˆ(k), Σˆ(k) such that for all r ∈ [k] and s 
s(poly(η/k)),
1. Empirical mean:
〈
µˆ(r) − µ(r), v〉2 6 0.1v>Σ(r)v
2. Empirical covariance:
(
1 − 122s
)
Σ(r)  Σˆ(r) 
(
1 + 122s
)
Σ(r).
3. Certifiable Anti-concentration: For all τ > poly(η/k),
2s
v
 k
2
n2
∑
i, j∈Cr
q2
τ,Σˆ(r)
(
xi − x j , v
)
6 10Cτ
(
v>Σˆ(r)v)2s2 
2s
v
 kn
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
q2
τ,Σˆ(r)
(
xi1 − xi2 − x j1 + x j2 , v
)
6 10Cτ
(
v>(Σˆ(r) + Σˆ(r′)v)2s2 
4. Certifiable Hypercontractivity: For every j 6 s,
2s
Q
 k
2
n2
∑
i, j∈Cr
Q(xi − x j)2 j 6 (Cj)2 j22 j
Σˆ(r) 12QΣˆ(r) 12 2 j
F

Via standard concentration arguments, it is straightforward (See Section B of Appendix) to verify
that a large enough sample X from a ∆-separated mixture of reasonable distributions is a good.
Lemma 4.5 (Typical samples are good). Let X be a sample of size n from a equi-weighted ∆-separated
mixture D(µ(r),Σ(r)) for r 6 k. Then, for n0  Ω ((s(poly(η/k))d)8s(poly(η/k))k log k) and any n > n0,
X is good with probability at least 1 − 1/d.
As in the spherical case [FKP19], the heart of the analysis involves showing that ˜ζ˜[ww>] is
indeed approximately block diagonal whenever ζ˜ satisfiesA. This follows immediately from the
following lemma that shows that that there’s a low-degree sum-of-squares proof that shows that
the subset indicated by w cannot simultaneously use a large fraction of points from any two distinct
clusters Cr , Cr′.
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Lemma 4.6 (Simultaneous Intersection Bounds from Separation). Let X be a good sample of size n.
For all r ∈ [k], let w(Cr) denote the linear polynomial kn
∑
i∈Cr wi . Then, for every r , r
′ and δ > 0,
A
O(s(δ)2 log κ)
w {w(Cr)w(Cr′) 6 O(δ1/3)} .
For the special case of k  2, we obtain the following improved version with no dependence on
κ in the degree.
Lemma 4.7 (Simultaneous Intersection Bounds from Separation, Two Components). Let X  C1∪C2
be a good sample with true clusters C1 , C2 of size n/2. Let w(Cr) denote the linear polynomial kn
∑
i∈Cr wi
for every r 6 2. Then,
A
O(s(δ)2)
w {w(C1)w(C2) 6 O(δ1/3)} .
It is easy to finish the analysis of the algorithm given Lemma 4.6.
Proof of Theorem 4.2. Enforcing Constraints. First, we argue that the number of constraints in the
SDP we need to solve to find ζ˜ in Step 1 above is dO(log κ)s(δ)2 . For this, it is enough to show that
the number of polynomial inequalities needed to enforceA is appropriately bounded. A1 ,A2 ,A3
encode O(d2) inequalities by direct inspection. A4 ,A5 superficially encode an infinitely many
constraints - by applying the quantifier alternation technique that uses SoS certifiability (first used
in [KS17b, HL17], see Page 131 of [FKP19] for an exposition) to compress such constraints by
leveraging low-degree SoS proofs allows us to encode them into dO(s(δ)2) constraints.
Minimizing Norm. Observe that
˜[w]2 is a convex function in ˜[w] and thus, a pseudo-
distribution minimizing
˜[w]2 consistent with A can be found in time nO(log κ)s(δ)2) if it exists
using the ellipsoid method (using the separation oracle from Fact 3.7). The rounding itself is easily
seen to take at most O(n2) time. This completes the analysis of the running time.
Feasibility of the SDP. In the remaining part of the analysis, we condition on the event that
the input X is a good sample. We show that the SDP for computing the pseudo-distribution in
Step 1 of the algorithm is feasible. We exhibit a feasible solution by describing a natural setting
of the indeterminates in our constraint program. Let ζ be the uniform distribution (thus, also a
pseudo-distribution of degree∞) on 1(Cr), for all r ∈ k. That is, ζ is uniformly distributed on the
true clusters. Lemma 4.5 implies that setting w  1(Cr) satisfies all the constraints inA. Thus, ζ˜ is
indeed a feasible for the SDP. Observe further that for every i, ˜ζ˜[wi]  1/k.
Analysis of the SDP Solution. Now, let ζ˜ be the pseudo-distribution computed in Step 1
of the algorithm. First, observe that by Cauchy-Schwarz inequality,
˜ζ˜[w]22  ∑i6n ˜ζ˜[wi]2 >
1
n
(∑
i6n ˜ζ˜[wi]
)2

n
k2 where we used thatA
{ k
n
∑n
i1 wi  1
}
. On the other hand, we exhibited
a feasible pseudo-distribution ζ above with
˜ζ[w]22  nk2 . Together, we obtain that the output ζ˜
obtained by solving the SDP relaxation must satisfy
˜ζ˜[w]22  nk2 . Observe that this is equivalent
to ˜ζ˜[wi]  1/k for every i 6 n. Thus, we can assume in the following that ˜ζ˜[wi]  1/k for all i.
Our analysis is similar to the proofs of Lemmas 4.21 and Lemma 4.23 in [FKP19].
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Let M  ˜[ww>]. Let’s understand the entries of M more carefully. First, since ˜[wiw j] 
˜[w2i w2j ] > 0, M(i , j) is non-negative. The diagonals ofM are ˜[w2i ]  ˜[wi]  1/k. By the Cauchy-
Schwarz inequality for pseudo-distributions (Fact 3.10),M(i , j)  ˜[wiw j] 6
√
˜[w2i ]
√
˜[w2j ] 6 1/k.
Thus, the entries of M are between 0 and 1/k. Next, observe that sinceA {wi kn ∑ j6n w j  wi}.
Taking pseudo-expectations and rearranging yields that for every i,  j∼[n]M(i , j)  1k2 .
For η′  η2/k3, choose δ  η′3/k3. Then, applying Lemma 4.6 and using Fact 3.15, we have that
for every r, i∈Cr  j<Cr′ M(i , j) 
∑
r′,r i∈Cr  j∈Cr′ ˜[wiw j]  ˜[w(Cr)w(Cr′)] 6 O(η′).
Fix any cluster Cr . Call an entry of M large if it exceeds η/k2. Using the above estimates, we
obtain that, the fraction of entries in the ith row that exceed η/k2 is at least (1 − η)/k.
On the other hand, by Markov’s inequality applied to the calculation above, we obtain that with
probability 1 − 1/k2 over the uniformly random choice of i ∈ Cr ,  j<Cr M(i , j) 6 O(η′)  O(η2/k3).
Call an i ∈ Cr for which this condition holds “good”.
By Markov’s inequality, for each good row, the fraction of j < Cr such that M(i , j) > η/k2 is at
most η/k. Thus, for any good row in Cr , if we take the indices j corresponding to the largest n/k
entries (i , j) in M, then, at most η fraction of such j are not in Cr . Thus, picking uniformly random
row in Cr and taking the largest n/k entries in that row gives a subset that intersects with Cr in
(1 − η) fraction of the points.
Thus, each iteration of our rounding algorithm succeeds with probabililty at least 1 − 1/k2. By
union bound, all iterations succeed with probabililty at least 1 − 1/k.

Proving Lemma 4.6 In what follows, we focus attention on proving Lemma 4.6. Before describing
the analysis, we set some notation/shorthand and simplifying assumptions that we will use
throughout this section.
1. First, Lemma 4.5 guarantees us that Cr has mean and Covariance close to the true µ(r),Σ(r).
We abuse the notation a little bit and use µ(r),Σ(r) to denote the mean and covariance of Cr
too. This allows us the luxury of dropping an extra piece of notation and doesn’t change the
guarantees we obtain.
2. In the following, we will use Dr  D(µ(r),Σ(r)) to denote the uniform distribution on Cr .
We will use Dw to informally (in the context of non low-degree SoS reasoning) refer to the
uniform distribution on the subset indicated by w.
Depending on whether Cr , Cr′ are mean separated, spectrally separated or separated in relative
Frobenius distance, our proof of Lemma 4.6 breaks into three natural cases. The key part of the
analysis is dealing with the case of spectral separation which then plugs into the other two cases.
So we begin with it.
4.2 Intersection Bounds from Spectral Separation
In this subsection, we give a sum-of-squares proof of an upper bound on w(Cr)w(Cr′)whenever
Dr ,Dr′ are samples chosen from spectrally separated distributions. Note that we do not have any
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control of the means ofDr ,Dr′ in this subsection and our arguments must work regardless of the
means (or their separation, whether large or small) ofDr ,Dr′.
Formally, we will prove the following upper bound on w(Cr)w(Cr′) where the degree of the
sum-of-squares proof grows logarithmically in the spread κ of the mixture.
Lemma 4.8 (Intersection Bounds from Spectral Separation). Let X  C1 ∪C2 ∪ . . . Cr be a good sample
of size n. Suppose there exists a vector v such that ∆spectralv>Σ(r)v 6 v>Σ(r′)v for ∆spectral  Cs/δ2.
Then,A
O(s log κ)/δ2)
w
{
w(Cr)w(Cr′) 6 O(
√
δ)
}
.
For the special case of k  2, we can get better result that does not lose κ-dependent factors in
the sum-of-squares degree of the proof.
Lemma 4.9 (Intersection Bound from Spectral Separation for 2 Component Mixtures). Fix k  2.
Suppose there exists a vector v such that ∆spectralv>Σ(1)v 6 v>Σ(2)v for ∆spectral  Ω(1). Then,
A O(1)
w
{
w(C1)w(C2) 6 O(
√
δ)
}
.
As we discussed in Section 2, the proofs of both the statements above follow by using anti-
concentration of Dr and Dr′ to first show a lower-bound on the variance of Σ(w) in terms of
the v>Σ(r)v and v>Σ(r′)v and then combine it with an upper bound on v>Σ(w)v using anti-
concentration ofDw .
Lemma 4.10 (Large Intersection Implies High Variance, Spectral Separation).
A 4s
Σ,w
{
w(Cr′)w(Cr) (v> (Σ(r) + Σ(r′)) v) s 6 ( 2
δ2
) s (
v>Σ(w)v) s +Cδ (v> (Σ(r) + Σ(r′)) v) s} (4.6)
Proof. We know from Lemma 4.5 that two-sample-centered points from both Cr and Cr′ are
2s-certifiably (δ, Cδ)-anti-concentrated. Using Definition 1.6, thus yields:
A 4s
Σ,w
{
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
wi1wi2w j1w j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
> δ2sw(Cr)2w(Cr′)2
(
v>2(Σ(r) + Σ(r′))v>) s
− δ2s k
4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
wi1wi2w j1w j2q
2
δ,2(Σ(r)+Σ(r′))(xi1 − xi2 − x j1 + x j2 , v)
}
(4.7)
Using that A {wi1wi2w j1w j2 6 1} for every i1 , i2 , j1 , j2 and using 2s-certifiable (δ, Cδ)-anti-
concentration of xi1 − xi2 − x j1 + x j2 and invoking Definition 1.6, we have:
A 4s
Σ,w
{
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
wi1wi2w j1w j2q
2
δ,2(Σ(r)+Σ(r′))(xi1 − xi2 − x j1 + x j2 , v)
24
6
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
q2δ,2(Σ(r)+Σ(r′))(xi1 − xi2 − x j1 + x j2 , v) 6 Cδ
(
v>2(Σ(r) + Σ(r′))v) s} (4.8)
Plugging in the above bound in (4.7) gives:
A 4s
Σ,w
{
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
wi1wi2w j1w j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
> δ2s
(
w(Cr)2w(Cr′)2 − Cδ) (v>2(Σ(r) + Σ(r′))v>) s} (4.9)
Rearranging thus yields:
A 4s
Σ,w
{
1
δ2s
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
wi1wi2w j1w j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
+ Cδ
(
v>2(Σ(r) + Σ(r′))v>) s
> w(Cr)2w(Cr′)2 (v>2(Σ(r) + Σ(r′))v>) s} (4.10)
To finish the proof, we note that:
A 4s
Σ,w
{(
4cs
δ2
) s (
v>Σ(w)v) s > 1
δ2s
k4
n4
∑
i1 ,i2 , j1 , j2∈[n]
wi1wi2w j1w j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
>
1
δ2s
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
wi1wi2w j1w j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s} (4.11)
Plugging in the upper bound above in (4.10) and canceling out a copy of 2s from both sides
gives the lemma.

Moving forward with our proof plan, we can clearly complete the proof by giving an upper
bound on (v>Σ(w)v) that scales as the variance of the smaller variance component (i.e. r above). We
make this happen by invoking certifiable anti-concentration again - this time, however, applying it
to the w-samples instead of Cr and Cr′.
Lemma 4.11 (Spectral Upper Bound via Anti-Concentration).
A 4s
Σ,w
{(
w(Cr)2 − Cδ
) (
v>Σ(w)v>) s 6 (Cs
δ2
) s (
v>Σ(r)v) s} (4.12)
Proof. Our constraint systemA allows us to derive that two-sample-centered points indicated by w
are 2s-certifiably (δ, Cδ)-anti-concentrated with witnessing polynomial pD . Using Definition 1.6,
thus yields:
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A 4s
Σ,w
{
δ2sw(Cr)2
(
v>Σ(w)v>) s
6
k2
n2
∑
i , j∈Cr
wiw j
〈
1√
2
(
xi − x j ) , v〉2s + δ2s k2n2 ∑
i, j∈Cr
wiw jq2δ,Σ(w)
(
1√
2
(
xi − x j ) , v)} (4.13)
Using that A 4s
Σ,w {
wiw j 6 1
}
for every i , j, using that A derives 2s-certifiable (δ, Cδ)-anti-
concentration of w-samples and invoking Definition 1.6, we have:
A 4s
Σ,w
{
k2
n2
∑
i, j∈Cr
wiw jq2δ,Σ(w)(
1√
2
(
xi − x j ) , v) 6 k2n2 ∑
i, j∈[n]
wiw jq2δ,Σ(w)
(
1√
2
(
xi − x j ) , v)
6 Cδ
(
v>Σ(w)v) s} (4.14)
Further, using thatA 4s
Σ,w {
wiw j 6 1
}
for all i , j and relying on the certifiable Sub-gaussianity
of Cr , we have:
A 4s
Σ,w
{
k2
n2
∑
i , j∈Cr
wiw j
〈
1√
2
(
xi − x j ) , v〉2s 6 k2n2 ∑
i , j∈Cr
〈
1√
2
(
xi − x j ) , v〉2s  (Cs)s (v>Σ(r)v) s}
(4.15)
Combining the last two bounds with (5.25) thus yields:
A 4s
Σ,w
{
w(Cr)2 (v>Σ(w)v>) s 6 1
δ2s
(Cs)s (v>Σ(r)v) s + Cδ (v>Σ(w)v>) s} (4.16)

Digression: “Real-World” Proof We’d now like to combine the upper and lower bounds on
v>Σ(w)v obtained in the two previous lemmas in order to conclude a bound on the intersection
size w2(Cr)w2(Cr′). To aid the intuition, observe that this is easy to do in “usual math” (in contrast
to low-degree sum-of-squares proof system). If the reader prefers to skip this digression, they can
skip to the paragraph titled Upper Bounds via SoSizing Conditional Argument.
Lemma 4.12 (Low Intersection Size from Spectral Separation (not a low-degree SoS Proof)). Let
v ∈ d be a unit vector such that ∆v>Σ(r)v 6 v>Σ(r′)v for some ∆  2Cs/δ3. Then, w3(Cr)w3(Cr′) 6 δ.
Proof. We split into two cases: 1) w2(Cr) 6 δ and 2) w(Cr)2 > δ. In the first, case w3(Cr)w3(Cr′) is
clearly at most δ. So we are done!
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In the second case, we invoke Lemma 4.10 to write:
w(Cr′)w(Cr) (v> (Σ(r) + Σ(r′)) v>) s 6 2s
δ2s
(
v>Σ(w)v) s + Cδ (v> (Σ(r) + Σ(r′)) v>) s .
Since (w2(Cr) − δ) > 0, we can multiply both sides of above by (w2(Cr) − δ)without changing the
inequality. By Lemma 4.11:(
w(Cr)2 − Cδ
) (
v>Σ(w)v>) s 6 1
δ2s
(Cs)s (v>Σ(r)v) s .
Using the above bound, using that w(Cr)w(Cr′) 6 1 and rearranging, we have:
w(Cr)2w(Cr′)w(Cr)
(
v> (Σ(r) + Σ(r′)) v>) s 6 (C+1)δ (v> (Σ(r) + Σ(r′)) v>) s+( 2
δ
) s 1
δ2s
(Cs)s (v>Σ(r)v) s .
Using the above bound with the spectrally separating direction v, we know that
v> (Σ(r) + Σ(r′)) v> > ∆v>Σ(r)v. Thus rearranging the above inequality gives:
w(Cr)3w(Cr′)3 6 w3(Cr)w(Cr′) 6 (C + 1)δ +
(
2
δ3
) s
(Cs)s∆−s ,
which is at most 2Cδ whenever ∆  Cs/δ3 as desired. 
Crucial to the above “real world” argument is the second step where we use the non-negativity
of w(Cr)2 − δ so as to multiply the starting inequality on both sides with it while preserving the
direction of the inequality. This step relies on an “if-then” case analysis which, unfortunately,
cannot, in general, be implemented as is in low-degree sum-of-squares proof system.
Upper Bounds via SoSizing Conditional Argument In order to implement argument as above
within the low-degree SoS system, we will introduce a polynomial J that allows us to implement
the above thresholding operation withing SoS. We prove the existence of such a polynomial in
Appendix C. This will, however, lose us a log(κ) factor in the SoS degree required (and thus cause
an exponential dependence on log(κ) in the running time of our clustering algorithm).
Lemma 4.13 (Polynomial Approximator for Thresholds, See Section C for a proof). Let 1/2 > ρ > 0
and c ∈ [0, 1]. There exists a square polynomial J satisfying:
1. J(x) ∈ [1, 2] for all x ∈ [2c , 1].
2. J(x) 6 ρ for all x ∈ [0, c].
3. deg(J) 6 O(log(1/ρ)/c).
Lemma 4.14. For any 0 < ρ < 1,
{0 6 w(Cr) 6 1} O(log(1/ρ)/δ2)
{J(w(Cr))(w(Cr) − δ) > −δρ} ,
and,
{0 6 w(Cr) 6 1} O(log(1/ρ)/δ2) {J(w(Cr))w(Cr) > (w(Cr) − 2δ)} .
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Proof. Observe that the conclusion is a polynomial inequality in single variable w(Cr). Thus, it is
enough to give any proof of J(w(Cr))(w(Cr) − δ) > −δρ and apply Lemma 3.21.
To see why the inequality holds, observe that if w(Cr) > δ, J(w(Cr))(w(Cr) − δ) > 0 > −δρ.
On the other hand, if w(Cr) 6 δ, then, J(w(Cr)) 6 ρ while |w(Cr) − δ | 6 δ. On the other hand,
observe that J(w(Cr)(w(Cr) − δ) 6 J(w(Cr)w(Cr) 6 2w(Cr). This completes the proof of the first
inequality.
For the second claim, notice that if w(Cr) < 2δ, the inequality trivially holds since J(w(Cr)) > 0.
If on the other hand, w(Cr) > 2δ, then, J(w(Cr)) > 1 > w(Cr) > w(Cr) − δ. 
We can now implement the above real-world “conditional” argument within SoS using the
polynomial J above. To do this, we will need a rough upper bound on v>Σ(w)v in terms of
v>Σ(r)v for r 6 k. We will prove this via another application of certifiable anti-concentration ofDw
- this time, invoked with the slightly different parameter τ.
Lemma 4.15 (Rough Spectral Upper bound on Σ(w)).
A 4s
Σ,w
{(
v>Σ(w)v>) s 6 (2Ck)s+1 (Cs)s ∑
r6k
(
v>Σ(r)v) s} (4.17)
Proof. Our proof is similar to the proof of Lemma 4.11 with a key additional step. As in the proof of
Lemma 4.11, we start by invoking our constraints to conclude (note that we sum over all samples
this time instead of those just in Cr as in the previous lemma:
A 4s
Σ,w
{
τ2s
∑
r6k
w′(Cr)2
(
v>Σ(w)v>) s
6
k2
n2
∑
r6k
∑
i , j∈Cr
wiw j
〈
1√
2
(
xi − x j ) , v〉2s + τ2s k2n2 ∑
r6k
∑
i, j∈Cr
wiw jq2τ,Σ(w)
(
1√
2
(
xi − x j ) , v)} (4.18)
The second term on the RHS can be upper bounded just as in the proof of Lemma 4.11 to yield:
A 4s
Σ,w
{
k2
n2
∑
r6k
∑
i, j∈Cr
wiw jq2τ,Σ(w)(
〈
1√
2
(
xi − x j ) , v〉) 6 k2n2 ∑
i, j∈[n]
wiw jq2τ,Σ(w)
(〈
1√
2
(
xi − x j ) , v〉)
6 Cτ
(
v>Σ(w)v) s}
(4.19)
The first term can be also be upper bounded - this time in terms of the Covariances of all the k
components.
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A 4s
Σ,w
{
k2
n2
∑
r6k
∑
i , j∈Cr
wiw j
〈
1√
2
(
xi − x j
)
, v
〉2s
6
∑
r6k
k2
n2
∑
i , j∈Cr
〈
1√
2
(
xi − x j
)
, v
〉2s
 (Cs)s
∑
r6k
(
v>Σ(r)v) s} (4.20)
We can now combine the two estimates above to yield:
A 4s
Σ,w
{(∑
r6k
w(Cr)2 − Cτ
) (
v>Σ(w)v>) s 6 1
τ2s
(Cs)s
∑
r6k
(
v>Σ(r)v) s} (4.21)
So far the argument closely follows the proof of Lemma 4.11. The key departure we make is with
the following simple observation:
A 4s
Σ,w

∑
r6k
w(Cr)2 > 1k
(∑
r6k
w(Cr)
)2

1
k
 .
Thus, as long as τ < 12Ck , we can derive:
A 4s
Σ,w
{(
v>Σ(w)v) s 6 ks+1 (Cs)s ∑
r6k
(
v>Σ(r)v) s} (4.22)
This is the “rough” upper bound on Σ(w)we were after. 
We can use the above lemma to get an “upgraded” version of Lemma 4.11.
Lemma 4.16 (Upper Bound on Variance ofDw). Let λmax(v) ‖v‖22 be the maximum of v>Σ(r)v over all
r 6 k. Then,
A 4s
Σ,w
{(J(w(Cr))(w(Cr) − δ) + δρ) (v>Σ(w)v) s 6 2 1
δ2s
(Cs)s (v>Σ(r)v) s
+ δρs2s (Cs)s kλmax(v)s ‖v‖2s2
}
. (4.23)
Proof. From Lemma 4.15, we have:
A 4s
Σ,w
{(
v>Σ(w)v) s 6 (s)s+1 (Cs)s ∑
r6k
(
v>Σ(r)v) s} (4.24)
Then, the above bound implies:
A 4s
Σ,w
{(
v>Σ(w)v) s 6 (ss+1 (Cs)s kλmax(v)s} . (4.25)
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From Lemma 4.14, we have: A {J(w(Cr)) 6 2}. Thus, using Lemma 4.11 and applying (4.25)
on the RHS, we can conclude:
A 4s
Σ,w
{(J(w(Cr))(w(Cr) − δ) + δρ) (v>Σ(w)v) s 6 δρ (v>Σ(w)v) s + 2 (Cs
δ2
) s (
v>Σ(r)v) s
6 δρs2s (Cs)s kλmax(v)s ‖v‖2s2 + 2
(
Cs
δ2
) s (
v>Σ(r)v) s} .

We are now ready to complete the proof of Lemma 4.8.
Proof of Lemma 4.8. Observe thatA {0 6 w(Cr) 6 1}. Thus,
A {J(w(Cr))(w(Cr) − δ) + δρ > 0} . (4.26)
From Lemma 4.10, we have:
A 4s
Σ,w
{
w(Cr′)w(Cr) (v> (Σ(r) + Σ(r′)) v) s 6 2s
δ2s
(
v>Σ(w)v) s + Cδ (v> (Σ(r) + Σ(r′)) v) s} .
Using (4.26) along with (3.5) with J(w(Cr))(w(Cr) − δ) + δρ gives:
A 4s
Σ,w
{
(J(w(Cr))(w(Cr) − δ))w(Cr′)w(Cr)
(
v> (Σ(r) + Σ(r′)) v) s
6 δρ
(
v> (Σ(r) + Σ(r′)) v) s + (J(w(Cr))(w(Cr) − δ) + δρ) 2s
δ2s
(
v>Σ(w)v) s
+
(J(w(Cr))(w(Cr) − δ) + δρ) 1
δ2s
(Cs)s (v>Σ(r)v) s+(J(w(Cr))(w(Cr) − δ) + δρ) 2Cδ (v>Σ(r′)v) s} .
(4.27)
Rearranging yields:
A 4s
Σ,w
{
J(w(Cr))(w(Cr)w(Cr′)w(Cr) (v> (Σ(r) + Σ(r′)) v) s
6 2δρ
(
v> (Σ(r) + Σ(r′)) v) s + (J(w(Cr))(w(Cr) − δ) + δρ) 2s
δ2s
(
v>Σ(w)v) s
+
(J(w(Cr))(w(Cr) − δ) + δρ) 1
δ2s
(Cs)s (v>Σ(r)v) s+(J(w(Cr))(w(Cr) − δ) + δρ) 2Cδ (v>Σ(r′)v) s} .
(4.28)
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Using Lemma 4.14, we have thatJ(w(Cr))w(Cr) > (w(Cr)−δ). Multiplying the above inequality
(using (3.5)) by the SoS (and thus non-negative) polynomial w(Cr)w(Cr′) (v> (Σ(r) + Σ(r′)) v>)s
yields:
A 4s
Σ,w
{
J(w(Cr))w(Cr′)w2(Cr)
(
v> (Σ(r) + Σ(r′)) v) s > (w(Cr)−δ)w(Cr′)w(Cr) (v> (Σ(r) + Σ(r′)) v) s} .
Thus, the LHS above is lower bounded by (w(Cr) − δ)w(Cr′)w(Cr) (v> (Σ(r) + Σ(r′)) v)s .
Let’s analyze the terms in the RHS one by one. The first term can be upper bounded directly by
applying Lemma 4.16.
The remaining two terms in the RHS can be upper bounded by relying on: A{J(w(Cr))(w(Cr) − δ) + δρ 6 2}.
Thus, using the above bounds we have:
A 4s
Σ,w
{
w(Cr)2w(Cr′)
(
v> (Σ(r) + Σ(r′)) v) s 6 3δ (v> (Σ(r) + Σ(r′)) v) s
+ 2 1
δ2s
(Cs)s (v>Σ(r)v) s + δρs2s (Cs)s kλmax(v)s ‖v‖2s2
+ 2 1
δ2s
(Cs)s (v>Σ(r)v) s + 4Cδ (v>Σ(r′)v) s} (4.29)
Next, observe that since Cr , Cr′ are spectrally separated and 0 6 v>Σ(r)v < v>Σ(r′)v. Thus,
v>Σ(r′)v de f λr′(v) ‖v‖22 > 0.
We now set η 6 s−2s (Cs)−s k−1λmax(v)−sλr′(v)s > s−O(s)k−1κ−s and use that ∆s > Cs/δ2 to
conclude:
A 4s
Σ,w
{
w(Cr)2w2(Cr′) 6 w(Cr)2w(Cr′) 6 O(δ)
}
(4.30)
Applying Lemma 8.2 completes the proof. 
Improved SoS Degree Bounds for k  2 For the special case of k  2, we can bypass the use of
the threshold approximator above to obtain a specialized argument that does not lose logarithmic
factors in the spread κ.
Proof of Lemma 4.9. We proceed exactly as in the proof of Lemma 4.8 until equation (4.29) where
we invoke the uniform eigenvalue upper bound. Instead of using the uniform eigenvalue upper
bound on Σ(w), we use Lemma 4.15, setting t  s(1/2Ck) 6 1/kΘ(1)  O(1) for k  2 to derive:
A 4t
Σ,w
{(
v>Σ(w)v>) t 6 2O(t) ( (v>Σ(1)v) t + (v>Σ(2)v) t)} (4.31)
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With this sharper upper bound, we can complete the proof as in Lemma 4.8 by setting
τ  2−Θ(s)k−1δ instead of 1/poly(κ). Since log(1/τ)  Θ(s)/δ  poly(1/δ), the degree of the SoS
proof does not grow with κ anymore.

Remark 4.17 (Difficulty in extending this argument to k > 2). For mixtures with larger number of
components, the upper bound from Lemma 4.15 is not enough. This is because the upper bound
in the Lemma 4.15 scales with the largest variance of any of the k component distributions which
could be a lot larger than the variance ofDr andDr′ in the direction v. This is where the parameter
κ comes into play.
4.3 Intersection Bounds fromMean Separation
In this section, we give a low-degree sum-of-squares proof that if Cr , Cr′ are mean separated then
w(Cr)w(Cr′)must be small. Formally, we will show:
Lemma 4.18 (Intersection Bounds from Mean Separation). Let X  C1 ∪ C2 ∪ . . . Cr be a good sample
of size n. Suppose there exists a vector v ∈ d such that 〈µr − µr′ , v〉22 > ∆2mv> (Σ(r) + Σ(r′)) v.
Then, whenever ∆m  Cs/δ,
A
O(s(δ)/δ2 log κ)
w
{
w(Cr)w(Cr′) 6 O(
√
δ)
}
.
As in the previous subsection, we can get a sum-of-squares proof of absolute constant degree
for the special case of k  2 components.
Lemma 4.19 (Intersection Bounds from Mean Separation). Let X  C1 ∪ C2 be a good sample of size n.
Suppose there exists a vector v ∈ d such that 〈µ(1) − µ(2), v〉22 > ∆2mv> (Σ(1) + Σ(2)) v.
Then, whenever ∆m  Θ(1),
A O(1)
w
{
w(C1)w(C2) 6 O(
√
δ)
}
.
We will need the following technical fact in our proof.
Lemma 4.20 (Lower Bounding Sums). Let A, B, C,D be scalar-valued indeterminates. Then, for any
τ > 0,
{0 6 A, B 6 A + B 6 1} ∪ {0 6 C,D} ∪ {C + D > τ} 2
A,B,C {AC + BD > τAB} .
Proof. We have:
{0 6 A, B 6 A + B 6 1} ∪ {0 6 C,D} ∪ {C + D > F}
{
AC + BD > (A + B)(AC + BD)
> A2C + AB(C + D) + B2D > AB(C + D) > τAB
}
(4.32)

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Proof of Lemma 4.18. Let v be the direction in which the means of Cr and Cr′ are separated. Then,
we have: 〈
µr − µr′ , v
〉2s
2 > ∆
2s
m
(
v> (Σ(r) + Σ(r′)) v) s . (4.33)
Assume, WLOG, that v>Σ(r)v 6 v>Σ(r′)v.
Applying Lemma 4.20 with A  w(Cr), B  w(Cr′), C 
〈
µr − µ(w), v
〉2s and D 〈
µr′ − µ(w), v
〉2s along with the SoS Almost Triangle Inequality (Fact 3.18) and certifiable Sub-
gaussianity constraints (A5) yields:
A 4s
µ,w
{
(Cs)s (v>Σ(w)v) s > 1
n
∑
i6n
wi
〈
xi − µ(w), v
〉2s
>
1
n
∑
i∈Cr∪Cr′
wi
〈
xi − µ(w), v
〉2s
>
1
2s
(
w(Cr)
〈
µr − µ(w), v
〉2s − 1
n
∑
i∈Cr
wi
〈
xi − µr , v
〉2s)
+
1
2s
©­«w(Cr′)wi
〈
µr′ − µ(w), v
〉2s − 1
n
∑
i∈Cr′
wi
〈
xi − µr′ , v
〉2sª®¬
>
1
2s
(
w(Cr)
〈
µr − µ(w), v
〉2s
+ w(Cr′)
〈
µr′ − µ(w), v
〉2s) − 12s (v>Σ(r)v) s − 12s (v>Σ(r′)v) s
>
1
2s+1
(
w(Cr)w(Cr′)
(〈
µr − µ(w), v
〉2s
+
〈
µr′ − µ(w), v
〉2s)) − 12s (v>Σ(r)v) s − 12s (v>Σ(r′)v) s
>
(
∆m
4
)2s (
w(Cr)w(Cr′)
( (
v>Σ(r)v) s + (v>Σ(r′)v) s)) − 12s (v>Σ(r)v) s − 12s (v>Σ(r′)v) s
}
,
Rearranging the chain of reasoning above thus yields:
A 4s
{
2s
(
(Cs)s (v>Σ(w)v) s + (v>Σ(r)v) s + (v>Σ(r′)v) s) > ∆2smw(Cr)w(Cr′) ( (v>Σ(r)v) s + (v>Σ(r′)v) s)} .
(4.34)
Lemma 4.14 shows a low-degree SoS proof of non-negativity of J(w(Cr))(w(Cr) − δ) + δρ in
variables w:
A 4sw
{J(w(Cr))(w(Cr) − δ) + δρ > 0} .
Thus, we can multiply (4.35) by
(J(w(Cr))(w(Cr) − δ) + δρ) throughout to obtain:
A 4s
µ,w
{(J(w(Cr))(w(Cr) − δ) + δρ) ((2Cs)s (v>Σ(w)v) s + 2s (v>Σ(r)v) s + 2s (v>Σ(r′)v) s)
> ∆2sm
(J(w(Cr))(w(Cr) − δ) + δρ) (w(Cr)w(Cr′)) ( (v>Σ(r)v) s + (v>Σ(r′)v) s)} . (4.35)
Applying Lemma 4.16 for the first term on the LHS and using that A{(J(w(Cr))(w(Cr) − δ) + δρ) 6 2} and rearranging the above inequality gives:
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A 4s
µ,w
{
(2Cs)s
(
δρs2s (Cs)s kλmax(v)s + 2 1
δ2s
(Cs)s (v>Σ(r)v) s) + 2s (v>Σ(r)v) s + 2s (v>Σ(r′)v) s
+ 2∆2sm δ
( (
v>Σ(r)v) s + (v>Σ(r′)v) s)
> ∆2smJ(w(Cr))
(
w2(Cr)w(Cr′)
) ( (
v>Σ(r)v) s + (v>Σ(r′)v) s)} . (4.36)
Using Lemma 4.14, we also have:
A 4sw {J(w(Cr))w(Cr) > (w(Cr) − δ)} .
Using this bound on the RHS of (4.36) and rearranging yields:
A 4s
µ,w
{
(2Cs)s
(
δρλsmax + 2
1
δ2s
(Cs)s (v>Σ(r)v) s) + 2s (v>Σ(r)v) s + 2s (v>Σ(r′)v) s
+ 2∆2sm δ
( (
v>Σ(r)v) s + (v>Σ(r′)v) s)
> ∆2sm
(
w2(Cr)w(Cr′)) ( (v>Σ(r)v) s + (v>Σ(r′)v) s)} . (4.37)
Dividing throughout by ∆2sm
((v>Σ(r)v)s + (v>Σ(r′)v)s ) and recalling that v>Σ(r)v 6 v>Σ(r′)v
yields:
A 4s
µ,w
{(
w2(Cr)w(Cr′)) 6 ∆−2sm (2Cs)s (δρκs ) + 2 (C√s∆mδ
)2s
+ 2δ
}
. (4.38)
Thus, choosing ρ  κ−s and using that ∆m  Cs/δ ensures that we obtain:
A 4s
{(
w2(Cr)w2(Cr′)
)
6
(
w2(Cr)w(Cr′)
)
6 O(δ)
}
. (4.39)

Improved SoS Degree Bounds for k  2
Proof of Lemma 4.19. We proceed exactly as in the above proof of Lemma 4.18 up until (4.36) where
we invoke a rough eigenvalue upper bound on Σ(w). We replace this bound by the sharper bound
for the k  2 case given by Lemma 4.15 analogous to the proof of Lemma 4.9 to be able to choose
τ  O(1/δ). We can then finish the argument as in the proof of Lemma 4.18 above. 
4.4 Intersection Bounds from Relative Frobenius Separation of Covariances
In this section, we show that if Cr and Cr′ are generated by Gaussians with covariances that are
separated in relative Frobenius distance, then w(Cr)w(Cr′)  O(δ).
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Lemma 4.21 (Intersection Bounds from Relative Frobenius Separation). SupposeΣ(r′)−1/2Σ(r)Σ(r′)−1/2 − I2F > ∆2cov (Σ(r′)−1/2Σ(r)1/24op) for ∆cov  Cs(δ)/δ2. Then,
A
O(s(δ) log κ/δ2)
w {w(Cr)w(Cr′) 6 O(δ1/3)} .
As in the previous two subsections, we can get a constant degree sum-of-squares proof for the
special case of k  2 components.
Lemma 4.22 (Intersection Bounds from Relative Frobenius Separation, Two Components). SupposeΣ(2)†/2Σ(1)Σ(2)†/2 − I2F > ∆2cov (Σ(2)†/2Σ(1)1/24op) . Then,
A
O(1/δ2)
{
w(C1)w(C2) 6 O(δ1/3)
}
.
Mean and Variance of Degree 2 Polynomials In our proof of the above two lemmas, we need to
understand the mean and variances of degree 2 polynomials of reasonable distributions. Towards
that goal, let Q be a d × d matrix-valued indeterminate. In the following, we write Q(z) for z>Qz
(the quadratic form associated with Q). We also use the notation w Q  kn
∑
i , j wiw jQ(xi − x j) -
the polynomial computing the mean of Q with respect to the subsample indicated by w. We also
write Cr Q  kn
∑
i , j∈Cr Q(xi − x j) and Cr′ Q  kn
∑
i , j∈Cr Q(xi − x j).
We first compute the mean and variance of quadratic forms over isotropic (certifiably) subgaus-
sian distributions.
Lemma 4.23 (Mean and Variance of Quadratic Forms on Isotropic Certifiably Subgaussian Distribu-
tions). Let Q ∈ d×d be an arbitrary symmetric matrix. LetD be a 4-certifiably C-subgaussian distribution
with mean 0, covariance Σ. Then,

x∼D x
>Qx  tr(Q) ,
and,

x∼D
(
x>Qx − 
x∼D x
>Qx
)2
6 (C − 1) ‖Q‖2F .
Proof. The first claim is immediate. For the second, let Q 
∑
i τiviv>i be the eigenvalue decom-
position of Q. Then, by Hölder’s inequality followed by certifiable Sub-gaussianity of D, we
have:

x∼D
(
x>Qx − 
x∼D x
>Qx
)2
 
x∼D
∑
i6d
τi
(
〈vi , x〉2 − 
x∼D
〈vi , x〉2
)2
6
∑
i6d
τ2i x∼D
(
〈vi , x〉2 − 
x∼D
〈vi , x〉2
)2
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6
∑
i6d
τ2i
((

x∼D
〈vi , x〉4
)
−
(

x∼D
〈vi , x〉2
)2)
6 (C − 1)
∑
i6d
τ2i
(

x∼D
(

x∼D
〈vi , x〉2
)2)
6 (C − 1)
∑
i6d
τ2i  (C − 1) ‖Q‖2F .

Next, we generalize the computation above to non-isotropic distributions.
Lemma 4.24 (Mean and Variance of Quadratic Forms on Certifiably Subgaussian Distributions).
Let Q be an arbitrary symmetric matrix in d×d . Let D be 4-certifiably C-subgaussian distribution with
mean 0 and covariance Σ. Then,

x∼D x
>Qx  tr(ΣQ) ,
and,

x∼D
(
x>Qx − 
x∼D x
>Qx
)2
6 (C − 1) Σ1/2QΣ1/22F .
Proof. Follows immediately by observing that 1) x has the same distribution as Σ1/2y where y is
drawn from an isotropic certifiably subgaussian distribution and 2) x>Qx  y>(Σ1/2QΣ1/2)y and
applying Lemma 4.23 to the quadratic form of (Σ1/2QΣ1/2). 
The proof above is immediately low-degree sum-of-squares in the indeterminat Q so we also
obtain:
Lemma 4.25 (Mean and Variance of Quadratic Forms, Sum-of-Squares Version). Let Q be a d × d
matrix-valued indeterminate. Then,
A 2
Q {

w
x>Qx  tr(Σ(w)Q)
}
,
and,
A 4
Q
{

w
(
x>Qx − 
x∼D x
>Qx
)2
6 (C − 1) ‖Π(w)QΠ(w)‖2F
}
.
Proof of Lemma 4.21 We can now proceed with the proof of Lemma 4.21. As in the previous two
subsections, the idea is to show a lower bound on the variance of some polynomial in terms of the
intersection size w(Cr)w(Cr′) and couple it with an upper bound on the variance that follows from
certifiable hypercontractivity to obtain an upper bound on w(Cr)w(Cr′).
We start with the lower-bound first.
Lemma 4.26 (Large Intersection Implies High Variance). Let Q  Σ(r′)−1/2Σ(r)Σ(r′)−1/2 − I.
A 4w
{
4
w
(Q −
w
Q)2 + 2
Cr
(Q − 
Cr
Q)2 + 2 
Cr′
(Q − 
Cr′
Q)2 > w(Cr)2w2(Cr′)
Σ(r′)−1/2Σ(r)Σ(r′)−1/2 − I4F}
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Proof. Observe that the relative Frobenius separation condition is invariant under the same linear
transformation applied to all xis. Thus, we can assume that Σ(r′)  I WLOG. This simplifies
notation quite a bit in this argument. With this simplification, we now have: ‖Σ(r) − I‖2F > ∆2cov .
Observe that Cr Q  tr(Σ(r)(Σ(r) − I))  ‖Σ(r) − I‖2F + tr(Σ(r) − I)while, Cr′ Q  tr(Σ(r) − I).
In particular,Cr Q−Cr′ Q  ‖Σ(r) − I‖2F > ∆2cov . Thus, the mean of the polynomialQ(x) is starkly
different on the two components. By observing that the standard deviation of Q on each of Cr and
Cr′ is much smaller than the mean, we will be able to derive a lower-bound on variance of Q under
w-samples.
Thus, applying Lemma 4.20, we have:
A 4w
{
w(Cr)2
(

Cr
Q −
w
Q
)2
+ w(Cr′)2
(

Cr′
Q −
w
Q
)2
>
1
4w(Cr)
2w(Cr′)2 ‖Σ(r) − I‖4F
}
(4.40)
Let’s now lower bound w(Q −w Q)2. We have:
A 4w
{

w
(Q −
w
Q)2  k
2
n2
∑
i , j6n
wiw j
(
Q(xi − x j) −
w
Q
)2
>
k2
n2
∑
i , j6Cr or i , j∈Cr′
wiw j
(
Q(xi − x j) −
w
Q
)2
>
k2
n2
∑
i , j6Cr
wiw j
(

Cr
Q −
w
Q
)2
− 12
k2
n2
∑
i , j6Cr
wiw j
(
Q(xi − x j) − 
Cr
Q
)2
+
k2
n2
∑
i , j6Cr
wiw j
(

Cr′
Q −
w
Q
)2
− 12
k2
n2
∑
i , j6Cr′
wiw j
(
Q(xi − x j) − 
Cr′
Q
)2
>
1
2w(Cr)
2
(

Cr
Q −
w
Q
)2
− 12
k2
n2
∑
i , j6Cr
(
Q(xi − x j) − 
Cr
Q
)2
+
1
2w(Cr′)
2
(

Cr′
Q −
w
Q
)2
− 12
k2
n2
∑
i , j6Cr′
(
Q(xi − x j) − 
Cr′
Q
)2
>
1
4w(Cr)
2w2(Cr′) ‖Σ(r) − I‖4F − 12 Cr(Q − Cr Q)
2 − 12 Cr′(Q − Cr′ Q)
2
}
,
where, in the final inequality, we applied (4.40). Rearranging completes the proof.

Onwards to the upper bound now. Observe that the first two terms on the LHS of
Lemma 4.26 can be upper bounded easily using Lemma 4.24: Cr (Q − Cr Q)2 6 (C −
1) Σ(r′)−1/2Σ(r)1/2QΣ(r)1/2Σ(r′)−1/22F 6 Σ(r′)−1/2Σ(r)1/22op ‖Q‖2F. Similarly, Cr′ (Q − Cr Q)2 6
‖Q‖2F.
Thus, to finish the proof of Lemma 4.21, we need an upper bound on w(Q −w Q)2 which we
accomplish by relying on the certifiable hypercontractivity constraints.
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Lemma 4.27 (Certifiable Hypercontractivity Implies LowVariance). LetQ  Σ(r′)−1/2Σ(r)Σ(r′)−1/2−
I.
A
O(s log κ)/δ2
w
{(J(w(Cr))(w(Cr) − δ) + δη)2s (
w
(Q −
w
Q)2
) s
6
(
4 1
δ2s
(Cs)s Σ(r)1/2Σ(r′)−1/22sop)2 s2s ‖Σ(r) − I‖2F} (4.41)
Proof. From Lemma 4.25, we have:
A 4
Π,w
{

w
(Q −
w
Q)2 6 (C − 1) ‖Π(w)QΠ(w)‖2F
}
. (4.42)
From Lemma 4.16, we have:
A
O(s log κ)/δ2
Π,w
{(J(w(Cr))(w(Cr) − δ) + δρ) (v>Σ(w)v) s 6 2 1
δ2s
(Cs)s (v>Σ(r)v) s+δρλsmax ‖v‖2s2 } .
Substituting in v  Σ(r′)†/2v and using that Σ(r′)†  1/λmax I:
A
O(s log κ)/δ2
Π,w
{(J(w(Cr))(w(Cr) − δ) + δρ) Π(w)Σ(r′)†/2v2s2
6 2 1
δ2s
(Cs)s ‖v‖2s2 + δρλsmax
Σ(r′)†/2v2s2 6 (2 1δ2s (Cs)s + δρκs) ‖v‖2s2
}
. (4.43)
Lemma 4.14 implies that A {(J(w(Cr))(w(Cr) − δ) + δρ) > 0}. Thus, we can use the
multiplication rule (Fact 3.5) and multiply both sides of (4.42) with
(J(w(Cr))(w(Cr) − δ) + δρ)
repeatedly while preserving the inequality.
Thus, we have:
A
O(s log κ)/δ2
Π,w
{(J(w(Cr))(w(Cr) − δ) + δρ) s (
w
(Q −
w
Q)2
) s
6
(J(w(Cr))(w(Cr) − δ) + δρ) s (C − 1)s Π(w)Σ(r′)†/2QΣ(r′)†/2Π(w)2sF
6 2s
(J(w(Cr))(w(Cr) − δ) + δρ)2 (C − 1)s Π(w)Σ(r′)†/2QΣ(r′)†/2Π(w)2sF
6 2s
((
1
δ2
) s
(Cs)s Σ(r)1/2Σ(r′)†/22sop + δρκs) ss (J(w(Cr))(w(Cr) − δ) + 2sδρ) ‖QΠ(w)‖2sF
6 2s
((
1
δ2
) s
(Cs)s Σ(r)1/2Σ(r′)†/22sop + δρκs)2 s2s ‖Q‖2sF

((
2
δ2
) s
(Cs)s Σ(r)1/2Σ(r′)†/22sop + δρκs)2 s2s ‖Σ(r) − I‖2sF } ,
where, in the last two inequalities, we twice invoked the contraction bound from Lemma 8.1 along
with the bound on
Π(w)Σ(r′)†/2vs2 from (4.43). Setting ρ  κ−s completes the proof. 
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As in the previous subsection, we can improve the sum-of-squares degree of the proof above to
be a fixed constant (independent of κ) in the case when k  2 by using the sharper bound on Σ(w)
in (4.43).
Lemma 4.28 (Certifiable Hypercontractivity Implies Low Variance, Two Components). Let Q 
Σ(2)−1/2Σ(1)Σ(2)−1/2 − I.
A
O(s log κ)/δ2
Q ,Σ,w
{(J(w(C(1)))(w(C1) − δ) + δρ)2s (
w
(Q −
w
Q)2
) s
6
(
4 1
δ2s
(Cs)s Σ(r)1/2Σ(2)−1/22sop)2 s2s ‖Σ(1) − I‖2F} (4.44)
Proof. We proceed similarly as in the proof above up until (4.43) where, instead of using the uniform
eigenvalue bound, we instead use the sharper bound from Lemma 4.15. As in the previous two
subsections, following through the rest of the proof in Lemma 4.27 as is, allows us to eventually set
ρ  O(1) yielding a O(1)-degree SoS proof as desired. 
Proof of Lemma 4.21. As in the previous two lemmas, we argue after performing the linear transfor-
mation Σ(r′)−1/2 on the samples in order to simplify notation.
From Lemma 4.26, we have:
A 4w
{
4
w
(Q −
w
Q)2 + 2
Cr
(Q − 
Cr
Q)2 + 2 
Cr′
(Q − 
Cr′
Q)2 > w(Cr)2w2(Cr′) ‖Σ(r) − I‖4F
}
Multiplying both sides of the and apply the SoS Almost Triangle Inequality (Fact 3.18) and obtain:
A 4s
Q ,Σ,w
{
23s
(

w
(Q −
w
Q)2s + 
Cr
(Q − 
Cr
Q)2s + 
Cr′
(Q − 
Cr′
Q)2s
)
> w(Cr)2sw2s(Cr′) ‖Σ(r) − I‖4sF
}
Multiplying by
(J(w(Cr))(w(Cr) − δ) + δρ) s on both sides, we get:
A
O(s log κ/δ2)
Q ,Σ,w
{(J(w(Cr))(w(Cr) − δ) + δρ) s w(Cr)2sw2s(Cr′) ‖Σ(r) − I‖4sF
6
(J(w(Cr))(w(Cr) − δ) + δρ) s 23s (
w
(Q −
w
Q)2s + 
Cr
(Q − 
Cr
Q)2s + 
Cr′
(Q − 
Cr′
Q)2s
)}
. (4.45)
Using the upper bounds proved above (Lemma 4.27 and the preceding discussion) on each of
the three terms on the RHS, we get:
A
O(s log κ/δ2)
Q ,Σ,w
{(J(w(Cr))(w(Cr) − δ) + δρ) s w(Cr)2sw2s(Cr′) ‖Σ(r) − I‖4sF
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6 2O(s)
(
4 1
δ2s
(Cs)s Σ(r)1/2Σ(r′)−1/22sop + 1) ‖Σ(r) − I‖2sF } . (4.46)
Applying the SoS Cancellation lemma (Lemma 8.2), we have:
A
O(s log κ/δ2)
Q ,Σ,w
{(J(w(Cr))(w(Cr) − δ) + δρ) w(Cr)2w2(Cr′) ‖Σ(r) − I‖4F
6 2O(s)
(
4 1
δ2
(Cs) Σ(r)1/2Σ(r′)−1/22op) ‖Σ(r) − I‖2F} . (4.47)
Applying Lemma 4.14 to observe
A
O(s log κ/δ2)
Q ,Σ,w {(J(w(Cr))(w(Cr) − δ) + δρ) > (w(Cr) − 2δ)} .
Thus, usingA {w(Cr)2w(Cr′)2) 6 1}, we get:
A
O(s log κ/δ2)
Q ,Σ,w
{
w(Cr)3w2(Cr′) ‖Σ(r) − I‖4F
6 2δ ‖Σ(r) − I‖4F + 2O(s)
(
4 1
δ2
(Cs) Σ(r)1/2Σ(r′)−1/22op) ‖Σ(r) − I‖2F} . (4.48)
Dividing throughout by ‖Σ(r) − I‖4F, and using that and that ‖Σ(r) − I‖2F >
∆2cov
Σ(r)1/2Σ(r′)−1/22op yields:
A
O(s log κ/δ2)
Q ,Σ,w
{
w(Cr)3w(Cr′)3 6 2δ +
(
4 1
δ2
(Cs)∆−2scov
)
‖Σ(r) − I‖2sF
}
. (4.49)
Using that ∆cov  Cs/δ2 yields:
A
O(s log κ/δ2)
Q ,Σ,w
{
w(Cr)3w(Cr′)3 6 O(δ)
}
. (4.50)
Using SoS cancellation (Lemma 8.2) again yields:
A
O(s log κ/δ2)
Q ,Σ,w
{
w(Cr)w(Cr′) 6 O(δ1/3)
}
. (4.51)

Improved SoS Degree Bounds for k  2 By using Lemma 4.28 instead of Lemma 4.27 in the
above argument immediately yields Lemma 4.22.
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5 Outlier-Robust Clustering of Reasonable Distributions
In this section, we augment the algorithm from the previous section to tolerate an ε 6 O(1/k)
fraction of fully adversarial outliers. Recall that in this setting, the input sample Y is obtained by
first generating a sample X from the underlying mixture model and adversarially corrupting an
ε-fraction of X.
The following is the main result of this section:
Theorem 5.1 (Outlier-Robust Clustering of Mixture of Reasonable Distributions). Fix ε > 0. Let
D be a nice distribution that is s(δ)-certifiably (δ, Cδ)-anti-concentrated for all δ > 0 and has h-certifiably
C-hypercontractive degree 2 polynomials for every h. There exists an algorithm that takes input an ε
corruption Y of X of size n generated according equiweighted ∆-separated mixture of D(µ(r),Σ(r)) for
r 6 k with true clusters C1 , C2 , . . . , Ck and outputs Cˆ1 , Cˆ2 , . . . Cˆk such that there exists a permutation
pi : [k] → [k] satisfying
min
i6k
|Ci ∩ Cˆpi(i) |
|Ci | > 1 − η − O(kε) .
The algorithm succeeds with probability at least 1 − 1/k whenever ∆  Ω(s(poly(η/k))/poly(η)), need
n > dO(s(poly(η/k))poly(k/η)) samples and runs in time nO(log κs(poly(η/k))poly(k/η)) where κ is spread of the
mixture.
For the special case of k  2, the algorithm runs in time nO(s(poly(η/k)) and uses dO(s(poly(η/k))) samples
(with no dependence on the spread κ.)
5.1 Algorithm
Constraint System Our constraint system is similar to the one from the previous section with one
key difference introduced in order to handle the adversarial outliers. In the uncorrupted setting,
we are given the original uncorrupted sample X  C1 ∪ C2 ∪ . . . Ck and our program encodes
constraints on a subset Cˆ of samples with the intended solutions to be the true clusters Cis.
In the outlier-robust setting, we only get to observe the ε-corruption Y of X. Thus, the points in
the indices corresponding to Ci need not satisfy the constraints from the previous section.
We handle this by introducing an extra set of d-dimensional vector-valued indeterminates
X′  {x′1 , x′2 , . . . , x′n} that are intended to be the original uncorrupted sample X that generated Y.
Since X′ is (supposed to be) a uncorrupted sample, we can now encode finding a subset Cˆ of X′
(instead of X) with the intended solutions to be the true clusters Cis of the original X. In order
to force X′ to be close to X, we force constraints intersection constraints (via the new matching
variables mis) that ask X′ to intersect Y in (1 − ε)-fraction of points (just like the true X does). This
implies that X′ intersects X in > (1 − 2ε)-fraction of the points and as we will soon see, this is
enough for us to execute the arguments from the previous section with relatively little change.
Covariance constraints introduce a matrix valued indeterminate intended to be the square root
of Σ.
Covariance Constraints: A1 
{
Π  UU>
Π2  Σ
}
(5.1)
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The intersection constraints force that X′ be close to X.
Intersection Constraints: A2 

∀i ∈ [n], m2i  mi∑
i∈[n] mi  (1 − ε)n
∀i ∈ [n], mi(yi − x′i)  0
 (5.2)
w-indicates the subset Cˆ intended to be the true clusters of X′.
Subset Constraints: A3 

∀i ∈ [n]. w2i  wi∑
i∈[n] wi 
n
k
 (5.3)
Parameter constraints create indeterminates to stand for the covariance Σ and mean µ of Cˆ
(indicated by w).
Parameter Constraints: A4 

1
n
n∑
i1
wi
(
x′i − µ
) (
x′i − µ
)>
 Σ
1
n
n∑
i1
wix′i  µ

(5.4)
Finally, we enforce certifiable anti-concentration and hypercontractivity of Cˆ.
Certifiable Anti-Concentration : A4 

k2
n2
n∑
i , j1
wiw jq2δ,Σ
((
x′i − x′j
)
, v
)
6 2s(δ)Cδ
(
v>Σv
) s(δ)
k2
n2
n∑
i , j1
wiw jq2τ,Σ
((
x′i − x′j
)
, v
)
6 2s(τ)Cτ
(
v>Σv
) s(η)

(5.5)
Certifiable Hypercontractivity : A5 
{
∀ j 6 2s k
2
n2
∑
i , j6n
wiw jQ(x′i − x′j)2 j 6 (Cj)2 j22 j ‖ΠQΠ‖2 jF
}
(5.6)
Our rounding algorithm is exactly the same as in the previous section giving us:
Algorithm 5.2 (Outlier-Robust Clustering General Mixtures).
Given: An ε-corruption Y of original uncorrupted sample X  C1 ∪ C2 ∪ . . . Ck with true
clusters C1 , C2 , . . . , Ck .
Output: A partition of Y into an approximately correct clustering Cˆ1 , Cˆ2 , . . . , Cˆk .
Operation:
1. Find a pseudo-distribution ζ˜ satisfyingA minimizing ˜[w]22.
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2. For M  ˜w∼ζ˜[ww>], repeat for 1 6 ` 6 k:
(a) Choose a uniformly random row i of M.
(b) Let Cˆ` be the largest nk entries in the ith row of M.
(c) Remove the rows and columns with indices in Cˆ` .
Analysis of Algorithm An analog of Lemma 4.5 extends to this setting without any change.
Lemma 5.3 (Typical samples are good). Let X be an original uncorrupted sample of size n from a
equi-weighted ∆-separated mixtureD(µ(r),Σ(r)) for r 6 k.
Then, for n0  Ω
(
sd)8sk log k) and for all n > n0, the original uncorrupted sample X of size n is good
with probability at least 1 − 1/d.
As in the previous section, the heart of the analysis is proving the following lemma that bounds
the pairwise products w(Cr)w(Cr′) for all r , r′.
Lemma 5.4 (Intersection Bounds from Separation). Let Y be an ε-corruption of a good sample X. Let
w(Cr) denote the linear polynomial kn
∑
i∈Cr wi for every r 6 k. Then, for every r , r
′,
A
O(s(δ)2 log κ/δ2)
w
{∑
r,r′
w(Cr)w(Cr′) 6 O(kε) + O(k2δ1/3)
}
.
For the special case when the number of components in the mixture is k  2, we can improve on
the lemma above and give a sum-of-squares proof of degree O(s(δ)2)with no dependence on κ.
Lemma 5.5 (Intersection Bounds from Separation, Two Components). Let Y be an ε-corruption of a
good sample X. Let w(Cr) denote the linear polynomial kn
∑
i∈Cr wi for every r 6 2. Then,
A
O(s(δ)2/δ2)
{
w(C1)w(C2) 6 O(ε + δ1/3)
}
.
Given Lemma 4.6, the proof of Theorem 5.1 follows by the same argument as for Theorem 4.2.
5.2 Proof of Lemmas 5.4 and 5.5
As we show in this section, the proof of Lemma 5.4 follows from essentially the same argument as
in the previous section with two additional observations.
The key idea in bringing the machinery from the previous section into play is to consider the
following variables that satisfy constraints of being the indicator of the intersection between X′
(indeterminates in our program) and X (original uncorrupted sample we do not have access to) - let
m′i  mi · 1(yi  xi) for every i. We now make the following key definition/notation.
Definition 5.6 (Proxy Variables and Cluster Sizes). Let w′i  wim
′
i  wimi1(yi  xi) and define
w′(Cr)  kn
∑
i∈Cr w
′
i for every r.
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We refer to w′i variables as proxy variables (they allow us to talk about subsets of X by “proxy”).
Observe that we do not have access to the w′i variables through our program. They only appear in
our analysis of the algorithm. They allow us to “go between” xis (the originals sample that we do
not have access to) and x′i (the indeterminates that our constraints are defined over).
The result that formally allows us to do this is:
Lemma 5.7 (Matching with Original Uncorrupted Samples). Let m′i  mi · 1(yi  xi) for every i. Let
w′i  wim
′
i  wimi1(yi  xi). Then,
A 2w
′ {
w′i
2
 w′i ∀i
}
∪ {w′i(x′i − xi)  0} .
Proof. For the first conclusion,
A 2w
′ {
w′i
2
 w2i m
2
i · 1(yi  xi)2  wimi1(yi  xi)  w′i
}
.
For the second conclusion,
A 2w
′ {
w′i(x′i − xi)  w′i(x′i − yi) + w′i(yi − xi)  1(yi  xi)wimi(x′i − yi) + miwi1(yi  xi)(xi − yi)  0
}
.

Using this simple lemma, as we will soon discuss in some more detail, we get to apply our
previous arguments to the original sample X by simply shifting to the “proxy” w′i variables. As a
result, we will be able to prove the following intersection bounds for the proxy cluster sizes.
Lemma 5.8 (Proxy Intersection Bounds from Separation). Let Y be an ε-corruption of a good sample X.
Let w′(Cr) denote the linear polynomial kn
∑
i∈Cr w
′
i for every r 6 k. Then, for every r , r
′,
A
O(s(δ)2/δ2 log κ)
w′ {w′(Cr)w′(Cr′) 6 O(δ1/3)} .
For the special case when the number of components in the mixture is k  2, we can improve on
the lemma above and give a sum-of-squares proof of degree O(s(δ)2)with no dependence on κ.
Lemma 5.9 (Proxy Intersection Bounds from Separation, Two Components). Let Y be an ε-corruption
of a good sample X. Let w′(Cr) denote the linear polynomial kn
∑
i∈Cr w
′
i for every r 6 2. Then,
A
O(s(δ)2/δ2)
w′ {w′(C1)w′(C2) 6 O(δ1/3)} .
It is easy to complete the proof of Lemmas 5.4 and 5.9 using the above two lemmas. We show
the proof for Lemma 5.4. The proof for Lemma 5.9 is analogus.
We will use the following bound that (in low-degree SoS) shows that X and X′ intersect in
(1 − 2ε)n points.
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Lemma 5.10 (Matching with Original Uncorrupted Samples). Let m′i  mi · 1(yi  xi) for every i.
Then,
A 2m
′
{∑
i6n
m′i > (1 − 2ε)n
}
.
Proof. Observe that using {m2i  mi} 2m {mi 6 1}, we have:
A 2m
{∑
i6n
mi · 1(yi , xi) 6
∑
i6n
1(yi , xi)  εn
}
.
Similarly,
A 2m
{∑
i6n
(1 − mi) · 1(yi  xi) 6
∑
i6n
(1 − mi)  εn
}
.
Thus,
A 2m
{∑
i6n
mi · 1(yi  xi) >
∑
i6n
(mi + (1 − mi))
(
1(yi  xi) + 1(yi , xi)
)
> n − 2εn
}
.

Proof of Lemma 5.4. Observe that usingA {m′i 6 1} for every i, andA {∑r6k w(Cr)  1} we
have:
A s(δ) log(κ)
w ,w′,m′
{∑
r,r′
w′(Cr)w′(Cr′)  k
2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wiw jm′im
′
j
>
k2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wiw j − 2 k
2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wiw j(1 − mi)
>
k2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wiw j − 2 k
2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wi(1 − mi)
>
k2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wiw j − 2 kn
∑
r,r′
∑
i∈Cr , j∈Cr′
(1 − mi)
>
k2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wiw j − 2 kn
∑
r,r′
∑
i∈Cr , j∈Cr′
(1 − mi)

k2
n2
∑
r,r′
∑
i∈Cr , j∈Cr′
wiw j − 2kε
}
.
Rearranging yields:
A s(δ) log(κ)
w
{∑
r,r′
w(Cr)w(Cr′) 6
∑
r,r′
w′(Cr)w′(Cr′) + 2kε
}
.
Plugging in the bound from Lemma 5.8 completes the proof. 
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5.3 Proof of the Simultaneous Proxy Intersection Bounds
We prove Lemma 5.8 with a proof strategy that is essentially same as the one employed in the proofs
of Lemmas 4.8, 4.18 and 4.21. We will start with constraints stated in terms of the X′ variables and
use Lemma 5.7 at appropriate places to transition into X variables. At that point, we can plug in
our argument from the previous section without change.
Wewill do the case of spectral separation in detail to illustrate why this strategyworks essentially
syntactically.
Lemma 5.11 (Simultaneous Proxy Intersection Bounds from Spectral Separation). Suppose there
exists a v such that
〈
µ(r) − µ(r′), v〉22 > ∆2mv> (Σ(r) + Σ(r′)) v.
Then, whenever ∆m  Cs/δ,
A
O(s/δ2 log κ)
w′
{
w′(Cr)w′(Cr′) 6 O(
√
δ)
}
.
For the special case of k  2, whenever ∆m  Cs/δ,
A
O(s/δ2
w′
{
w′(C1)w′(C2) 6 O(
√
δ)
}
.
As in the previous section, we start by proving a lower-bound on the variance of Dw in the
direction v where Σ(r) and Σ(r′) are spectrally separated. This gives us:
Lemma 5.12 (Large Intersection Implies High Variance, Spectral Separation).
A 4s
w′,Σ
{
w′(Cr′)w′(Cr)
(
v> (Σ(r) + Σ(r′)) v>) s 6 ( 2
δ2
) s (
v>Σ(w)v) s + Cδ (v> (Σ(r) + Σ(r′)) v>) s}
(5.7)
Proof. We know from Lemma 4.5 that two-sample-centered points from both Cr and Cr′ (note that
these are subsets of the original uncorrupted sample X) are 2s-certifiably (δ, Cδ)-anti-concentrated.
Using Definition 1.6, thus yields:
A 4s
w′,Σ
{
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
w′i1w
′
i2w
′
j1w
′
j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
> δ2sw′(Cr)2w′(Cr′)2 (v>2(Σ(r) + Σ(r′))v>) s
− δ2s k
4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
w′i1w
′
i2w
′
j1w
′
j2q
2
δ,2(Σ(r)+Σ(r′))(xi1 − xi2 − x j1 + x j2 , v)
}
(5.8)
Using thatA 4w
′ {
w′i1w
′
i2
w′j1w
′
j2
6 1
}
for every i1 , i2 , j1 , j2 and using 2s-certifiable (δ, Cδ)-anti-
concentration of xi1 − xi2 − x j1 + x j2 and invoking Definition 1.6, we have:
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A 4s
w′,Σ
{
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
w′i1w
′
i2w
′
j1w
′
j2q
2
δ,2(Σ(r)+Σ(r′))(xi1 − xi2 − x j1 + x j2 , v)
6
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
q2δ,2(Σ(r)+Σ(r′))(xi1 − xi2 − x j1 + x j2 , v) 6 Cδ
(
v>2(Σ(r) + Σ(r′))v) s} (5.9)
Plugging in the above bound in (4.7) gives:
A
{
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
w′i1w
′
i2w
′
j1w
′
j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
> δ2s
(
w′(Cr)2w′(Cr′)2 − Cδ) (v>2(Σ(r) + Σ(r′))v>) s} (5.10)
Rearranging thus yields:
A 4s
w′,Σ
{
1
δ2s
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
w′i1w
′
i2w
′
j1w
′
j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
+Cδ
(
v>2(Σ(r) + Σ(r′))v>) s
> w′(Cr)2w′(Cr′)2
(
v>2(Σ(r) + Σ(r′))v>) s} (5.11)
So far in the proof, the only change (compared to the proof of Lemma 4.10) in the proof has
been that we work with the subset indicated by w′i .
The key additional step we observe now is the following consequence ofA {w′i(xi − x′i)  0}
(Lemma 5.7).
A 4w
′ {
w′i1w
′
i2w
′
j1w
′
j2
〈
x′i1 − x′i2 − x′j1 + x′j2 , v
〉
 w′i1w
′
i2w
′
j1w
′
j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉}
.
Using further that wi > w′i , we have:
A 4s
w′,Σ
{(
4cs
δ2
) s (
v>Σ(w)v) s > 1
δ2s
k4
n4
∑
i1 ,i2 , j1 , j2∈[n]
wi1wi2w j1w j2
〈
x′i1 − x′i2 − x′j1 + x′j2 , v
〉2s
>
1
δ2s
k4
n4
∑
i1 ,i2 , j1 , j2∈[n]
w′i1w
′
i2w
′
j1w
′
j2
〈
x′i1 − x′i2 − x′j1 + x′j2 , v
〉2s
>
1
δ2s
k4
n4
∑
i1 ,i2 , j1 , j2∈[n]
w′i1w
′
i2w
′
j1w
′
j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s
>
1
δ2s
k4
n4
∑
i1 ,i2∈Cr , j1 , j2∈Cr′
w′i1w
′
i2w
′
j1w
′
j2
〈
xi1 − xi2 − x j1 + x j2 , v
〉2s}
.
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Plugging in the upper bound above in (4.10) and canceling out a copy of 2s from both sides
gives the lemma.

The basic spectral upper bound also follows by simply shifting to the proxy variables w′i . This
yields us the following analog of Lemma 4.11:
Lemma 5.13 (Spectral Upper Bound via Anti-Concentration).
A 4s
Σ,w′
{(
w′(Cr)2 − Cδ) (v>Σ(w)v>) s 6 (Cs
δ2
) s (
v>Σ(r)v) s} (5.12)
Proof. Our constraint systemA allows us to derive that two-sample-centered points indicated by w
are 2s-certifiably (δ, Cδ)-anti-concentrated with witnessing polynomial pD . Using Definition 1.6
and summing up over all n after multiplying throughout by w′iw
′
j yields:
A 4s
Σ,w′
{
δ2sw′(Cr)2 (v>Σ(w)v>) s
6
k2
n2
∑
i , j∈Cr
w′iw
′
j
〈
1√
2
(
x′i − x′j
)
, v
〉2s
+ δ2s
k2
n2
∑
i, j∈Cr
w′iw
′
jq
2
δ,Σ(w)
(
1√
2
(
x′i − x′j
)
, v
)}
(5.13)
Using thatA 2w
′ {
w′iw
′
j
(
(x′i − x′j) − (xi − x j)
)
 0
}
(two applications of Lemma 5.7) yields:
A 4s
Σ,w′
{
δ2sw′(Cr)2
(
v>Σ(w)v>) s
6
k2
n2
∑
i , j∈Cr
w′iw
′
j
〈
1√
2
(
xi − x j ) , v〉2s + δ2s k2n2 ∑
i, j∈Cr
w′iw
′
jq
2
δ,Σ(w)
(
1√
2
(
xi − x j ) , v)} (5.14)
Using that A 2w
′ {
w′iw
′
j 6 1
}
for every i , j, using that A derives 2s-certifiable (δ, Cδ)-anti-
concentration of w-samples and invoking Definition 1.6, we have:
A 4s
Σ,w′
{
k2
n2
∑
i, j∈Cr
w′iw
′
jq
2
δ,Σ(w)
(
1√
2
(
xi − x j
)
, v
)
6
k2
n2
∑
i, j∈[n]
w′iw
′
jq
2
δ,Σ(w)
(
1√
2
(
xi − x j
)
, v
)
6 Cδ
(
v>Σ(w)v) s} (5.15)
Further, using thatA 2w
′ {
w′iw
′
j 6 1
}
for all i , j and relying on the certifiable Sub-gaussianity of
Cr , we have:
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A 4s
Σ,w′
{
k2
n2
∑
i , j∈Cr
w′iw
′
j
〈
1√
2
(
xi − x j ) , v〉2s 6 k2n2 ∑
i , j∈Cr
〈
1√
2
(
xi − x j ) , v〉2s  (Cs)s (v>Σ(r)v) s}
(5.16)
Combining the last two bounds with (5.25) thus yields:
A 4s
Σ,w′
{
w′(Cr)2 (v>Σ(w)v>) s 6 1
δ2s
(Cs)s (v>Σ(r)v) s + Cδ (v>Σ(w)v>) s} (5.17)

Finally, we must translate the rough spectral upper bounds we had in Lemma 4.15. Yet again,
the proof goes through essentially with only syntactic changes.
Lemma 5.14 (Rough Spectral Upper bound on Σ(w)).
A 4s
Σ,w
{(
v>Σ(w)v>) s 6 (2Ck)s+1 (Cs)s ∑
r6k
(
v>Σ(r)v) s} (5.18)
Proof. For ease of exposition, we drop the variable and degree specifications since they are clear
from context. As before, we start by invoking our constraints to conclude:
A
{
τ2s
∑
r6k
w′(Cr)2
(
v>Σ(w)v>) s
6
k2
n2
∑
r6k
∑
i , j∈Cr
w′iw
′
j
〈
1√
2
(
x′i − x′j
)
, v
〉2s
+ τ2s
k2
n2
∑
r6k
∑
i, j∈Cr
w′iw
′
jq
2
τ,Σ(w)(
1√
2
(
x′i − x′j
)
, v)
}
(5.19)
We invoke Lemma 5.7 to conclude:
A
{
τ2s
∑
r6k
w′(Cr)2
(
v>Σ(w)v>) s
6
k2
n2
∑
r6k
∑
i , j∈Cr
w′iw
′
j
〈
1√
2
(
xi − x j ) , v〉2s + τ2s k2n2 ∑
r6k
∑
i, j∈Cr
w′iw
′
jq
2
τ,Σ(w)(
1√
2
(
xi − x j ) , v)} (5.20)
The second term on the RHS can be upper bounded just as in the proof of Lemma 4.11 to yield:
A
{
k2
n2
∑
r6k
∑
i, j∈Cr
w′iw
′
jq
2
τ,Σ(w)
(〈
1√
2
(
xi − x j
)
, v
〉)
6
k2
n2
∑
i, j∈[n]
w′iw
′
jq
2
τ,Σ(w)
(〈
1√
2
(
xi − x j
)
, v
〉)
6 Cτ
(
v>Σ(w)v) s}
(5.21)
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The first term can be also be upper bounded - this time in terms of the Covariances of all the k
components.
A
{
k2
n2
∑
r6k
∑
i , j∈Cr
w′iw
′
j
〈
1√
2
(
xi − x j ) , v〉2s 6∑
r6k
k2
n2
∑
i , j∈Cr
〈
1√
2
(
xi − x j ) , v〉2s
 (Cs)s
∑
r6k
(
v>Σ(r)v) s} (5.22)
We can now combine the two estimates above to yield:
A
{(∑
r6k
w′(Cr)2 − Cτ
) (
v>Σ(w)v>) s 6 1
τ2s
(Cs)s
∑
r6k
(
v>Σ(r)v) s} (5.23)
So far the argument closely follows the proof of Lemma 4.11.
We now observe (note the change in the bound compared to the proof of Lemma 4.15)
A

∑
r6k
w′(Cr)2 > 1k
(∑
r6k
w′(Cr)
)2 .
Now,
A
{(∑
r6k
w′(Cr)
)2

(
k
n
∑
i6n
wim′i
)2

(
k
n
∑
i6n
wi
)2
−
(
k
n
∑
i6n
wi(1 − m′i)
)2
>
(
k
n
∑
i6n
wi
)2
−
(
k
n
∑
i6n
(1 − m′i)
)2
>
(
k
n
∑
i6n
wi
)2
− k2ε2
> 1 − k2ε2
}
.
(5.24)
Thus,
A

∑
r6k
w′(Cr)2 > 1k
(∑
r6k
w′(Cr)
)2
> 1/k − kε2
 .
Thus, as long as τ  12k , we can derive:
A
{(
v>Σ(w)v>) s 6 ks+1 (Cs)s ∑
r6k
(
v>Σ(r)v) s} (5.25)
This concludes the proof. 
The argument for combining the upper and lower-bounds above proceeds exactly the same as
in Section 4.
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Proxy Intersection Bounds from Mean and Relative Frobenius Separation. The proof of the
other two intersection bounds follows via similar strategy yielding:
Lemma 5.15 (Simultaneous Proxy Intersection Bounds from Mean Separation). Suppose there exists
a v ∈ d such that 〈µ(r) − µ(r′), v〉22 > ∆2mv> (Σ(r) + Σ(r′)) v.
Then, whenever ∆m  Cs/δ,
A
O(s/δ2 log κ)
w′
{
w′(Cr)w′(Cr′) 6 O(
√
δ)
}
.
For the special case of k  2, whenever ∆m  Θ(1),
A
O(s/δ2)
w′
{
w′(C1)w′(C2) 6 O(
√
δ)
}
.
Lemma 5.16 (Simultaneous Proxy Intersection Bounds fromRelative Frobenius Separation). SupposeΣ(r′)−1/2Σ(r)Σ(r′)−1/2 − I2F > ∆2cov (Σ(r′)−1/2Σ(r)1/24op) for ∆cov  C/δ2. Then,
A
O(s log κ/δ2)
w′ {w′(Cr)w′(Cr′) 6 O(δ1/3)} .
For the special case of k  2, we have:
A
O(s/δ2)
w′ {w′(C1)w′(C2) 6 O(δ1/3)} .
Combining the above three bounds yields Lemma 5.4.
6 Outlier-Robust Covariance Estimation in Frobenius Distance
In this section, we give an outlier-robust algorithm for estimating covariances in relative Frobenius
distance (i.e. Frobenius distance after putting one of the distribution in isotropic position). Our
algorithm is same as the one employed in [KS17b] to obtain outlier-robust algorithms for estimating
mean and covariance in spectral distance for all certifiably Sub-gaussian distributions.
Our stronger error bounds hold for distributions with certifiable hypercontractive degree 2
polynomials. This is a strictly stronger assumption (and thus a smaller class of distributions) than
certifiable subgausianity considered in [KS17b]. As pointed out in [KS17b] (see discussion in the
last paragraph of page 6 for a simple counter-example), certifiable Sub-gaussianity is provably
insufficient to obtain the stronger relative Frobenius errors guarantees.
Our proof approach is similar to that of [KS17b] - the key difference being that we rely
on certifiable hypercontractivity (instead of the weaker certifiable Sub-gaussianity) and use the
contraction lemma (Lemma 8.1).
Theorem 6.1 (Robust Parameter Estimation for Certifiably Hypercontractive Distributions). Fix an
ε > 0 small enough fixed constant so that Ctε1−4/t  18. For every even t ∈ , there’s an algorithm that
takes input Y be an ε-corruption of a sample X of size n from a reasonable distribution with unknown mean
µ∗ and covariance Σ∗ respectively and outputs an estimate µˆ and Σˆ satisfying:
8This notation means that we needed Ctε1−2/t to be at most c0 for some absolute constant c0 > 0
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1.
Σ−1/2(µ∗ − µˆ)2 6 O(Ct)1/2ε1−1/t ,
2. (1 − η)Σ∗  Σˆ  (1 + η)Σ∗ for η 6 O(Ck)ε1−2/t , and,
3.
Σ−1/2∗ ΣˆΣ−1/2∗ − I
F
6 (Ct)O(ε1−1/t).
In particular, by choosing t  O(log(1/ε)) results in the error bounds of O˜(ε) in all the three inequalities
above.
We consider the following systemA : AY,ε of quadratic equations in scalar-valued variables
w1 , . . . ,wn and vector-valued variables x′1 , . . . , x
′
n ,
AY,ε :

∑n
i1 wi  (1 − ε) · n
∀i ∈ [n]. w2i  wi
Π  UU>
Π2  Σ
∀i ∈ [n]. wi · (yi − x′i)  0
1
n
∑
i6n
x′i  µ
1
n
∑
i6n
(x′i − µ)(x′i − µ)>  Σ(
1
n
∑
i6n
((x′i − µ)>Q(x′i − µ))2t) 6 (Ct)2t ( 1n ∑
i6n
((x′i − µ)>Q(x′i − µ))2
) t

(6.1)
Algorithm 6.2 (Parameter Estimation Algorithm).
Given: ε-corrupted sampleY  {y1 , . . . , yn} ⊆ d of a certifiably hypercontractive distribution
D0 over d
Estimate: Mean µ∗ and Covariance Σ∗ of D0.
Operation:
1. Find a level-O(t) pseudo-distribution ζ˜ that satisfiesAY,ε.
2. Output estimates µˆ  ˜[µ] and Σˆ  ˜[Σ].
Analysis of Algorithm Corollaries 4.6 and 4.7 in [KS17b] show the following low-degree sum-of-
squares proofs of certifiability of mean and covariance under spectral distance.
AY,ε O(t)
Σ,u {(1 − η)u>Σ∗u 6 〈u ,Σu〉 6 (1 + η)u>Σ∗u} , (6.2)
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for some η 6 O(Ct)ε1−2/t , and,
AY,ε O(t)
µ,u {〈
u , µ − µ∗
〉
6 η〈u ,Σ∗u〉1/2
}
, (6.3)
for some η  O(√Ctε1−1/t).
We will rely on these to show:
Lemma 6.3 (Certifiability in Relative Frobenius Distance). For any t ∈ ,
AY,ε 4tΣ
{Σ−1/2∗ ΣΣ−1/2∗ 2
F
6 η
}
(6.4)
where η 
((Ct)2O(ε4−4/t) + (Ct)2O(ε2−4/t)) .
We now conclude with proving the parameter proximity lemma:
Proof of Lemma 6.3. To show (6.4), we begin by applying the linear transformation y → Σ−1/2∗ y so as
to simplify notation.
In the following, we use that
∑
i6n(x′i − µ)>Q(µ − µ∗) 
∑
i6n(µ − µ∗)>Q(x′i − µ)  0 and apply
the the SoS Cauchy-Schwarz inequality (Fact 3.17) and guarantee for the mean estimation above
(note that we are in the space where Σ∗  I after the affine transform), to obtain:
AY,ε 4t
Q ,µ
{
1
n
∑
i6n
((µ − µ∗)>Q(µ − µ∗))2t 6 µ − µ∗4t2 ‖Q‖2tF
6 (Ct)2tO(ε4t−4)‖Q‖2tF
}
.
(6.5)
where the last inequality follows from the mean closeness bound in (6.3). Using that Σ is the
covariance of X′ while I, the covariance of X along with the SoS almost triangle inequality and the
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bound in (6.3), we have:
A 4t
µ,w ,Q
{
〈Σ − I ,Q〉2t

(
1
n
∑
i6n
(
Q(x′i − µ) −Q(xi − µ∗)
))2t
6 22t
(
1
n
∑
i6n
(
Q(x′i − µ∗) −Q(xi − µ∗)
))2t
+ 22t
(
Q(µ − µ∗))2t
6 22t
(
1
n
∑
i6n
(
Q(x′i − µ∗) −Q(xi − µ∗)
))2t
+ 22t(Ct)2tO(ε4t−4) ‖Q‖2tF
 24t
(
1
n
∑
i6n
(1 − wi) (Q(x′i − µ∗)))2t + 24t ( 1n ∑
i6n
(1 − wi)Q(xi − µ∗)
)2t
+ 22t(Ct)2tO(ε4t−4) ‖Q‖2tF
}
.
(6.6)
Applying SoS Hölder’s inequality to the first term above, using that AY,ε{(1 − wi)2  (1 − wi)}, along with the certifiable hypercontractivity constraints, we obtain
AY,ε 4t
µ,w
{(
1
n
∑
i6n
(1 − wi) (Q(x′i − µ∗)))2t 6 ( 1n ∑
i6n
(1 − wi)2t
)2t−1 (
1
n
∑
i6n
(
Q(x′i − µ∗)
)2t)
6 ε2t−1(Ct)2t
(
1
n
∑
i6n
(
Q(x′i − µ∗)
)2) t
6 ε2t−1(Ct)2t
Σ−1/2∗ ΠQΠΣ−1/2∗ 2t
F
6 ε2t−1(Ct)2t t t(Ct)2tε2t−4 ‖Q‖2tF
}
,
where in the third inequality, we invoked Lemma 4.25 and in the 4th inequality we invoked
Lemma 8.1 along with (6.2).
Similarly, we can bound
( 1
n
∑
i6n(1 − wi)(xi − µ∗)>Q(xi − µ∗)
)2t using certifiable hypercontrac-
tivity of X (the samples from the true distribution) as follows:
AY,ε 4t
µ,w ,Q
{(
1
n
∑
i6n
(1 − wi) (Q(xi − µ∗)))2t 6 ( 1n ∑
i6n
(1 − wi)2t
)2t−1 (
1
n
∑
i6n
(
Q(xi − µ∗))2t)
6 ε2t−1(Ct)2t
(
1
n
∑
i6n
(
Q(xi − µ∗))2) t
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6 ε2t−1(Ct)2t ‖Q‖2tF
}
,
Plugging into (6.6) and applying (6.2) , we get
AY,ε 4t
Σ,Q
{
〈Σ − I ,Q〉2t 6 ((Ct)2tO(ε4t−4) + (Ct)tO(ε2t−1)) ‖Q‖2tF } ,
Substituting Q  Σ−1/2ΣΣ−1/2 − I and using (6.2) again,
AY,ε 4tΣ
{Σ−1/2ΣΣ−1/2 − I4tF 6 ((Ct)2tO(ε4t−4) + (Ct)tO(ε2t−1)) Σ−1/2ΣΣ−1/2 − I2tF } ,
Applying Lemma 8.3 with a 
Σ−1/2ΣΣ−1/2 − I2tF yields the lemma.

It’s easy to finish the proof of Theorem 6.1 from here.
Proof of Theorem 6.1. Then, by an argument similar to proof of Theorem 1.2 in [KS17b], ˜[Σ] satisfies
the third guarantee in Theorem 6.1. Let ζ˜ be the degree-O(`) pseudo-distribution output by our
algorithm above. Then, our estimator for the covariance is simply Σˆ  ζ˜ [Σ]. From Lemma 6.3 it
follows that
AY,ε 4t
Σ,Q
{
〈Σ − I ,Q〉2t 6 η ‖Q‖2tF
}
where η  ((Ct)ε1−4/t). Therefore, for any Q, we have, ζ˜
[〈Σ − I ,Q〉2t ] 6 η ‖Q‖2tF . Then, using
Cauchy-Schwarz for pseudo-distributions we have(〈
Σ
−1/2
∗ ζ˜ [Σ]Σ−1/2∗ − I ,Q
〉)2

(
ζ˜
[〈
Σ
−1/2
∗ ΣΣ
−1/2
∗ − I ,Q
〉])2
6 ζ˜
[〈
Σ
−1/2
∗ ΣΣ
−1/2
∗ − I ,Q
〉2]
6 η ‖Q‖2F
(6.7)
Setting Q  Σ−1/2∗ ΣΣ
−1/2
∗ − I, yields the claim. 
7 Reasonable Distributions
In this section, we recall known results that imply that Gaussian distributions and affine transforms
of uniform distribution on the unit sphere are reasonable.
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Certifiable Hypercontractivity of Degree 2 Polynomials
Definition 7.1 (Certifiable Hypercontractivity). LetD be a distribution on d . For an even k,D is
said to have h-certifiably C-hypercontractive degree 2 polynomials if for P - a d × d matrix-valued
indeterminate,

x∼D〈P, x
⊗2〉h 6 (Ch)h ‖P‖h2 .
Gaussian distributions satisfy h-certifiable 1-hypercontractive.
We will need the following result that follows from [KOTZ14b]:
Fact 7.2 (Hypercontractivity of Degree-2 Polynomials of Gaussians). The standard normal distribution,
N(0, I), is h-certifiable 1-hypercontractive.
Since this is a fact about degree 2 polynomials, as stated, non-standard Gaussian distributions
do not have certifiably hypercontractive degree 2 polynomials.
Lemma 7.3 (Certifiable Hypercontractivity Under Sampling). LetD be a 1-sub-gaussian, h-certifiably
c-hypercontractive distribution over d . Let S be a set of n  Ω((hd)8h) i.i.d. samples fromD. Then, with
probability at least 1 − 1/poly(n), the uniform distribution on S is h-certifiably (2c)-hypercontractive.
Proof. SinceD is h-certifiably c-hypercontractive,
2h
P
{

x∼D
[〈
P, x⊗2
〉h]
6 (ch)h ‖P‖hF
}
Since for any matrices M and N , 〈M,N〉h  〈M⊗h ,N⊗h〉 using the substitution rule,
2h
P
{〈
P⊗h , 
x∼D
[
x⊗2h
]〉
6 (ch)h ‖P‖hF
}
(7.1)
LetD′ be the uniform distribution over samples fromD. Then,

x∼D′
[〈
P, x⊗2
〉h]

〈
P⊗h , 
x∼D′
[
x⊗2h
]〉
Let M  x∼D′
[
x⊗2h
] −x∼D [x⊗2h] . Therefore, assuming that ‖M‖2 6 (ch)h , using Fact 3.16 with
the substitution rule, we can conclude
2h
P {〈P⊗h ,M〉 6 (ch)h ‖P‖hF} (7.2)
Observe, we can then rewrite (7.1) as follows :
2h
P
{〈
P⊗h , 
x∼D′
[
x⊗2h
] −M〉 6 (ch)h ‖P‖hF}
Rearranging and using 7.2, we can conclude
2h
P
{〈
P⊗h , 
x∼D′
[
x⊗2h
]〉
6 2(ch)h ‖P‖hF
}
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Therefore, it remains to show ‖M‖2 6 (ch)h . Let x(1) , x(2) , . . . x(n) be n iid samples from D. Then,
observe
Mi1 ,...,i2h 
[

x∼D′ x
⊗2h
]
i1 ,...i2h
−
[

x∼D x
⊗2h
]
i1 ,...i2h

1
n
∑
`∈[n]
(
x(`)i1 x
(`)
i2
. . . x(`)i2h − x∼D
[
xi1xi2 . . . xi2h
] )
.
Let Z` 
(
x(`)i1 x
(`)
i2
. . . x(`)i2h
)
. Then, Mi1 ,...,i2h is an average of independent random variables
Z¯`  Z` −[Z`] for ` ∈ [n]. We will estimate moments of ∑`6n Z¯` in order to order to obtain upper
bounds on the deviation probabilities.
Towards that we observe the following: 
[(
1
n
∑
`∈[n] Z¯`
)2t]

1
n2t
∑
r1 ,r2 ,...,r2t 
[∏
j∈[2t] Z¯r j
]
. If
[∏ j∈[2t] Z¯r j ] , 0, then, each Z¯r j must appear even number of times in the product. Thus, the
number of distinct Z¯r j in the product are at most t. Thus, the number of non-zero terms in the
above sum is at most nt(2t)2t . Next, for any non-zero term in the above sum, using the AM-GM
inequality,


∏
i∈[2t]
Z¯r j
 6 1(2t)2t 
©­«
∑
i∈[2t]
Z¯r j
ª®¬
2t 6 1(2t)
∑
i∈[2t]
[Z¯2tr j ] (7.3)
By Jensen’s inequality, ([Zri ])2t 6 [Z2t` ] and thus
[
Z¯2tr j
]
6 22t([Z2tr j ]+([Zr j )2t]) 6 22t+1[Z2tr j ].
Then,

[
Z2tr j
]
 
[(
x
(r j)
i1
x
(r j)
i2
. . . x
(r j)
i2h
)2t]
6 
©­« 12h
∑
k∈[2h]
(
x(ri)ik
)2hª®¬
2t
6
1
2h
∑
k∈[2h]

[(
x(ri)ik
)4ht]
6 (4ht)2ht
(7.4)
where the first inequality uses the AM-GM inequality, the second uses Jensen’s inequality and the
final inequality uses the 1-subgaussianity of x(r j)i j . Combining (7.3) and (7.4)

©­« 1n
∑
`∈[n]
Z¯`
ª®¬
2t 6 12tn2t · nt(2t)2t · (4ht)2ht 6 n−t(2t)2t−1(4ht)2ht
Using Chebyshev’s inequality,


 1
n
∑
`∈[n]
Z¯`
 > η 6

[(
1
n
∑
`∈[n] Z¯`
)2t]
η2t
6
(2t)2t−1(4ht)2ht
η2tnt
Setting t > 2h log d and η  (ch/d2)h yields that whenever n > n0  Ω
(
d4h
c2h h
9h log2h+2(d)
)
,
|Mi1 ,i2 ,...i2h | 6 η with probability at least 1 − 1/d4h . By a union bound over the d2h entries of M, we
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have that all entries of M are at most η with probability at least 1 − d−2h . We can then easily bound
the operator norm of M by d2h · (ch/d2)h  (ch)h , which completes the proof.

Certifiable Anti-Concentration
Lemma 7.4 (Certifiable Anti-Concentration of Gaussians, Theorem 5.5 [BK20]). Given 0 < δ 6 1/2,
there exists s  O
(
log5(1/δ)
δ2
)
such that the uniform distribution on the unit sphere is s-certifiably (C, δ)-anti-
concentrated.
Remark 7.5. Given random variables x , x′ ∼ N(µ,Σ) and δ > 0, the random variableΣ−1/2(x−x′)/√2
is distributed asN(0, ) and is s-certifiably (C, δ)-anti-concentrated for s  O(log5(1/δ)/δ2).
Lemma7.6 (CertifiableAnti-Concentrationunder Sampling, Lemma5.8 [BK20]). LetD be s-certifiably
(c , δ)-anti-concentrated Sub-Exponential distribution over d . Let S be a set of n  Ω((sd log(d))s) i.i.d.
samples fromD. Then, with probability at least 1− 1/poly(n), the uniform distribution on S is s-certifiably
(2c , δ)-anti-concentrated.
8 Sum-of-Squares Toolkit
In this section, we give low-degree SoS proofs of some inequalities that we use repeatedly in our
arguments.
The following is an SoS version of the following simple matrix analytic inequality: for any
matrices A, B, ‖AB‖2F 6 ‖A‖2op ‖B‖2F. We give a constant degree SoS proof of this inequality (with
O(1) factor loss) by relying on certifiable hypercontractivity of Gaussians.
Lemma 8.1 (Contraction and Frobenius Norms). Let A, B be d × d matrix valued indeterminates. Let β
be a scalar-valued indeterminate. Then,{
β
(
v>A>Av
) t  ∆ ‖v‖2t2 } {β ‖AB‖2tF 6 ∆t t ‖B‖2tF } ,
and {
β
(
v>AA>v
) t  ∆ ‖v‖2t2 } {β ‖BA‖2tF 6 ∆t t ‖B‖2tF } ,
Proof. We prove the first conclusion. The proof of the second one is similar.
We start by observing that for any matrix valued indeterminate M, 2
M
{
‖M‖2F  1
M122}
where the expectation is with respect to 1 ∼ N(0, I).
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We thus have:{
β
(
v>A>Av
) t 6 ∆ ‖v‖2t2 } {β (‖AB‖2F) t  (1 AB122) t 6 β1 AB1t2
 
1
((B1)> (βA>A) (B1)) t
6 ∆
1
B12t2
6 t t∆
(

1
B122) t
 t t∆ ‖B‖2tF
}
.
(8.1)
Here, the first inequality follows by using the SoS Hölder’s inequality, the second one uses the
constraint satisfied by A>A with the substituting v  B1 and finally, the last inequality relies on
certifiable hypercontractivity of quadratic forms of Gaussians.
This completes the proof.

The following two lemmas allow us to “cancel out” common factors from both sides of an
inequality in low-degree SoS.
Lemma 8.2 (Cancellation within SoS, Constant RHS). Let a be an indeterminate. Then,{
a2t 6 1
}
2t
a {a2 6 1} .
Proof. Applying the SoS AM-GM inequality (Fact 3.19) with f1  a2, f2  . . .  ft  1, we get:
2t
a {a2 6 a2t/t + 1 − 1/t} .
Thus, {
a2t 6 1
}
2t
a {a2 6 1/t + 1 − 1/t  1} .

Lemma 8.3 (Cancellation Within SoS). Let a , C be indeterminates. Then,
{a > 0} ∪ {at 6 Cat−1} 2ta ,C {a2t 6 C2t} .
Proof. We first prove the case of t  2. We have:
2
a ,C {
a2  (a − C/2 + C/2)2 6 2(a − C/2)2 + 2(C/2)2} .
And, {
a2 6 Ca
}
2
a ,C {(a − C/2)2 6 C2/4} .
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Thus, {
a2 6 Ca
}
2
a ,C {
a2 6 C2
}
.
Consider now the general case. Iteratively using
{
at 6 Cat−1
}
yields:
{a > 0} ∪ {at 6 Cat−1} 2ta ,C {a2t 6 at−2atC2 6 at−3atC3 . . . 6 atCt} .
Applying the special case of t  2 above to the indeterminate at now yields:
{a > 0} {at 6 Cat−1} 2ta ,C {a2t 6 C2t} .

Acknowldgement
We thank Venkat Guruswami, Rajesh Jayaram, Gautam Kamath, Roie Levin, Jerry Li, Pedro Paredes
and Nicolas Resch for illuminating discussions related to this project. We thank Sam Hopkins for
suggesting that the techniques from [BK20] might be relevant for Outlier-Robust Clustering and
Misha Ivkov for pointing out several typos in a previous version of this paper.
References
[AK01] Sanjeev Arora and Ravi Kannan, Learning mixtures of arbitrary gaussians, Proceedings of
the thirty-third annual ACM symposium on Theory of computing, 2001, pp. 247–257. 1
[BK20] Ainesh Bakshi and Pravesh Kothari, List-decodable subspace recovery via sum-of-squares,
arXiv preprint arXiv:2002.05139 (2020). 2, 5, 6, 58, 60
[BKS15] Boaz Barak, Jonathan A. Kelner, and David Steurer, Dictionary learning and tensor
decomposition via the sum-of-squares method [extended abstract], STOC’15—Proceedings of
the 2015ACMSymposiumonTheory of Computing, ACM,NewYork, 2015, pp. 143–151.
MR 3388192 18
[BKS17] Boaz Barak, Pravesh K. Kothari, and David Steurer, Quantum entanglement, sum of
squares, and the log rank conjecture, STOC, ACM, 2017, pp. 975–988. 16
[Bru09] S Charles Brubaker, Robust pca and clustering in noisy mixtures, Proceedings of the
twentieth annualACM-SIAMsymposiumonDiscrete algorithms, SIAM, 2009, pp. 1078–
1087. 1
[BS02] Eli Ben-Sasson, Size space tradeoffs for resolution, Proceedings of the thiry-fourth annual
ACM symposium on Theory of computing, 2002, pp. 457–464. 1
[BS15] Mikhail Belkin and Kaushik Sinha, Polynomial learning of distribution families, SIAM J.
Comput. 44 (2015), no. 4, 889–911. 1
60
[BS16] Boaz Barak and David Steurer, Proofs, beliefs, and algorithms through the lens of sum-of-
squares, 2016, Lecture notes in preparation, available on http://sumofsquares.org.
15
[BV08] S Charles Brubaker and Santosh S Vempala, Isotropic pca and affine-invariant clustering,
Building Bridges, Springer, 2008, pp. 241–281. 1
[CDG19] Yu Cheng, Ilias Diakonikolas, and Rong Ge, High-dimensional robust mean estimation
in nearly-linear time, Proceedings of the Thirtieth Annual ACM-SIAM Symposium
on Discrete Algorithms, SODA 2019, San Diego, California, USA, January 6-9, 2019
(Timothy M. Chan, ed.), SIAM, 2019, pp. 2755–2771. 1
[CDGW19] Yu Cheng, Ilias Diakonikolas, Rong Ge, and David P. Woodruff, Faster algorithms for
high-dimensional robust covariance estimation, Conference on Learning Theory, COLT
2019, 25-28 June 2019, Phoenix, AZ, USA (Alina Beygelzimer and Daniel Hsu, eds.),
Proceedings of Machine Learning Research, vol. 99, PMLR, 2019, pp. 727–757. 1
[CSV17] Moses Charikar, Jacob Steinhardt, and Gregory Valiant, Learning from untrusted data,
STOC, ACM, 2017, pp. 47–60. 1
[Das99] Sanjoy Dasgupta, Learning mixtures of gaussians, 40th Annual Symposium on Founda-
tions of Computer Science (Cat. No. 99CB37039), IEEE, 1999, pp. 634–644. 1
[DGJ+09] Ilias Diakonikolas, Parikshit Gopalan, Ragesh Jaiswal, RoccoA. Servedio, and Emanuele
Viola, Bounded independence fools halfspaces, Electronic Colloquium on Computational
Complexity (ECCC) 16 (2009), 16. 68
[DK19] Ilias Diakonikolas and Daniel M Kane, Recent advances in algorithmic high-dimensional
robust statistics, arXiv preprint arXiv:1911.05911 (2019). 1
[DKK+16] Ilias Diakonikolas, Gautam Kamath, Daniel M. Kane, Jerry Li, Ankur Moitra, and
Alistair Stewart,Robust estimators in high dimensions without the computational intractability,
FOCS, IEEE Computer Society, 2016, pp. 655–664. 1, 2, 3, 7, 13
[DKK+17] , Being robust (in high dimensions) can be practical, ICML, Proceedings of Machine
Learning Research, vol. 70, PMLR, 2017, pp. 999–1008. 1
[DKK+18] , Robustly learning a gaussian: Getting optimal error, efficiently, Proceedings of
the Twenty-Ninth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA
2018, New Orleans, LA, USA, January 7-10, 2018 (Artur Czumaj, ed.), SIAM, 2018,
pp. 2683–2702. 1
[DKK+19] Ilias Diakonikolas, Gautam Kamath, Daniel Kane, Jerry Li, Jacob Steinhardt, and
Alistair Stewart, Sever: A robust meta-algorithm for stochastic optimization, Proceedings of
the 36th International Conference on Machine Learning, ICML 2019, 9-15 June 2019,
Long Beach, California, USA (Kamalika Chaudhuri and Ruslan Salakhutdinov, eds.),
Proceedings of Machine Learning Research, vol. 97, PMLR, 2019, pp. 1596–1606. 1
61
[DKS17] Ilias Diakonikolas, Daniel M. Kane, and Alistair Stewart, Statistical query lower bounds
for robust estimation of high-dimensional gaussians and gaussian mixtures, FOCS, IEEE
Computer Society, 2017, pp. 73–84. 1, 4
[DKS18] Ilias Diakonikolas, Daniel M Kane, and Alistair Stewart, List-decodable robust mean
estimation and learning mixtures of spherical gaussians, Proceedings of the 50th Annual
ACM SIGACT Symposium on Theory of Computing, 2018, pp. 1047–1060. 2
[DMR18] Luc Devroye, Abbas Mehrabian, and Tommy Reddad, The total variation distance between
high-dimensional gaussians, 2018. 9
[FKP19] Noah Fleming, Pravesh Kothari, and Toniann Pitassi, Semialgebraic proofs and efficient
algorithm design, Foundations and Trends® in Theoretical Computer Science 14 (2019),
no. 1-2, 1–221. 2, 8, 15, 20, 21, 22
[GLS81] M. Grötschel, L. Lovász, and A. Schrĳver, The ellipsoid method and its consequences in
combinatorial optimization, Combinatorica 1 (1981), no. 2, 169–197. MR 625550 15, 16
[HL17] Sam B. Hopkins and Jerry Li, Mixture models, robustness, and sum of squares proofs, 2017.
1, 2, 8, 22
[JV19] He Jia and Santosh Vempala, Robustly clustering a mixture of gaussians, 2019. 2, 4, 10
[KKK19] Sushrut Karmalkar, Adam R. Klivans, and Pravesh K. Kothari, List-decodable linear
regression, CoRR abs/1905.05679 (2019). 1, 2, 5, 6
[KKM18] Adam R. Klivans, Pravesh K. Kothari, and Raghu Meka, Efficient algorithms for outlier-
robust regression, Conference On Learning Theory, COLT 2018, Stockholm, Sweden, 6-9
July 2018, 2018, pp. 1420–1430. 1
[KMV10] Adam Tauman Kalai, Ankur Moitra, and Gregory Valiant, Efficiently learning mixtures of
two gaussians, STOC, ACM, 2010, pp. 553–562. 1
[KOTZ14a] Manuel Kauers, Ryan O’Donnell, Li-Yang Tan, and Yuan Zhou, Hypercontractive
inequalities via sos, and the frankl-rödl graph, SODA, SIAM, 2014, pp. 1644–1658. 5
[KOTZ14b] Manuel Kauers, Ryan O’Donnell, Li-Yang Tan, and Yuan Zhou, Hypercontractive
inequalities via SOS, and the Frankl-Rödl graph, Proceedings of the Twenty-Fifth Annual
ACM-SIAM Symposium on Discrete Algorithms, ACM, New York, 2014, pp. 1644–1658.
MR 3376479 56
[KS17a] Pravesh K. Kothari and Jacob Steinhardt, Better agnostic clustering via relaxed tensor norms,
2017. 1, 2, 8
[KS17b] PraveshK. Kothari andDavid Steurer,Outlier-robust moment-estimation via sum-of-squares,
CoRR abs/1711.11581 (2017). 1, 2, 5, 7, 10, 13, 22, 51, 52, 55
62
[Las01] Jean B. Lasserre, New positive semidefinite relaxations for nonconvex quadratic programs,
Advances in convex analysis and global optimization (Pythagorion, 2000), Nonconvex
Optim. Appl., vol. 54, Kluwer Acad. Publ., Dordrecht, 2001, pp. 319–331. MR 1846160
15
[Lau09] Monique Laurent, Sums of squares, moment matrices and optimization over polynomials,
Emerging applications of algebraic geometry, Springer, 2009, pp. 157–270. 18
[LRV16] Kevin A. Lai, Anup B. Rao, and Santosh Vempala, Agnostic estimation of mean and
covariance, FOCS, IEEE Computer Society, 2016, pp. 665–674. 1, 2, 7, 13
[MV10] Ankur Moitra and Gregory Valiant, Settling the polynomial learnability of mixtures of
gaussians, FOCS, IEEE Computer Society, 2010, pp. 93–102. 1, 4
[Nes00] Yurii Nesterov, Squared functional systems and optimization problems, High performance
optimization, Appl. Optim., vol. 33, Kluwer Acad. Publ., Dordrecht, 2000, pp. 405–440.
MR 1748764 15
[O’D14] Ryan O’Donnell, Analysis of Boolean functions, Cambridge University Press, New York,
2014. MR 3443800 5
[Par00] Pablo A Parrilo, Structured semidefinite programs and semialgebraic geometry methods in
robustness and optimization, Ph.D. thesis, California Institute of Technology, 2000. 15
[Pea94] Karl Pearson, Contributions to the mathematical theory of evolution, Philosophical Transac-
tions of the Royal Society of London. A 185 (1894), 71–110. 1
[PSBR18] Adarsh Prasad, Arun Sai Suggala, Sivaraman Balakrishnan, and Pradeep Ravikumar,
Robust estimation via robust gradient estimation, CoRR abs/1802.06485 (2018). 1
[RY19] Prasad Raghavendra and Morris Yau, List decodable learning via sum of squares, CoRR
abs/1905.04660 (2019). 1, 2, 5
[RY20] , List decodable subspace recovery, 2020. 1, 2, 5
[SCV17] Jacob Steinhardt, Moses Charikar, and Gregory Valiant, Resilience: A criterion for learning
in the presence of arbitrary outliers, CoRR abs/1703.04940 (2017). 1
[Sho87] N. Z. Shor, Quadratic optimization problems, Izv. Akad. Nauk SSSR Tekhn. Kibernet.
(1987), no. 1, 128–139, 222. MR 939596 15
[Ver12] Roman Vershynin,How close is the sample covariance matrix to the actual covariance matrix?,
J. Theoret. Probab. 25 (2012), no. 3, 655–686. MR 2956207 14
[VW04] Santosh Vempala and Grant Wang, A spectral algorithm for learning mixture models,
Journal of Computer and System Sciences 68 (2004), no. 4, 841–860. 1
63
A Total Variation vs Parameter Distance for Gaussian Distributions
Proposition A.1 (Parameter Closeness Implies TV Closeness for Gaussian Base Model). Fix ∆ > 0
and let µ, µ′ and Σ,Σ′  0 satisfy:
1. Mean Closeness: for all v ∈ d , (µ − µ′) , v22 6 ∆2v>(Σ + Σ′)v.
2. Spectral Closeness: for all v ∈ d 1
∆2
v>Σv 6 v>Σ′v 6 ∆2v>Σ(r′)v.
3. Relative Frobenius Closeness:
Σ†/2Σ′Σ†/2 − I2F 6 ∆2 · Σ†Σ′22.
Then, dTV(N(µ,Σ),N(µ′,Σ′)) 6 1 − exp(−O(∆2 log∆)).
Proof of Lemma A.1. We will work with the distributions after applying the transformation x →
Σ−1/2x to the associated random variables. Since dTV is invariant under affine transformations, this
is WLOG. The transformation produces distributions N(µ1 , I) and N(Σ−1/2µ′,Σ−1/2Σ′Σ−1/2) for
µ1  Σ−1/2µ, µ2  Σ−1/2µ′ and Σ2  Σ−1/2Σ′Σ−1/2.
We will first bound the Hellinger distance between the two distributions above. Recall that
h  h(N(Σ−1/2µ, I),N(Σ−1/2µ′,Σ−1/2Σ′Σ−1/2)) satisfies:
h(N(µ1 , I),N(µ2 ,Σ2))2  1 − det(Σ2)
1/4
det
(
I+Σ2
2
) 1
2
exp
(
−18 (µ1 − µ2)
>
(
I + Σ2
2
)−1
(µ1 − µ2)
)
.
We will estimate the RHS of the expression above to bound the Hellinger distance.
From the mean closeness condition, we have:
〈µ1 − µ2 , v〉  〈µ − µ′,Σ−1/2v〉 6
√
log 1/η
√
v>(I + Σ2)v .
Plugging in v 
(
I+Σ2
2
)−1 (µ1 − µ2) gives:
〈µ1 − µ2 , I + Σ22
−1
(µ1 − µ2)〉 6 2/η
√
v>
(
I + Σ2
2
)−1
v ,
or,
〈µ1 − µ2 ,
(
I + Σ2
2
)−1
(µ1 − µ2)〉 6 41/η2 .
And thus,
exp
(
−18 (µ1 − µ2)
>
(
I + Σ2
2
)−1
(µ1 − µ2)
)
> exp
(−1/2η2) .
Thus, we have:
h 6 1 − det(Σ2)
1
4
det
(
+Σ2
2
)1/2 exp (−1/2η2) .
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Let λ1 > λ2 > · · · λd be eigenvalues of Σ2. From the spectral closeness condition, observe that
each 1η > λ1 > · · · λd > η.
Then,
det(Σ2) 14
det
(
+Σ2
2
)1/2  Πi6dλ1/4i
Πi6d
(
1+λi
2
)1/2 .
Thus,
log(1/(1 − h)) 6 12 log(1/η) +
1
2
∑
i∈[d]
log
(
1 + λi
2
√
λi
)
. (A.1)
We break the second term in the RHS above based on the magnitude of the eigenvalues λis.
Let’s first bound the contribution to this term coming from eigenvalues λi > 1.5 - let’s call these the
large eigenvalues of Σ2.
Next, observe that the Relative Frobenius Closeness condition gives us that ‖ − Σ2‖2F 6 (1/η2).
Thus,
∑
i∈[d](1 − λi)2  ‖ −Σ2‖2F 6 (1/η2), the number of large eigenvalues is at most 4/η2. Further,
for every large eigenvalue λi , 1 + λi 6 2λi . Thus,∑
i:λi is large
log
(
1 + λi
2
√
λi
)
6
∑
i∈E
log
(√
λi
)
6
2
η
· log(1/η)
where the last step uses that λi 6 1/η.
Let’s now consider all the remaining small eigenvalues that satisfy η 6 λi < 1.5. Then, we can
write λi  1 + βi such that −(1 − η) 6 βi 6 0.5. Then, we have∑
i:λi61.5
log
(
1 + λi
2
)
+
1
2 log
(
1
λi
)

∑
i∈E′
log
(
1 +
βi
2
)
− 12 log
(
1 + βi
)
6
∑
i:λi61.5
βi
2 −
βi
2 +
β2i
4

∑
i:λi61.5
(1 − λi)2
4 6
1
4η2
using the bound
∑
i(1 − λi)2 6 1η2 in the last inequality. Plugging this estimate back in (A.1) yields
h > 1 − exp(−O(1/η2 log(1/η)).
To finish the proof, we observe that dTV(p , q) 6 h(p , q)
√
2 − h(p , q) 6 1− exp(−O(1/η2 log(1/η)).

B Typical Samples are Good with High Probability
Proof of Lemma 4.5. We begin with the empirical mean condition. For any fixed `, C` contains
samples from a 1-Sub-gaussian distributions and thus it follows from Fact 3.2 that with probability
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at least 1 − (1/δ),〈
µ` − µˆ` ,Σ†/2` v
〉2
 v>Σ†/2` (µ` − µˆ`)(µ` − µˆ`)>Σ†/2` v 6
(
kr + log(1/δ)k
n
)
vTv
Since n0  Ω((k log(rk) + kr)), we can substitute v → Σ1/2` v to get〈
µ` − µˆ` ,Σ†/2` Σ1/2` v
〉2
6 1.01vTΣ`v
Observe,
〈
µ` − µˆ` ,Σ†/2` Σ1/2` v
〉

〈
Σ
†/2
` Σ
1/2
` (µ` − µˆ`), v
〉

〈
µ` − µˆ` , v
〉
, where the last equality
follows from observing that µ` − µˆ` lies in the subspace spanned by Σ` . Union bound over
failure events for all ` ∈ [k] and thus with probability at least 1 − 1/poly(k), for all ` ∈ [k],〈
µ` − µˆ` , v
〉2
6 1.01vTΣ`v.
Similarly, using Fact 3.3 for i.i.d. samples from a 1-Sub-gaussian distribution, it follows that for
a fixed ` ∈ [k], with probability at least 1 − 1/d10,(
1 − c
√
rk log(k)
n
)
Σ`  Σˆ` 
(
1 + c
√
rk log(k)
n
)
Σ`
for fixed constants c. Union bounding over ` ∈ [k], and observing that n0  Ω(rk log(k)/22s)with
probability at least 1 − 1/k8 for all ` ∈ [k],(
1 − 1
22s
)
Σ`  Σˆ` 
(
1 + 1
22s
)
Σ` (B.1)
for any s > 2, which concludes the empirical covariance condition. By definition of a “nice”
distribution, we know that the points in C` are drawn i.i.d. from a s-certifiably (C, δ)-anti-
concentrated distribution denoted byD(µ` ,Σ`) and thus for all η,
2s
v
{
x ,y∼D(µ` ,Σ`)
[
q2η,Σ`
(〈x − y , v〉) ] 6 Cη (v>Σ`v) s}
Consider the substitution v → Σ†/2v. Then,
2s
v
{
x ,y∼D(µ` ,Σ`)
[
q2η,Σ`
(〈
Σ
†/2
` (x − y), v
〉)]
6 Cη ‖v‖2s2
}
Since qη,Σˆ is a degree-s even polynomial, q2η,Σˆ(z) 
∑
i∈[s] ciz2i and thus using the substitution rule,
2s
v

∑
j∈[s]
ci
〈

x ,y∼D(µ` ,Σ`)
(
Σ
†/2
` (x − y)
)⊗2 j
, v⊗2 j
〉
6 Cη ‖v‖2s2
 (B.2)
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LetD be the true distribution andD′ be the uniform distribution over n samples fromD. We can
rewrite the above expression by adding and subtracting x ,y∼D′
(
Σ
†/2
` (x − y)
)⊗2 j
as follows:
2s
v
{
k2
n2
∑
i, j∈C`
q2
η,Σˆ(r)
(
xi − x j ,Σ†/2v
)
6
∑
j∈[s]
ci
〈

x ,y∼D
(
Σ
†/2
` (x − y)
)⊗2 j − 
x ,y∼D′
(
Σ
†/2
` (x − y)
)⊗2 j
, v⊗2 j
〉
+ Cη ‖v‖2s2
}
(B.3)
By definition of a reasonable distribution, we know that Σ†/2(x − y) is certifiably hypercontractive
(and thus subgaussian with covariance bounded by identity). Then, using concentration of
polynomials of sub-exponential random variables, for all i1 , i2 ∈ [d j],

x∼D
[x ,y∼D(µ` ,Σ`) [((x − y)⊗ j)i1((x − y)⊗ j)i2 ] −x ,y∼D(µ` ,Σˆ`) [((x − y)⊗ j)i1((x − y)⊗ j)i2 ]  > ε]
6 exp
(
−
(
εn
x ,y[((x − y)⊗ j)i1((x − y)⊗ j)i2]2
) 1
2s
)
Setting ε  x ,y∼D(µ` ,Σ`)
[((x − y)⊗ j)i1((x − y)⊗ j)i2 ] /22s , and union bounding over ds entries,
we can bound error probability by d2s exp
(
−
(
n
(2d)O(s)
) 1
2s
)
. Therefore, setting n  Ω((sd log(d))s)
suffices and substituting v → Σ1/2v, we have with probability 1 − 1/poly(d),
2s
v
 k
2
n2
∑
i, j∈C`
q2
η,Σˆ(r)
(
xi − x j , v) 6 (1 + 122s ) s ∑
j∈[s]
ci
〈

x ,y∼D(µ` ,Σ`)
(x − y)⊗2 j , v⊗2 j
〉
+ Cη
(
v>Σ`v
)2s
2

(B.4)
Applying the definition of certifiable anti-concentration again, and using the spectral closeness
from Eqn (B.1), we can conclude
2s
v
 k
2
n2
∑
i, j∈C`
q2
η,Σˆ(r)
(
xi − x j , v
)
6 10Cη
(
v>Σˆ`v
)2s
2
 (B.5)
A similar proof applies to 4-tuples and yields the second property for anti-concentration.
Since for all ` ∈ [k],D(µ` ,Σ`) is also s-certifiably C-hypercontractive,
2s
Q
{

x ,y∼D(µ` ,Σ`)
[((x − y)>Q(x − y))s ] 6 (Cs)s 
x∼D(µ` ,Σ`)
[((x − y)>Q(x − y))2] s/2} (B.6)
Substituting Q  Σ†/2QΣ†/2 and observing (x − y)>Σ†/2QΣ†/2(x − y) 〈
Σ†/2(x − y)(x − y)>Σ†/2 ,Q〉  〈(Σ†/2(x − y))⊗2 ,Q〉, we have
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2s
Q
{

x ,y∼D(µ` ,Σ`)
[(〈(Σ†/2(x − y))⊗2 ,Q〉) s ] 6 (Cs)s 
x∼D(µ` ,Σ`)
[((x − y)>Σ†/2QΣ†/2(x − y))2] s/2}
(B.7)
Observing that x ,y∼D
[(x − y)]  0, we can apply Lemma 4.24 to derive
2s
Q
{(〈

x ,y∼D(µ` ,Σ`)
(Σ†/2(x − y))⊗2s ,Q⊗s
〉)
6 (Cs)2s ‖Q‖2F
}
(B.8)
LetD represent the true distribution andD′ represent the uniform distribution over pairs (xi , x j)
sampled fromD. Then, adding and subtracting 〈x ,y∼D′(Σ†/2(x − y))⊗2s ,Q⊗s〉, we have
2s
Q
 k
2
n2
∑
i, j∈C`
(
(x − y)>Σ†/2QΣ†/2(x − y)
) s
6 |∆| + (Cs)2s ‖Q‖2F
 (B.9)
where ∆ 
〈
x ,y∼D′(Σ†/2(x − y))⊗2s ,Q⊗s
〉 − 〈x ,y∼D(Σ†/2(x − y))⊗2s ,Q⊗s〉. Using Lemma 4.24, we
can bound ∆ by Cs ‖Q‖2sF , to obtain
2s
Q
 k
2
n2
∑
i, j∈C`
(
(x − y)>Σ†/2QΣ†/2(x − y)
) s
6 (2Cs)2s ‖Q‖2F
 (B.10)
Substituting Q → Σ1/2` QΣ1/2` , and observing that Σ1/2` Σ†/2` (xi − x j)  (xi − x j), we can conclude
2s
Q
 k
2
n2
∑
i, j∈C`
((x − y)>Q(x − y)) s 6 (2Cs)2s ‖Σ1/2` QΣ1/2` ‖2F (B.11)
A similar argument holds for 4-tuples of samples , which concludes the proof. 
C Polynomial Approximators for Thresholds
We will use elementary approximation theory to construct the polynomial.
Fact C.1 (Jackson’s Theorem). Let f : [−1, 1] →  be continuous. Let the modulus of continuity of f be
defined as ω(δ)  supx ,y∈[−1,1]
{| f (x) − f (y)| 6 δ} for every δ > 0. Then, for every b, there’s a degree b
polynomial p such that for every x ∈ [−1, 1],
|p(x) − f (x)| 6 6ω(1/b) .
The following lemma gives an “amplifying polynomial” as in [DGJ+09] and is an easy
consequence of Chernoff bounds.
Fact C.2 (Claim 4.3 in [DGJ+09]). Let Aq(u)  ∑ j>q/2 (qj ) ( 1+u2 ) j ( 1−u2 ) q− j . Then, Aq is a degree q
polynomial that satisfies:
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1. Aq(u) ∈ [1 − eq/6 , 1] for all u ∈ [3/5, 1],
2. Aq(u) ∈ [0, e−q/6] for all u ∈ [−1,−3/5],
3. Aq(u) ∈ [0, 1] for all u ∈ [−1, 1].
Proof of Lemma 4.13. Let thr : [0, 1] → [0, 1] be any function that is 0 on [0, c], 1 on [2c , 1]
Consider the piecewise linear function f : [0, 1] → [0, 1] such that f (x)  0 whenever |x | 6 c,
f (x)  1 for |x | > 2c and f (x)  (x−c)c otherwise. Then, f is continuous. Further, the modulus of
continuity, ω(δ) for f is at most 1cδ .
Taking q  25/c and applying Fact C.1 yields a polynomial J(t) of degree at most q such that:
max
t∈[−1,1]
| J(t) − f (t)| 6 1/4 .
We now "amplify" this polynomial to get the final construction.
Let p(t)  (Ar(8/5J(t) − 4/5))2 for r  15 log(1/η). Then, the argument of Ar in p(t) lies in
[3/5, 1] whenever t > 2c and in [−1,−3/5] whenever t ∈ [0, c]. Thus, applying Fact C.2 yields that:
sup
t∈[0,c]∪[2c ,1]
|p(t) − thr(t)| 6 2e−r/6 6 η .

D TV-CloseSubgaussianDistributionswithArbitrarily FarParameters
We give a simple example of a pair of (one-dimensional) subgaussian distributions that are
(1 − η)-close in TV-distance for some η < 1/2 while have an arbitrarily separated variances.
For i  1, 2, letDi be the distribution on that outputs 0 with probability η < 1/2 and a sample
fromGaussianN(0, σ2i ) otherwise. Observe thatD1 ,D2 are clearly 2-subgaussian: Di x2  (1−η)σ2i
while for every t, Di x2t 6
(
1
(1−η)
) t (
Di x2
) t . Thus, both D1 ,D2 are C  1(1−η) 6 2-subgaussian.
Further, since Di [x  0] > η, it’s immediate that dTV(D1 ,D2) 6 (1 − η). However, since we can
choose σ1 , σ2 arbitrary, the variances ofD1 ,D2 are arbitrarily far.
Observe, however, that bothD1 ,D2 are not anti-concentrated in the construction above. Observe,
further that when η gets close to 1 (instead of 6 1/2), the constant C in Sub-gaussianity blows-up.
Thus, if we fix C before-hand and look at all C-subgaussian distributions, then we can hope to prove
TV-closeness implies parameter closeness when TV distance is small enough but not when it’s close
to 1.
69
