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Abstract 
Networks appear in several forms in the field of systems biology. The 
theory of networks has already been applied in the modelling of biological 
pathways, protein interactions and even protein structure. Networks 
characterising the interactome of an organism are of particular interest 
because of their global nature. They also present new challenges due 
to the high levels of noise in current experimental data sets and the 
incompleteness of the samples taken. 
Given a network data set we may calculate various properties of the 
network structure but taken on their own these are not necessarily reli-
able. We provide novel methods to allow us to better assess the signif-
icance of structural features of protein interaction networks, based on a 
biologically informed annotation of each protein in the network. Taking 
information from the Gene Ontology database we can give each protein 
a set of biological annotations. Then under a suitable resampling scheme 
we can improve on classical network null models. Applied to real protein 
interaction network data this provides us with an improved null model 
of network structure when compared to previous approaches. 
Further, modelling the growth of protein interaction networks allows 
us to make inferences about their evolution. The way in which these 
networks change and grow over time is informative biologically and allows 
us to build on these observations given a solid basis as has been done 
previously in genomic sequence analysis. Here we consider several models 
of network growth and assess their ability to describe the observed data. 
We apply our models to compare data sets using a multi model inference 
approach to infer growth parameters. Given the incompleteness of the 
data under consideration we attempt to take this into account in our 
analysis where appropriate and computationally feasible. 
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Terminology 
Some of the terminology specific to this area is outlined below. 
TERMS 
Network A set of nodes and edges 
Node An atom of a network 
Edge A relation between two nodes of a network 
Degree The number of edges incident to a node in a network 
Degree Sequence The sequence of degrees of each node in a network 
Degree Distribution A probability distribution of node degrees 
Motif A frequently occurring network appearing as a subnetwork 
Master Equation Function defining the probability distribution of states in 
a system over time 
Likelihood A probability function conditional on some parameters 
ABBREVIATIONS 
AIC Akaike Information Criterion 
CI Confidence Interval 
GO Gene Ontology (referring to the Gene Ontology database) 
9 
HMM Hidden Markov Model 
MCMC Markov Chain Monte Carlo 
PIN Protein Interaction Network 
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Introduction 
1.1 INTRODUCTION 
Novel high-throughput experimental techniques have driven an upsurge in the 
importance of mathematical biology. With the availability of large amounts of 
data generated by high-throughput methods, we are faced with the challenge 
of analysing a wide range of different types of data, ranging from genomic 
sequences to chemical pathways and gene regulatory networks. In the study 
of biological systems, abstractions need to be made to allow us to analyse the 
system from a quantitative perspective. This enables us to apply methods from 
a variety of fields in our biological investigations and gain new insights. 
A particularly interesting challenge is provided by protein interaction net-
work (PIN) data due to noise and incompleteness. It is widely accepted that 
the data are potentially useful but unreliable [12, 35, 64], a fact that needs to be 
taken into account when drawing inferences from such data. Previously, work 
has looked at small scale features of the networks, such as correlations between 
properties of interacting proteins [1], or network motifs [20]. This overlooks the 
broader picture of the network structure as a whole, and whilst recent work on 
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network alignment [21, 79, 80, 83, 137, 138] and model fitting [100] has given 
promising results, there are still many open questions and problems. 
Objectives 
The aim of the PhD is to develop and apply novel methods for the analysis of 
existing protein interaction datasets, with the goal of gaining new insight into 
the evolution of proteins and, more specifically, their interaction networks. 
This will include: 
• Statistical analysis of protein interaction networks 
• Models of network evolution over time 
• Evolutionary analysis of proteins between species 
We will discuss these problems in turn by developing suitable statistical 
frameworks. These frameworks are different in detail but have in common that 
they allow us to study these problems in a sound yet also computationally 
efficient manner. As a result of the diversity of problems we will discuss the 
theory as and when required in the different chapters rather than upfront. 
1.2 BACKGROUND 
Proteins 
Proteins are fundamental components of the cell and are crucial to their func-
tion because of their actions as enzymes in metabolic reactions, or as the pri-
mary actors in signalling processes, gene regulation and other cellular processes. 
They are part of a complex system of interactions that systems biology allows 
us to explore. Here we give an overview of the relevant biology, while further 
comprehensive material can be found in Alberts et al. [5]. 
Proteins are formed by a chain of amino acids assembled in the cell by 
synthesis from DNA transcribed into RNA, via a sophisticated mechanism of 
scaffolds and enzymatic proteins delivering amino acids matching those encoded 
12 
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Figure 1.1: The double helix structure of DNA. Nucleotides are linked by 
phosphodiester bonds formed by the phosphate groups between sugar pentose 
rings. Bases (A,C,G,T) are linked between strands by hydrogen bonds. 
in the RNA [5]. The DNA of an organism is structured as a double helix 
comprised of two interlocking strands. These strands are built from chains of 
nucleotides linked by phosphodiester bonds between the carbon atoms of the 
sugar rings of the nucleotides as show in figure 1.1. Each nucleotide possesses 
a base that pairs it with a complementary base on the opposite strand. Four 
different bases in two pairings occur, Adenine and Thymine, and Guanine and 
Cytosine, abbreviated as A, T, G and C respectively. 
The transcription of protein-coding RNA from DNA is initiated by a pro-
moter region in the DNA, to which an RNA polymerase molecule binds. The 
two DNA strands are then unwound, and a complementary single RNA strand 
to the gene is synthesised with the exception that Thymine is replaced by the 
equivalent base Uracil, written U. 
Once transcribed, RNA is translated into an amino acid or polypeptide 
chain by the ribosomes. Ribosomes are formed by multiple enzymes and RNA 
molecules, and construct the polypeptide chain from amino acids. The RNA 
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sequence encodes individual amino acids in a triplet code, with three bases 
encoding each single amino acid. There is redundancy in the code to help 
counter the effects of transcriptional errors or mutations to the DNA [5]. 
Once assembled proteins will generally fold into a specific structure relevant 
to their function due to the interacting electrostatic forces between the func-
tional groups of the amino acids as well as constraints due to external forces. 
Generally a protein will fold so as to minimise the energy of its structural con-
figuration. This structure is divided into four levels acting at different scales 
[26]. 
The term primary structure refers to the amino acid sequence of a protein. 
Amino acids in a protein are bound together in a single chain by peptide bonds 
between the CO and NH groups of the molecules. Each of the twenty potential 
amino acids has a side chain conferring its properties and determining, to an 
extent, the higher level structure of the protein. 
The secondary structure of a protein is the local three dimensional structure 
within a region of the amino acid sequence. Hydrogen bonds between the 
individual amino acids allow stable structures to form in the shape of cc helices 
or 13 pleated sheets. These can occur in multiple instances along the length of 
the protein. The interactions between these structures influence in parts the 
tertiary structure of a protein. 
Tertiary structure is the overall three dimensional structure of the pro-
tein, and is influenced by various molecular forces [26]. Interactions between 
elements of the secondary structure form elements such as disulphide bonds, 
hydrogen bonds and salt bridges. The propensity of regions of the secondary 
structure to avoid water molecules — their hydrophobicity — causes the protein 
to fold so that hydrophobic areas are shielded from interactions with external 
molecules. This is usually by forming a hydrophobic core with surrounding 
hydrophillic structures preventing water molecules from approaching. 
More complex mechanisms of protein structure formation also exist, such 
as the possibility of other proteins assisting in the folding process, or post- 
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transcriptional modifications to the protein. The tertiary structure of a protein 
is not constant and is subject to conformational change, often induced by 
interactions with other proteins. 
Protein interactions occur between structural domains of the proteins [26]. 
These are specific, semi-independent parts of the protein's overall structure. 
Interactions are formed by pairs of domains forming stable interlocking struc-
tures, for example in a lock and key formation where the domain of one protein 
fits into a concave domain structure of another. When protein interactions be-
tween several proteins form a single functional unit the resulting assembly is 
called a protein complex and forms a quaternary structure. 
Experimental methods 
Experimental results used in determining the structure of protein interaction 
networks [86, 136] come from a variety of sources. Various methods exist to 
test for interactions between pairs of proteins, and full datasets are assembled 
from these sources. 
Yeast two-hybrid methods, originally developed by Fields and Song [45] al-
low for the large scale screening of protein interactions between sets of proteins. 
A bait and prey methodology is used whereby a test is made for an interaction 
between a bait protein and a prey protein. Fundamental to the detection of an 
interaction by this method is the fact that there exist transcriptional activating 
proteins possessing two domains necessary for transcription that independently 
have no effect. However when present in close proximity in a protein complex, 
but not necessarily as part of the same protein, the two domains have the same 
activation effect as in the single protein. 
One protein possessing such domains is the yeast GAL4 transcriptional 
activator [45, 163]. It is possible to synthesise the binding and activation 
domains of GAL4 and fuse them to bait and prey proteins, so that if there is 
an interaction between the proteins the GAL4 activation and binding domains 
will be brought together, allowing them to function. In the case where there is 
15 
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GAL4 Activation 
Reporter 
Figure 1.2: Yeast 2-Hybrid experimental methodology to detect interactions 
between proteins. The bait protein has a fused GAL4 binding domain, whilst 
the prey protein possesses the activation domain. When there is an interaction 
between the bait and prey proteins the GAL4 binding and activation domains 
will be brought together and activate the reporter gene. 
no interaction the individual domains will have no effect. This is illustrated in 
figure 1.2. 
This is exploited by use of a reporter gene with an upstream regulatory 
region activated by GAL4. The presence of the GAL4 binding domain and the 
GAL4 activation domain activates the regulatory region, causing expression 
of the reporter gene. The reporter gene is selected so that the expression 
of the gene, indicating a positive result, can be detected easily. Commonly 
used reporter genes are Leu2 and lacZ that when expressed provide a positive 
selection in cell growth under certain conditions [163]. 
The yeast two-hybrid method can be applied on a large scale between thou-
sands of bait-prey proteins pairs, [73, 132, 152]. These high throughput analy-
ses can detect large numbers of interactions between libraries of proteins, but 
the accuracy of the results is frequently questionable [64] 
Another method, tandem affinity purification (TAP) tagging [124], allows 
protein complexes for specific tagged proteins to be extracted and purified 
from the cell. A TAP tag is fused to the target protein, and then the protein 
and any complex it forms is extracted from growing cells by an appropriate 
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method for the organism being investigated. The protein complexes can then 
be analysed by mass spectrometry [66], allowing the individual proteins forming 
the complex to be identified by comparison with suitable databases. 
To gather large numbers of protein interactions with some confidence in 
their accuracy, a manual curation approach has been applied in [128]. This 
provides a literature curated dataset of 33311 protein interactions in Saccha-
romyces cerevisae. 
Protein interaction networks 
There exist several publicly available databases of collated protein interaction 
data-sets, for various organisms and of varying size and completeness. The 
IntAct database (www. ebi.ac.uk/intact [81]) contains sets of protein inter-
actions from published experimental results in an XML based format [65]. Each 
interaction is annotated with the source from which it was derived, a useful 
feature allowing us to examine the data produced by a single high throughput 
experiment. Whilst the data are not comprehensive in the number of interac-
tions present in each organism compared to other sources, the level of detail 
provided about the source of each reported interaction is extensive, including 
experimental methodology and even the specific interacting domains. 
The Database of Interacting Proteins (DIP; dip.doe-mbi.ucla.edu [161]) 
contains a more comprehensive set of protein interaction data, amalgamated 
from various experimental datasets. Whilst the levels of annotation of the data 
are not as comprehensive as that of IntAct, the coverage of interactions is more 
complete as the data are combined from multiple high throughput experiments. 
We term the set of protein interactions for a given organism its interactome. 
Given a large scale set of reported protein interactions we may construct a net-
work from the data. Taking proteins to be nodes of the network, and reported 
interactions as edges we have a graph 9 = (V, £) representing the data. Since 
the data only provide an indication of the potential existence of an interaction 
between two proteins, rather than any temporal information about which in- 
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teractions are active, the network datasets are considered as static entities. In 
reality interactions between proteins are highly temporally variable and depen-
dent on the hugely complex system of gene regulatory networks and metabolic 
pathways of the cell. 
Some protein interaction datasets may report self interactions between pro-
teins, which we will often choose to ignore, as depending on the nature of the 
analysis, they may not provide any useful information. We also do not allow 
for multiple edges since these cannot be reported by high throughput analyses 
and their meaning and use in this context are questionable. Initial exploratory 
analyses of protein interaction network (PIN) data looked at various simple 
properties of the networks, for example the interactions between certain cate-
gories of proteins, correlations between degrees of proteins (defined in section 
2.1) and various properties attributed to them [25, 55, 151, 164]. 
When performing an analysis of the PIN data we would like to be able to 
assess the fit of models to the data. However when attempting to fit models 
to PIN data the combinatorial explosion in numbers of possible configurations 
complicates the analysis. To simplify the analysis taking a statistic of the 
network, such as its degree distribution, is a commonly used approach, and 
has given rise to a number of studies. Under the (unfortunately false, see e.g. 
[94, 107]) assumption that degrees of interacting proteins are uncorrelated the 
degree distribution of a network is a sufficient statistic, as defined in section 
2.1. This means that no further information exists that is not conditional on 
the degree distribution and so it alone suffices as a description of the network 
structure. 
Whilst this methodology does over-simplify the data and ignores crucial 
aspects of the network structure it has yielded interesting results, no less valid 
for the assumptions made in deriving them. Considering plots of the degree 
distribution of a protein interaction network as presented in [149] it appears 
that the networks are 'heavy tailed' - they possess larger than expected numbers 
of nodes of high degree, indicating the presence of network 'hubs', central nodes 
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that form large numbers of edges. Figure 1.3 shows the degree distribution of 
the S. cerevisiae PIN on a log-log scale illustrating the abundance of highly 
connected nodes in comparison with a classical Erdos-Renyi random graph. 
When attempting to fit a distribution to the degrees of nodes we can con-
sider several different distributions arising from different network structures. 
It has previously been shown that certain classes of random graphs [23] are 
characterised by a so called scale-free degree distribution [13, 37] of the form 
P(x) — x— c( where x is the degree of a node and a is some parameter depen-
dent on the network structure. An exponential distribution may also arise [29] 
under certain conditions of random network growth. 
By comparing the fit of these distributions to the observed data we can as-
sess which best describes the degree distribution in our PIN data. Several early 
studies suggested a scale-free distribution, e.g. Albert and Barabasi [3], ,Ting 
et al. [74], for the degrees of proteins, but considering several possible ana-
lytical models the study of Stumpf et al. [145] have shown that a log-normal 
or stretched exponential distribution provides a better fit to the data. Fur-
thermore incorporating some of the incompleteness present in the data in the 
analysis supports this claim [146]. 
Another statistic which has received some attention, is the frequency of 
network motifs within a PIN dataset. Motifs, as described in section 2.1, are 
subnetworks of a given size present within a network, as illustrated in figure 
2.3. These can be exhaustively enumerated within a network to test for the 
over-representation of certain motifs, possibly indicating a propensity for the 
network to form structures due to its function or other constraints. It has been 
shown that certain motifs are over-represented in gene regulatory networks 
[7, 20, 101, 102] and similar results arise in protein interaction networks [150]. 
As well as fitting analytical models to network data as in Stumpf et al. 
[145], we may also wish to try and fit some models of network growth, as this 
will give us some insight into the mechanisms by which these networks are 
formed. To do so we may consider models of random networks, which define 
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an ensemble of networks for given parameters , which we can then compare to
the observed interaction networks .
Random networks were first introduced in Erdos and Renyi [41] . Since
then the use of random network models has been widespread and applied in
many fields including the analysis of the Internet, social networks and biological
networks [4, 14, 30, 104, 109, 111, 112, 114, 158J. The Erdos-Renyi model is
simple - starting from a network comprising of isolated nodes, edges are added
at random between each possible pair of nodes with some probability p . This
produces graphs with a Poisson degree distribution, giving very few nodes of
high degree, in contrast with many rea l world networks that often contain
high ly connected nodes that act as hubs in the network. Such a network and
corresponding degree distribution are illustrated in figures 1.3 and 1.4.
This model is however static; it produces a single instance of a network
(drawn from an ensemble) and does not allow for growth or changes in the
network structure. To model growing networks we can allow the network to
change over time in a series of discrete steps. Many different approaches can
20
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Figure 1.4: Erdos-Renyi random graph of one thousand nodes. Edges are cre-
ated between each possible pairing of nodes (excluding self edges) with some 
probability p, in this case we have set p = 0.004 so that there will be approxi-
mately two thousand edges. The size of a node is proportional to its degree. 
be taken, producing networks of markedly different structure depending on the 
rules applied. 
Starting with a single node and adding a new node at each time step, if we 
create new edges uniformly to the nodes of the network, we produce a network 
which in the limit has an exponential degree distribution [29]. However if we 
instead preferentially attach the new node to existing nodes of high degree, the 
resulting network will have a scale-free, or power-law degree, distribution [13]. 
The a priori most convincing model of protein interaction network growth 
is based on the concept of gene duplication [72, 120, 141, 154]. The network 
mutates over time by the duplication of a randomly selected node at each 
time step. It has been shown that duplicated proteins tend to diverge in their 
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Figure 1.5: Example of a phylogenetic tree, with leaves A,B,C,D,E 
function and interactions [96]. Thus the newly created node may maintain 
some of the interactions of the copied node, and several possible schemes for the 
divergence of their interactions exist. In a study comparing different network 
growth models [100] it was shown that a duplication model gives the best fit 
to the Drosophila Melanogaster interaction network. 
Phylogenetic inference 
Phylogenetics, the study of the evolutionary relationships between entities, has 
grown out of the system of binomial taxonomic classification of organisms first 
employed by Linnaeus. Rather than classifying species into groups based on 
their similarity, phylogenetics employs the idea of clades, groups of entities 
believed to share a common ancestor. We can represent such a classification as 
a branching tree with species as leaves and some unknown common ancestral 
species as the internal nodes [44]. 
Since generally the only information available to us pertains to the current 
species rather than the common ancestral species from which they diverged, 
we must attempt to infer phylogenetic trees and relationships from the species 
present today. To construct a phylogenetic tree several different methods of 
inference can be employed, depending on the source information from which 
the tree is being constructed. A range of characteristics have been used to infer 
relationships between species, ranging from simple physical or morphological 
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Figure 1.6: A multiple sequence alignment 
similarity to the similarity of protein structures of orthologous proteins [160]. 
One such commonly used method of phylogenetic inference is to examine the 
divergence of the sequences of orthologous genes. Orthologues are defined as 
genes in separate species diverged from a common ancestral gene, and are often 
classified as such using DNA sequence similarity measures. It is also possible 
that two genes came to have similar DNA sequences purely by chance, but it 
is not possible to distinguish such genes from true orthologues if they exhibit 
a significant degree of sequence similarity. Given a set of orthologous genes 
over a number of species, a multiple sequence alignment is created. This is an 
alignment of all the sequences, usually created by attempting to maximise the 
similarity between aligned sequences elements based on some similarity scoring 
heuristic, allowing for gaps in the sequences. Several freely available software 
packages exist to calculate such alignments [40, 78, 84, 113]. 
Using this information it is then possible to reconstruct a phylogenetic tree 
via distance methods, parsimony, or a more sophisticated maximum likelihood 
based approach [42, 44, 71]. Using a parsimony based approach, consider-
ing all possible phylogenies of the species and their corresponding sequences 
we attempt to construct the phylogeny which is most parsimonious given the 
matches and mismatches in the alignment. 
By applying a model of sequence mutations over time it is possible to es-
timate the relative evolutionary distance between a set of orthologous genes, 
by estimating divergence times between them. Considering each element of a 
nucleotide or amino acid sequence as an independent state in a continuous time 
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Markov model, we can then construct a model of transition rates between each 
state, corresponding to the probability of a change in the DNA or amino acid 
sequence over time. 
Several models exist describing sequence substitutions for the alphabets of 
both DNA and amino acid sequences. For DNA sequences the Jukes-Cantor 
[58], Kimura [71], Felsenstein [44] or Hasegawa-Kishino-Yano [42] models are 
generally used, and for amino acid sequences the Blosum [42] and Dayhoff [44] 
models are common. By way of example the simplest model, the Jukes-Cantor 
model, defines a rate matrix 
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conditional on some rate parameter oc. 
Having calculated evolutionary distances between the species via some met-
ric, distance based approaches attempt to reconstruct a phylogeny, such as in 
the neighbour-joining method of Saitou and Nei [134]. More sophisticated 
maximum likelihood based methods can also be used. The software packages 
PhyML [60] and Phylip [43] allow for the computation of maximum likelihood 
phylogenies from multiple sequence alignments. 
When performing this kind of analysis at the sequence level it must be 
remembered that the divergence of genes and speciation events — the splitting 
of an ancestral organism into two distinct species — are not the same thing. It is 
possible for paralogous genes, duplicated copies of genes that have potentially 
diverged, to exist in a single organism. 
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Comparative evolutionary analysis 
Since the process described above effectively constructs a phylogeny for an in-
dividual gene (super tree methods exist to combine information from multiple 
genes into a single phylogeny), it is possible to use the resultant trees to com-
pare the evolution of genes by comparing their inferred phylogenies. Several 
studies have been published using this method to compare the evolutionary 
rates of proteins. 
In Fraser et al. [51] evolutionary rates are estimated for proteins in the S. 
cerevisiae interactome having orthologous proteins in C. elegans by comparing 
sequence alignments of the proteins. It is claimed that the higher the number of 
interactions of a protein, the slower it will evolve. This was however refuted in 
Jordan et al. [76], where it is claimed that rather than exhibiting a correlation 
between degree and evolutionary rate, there simply exist a few highly connected 
hub proteins that evolve slowly. In a response, however, Fraser et al. [50] claim 
that using a larger dataset than that used in [76] they are able to illustrate a 
significant correlation. 
Using a more sophisticated method to determine the evolutionary rates of 
proteins [50], taking orthologous proteins in multiple species and considering 
both the distance between sequences and the distances between inferred phylo-
genetic trees, it appears that there is indeed a negative correlation between the 
degree of a protein and its evolutionary rate. It is also found that evolutionary 
rates of interacting proteins are positively correlated, as previously reported in 
Fraser et al. [51], and more recently in Agrafioti et al. [1], 
This is further supported in the work of Lemos et al. [87, 88], which finds a 
negative correlation between the numbers of interaction partners and evolution-
ary rate for proteins in the S. cerevisiae and D. melanogaster PINs, even when 
the existence of hub proteins is compensated for. Furthermore it is shown that 
there is likely to be a link between gene expression polymorphism and protein 
sequence polymorphism due to some coupling of the evolutionary mechanisms 
acting on these traits. Another study by Fraser [49] has shown a tendency for 
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hub proteins that act within a single module, where modules are groups of pro-
teins with a large number of within module interactions, to be subject to more 
evolutionary constraints than hubs whose position is inter-module — acting as 
a connection between modules — or than proteins that are not considered to be 
hubs. 
Interestingly in the more recent study by Saeed and Deane [133] it is shown 
that there does appear to be some correlation between evolutionary rates and 
degrees of proteins but that this is highly dependent on the interaction dataset 
used. This highlights the importance of considering sampling effects and noise 
on the inferences made. Intuitively it would seem that smaller interaction 
datasets would be less likely to exhibit strong correlations of properties with 
node degrees simply because of the reduced number of edges sampled. 
Contrastingly, considering various factors that could potentially influence 
the rate of evolution of proteins in several yeast species, it was shown in Drum-
mond et al. [38] that the degree of a protein is not a major factor, and that 
expression level, and abundance are the most powerful explanatory statistics, 
although degree does also make some contribution. Thus while there may 
indeed be a correlation between degree of proteins in the interactome and 
evolutionary conservation, this is not the main contributing factor to the evo-
lutionary constraint. 
The context in which a protein acts might also be expected to have an 
effect on its evolution due to constraints that restrict mutations in essential 
proteins. It has already been shown in [61] that the centrality of a protein in a 
PIN dataset is weakly correlated to its essentiality. In an analysis of metabolic 
networks by Vitkup et al. [156] it is also shown that within a metabolic pathway, 
the flux (similar to centrality in a PIN) of an enzyme is negatively correlated 
to its evolutionary rate. 
Further evidence of such effects is shown in the more detailed studies of 
pathways and the evolution of the proteins comprising them. Looking at the 
evolution of genes in the anthocyanin pathway, it has been shown in Rausher 
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et al. [127] and [91] that the level of evolutionary conservation of the sequences 
of upstream proteins at the head of the pathway is greater than that of down-
stream proteins, due to a reduced constraint on the downstream genes. An-
other study [129] shows similar results for the Ras signal transduction pathway 
with the upstream proteins exhibiting greater sequence conservation than those 
downstream. Further to this, in Flowers et al. [48] a study of the selection pres-
sures on metabolic enzymes in D. melanogaster has shown that enzymes at a 
central junction in the metabolic network exhibit a significant deviation from 
neutral evolutionary drift compared to their neighbours. This suggests that 
selection is acting preferentially on the crucial components on the network, as 
a result of some adaptive selection. 
These results highlight the potential of considering the clues left by un-
derlying evolutionary mechanisms when analysing biological networks and we 
build upon this is chapter 5. 
Outline of thesis 
In chapter 3 we present a novel network resampling scheme to allow us to better 
estimate confidence intervals on statistics calculated from protein interaction 
network data. This is applied to the S. cerevisiae interactome. In the follow-
ing chapter 4 we apply multi-model inference techniques and perform model 
selection on a set of analytical functions and evolutionary network models, com-
paring their fit to several PIN datasets. Finally in chapter 5 we take a closer 
look at the proteins in a single pathway and perform an exploratory analysis 
of the evolutionary correlations between them by comparing their evolutionary 
histories over a phylogeny of related species. 
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In this chapter we present a brief discussion of some relevant areas to serve 
as an introduction and provide references for further reading. Topics will be 
elaborated on in subsequent chapters as the need arises, whilst here we give 
only a general background. We will cover graph theory as relevant to chapters 
3 and 4, and cover statistical inference as applied in chapters 4 and 5, as well 
as the broadly applicable theory of Markov chains we draw upon in chapters 3 
and 5. 
2.1 GRAPH THEORY 
Definitions 
Throughout this text we define a network N = (V, E) as a set of nodes or 
vertices, V, and edges, E. The number of nodes is written as N = 1V1 and the 
number of edges M = 1E1- It is assumed that N > 0 and that each rt E V is 
distinct, whereas in the most general case no such restriction is placed on E. 
Edges e e E are pairs (i, j) with i, j E V, and are either ordered or unordered 
depending on whether our graph is directed. In a directed graph the edges 
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eii = (i, j) have distinguishable source and target nodes, so that source(eii ) = 
and target(eti) = j and eti = (i,j) 4  (j, i) = cit. In an undirected graph we 
do not care to differentiate between the directed edges eii and eii, and edges 
are unordered pairs so that (i,j) = (j, i). Another characteristic of a network 
is whether we will allow for self-edges or loops at nodes, where e = i). 
In some cases there may be multiple equivalent edges in our network, but 
this is unnecessary for our purposes. Note that in the case of a directed graph 
it is possible to have two edges between a pair of nodes that are not identical. 
We may also give each edge in the graph a weighting, w, perhaps to indicate 
the strength of the connection, so that edges are not all of the same kind. 
For the networks considered here we will generally assume that edges are 
undirected, with no loops or multiple edges. Such networks are known as simple 
networks. 
This structure lends itself to representing a network as a list of nodes com-
bined with a list of edges. Another way of capturing the information present 
in a network is to encode it as a square matrix. A matrix of N rows and N 
columns with each corresponding to a node, called the adjacency matrix of a 
network, encodes edges between nodes by setting At,i = 1 when there is an 
edge between nodes i and j, and At,i = 0 otherwise. In the case of an undi-
rected graph this will correspond to a real symmetric matrix since Ai,j = Aj,i, 
although the mapping is not unique as the ordering of columns and rows can 
be permuted. In a directed graph we simply allow for the matrix to be non-
symmetric. This can be extended to encompass arbitrary edge weightings by 
allowing AL i = w to indicate that edge (i, j) has a weight w. The diagonal 
elements Ai i of the adjacency matrix correspond to self-edges of each node i, 
and so will be empty if the graph is simple. As an example we show a graph 
in figure 2.1 and its corresponding adjacency matrix. 
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abcdc 
/ 
0 1 1 1 0 a d 
1 0 1 1 0 b 
A 1 1 0 0 0 
1 1 0 0 1 d 
0 0 0 1 0 
Figure 2.1: A simple graph, where edges are undirected and there are no loops 
or multiple edges. The corresponding adjacency matrix A is shown opposite. 
Properties 
Considering the simple networks defined above there are several fundamental 
properties that can be trivially derived. For an undirected network of N nodes 
and no loops or multiple edges, the number of possible edges that could be 
formed between nodes is 
MT - 2 
and corresponds to the total or full graph. Intuitively this is because each 
of the N nodes can form an edge to any of its N —1 neighbours but not to itself, 
and counting the edges in this way we will count each twice when considering 
the nodes at either end. 
Counting the edges incident on a single node i gives the degree di of the 
node. As an example the node d in figure 2.1 is of degree three. For a general 
network with M edges we will have a total of 2M ends of edges incident on 
nodes, and thus 
Ld, = 2M. 	 (2.2) 
-Lev 
The neighbours of a node i, the j E V connected to it by an edge (i, j) E E 
are called the shell of the node, and can he written as 1(i) = {j E VI3(i,j) E E}. 
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Clearly r(i) = di, and we can extend this notion to encompass the n-th shell 
of i by recursively including the neighbours of the di nodes in r(i). Thus we 
can define r-(i) = {k E VP( 0 1.9" (i) A aj E r---1 (i).(j, k) E E} to define 
expanding shells. 
In a finite network, there will be some n so that VI > n, lUo<i<1 r j(1)1 = 
IU0<k<rt rk(i) I. This defines a connected component, a subset of nodes that are 
all reachable by one another via some neighbouring nodes. The term reachable 
is defined such that for nodes i and j, we say that j is reachable from i if there 
is either an edge (i,j), or there exists some intermediary node k and an edge 
(i, k), and j is reachable from k. 
Equivalently we can define a path of length n in the network as a sequence 
of edges el , e2, e3 , 	, en, where ei = (x, y), et+i = (y, z). A path between 
nodes i and j is any sequence of edges where el = (i, k) and en = (1,j) for 
some 11 > 0, k, 1. 
If every node in a network is reachable by some path from every other 
node, then the network is called connected. Otherwise there will be up to N 
isolated components in the network, within which every node in the component 
is reachable, but with no paths between components. 
Network statistics 
Degree distribution 
We have already defined above the degree of a node i as the number of edges 
incident on i in the network, written as di. We may calculate the average 
degree of a network as 
(2.3) 
i=1 
For a given static network the counts of degrees of each node forms a 
sequence known as the degree sequence of the network. Given a sequence 
d1 , d2 , 	, dN (for V = fl , 	, N}) of node degrees that is by definition subject 
N 
—
N
L dt. 
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to the condition that L, di is even, the degree distribution is a probability 
distribution P(k) where 
N 
P(k) SdL k, N i=i 
	 (2.4) 
the probability of selecting a node of degree k when choosing randomly 
from V. 
Under the assumption that the degrees of interacting nodes in a network 
are independent the degree distribution is a sufficient statistic of the network. 
This means that any other statistic calculated from the data gives no further 
information not already captured by the degree distribution. 
Clustering coefficient 
Expanding our statistics to take into account the structure surrounding a single 
node we can characterise the propensity of nodes to form tightly interconnected 
clusters. Considering whether the neighbours of a node interact with each 
other, as shown in figure 2.2, gives an indication of how strongly clustered 
nodes in a particular region of the network are. 
Since there are di (dr1 ) possible edges between the di, neighbours of some 
node i then given e, the number that are present, we can define the clustering 
coefficient of a node i as 
C — 
cli(di — 1) .  
Then for the network as a whole we have an average clustering coefficient 
C defined as 
Cg = Nct. 	 (2.6) 
ti 
It can be seen that this is equivalent to counting the number of triangles present 
in the network surrounding a single node, and this concept can be expanded on 
2e 
(2.5) 
32 
Graph theory 
Figure 2.2: Clustering coefficient of a node i. Dashed edges between neighbours 
of i show the potential dl (d21-1  ) edges, where the fraction of which are present 
defines the clustering coefficient. 
by counting such structures more comprehensively, as described in the section 
on motifs below. 
Path lengths 
Considering the possible paths between two nodes i and j in a graph, if we have 
the length of the shortest possible path, 1(i, j), then we can derive the average 
path length between two nodes in the graph as 
2  
N(N 1) L 
(2.7) 
It is possible to approximate the average path length 19 by considering the 
expanding shells around a node, and estimating the number of layers needed 
to encompass all the nodes in a (connected) network, thus containing paths to 
every node. This gives 
9 	lo 
log N 
(2.8) 
g 
as derived in Dorogovtsev and Mendes [36] where z is the average number 
of neighbours of each node. 
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Graph spectra 
Taking the adjacency matrix of the graph we can calculate the eigenvalues of A 
to produce a spectrum corresponding to the N eigenvalues A1 , A2 	AN of A. 
Combined the eigenvalues and eigenvectors of A completely define the network 
9 corresponding to A. 
The properties of the spectrum of a simple transformation of A that pre-
serves the information concerning structure of the graph, the graph Laplacian 
[32] 
di 	if i = j 
—1 	if i 74  j, Ai,i = 1 
	 (2.9) 
0 otherwise 
provides some useful insights into the structure of the network. For example 
the multiplicity of the eigenvalues equal to 0 in the spectrum corresponds to 
the number of connected components in the graph [32]. 
Equivalence of networks 
We would like to be able to say if two graphs have the same structure, regard-
less of the ordering or naming of the nodes and edges, or any non-canonical 
representation. Since two graphs of identical structure may be represented dif-
ferently by an adjacency matrix due to a permutation of the ordering of the 
nodes, or drawn differently due to a difference in the (arbitrary) positioning of 
nodes, a more complex formalism of identity of graphs is required. 
Comparing two graphs in a strict sense we say that 91 = (171 , E l ) and 
92 = (V2, E2) are isomorphic if there is some mapping from the nodes and 
edges of 9  to those of 92 that is a bijection, and the edge relation between 
nodes is preserved. That is to say that there is some function f :171 —> V2 such 
that (f(i), f (j)) E E2 < 	> (i) j) E Et. This formulation preserves the structure 
of the graph whilst allowing for any mapping between nodes; there are thus 
ti = 
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potentially several possible mappings between isomorphic graphs. 
For isomorphic graphs all statistics will be identical but the converse does 
not hold. Whilst a statistic such as the Laplacian spectrum of a graph may 
narrow the number of possible candidate graphs having such properties, in 
general it will not uniquely define a graph but rather an equivalence class of 
isospectral graphs. 
Subnetworks 
A subset S of the set of nodes V of a graph 9 = (V, E) induces a subgraph or 
subnetwork of 9 [24]. The subgraph 9s has node set S and edges {(i, j) j E S}. 
Depending on the choice of S the subgraph Ss will generally have significantly 
different statistical properties than the full network 9 [148]. 
Given a notion of isomorphism small subgraphs of networks called motifs 
may be exhaustively enumerated in a network, as for small numbers of nodes 
the number of non-isomorphic graphs is small, as shown in figure 2.3 for undi-
rected motifs of size three and four. Only connected subgraphs are considered, 
as generally in sparse graphs unconnected subgraphs will be widespread and 
provide little useful information. For motifs of five nodes and larger the num-
ber of possible configurations grows quickly and so analysis is often confined 
to smaller motifs (e.g. Berg and Lassig [20], Milo et al. [101], Shen-Orr et al. 
[139]), so as to prevent the computational complexity of testing for isomorphism 
of all subgraphs within network from becoming intractable. 
Applications 
Various scientific disciplines have turned to the theory of networks in order to 
aid in the understanding of large complex systems of interacting entities, at 
different levels of abstraction [108, 110, 119, 121, 162]. The theory of networks 
has been applied in linguistics looking at the co-occurrence of words in sentences 
[6, 102], and in theoretical physics networks have been applied in the study of 
percolation transitions [30]. Much work has been done analysing the structure 
35 
Graph theory 
Figure 2.3: Network motifs of size N = 3 and N = 4. There are two non-
isomorphic connected graphs between three nodes, and six of four nodes. 
of the Internet looking at the the networks formed by email contacts and web 
page links [118, 140, 162]. In the biological sciences networks have been used 
in epidemiology to study the spread of disease by contact between individuals 
in a population [97, 98, 135]. Other applications have been to model gene 
regulatory networks [69, 70], chemical pathways [90, 156] and, of course, protein 
interaction networks [55, 151]. 
Considering the interactions between proteins, which can be ascertained 
by a variety of methods [66, 73, 124, 152], it is possible to form a network 
where each node is a protein, and the edges represent interactions between 
proteins. Such networks are known as protein interaction networks (PINs) and 
it is hoped that these may shed light on the complex internal mechanisms of 
biological organisms. 
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2.2 STATISTICAL INFERENCE 
Maximum likelihood inference 
Given some probability distribution D with a set of (unknown) parameters 9, 
we would like to be able to infer values of 0 based on some fixed observed 
data x1 , — , xN drawn from the distribution with constant O. In the case of a 
continuous distribution D, if we can calculate a probability density function -10 
(or equally a probability mass function for discrete D), then we can calculate 
the likelihood function [34] of the distribution 
£(0) = fo (xi ,• • • OcN), 	 (2.10) 
i.e. the probability of the observed data under the distribution fe. In 
the case where the observed data x1 , ... , xN are independent and identically 
distributed this is equivalent to 
N 
L( 0 ) =rif . (xi), 	 (2.11) 
t=1 
the product of the individual probabilities of each observed data point. Tak-
ing the logarithm of the probability density allows us to simplify the calculation 
further by replacing the product in 2.11 with a summation, 
N 
log(t (9)) = L log(fe (xi)). 
i=1 
(2.12) 
Since the function log(x) is monotonically increasing in x, equation 2.12 
preserves any maxima of 2.11. 
To infer the parameters of the distribution we attempt to maximise £(0), or 
equivalently log(f., (0)) over O. The value of 0 corresponding to the maximum 
is known as the maximum likelihood estimate and written ii, where 
d = arge maxL(0). 	 (2.13) 
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The determination of g can be performed using traditional function optimi-
sation techniques such as simulated annealing [131] or the Nelder-Mead simplex 
algorithm [105] to explore the parameter space. For some fa it will be the case 
that there are multiple local maxima of .C., (0) and so care must be taken to 
ensure the parameters arrived at by the optimisation represent a global rather 
than local maxima. 
Model selection 
Model selection is applied to select a model that best fits the observed data. 
Given several statistical models we would like to know which is most likely 
to have produced the observed data. However the value of the likelihood we 
describe above is specific to a particular model and we cannot compare likeli-
hoods across different models easily unless the models are nested[28]. This is 
because it will always be possible to find a more complicated model with more 
parameters that provides a better fit to the data and hence has a higher likeli-
hood. Clearly it would be possible to create a model that fits the observed data 
perfectly, but which is overly complex and not representative of the system as 
a whole and would perform poorly as a predictive tool. 
Thus if we are to compare likelihoods in selecting a model that best describes 
the data, we require a methodology to allow us to balance the model complexity 
(the number of parameters) against its explanatory power. 
The Akaike Information Criterion (AIC) [2, 28, 33] allows us to select a 
model that fits the data well, whilst penalising more complex models, and 
advantageously compared to the likelihood ratio test, without the requirement 
that our models are nested. It is defined as 
AIC = —21og(L(4)) +2K, 	 (2.14) 
where K is the number of free parameters of the model. The Bayesian 
Information Criterion (BIC) [28] is similar, but puts a larger penalty on the 
complexity of the model. 
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2.3 MARKOV CHAIN MONTE CARLO METHODS 
Markov chains 
Restricting ourselves to a finite state space, for a sequence of variables 	N 
over a set of discrete states xi, E X a Markov chain defines the rates of tran-
sitions between states. A Markov chain is characterised by the dependence of 
transitions between states being conditional only on the current state and not 
influenced by previous states [56], 
FTUN+1 = xi ly N = xi, 'UN-] = xt-1, 	,vi = 	= PNN-1-1 =xiyN = xd• 
(2.15) 
Here we are only interested in time homogeneous Markov chains where 
the probabilities of transition between states remain constant between steps. 
The description above intuitively lends itself to a discrete time process where 
transitions between states are made in steps. We may also however define a 
continuous time Markov process by taking the transition probabilities of the 
chain as being the probability of making a transition within some infinitesimal 
time period [56]. 
The stationary distribution of a Markov chain, if it exists, is the probability 
of being in a given state x as the number of steps taken tends to infinity. For 
Markov chains obeying the detailed balance condition, 
7rxPx,y = nyPy,x , 	 (2.16) 
the chain will have a stationary distribution 7t [130]. 
Markov chain Monte Carlo methods 
Markov chain Monte Carlo (MCMC) methods centre around generating a 
Markov chain having a certain stationary distribution to allow us to sample 
from that distribution using some algorithm to simulate the Markov chain. 
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The MCMC method of Metropolis and Hastings [99, 106, 130, 131] allows 
us to construct a Markov chain with properties such that at steady state the 
chain will generate samples from a distribution f, without easily being able to 
draw samples from f itself. 
The Metropolis algorithm takes the desired density function f and a pro-
posal distribution q of the form q(y1x), where x and y are states of our Markov 
chain X. Given the current state of the chain x a proposal y is taken from the 
proposal distribution conditional on x 
9 — 9(91x). 	 (2.17) 
Then the proposed next state of the chain is chosen or rejected using the 
Metropolis acceptance probability 
p(x, y) = mirto -FY q(x1 y)) , 
 (2.18) 
f„ q (-y ix) 
where a transition will be made to state -y with probability p (x, y), or the 
chain will stay the current state x with probability 1 — p(x, y). 
A special case of interest is where we have a symmetrical proposal distri- 
bution i.e. 
ci(y1x) = q(xM, 
in which case the Metropolis acceptance probability becomes 
p(x, -y) = min.(1,). 
f„ 
Combining the proposal with the acceptance probability this gives 
t(x4 = ci(y1x)p(x, V), 	 (2.21) 
as the probability of transition from x to y given that we are currently in 
state x. Substituting this into equation 2.16 we then have 
fxt(x,"Y) = cl(x1Wmin(-1y,fx) = cI(Y1x)min(f.,,,fy) = t(y,x)-fy , 	(2.22) 
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and so the detailed balance condition is fulfilled, regardless of our proposal 
distribution, so long as it is symmetric. This allows us to trivially construct a 
Markov chain with stationary distribution corresponding to our desired distri-
bution f, regardless of the complexity of q or f. 
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3.1 INTRODUCTION 
Since the initial availability of high throughput protein interaction datasets 
[57, 73, 89, 152] a large number of studies have been published analysing their 
topologies. These have largely been performed in isolation from the wealth 
of other information available and so the biological relevance of these results 
has perhaps been overlooked. By including other sources of information in our 
studies where possible, we can give our work stronger foundations when framed 
in the context of the appropriate additional information available. 
In this chapter we present a method to allow us to better condition a net-
work resampling process on the available data. Given protein interaction net-
work data, we generate resainpled networks from which we can derive a confi-
dence interval for a statistic. Previously in the literature confidence intervals 
have either been ignored or have provided a very poor fit to the observed data 
[1]. Here we have attempted to include data from the Gene Ontology database 
[11] to allow us to generate more realistic randomised protein interaction net-
works. We can take an annotation for each protein categorising the process 
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in which it is involved, its function, and the cellular compartment in which it 
resides. Clearly we would not expect the interactions between proteins to be 
independent of their respective roles within the cell, and so we can condition 
on this information to better model the observed data. 
Motivation 
When calculating statistics based on protein interaction data it may be tempt-
ing to simply take the result at face value and assume the intuitive interpre-
tation to be correct. However to do so would be naive, especially considering 
the high levels of noise present in current datasets [12, 35, 64]. It is important 
to verify that any observed properties of a protein interaction dataset are in 
fact significant and informative about the nature of the data, since it may be 
the case that the observation is purely coincidental and would occur with equal 
likelihood in some appropriately randomly generated network dataset. 
To properly assess the significance of a statistic calculated from observed 
protein interaction data where it is not possible to do so analytically we can 
generate randomly resampled network datasets to build a confidence interval for 
the statistic of interest. This shows us whether a given result is an informative 
property of the network or insignificant when considered in the context of an 
ensemble of similar networks [18, 95, 122]. Ideally the degree of similarity of 
the resampled networks to the observed data should be such that the ensemble 
encompasses a broad range of samples from which our observations may be 
drawn. 
Existing methods 
In previous work approaches have varied, in some cases assuming that the net-
work can be represented by a simple Erdos-Renyi random graph [23], while 
others attempted to preserve the degree sequence of the observed network to 
some extent [1, 77, 101, 102]. Taking a randomisation approach as in Lemos 
et al. [88], whereby a sample is generated by simply randomising the list of 
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interactions, effectively compares the observed interaction data with an ensem-
ble of Erdos-Renyi random graphs as the Null model, which generally have 
radically different properties to the observed network. Given the deviation of 
degrees of nodes in the protein interaction data from the Poisson distribution 
of an Erdi5s-Renyi random graph [144] it would seem sensible to use a network 
resampling scheme preserving the degrees of nodes [15, 103], either explicitly 
[77, 101, 102] or probabilistically [1]. Without doing so it has been shown in 
Agrafioti et al. [1] that the generated confidence intervals (as in e.g. Lemos 
et al. [88]) can be well separated from the observed values, implying that the 
Null model is simply incorrect. 
3.2 METHODS 
Conditioning on existing data 
Taking a network 1\1- = (V, £) with N = IVI nodes and M = 1E1 edges, we 
have annotations for each node represented by a function -y(i) :V —0' giving 
the annotation of node i E V. For clarity, to begin with we will assume each 
node has a single unique annotation although a simple extension to allow for 
multiple annotations per node is presented later. Then from these annotations 
each edge in our network can be given a type as an unordered pair [x, y] of the 
annotations x, y E r of the source and target nodes of the edge (note that this 
ignores the orientation of the edge). 
If we define -y[,,,,v]  to be the number of edges of type [x,y], then choosing 
an edge uniformly at random from E will return an edge between nodes with 
annotation x and y with a probability 
= 
ifx0y, 
otherwise. 
(3.1) 
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Resampling scheme 
Our resampling scheme begins by taking a uniformly selected network from 
the set of networks preserving the degree sequence of the original network. 
To do so we follow the previous method of 'stub' rewiring [103] - removing 
edges but keeping a count of the degree of each node present. Edges are then 
reconnected to randomise the network but maintaining the degree of each node 
and so preserving the degree distribution in the resampled networks. 
To perform this rewiring process as outlined in algorithm 1 and figure 3.1 we 
first generate the set of 'stubs' of the network. We then uniformly at random 
select two distinct free stubs, and join them with an edge. Note that this 
may generate multiple edges or loops within the network, and so it may be 
desirable to reject any such proposed edges. Doing so however means that it 
is possible to reach a state from which no further edges can be created and 
the process must either backtrack or restart, which can be computationally 
expensive. Otherwise we can simply repeat this until there are no free stubs 
remaining and we are left with a randomly rewired network. 
Input: Network N = (V, £) 
Output: Resampled network (9 
E- (V,Ø); 
S (— Generate stubs of N; 
while S not empty do 
i (— Select uniform random stub from 8; 
j 	Select uniform random stub from 8 — i; 
add edge (i,j) to (9; 
S <— 8 -Nil; 
end 
Algorithm 1: Degree preserving network 'stub' rewiring algorithm 
Since we would like to generate a sample from an ensemble reflecting the 
extra information present in the node annotations, we apply the Metropolis-
Hastings algorithm [99, 106, 130] using an approximated likelihood based on 
the w[x m defined above. From our starting network, N, we repeatedly propose 
mutations and either accept or reject the new network, N' = (V', £'), based 
on the Metropolis criterion 
45 
Methods 
(a) 
• 
• 
• 
(c) 
Figure 3.1: Degree preserving resampling scheme, (a) starting with an input 
network, (b) a set of stubs for each node is generated by removing the edges 
but keeping the degree of each node. (c) Edges are then created between stubs 
until all are taken to rewire the network and generate a randomly resampled 
network with the degree sequence of the original preserved. 
p — min (1, Trjq  	, (3.2) 
7r gi,]lJ 
giving the probability p of making a transition to N', or staying in the current 
state and proposing a new N', where rt is the distribution we wish to sample 
from, and qi.j  the proposal density. 
For our mutation we first choose two edges uniformly at random from the 
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network and then swap them over with probability p given above as shown in 
figure 3.2. 
p 
 
Figure 3.2: The proposed mutation of randomly chosen edges a and b to give 
edges a' and b'. For x, y E I edge a is of type [x, y] while a' gives an edge of 
type [-y ,v]. The mutation to a' and b' is performed with probability p (equation 
3.6), based on the weighting of edges a' and b' of types [x, v] and [Li, y] defined 
by our matrix proportional to that of a and b. 
Since it is possible to form two different mutations based on the orientation 
of the edges selected as can be seen from figure 3.3 we simply randomise the 
selection of either of the two mutations so that either is chosen with equal 
probability. 
Figure 3.3: Possible orientations of edges when performing mutation step. Both 
potential configurations are chosen between with equal probability in the pro-
posal step to ensure that all of the sample space is explored. 
To define the likelihood of a given network from our ensemble we take as an 
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approximation the probability of the edges E under our empirical distribution 
w. Thus the likelihood function is 
Z(N) = 	w[y(i),Y(i)]) 	 (3.3) 
(i,i)Ea 
As we have a symmetrical proposal distribution, qt,j = qi,i, and so the 
Metropolis criterion reduces to 
. 	(2\1') 
p = mm 1, 	
(N) 	 (3.4) C 
and so from equation (3.3) we have 	
) 
11(iMEE/ W [1,(i), p = min (1, 	 (3.5) 7_, Y(i)]  
1 1(i,i)EE w[y(i),Y(M 	• 
Considering a single mutation as in figure 3.2 we can see that the only 
change between E and E' will be the edges a' and b', and so the terms in 
the products of equation (3.5) will be identical except for edges a = (i, j) and 
b = (k,1) which become a' (i,11.) and b' = (k, j). This reduces equation (3.5) 
to 
Y(i);),(1W W[Y(k),11(i)]  p = min (1 W[ 	  , (3.6) 
cuMi),yfillW[Y(k),Y4)1 
A simple methodology describing the procedure used is given in algorithm 
2. 
Under this scheme we will produce resampled networks conditioned on the 
weighting matrix w and preserving the degree sequence. It is important to 
ensure that the Metropolis-Hastings procedure used is run for enough steps 
[106, 131) (as specified by the parameter A) to allow the distribution to reach 
steady state. Then trivially by detailed balance [130] our samples will be taken 
from our desired ensemble. 
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Input: Network N = (V, E), weighting matrix w, annotation mapping 
y, number of steps A 
Output: Resampled network 0 
0 4.— (V, 0); 
8 4- Generate stubs of N; 
while S not empty do 
<— Select uniform random stub from 8; 
j f- Select uniform random stub from 8 — i; 
add edge (i,j) to 0; 
8 <— — fi, il; 
end 
for x 0 to A do 
a = (i,j) <— Select uniform random edge from 0; 
b = (k, 	Select uniform random edge from 0 — a; 
if i l and k j and i k and j l then 
p <— min (1, wlY(i),-Y(Inwf -r(k),you).  
' 4-1) EY(i),Y4H1wh,(k),1,1111 ' 
r <— Uniform random [0,1]; 
if r < p then 
a 	(i, 1); 
b 	(k, j); 
end 
end 
end 
Algorithm 2: Network rewiring algorithm 
Multiple annotation categories 
In cases where there are multiple different sources of information that we can 
apply, we would like to be able to combine all of these when performing the 
resampling. For instance in the results presented in section 3.3 we have taken 
Gene Ontology annotations of proteins in three different categories correspond-
ing to molecular function, cellular compartment and biological process. 
If we take the approach of combining all possible assignments of annota-
tions from our sources to form a single weighting matrix w = w1 w2, then 
we face two problems. First this will in many cases produce an intractably 
large matrix, but secondly we become at risk of over-fitting the data, as the 
combinatorial number of possible annotations allowed grows beyond the num-
ber of proteins in the network, so that each protein can be assigned a unique 
combined annotation. Clearly in this case there is only one possible resampled 
49 
Methods 
network configuration corresponding to the original observed network. 
Whilst this may be appropriate in some cases, here we prefer to define 
separate matrices w1 , w2 ,... , wi for each category of annotations. These are 
then combined by taking the joint probability distribution of the annotations, 
(3.7) 
i 	ee £ 
This assumes that the categories are uncorrelated - something which is poten-
tially not the case here, as it is likely that for example proteins with a certain 
function will be involved in similar biological processes. Using this method to 
generate the results shown in section 3.3 below, we separately construct three 
different weighting matrices for each type of Gene Ontology annotation and 
then combine them in the resampling process. Had we attempted instead to 
assign each protein a unique single annotation based on the combination of 
annotations assigned to it in each category we would have produced a square 
matrix of dimension 21 x 32 x 22 = 14784, which would prove computationally 
troublesome. 
Multiple annotations 
It may also be the case that a single protein is attributed multiple annotations 
x = (x1 , x2) E F and so we must accommodate this in our method, although 
it occurs rarely in the datasets used. Here we take the simple approach of 
averaging over all possible combinations 
k 
(1-) fx,y1 	kt 	co [xi 
i=1 
so that multiple annotations are given equal weights. 
(3.8) 
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3.3 RESULTS 
Data 
For the results presented below interaction data was taken from the Database 
of Interacting Proteins (DIP; dip. doe-mbi ucla. edu [161]). Similar results 
for other existing datasets are presented in the supplementary material in ap-
pendix C. The full set of GO and GOslim annotations are available from 
the Gene Ontology website (www.geneontology.org [11]), and the mappings 
used here are taken from the Saccharomyces Genome Database (SGD; www. 
yeastgenome.org). The mRNA expression data are taken from Cho et al. 
[31]. The evolutionary rates of proteins are taken from the study of Agrafioti 
et al. [1]. 
The S. cerevisiae interactome dataset taken from DIP has 4424 proteins 
with 13978 interactions between them, and is illustrated in appendix A, figure 
A.1. Given that the full GO database contains over a thousand possible an-
notations in each category, if we were to apply this using our methodology we 
would be in danger of over fitting the model to the observed data. It is easy 
to see that if we were to apply some 1500 possible annotations to a network 
dataset containing 4424 nodes and 13978 edges (a small fraction of the possible 
(N2 )) that a large number of between annotation edge types would simply not 
be observed, and those that were observed would only occur a small number 
of times. This would greatly limit the number of possible resampled networks 
we could generate and would not provide a suitably general Null model. 
Number of distinct annotations Unknown annotations 
Function 21 1753 
Process 32 1377 
Compartment 22 807 
Table 3.1: Summary of the GOSlim annotations available in each of the three 
categories. 
Taking the GOSlim annotations for the proteins in our dataset we have 
three categories of annotation: function, process and cellular compartment. 
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We combine these by calculating individual weighting matrices for each as 
described above in section 3.2. In table 3.1 and figures 3.4, 3.5 and 3.6 below 
we have summarised the annotation data. For many of the proteins in the yeast 
interactome we have no GOSlim annotations and so we have added an extra 
annotation to signify this in each category. While this annotation dominates 
there is still a good distribution of proteins amongst the other annotations. 
The observed between-annotation edge counts from the S. cerevisiae PIN 
using the GOSlim annotations in each category are shown in figures 3.7, 3.8 and 
3.9 below. For the functional annotations it is apparent that the diagonal, rep-
resenting interactions between proteins of the same function has an increased 
count of edges. There is however, still a large number of edges between proteins 
of differing annotations. The edge counts for the process annotations appear to 
be similar but with fewer edges to proteins of no annotation, due to the lower 
number of unknown annotations. Interestingly for the cellular compartment 
annotations, the edges mainly occur between a cluster of annotations, rather 
than between proteins in the same compartment, as is evident from the less 
pronounced diagonal compared to the other annotation categories. 
Where algorithm 2 was applied we set A to 100 * M, a value that produced 
results fitting the desired distribution in tests. When proteins have multiple 
annotations in a single category we have used the method described above in 
section 3.2. However most proteins only have a single annotation, with a small 
number having two and very few having more. 
Expression levels of interacting proteins 
Given an expression level for each protein in our dataset we calculate the cor-
relation of the levels of interacting proteins. This is performed for the original 
protein interaction dataset, a resampled network generated using a degree pre-
serving random rewiring and a resampled network using our extended method. 
To calculate correlations we use Kendall's 'r rank correlation coefficient. 
In figure 3.10 we have plotted the value of T for the observed data as well as 
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Figure 3.6: Histogram showing the number of proteins given each of the 23 
possible annotations (including unknown) for compartment using GOSlim on 
the S. cerevisiae interactome from DIP. 
  
1200 
1040  
800 
600 
400 
200 
Signal transducer 
Enzyme regulator 
Helicase activity 
Motor activity 
Ligase activity 
Lyase activity 
Nucleotidyltransferase 
Protein binding 
Translation regulator 
Dna binding 
Peptidase activity 
Phosphoprotein phosphalase 
Rna binding 
Isomerase activity 
Transferase activity 
Oxidoreductase activity 
Transcription regulator 
Hydrolase activity 
Transporter activity 
Protein kinase 
Unknown 
Structural molecule 
U 
 
ii! 	11 73: Uri 1 I 1 I I 
13 I 1 
E 	 '2 	ce 	 e0 9 .0 E., 70 .sI 	2 2.  
w § 	§ 8 	t i± 	
2 
 
Figure 3.7: Edge counts for each type of edge for function annotations from 
GOSlim on the S. cerevisiae interactome taken from DIP. Note that the matrix 
is symmetric as we have defined edge types as an unordered pair 
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GOSlim on the S. cerevisiae interactome taken frorn DIP. 
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Figure 3.9: Edge counts for each type of edge for compartment annotations 
from GOSlim on the S. cerevisiae interactome taken from DIP. 
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for 1000 resampled networks. Using a simple degree preserving rewiring method 
as described in algorithm 1 we can see that the statistic as calculated from the 
set of resampled edges falls well away from the observed value. However using 
our method we see a clear shift towards the observed value so that the result 
falls within our resampled confidence interval. 
Furthermore in figure 3.11 we have plotted the same analysis but using 
only one category from the GOSlim annotations at a time rather than the full 
combined set of annotations. This shows a less pronounced shift towards the 
observed value, with the process annotations showing the greatest shift towards 
the observed value. 
This would suggest that the annotations for the process the protein is in-
volved in play a greater part in improving our resampled confidence interval 
than the other two annotation categories. Since we are measuring the cor-
relation of expression levels of interacting proteins, the results show that the 
preference for the formation of edges between proteins involved in certain pro-
cesses (as illustrated in 3.8) plays the largest role in explaining correlation 
between interacting proteins. 
Evolutionary rates of interacting proteins 
As above we take an evolutionary rate for each protein and then calculate 
Kendall's T for the evolutionary rates of all pairs of interacting proteins. The 
observed dataset suggests a small correlation between the evolutionary rates 
of interacting proteins, implying that proteins that interact co-evolve to some 
degree, as previously reported in Fraser et al. [51] and Agrafioti et al. [1]. 
As can be seen in figure 3.12 where we have plotted the value of Kendall's 
T for the S. cerevisiae PIN along with the resampled values from our Null 
models, the degree preserving resampling scheme of algorithm 1 again fails to 
capture the observed value. When we include the GOSlim annotations we see 
the observed value falls well within the confidence interval generated by the 
resampling procedure. 
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When we now look at the results for our method using only a single annota-
tion category we see a smaller shift towards the observed value. Interestingly in 
this case the largest shift is provided by the annotations for the function of the 
proteins, rather than the process in which they are involved. Intuitively this 
would seem to be a result of proteins with interacting functions co-evolving, 
and suggests that the GO annotations capture some of this information. Since, 
in order to produce a Null distribution covering the observed statistic, we must 
include all annotations, we can see that function alone does not fully explain 
the correlation, and that extra information is contained in the annotations for 
process and compartment. 
3.4 DISCUSSION 
We have presented an algorithm that allows us to condition a network rewiring 
process on existing data to generate confidence intervals on network statistics. 
Using our improved network Null model we have been able to illustrate the 
value of conditioning a network rewiring process on additional data. Taking 
into account the information about the proteins in the network available from 
Gene Ontology, we can generate much more realistic confidence intervals than 
previous network rewiring schemes. We expect that our methodology would 
benefit similarly from other sources of information that explain some of the 
structure of the network and so provide a more realistic network Null model. 
Our results show that the correlations observed in expression levels and 
evolutionary rates of interacting proteins can be explained by the general bio-
logical structure of the interactome as described by the GO annotations, and so 
such a result would be expected from any similar biological network. We have 
also identified the main variables explaining correlations in expression levels 
and evolutionary rate (process and function respectively) in the S. cerevisiae 
PIN. When included in our probabilistic network resampling framework these 
variables contribute the most to capturing the observed correlations. 
More generally, our method is applicable to any statistical analysis of net- 
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works where discrete properties of nodes are available. Given interest in the 
properties of correlated networks [18, 22] it may prove useful in other fields or 
applications within systems biology. Since we can apply our method to any dis-
crete properties of the nodes there may be further applications in the analysis 
of PIN structure, not only in generating confidence intervals conditioning on 
available data, but also in identifying potential hidden explanatory variables 
in the data. 
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Figure 3.10: Kendall's T calculated on the expression levels of interacting pro-
teins in the observed S. cerevisiae PIN data from DIP (red line), a degree 
preserving network resampling Null model (algorithm 1) and our Null model 
conditioning on GOSlim annotations (algorithm 2) in all three categories. The 
method of algorithm 1 produces resampled networks that cause the observed 
value to fall well outside of the confidence interval. Using our Null model the 
resampled networks cover the observed value. 
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Figure 3.11: Kendall's T calculated on the expression levels of interacting pro-
teins in the observed S. cerevisiae PIN data from DIP (red line), (a) a degree 
preserving network resampling Null model (algorithm 1) and our Null model 
conditioning on GOSlim annotations (algorithm 2 for each of (b) compartment 
(c) function and (d) process individually. 
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Figure 3.12: Kendall's T calculated on the evolutionary rates of interacting 
proteins in the observed S. cerevisiae PIN data from DIP (red line), a degree 
preserving network resampling Null model (algorithm 1) and our Null model 
conditioning on GOSlim annotations (algorithm 2) in all three categories. The 
method of algorithm 1 produces resampled networks that cause the observed 
value to fall well outside of the confidence interval. Using our Null model the 
resampled networks cover the observed value. 
61 
2 
          
          
  
• No annotations 
k Compartment 
       
           
           
           
         
         
         
         
O 
        
           
0.10 	 0.00 	 0.05 
(Kendall's tau Rank Correlation) 
-005 0.00 	 0.05 
(KendalIs tau Rank Correlation) 
0.10 
• No annotations 
• No annotations 
• Process 
• No annotations 
• Function 
a 
I 
Discussion 
Evolutionary Rate Evolutionary Rate 
Evolutionary Rate Evolutionary Rate 
s _ 
—0.05 0.00 	 0.05 
(Kendall's tau Rank Corr-Welton) 
0.10 	-0.05 	0.00 	 0.05 
(Kendall's tau Flank Correlation 
0.10 
Figure 3.13: Kendall's T calculated on the evolutionary rate of interacting 
proteins in the observed S. cerevisiae PIN data from DIP (red line), (a) a degree 
preserving network resampling Null model (algorithm 1) and our Null model 
conditioning on GOSlim annotations (algorithm 2 for each of (b) compartment 
(c) process and (d) function individually. The method of algorithm 1 produces 
resampled networks that cause the observed value to fall well outside of the 
confidence interval. Taking only single annotation categories we move the 
resampled networks closer to the observed value but are not covering it. 
62 
Multi-model inference 
4.1 INTRODUCTION 
Using maximum likelihood inference techniques to fit models to protein interac-
tion data can inform us about the features of the network and the mechanisms 
underlying its evolution. To perform such an analysis requires us to calculate 
a likelihood £ for the observed data given a model, and so we must calculate 
the probability of the observed network in our ensemble of model networks. 
As described in the introduction a simple approach is to model the degree 
distribution of the network and calculate the fit of the observed data to the 
model. Whilst this potentially ignores some of the features of the structure 
of the network, it allows us to consider complex models of network growth 
that could not easily be applied otherwise. It is also worth noting that the 
degree distribution is of interest in itself, and so the fit of analytical models 
to the empirical degree distribution is worthy of investigation, and has previ-
ously gained much attention in the literature regarding scale-free properties of 
networks [3, 13, 27, 74, 148, 158]. 
Taking this approach allows us to consider models of network growth for 
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which we can calculate a degree distribution without having to perform multiple 
simulations and so is more efficient, as there is no need to perform bootstrap-
ping. Previous studies have used other statistics to assess the fit of network 
models to the observed PIN data, for example subnetwork counts as in Mid-
dendorf et al. [100], or a collection of statistics [126]. Our approach allows us 
to calculate exact likelihoods but for an approximated model based on degree 
sequence, and is able to include sampling effects directly in the model. 
We consider several different models of PIN evolution from the literature, 
ranging from simple analytical models of degree distributions to more com-
plex systems evolving over time. In the study presented below these models 
are taken and used to ascertain which best describes the observed interaction 
datasets. 
4.2 METHODS 
Sampling 
The network datasets that we are using are samples of the actual interactome 
of the organism. Since the data we use is largely incomplete [35, 143], in order 
to compare a model to the data we must include the sampling process in the 
model. If we do not then there is a danger that our results will be influenced 
by the action of the sampling process on the network. While it may at first 
seem inconsequential to simply analyse a subnetwork of the PIN, this can in 
fact introduce a significant bias [62, 85, 147, 148]. 
Here we choose to apply a simple uniform sampling scheme as previously 
described in Stumpf and Thorne [146], whereby it is assumed that in the ex-
perimental process each protein is included with some constant probability and 
true edges are always reported, with no false positives. 
Considering the range of experimental techniques used and the presence 
of both targeted and high throughput interaction data, it seems likely that 
both the rate of protein sampling and true and false positives would vary. 
64 
Methods 
However, as we are only attempting to take into account the incompleteness of 
the data, rather than addressing the inherent experimental noise this approach 
seems justified. It is also worth noting that current data are not accurate 
enough to allow us to infer easily the sampling bias at a protein-by-protein 
level, or estimate levels of noise present [157]. Therefore it seems that the most 
parsimonious approach is to consider only the effects of incomplete sampling, 
rather than attempting to fit a more complex model of sampling and noise. 
Assuming that the proteins are sampled with a uniform probability o- we 
can derive a degree distribution for the sampled network from the distribution 
of the full network [146, 148]. This can be applied quite generally to any 
distribution and so is applicable to all of our models. 
For a single node of the full network of degree i also present in the sub-
network, each of its neighbours is sampled with probability o. Therefore the 
degree k of the node under sampling is drawn from a binomial distribution, 
Binom(n, p), where 11 = i and p = o-, 
P(kR) = i &co 	0.)(t—k) .  ( k 
	
(4.1) 
Then considering all nodes of degree i > k the probability of observing a 
node of degree k in the subnet is 
P(k)o- = L P(kii)P(i) 
i=k 
L (k) i=k 	
0.k 0 -0)(i-k)P(i).  
To calculate this, we simply sum until the value of P(10-)P(i) < 
(4.2) 
e for some 
sensibly chosen e (here we use e = 1 -20).This is justified because we are 
interested in finite network models and the empirical estimate of P(i) falls 
quickly to zero. We have also confirmed the accuracy in simulations. 
Thus to compute the degree distribution of a sampled subset of one of our 
network models we first compute the distribution for the full network. To 
do this we need to know the number of nodes, N, and edges, M, in the full 
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network. Given the number of genes Ns comprising our interaction dataset we 
can derive the sampling probability o as we have a good approximation of the 
total number of genes NT the organism possesses from genome sequencing and 
annotation projects, 
= Ns 
Cf  
INT 
(4.3) 
With this knowledge, and making the assumption that under our sampling 
scheme the probability of sampling any interaction of the organism is o.2, from 
the number of edges in our network dataset Ms, we can derive an approxima-
tion of the number of interactions MT in the organism to use in our model, as 
described in Stumpf and Thorne [146], 
MT = 
MS 
o 2 • (4.4) 
Since interaction data only include proteins with observed interactions, 
there will be no proteins in the network with no edges, and so no nodes of 
degree zero. However, the network growth models we are considering allow for 
the formation of such nodes, so the sampling model we use must incorporate 
this. Trivially, this can be performed by growing a network of the full NT pro-
teins, and discarding those with no interactions, adjusting the sampling fraction 
appropriately depending on the final number of proteins of degree greater than 
zero. 
Data 
Network data from several different sources and organisms were used. The 
datasets hereon referred to as C. elegans DIP, D. melanogaster DIP and S. 
cerevisiae DIP (as illustrated in figures A.2,A.4 and A.1) were taken from 
the Database of Interacting Proteins (DIP; dip .doe-mbi ucla. edu [161]) en-
tries corresponding to their respective organisms. The DIP database contains 
aggregated interaction data from several different sources. The datasets C. 
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elegans Li and D. melanogaster Giot (as illustrated in figures A.3 and A.5) 
are experimental datasets taken from IntAct (www . ebi . ac . uk/intact [81]). 
We compute the approximate sampling fraction a using the genome sizes 
taken from Ensembl (www. ensembl . org [47]), shown in table 4.1. 
Dataset Proteins Interactions Genes Sampling 
fraction a 
S. cerevisiae DIP 4968 17537 6532 0.76 
C. elegans Li 2622 4015 20140 0.13 
C. elegans DIP 2646 4037 20140 0.13 
D. melanogaster Giot 6991 20401 14141 0.49 
D. melanogaster DIP 7460 22827 14141 0.53 
Table 4.1: Summary of network datasets used with estimated sampling fraction 
a 
Comparing random graph models 
Given the degree distributions of the network models under sampling, we can 
apply them to the observed data yi to obtain a likelihood for each model. Since 
some of the model parameters 0 are unknown, these are inferred by maximising 
the likelihood function Cm (0) of a given model M 
It 
tm(0) = n Pm (Vt; 0 ), 	 (4.5) 
t=i 
which gives the likelihood of the observed values under our model M with 
parameters 0. Once we have determined the maximum likelihood estimates 
for the model parameters, which we will denote by fi, we apply the Akaike 
Information Criterion (AIC) [2, 28, 33], 
AIC = —21o6C3,1  ( ti)) +2K, 	 (4.6) 
where K is the number of parameters of the model. A more complex model 
will be penalised if it requires more parameters without providing a suitable 
improvement in the fit of the model to the data. The smaller the value of 
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the AIC the better the model explains the data, with the minimum value 
corresponding to the model that explains the data best. 
Looking at the AIC values for each model i we can take AIC differences Ai 
relative to AICmin, the minimum value of AICi, defined as 
Di = AI Ci — AIC,i,. 	 (4.7) 
From this a weight ui for each model is defined called the Akaike weight, 
which is the probability of this model being the best of the set of models under 
consideration, 
e 
lit - 	J (4.8) 
L e 4°) 
i=1 
Using these weights we can then see which model fits the data best, as well as 
their goodness of fit to the data relative to each other. 
4.3 ANALYTICAL MODELS 
First we will consider some potential analytical probability distributions and 
attempt to fit them to the observed degree distribution data. These are all 
parametrised in some way, and for those models where the distribution cor-
responds to a random network model, it may be possible to directly relate 
the parameters to a particular property of the network, at least as an ap-
proximation. However, as mentioned earlier the majority of these models only 
correspond to an approximation of a random network model in the limit of 
N —4 co. It is still worth noting that some classes of distribution correspond to 
certain network growth models, as in the case of the power-law distribution. 
Poisson distribution 
The Poisson distribution corresponds to the classical Erdi5s-Renyi random 
graph [36, 41]. Starting from the full set of N = IVI nodes an edge is cre-
ated between each pair of nodes with some probability p. Since each node 
forms edges to its N — 1 potential neighbours with probability p the degree of 
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each node is distributed binomially. Taking the Poisson approximation to the 
Binomial distribution for large N and small p gives 
P(k) = e—A —k! 
	
Ak 	
(4.9) 
with A = (N — 1)p. Such a scheme produces a network with nodes of average 
degree A. 
Exponential distribution 
An exponential degree distribution is formed by a growing random graph where 
edges are added uniformly at random between existing nodes, as is described 
in Callaway et al. [29] and Dorogovtsev and Mendes [36]. In the limit of large 
N such a network will have degree distribution 
P(k) = 
1 	k 
(4.10) 
and the nodes of the network have average degree (3. 
Scale-free distribution 
A scale-free or power-law degree distribution is generated by a network model 
favouring attachment of edges to nodes of high degree [13, 37], and is generally 
of the form P(x) = XTY. As we are interested in discrete distributions we use 
the Zipf distribution, where we take the Riemann Zeta function to normalise 
the probability, 
P(k) " k
—Y 	
(4.11) 
The single parameter y determines the weight of the tail of the distribution. 
For networks of finite average degree, it must be the case that y > 2, otherwise 
the first moment will diverge [36] and the average degree of a node will not be 
finite in the limit as N 	oo (it is possible in some cases of infinite network 
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models that the average degree may diverge — this corresponds to the case 
1 < y < 2). 
Log-normal distribution 
Log-normal distributions are used to describe random variables that exhibit a 
normal distribution over a logarithmic scale, 
ln( (1,-0) ) 2 
P(k) = C
e 	2a2
(4.12) 
(k — (3)o-V.Y' 
where C is a scaling constant to normalise the distribution [146]. Parameter 
p shifts the distribution and m is a scaling factor, while the parameter o- is the 
standard deviation of the logarithm of the random variable. 
Stretched exponential distribution 
A scaled version of the exponential distribution described above allows further 
parametrisation to better capture the distribution [142, 144], in particular the 
`long tail' of the degree distribution often seen in real world networks, 
a-
1 P(k) = Cm( li ) 	e—(trk—Y. 	 (4.13) 
The parameter cc represents the stretching and C is a normalising coefficient. 
Implementation 
Distributions and likelihoods were calculated using a program written in Python. 
The Scipy Python package (www . scipy. org [75]) was used to calculate the 
Zipf and Log-normal distributions. To determine the unknown parameters the 
Nelder-Mead simplex algorithm [105] function optimisation routine of Scipy 
was used to determine the maximum likelihood estimation of the parameters 
for each network dataset. 
70 
Analytical models
M ode l Log-likeliho od (A kaike W ei ght. s)
A B C D E
1 -304 06 (0.00) -149 37 (0 .00) - 144 38 (0 .00 ) -13628 (0.00) - 1 3 61 7 (1.00)
2 -9717 (0 .00) -591 2 (0.00) -4 203 (0. 00 ) -4184 (0.45) - 4 18 4 (0 .55)
3 -9776 (0 .00) -5958 (0 .00) -4 23 0 (0.00) -4211 (0.44) - 4 2 1 0 (0 .56)
4 -29 657 (0 .00) -165 74 (0.00) -1488 9 (0 .00 ) - 14 3 9 2 (1.00) -14414 (0 .00 )
5 -4 3477 (0 .00 ) -214 98 (0 .00) -1 9655 (0. 00 ) - 18 9 4 0 (1.00) -18 958 (0 .00 )
Table 4.2: Ignoring sampling , log-likelihood values and Akaike weights der ived
from the models over the network data (1) S. cerevisiae DIP (2) C. elegans
Li (3) C. elegans DIP (4) D. tnelenogester Giot (5) D. tnelenogester DIP .
For the models - (A) Po isson (B) exponent ial (C) scale-free (D) stret ched
exponential (E) log-normal
0.1
0.01
Empirical +
Poiss on -------
Exp onential --------
Scale-free
Stretched exponential -
Log-normal -- -- -- -
0.001
+
0.000 1
10
+ -#++- ++ +
100
F igure 4.1: The empirical degree distribution of the S. cere visiae PIN and
distributions for the maximum likelihood parameter estimates, ignoring the
effects of sampling in the observed data.
R esults
Log-like lihood values calculated for t he differ ent datasets for the models we
used are shown in tables 4.2 and 4.3. The degree distributions for each model
under the maximum likelihood est imates of t he parameters are shown for the
various PIN data with and without sampling in figur es 4.1,4.2,4.3 and 4.4 .
In all cases the Poisson distribution provides the worst fit , as it clearly fails
to capture the 'long-t ail' of the observed distribution. If we ignore the effects
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Figure 4.2: The empirical degree distribu tion and maximum likelihood estima tes of the ana lyt ical distribu tions for C. elegans DIP, C.
elegans Li and D. tnelen ogestet DIP and D. m eleu ogestet Giot PIN data, ignoring t he effects of sam pling.
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M ode l Log-likeliho o d (A ka ike Wei g ht s )
A B C D E
1 - 3040 6 (0.00) -1 4311 (0 .00) -149 76 (0.00) -1 39 25 (0.00) -1 3872 (1. 0 0 )
2 -9 717 (0.00) - 5 793 (0.00) - 6556 (0 .00) -554 3 (0.00) -5 0 3 6 (1. 0 0)
3 -9776 (0 .00) -58 36 (0.00) - 6601 (0.00) -558 4 (0.00) -5 071 (1. 0 0 )
4 - 29657 (0 .00) -1 601 5 (0 .00) -1 7002 (0.00) - 156 32 (0.00) -1 5244 (1. 0 0)
5 - 43477 (0 .00) -20 77 6 (0 .00) -2 15 75 (0.00) -200 90 (0 .00) -1 973 9 (1. 0 0)
Table 4.3 : Including the effects of sa mpling, log-likelihood values and Akaike
weights derived from the models over th e network dat a (1) S. cete visiee DIP
(2) C. elegans Li (3) C. elegans DIP (4) D. melanogaster Giot (5) D.
melanogaster DIP. For the models - (A) Poisson (B) exponent ial (C) sca le-
free (D) st retched exponent ial (E) log-normal
0.1
0.01
" -1'.
+
Empirical +
Poisson -- - ----
Exponential --
Sca le- free
Stretched exponent ial - --
Log-normal -- -- -- -
0.001
0.000 1
10
+
+
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100
Figure 4.3: The empirical degree distributi on of the S. cerevisiae PIN and
distributions for the maximum likelihood par am eter est imates, including sam-
pling.
of sampling on t he model distributions, it appears that the best fit to t he dat a
is provided by either the stretched exponent ial or log-normal distributi on .
Under our model of sampling in all cases the log-normal distributi on pro-
vides the best fit . Interestingly, the exponent ial distribution then performs
bet ter than t he scale-free distribution under sampling, whereas when ignoring
sampling this is reversed . However , the scale-free distribution does not provid e
t he best fit t o the dat a under any condit ions .
The Akaike weight s calculated show a strong preference for a single model
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Figure 4.4: The empirical degree dist ribut ion and maximum likelihood est imates of th e ana lyt ical distributions for C. elegans DIP, C.
elegans Li and D. tnelen oges tet DIP and D. m elanogaster Giot PIN data, inclu ding the effects of sampling.
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Growing random networks 
in almost all cases, rather than a mixture of multiple models, since only the 
model with the largest likelihood has a non-zero weight. The exception is for 
the stretched exponential and log-normal distributions in the models ignoring 
sampling with the C. elegans data, where the two likelihoods are very close, 
and there is an near equal weighting given to the two. 
4.4 GROWING RANDOM NETWORKS 
The models described above are general probability distributions, and while 
some correspond to certain network growth models, the forms presented above 
may only describe the degree distribution of the network in the limit of large 
time as N 	oo. However, since we are interested in inferring properties of the 
larger 'true' networks from the existing observed sampled networks it would 
seem wise to consider the effect of the time period over which it has been 
growing (or equivalently network size) on the distribution. 
Here we take a master equation approach [54, 153] to generate the degree 
distribution of the model after some time t, by considering changes in the 
expected number of nodes of each degree in discrete time steps. 
Uniform random growing networks 
In our simplest model of network evolution we grow the network in discrete 
time steps, adding a new node at each step, then forming several new edges 
uniformly at random between all of the nodes in the network [29, 36]. This 
is repeated until the network has grown to the desired size N. Starting from 
a single node, at a time t the expected number of nodes of degree k, denoted 
by Vk,t is increased by the addition of edges to one of the Vk_i ,t_i nodes of 
degree k — 1 present at time t — 1. If we add ri edges at each step then the 
expected number of new nodes of degree k will be 
2i Vk-1t-1 
Nt-1 
(4.14) 
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as each edge is attached to two nodes, and writing the number of nodes at 
time t —1 as Nt_1 , the probability of choosing one of the Nt_1 nodes of degree 
k — 1 is V t-1 N t_i 	• 
In addition Vk,t_1 is decreased by the addition of edges to nodes of degree 
k, the expected number of which will be 
211 Vk t-1  
iNt_i 
(4.15) 
Thus 
211Vk_ 1 2/1Vk,t-1 
Vk,t = Vk,t-1 	 (4.16) Nt—i 	Nt—i 
where Nt_i denotes the total number of nodes present at time t-1, and ri 
is the number of edges added at each step. This ignores the possibility of more 
than one edge being added to a particular node in a single step, the probability 
of which decreases quickly as the network grows. 
In the special case where k = 0, the addition of edges can only decrease 
Vo,t, but there is an increase by one at each step due to the addition of the 
single node with no connections, so that 
Vo,t = Vo,t-1 +1 	 (4.17) 
Nt-1 
From the starting point Vk,o = 0 we can then trivially calculate a distri-
bution of node degrees for a given ri and time t by iterating from the initial 
condition. To avoid the case during the initial steps in which -11 > Nt_i, it may 
be desirable to begin from a random configuration of edges at some small time 
t at which this is no longer the case. 
Linear preferential attachment 
Another approach is to grow the network whilst biasing the formation of edges 
towards nodes of high degree [13, 3/. At each time step a new node is added 
to the network, and edges formed from the new node, with the probability 
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of connection to a given node proportional to its degree (we add one to each 
degree to allow nodes of degree zero to form new edges). Thus the probability 
of an edge being formed to an existing node of degree k becomes 
P(k) — (k + 1)Vk t—i  • 
Li () +1114j,t-i 
and so at each time on average we form 
11 L i (j + 1)Vj,t_ 
new nodes of degree k by attachment to nodes of degree k — 1 and lose 
(k + 1 )Vk,t-- (4.20) i  
1E;(i+ 1 )3/4 ,t—, 
nodes by attachment to nodes of degree k. 
The number of edges formed in each step is distributed as a Poisson random 
variable with mean specified by the parameter -q; if we were to simply create 
all new nodes with ri edges then there would be no nodes with degree less than 
11. The probability of the node created at each step being of degree k is then 
distributed as 
e—Thrik 
== ki' 
SO Vk,t increases by 	11' ki 
This gives the master equation Vk,t defined below for the expected number 
of nodes of each degree at a given time, 
   
t = 0, 
k = 0,t > 0, Vo,t— = Vo,t_ 	11: 
 
 
e ThLe 	kW— 1. t—    otherwise. Vk,t-1 	k! 
(4.22) 
Again, it may be desirable to begin from a random configuration of edges 
at some small time t at which N t_i > 
77 
(4.18) 
(4.19) 
(4.21) 
Growing random networks 
Duplication models 
The aim of the family of duplication models described below is to attempt to 
include some biological knowledge to inform the modelling process, in partic-
ular the phenomenon of gene duplication. Duplication events can occur on 
single genes, groups of adjacent genes, chromosomes, or less frequently at the 
level of the entire genome [5, 58]. The redundancy of the presence of multiple 
copies of identical genes allows mutations due to the greatly reduced selection, 
and can result in a copy either becoming inactive through mutations, becom-
ing a pseudogene, or more interestingly, allowing for a functional divergence. 
This occurs when the pair of originally identical genes mutate into differing 
functional niches and so diverge in their interactions; this process is thought 
to play a major role in the evolution of molecular networks [58, 96, 159]. 
Several models of network evolution by duplication have been considered 
in the literature based on various schemes of node duplication and divergence 
[19, 72, 120, 141, 154, 159]. In a study presented in Middendorf et al. [100] the 
model of Vazquez et al. [154] was shown to best describe the D. melanogaster 
interactome based on subgraph counts, with the model of Sole et al. [141] 
performing almost as well. 
All of our duplication models use the same fundamental node duplication 
scheme as illustrated in figure 4.5, similar to that presented in Ispolatov et al. 
[72], but allowing for the formation of interactions between the duplicated and 
original nodes, as in Vazquez et al. [154]. To perform a single duplication step 
we select a node uniformly at random from the network. We then duplicate 
the node and preserve each of the edges of the original node to its neighbours 
with probability 6. An edge is also formed linking the duplicated and original 
nodes with probability a. 
Pure duplication 
Taking the basic duplication model, we set the initial conditions for t = 0 such 
that 
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Figure 4.5: The duplication scheme used in our duplication model. (a) A pro-
tein is selected at random (shown in red) to be duplicated. (b) The duplicated 
protein forms an edge to its original copy with probability a, and retains each 
of the edges to neighbours with probability b. 
Vk ,o = 251 (k) , 	 (4.23) 
corresponding to two nodes connected by a single edge. We will refer to the 
selected (red) node in figure 4.5 (a) as the original node and the copied node 
shown in figure 4.5 (b) as the duplicated node. 
For Vic,t we count the nodes of degree k created and lost by the duplication 
process. Considering the duplicated node, since we maintain edges with prob-
ability 5, the expected number of nodes of degree k created by the duplication 
is given by 
sk,t 	 )5k (1 — 5) i—k 
i>k N t_1 k 
c° i 	
(4.24) 
_ where we sum over all degrees i, > k. The term Nits i  corresponds to the 
probability of selecting a node of degree i for duplication from the N t_i nodes 
present at time t —1, and (ki)Sk (1 — 45) i—k is the probability of a node of degree 
i maintaining k edges after duplication. 
Taking into account the possibility of adding an extra edge between the 
duplicated and original nodes with probability cc we then have the expression 
(1 - CX)Sk ,t, 	CCSk_1 ,t, 
	 (4.25) 
for the expected number of duplicated nodes of degree k created, whilst the 
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Vk-1,t-1 Vk,t-11 
Vk,t = Vk,t-1 + (1 — CX)Sk,t + a sk-1,t + 
Nt_i 	Nt-1 
+{k -1,t-15 	Vk t-15   (k 1) 	 k  ' 	(4.28) 
Nt—i 	Nt-1 
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addition of the edge to the original node increases its degree, we must therefore 
add the terms 
Vk-1,t-1 aVk't-1  , CY 
Nt-1 	Nt-1 
for the possibility of the gain of a node of degree k from one of degree k-1, 
and the loss of a node of degree k to one of degree k + 1. 
It is also possible to gain and lose nodes of degree k via the edges gained 
by the neighbours (green nodes in figure 4.5) of the original node and so finally 
we have the terms 
(k 	1) Vk-1,t-16 	Vk t-15  k ,   
Nt-1 	Nt—i 
(4.27) 
Combining these gives Vk,t for k > 0,t > 0 as 
(4.26) 
For the special case of k = 0 the terms for nodes of degree k— 1 disappear, 
along with the possibility of a gaining an edge by the duplication of a neighbour, 
and so 
Vo ,t-1  
Vo,t = Vo,t-1 + (1 — ct)S0,t cc 	. Nt-1 
Given equations 4.28 and 4.29, we can start from the initial conditions and 
apply the recursion for progressive values of t until we have the Vk,t_ for our 
desired t. 
Duplication with random attachment 
Combining the duplication model with a growing random model via a parame-
ter A gives us a new model, whereby at each step we either perform a duplication 
with probability A or random attachment with probability 1 — A. This adds 
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terms as in 4.16 to our master equations 4.28 and 4.29 above, so that 
Vk— 1 t-1 Vk,t= Vk,t-1 + A (1 — (x )Sk,t + a (sk-1,t + Nti i  
+ (k 1) V" 
Nt-1 
't—lb kV" Nt—i —16 + ( 1 A) ( 21.11/1"  't-1  Nt—i 
Vk,t—i) 
Nt—i 
2111(k,t-1 
Nt-1 
(4.30) 
where the A term corresponds to duplication and the 1 — A term to random 
attachment. Similarly, for the case k = 0 we have 
Vo t_1 	 211Vk,t— 1 \ Vo,t = Vo,t—i +A 	— cc)So,t 	Nt—i I (1  7T) (1 	1\4_ 1 
 ) , (4.31) 
and Sk,t and Vk,o remain as defined above. 
co 
Vt,t-1 (i) Sk,t = t 	N 	k 5k(1  (4.32) 
	
Vk,o = 26,(k). 	 (4.33) 
Duplication with preferential attachment 
Alternatively we may combine the duplication model with the linear prefer-
ential attachment scheme. Once again, at each time step the parameter A 
determines the probability with which we perform either a duplication or at-
tachment step. With probability A a node is selected at random and duplicated, 
mimicking a gene duplication, or with probability 1 — A a node is added using 
the preferential attachment scheme described previously. Combining 4.28 with 
4.22 gives the master equation Vk,t 
( 	 Vk-1 t-1 	Vk,t-1 1-  Vk,t = Vk,t-1 A 1 — c()Sk,t + a (Sk-1,t + , ' Nt-i 	Nt-i 
+ (k 1)Vk_i,t—i5 kVk't-15 
Nt-1 	Nt-1 
+(1 — A) 	
+— kVki ,t—i 	(k+1)Vk,t-1 
T1 k! 	Ej(7 + 1 )Vi,t-i 	Ei(7+ 1)16j-1 
(4.34) 
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and similarly for k = 0 we have 
(Vo t—i ) Vo,t = Vo,t_i + A (1 — (x)S0,t a ' 
Nt—i 
+ (1 — A) (e-1 	Vo,t-1  Ei + 1 
where Sk,t is again 
(4.35) 
Sk,t = 
Vt,t—i (i)5k(1 _ 6)t—k , 
i>k Nt_I k 
(4.36) 
and the initial conditions 
Vk,0 = 251 (k). 	 (4.37) 
Implementation 
Each of the distributions that we have derived above was implemented as a 
function in the C programming language, and used within a Python program 
utilising the Scipy (www. scipy. org [75] ) function optimisation routines. How-
ever to infer the parameters of the duplication models, the shape of the like-
lihood surface prevented the Nelder-Mead simplex algorithm from converging 
to the maximum due to the presence of a large ridge on which the maximum 
is located. Instead the Powell method [123] of Scipy was used, which gives a 
much faster convergence to the correct maximum. 
Results 
In tables 4.4 and 4.5 log-likelihood values for the estimated maximum likelihood 
parameters and Akaike weights are given for our network growth models, with 
and without compensating for sampling effects. We show plots of the degree 
distributions for our various models with and without sampling in figures 4.6, 
4.7, 4.8 and 4.9. Further, we have included illustrations of the network models 
under the maximum likelihood parameters inferred from the S. cerevisiae DIP 
network data, shown in figure 4.10. 
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M ode l Log-likeliho o d (A kaike W ei ght s )
A B C D E
1 -1 5 07 5 (0 .00) -14 149 (0 .00) - 1 3 6 4 4 (0 .60) -1 3643 (0. 30) -1 3644 (0 .10)
2 -5 78 5 (0 .00) -44 4 7 (0 .00) - 4 2 0 7 ( 0 .79) -4207 (0. 11) -4 20 7 (0 .11)
3 -582 6 (0.00) -44 76 (0 .00) - 4 2 3 4 ( 0 .72) -42 34 (0. 14) - 4 234 (0 .14 )
4 - 15 6 79 (0 .00) -1 51 01 (0 .00) -14 4 33 (0 .2 2) - 1 4 4 3 0 (0.45) -1 4430 (0 .33)
5 -2 08 14 (0.00) -199 41 (0.00) -1 9 001 ( 0.71) - 1900 1 (0. 17) -1 9001 (0 .12 )
Table 4.4 : Ignoring sampling, log-likelihood values and Akaike weights derived
from the models over the network data (1) S. cerevisiae DIP (2) C. elegans
Li (3) C. elegans DIP (4) D. m elanogaster Giot (5) D. melanogaster DIP.
For the models - (A) Random growing (B) Preferenti al attachme nt (C) Pure
duplication (D) Duplication with random attachment (E) Duplicati on with
preferential at tachment
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Figure 4.6: The empirica l degree distribution of the S. cerevrsiae PIN and
distributions for the maximum likelihood parameter estimates, not including
sampling.
We find that the uniform random growing mod el provid es a poor fit to the
data, regardless of the PIN data or sampling sche me used , as the likelihood
and Ale is always less than that of the ot her models . The degree distribution
gene rate d can be seen t o provide a poor fit to the data , producin g to o few nodes
of low degree, whils t also failing to capture the long tail of t he PIN degree
distributions. The model of linear preferenti al attachment performs bet ter ,
although the fit to the observed data is st ill poor , interestingly producing too
many nodes of low degree bu t also declining too qui ckly in comparison with
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the PIN data. 
The duplication models appear to provide a significantly improved fit to the 
data, with the model of pure duplication providing the best fit in almost all 
cases. The distribution for the duplication models appears to provide a good 
fit to the heavy-tailed observed distributions whilst also correctly capturing 
the behaviour of the distribution for nodes of low degree, unlike the other 
models. The maximum likelihood estimates of the common parameters for the 
three duplication models are near identical within each dataset, with a strong 
preference for almost no contribution from the uniform random or preferential 
attachment schemes in the combined models. 
The Akaike weights show a preference for the pure duplication model even 
in cases where the other models have a larger likelihood, due to the reduced 
number of parameters of the model. That the distribution of the weights 
between the three models is mostly in favour of the pure duplication model, 
with small weights assigned to the two other duplication models, combined 
with the maximum likelihood estimates of the model parameters choosing a 
low probability of performing non-duplication steps, suggests that a mixture 
model combining the pure duplication model with a very small amount of 
either uniform random or preferential attachment may give the best fit to the 
observed data. 
The effect of sampling on the model selection appears to be minimal, making 
little change in the preference of model, with the random growing and linear 
preferential attachment models performing the worst regardless of whether we 
include the sampling in the model. Including sampling does however alter the 
inferred maximum likelihood parameters. 
4.5 DISCUSSION 
Comparing a collection of network growth models and analytical functions to 
the degree distributions of several protein interaction datasets within a model 
selection framework we have found a strong preference for a single model in 
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Mode l Log- like lihood (A kai ke W e ig ht s )
A B C 0 E
1 - 151 35 (0 .00) - 14335 (0 .00) -136 72 (0 .0 0) - 1 3 6 6 0 (0.56) - 13661 (0.44 )
2 -6 18 6 (0 .00) -5 174 (0.00) -4 2 1 7 ( 0.79) -4217 (0.11 ) -4217 (0 .11 )
3 -62 34 (0. 00 ) -52 12 (0.00) -4305 ( 0.79) -4305 (0 .11) -4305 (0 .11 )
4 -16 196 (0 .00) -1586 7 (0 .00 ) - 14 4 3 4 ( 0 .79) -1 4434 (0 .11 ) -14434 (0 .11)
5 -21 200 (0 .00) -20658 (0 .00) -19 003 (0 .79) -1 9003 (0 .11) -19003 (0. 11)
Table 4.5: Including the effects of sampling, log-likelihood valu es and Akaike
weights derived from the models over the network data (1) S. cerevisiae DIP
(2 ) C. elegans Li (3) C. elegans DIP (4) D. m elanogast er Giot (5) D.
melanogaster DIP. For the models - (A) Random growing (B ) Preferenti al
attachment (C ) Pure duplication (D) Duplica tion with random attachment
(E ) Duplication with preferen ti al attachment
[h]
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Figure 4.8: The empirical degree distribution of the S. cerevisiae PIN and
distributions for the maximum likelihood parameter estimates, including sa m-
pling.
almost all cases. Looking at analytical models and attempting to fit various
dis tributions to the dat a we have found that, contrary to previous work [3, 74],
t he often cited sca le-free distribution does not in fact provide t he best fit to
the data in any case , even when sampling effects are considered , and that the
log-normal distribution appears to give a better fit to the data, as is supported
by the studies of Stumpf and Ingr am [144] and Stumpf and Thorne [146]. As
might be expected the Poisson distribution , corres ponding to a static Erdos-
Renyi random graph, provides a poor fit to t he dat a, as most nod es are of the
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(a) S. cerevisiae DIP 
	
(b) Random growing 
(c) Preferential Attachment 	 (d) Pure Duplication 
(e) Duplication with random attach- 	 (f) Duplication with preferential at- 
ment 	 tachment 
Figure 4.10: Random networks grown under the maximum likelihood estimates. 
Node size and colour corresponds to degree, with nodes with fewer interactions 
coloured red and smaller in size, whilst nodes with more interaction partners 
are larger and coloured closer to blue. 
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average degree, and there is no propensity to form hub nodes of high degree 
present in the data. 
Furthermore, the model of preferential attachment, a network growth model 
producing a degree distribution that is asymptotically scale-free, as proposed by 
Barabasi and Albert [13], does not provide the best fit out of the growth models 
under consideration, supporting our findings for the analytical models. Both a 
uniform random growing and preferential attachment model were outperformed 
by the more realistic duplication models we consider. 
Of the family of (nested) duplication models we have considered the simplest 
model — duplication allowing for an interaction with the original node [155] —
appears to provide the best fit, whilst random addition of edges via the other 
models gives only a weak contribution via the parameter A. and the Akaike 
weights. 
Whilst the near identical parameters of the duplication models renders al-
most pointless the application of multi-model inference to the common param-
eters of the family of models, it may still be applicable to inferring network 
statistics in other contexts [146]. Similarly although our inclusion of sampling 
in the model has not affected the ordering of the models in the results, as would 
be expected it has altered the maximum likelihood estimates and thus validates 
the necessity of our approach. Considering previous analysis of the effects of 
sampling on network statistics in the literature [35, 62, 85] this work is valu-
able in demonstrating the importance of such methods when applied to model 
selection on real data. The lack of a significant change in the outcome does 
also not diminish the importance of considering such effects when analysing 
protein interaction data and is necessary to make our inferences relevant to the 
currently unknown structure of the true interaction network. 
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5.1 INTRODUCTION 
In the previous chapters we have considered the large scale structure of pro-
tein interaction networks. While this is interesting from the point of view of 
investigating the features of the structure as a whole, and the general mecha-
nisms of its formation, it makes it harder to apply our results to the analysis of 
specific small scale biological pathways. Having looked at properties of protein 
interaction networks on a large scale, and models of the evolutionary processes 
shaping the structures of the networks, in this chapter we will consider the evo-
lution of a single pathway within the network. This will allow us to perform a 
more detailed study and apply existing biological knowledge to the analysis of 
the results. 
As mentioned in chapter 1, previous studies have investigated the effects 
of the role a protein plays in a pathway on its evolution, and have shown a 
correlation between the evolutionary rates of proteins and the number of in-
teractions they make [50, 51, 87, 88, 133], although this has sometimes been 
contested [74 Considering the evolutionary conservation of a protein as es- 
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timated from the divergence of orthologous proteins it has been found that 
proteins at the source of a pathway tend to be more conserved than those 
downstream [91, 127, 129]. 
If we consider the evolution of a pathway by the gain and loss of the relevant 
genes between species we can attempt to detect correlations between the evo-
lutionary histories of the genes of interest. In our study we apply the method 
of Pagel [116] to test for correlations in the presence and absence of traits over 
a phylogeny of species in the analysis of the osmotic stress response pathway 
of S. cerevisiae. We choose S. cerevisiae as it is a well studied model organism, 
while osmotic stress response is a crucial aspect of the survival of many species 
of fungi and is potentially linked to their pathogenicity [59]. 
Osmotic stress response pathway of S. cerevisiae 
Fungal cells must act to regulate the osmotic pressure caused by the difference 
in concentrations of intracellular and extracellular osmolytes as their external 
environment changes. The presence of extracellular osmolytes such as NaC1 
instigates an osmotic shock [67], and requires the cell to react to adjust its 
internal osmolarity. In S. cerevisiae this is done partly by stimulating the 
production of glycerol in the cell to increase internal osmolarity [67] in response 
to osmotic shock, and is thought to be caused by the action of the osmotic stress 
sensing pathway illustrated in figure 5.1. 
Our pathway model is pieced together from previous studies in the literature 
[63, 67, 82, 115], where models of osmotic stress response were presented. Since 
we are not interested in simulating the dynamics of the system we will not 
consider rate parameters or distinguish between activation and inhibition, but 
merely look at the overall structure of the pathway. 
There are two main osmosensing proteins, Slnl and Shol, that detect os-
motic shock. The model of Klipp et al. [82] only considers the Slnl branch, 
whereby the phosphorelay module from Slnl to Sskl feeds into the MAP kinase 
cascade from Ssk2 to Hogl via Pbs2. The Shol branch as described in Hao 
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Hogl 
Regulatory response 
Osmosensors Glycerol export 
Steil Ssk2 
Ptp2 Phs2 
Cdc42 
Figure 5.1: Osmotic stress response pathway of S. cerevisiae . 
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et al. [63] transmits a signal from Shol to Hogl via Stell and Pbs2. We also 
include in this pathway the intermediates Cdc42 and Ste20 [67], although their 
function is not fully understood. Further to the Slnl and Shol osmosensors a 
third transmembrane protein, Msb2, is thought to play a less crucial role in 
stress response signalling [115]. 
The protein Hogl is a major component of the stress response [63, 67, 
82], responsible for activating genes stimulating the production of glycerol in 
response to signalling from proteins sensing osmotic shock. Phosphorylation of 
Hogl causes the activation of the genes Gpdl and Gpp2 that in turn catalyse 
the production of glycerol in the cell [82]. The transcription factors Hotl, Skol, 
Msn2, Msn4 and Smpl are also potentially involved in the regulatory response 
although the exact mechanisms are not understood [67]. The protein Ptp2 is 
responsible for the degradation of activated Hogl back to its unphosphorylated 
form [63, 82]. As described in Hao et al. [63] there is potentially a feedback from 
Hogl to the sensor Shol to dampen the signal once Hogl has been activated. 
Finally the protein Fpsl is known to play a part in the export of glycerol from 
the cell, and is potentially inhibited under osmotic stress to increase internal 
glycerol concentration [67, 82]. 
This response pathway is thought to be common to several fungal species 
[67] but there is also evidence of divergence between the species [59] and so an 
evolutionary analysis comparing the evolution of the proteins seems of especial 
interest. 
5.2 METHODS 
Inference of ancestral states on phylogenies 
Taking a phylogeny for a set of species and some property of each species 
appearing at a leaf of our tree, we can attempt to infer the characteristics of 
the ancestral nodes of the tree. We follow the methodology presented in Pagel 
[116] as described below. 
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Continuous time Markov process 
As the properties we are interested in take only discrete values, we will only 
consider a model of discrete variables S over a finite set of states 8. 
Under the assumptions that the rates of transition between states remain 
constant over all the branches of the tree and that transition probabilities 
are independent between branches, we can model the evolution of states as a 
continuous time Markov process [56]. 
We represent the probabilities of transitions between states i,j E 8 as a 
matrix P(t), where Pij(t) gives the probability of a change from state i to 
state j over time t. Then assuming that there is some constant rate matrix Q 
with qii > 0 describing the process, we have 
P(t + dt) = P(t)(I + Qdt), 
dP(t)  = P(t)Q, dt 
P(t) = eQt , 	 (5.3) 
where I is the identity matrix. 
The entries of the matrix Q are the parameters of our model and may be 
allowed to vary independently, or are assigned so that rates are symmetrical or 
all identical in order to create models with different levels of flexibility [116]. 
Considering a single branch of the phylogeny of length t, given a vector x with 
xi representing the probability of being in state i at the base of the branch, we 
can construct x', the distribution of the states after time t, 
x' = P(t)x. 	 (5.4) 
To calculate P(t), the matrix exponential eQt is expressed as VDV-1  [10], 
where the columns of V contain the right eigenvectors of Q and 
(5.1) 
(5.2) 
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(ea, t 	 0 
0 	e? 	• • 	0 
D= (5.5) 
\ 0 	0 	• • .ontj 
where A1, A2, 	, A, are the eigenvalues of Q, and so 
P(t) = VDV-1, 	 (5.6) 
which we can calculate easily from Q for any value of the branch length t. 
Maximum likelihood inference over phylogenies 
Given some phylogeny and an assignment of states Si E 8 to each leaf as in 
figure 5.2, we would like to attempt to infer the maximum likelihood values for 
the transition rate parameters qii in the model described above. 
For a single node in the tree with two children as shown in figure 5.3, 
knowing the probability distributions x and y of the states at the child nodes 
we can calculate the distribution at the parent z as 
z = P(tix • P(ty)Y, 	 (5.7) 
where the product denoted by • is the Hadamard product [68], which is 
defined as (x • y)i, = xiyi. The use of the Hadamard product is due to the fact 
that we require both branches from x to z and y to z to arrive at the same 
state at the parent node z, and so the possibility of the branches transitioning 
to distinct states is ignored. More explicitly, taking the example of a two state 
model we can write 
zo = (Poo(tx)xo + Poi (tx)xi) (Poo(tv)Yo + Poi (ty )Y1) 
zi = (Pio(tx)xo + Pi (tx)xi) (Pio(tv )Yo + Pli(tv)Y1)• 
	(5.8) 
Using equation 5.7 we can work upwards from the leaves of the tree to 
the root calculating the distributions of the parent nodes from the children. 
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Figure 5.2: Phylogenetic tree with assignments of states S to the leaves. 
Figure 5.3: Considering a single node in the phylogeny, given the probability 
vectors x and y of the child nodes, the probability vector for the parent node 
z can he calculated using equation 5.7 
Since the states Si at the leaf nodes are known, we set them so that x j=s,, = 
1, xis, = 0. Then with fixed leaf states, Si, and branch lengths, t, we derive 
a probability distribution for arriving in either state at the root r. For rate 
parameters Q the likelihood ,C(Q) is defined as 
£(Q) L ri• 
tcs 
(5.9) 
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Maximising equation 5.9 over Q then gives the maximum likelihood esti-
mate of the rate parameters Os. Depending on the choice of model for the 
rates, this gives us a set of rate parameters of some size, and in turn can be 
used to calculate the maximum likelihood probability distributions of the states 
in the ancestral nodes of the phylogeny. 
Testing for correlated evolution 
If we would like to test for correlation between the evolution of two discrete 
attributes of the species of our phylogeny, we can compare the likelihoods of the 
independent models for the two sets of states with a combined model assuming 
correlation. We take the case of uncorrelated change in the states, where 
transitions are made independently, as our Null model and this is compared to 
a model where transitions between the attributes are correlated. 
While the methodology described above can be applied to any number of 
discrete states, for simplicity we will hereon assume the case where 8 = {0,1} 
as this suffices for our purposes. Taking two sets of attributes S and T assigned 
to the species at the leaves of our phylogeny, we first calculate independently 
r.,( s) and L4-r) as we describe above. The two maximum likelihood rate ma-
trices 0 for the two parameters as in equation 5.10 are completely independent 
of each other and calculated individually for states S and T, 
Q= —01 go 	
(5.10) 
qio —qio 
then the likelihood LI for the two sets of states under our model of inde- 
pendence is 
ti(Os, (-)T) = t(Os)CAT)- 	 (5.11) 
It is thus straightforward to calculate LI from the states S and T. Com-
bining the two for our correlated model is done by allowing the current state 
of each of the two characteristics to influence the transition rate of the other. 
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To achieve this we consider all four combinations of S and T at a single node, 
3c = {(0,0), (0, 1 ), ( 1 , 0), ( 1 , 1)}. 
As described in Pagel [116] it is necessary for our method to fix the rates 
corresponding to a change in more than one state simultaneously — (0,0) —) 
(1, 1) or (0,1) —> (1,0) — to zero. Whilst not strictly essential for the validity of 
the mathematical formulation, if this were not the case, then any situation in 
which both states change along a branch is modelled as a distinct occurrence 
from the case of a transition via an intermediate state. This gives us eight 
parameters in our matrix Qc describing the transition rates, 
11-(q12 + q13) 	q12 	 (113 	 0 	
\ 
	
C121 	—(121 + (124) 	0 	 (124 
Qc = 
q31 	 0 	—(01 + 1434) 	q34 
0 	 (142 	 q43 	— ( 0442 + Ci43)/ 
(5.12) 
Calculating a maximum likelihood estimate of the rate parameters Qc we 
obtain the likelihood of our model of correlated evolution £ c (0 c). To test for 
correlated evolution between the two variables S and T we apply the likelihood 
ratio test [34] between L I and £c defined as 
LI f., R = —2 log (— ) , 	 (5.13) 
Lc 
to determine if Lc is significantly greater than would be expected under 
our Null hypothesis of independent evolution. 
Unfortunately, since the models corresponding to Qc and Qi are not nested 
we must apply a Monte Carlo procedure to obtain the Null distribution of ,CR 
[106, 131]. By determining the values Os and OT and simulating the transitions 
of the states along the branches, we can produce a sampled dataset correspond-
ing to our Null model. Then evaluating the resampled values of £R for each 
simulated data point we have generated, we can estimate the Null distribution 
of ZR and test for significance of the likelihood ratio for the observed data, 
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taking 
pcx>.co= L 	 (5.14) 
to estimate the p-value of our statistic. Here we calculate N = 1000 re-
sampled data points for each test. Since we perform multiple pairwise tests 
between proteins we must correct for multiple testing when considering the 
significance of our p-values and so we use the Benjamini-Hochberg method [16] 
to adjust our p-values appropriately. 
Identification of orthologues 
Given a phylogeny for a group of species of interest, we can take any set of 
discrete characteristics as the states of the leaves, corresponding to the current 
evolutionary state of the species in question. One such property of interest 
when we are studying a particular pathway in one or several of our species is 
the presence or absence of orthologous genes between the species. 
Taking as fixed a set of relevant genes in one of our species we can attempt 
to identify orthologous proteins in each of the other species in our phylogeny. 
Then applying this information as a discrete characteristic we can perform our 
inference method to gain insight into the evolutionary divergence between the 
species for each gene. 
To test for the presence of orthologues we utilise the BLAST [8] software 
package to search for matches within the protein coding regions of the genomes 
of each species. To increase the level of confidence in potential matches a 
reciprocal BLAST (see e.g. [1]) search procedure is used. Taking the amino acid 
sequences for the proteins we are studying from the species of interest, a search 
is performed across the genomes of the other species. For each species the top 
matching hit is taken and a reciprocal search made against the genome of the 
original species. In this way we can filter out the less similar genes of paralogous 
pairs to identify those with the greatest similarity as the orthologues. 
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When performing the BLAST searches we use the blastp program to search 
for amino acid sequences and enable the dust filtering feature of the pro-
gram that ignores regions of low complexity sequence such as repeated motifs. 
Matches are sorted by lowest e-value — the probability of observing a similar 
match by chance from a database of equal size — first and hits where percentage 
of matching positions in the alignment is below 30% are discarded. Further-
more we require that the length of the alignment is greater than 50% of the 
length of the smaller of the two sequences to ensure that short matches of high 
sequence identity are not wrongly interpreted as indicating orthology. 
This then gives us a state indicating the presence or absence of an orthologue 
in each species, which we will denote as either 0, indicating the lack of an 
orthologue, or 1, denoting the presence of an orthologue so our set of states is 
8 = {0, 1}. 
Our procedure is not optimal in that in some cases orthologues may not be 
detected by a reciprocal BLAST search due to the divergence of their sequences 
over time. In these cases it is possible to identify orthologues using other 
methods such as proximity to known orthologues in the genome or the existence 
of orthologous operons. When applying the methodology on a large scale and 
between many species, however, it is not convenient to perform such detailed 
searches, and whilst curated orthology data may exist between some model 
species pairs it is unlikely to be the case when we attempt to apply the method 
to a large phylogeny. 
Protein domain family signatures 
Another characteristic of interest we may derive is the presence or absence 
of given protein domains within a certain protein. The Pfam [46] database 
contains a catalogue of protein domains derived from multiple alignments of 
protein sequences, and Hidden Markov Model (HMM) [42] descriptions of each. 
There are in fact four categories of sequence regions classified by Pfam, cor-
responding to protein families, protein domains, repeated sequences forming 
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structural features and short motifs. We only consider protein domains in 
this study as we are interested in evolutionary changes in the specific domains 
present in individual proteins rather than more general structural features de-
scribed by repetitive sequences, or broad protein family classifications. 
Using the database of HMM profiles downloadable from the Pfam website 
(pf am sanger . ac . uk [46]), we can search for domains in the sequence of the 
protein of interest and in orthologous proteins identified using the methodol-
ogy described above. To do so the HMMer (hmmer wustl . edu [39]) software 
package (specifically the hmmpfam program) is used with the Pfam profiles to 
search for the presence of each of the domains in the protein sequence. The 
trusted Pfam cutoff values setting of the software was used. 
Implementation 
We use a combination of the existing Ape (ape . mpl . ird. fr [117]) software 
package with the R statistical environment (www.R-project . org [125]) to per-
form the ancestral state inference and produce diagrams. However, to perform 
the tests for correlated evolution the existing software proved inefficient to cal-
culate the required Monte Carlo samples when performing a large number of 
tests. To facilitate the testing of the hypothesis of correlated evolution between 
larger numbers of proteins we implemented the methods in the C program-
ming language, using the highly optimised linear algebra package LAPACK 
(www.netlib . org/lapack [9]) to perform matrix eigenvalue and inversion cal-
culations and the GNU Statistical Library (GSL; www. gnu. org/software/gsl 
[53]) to perform the maximum likelihood parameter optimisation via a Nelder-
Mead simplex algorithm [105] method. 
101 
Results 
5.3 RESULTS 
Data 
To perform the orthology searches described above we require the genomes 
of each species we use in our phylogeny, and so for the set of species we 
take a collection of 17 fungal species whose genomes have been sequenced 
and are publicly available. The genomes of the fungi Aspergillius fumiga-
tes, Aspergillus nidulans, Candida albicans, Candida glabrata, Crypotococ-
cus neoformans, Debaryomyces hanseii, Encephalitozoon cuniculi, Eremoth-
ecium gossypii, Gibberrella zaea, Kluveryomyces lactis, Magnaporthe grisea, 
Schizosaccharomyces pombe and Yarrowia lipolytica are available from the 
NCBI Genbank database (www . ncbi . nlm . nih. gov [17]). From the Saccha-
romyces Genome Database (SGD; www. yeastgenome . org) we take the genomes 
of Saccharomyces Cerevisae, Saccharomyces bayanus, Saccharomyces castellii, 
Saccharomyces kluyveri, Saccharomyces kudriavzevii, Saccharomyces mikatae 
and Saccharomyces paradoxus. The sequence data used are summarised in 
table 5.1. 
To construct a phylogeny for the species in question we take the data 
available from the Superfamily database (supf am . cs . br is . ac . uk [160]), which 
gives a phylogenetic tree based on protein domain architecture in the genomes 
of the relevant species, and includes branch lengths. In figure 5.4 we show the 
tree used, including the relative lengths of the branches. 
Orthologous proteins 
For each of the genes in the osmotic stress pathway under consideration (shown 
in figure 5.1) we performed the orthologue search described in section 5.2 above. 
The sets of orthologues generated are summarised in figure 5.5 showing the 
presence and absence of each gene through all seventeen species. 
Applying our method to infer the ancestral states of the presence or absence 
of orthologues for the Hogl gene as shown in figure 5.6, we see that there is 
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Species Proteins Source 
A. fumigatus 9630 NCBI Genbank 
A. nidulans 9410 NCBI Genbank 
C. albicans 6107 NCBI Genbank 
C. glabrata 5192 NCBI Genbank 
C. neoformans 6475 NCBI Genbank 
D. hansenii 6334 NCBI Genbank 
E. cuniculi 1996 NCBI Genbank 
E. gossypii 4722 NCBI Genbank 
G. zeae 11628 NCBI Genbank 
K. lactis 5336 NCBI Genbank 
M. grisea 1178 NCBI Genbank 
S. bayanus 4966 Saccharomyces Genome Database 
S. castellii 4677 Saccharomyces Genome Database 
S. cerevisae 5884 Saccharomyces Genome Database 
S. pombe 5003 NCBI Genbank 
S. kluyveri 2968 Saccharomyces Genome Database 
S. kudriavzevii 3768 Saccharomyces Genome Database 
S. mikatae 3100 Saccharomyces Genome Database 
S. paradoxus 8937 Saccharomyces Genome Database 
Y. lipolytica 6472 NCBI Genbank 
Table 5.1: Summary of genome sequence datasets used giving total number of 
protein coding sequences and the source of the data 
conservation of the gene across almost all of the species, as would be expected 
considering its central role. Correspondingly the ancestral states are inferred 
as being conserved to a high degree so that the gene is most likely to have 
been present in a common ancestral species of all but one of the organisms 
considered. 
Looking in turn at another protein coding gene in our pathway, S1n1, we see 
in figure 5.7 that there is less conservation across the species with orthologous 
proteins present in a few distinct clades but not present in the majority of 
species. Thus the inference shows that whilst recent ancestors most likely 
possessed the gene this becomes less certain for more distant ancestral genomes. 
Then for each possible pairing of our 21 proteins, performing a likelihood 
ratio test for correlated evolution against the Null hypothesis of independent 
evolution, we find that there are 14 pairs out of (221 ) with a p-value below 0.05, 
having corrected for multiple testing, as detailed in table 5.2. 
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	S.pombe 
	C.albicans 
	D.hansenii 
	Y.lipolytica 
	C.glabrata 
E.gossypii 
	K.factis 
	S.bayanus 
	S.mikatae 
—S.cerevisae 
—S.paradoxus 
G.zeae 
	M.grisea 
	 A.fumigatus 
	A.Nidulans 
C.Neoformans 
	E.Cuniculi 
Figure 5.4: Phylogeny of the seventeen fungal species used in our analysis, with 
relative lengths of branches reflected in the diagram. 
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Figure 5.5: Presence and absence of the twenty one genes of interest across the 
seventeen species in our phylogeny. Red indicates presence and blue indicates 
absence. 
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Figure 5.6: Inferred ancestral states for the gene Hogl. Red indicates presence of an ortholog and blue indicates absence. Ancestral nodes 
give the probability of being in either state. 
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Figure 5.7: Inferred ancestral states for the gene Slnl. Red indicates presence of an ortholog and blue indicates absence. Ancestral nodes 
give the probability of being in either state. 
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Correlations 
Skol Msn4 
Skol Smpl 
Ptp2 Fpsl 
Ptp2 Smpl 
Ptp2 Ste20 
Gpp2 Msn4 
Fpsl Ste20 
Fpsl Ste50 
Msn4 Hotl 
Hotl Smpl 
Smpl Ste20 
Shol Ste50 
Sskl Ste50 
Ste20 Ste50 
Table 5.2: All pairs of genes where we detected a significant evolutionary cor-
relation, where the cut-off was made at a p-value below 0.05, after correcting 
for multiple testing. 
Interestingly looking at a plot of the p-values between each pairing, as in 
figure 5.8, we can see that there is very little correlation between both Hogl 
and Cdc42 and any of the other proteins. This may seem counterintuitive given 
the central role that Hogl plays, but since it is well conserved across all of the 
species we consider, it would not be easy to detect correlations without con-
sidering a wider range of species. The conservation of Cdc42 across almost all 
of the species is in itself of interest given that it apparently takes an interme-
diate position in the signalling pathway, suggesting that it perhaps performs 
some other function either in relation to osmotic stress response or some other 
important process in the cell. 
The pairwise correlations we have detected from table 5.2 are illustrated 
in figure 5.9. We see few correlations with proteins in the Slnl osmosensing 
branch, the osmosensors themselves, and the central proteins Pbs2 and Hogl. 
Perhaps the most interesting correlations we observe are those from Fpsl and 
the regulatory response proteins, responsible for all but four of our significant 
results, as there is uncertainty about the exact mechanisms by which they act 
in this context. 
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Figure 5.8: Heat map showing 1—p-value for each possible pairing of genes in 
the pathway. Larger values indicate a greater probability of correlated evolution 
when compared to the Null hypothesis of independence. 
Within the regulatory response component of the pathway there are cor-
relations between Gpp2 and Msn4, Hotl and Msn4, Hotl and Smpl, Smpl 
and Skol, and Skol and Msn4. This may suggest that there is a regulatory 
interaction between the transcription factors and Gpp2, interactions between 
the transcription factors, or may simply be indicative of their shared func-
tion. Of particular interest here is the correlation detected between Smpl and 
Ste20, and Smpl and Ptp2, possibly suggestive of some interaction in relation 
to osmotic stress response between them. 
The mechanisms by which Fpsl, responsible for the export of glycerol from 
the cell, reacts to osmotic stress are unknown, and it has been suggested that 
it potentially senses osmotic stress directly [67], as no direct interaction with 
the osmotic stress response pathway shown above has been found. Here we 
detect three significant correlations between Fpsl and Ste20, Ste50 and Ptp2, 
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Ypd1 Cdc42 
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Results 
Osmosensors 
	Glycerol export 
Figure 5.9: Pairwise correlations (red lines) with p-values < 0.05 overlaid on 
the osmotic stress response pathway of S. cerevisiae . 
110 
Results 
which may be a sign of an interaction between Ste20 and Ste50 (potentially as 
a complex) and Fpsl on sensing osmotic stress, to quickly block the export of 
glycerol from the cell. Thus these potential interactions are obvious candidates 
for further investigation via experimental methods. 
In the signalling pathway component, we see several significant correlations 
between Ste50 and the proteins Sskl, Ste20 and Shol, and finally a correlation 
between Ste20 and Ptp2. Whilst we see no significant correlations between 
the other members of the osmosensing branches, there is a clear cluster of 
correlated pairs from the three branches close to our significance cut-off. 
Protein domains 
Performing a similar analysis to the presence and absence of structural do-
mains in our proteins we have detected as described in section 5.2, we find 55 
significant correlations between pairs of domains significant with a p-value of 
0.05 or below. As might be expected, in many cases in proteins with more 
than one domain there are correlations between all of the domains within a 
single protein, as can be seen in figure 5.10. If we exclude correlations between 
domains within a single protein, we are left with the 40 correlations illustrated 
in figure 5.11. 
This reveals a rich pattern of molecular interactions, although how this will 
aid our mechanistic understanding of the osmotic stress response system prob-
ably remains to be seen. Our analysis seems to suggest that present models 
of this system fail to account for the complexity of the underlying molecular 
architecture. Only further experimental work will allow us to decide whether 
correlations that we have observed are indicative of existing, but as of yet 
unknown, molecular interactions, or whether our results simply show shared 
evolutionary constraints between functionally linked genes without direct in-
teractions. 
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Figure 5.10: Heat map showing 1—p-value for each possible pairing of domains 
within the proteins in the pathway. Larger values indicate a greater probability 
of correlated evolution when compared to the Null hypothesis of independence. 
5.4 DISCUSSION 
Our results have shown the efficacy of the methodology in the analysis of the 
evolution of cellular signalling pathways. Furthermore, we demonstrate the 
value of considering a specific pathway of interest when investigating the evo-
lution of interaction networks within the cell. Without further experimental 
work to verify our results it is hard to directly turn our results into specific 
interactions, as there is a question as to whether our results simply illustrate 
evolutionary correlations between proteins with important, related but inde-
pendent functions, or shows potential interactions worthy of further investiga-
tion. The lack of correlations detected between proteins within a single branch 
may suggest that correlations do not necessarily correspond to interactions, or 
may simply be due to limitations in the predictive power of the method, espe-
cially when performing multiple pairwise tests. The latter view is supported by 
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Figure 5.11: All significant pairwise correlations (blue lines) detected between 
protein domains, where significance is taken as a p-value below 0.05. 
the p-values close to the cut-off that can be seen between pairs of interacting 
proteins in figure 5.8. 
More pessimistically, the view of Lynch [92, 93] suggests that potentially 
the mechanisms we are exploring developed through non-adaptive processes of 
random mutation and neutral selection. While this may undermine some of the 
conclusions we might like to draw about proteins in a pathway experiencing 
shared evolutionary pressures, it does not explain the significant correlations 
we have detected that would not be expected to be seen by chance. 
Ultimately further experimental work is required to fully interpret the cor-
relations we have discovered, to properly understand their significance and so 
incorporate the information into existing models. Whether the correlations are 
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indicative of unknown molecular interactions, regulatory effects or shared evo-
lutionary constraints there is undoubtedly something to be learnt from them, 
either in explaining the mechanisms at work or elucidating the underlying evo-
lutionary processes shaping them. 
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Conclusion 
The theory of networks has seen application in a wide variety of interdisci-
plinary fields, from biology to theoretical physics. It is possible to abstract 
many types of structure into a graph, allowing for analysis applying a new set 
of tools from mathematics to derive valuable new results. 
Networks of protein interactions have presented an interesting challenge in 
systems biology, due to the nature of the experimental data. Since it is largely 
characterised by incompleteness and a large proportion of false positive inter-
actions, there has been a need to consider stochastic effects such as sampling 
and noise in any study based on protein interaction network data. There has 
been a danger of reporting results without properly taking into account these 
factors, which can significantly effect the results of a study. However as we 
have seen, there are still many things that we can learn if we remember to 
take these problems into consideration when performing our analysis. Thus it 
would be foolish to dismiss the data altogether given the potential to derive 
new results thanks to the comparatively large scale of interactome data. 
Furthermore, we must consider results within the context of an ensemble of 
similar networks, to prevent us from incorrectly interpreting them. There is a 
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wealth of biological information available that is often ignored in the analysis of 
protein interaction networks, assuming nodes are identical entities, when there 
is a large amount of information to the contrary available. Considering the rel-
ative simplicity of the majority of the available interaction data, it would seem 
wise to try and include as much of this information as possible in any analysis 
of network data we perform. Our method allows us to do so within a network 
resampling framework that provides an updated, more realistic, Null model 
based on the extra information available. This method is widely applicable to 
any extra information about the nodes that is available to us, and equally valid 
for any class of networks, beyond that of protein interaction network data. 
Previously in the literature it has been reported that protein interaction 
networks are scale-free, possessing a power-law degree distribution. However 
here we have illustrated that performing model selection on a set of analytical 
models of degree distributions suggests that there are other distributions that 
provide a better fit to the observed data. We find that instead the log-normal 
and stretched exponential distributions provide the best fit to the degree distri-
butions of the networks we consider. Taking this analysis further, considering 
a selection of network growth models, we can attempt to infer the most likely 
evolutionary mechanisms that have shaped the observed interaction data from 
our set of candidate models. Using the degree distributions of networks pro-
duced by our growth models to assess the fit of the models to the data, we find 
that the biologically inspired duplication models are favoured over the prefer-
ential attachment and uniform random growing models. This is interesting as 
the preferential attachment network growth model has been proposed on the 
basis of it producing an asymptotically scale-free degree distribution, which we 
have shown to provide a poor fit to the data compared to other distributions, 
undermining the validity of the preferential attachment model as a mechanistic 
description of network growth. 
Whilst there is undoubtedly some value in analysing molecular networks on 
a global, organism-wide scale, it is also interesting to consider the data on a 
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smaller and more detailed scale. We find that there is potentially something 
to be learnt from considering the evolution of a single pathway to identify 
relations between components and possibly identifying currently unknown in-
teractions. The results we have generated seem to require further experimental 
investigation to determine the nature of the correlations we have detected. 
Overall, in this work we have covered a variety of methods for the analysis 
of molecular interaction data both on a large, and smaller, more detailed scale. 
We hope that the methods presented here will be of use in future work, and 
our results should be of value in informing and directing further analysis of 
protein interaction data and evolutionary studies of molecular networks. 
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Protein interaction data sets 
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Figure A.1: Ilustration of S. cerevisiae DIP protein interaction network. Node 
size and colour corresponds to degree, with nodes with fewer interactions 
coloured red and smaller in size, whilst nodes with more interaction partners 
are larger and coloured closer to blue. 
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Figure A.2: Ilustration of C. elegans DIP protein interaction network. Node 
size and colour corresponds to degree, with nodes with fewer interactions 
coloured red and smaller in size, whilst nodes with more interaction partners 
are larger and coloured closer to blue. 
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Figure A.3: Ilustration of C. elegans IntAct protein interaction network. Node 
size and colour corresponds to degree, with nodes with fewer interactions 
coloured red and smaller in size, whilst nodes with more interaction partners 
are larger and coloured closer to blue. 
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Figure A.4: Ilustration of D. melanogaster DIP protein interaction network. 
Node size and colour corresponds to degree, with nodes with fewer interactions 
coloured red and smaller in size, whilst nodes with more interaction partners 
are larger and coloured closer to blue. 
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Figure A.5: Ilustration of D. melanogaster IntAct protein interaction network. 
Node size and colour corresponds to degree, with nodes with fewer interactions 
coloured red and smaller in size, whilst nodes with more interaction partners 
are larger and coloured closer to blue. 
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Appendix B 
Network visualisation 
B.1 IMPLEMENTATION 
Our visualisation method consists of a simple two-stage pipeline. Given a 
network structure a layout is calculated to optimise the placement of nodes. 
The layout is passed on to a visualisation stage which renders the network to 
produce the output image. This approach allows for flexibility in the pipeline so 
that different layout algorithms and visualisation styles can be chained together 
as desired by the user. 
In our implementation a small core of C program code for the network 
layout stage is used within a framework of Python. We have employed layout 
algorithms in two and three dimensions. 
Network file format 
A base network class is provided as a container data structure to be passed 
along the pipeline. Users can add named nodes and edges between them, and 
nodes can be assigned values as properties. 
Layout algorithm 
We take a force-directed layout approach to calculating the positioning of nodes 
in the network, based on the method presented in Fruchterman and Reingold 
[52]. To position a node, a repelling force is calculated from each of the other 
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nodes in the network as well as an attractive force between nodes connected by 
an edge. We iterate over a loop optimising the node co-ordinates, and nodes 
are restricted to fit within a bounding box by introducing a force repelling them 
from the edges. Using a force to constrain nodes within the bounding box also 
prevents separate connected components from moving apart indefinitely. Given 
an input network the layout stage adds properties to each node specifying its 
position in the layout. 
Input: Network 1\1 = (V, £), number of iterations A, cooling c 
Output: Node positions vector pos 
area 4— width x height; 
k <— /area. 
t <— 1.0; 
for u E V do 
pos[u] <— random; 
end 
for X 4— 0 to A do 
for v E V do 
force[v] 	0; 
foruvEVdo 
A f- pos[v] — pos[u]; 
force[v] 	force[v] 
end 
end 
for (u,v) E E do 
A <— pos[v] — pos[u]; 
force[u] force[u] °14; 
force[v] 	force[v] — 
end 
for v E V do 
pos[u] 	 force[v] pos[u]-1-min(t, Iforce[v]l) Iforce[v]l 
Repel from edges; 
end 
t 	c.t 
end 
Algorithm 3: Network layout algorithm 
It may be desirable for more complex networks that produce cluttered two 
dimensional layouts to allow the user to explore the topology. It is possible 
to produce graph layouts in more than two dimensions simply by extending 
the dimensions of the vectors used. These can then be projected into two 
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dimensions for display and the user can alter the projection as desired. 
Visualisation 
The network object with an attached set of node co-ordinates generated in 
the previous layout stage is passed to the visualisation stage. To visualise 
the network layouts the Cairo graphics library is used (www. cairographics . 
org). This allows us to easily create high quality portable vector graphics in 
PostScript, PDF or bitmaps in PNG format without implementing our own 
rendering system. 
B.2 CONCLUSION 
Our network layout package provides an alternative to existing software and is 
specialised for use in the area of network alignment. The output format allows 
the user to edit the visualisations using freely available software and generate 
high quality images at any resolution. 
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Abstract 
Background: In the analysis of networks we frequently require the statistical significance of some 
network statistic, such as measures of similarity for the properties of interacting nodes. The 
structure of the network may introduce dependencies among the nodes and it will in general be 
necessary to account for these dependencies in the statistical analysis. To this end we require some 
form of Null model of the network: generally rewired replicates of the network are generated 
which preserve only the degree (number of interactions) of each node. We show that this can fail 
to capture important features of network structure, and may result in unrealistic significance levels, 
when potentially confounding additional information is available. 
Methods: We present a new network resampling Null model which takes into account the degree 
sequence as well as available biological annotations. Using gene ontology information as an 
illustration we show how this information can be accounted for in the resampling approach, and 
the impact such information has on the assessment of statistical significance of correlations and 
motif-abundances in the Saccharomyces cerevisiae protein interaction network. An algorithm, 
GOcardShuffle, is introduced to allow for the efficient construction of an improved Null model for 
network data. 
Results: We use the protein interaction network of S. cerevisiae; correlations between the 
evolutionary rates and expression levels of interacting proteins and their statistical significance 
were assessed for Null models which condition on different aspects of the available data. The novel 
GOcardShuffle approach results in a Null model for annotated network data which appears better 
to describe the properties of real biological networks. 
Conclusion: An improved statistical approach for the statistical analysis of biological network 
data, which conditions on the available biological information, leads to qualitatively different results 
compared to approaches which ignore such annotations. In particular we demonstrate the effects 
of the biological organization of the network can be sufficient to explain the observed similarity of 
interacting proteins. 
Background 	 eukaryotic species. It has been suggested that these net- 
Large-scale protein interaction network (PIN) data have 	works provide an integrative perspective on cellular proc- 
now been collected in a number of prokaryotic and 	esses and considerable effort has been invested into their 
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functional and evolutionary analysis [1-6]. At the moment 
molecular network data sets are still plagued by noise [7] 
- this is especially true for protein interaction networks -
and incompleteness [8], but nevertheless considerable 
progress is being made in the analysis of complex cellular 
phenotypes in light of such networks. Below we will intro-
duce an novel method for the construction of confidence 
intervals for network quantities. This new approach is able 
to fuse different lines of biological information and gen-
erate conditional confidence intervals; these can be 
applied as an alternative we can employ it in addition to 
demonstrate it in an analysis of the Saccaromyces cerevisiae 
PIN. 
A number of studies have investigated (i) whether charac-
teristics of interacting proteins are more similar than those 
of proteins for which no interaction has been reported 
[9,10], and (ii) how the network structure affects proper-
ties - such as the evolutionary rate [6,11-13] - of interact-
ing genes or proteins. Other studies have looked at 
structural properties, such as network motifs [14-16]. 
Because of the dependence introduced by the network it 
is, however, not possible to use the conventional confi-
dence measures, e.g. for the correlation coefficient of 
some property of pairs of interacting proteins. Rather, a 
network-aware Null model has to be used which com-
pares the actual network with some suitably randomized 
version of it. In order to incorporate network aspects these 
studies have used either (i) straightforward bootstrapping 
of nodes in order to create random pairs of nodes (such as 
proteins) [9,10], (ii) bootstrapped nodes based on their 
degree [6], or (iii) randomly rewired the network while 
keeping the degree of each node fixed [14,15,17] (see 
Methods section for details). The first approach has been 
shown to underestimate the size of the confidence inter-
vals (CI) [6], while the second and third yield statistically 
similar results (CIs are also broader than for (i)) for meas-
ures of pair-wise similarity of the properties of interacting 
nodes. In order to assess the CIs for motifs, however, an 
explicit incorporation of the network is generally 
necessary and only the third approach can be used. 
All of these three approaches above rely, however, implic-
itly on the assumption that the network is uniform and 
not structured in any particular way. Such procedures also 
ignore any other information that is increasingly becom-
ing available for many species [18-20], and which may 
affect the organization of the network. While bootstrap 
(as long as the degree sequence is accounted for either 
exactly or statistically) or rewiring approaches are parsi-
monious - and undoubtedly should be preferred for gen-
eral cases where no other information is available - it 
opens up the question as to whether such approaches are 
still satisfactory when additional, potentially co-variate, 
data is available. 
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Here we provide statistical tools for incorporating such 
additional information into the statistical analysis. Using 
such information can have considerable effect on the con-
struction of network confidence intervals, and our proce-
dure, GOcardShuffle, constructs randomly rewired 
instances of networks that incorporate the degree 
sequence exactly, and additional information statistically 
(based on a rejection-sampling algorithm). Thus, for 
example, if in a given protein interaction dataset, proteins 
in the mitochondria interact predominantly with other 
mitochondria! proteins but not at all with proteins in the 
endoplasmic reticulum, then GOcardShuffle will con-
struct only instances of randomly rewired networks which 
reflect the relative importance of infra-category versus 
inter-category connections. In addition to GO annota-
tions, any other biological annotation (e.g Enzyme Com-
mission numbers or protein domain information) may act 
as confounding variables, e.g. when expression levels 
differ between categories. 
There is a rich statistical literature on confounding varia-
bles and their role in the statistical interpretation of pri-
mary effects. Scenarios, where the effects of known or 
unknown confounding variables result in inconsistencies 
unless properly accounted for, are known as examples of 
Simpson's paradox in statistics. On a much more subtle 
scale there will undoubtedly be confounding variables in 
many of the processes studied in systems biology. These, 
at least in principle, can be accounted for in a framework 
such as GOcardShuffle; if the approach (implemented in 
Python and R) is used in addition to random rewiring 
then it may be possible to detect such potentially 
confounding hidden variables. 
Results 
Here we illustrate the use of GOcardShuffle by contrasting 
statistical confidence intervals obtained under different 
Null models for network rewiring. 
Correlation of node properties 
Figure 1 shows the correlations between the evolutionary 
rates of interacting proteins, and between expression lev-
els of interacting proteins (observed values are indicated 
by vertical red lines) in the S. cerevisiae PIN. Correlation is 
measured using Kendall's r rank correlation statistic 
(other correlation measures can be used and are available 
in the software implementation of GOcardShuffle; the 
Pearson and Spearman correlation measures result in 
qualitatively identical results to those shown here). The 
histograms show the distributions resulting from 1000 
independently rewired networks using no annotation 
(black), one category (red hues), two categories (green 
hues) and all three categories (blue) simultaneously. 
While the most parsimonious Null model (black) results 
in a distribution which is centered around r= 0, including 
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• No annotations 
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Figure I 
Confidence intervals generated from GOcardShuffle. Confidence intervals for the correlation of evolutionary rates and 
expression levels (mRNA expression levels are used as proxies for protein abundance). Incorporating GO annotations, individ-
ually, in pairs, or all three categories together results in progressive right-shifts of the distribution under the conditional Null 
models. The real data is indicated by the red vertical lines. When all three categories of biological information are included the 
distribution obtained under the Null model covers the observed correlation for both evolutionary rates and expression levels 
of interacting proteins. Function, Process and Compartment are indicated by F, P and C, respectively (the approximation Eqn. 
(12) was used to calculate the weight matrices for multiple annotation categories; for the yeast dataset used here this appears 
to be a reasonable approximation). 
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annotation in the rewiring procedure (via GOcardShuffle) 
leads to a systematic shift towards positive values of r. 
Interestingly, the shift experienced depends on the GO 
category in different ways for the correlation of evolution-
ary rates and that of expression levels; this reflects presum-
ably the effect different categories have on evolutionary 
rate and expression level measures respectively: annota-
tions related to "function" appear to have a greater effect 
in explaining correlations among the expression values of 
interacting proteins, whereas the "process" annotation 
has a greater impact on the expected correlations of 
expression levels of interacting proteins. The "cellular 
component" annotation appears to have the least impor-
tant impact. This is in agreement with the results of Agrafi-
oti et al. who found more significant differences in the 
evolutionary rates among proteins with different func-
tions than processes [6]. 
In both cases, however, we notice that the full annotation 
as used in GOcardShuffle results in distributions of corre-
lation values that cover the observed value of the correla-
tion. Thus, once the rewired network instances are 
conditioned on GO annotations the observed correlation 
appear to be covered by the new, conditioned Null model. 
In Figure 1 in Additional File 1 we show that the effects of 
conditioning on presently available functional informa-
tion in the context of presently available protein interac-
tion data does result in a shift of the distribution obtained 
under the Null model away from zero to finite positive 
values. Depending on the dataset and correlation 
measure, however, the GOcardShuffle histogram may not 
overlap the observed value (see Additional File 1). 
Quite generally, we expect that conditioning such 
analyses on additional available data (of which increasing 
amounts are becoming available) will result in a shift in 
the expected Null distribution if such data does explain 
some aspects of the variability in the measures to be cor-
related. That is, we observe the shift in the Null distribu-
tions, precisely because some of the variation in 
evolutionary rate and mRNA expression levels are 
captured by GO annotations [6,21]. 
Network motifs 
In order to illustrate the use of GOcardShuffle on motif-
analysis [14,15] we counted the numbers of each possible 
motif of size four present in the original protein interac-
tion network (as captured by DIP, see Methods section) 
and in each of the rewired networks. The statistical signif-
icance of motifs is assessed by their Z scores (see Methods). 
For the simple null model, and the GOcardShuffle Null 
model using all three annotation categories, these are 
shown in Figure 2. Changing the Null model against 
which significance is assessed naturally changes the 
observed Z-scores of the motifs. Perhaps the most interest- 
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Figure 2 
Significance  of motifs evaluated using GOcardShuffle. 
Significance, evaluated by z-scores, of motifs also changes 
when annotation is included in the statistical analysis. We 
note that now all motifs of four nodes are over-represented 
in the true network, compared to the ensemble of condition-
ally randomized networks; interestingly the over-representa-
tion of the completely connected graph with 4 nodes 
(measured by its z-score) is halved once annotation has been 
taken into account. 
ing result is that the relative excess of the fully connected 
motif in the true network compared to the "random net-
works" decreases as the annotations are taken into 
account. Another way of looking at this is that incorporat-
ing the coarse structure of the PIN (as captured to some 
extent at least by GO data) cannot account for the local 
network patterns across the network. 
Discussion 
We have shown that it is possible to condition the rewir-
ing process by which confidence intervals on networks are 
constructed on biological information such as gene ontol-
ogy data. Integrating such known biological information 
into the statistical analysis of protein interaction network 
data may result in changes to the Null model if such data 
is correlated with network organization. We demon-
strated the effect of conditioning on GO data by analyzing 
the correlations among interacting proteins: several stud-
ies had reported that properties of interacting proteins are 
significantly more similar than those of non-interacting 
proteins. Applying GOcardShuffle to yeast PIN data and 
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conditioning on different combinations of GO categories 
suggests that this may at least partially be because the pro-
tein interaction networks of real biological organisms are 
inhomogeneous and show a level of local and functional 
organization, which has been ignored in previous statisti-
cal analyses. In light of the conditional Null models, how-
ever, the similarity of evolutionary rates and expression 
levels of interacting proteins in the Yeast PIN dataset used 
here, is just as would be expected for a network with the 
same biological characteristics (as captured by present 
biological annotations). Since these protein characteris-
tics differ between different categories [6] - even if some-
times only slightly - and since within-category 
interactions are more frequent than between category 
interactions, similarity of properties of interacting 
proteins are readily understood. 
Presently GO annotations have to be treated with some 
care and caution. There is the danger of circular arguments 
if in-silico annotations (which often rely on protein-pro-
tein interactions) are used. As we outline in the Methods 
section uncertainties and different levels of support for 
different annotations are straightforwardly incorporated 
into the GOcardShuffle algorithm. 
The source code of the Python and R routines of the 
implementation of GOcardShuffle are available from the 
authors' website [22]. 
Conclusion 
Our novel network resampling approach allows the con-
struction of confidence intervals under a statistical Null 
model of network organization which conditions on 
available biological information. If used in addition to 
conventional rewiring procedures then this approach can 
be used to detect potentially confounding hidden varia-
bles or relationships in systems biology data. 
GOcardShuffle allows the refinement of the statistical 
Null model for network structure based on available bio-
logical data: the rewired network instances may now 
capture probabilistically the modular aspects of these 
molecular networks (if the annotations imply such a 
structure). This appears to be the case for GO annotations 
of yeast proteins, and as we have shown, such stratifica-
tion of the network - where within-category interactions 
are more frequent than between-category interactions -
may lead to correlations among properties of interacting 
proteins. Once this has been accounted for, there is no 
strong additional evidence for interacting proteins to be 
more similar than would be expected by chance. The 
present approach is readily extended to include other 
information on functional and structural properties of the 
network. Quite generally, GOcardShuffle, can be applied 
in the statistical analysis of coloured graph problems.  
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Methods 
Data 
In the illustrative examples (Figures 1, 2, 3) protein inter-
action data was taken from the Database of Interacting 
Proteins [23,24]; other databases contain similar informa-
tion [25,26] (and the effect of GOcardShuffle is the same 
for these datasets). GO annotations in a flat-file format 
can be obtained from the Saccaromyces Genorne Database 
[18]; similar lists of GO annotations, rather than the hier-
archical structures can be generated by a number of pro-
grams and tools such as FatiGO [27,28]. Evolutionary 
information was taken from the study of Agrafioti et al. 
[6]. The mRNA expression data of Cho et al. [29] was 
taken as a proxy for protein abundance. 
Constructing confidence intervals for networks 
Given a reported network dataset (which will at present 
generally be plagued by false-positive and false-negative 
results [7,30], as well as incompleteness [31]) we wish to 
be able to evaluate the statistical significance of some net-
work statistic. To this end we need to construct networks 
which share some characteristics of the observed network; 
as we have shown above, the choice of the information we 
choose to use to generate such rewired networks can have 
a pronounced effect on the results of the statistical 
analysis. 
Previous approaches: unconditional procedures 
Depending on whether the similarity of properties of 
interacting proteins or the abundance of network motifs 
were considered, previous approaches assessed statistical 
significance either through a bootstrap or randomization 
procedure, or by rewiring the network. In the former 
authors either picked M pairs of interacting proteins by 
randomly sampling 2M proteins with replacement from 
the N proteins in the dataset [9], shuffled the list of inter-
action partners [10], or picked proteins proportional to 
their degree [6]. The latter two approaches conserve the 
Chosen edges in 
current network 
Proposed mutation 
Figure 3 
Updating of network configuration. The configuration 
change (a, b) —> (a', b) is accepted according to Eqn. (6). 
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degree sequence exactly and probabilistically, 
respectively; for the first approach, on the other hand, it is 
straightforward to show, that this corresponds to making 
the assumption that the Null model is a classical or Erclos-
Renyi random graph (and is therefore inappropriate for 
the analysis of real networks). The sample statistic (such 
as a correlation coefficient) is then calculated for each rep-
licate to generate the distribution under the Null model. 
Rewiring of the network involves breaking up all interac-
tions and leaving a number of "stubs" at each node corre-
sponding to its degree. Randomly chosen pairs of stubs are 
then connected until all M interactions have been created 
and the summary statistic (correlation coefficient or 
number of motifs) is calculated. Repeating this process a 
sufficient number of times again results in the expected dis-
tribution under the Null model. Furthermore a Markov 
Chain Monte Carlo approach can be constructed which, 
e.g. conditions the network on the number of observed tri-
angles [14 Such an approach is in practice, however, com-
putationally expensive and does not appear to have been 
used widely 1151. In the meantime, however, elegant ana-
lytic approaches have been developed which allow the sta-
tistical assessment of network motif exceptionality [32]. 
Conditional rewiring. GOcardShuffle 
To include biological knowledge and potential co-vari-
ates, such as GO annotations, in the resampling process 
the method given in the algorithm below is used. Let N 
and M be the number of nodes and edges in the network, 
respectively; let y be the set of annotations (e.g. different 
protein functions), and let y(i) be the annotation of node 
i. For x, y e ywe define v„, to be the number of edges that 
connect a node with annotation x to a node with annota-
tion y. Then the probability of picking a random stub on 
a node with annotation x that has an edge attached that 
leads to a node with annotation y (we say that the edge is 
of type (x, y)) is given by 
vry 
xY 
= --
2M  
- a- for x y 
and 
co = —vxx otherwise. 
This definition means that the probabilities are properly 
normalized, i.e.Ecoxy= 1, where the sum runs over all pairs 
of indices 1 5x, y VI. If #x denotes the number of x, then 
normalization follows from the relationship 
1(1* edges of type(s, y) +1* edges of type(y, s) + * edges of type(s,$) )=Eeu, +Zeo„, = 
(3) 
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because the first sum on the RHS of Eqn. (3) runs over all 
ordered pairs of distinct annotations x and y. We approxi-
mate the likelihood of a given network N = (N , 6) 
(where "V and 8 denote the sets of nodes and edges, 
respectively) as the product of the probability of edges 
conditional on the annotations of the nodes incident on 
the edge. The probability of an edge, e(i, j) between two 
nodes with annotations y(i) and y(j) is given by we := 
room  whence we approximate Pr( N) Pr( 8 ) and we 
have thus for our likelihood of the network 
£(N) = Pr(co IN) # Hoe 	(4) 
ec 6 
Given a configuration, N = ( 17 , 8 ) we propose a novel 
configuration N ' = 	, E') (the set of nodes does not 
change hence N ' = N ) by choosing two edges, e, f E 8 , 
at random. We consider the ordered tuple of their annota-
tions (u, v) and (x, y), respectively and propose new edges 
by swapping the edges between the nodes (see Figure 3) 
to obtain edges e' and f which will be of type (x, v) and (u, 
y), respectively. The likelihood ratio is thus 
£ (N')  _lleEcc°' _ (°e(Di 
£(N) f (06 r'e'feE 
	 (5) 
as all other edges in 8 and 8 ' remain unaffected by the 
proposed change. 
We start from a random rewiring of the network which 
only conserves the degree of each node. The rewiring algo-
rithm is based on Markov Chain Monte Carlo (MCMC) 
approach using Metropolis sampling [33,34], and begins 
with a randomly rewired network with the desired degree 
sequence (see Additional File 1). A pair of edges e = (i, j), 
f = (r, s) is chosen randomly and the incident nodes are 
found to have annotations y(i), y(j) and y(r), 2(5), respec-
tively, in the lc d ifferent categories. Then the probability of 
the original and the rewired networks differ only by the 
weights of the involved edges. The probability of accept-
ing the new configuration, e = (1, s), f = (j, r) is thus given 
by the Metropolis criterion 
p =17(N,N')= min (1, 
L(N) 
	)— min (1, alfp'f  
X(N)	coeco f 
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The configuration remains unchanged with probability 1 
- p, whence a new configuration change will be proposed. 
It is easy to see that the ensemble of networks which con-
dition on the observed edge weights, co, form the station-
ary distribution of the Markov chain thus constructed. To 
show this we let r( N -> N ') be the transition mecha-
nism of the chain, 
r(N-*N') = n(N->N')x h(N ,N') 	(7 ) 
where q( N -> N ') is the probability of going from net- 
work N to N '. Here this step will always involve swap-
ping of two edges. These, however, are chosen uniformly 
at random and therefore 
q(N= >AI) = q(N-4V') 	 ( 8 ) 
With this it is trivial to show that the detailed balance [35] 
is fulfilled, i.e. 
L(N)r(N-8A1') = L(N)q(N-8N')h(N,N') 
= L(N)1(1V->N1min (1, 
L(N) 
= q(N->A1')minGC(N),Z(N')) 
= L(Isl)q(A1-4N)h(N',N)=L(N')r(N'->IV). 
(9) 
Thus GOcardShuffle - because of the general properties of 
MCMC [34,35] - will result in a Markov chain which has 
as its stationary distribution the ensemble of networks 
(defined by Pr(col N )) which condition on the degree 
sequence (by virtue of fixing the degree of each node) and 
on the weight matrix a) (by construction of the chain). 
As in all MCMC approaches it is important to run the algo-
rithm for a sufficiently long period to remove dependence 
on the initial configuration and to reach the stationary dis-
tribution of the Markov Process (the bum-in period). After 
that the chain produces highly correlated configurations 
so configurations are sampled only after a sufficiently large 
number of steps in the chain (this is referred to as the thin-
ning-out interval) [35,36]. Choice of the length for burn-in 
and thinning-out intervals require experimentation and/ 
or fine-tuning. In GOcardShuffle the default parameter for 
the burn-in period is 100 x M steps, while the thinning-
out interval has a length of 10 x M steps. 
Generalizations 
In the discussion we have thus far assumed that each pro-
tein has only one annotation. Two additional factors are 
straightforwardly included in GOcardShuffle:  
http://www.biomedcentral.com/1471-2105/8/467  
Multiple annotations: For many proteins we have more 
than one annotation. This can be due to a protein being 
found in more than one cellular component; being 
involved in more than one biological process; or having 
more than one molecular function; or any combination of 
the above. 
Multiple annotation categories: Above we have chosen 
to group proteins together if they have identical annota-
tions. Thus vx is the number of proteins with the same 
annotation x; this means that they all have the same anno-
tation regarding function, process and component. If each 
category has 30 annotations then we need to consider 
27,000 unique annotations and approximately 3.6 x 108  
different combinations x, y e y,  most of which will be 
zero. 
Multiple annotation can be easily incorporated into 
GOcardShuffle. If a protein has annotations x1 and x2, 
then its probability of interacting with a protein with 
annotation y is given by 
1 
a)(x,,x2)y = ( 
	
rpx,y)• (10) 
This assumes that annotations x1  and x2 are equally impor- 
tant in describing the biological characteristics of protein 
x. If, for example, x1 is more relevant then we would have 
to 	replace 	Eqn. 	(10) 	by 
co(x,,x2 )y = 2 (wicox,y + (1-  wi)fflx,y) In most cases, how- 
ever, present information will not be sufficient to intro-
duce reliable weightings of multiple annotations for each 
protein. 
Therefore we continue along the more parsimonious 
route of attaching equal weight to all multiple annota-
tions and write more generally, for proteins with annota-
tions given by x = (x1 , x2,...,xa) and y = (y1, y2,...,yp), 
respectively, we have 
a 13 
	
co 	= [ 1 I coxai (1 1 ) 
With Eqn. (11) the normalization of the edge probabili-
ties tvxy is trivially maintained. Multiple annotations are 
therefore straightforwardly and parsimoniously dealt 
with. Once annotations become very reliable and detailed 
it will, however, be possible to introduce weightings on 
different annotations. Alternatively to Eqn. (11) we may 
determine that a combination of annotations x = (x1, 
x2,...,x,r) defines a new annotation. This could be advanta-
geous if proteins that have more than one function, i.e. 
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annotation x' tend to interact predominantly with pro-
teins that have a different annotation x" (or set of annota-
tions x"). Clearly in such an event the simple ansatz given 
by Eqn. (11) may give rise to interactions among proteins 
that would never interact in real life. Combining annota-
tions into a new single annotation is possible by preproc-
essing the annotation input-data prior to using 
GOcardShuffle. Given the present state of the data (both 
PIN and annotations) we believe that using the approach 
given by Eqn. (11) puts less emphasis on potentially erro-
neous data; in the future, however, it will be possible to go 
beyond this approach by considering dependencies 
among sets of annotations. 
Dealing with the potentially very large number of differ-
ent annotations requires more careful consideration. In 
addition to the computational challenges of dealing with 
very large matrices, co = (cox,), taking annotations as "true" 
could be problematic as it may severely limit the size of 
the network ensemble that is defined through the station-
ary distribution of the Markov Chain defined by 
GOcardShuffle as most entries in co will be zero. An addi-
tional problem is that GO annotation is only approximate 
and when protein-interaction data has been used to anno-
tate proteins in silico errors in either the interaction data or 
GO annotations may be propagated. A pragmatic if 
approximate solution is to divide the annotations into the 
three different categories: molecular function; biological 
process; and cellular component. We thus define 3 differ-
ent matrices, one for each category 
cok for k = 1, 2, 3 or k = F, P, C 
n the R-implementation of GOcardShuffle the user has 
the choice of using individual matrices, cok, a compound 
matrix, a) (as discussed above), or an approximation to a) 
given by 
= col 0 co 2 co3 	 (12) 
(or any combination of pairs of annotations, 65 = ai 
&#x2297; a1 for i, j e 1, 2, 3). In Eqn. (12), &#x2297; 
denotes the standard tensor product [37] of the weight 
matrices. This has also numerical and computational 
advantages as we only have to store three (or two) small 
matrices (typically we use approximately 30 annotations 
per category) rather than one very large matrix. Eqn. (12) 
will for real networks only be approximate if the different 
GO categories are themselves correlated (which we know 
to be the case for yeast and other organisms for which 
extensive GO annotation data has been assembled) and it 
will be necessary to test whether this approximation is rea-
sonable (in the data presented here we found acceptably  
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small differences between the true and approximate 
weights). Nevertheless, even if only the approximation is 
used, any systematic differences between classical rewiring 
approaches and the network instances created by 
GOcardShuffle will highlight confounding factors which 
ought to be included in the construction of network con-
fidence measures. 
The GOcardShuffle algorithm can be summarized as fol-
lows 
GOcardShuffle 
Generate set of stubs from true network 
while free stubs do 
Choose two stubs uniformly from those remaining 
and create an edge between them 
end while 
for i 0 to 2 do 
Choose two edges a and b in current network at ran-
dom, uniformly 
Calculate p using Eqn. (6). 
Generate random value 0 <r < 1 
if r <p or p > 1 then 
Cross over a and b in network 
end if 
end for 
The chain is sampled at intervals of AI steps, after a burn-
in period of A, steps. For GOcardShuffle the default values 
are 
.~=100xM and /11 = 10 x M, 
(M is again the number of edges in the network). If L con-
ditionally rewired network instances are required then 2 = 
100 x M + 10 x M x L. 
Motifs 
In this paper only network motifs containing 4 nodes 
were considered. In an undirected network there are only 
six possible non-isomorphic configurations of edges 
between 4 nodes, these are shown at the bottom of figure 
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2. Motif spectra where calculated according to Milo et a/. 
(see [14,15]). The statistical significance of a motif is 
assessed using the Z-score, which is defined as 
Z = n-(n) 	 (13) 
an 
where n is the number of times the motif is found in the 
true network &#x3008;n&#x3009; is the average number 
of times the same motif is found in the rewired networks, 
and a, is the standard deviation of motif counts in the 
rewired network. reduce the amount combinations that 
need to be considered, only nodes within a path of length 
1 from the current node are considered for the choice of 
the second node, and nodes within a path of length 1 
from the first or second node for the third node. 
Implementation 
The methods described above were implemented in 
Python, as well as for the R statistical environment [38] 
(computationally intensive routines were implemented in 
C); R was also used for all statistical analyses. The source 
code for the GOcardShuffle algorithm is available from 
our website [22]. 
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1 Effect of Dataset choice on GOCardShuffle results 
The poor quality of different protein interaction datasets has attracted great interest in the literature (see 
e.g. [2,5,9]). We have applied the GOCardShuff le algorithm to a range of datasets (see figure 1). In each case 
we find that the confidence intervals obtained without and with conditioning on available GO annotation 
are significantly different. For all datasets we also observe that the GOCardShuffle confidence intervals for 
Kendall's r rank correlation coefficient overlap the observed correlation in each network dataset but for the 
literature curated (denoted by LC in figure 1) data of Reguly et al. [5] and the DIP CORE dataset [1,2,10] we 
find that the expression levels of interacting proteins are more similar than would be expected to be the case 
by chance. We note, however, that on this level, in addition to dataset choice also the correlation measure 
becomes important and for a given dataset GOCardShuffle Null distributions for one correlation coefficient 
may overlap the observed network statistic while for a different correlation coefficient this is no longer the 
case. In such a case evidence for similarity of the properties of interacting proteins would probably have to 
be considered marginal. 
In summary, however, this shows that there is a need for statistical methods that condition on the 
available data. 
2 Illustration of GOCardShuffle 
The algorithm outlined in the manuscript and implemented in the accompanying software (and the NetZ 
package; www.imperial.ac.uk/theoreticalgenomics/data-software).  
In figure 2 we show the distribution of edge numbers connecting nodes with certain funcional categories 
resulting from 400 conventionally rewired networks(black histograms) and from 400 networks where rewiring 
was conditioned on GO functions using GOCardShuffle. Although this is only a small selection of within 
and between category edges these are representative for the remaining cases. In each case we find that 
the histogram obtained using GOCardShuffle overlaps the observed value. For some instances, notably 
for between-category edges where one protein has no known annotation, unconditional rewiring results 
in a distribution which covers the observed number of between-category edges in the original network. In 
particular unconditional rewiring underestimates the relative prevalence of within-category connections [3,7]. 
For a single annotation matrix w the number of edges between proteins beloning to categories i and j, 
mij  under unconditional resampling has the expectation value 
Nx 	ur NxN, 
N N 	N 2 
where M is the total number of edges in the network, Nx is the number of nodes/proteins beloning to category 
i and N is the total number of nodes in the network; its variance is given by the standard multinomial variance 
ju NxINT, ( NsN y ) (2) 
N 2 	N2  
Since edges are sampled uniformly the Markov Chain generated by Eqns. (5) to (8) in the manuscript will 
converge to the desired stationary distribution for the within and between category connection pattern [6,8]. 
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Figure 1: Histograms of Kendall's T rank correlation coefficients obtained from normal rewiring (black) and 
for GOCardShuffle (blue). Also shown are the observed values (vertical red lines) of T in the four datasets. 
The LC and HT datasets are the literature curated and pooled high-thoughput datasets of Reguly et at. [5], 
the DIP and DIP core datasets are the complete and high-confidence interactions deposited in the database 
of interacting proteins [1,10]. 
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Figure 2: Number of edges observed in the real network connecting nodes with specific functional GO 
categories (red line) and histograms of these numbers obtained from 400 independent network instances using 
unconditional rewiring (white) and conditional rewiring using GOcardShuffle (black), respectively. The 
different panels show edges connecting proteins belonging to the following functional categories: (a) "protein-
function unknown" — "RNA binding"; (b) "protein-function unknown" — "protein binding"; (c) "protein-
function unknown" — "protein-function unknown"; (d) "protein-function unknown" — "RNA binding"; (e) 
"RNA binding" — "protein binding"; (f) "transcription regulator activity" — "RNA binding". 
The variability of the number of edges between and with categories, cannot be assessed analytically for all 
but regular random graphs (i.e. graphs where each node has the same fixed degree but edges are distributed 
at random) as there is a delicate interplay between (i) the variance induced by the Metropolis sampler, and 
(ii) the variation induced by heterogenous node degrees. The results shown in figure 2, together with the 
observation that the histograms for within and between-category edge numbers always include the observed 
value, fills us with confidence, that GOCardShuff le does indeed preserve the hallmarks of the original network 
data. 
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Summary 
It has previously been shown that subnets differ from global networks from which they 
are sampled for all but a very limited number of theoretical network models. These differ-
ences are of qualitative as well as quantitative nature, and the properties of subnets may be 
very different from the corresponding properties in the true, unobserved network. Here we 
propose a novel approach which allows us to infer aspects of the true network from incom-
plete network data in a multi-model inference framework. We develop the basic theoretical 
framework, including procedures for assessing confidence intervals of our estimates and 
evaluate the performance of this approach in simulation studies and against subnets drawn 
from the presently available PIN network data in Saccaromyces cerevisiae. We then illus-
trate the potential power of this new approach by estimating the number of interactions 
that will be detectable with present experimental approaches in sfour eukaryotic species, 
inlcuding humans. Encouragingly, where independent datasets are available we obtain con-
sistent estimates from different partial protein interaction networks. We conclude with a 
discussion of the scope of this approaches and areas for further research. 
1 Introduction 
Molecular networks are widely seen to provide concise and coherent descriptions of the cellular 
machinery in living systems. While it is generally accepted, and indeed well established[16, 
13], that in their current guise they offer only approximate representations of the complex 
processes in cells, tissues or organisms, their analysis has received great attention which has 
already produced some tangible results about the organization of molecular phenotypes and 
biological processes at the system-level. At the moment three types of molecular networks are 
currently being distinguished: metabolic networks (MN), gene regulatory networks (GRN) and 
protein interaction networks (PIN). This is, in many respects, a useful first-order distinction but 
ultimately it has to be kept in mind, that these networks do, in fact, interact with each other and 
are intricately linked. 
The integrative analysis of biological networks poses considerable statistical challenges: for 
example, GRNs can only be inferred (at least in a high-throughput sense) indirectly from ex-
perimental data. Because the number of experiments is much less than the number of genes 
(typically by at least one to two orders of magnitude) statistical measures such as correlations 
are not well defined and sophisticated variance reduction approaches have to be employed in or-
der to obtain results that can be treated as reliable (see Schafer & Strimmer [25] for an excellent 
brief review). 
Journal of Integrative Bioinformatics 2006 	 http://journal.imbio.de/ 
Here we are concerned with developing a novel statistical approach that allows us to infer 
properties of the global network N from some subnetwork S. We assume that S is generated 
by picking a subset of the nodes in the true network and considering only the interactions 
among them (see below for details). It has previously been shown [31, 30, 16, 35, 19] that 
the properties of subnets can differ quite considerably from those of the true network. Such 
differences will, in fact, be of a qualitative nature [31, 35] for most types of networks, even 
when sampling of nodes is essentially uniform and random. 
We would, of course, not expect that the structure of real networks is adequately described by 
any of the theoretical network models that have been developed in the literature [14, 34]. Burda 
et al. [9] have shown, however, that the notion of network ensembles can nevertheless provide a 
useful tool for the statistcial analysis of real network data. But even the network ensembles may 
not reasonably be expected to provide adequate descriptions of real biological networks such 
as PINs. Because of this model-selection and multi-model inference (MMI) provide a natural 
framework for the analysis of complex networks: model selection determines the information 
that different (non-nested) models can capture about the available data, and MMI averages the 
statistical estimates of predictions obtained from different models, weighted by their relative 
explanatory powers. The strength of MMI lies in the fact that even if the true model is not 
among the set of models it is posible to obtain reliable statistical estimates or predictions for 
parameters describing a stochastic process/system. 
Below we will give a brief introduction into model-selection and MMI. For the reasons outlined 
there we would expect that MMI offers a potential route towards predicting properties of the 
overall network, N, from the properties of subnet, S. This is particularly true for uncorrelated 
networks[l 8, 10] but can also be extended to correlated networks [4]. After introducing the new 
MMI approach we will evaluate its performance using simulated network and S.cerevisiae PIN 
data, before applying it to estimate the degree distributions of the global S.cerevisiae PIN as 
well as the sizes of PINs in a range of important model organisms. The manuscript concludes 
with a discussions of the scope and limitations of this approach in the analysis of complex 
biological networks. 
2 Methods 
We consider a complete network N = (V, E) where V is the set of N nodes in the network (i.e. 
N = 'VI) and E is the set of M edges eii with vi, E V. In the simplest case we consider 
simple or Meier graphs[7], where self-interactions eij  with i = j and multiple edges between 
pairs of nodes cannot occur (this poses no serious constraint and can be lifted). We denote the 
number of nodes with degree k (i.e. nodes which have k interaction partners) in the network by 
n(k). 
We will also consider subnets of N denoted by S = (Vs, Es) where Vs C V and Es C E 
with eij E Es when eij  E E and vi , vj E Vs. Furthermore we use Ns = 1Vs 1 and Ms = lEs 1 
to denote the number of nodes and edges in the subnet, respectively and p to denote the ratio 
p= NsIN. 
ood or, equivalently, the log-likelih 
L(0i ) = Pr(D10i) 	ll Pr(di lei) 
j=1
n  
(3) 
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2.1 	The degree distribution and uncorrelated networks 
kPr(k) (2) 
(k) 
In uncorrelated networks, as far as network structure is concerned, the degree sequence is a 
sufficient statistic for random graphs; i.e. the likelihood of any other network statistic (such 
as clustering coefficient or so-called motif spectra see [13] for definitions) depends only on 
the degree sequence and not on any further aspect of the data. This follows straightforwardly 
from the definition of uncorrelated networks[101. Thus, to the extent that we are dealing with 
(approximately) uncorrelated, degree sequences or distributions are in fact very efficient sum-
maries of the network data. Moreover, while it is possible to perform full likelihood analyses 
of models of network evolution[34], composite likelihood approaches which use the degree 
sequence require less run-time and are easily implemented[28, 29]. 
2.2 Model-Selection and Multi-Model Inference 
We assume that we have a set of R probability models, Q = {Q1, Q2, • • • QR}, each of which 
is parameterized by a (potentially vector-valued) parameter Oi. Formal model selection ap-
proaches allow us to compare the explanatory power (in an information theoretic sense) given 
the observed data, D = {d1 , d2 , • • • , do}, of these models (even if they are not nested and the 
standard likelihood ratio test is not applicable). Model-selection and multi-model inference are 
briefly reviewed here and discussed in detail in Burnham&Anderson [11]. An application to 
phylogenetic inferences is given in Strimmer and Rambaut [27]. 
2.2.1 Maximum Likelhood Inference 
For each model we calculate the likelihood [12] 
The degree distribution Pr(k) defines the probability of observing a node in the network with 
degree k. For a given network we can define the empirical degree distribution 
Pre (k) = n(k) 	 (1) 
Below we will refer to Pre (k) as the degree sequence of a network. 
An uncorrelated random network is one where the probability of hitting a node with degree 
k when traveling along a random edge depends only on the degree distribution and k. This 
probability is then given by 
COO = log (Pr(D10,) = E log (Pr(di I 0i)). 	 (4) 
j=1 
in terms of some dataset D = {d1 , d2 , 	, dt } . The maximum likelihood estimates of the 
parameters Oi which maximize the respective likelihood/log-likelihood are denoted by O.  The 
corresponding (maximal) value of the log-likelihood is denoted by lki. 
( 	 2 ) 
(7) 
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2.2.2 Model Selection 
Information criteria such as those due to Akaike or Schwartz assess the amount of information 
about the data that is apparently contained in the fitted model[1, 11]. The Akaike information 
criterion (AIC) chooses the model that minimizes the so-called Kullback-Leibler (K-L) distance 
1; it is defined by 
AICi = —21ki + 2vi, 	 (5) 
where vi is the number of parameters describing probability model Qi (i.e. vi = dim(B2)). Thus 
the AIC explicitly biases against more complicated models (i.e. those with more parameters) 
unless they capture more information about the data, as measured by the log-likelihood. 
In order to compare the different models we denote the AICof the model with the minimal AIC 
by AICmin. For each model Qi the difference between its AICi and the minimum 
Di = AICi — AICmin 	 (6) 
is then used to determine the relative likelihood of model i, Qi, given all the other models. This 
is given by 
exp 
and accounts for the different numbers of parameters the models may contain. These relative 
likelihoods then, in turn, define the Akaike weights, wi, for each model, 
exp (-1 
= 	
-) 	
(8) 
Ei=i exp 
The correct interpretation for the wi uses them as relative weights or probabilities, for a model 
to be true given all the other models in a set of models. Note that when the set Q is augmented 
we have to update the Akaike weights of all other models as well. Akaike weights refer only 
to a given configuration of probability models. In previous studies we have shown, that the 
Akaike model selection formalism always chooses a single model as the clearly best model 
(generally the stretched exponential or log-normal model; never, however, the pure scale-free 
model [28, 29]). 
2.2.3 Multi-model inference 
It is important to keep in mind, that complex biological data will have been generated by a 
process much more involved and intricate than any of the models we can typically study. Good 
theoretical models are — necessarily and by design — oversimplified representations of real 
processes. Thus the "real" model is not among our set of models, Q. Model selection may 
help us to identify which model explains the data best in an information theoretic sense, and 
MMI will draw inferences from a weighted average over predictions made under the different 
candidate models. Interestingly, if the true model is among the candidate models then the 
MMI estimator will have smaller variance than the corresponding estimator for the true model. 
1The K-L distance is not a distance in the mathematical sense. In particular the triangular inequality is not 
fulfilled for the K-L distance. The term "distance" has been retained in conventional use. 
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Equally, estimates and predictions have been shown to have very good statistical properties 
when the true model is not among the candidate models [27]. 
When one of the Akaike weigths wi > 0.9 one often restricts inferences to this model (we need 
to remember, however, that it is not the correct model for the type of data we will generally 
be looking at). But when none of the models has a very high Akaike weight, we can average 
those parameters that are shared by different models, or predictors derived from the models in a 
straightforward manner. Let € be the predicted value of some property of a system described by 
the models (below we will use the size of a network that is to be "predicted" from incomplete 
network data). Let E, be the predicted value from model i. Then the model-averaged predictor, 
is given by 
R 
	
i=i 
	 (9) 
Thus the estimate/prediction for € resulting from each model is weighted by the model's Akaike 
weight. The variability of the estimator/predictor given by Eqn. (9) can be estimated by boot-
strapping the data to obtain bootstrap values for wiand 
2.3 Incomplete network data 
We have previously studied the effects of unbiased and biased sampling from networks [28, 29] 
and generalize some of these results here. If the degree distribution of the network is given by 
Pr AT, and the probability for sampling a node is p, then the degree distribution of the resulting 
random subnet resulting for the subgraph induced by the sampled nodes is given by 
Prs(k) = 	(Opk (1  p)d-kpriv(i) 	 (10) 
1>k 
With p the probability of sampling a node we can straightforwardly determine the probability 
of sampling an edge as 
= p 2.  
This can be straightforwardly generalized to non-random sampling. Assume that protein i is 
chosen with probability p(i) with 0 < p < 1 for all nodes i E V. In well defined limits we can 
make a mean-field approximation where 
p(i) 	(P). 	 (12) 
and 
(P) = N EP(i) 
	
(13) 
i=1 
is the average probability of picking a node (note that we can naturally also calculate higher 
moments to obtain corrections around the mean-field limit; this way we can, for example, 
recover behaviour such as the percolation transition as (p) decreases). Obviously we also have 
= 	 (14) 
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Given p(i) and p(j) the probability of including eii is given by 
= p(i)p(j) 
	
(15) 
in agreement with Eqn. (11).Strictly speaking edges are not inherited independently but it is 
possible to show that given Ms and p an unbiased estimator for the number of edges in the full 
network, M is given by 
Ms 
M = 	. 	 (16) p2 
The properties of the estimator given by Eqn. (16) have been studied extensively [32] and have 
been shown to be remarkably accurate for simulated and real-datasets. Moreover, independent 
datasets for the same species result in similar estimates for M. Below we will derive estima-
tors of properties of .Ar from the subnet S using multi-model inference; in particular we will 
compare these with predictions based on Eqn. (16). 
This approach also allows us to study other properties of incomplete network data. For example, 
we may calculate the expected overlap between different datasets: the fraction of edges shared 
among two subnets Si and 82 is simply given by p?p3 where A is given by Eqn. (14) for subnet 
Si . We can also superimpose noise (i.e. false positive and false negative interactions) onto the 
sampling process. 
2.4 Inference of network properties from partial network data 
By combining MMI with the results obtained above relating complete to partial network data, 
we can make predictions about structural properties of the complete but unobserved network. 
We can combine Eqns. (10) and (4) to obtain the log-likelihood for a model that describes the 
degree distribution of the true network and obtain 
kmax 
lk(Oi;Ar) a, E log (E / )pk (1 — p)"PrAi(/10i).) x n(k) (17)  
k=0 	1>k 
where n,k is the number of nodes in the subnet with degree k and kmax  is the maximum degree 
in the subnet. Note that only for very special choices of Pr./v-(116)i) will it be possible to evalue 
the inner sum in Eqn. (17) in closed form; generally we have to sum it up numerically. 
When calculating the Akaike weigths it is important to keep in mind that the sampling fraction 
is an additional parameter and Ui  is incremeneted by one for all models. To apply Eqn. (17) we 
replace p by the estimate 
Ns 
P = —N = (18)  
For each model we thus obtain an estimate for the parameters Oi that describe the degree dis-
tribution of the true network (rather than the subnet on which all previous efforts have concen- 
trated). The model averaged estimate for the degree distribution f(k) is thus given by 
1 (k) = 	wiPr(Ki(ei)). 	 (19) 
i=i 
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Probability model Degree distribution Pr(k; 0) 
Poisson exp ( --A) )14; for all k > 0 
Exponential C exp( — Ak) for all k > 0 
Scale-free 
0 
k-1A(7) 
for k = 0 
for k > 0 
Lognormal c e- inc(k-fokro2/(2a2 ) for all k > 0 (k —13)rivirn- 
Stretched exponential 
0 
CI ( ir )(1-1 exp(—(k/m)")k-7  
for k < 0 
for k > 0 
Table 1: The five network models and their degree distributions, Pr(k; 0) used in the analysis, 
below. Wherever it appears, C denotes the normalizing constant such that Ek Pr(k; 0) = 1. In 
[28, 29] we analyzed the effects of other, such as trunacted scale-free models, but these were still 
found to be inferior to the lognormal and stretched exponential distributions. 
f(k) is, of course, a degree distribution and we have, e.g. 
00 E 1(k) =1. 	 (20) 
k=0 
An approximate assessment of the variation in the estimator (19) can be obtained by bootstrap-
ping the nodes directly, to obtain a bootstrap replicate for the empirical degree distribution in 
the subnet PrI.(k). We thus get a standard error for f (k) for each value of k. In the present treat-
ment these are approximately independent. For sufficiently large networks (those with several 
hundred or more nodes) this does not appear to matter very much. 
One quantity we are particularly interested in is the size of the interactome. The number of 
edges in a network with N nodes and degree sequence Pr(k)is given by 
M = — N—N 
2 	
k x Pr(k). (21) 
N ax  
k =0 
Here we will estimate the total number of edges in the whole network, M, directly from Eqn. 
(19), 
If& 	
A/  =  2  Ekxf (k). 	 (22) 
N km" 
k=0 
This can be compared with the non-parametric estimate 
Ms 	 (23) - 1)2 
The estimator (23) does not depend on the degree distribution in the true network and is a good 
estimator for data-sets that where generated by a systematic, un-biased experimental process.2 
2Bias of a sample refers to whether or not the subnet induced by the sampled nodes has systematically different 
properties from subnets that are induced by randomly selected nodes. In this respect "bias" for biological networks 
is only likely to result for extremely severe ascertainment bias. This may for example occur if baits and preys are 
chosen for proteins which are a priori known to be involved in the same process or the same cellular compartment. 
For large data-sets or high-throughput experiments this is extremely unlikely. 
O 
O 
O 
O — 
6 
o — 
2 O — 
O 
(7O  
0 
0 o 
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Figure 1: Empirical degree distribution of present yeast PIN dataset (black circles) and MMI 
estimates for the degree distribution resulting from five independent (shown in black, blue, red, 
green, cyan) subnets generated by sampling sets of 200, 400, 1000 and 2000 nodes, respectively 
(continuous curves). 
The probability models Qi (0i) can be chosen relatively freely: we are not per se interested in 
which model describes the data best but in predicting properties of N- and each model may 
give some insight. In the particular instance of biological networks, however, it makes sense 
to limit the models for the degree sequence to those which have slowly decaying ("fat") tails 
and in addition to the power-law distribution we will use stretched exponentials and log-normal 
distribution. It is also possible to consider mechanistic models such as the popular duplication-
attachement models[34]. In general, model selection and MMI work best, however, for a mod-
erate number of well suited models tends to perform best. 
Here we consider networks which are uncorrelated; given present data-sets this is justified. This 
condition can be relaxed and it is possible to incorporate correlated network ensembles should 
that be of importance. 
3 Assessing the power of MMI from incomplete networks 
In order to assess the power of MMI in the context of protein interaction networks we have 
assessed the power of this approach in three ways: 
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Figure 2: Empirical degree distribution of present yeast PIN dataset (black circles) and bagged 
MMI estimate for the degree distribution resulting from 200 bootstrap replicated of the degree dis-
tribution of a subnet containing 200 nodes. The boxplot shows the distribution of Akaike weights 
for the different models in table 1. Note that classical powerlaws, against expectation, appear to 
capture relatively little information contained in the degree distribution. 
1. simulated data under a model not among the candidate models. 
2. simulated data under a model which is among the candidate models. 
3. random subnets generated from the presently available S. cerevisiae PIN data. 
In each case we seek to infer the degree distribution and the total number of interactions in 
the complete dataset. Good performance was found in each case but here we focus on results 
obtained from the third approach. 
In figure 1 we show the estimates for the degree distribution resulting from taking subnets of the 
present yeast PIN in the database of interacting proteins (http : / /dip . doe - mbi ucl a . 
edu) with 200, 400, 1000 and 2000 nodes, respectively; the true network contains interactions 
among 4773 proteins. These were generated by picking Ns nodes and looking at the induced 
subgraph; this was then used to fit each of the five probability models to the data and then 
averaging the degree distribution across models weighted by their respective Akaike weights. 
We find that even for a network containing approximately 4% of the nodes (and hence 1.6% 
of the interactions, the estimated shape of the degree distributions offers a reasonable descrip-
tion of the degree distribution of the true network. We then compared the performance of the 
model-averaged estimate for the degree distribution with the maximum-likelihood powerlaw fit 
to the degree distribution of the "complete network". Even for Ns the relative information cap-
tured by the model-averaged estimate obtained from the incomplete data is at least two orders 
of magnitude more than that of a powerlaw model fitted to the complete model. This is a very 
encouraging result. 
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Figure 3: Empirical degree distribution of present yeast PIN dataset (black circles) and estimated 
degree distribution for the full yeast PIN. The three human estimates correspond to the datasets of 
StelzI [26] (black), Rual [24] (red) and DIP (green); Individual human datasets were downloaded 
from the IntAct database (www eb i . ac . uk/int ac t). 
A further observation already apparent from figure 1 is that the variance of the estimate de-
creases as the fraction of sampled nodes increases. For smaller subnets it is therefore advisable 
to use variance-reduction techniques such as bagging (bootstrap aggregation) [8]. This is fur-
ther shown in figure 2 where we show the bagged estimate in the left panel and box-plots of the 
Akaike weights in the right panel. For small sampling fractions we observe that several of the 
candidate models have appreciable weight, wi > 1%. As the sampling fraction increases (for 
example from Ns = 1000 and 2000 in figure 1) we observe that only one large Akaike weight 
is typically observed wi > 99%. For yeast this is typically either the log-normal or stretched 
exponential probability model. This may be a shortcoming and signal the inability of these 
probability models to describe degree distributions of real networks adequately. 
4 Application to yeast and human PIN data 
There are sufficient PIN data for four eukaryotic species: H.sapiens, D.melanogaster,C.elegans 
and S.cerevisiae. Here we focus on human and yeast PIN data and these cover approximately 
6% (H.sapiens) to 85% (S.cerevisiae) of the protein coding genes. In figure 3 we show the 
degree distributions resulting from the DIP dataset in yeast and three largely independent human 
datasets for humans. In yeast we observe that the estimated degree distribution of the complete 
interactome describes the present dataset very well (also compared to previous studies [28, 29]) 
reflecting earlier findings that for sufficiently large subnets there are only negligible differences 
between the degree distribution of the true network and the subnet. 
In the right part of figure 3 we find that different human PIN datasets yield different estimates 
for the degree distributions: while there is good agreement between the DIP dataset and the data 
Journal of Integrative Bioinformatics 2006 	 http://journalimbio.de/ 
of Stelzl et al. [26], the data of Rual et al. [24] has a smaller mode. Such differences can be due 
to a number of factors which include details of the experimental design, choice of proteins to 
be tested for interactions, and the error rate inherent to high-throughput approaches to protein-
protein interaction analysis [2]. An additional factor becomes apparent from our simulation 
studies which clearly indicate the importance of so-called orphan nodes [31], i.e. nodes which 
in the subnet have degree 0 but finite degree in the whole network. Their frequency in the 
subnet (which can be very high for fat-tailed degree distributions) also contains information 
about the structure of the network, which is lost when only connected nodes are reported. This 
will give rise to a decrease in Prs(k) at small degrees k < 10 and may be partly responsible for 
the disagreement between the datasets observed here. 
Estimates of the total number of interactions in the global S.cerevisiae and human PINs agree 
well with those obtained from the estimator (23) of 30, 000 and 700, 000, respectively. The 
present approach has, however, the advantage to provide realistic estimates of degree distribu-
tion and can be used to infer other properties of the network [20] as long as the true network is 
reasonably well described in terms of an ensemble of uncorrelated networks. 
5 Conclusion 
Above we have shown that MMI can be employed in order to make predictions about biological 
networks from present incomplete datasets. We have demonstrated the use of MMI using sim-
ulated datasets. In particular for uncorrelated networks such approaches offer a very promising 
path towards better understanding of networks, their global structure and organization, and their 
biological properties. 
It is well known (see e.g. [11]) that MMI can offer a robust statistical approach to estimation 
and prediction even if the true model is not among the candidate models[27] (we have found 
this to be the case in simulations leaving out one of the models in table 1); the excellent fit of 
the MMI estimates to the degree distribution in figure 1 is an excellent illustration of the power 
of MMI. 
All the models in table 1 are purely phenomenological; only for the power-law distribution is 
it possible to come up with a mechanistic model of growing networks which will ultimately 
give rise to a powerlaw degree distribution [3, 22, 15]. There are, however, a number of models 
which give rise to more realistic network ensembles such as duplication-attachment (DA) [34], 
duplication divergence [5] and multi-fractal models [14]. It is in principle possible to use such 
models in an MMI framework. Wiuf et al. [34] have shown that it is possible to fit DA models 
to network data, using the whole data and not just the degree distribution. The strength of 
MMI based on the degree distribution is largely in terms of computational speed and the ability 
to deal with noise and incomplete data (computational burdens on full likelihood treatments 
would be enormous). For uncorrelated networks it is furthermore possible to express many 
other properties of the networks in terms of the degree distribution. For the, intrinsically more 
interesting and realistic correlated networks [4, 21] it is possible to adapt the current approach 
and gain more realistic descriptions of network data in a statistical framework. 
There are a number of obvious and important extensions of the present approach. Perhaps the 
two most pressing extensions are: 
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• More realistic (and perhaps mechanistic) probability models can be included in the MMI 
analysis of incomplete network data. 
• In reality the sampling process is more complicated and depends also on the experimental 
set-up. This can be included and can be combined with an explicit probability model 
for false-positive and false-negative results. Prior information about error rates can be 
straightforwardly included in a more generalized approach. 
From a practical perspective it may eventually also become more convenient to adopt a Bayesian 
model-selection perspective [17] which will allow a more flexible and consistent treatment of 
many models. In a hierarchical approach it will furthermore be possible to incorporate the ef-
fects of noise consistently. Finally, there has been recent progress in the analysis of correlated 
random networks [23, 21, 6], and in order to make these processes more relevant for the analy-
sis of biological networks, we have to expand the present approach to deal with properties other 
than the degree distribution (e.g. the degree-degree distribution [4] will be a natural quantity). 
Overall, our results suggest, that it is possible to predict aspects of complex biological net-
works from present incomplete datasets (R routines for MMI from network data are available 
from MPHS on request). MMI applied to e.g. protein interaction networks can generate testable 
hypothesies about biological systems, their organization and complexity. Using more realistic 
and mechanistic models of network evolution [34, 5] combined with MMI as described here 
may also provide us with insights into the evolutionary history and functional organization of 
biological networks. Quite generally, MMI can be used to predict properties of networks from 
partial data. For uncorrelated networks, where the degree sequence is statistically sufficient, 
this is particularly straightforward. In fitting data to networks we can however, also condition 
on other aspects of the data such as degree-degree correlations and/or the observed molular 
architecture of biological networks using suitable Importance sampling or Markov Chain for-
malisms [33]. 
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