A novel crater detection method for moon landing system is proposed. This proposal assumes that it is applied to SLIM (Smart Lander for Investigating Moon) project aiming at the pin-point landing to the moon surface. The point where the lander should land is judged by the position relations of the craters obtained via camera, so the real-time image processing becomes important element. Besides, in the SLIM project, 400kg-class lander is assumed, therefore, high-performance computers for image processing cannot be equipped. The image processing is going to realize high-speed processing by using the FPGA circuit for parallel computation. Furthermore, as the crater detection method, we try to apply an object recognition method using Haar-Like feature. This Haar-Like feature is a technique used for the face detection with the digital camera, and is suitable for rapid object detection based on distribution of the light and shade of the image. Generally the surface of the moon image is only the light and shade, therefore, this method is suitable for the high-speed detection of the crater. In this paper, the precision and rapidity of the crater detection using Haar-Like feature is shown by computer simulation.
Introduction
SLIM (Smart Lander for Investigating Moon) project aiming at the pin-point landing to the moon surface is examined in JAXA (Japan Aerospace Exploration Agency) and SLIM Working Group 1) . One of the success criteria is defined to guide the lander to the target point within 100 meters with detecting and avoiding the obstacles autonomously. Therefore, a technique about autonomous navigation subsystem based on the image processing becomes the important element.
Digital image processing often needs high computational resource to realize a real-time operation. However, in the SLIM project, a lander of the 400kg-class is assumed, so it is difficult to equip and use high-performance computers.
A method to solve this problem is to use a small computer with an exclusive hardware such as FPGA (Field Programmable Gate Array), and to adopt the algorithm that parallel computation is possible.
In this paper, a novel crater detection using Haar-Like feature 2, 3) is proposed to realize a navigation subsystem. The Haar-Like feature detects a local light and shade pattern. By plural this characteristic detection being put together, various object recognition can be realized. The face recognition equipped in digital camera is one of the applications.
Besides, various methods to detect the crater from the surface image of the moon have been suggested 4) , however, setting of the threshold of the brightness of the image often becomes a problem. In the technique with Haar-Like features, the crater detection system can be learned based on images photographed by various space probes beforehand, so the problem about the threshold setting is hard to occur in comparison with the conventional methods. For the learning method, AdaBoost 2, 3, 5) learning algorithm that is one of the supervised machine learning method is used.
In this paper, we report the crater detection using Haar-Like features and AdaBoost learning algorithm, and examine an important matter in the learning processing. detects local light and shade properties in the image, and the appropriate features are used following the characteristics of the object to be detected. Haar-Like feature is calculated by that the sum of the brightness value of the pixels included in the black rectangle is subtracted from the sum of the pixels in the whole rectangle. Finally the calculated value is judged by a threshold value obtained by the machine learning.
Haar-Like Features and AdaBoost Algorithm
In object detection, a detection window is scanned by the whole image and detects the target property, therefore, a lot of addition of the brightness value is required. To carry out this calculation rapidly, an integral image is usually calculated beforehand (Fig. 2) .
where v(i,j) is the brightness value of the pixel and I(x,y) is the integral value of the image. By using the method, the sum of the brightness value Sv(x 1 ,y 1 ,x 2 ,y 2 ) of the detection window (A) in Fig. 2 can be obtained by Eq. (2) rapidly without depending on rectangle size. (2) However, even if a brightness value v(i,j) is provided at 8 bits, each memory of the integral image I(x,y) needs the number of more bits. For example, when the size of the observed image is 512x512 pixels, the bit length of the required memory becomes 26 bits at least.
Besides, an example of the structure of detector is shown in Fig. 3 . As the figure shows, (i) a detector is composed of small classifiers, (ii) amount of each Haar-Like feature is calculated according to the ratio of black area and whole area, (iii) the calculated amount of feature is determined by the threshold level, and a leaf value is selected, (iv) the selected leaf value is determined by the stage threshold, finally, the clipped image is determined whether the target object or not. The suitable threshold levels th a~c,s and leaf values Lv 0~3 are adjusted based on a large number of actual images using learning algorithm.
However, the recognition rate on the object detection using one detector is low. This detector is called "Weak Detector". In order to raise the recognition rate, it is necessary to use many weak detectors. In addition, many types of weak detector can be assumed by the difference of used Haar-Like features and the positional relationship, therefore, the appropriate detectors are needed to be chosen.
To realize a strong detector, the appropriate weak detectors are connected to the cascade structure 6) shown in Fig. 4 . As a method to constitute a strong detector by determining a kind and the number of the weak detectors to connect to cascade, AdaBoost learning algorithm 2, 3, 5) is used. AdaBoost learning algorithm is a kind of supervised machine learning algorithm, and is used for training the strong detector using weak detectors. For the learning, both "Positive Images" and "Negative Images" are used. The positive images are the images that should be detected, and the negative images are the images that should not be detected. Needless to say, the positive images in this study are crater images, however, the negative image can adopt any image besides a crater image.
In the object detection, the AdaBoost learning algorithm is applied in the learning of small classifiers, weak and strong detectors. A fundamental concept of typical AdaBoost learning algorithm is shown as follows: 
2. For each feature and the position j, a classifier h j (a) that is restricted to using a single feature is trained. The error is evaluated with respect to w t,i and e j . 
  
where
In general, the number of positive image k is set to 7000, and the number of negative image l is set to 3000, respectively. Namely, the total number of image m becomes 10000. Therefore, the learning time by AdaBoost learning algorithm is needed the above for a several days when the personal computer is used. However, the additional learning of images obtained newly is not required, so the long learning time does not become a problem in recognition processing.
Moreover, the improvement method of this boosting technology is already suggested 7) , we are going to examine the more suitable learning method as needed.
Learning of the Crater Images
As for learning of the crater images using AdaBoost learning algorithm, the images that are provided by "Apollo" are first used in this study. The examples of the positive images used in this study are shown in Fig. 5(a) . These images are the crater images clipped out by big photographs. The size of the clipped crater image varies, however, the size of image is all resized and unified to 24x24 pixels for learning. In the images shown in Fig. 5(a) , the direction of the shadow in the crater is all the same. When only these images are used for learning, only craters having the shadow with the same course can be detected. To adapt flexibly for the direction of the shadow, the images shown in Fig. 5(a) are rotated, and are added to the positive images. However, when the crater images are rotated [rad] and are used for learning, mountain images should be misrecognized as crater images based on the direction of the shadow, so the angle of rotation that can be set becomes less than [rad]. In this study, -0.3 ~ +0.3 [rad] and -0.5 ~ +0.5 [rad] are tried (Fig. 5(b) ) as the range of rotation.
Besides, the images shown in Fig. 6 (a) and (b) are used for the negative images. Fig. 6(a) shows the random images that are well used as the negative images, and Fig. 6(b) shows the surface image of moon that does not include a crater to be detected. In this study, (1) the case that both Fig. 6(a) and (b) are used for the negative images, and (2) the case that only Fig.  6(b) is used for the negative image are tried. Namely, the detection experiments are performed by the combination of the condition shown in Table 1 .
Experimental Examples of the Crater Detection and its Evaluation

Detection rate of the crater
The experimental results of the crater detection are shown in Table 2 . The detection experiments are carried out for the other images provided by "Apollo" that are not used to the learning process. Furthermore, the minimum size of the crater should be detected is set to 24x24 pixels, and the enlarged rate of the detection window is set to 1.05 times to cope with the crater detection of various size. In addition, the crater of the detection target in the image is counted by viewing. As the Table 2 shows, (1) the rate of Detector A that is expected of the flexible correspondence for the direction of the shadow is the worst. It seems that the image rotated in +0. 5 [rad] becomes completely reverse image rotated in -0.5[rad], therefore, the distinction between a crater and a mountain becomes difficult 8) . (2) As the results of the Detector B, the random negative images shown in Fig. 6(a) are not suitable for learning the crater detection. In the case of the face detection using Haar-like feature, there is a little possibility that the object showing in Fig. 6(a) is in the target image, however, it is not necessary in this case. It seems that the images should be chosen based on the objects which should be removed directly.
As the results, the crater detection by the setting of the Detector C that does not contain the problems (1) and (2) shows the best performance. Fig. 7 shows an experimental example of the crater detection using the setting of Detector C. As the figure shows, the characteristic crater in the image is detected enough. 
Speedup of the crater detection
The time that is required for the detection on Fig. 7 is 417. 4 [ms] on the computer simulation. The reasons to need such time are (a) the size of the whole image shown in Fig. 7 is big (2400x2440 pixels), (b) the minimum size of the crater that should be detected is set to small size (24x24 pixels), and (c) the enlarged rate of the detection window is set to small value(1.05 times). Although the crater of various sizes is detectable, many futility of processing may also be contained.
The size of the whole image is unidentified at present because it is determined by the specifications of the lander, however, it is thought that this size (2400x2440 pixels) is too big one. Moreover, if the suitable craters should be found as the landmarks, these conditions (b) and (c) are too small.
Based on the concept, the condition of the crater detection is modified, and the processing time is measured. Table 3 shows the relation between the condition of the crater detection and the processing time. As the Table 3 shows, since unnecessary processing is excluded, large speedup is anticipated by a difference of the condition setting. Moreover, if a condition is set to detect a big crater, the rate of crater detection can be improved.
Besides, Fig. 8 shows the state of the crater detection by the difference of the condition setting. As the Fig. 8(b) shows, when the minimum size of the crater detection is set to big (40x40[pixels]), the small craters in the image are ignored, however, the rapid crater detection is realized.
Discussion
Implementation of the crater detector
As mentioned in Chapter 4, the crater detection using Haar-Like features can realize good ability as the crater detection method. However, the detection shown in Chapter 4 is obtained by personal computers, and the software for the crater detection is designed by C++ language with Open CV ver. 2.1 libraries provided by Intel Corporation. In Open CV libraries, the AdaBoost learning program shown in Chapter 2 is also provided.
To put it on the small lander examined in SLIM project, the system for the crater detection is needed to realize by using small-scale computer and FPGA device, so the environment of the computation is largely changed.
For the design of the FPGA, we are going to use Co-Developer that is provided by Impulse Accelerated Technologies, and can compile C language into HDL (Hardware Description Language) in high efficiency. In particular, the crater detection by Haar-Like feature is possible to implement the parallel processing, so rapid processing is expected when the crater detector is built using FPGA. However, the memories with long bit-length are required to memorize the integral image as mentioned in Chapter 2, so it is necessary to devise the structure of the memory circuit with a necessary scale to realize parallel processing.
Correspondence to the direction of the shadow
In this study, the direction of the shadow in the crater is unified and used to the learning. The direction of the shadow can be guessed from the flight plan and the posture of the space probe precisely, so the correspondence for the direction of the shadow is possible if the appropriate learning data is prepared beforehand. However, when some kind of troubles occurred to the space probe, the other measures are necessary.
The conceivable measures are to change the origin and the direction of axis of the observed image that is usually set to the upper-left corner into the other corner, and to change the calculation direction of the integral image shown in Fig. 9 .
Because the crater is circular, we think that some flexibility is provided by this method. If this method is used to the detection process together, the rotation of -0.25~ +0.25
[rad] becomes appropriate range for the learning mentioned in Chapter 3. 
Correspondence to the Images Obtained by the Other Space Probes
In this paper, the images provided by "Apollo" are adopted to be learned the detector. When the crater detection is carried out for the unlearned images of "Apollo", a good detection result is obtained as mentioned in Chapter 4. The crater detection using Haar-Like feature can be improved the ability by learning using AdaBoost, so it is thought that the detection for an unlearned image is possible to some extent.
However, it is necessary to confirm it what kind of detection is accomplished with the images provided by the other space probes that the characteristic of images are different. In this chapter, the crater detection using the images obtained by "Lunar Orbiter" and "Kaguya" is examined.
Flexibility of the detector that is learned by a limited space probe
In this section, the images that are observed by "Lunar Orbiter" and "Kaguya" are analyzed using the detector that is learned by the images of "Apollo", and the flexibility of the detector that is learned by a limited space probe is examined. The experimental results are shown in Table 4 .
In the case of the images provided by "Lunar Orbiter", we have confirmed that there are both images showing the good detection rate and images showing not good detection rate. As the results, the general detection rate of images by "Lunar Orbiter" turns out worse than the detection rate for the images by "Apollo".
Besides, the detection rate for the image by "Kaguya" shows a bad result generally. It seems that the images by "Kaguya" are different from the images by "Apollo" in the characteristic greatly. This result shows that the additional learning of the images by "Kaguya" is necessary at least.
Learning using the images provided by various space
probes Next, the detector that is learned by the images by "Apollo" Table 4 . Experimental results of the crater detection. The detector is learned using the images provided by "Apollo", and the unlearned images by "Lunar Orbiter" and "Kaguya" are analyzed. The setting used for the learning is the same with that of "Detector C" shown in Table 1 Table 5 . Experimental results of the crater detection. The detector is learned using the images provided by "Apollo" and "Lunar Orbiter", and the unlearned images by "Lunar Orbiter" and "Kaguya" are analyzed. The setting for the detection is the same with Table 4 . and "Lunar Orbiter" is tried to use as the crater detection. In this experiment, the images by "Kaguya" are not used for learning because the number of images obtained by "Kaguya" is limited unfortunately. The analyzed targets are the images by "Lunar Orbiter" and "Kaguya". The experimental results are shown in Table 5 . As the Table 5 shows, the rate of correct detection improves generally, so it seems that the method using AdaBoost can learn the various images cyclopedically. However, the rate of false detection worsens. To improve this tendency, the detector is necessary to be learned using more images.
Normalization of the characteristic of images
Based on the results of section 6.1 and 6.2, it seems that this crater detection system used Haar-Like features and AdaBoost can support unlearned images to some extent. However, it is not guaranteed whether the system can support an image got by the actual machine, so some kind of normalization method of image is expected.
Then, we are going to adopt the PCA (Principle Component Analysis) and ICA (Independent Component Analysis) 9) as the preprocessing of the observed image. PCA is the method that calculates the chief component of image based on the eigenvalue and eigenvector of the covariance matrix of the images. By extracting a chief component, the object recognition that is not influenced by the brightness of image is possible 9) . Besides, ICA is the method to disintegrate to an independent component each other by calculating the inverse system of the mixed process of components. In the study that applied the method to the face recognition, the part of eyes and the nose can be broken down from a target image 9) . If this technique is applied to the crater detection, the main body of crater and the shade are separated, and a more robust detection system can be realized.
However, a high performance computer is required to realize the preprocessing using the PCA and ICA in real time, therefore, it is necessary to improve the PCA and ICA as the preprocessing method suitable for the crater detection system. We will report the improvement method at a next opportunity.
Conclusions
In this paper, we have confirmed that rapid and practical crater detection can be implemented by using Haar-Like features and AdaBoost learning algorithm. Moreover, the suitable setting of the positive and negative images for realizing a crater detector with high detection rate has been shown based on the experimental results.
Besides, the obtained crater detector can correspond to the unlearned images provided by the various space probes to some extent, however, the ability of the crater detector may become insufficient when the properties of the unlearned images are extremely different. Therefore, it is thought that the normalization of image properties is necessary.
For realizing the normalization of images, a summary of the method using PCA and ICA has been shown in this paper, however, the examination about the fitness and the rapidity of the preprocessing is still insufficient. We are going to examine the preprocessing based on PCA and ICA in future.
