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First-order invariants
of differential 2-forms
J. Mun˜oz Masque´, L. M. Pozo Coronado
Abstract
Let M be a smooth manifold of dimension 2n, and let OM be the dense
open subbundle in ∧2T ∗M of 2-covectors of maximal rank. The algebra
of DiffM -invariant smooth functions of first order on OM is proved to
be isomorphic to the algebra of smooth Sp(Ωx)-invariant functions on
∧
3T ∗xM , x being a fixed point inM , and Ωx a fixed element in (OM )x. The
maximum number of functionally independent invariants is computed.
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1 Reduction to symplectic group
Let M be a C∞ manifold and let
Grx = G
r
x(M) = {j
r
xφ ∈ J
r(M,M) : φ(x) = x, detφ∗,x 6= 0} , r ≥ 1,
be the Lie group of r-jets of diffeomorphisms at x ∈ M . If r ≥ s, then Grsx
denotes the kernel of the natural projection Grx → G
s
x.
In particular, for every r ≥ 2, Gr,r−1x is isomorphic to the vectorial group
SrT ∗x (M) ⊗ Tx(M), as J
r(M,M) → Jr−1(M,M) is an affine bundle modelled
over SrT ∗(M) ⊗Jr−1(M,M) T (M) and, therefore for every j
r
xφ ∈ G
r,r−1
x there
exists a unique t ∈ SrT ∗x (M) ⊗ Tx(M) such that t + j
r
x(1M ) = j
r
xφ. Hence we
can identify jrxφ to t.
Theorem 1. Let M be a C∞ manifold of dimension 2n, and let p : OM → M
be the dense open subbundle in ∧2T ∗M of 2-covectors of maximal rank. Given
a point x ∈ M , the map δx : J
1
xOM → ∧
3T ∗xM , δx(j
1
xΩ) = (dΩ)x, is a G
2
x-
equivariant G21x -invariant epimorphism.
Proof. The G2x-equivariance of δx is a consequence of the following well-known
property: (d(φ∗Ω))x = φ
∗((dΩ)φ(x)). In fact, for every φ ∈ DiffxM one obtains
δx
(
j2xφ · j
1
xΩ
)
= δx
(
j1x
(
(φ−1)∗Ω
))
=
(
d((φ−1)∗Ω)
)
x
= (φ−1)∗
(
(dΩ)φ−1(x)
)
= j2xφ · δx(j
1
xΩ).
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Next, we show that δx is surjective. Let w3 ∈ ∧
3T ∗xM . Let (x
i)2ni=1 be a
coordinate system centred at x. If w3 =
∑
h<i<j λhij(dx
h)x ∧ (dx
i)x ∧ (dx
j)x,
then w3 = δx(j
1
xΩ), where Ω =
∑
h<i<j λhijx
hdxi ∧ dxj . If (yhij)1≤h<i<j≤2n is
the coordinate system on ∧3T ∗xM given by
w3 =
∑
h<i<j
yhij(w3)(dx
h)x ∧ (dx
i)x ∧ (dx
j)x, ∀w3 ∈ ∧
3T ∗xM,
then the equations for δx are yabc ◦ δx = ybc,a − yac,b + yab,c, a < b < c.
This proves that δx is the restriction of a linear mapping. Moreover, the pro-
jection p10 : J1(∧2T ∗M)→ J0(∧2T ∗M) = ∧2T ∗M is an affine bundle modelled
over T ∗M ⊗ ∧2T ∗M , where the sum operation is defined as follows:
(1) (df)x ⊗ w2 + j
1
xΩ = j
1
x [(f − f(x)) Ω
′ + Ω] ,
Ω′ being any 2-form such that Ω′x = w2 ∈ ∧
2
xT
∗M .
If j2xφ ∈ G
21
x , then (φ
∗Ω)x = Ωx, i.e, p
10(j1xΩ) = p
10(j1x(φ
∗Ω)) ; hence there
exists a unique τ =
∑
j<k τjkl(dx
l)x ⊗ (dx
j)x ∧ (dx
k)x ∈ T
∗
xM ⊗ ∧
2T ∗xM such
that j1x(φ
∗Ω) = τ + j1xΩ. If Ω =
∑
h<i Fhidx
h ∧ dxi, then
φ∗Ω =
∑
j<k
F¯jkdx
j ∧dxk, F¯jk =
∑
h<i
(Fhi ◦ φ) det
∂(φh,φi)
∂(xj ,xk)
, φh = xh ◦φ,
and taking derivatives for F¯jk and evaluating at x, one obtains
∂F¯jk
∂xl
(x) =
∑
h<i
∂Fhi
∂xa
(φ(x))∂φ
a
∂xl
(x) det ∂(φ
h,φi)
∂(xj,xk)
(x)
+
∑
h<i
Fhi(φ(x))
{
∂2φh
∂xj∂xl
(x) ∂φ
i
∂xk
(x) + ∂φ
h
∂xj
(x) ∂
2φi
∂xk∂xl
(x)
− ∂
2φh
∂xk∂xl
(x) ∂φ
i
∂xj
(x)− ∂φ
h
∂xk
(x) ∂
2φi
∂xj∂xl
(x)
}
.
As j2xφ ∈ G
21
x , it follows: φ(x) = x,
∂φh
∂xi
(x) = δhi , and from the previous
formula one thus deduces τjkl = Fhk(x)
∂2φh
∂xj∂xl
(x) − Fhj(x)
∂2φh
∂xk∂xl
(x). As τjkl is
alternate on j, k, one can write τ = 12τjkl(dx
l)x ⊗ (dx
j)x ∧ (dx
k)x, and recalling
that the coordinates are centred at x, taking the formula (1) into account, it
follows: j1xΩ
′ = τ , where Ω′ is the 2-form given by
Ω′ = 12x
l
{
Fhk(x)
∂2φh
∂xj∂xl
(x)− Fhj(x)
∂2φh
∂xk∂xl
(x)
}
dxj ∧ dxk(2)
= 12x
ld
(
∂φh
∂xl
)
∧
{
Fhk(x)dx
k + Fhj(x)dx
j
}
= d
{
1
2
(
xl ∂φ
h
∂xl
− φh
) (
Fhk(x)dx
k + Fhj(x)dx
j
)}
.
Hence, δx
(
j1x(φ
∗Ω)
)
= δx
(
j1x (Ω
′ +Ω)
)
= δx
(
j1xΩ
)
.
Let M be an arbitrary C∞-manifold and let φ¯ : ∧2 T ∗M → ∧2T ∗M be the
natural lift of a diffeomorphism φ ∈ DiffM ; i.e., φ¯(w) = (φ−1)∗w for every
2-covector w ∈ ∧2T ∗M . If Ω is a 2-form on M , then φ¯ ◦ Ω ◦ φ−1 = (φ−1)∗Ω.
Let
J1φ¯ : J1
(
∧2T ∗M
)
→ J1
(
∧2T ∗M
)
,
J1φ¯(j1xΩ) = j
1
φ(x)(φ¯ ◦ Ω ◦ φ
−1),
2
be the 1-jet prolongation of φ¯. A subset S ⊆ J1(∧2T ∗M) is said to be natural
if
(
J1φ¯
)
(S) ⊆ S for every φ ∈ DiffM . Let S ⊆ J1(∧2T ∗M) be a natural
embedded submanifold. A smooth function I : S → R is said to be an invariant
of first order under diffeomorphisms or even DiffM -invariant if I ◦ J1φ¯ = I,
∀φ ∈ DiffM . If we set I(Ω) = I ◦ j1Ω, for a given 2-form Ω on M , then
the previous invariance condition reads as I
(
(φ−1)∗Ω)(φ(x)
)
= I(Ω)(x), for all
x ∈ M , φ ∈ DiffM , thus leading us to the naive definition of an invariant, as
being a function depending on the coefficients of Ω and its partial derivatives up
to first order, which remains unchanged under arbitrary changes of coordinates.
Theorem 2. Let M be a smooth connected manifold of dimension 2n. The ring
of invariants of first order on OM is isomorphic to C
∞
(
∧3T ∗xM
)Sp(Ωx)
, where
Ωx is a fixed element in OM .
Proof. As M is connected, the group DiffM acts transitively on M . Therefore,
it suffices to fix a point x ∈ M and to compute DiffxM -invariant functions in
C∞(J1xOM ). From the very definitions it follows:
C∞(J1xOM )
Diffx M = C∞(J1xOM )
G2x ,
and by virtue of Theorem 1 the map δ¯x : J
1
xOM → (OM )x × ∧
3T ∗xM , defined
as follows: δ¯x(j
1
xΩ) = (Ωx, (dΩ)x), is G
21
x -invariant and surjective; hence the
induced homomorphism
(
δ¯x
)∗
: C∞((OM )x ×∧
3T ∗xM)→ C
∞(J1xOM )
G21x is in-
jective. Next, we shall prove that
(
δ¯x
)∗
is also surjective, by showing that every
I ∈ C∞(J1xOM )
G21x takes constant value on the fibres of δ¯x, as in this case I in-
duces I¯ ∈ C∞((OM )x×∧
3T ∗xM) such that I = I¯ ◦ δ¯x =
(
δ¯x
)∗
(I¯). Actually, this
is a consequence of the fact that the fibres of δ¯x coincide with the orbits of G
21
x
on J1xOM . To prove this, we first observe that every j
1
xΩ¯ ∈
(
δ¯x
)−1
(δ¯x(j
1
xΩ))
can be written as j1xΩ¯ = j
1
x(Ω˜ + Ω) with Ω˜x = 0, (dΩ˜)x = 0, and the proof
reduces to show the existence of a 2-form Ω′ given by the formula (2) such that
j1xΩ
′ = j1xΩ˜, since we have seen that j
1
x(φ
∗Ω) = j1x (Ω
′ +Ω), for some j2xφ ∈ G
21
x .
The rank of Ω being 2n, there exists a coordinate system (xi)2ni=1 centred at x
such that Ωx =
∑n
i=1(dx
2i−1)x ∧ (dx
2i)x, or equivalently, F2i−1,2i(x) = 1, and
Fjk(x) = 0, 1 ≤ j < k ≤ 2n otherwise. We have Ω˜ =
∑
i<j λijkx
kdxi ∧ dxj+
terms of order ≥ 2, because Ω˜ vanishes at x, and by imposing Ω˜ to be closed at
x, we obtain
(3) 0 = λijk − λkji + λkij , 1 ≤ k < i < j ≤ 2n.
Then, the equation j1xΩ
′ = j1xΩ˜ is equivalent to the system
Fhk(x)
∂2φh
∂xj∂xl
(x) − Fhj(x)
∂2φh
∂xk∂xl
(x) = λjkl, 1 ≤ j < k ≤ 2n,
or equivalently, for 1 ≤ j′ < k′ ≤ n,
(4)
∂2φ2k
′
−1
∂x2j
′
∂xl
(x)− ∂
2φ2j
′
−1
∂x2k
′
∂xl
(x) = λ2j′,2k′,l,
− ∂
2φ2k
′
∂x2j
′
∂xl
(x) − ∂
2φ2j
′
−1
∂x2k
′
−1∂xl
(x) = λ2j′,2k′−1,l,
∂2φ2k
′
−1
∂x2j
′
−1∂xl
(x) + ∂
2φ2j
′
∂x2k
′
∂xl
(x) = λ2j′−1,2k′,l,
− ∂
2φ2k
′
∂x2j
′
−1∂xl
(x) + ∂
2φ2j
′
∂x2k
′
−1∂xl
(x) = λ2j′−1,2k′−1,l,
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as follows by taking derivatives with respect to xl, 1 ≤ l ≤ 2n, and evaluating
at x, in the coefficient of dxj ∧ dxk in the right-hand side of the first equation
in (2). Furthermore, as a computation shows, the equations (3) are seen to be
the compatibility conditions of the system (4), thus concluding that an element
j2xφ ∈ G
21
x satisfying such a system really exists.
Therefore, a G2x-equivariant isomorphism of algebras holds:
(
δ¯x
)∗
: C∞((OM )x × ∧
3T ∗xM)
∼=
−→ C∞(J1xOM )
G21x .
Moreover, as G2x is the semidirect product G
2
x = G
21
x ⋊G
1
x, taking invariants
with respect to G1x
∼= GL(2n,R), we finally obtain an isomorphism
(
δ¯x
)∗
: C∞((OM )x × ∧
3T ∗xM)
G1x
∼=
−→
(
C∞(J1xOM )
G21x
)G1x
= C∞(J1xOM )
G2x .
Once an element Ωx ∈ (OM )x has been fixed, the following injective map is
defined:
α1Ωx : ∧
3 T ∗xM → (OM )x × ∧
3T ∗xM,
α1Ωx(θx) = (Ωx, θx),
such that LA ◦ α
1
Ωx
= α1A·Ωx ◦ LA, ∀A ∈ G
1
x; in particular, if A ∈ Sp(Ωx),
we have LA ◦ α
1
Ωx
= α1Ωx ◦ LA. Hence the map α
1
Ωx
is Sp(Ωx)-equivariant. If
f ∈ C∞((OM )x × ∧
3T ∗xM)
G1x , then f ◦ α1Ωx ∈ C
∞(∧3T ∗xM)
Sp(Ωx). In fact, if
A ∈ Sp(Ωx), then for every θx ∈ ∧
3T ∗xM we have
(
f ◦ α1Ωx
)
(A · θx) = f (Ωx, A · θx) = f (A · Ωx, A · θx) = f (Ωx, θx)
=
(
f ◦ α1Ωx
)
(θx) .
Therefore, the Sp(Ωx)-equivariant ring-homomorphism
(
α1Ωx
)∗
: C∞
(
(OM )x × ∧
3T ∗xM
)
→ C∞
(
∧3T ∗xM
)
induced by α1Ωx maps C
∞((OM )x × ∧
3T ∗xM)
G1x into C∞(∧3T ∗xM)
Sp(Ωx), and
the restriction of
(
α1Ωx
)∗
to C∞((OM )x × ∧
3T ∗xM)
G1x is denoted by
(
α1Ωx
)∗′
: C∞
(
(OM )x × ∧
3T ∗xM
)G1x → C∞ (∧3T ∗xM
)Sp(Ωx)
.
We prove that
(
α1Ωx
)∗′
is injective. Actually, if
(
α1Ωx
)∗′
(f) = 0, then
f (Ωx, θx) = 0, ∀θx ∈ ∧
3T ∗xM.
As f is invariant under the action of G1x, we also have f (A · Ωx, A · θx) = 0,
∀A ∈ G1x, ∀θx ∈ ∧
3T ∗xM ; as G
1
x operates transitively on (OM )x, it follows:
f = 0, because given an arbitrary point (Ω′x, θ
′
x) ∈ (OM )x×∧
3T ∗xM there exists
A ∈ G1x such that A · Ωx = Ω
′
x and by taking θx = A
−1 · θ′x, we conclude
f (Ω′x, θ
′
x) = 0.
The map
(
α1Ωx
)∗′
is also surjective: For every g ∈ C∞
(
∧3T ∗xM
)Sp(Ωx)
we
define f : (OM )x × ∧
3T ∗xM → R as follows: f (Ω
′
x, θx) = g(A
−1 · θx), A ∈ G
1
x
being any transformation verifying Ω′x = A ·Ωx. The definition is correct, since
if B also verifies the equation Ω′x = B · Ωx, then A
−1B ∈ Sp(Ωx) and g being
invariant under the action of Sp(Ωx), we have g(B
−1 · θx) = g((A
−1B)−1 ·A−1 ·
θx) = g(A
−1 · θx). Furthermore, f is G
1
x-invariant, as f(A
′ · Ω′x, A
′ · θx) =
g((A′A)−1 ·A′ · θx) = f (Ω
′
x, θx), ∀A
′ ∈ G1x, thus concluding.
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2 The number of invariants
2.1 Infinitesimal invariants
From now onwards, V denotes a real vector space of dimension 2n and Ω ∈ ∧2V ∗
denotes a non-degenerate skew-symmetric bilinear form on V .
Let (vi)
2n
i=1 be a basis for V with dual basis (v
i)2ni=1. We define coordinate
functions yabc, 1 ≤ a < b < c ≤ 2n, on ∧
3V ∗ by setting
(5) θ =
∑
1≤a<b<c≤2n
yabc(θ)
(
va ∧ vb ∧ vc
)
∈ ∧3V ∗.
If A ∈ GL(V ), then for 1 ≤ a < b < c ≤ 2n we have
A ·
(
va ∧ vb ∧ vc
)
= (A−1)∗va ∧ (A−1)∗vb ∧ (A−1)∗vc
=
(
va ◦A−1
)
∧
(
vb ◦A−1
)
∧
(
vc ◦A−1
)
=
(
λahv
h
)
∧
(
λbiv
i
)
∧
(
λcjv
j
)
=
∑
1≤h<i<j≤2n
∣∣∣∣∣∣
λah λbh λch
λai λbi λci
λaj λbj λcj
∣∣∣∣∣∣
vh ∧ vi ∧ vj ,
where (λij)
2n
i,j=1 is the matrix of (A
−1)T in the basis (vi)
2n
i=1 and the superscript
T means transpose. In what follows we assume Ω =
∑n
i=1 v
i ∧ vn+i.
A function I : ∧3 V ∗ → R is Sp(Ω)-invariant if I (Λ · θ) = I(θ), ∀θ ∈ ∧3V ∗,
∀Λ ∈ Sp(Ω).
Lemma 3. A smooth function I : ∧3 V ∗ → R is Sp(Ω)-invariant if and only if
I is a first integral of the distribution spanned by the following vector fields:
(6)
U∗ =
∑
1≤h<i<j≤2n
(∑
1≤a<b<c≤2n U
abc
hij yabc
)
∂
∂yhij
,
U = (uij)
2n
i,j=1 ∈ sp(2n,R),
where the functions Uabchij are given by the formulas
Uabchij = −
∣∣∣∣∣∣
uha δhb δhc
uia δib δic
uja δjb δjc
∣∣∣∣∣∣
−
∣∣∣∣∣∣
δha uhb δhc
δia uib δic
δja ujb δjc
∣∣∣∣∣∣
−
∣∣∣∣∣∣
δha δhb uhc
δia δib uic
δja δjb ujc
∣∣∣∣∣∣
.
Proof. If I is invariant, then, in particular, we have I (exp(tU) · θ) = I(θ),
∀t ∈ R, U = (uij)
2n
i,j=1 ∈ sp(Ω). If Λ(t) = exp(−tU
T ), then
I
(∑
1≤a<b<c≤2n
1≤h<i<j≤2n
yabc
∣∣∣∣∣∣
λah(t) λbh(t) λch(t)
λai(t) λbi(t) λci(t)
λaj(t) λbj(t) λcj(t)
∣∣∣∣∣∣
vh ∧ vi ∧ vj
)
= I(θ),
and taking derivatives at t = 0, it follows:
0 =
∑
1≤a<b<c≤6,1≤h<i<j≤6
Uabchij yabc
∂I
∂yhij
(θ),
Uabchij being as in the statement. The converse follows from the fact that the
symplectic group is connected and hence, every symplectic transformation is a
product of exponentials of matrices in the symplectic algebra.
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Theorem 4. The distribution D ⊂ T (∧3 V ∗) whose fibre Dθ over θ ∈ ∧
3V ∗ is
the subspace (U∗)θ, U ∈ sp(2n,R), is involutive and of locally constant rank on
a dense open subset O ⊂ ∧3V ∗.
The number N2n of functionally independent Sp(Ω)-invariant functions de-
fined on O is equal to N2n =
(
2n
3
)
− rankD|O.
Proof. Every pair of vector fields U ′∗, U ′′∗ belonging to D on an open subset O ⊆
∧3V ∗ can be written as U ′∗ =
∑n(2n+1)
h=1 f
h(Uh)
∗, U ′′∗ =
∑n(2n+1)
i=1 g
i(Ui)
∗, with
fh, gi ∈ C∞(O), where (U1, . . . , Un(2n+1)) is a basis of sp(2n,R). As [U
∗
h , U
∗
i ] =
−[Uh, Ui]
∗, it follows that [U ′∗, U ′′∗] can be written as a linear combination of
(Uh)
∗, (Ui)
∗, and [U∗h , U
∗
i ] = −[Uh, Ui]
∗ = −cjhi(Uj)
∗, where cjhi are the structure
constants of sp(2n,R) on this basis. This proves that D is involutive. Moreover,
we first recall that the dimension of the vector spaces {Dθ : θ ∈ ∧
3V ∗} is
uniformly bounded by dim(∧3V ∗) =
(
2n
3
)
. Let O ⊂ ∧3V ∗ be the subset defined
as follows: A point θ ∈ ∧3V ∗ belongs to O if and only if θ admits an open
neighbourhood N such that d = dimDθ = maxθ′∈N (dimDθ′). We claim that
O is an open subset. Actually, there exists an open neighbourhood N ′ of θ such
that the dimension of the fibres of D over the points θ′ ∈ N ′ is at least d, as if
(Xi)
∗|θ, 1 ≤ i ≤ d, is a basis for D at ξ, for certain Xi ∈ sp(2n,R), 1 ≤ i ≤ d,
then the vector fields (Xi)
∗, 1 ≤ i ≤ d, are linearly independent at each point of
a neighbourhood of θ. From the definition of O we thus conclude that if θ ∈ O,
then we have dimDθ′ = d for every θ
′ ∈ N ∩ N ′; hence N ∩ N ′ ⊆ O. The
same argument proves that the rank of D is locally constant over O. Next, we
prove that O is dense. Let N be an open neighbourhood of an arbitrarily chosen
point θ ∈ ∧3V ∗ and let θ′ be a point in N such that the rank of D|N takes its
greatest value at θ′. By proceeding as above, we deduce that θ′ belongs to O.
Finally, the formula for the number of invariants in the statement now follows
from Frobenius’ theorem.
Remark 5. We have N2 = 0, as ∧
3V ∗ = {0} if dimV = 2, and N4 = 0, as
Sp(2n) acts transitively on ∧3V ∗\{0} if dimV = 2n = 4. Furthermore, as a
consequence of the results obtained in [1], it follows that the generic rank of D
for dimV = 2n = 6 is 18; hence N6 = 2.
2.2 N2n computed
Theorem 6. We have
N2n =


0, 1 ≤ n ≤ 2,
2, n = 3,
n(4n2−12n−1)
3 , n ≥ 4.
Proof. The formula in the statement for 1 ≤ n ≤ 3 follows from Remark 5.
Hence we can assume n ≥ 4. For every 3-covector θ ∈ ∧3V ∗, let us define
µθ : Sp(Ω)→ ∧
3V ∗, µθ(U) = U · θ, ∀U ∈ Sp(Ω).
It suffices to prove that there exists a dense open subset O′ ⊂ ∧3V ∗ such that
µθ is an immersion if θ ∈ O
′, since im
[
(µθ)∗ : TISp(Ω)→ Tθ(∧
3V ∗)
]
= Dθ.
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By expanding on (6) it follows:
(7)
−U∗ =∑
1≤a<b<c≤2n
∑
1≤d<b
udayabcYdbc +
∑
1≤a<b<c≤2n
∑
c<d≤2n
udayabcYbcd
−
∑
1≤a<b<c≤2n
∑
b<d<c
udayabcYbdc +
∑
1≤a<b<c≤2n
∑
a<d<c
udbyabcYadc
−
∑
1≤a<b<c≤2n
∑
c<d≤2n
udbyabcYacd −
∑
1≤a<b<c≤2n
∑
1≤d<a
udbyabcYdac
+
∑
1≤a<b<c≤2n
∑
b<d≤2n
udcyabcYabd +
∑
1≤a<b<c≤2n
∑
1≤d<a
udcyabcYdab
−
∑
1≤a<b<c≤2n
∑
a<d<b
udcyabcYadb,
where Yhij =
∂
∂yhij
, 1 ≤ h < i < j ≤ 2n. Given indices 1 ≤ α < β < γ ≤ 2n,
the coefficient of Yαβγ in (7) is
Cαβγ =
∑β−1
a=1 uαayaβγ +
∑β−1
a=1 uγayaαβ −
∑α−1
a=1 uβayaαγ
+
∑γ−1
a=α+1 uβayαaγ −
∑β−1
a=α+1 uγayαaβ −
∑γ−1
a=β+1 uαayβaγ
+
∑2n
a=β+1 uγayαβa +
∑2n
a=γ+1 uαayβγa −
∑2n
a=γ+1 uβayαγa,
1 ≤ α < β < γ ≤ 2n.
As the matrix U = (uij)
2n
i,j=1 is symplectic, the following symmetries hold:
uj,n+i = ui,n+j, un+j,i = un+i,j , un+j,n+i = −ui,j, 1 ≤ i < j ≤ n.
A vector U∗θ belongs to ker(µθ)∗ if and only if Cαβγ = 0 for every system of
indices 1 ≤ α < β < γ ≤ 2n. We thus obtain a homogeneous linear system S2n
of
(
2n
3
)
linear equations in the n(2n + 1) unknowns uij , i, j = 1, . . . , n; ui,n+j ,
un+i,j , 1 ≤ i ≤ j ≤ n, and we have
(
2n
3
)
> n(2n+1) for every n ≥ 4. Evaluating
S2n at the 3-covector θ
0 of coordinates yabc(θ
0) = a+ b+ c, 1 ≤ a < b < c ≤ 2n,
as a numerical calculation shows, the only solution to S2n(θ
0) is given by uij = 0,
i, j = 1, . . . , n. We can thus conclude by simply applying the formula (4) for
N2n in Theorem 4.
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