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[1] The generation of internal waves by a propagating river plume is studied in the
framework of a fully nonlinear nonhydrostatic numerical model. The vertical fluid
stratification, parameters of tide, river discharge, and the bottom topography were taken
close to those observed near the Columbia River mouth. It was found that in the
beginning of the ebb tidal phase the river water intruding into the sea behaves as a surface
jet stream. It collides with the stagnant shelf waters and sinks down in the area of the
outer plume boundary, forming a head of the gravity current. In supercritical conditions
which are normally realized at the first stage of the ebb tidal phase, internal waves are
arrested in the head of the gravity current because their phase speed is smaller than
the velocity of the plume. They are released and radiate from the plume when the speed of
the decelerating front becomes smaller than the internal wave phase speed. This
mechanism of the wave generation is sensitive to the stratification of the ambient shelf
waters. It was found that dramatic decay of the buoyancy frequency profile from the
surface to the bottom provides the most favorable conditions for the efficient
disintegration of the head of the gravity current into a packet of internal waves and their
fast separation from the plume. In the case when the fluid stratification on the shelf is close
to monotonous, the disintegration of the head of the gravity current into a packet of
solitary internal waves is not expected.
Citation: Stashchuk, N., and V. Vlasenko (2009), Generation of internal waves by a supercritical stratified plume, J. Geophys. Res.,
114, C01004, doi:10.1029/2008JC004851.
1. Introduction
[2] The nonlinear internal waves (IWs) are widely ac-
knowledged as being a small-scale process with global and
climatic significance. They play a fundamental role in water
mixing and, as a result, in the setting the global oceanic
density structure. It is well established and proved nowa-
days fact that one of the most powerful and regular sources
of internal waves is the conversion of barotropic tidal
energy into baroclinic component occurring over large-scale
bottom features, that is, continental slopes, oceanic ridges
and banks (see, for instance, Garrett and Kunze [2007] and
references herein).
[3] As distinct from the tidal energy conversion, there are,
however, some other important sources of oceanic internal
waves: shear instability, atmospheric impact, local initial
disturbances of buoyancy fluxes and stratified currents
[Thorpe, 2005]. A relatively new mechanism of IWs gen-
eration has been formulated recently by Nash and Moum
[2005] who reported the observation of packets of IWs in
the area of the Columbia River mouth and assumed that
they were generated by the river plume in the coarse of its
transition from supercritical to subcritical regime of evolu-
tion. These packets are regularly observed from space by
synthetic aperture radars (SAR) [Fu and Holt, 1982]. Note,
however, that one should distinguish two type of internal
wave packets appearing in SAR images near the Columbia
River plume. The first type is the ‘‘classical’’ system of IWs
generated by the barotropic tide over the shelf break
according to the mechanism of tidal energy conversion
mentioned above. Such waves propagate shoreward; they
are presented in Figure 1 by the fragments with symbol I
(for details, see Moum et al. [2003]). The second group of
waves has a circular fronts (find fragments marked by II in
Figure 1); they propagate seaward and have completely
different origin. It is assumed that these circular waves are
generated by the Columbia River plume.
[4] The Columbia River is the largest river on the
west coast of North America with an average discharge of
260 km3 year1. The mouth of the river is located at
approximately 46N, entering the Pacific Ocean in the
area of a relatively straight meridionally oriented coastline
with a narrow shelf. Because of a strong semidiurnal tidal
activity, the river water intrudes into the sea twice a day
with ebb currents forming a thin surface low-salinity lens
which extends more than 10 km from the mouth. Penetrat-
ing into surrounding waters the plume behaves as a surface
gravity current with the head developed at the boundary
between the plume and the sea.
[5] Weakly nonlinear theory predicts that one of the most
probable scenarios of evolution of any localized initial
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density disturbance is its disintegration into a system of
solitary waves [Whitham, 1974]. The number and the
intensity of radiated waves depends on spatial character-
istics of the initial perturbation. Applying this idea to the
Columbia River plume one can assume that in the beginning
of the plume development its leading edge contains such a
system of internal waves traveling with the plume. On the
basis of their observations Nash and Moum [2005] assumed
that the plume propagates faster than these waves at the first
stage of the ebb phase. It was hypothesized that IWs are
released and detach from the plume when its speed, Up,
becomes smaller than the phase speed of IWs, V. This
transition from supercritical regime with Up > V to the
subcritical one when Up < V is possible because both
velocities, Up and V, vary in space and time. It is important
also that in a very general case the IWs generated by the
plume are nonlinear, which is why the velocity V should be
treated as a nonlinear phase speed (see section 3).
[6] There is, however, an alternative possible explanation
of the waves generation by the moving plume. It is based on
the resonant theory predicting the wave excitement by a
moving pressure area [Akylas, 1984], or by a topography
obstruction in a stratified flow [Grimshaw and Smyth,
1986]. In both cases the upstream propagating nonlinear
internal waves appear as a formal solution of a forced
Korteweg de-Vries (fKd-V) equation without disintegration
of an initial disturbance. As a confirmation of this mecha-
nism, the gravity current can be considered as a solid
Figure 1. (a) The fragment of the Pacific Ocean showing the surface manifestations of IWs (marked as
I and II) acquired by SAR. The black diamonds spot the position of measurements [Nash and Moum,
2005]. Two open circles show the location of CTD stations: ‘‘Jetta’’ and OGI02. The shaded rectangle
designates the model domain. (b) Zoom of the model domain. (c) The profiles of the background
temperature and salinity on the shelf.
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‘‘topographic’’ object propagating in surface layer (some
kind of piston) at the first stage of fast plume spreading.
Formally, all conclusions of the resonant theory can be
applied to this object moving with speed Up and generating
internal waves in front of it.
[7] To be precise, the resonance theory of a stratified flow
over topography predicts the generation of internal waves
propagating both upstream and downstream [Grimshaw and
Smyth, 1986]. The most interesting effect develops in the
case when the difference between the flow speed, Up, and
the phase velocity of IWs of the mode 1 internal waves, V, is
small. In the beginning of the motion when the amplitude of
generated wave is not large enough, the upstream propa-
gating wave is arrested by incoming flow. The wave thus
remains in the forcing region for a while and grows in
amplitude (formation the head of the gravity current). The
growth continues until the wave amplitude reaches a suffi-
ciently large value to move upstream because of the
nonlinear dispersion and escape from the ‘‘topography’’.
According to the resonant theory the speed of the radiated
wave can be equal, slightly greater or smaller than the flow
speed. In the limit of a steady state flow, this topographic
resonance results in the generation of an infinite train of
periodically spaced solitary waves of uniform amplitude
and fixed wave period. In the case of a decelerating flow the
resonant theory predicts a generation of a rank-ordered
packet of the solitary waves propagating upstream [Wang
and Redekopp, 2001].
[8] The situation with a propagating freshwater plume is
more complicated than the above scheme presents because
the plume cannot be considered as a ‘‘solid’’ object. In fact,
the plume lens is getting thinner in the course of propaga-
tion because of the radial spreading. In addition, a head of
the gravity current really produces an internal bore which
separates from the plume and disintegrates into a packet of
internal waves according to the mechanism discussed by
Whitham [1974]. In summary one can assume that both
mechanisms contribute to the wave generation, although,
some theoretical study would be helpful to clarify the
conditions of the waves formation.
[9] Note that a forecasting estuarine numerical model,
ELCIRIC, targeted on a prediction of water level, velocity,
temperature and salinity fields in the area of the Columbia
River plume [Zhang et al., 2004] is not able to reproduce a
generation of short IWs by the plume because of the
limitation imposed by the hydrostatic approximation. For
investigation of the generation of IWs by a decelerating
plume a nonhydrostatic model would be more appropriate.
The Massachusetts Institute of Technology general circula-
tion model [Marshall et al., 1997] is used in the present
study in order to determine the major factors controlling the
wave generation by the river plume and to identify the range
of the input parameters making the generation process
possible. The paper is arranged as follows: the model and
its initialization are described in section 2; section 3 con-
tains the results of the Basic Case Run (BCR), whereas the
sensitivity of the model results to various input parameters
is presented in section 4; influence of ambient stratification
is investigated in section 5; discussion and summary of the
present study are formulated in section 6.
2. Model Description
[10] The dynamics of the Columbia River plume is
studied within the domain shown in Figure 1. The detailed
bottom topography is presented in Figure 1b. Consider the
Cartesian system of coordinates, arranged in such a way
that the plane Oxy is situated at the undisturbed free
surface with the Oz axis directed vertically upward. Two
other axis, Ox and Oy, are arranged perpendicular and
along the shoreline, respectively. The basin (a sector Lx 
Ly = 16.775  19.7 km2) is filled with stratified fluid
whose salinity and temperature profiles are taken close to
those measured outside the estuary (Figure 1c).
[11] An important stage of the model initialization is the
correct parameterization of the freshwater discharge from
the estuary. Figure 2 represents the time series of the salinity
and the temperature at 6.4-meter depth recorded at station
Jetta in the river mouth (note that data in Figure 2, as well as
in Figures 3 and 8d were taken from the Web site: http://
www.ccalmr.ogi.edu/CORIE/network/jetta/). It is clear from
Figure 2 that the temperature and the salinity in the estuary
alter with tidal periodicity. Another conclusion comes from
the analysis of their range: strong variability of the temper-
Figure 2. Example of CTD measurements in the river mouth at depth of 6.4 m (station Jetta).
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ature and the salinity, that is, DT >4C and DS >25 ppt
means that water properties at Jetta vary from almost fresh
river water during the ebb phase to pretty saline seawater in
the flood phase. Combining these two facts one can con-
clude that the barotropic tidal flow is the major driving force
controlling a semidiurnal periodicity of the freshwater
discharge. Saline seawater is pumped into the estuary during
the flood tidal phase, whereas the ebb phase is characterized
by a strong outflow of almost fresh river water in opposite
direction. It is important that the transition from the fresh to
saline water regime in the mouth occurs pretty fast as if
there is a lock in the mouth which operates with a semidi-
urnal periodicity. Thus a ‘‘lock-exchange’’ approach in the
modeling of sea-river interaction is well justified. An
additional sector of 1  19.7 km2 attached to the model
domain to the right of the lock is shown in Figure 1b by
white color. This ‘‘ad hoc’’ extra basin is volumetrically
equal to the Columbia River estuary. Two basins (the inner
and the outer) are connected through a narrow gap initially
closed by a lock. The width of the gap was taken equal to
3.5 km, which is close to the actual mouth width.
[12] The water inside the estuary is taken homogeneous at
t = 0 with the salinity Se = 8 ppt and the temperature Te =
20C. When the lock is released, the river water starts to
move from the estuary into the sea as a surface gravity
current. The latter is produced by the action of three major
forcing: the ebb tidal flow, river discharge and the horizon-
tal pressure gradient caused by the density difference
between the sea and the estuary.
[13] It is ought to note that the measurements of Nash and
Moum [2005] were conducted close to the model domain
(find black diamonds in Figure 1a) whereas the position of
IWs packet recorded by the RADARSAT-1 satellite (frag-
ment II in Figure 1a) is located much farther. Another
evidence of internal waves generated by the plume is shown
in Figure 3 which represents the time series of the salinity
and the temperature recorded by station OGI02 at 10-meter
depth. These profiles can be treated as a solibore with two
well-defined leading waves detached from the head of the
gravity current. Figure 3 illustrates the fact that the waves
can be generated by the plume in the close proximity to the
mouth. To provide the conditions for the generation of IWs
within the model domain, the relatively weak river dis-
charge, that is, Q = 5000 m3s1 (which actually varies from
4000 to 18,000 m3s1) and a moderate value of tidal ebb
velocity, Utide = 0.5 ms
1 [Hickey and Banas, 2003], have
been chosen for the model initialization.
[14] Another important point for the modeling is the
correct choice of the grid. According to the observations
[Nash and Moum, 2005; Pan et al., 2007], the scale of
the recorded IWs is of about 200 m. So, the horizontal step
Dx = Dy = 25 m looks small enough to achieve necessary
resolution of IWs. However, some runs were performed
with twice smaller spatial step, Dx = Dy = 12.5 m, to study
sensitivity of the model to the spatial resolution (see
section 4). In vertical direction the plume presents a thin
lens with the mean depth of about 10 m [Orton and Jay,
2005], where fine vertical resolution should be provided.
The following series of vertical step Dz = 1, 1, 1, 1, 1, 1,
1.5, 2, 2.5 3, 5, 10, 10 m (from the top to the bottom) was
taken in the model.
[15] Assuming strong vertical water mixing, the Richard-
son number-dependent parameterization [Pacanowski and
Philander, 1981] is chosen:
n ¼ n0
1þ aRið Þn þ nb; k ¼
n
1þ aRið Þ þ kb;
where v and k are the coefficient of the viscosity and
diffusivity, respectively, Ri is the Richardson number, Ri =
N2(z)/(uz
2 + vz
2) and N2 = (g/r@r/@z)1/2 is the buoyancy
frequency, g is the acceleration due to gravity, r is the
density. Here vb = 10
3 m2s1 and kb = 10
5 m2s1 are the
background dissipation parameters, v0 = 1.5 10
2 m2s1,
a = 5 and n = 1 are the adjustable parameters. Such a
parameterization for the vertical turbulent viscosity v and
diffusivity k increases their values in the areas where the
Richardson number is small. Horizontal diffusivity and
viscosity were set at the level of 0.5 m2s1.
[16] The Orlanski open boundary conditions were used
at the western, northern and southern boundaries of the
outer basin [Marshall et al., 1997]. The model estuary (the
white-color rectangular shape to the right of the lock, see
Figure 1b) was closed at its northern and southern bound-
Figure 3. Time series of temperature and salinity recorded by station OGI02 at depth of 10 m.
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aries. At the eastern boundary, x = 0, the temperature and
the salinity are set Te = 20C and Se = 8 ppt, respectively
(see Figure 2) and the horizontal velocity is found from
the formula u = Q/(HLy)Utide * sin(2p * t/Ttide), which
sets a superposition of the river discharge (the first term)
and periodical tidal current (the second term). Here Q is
the volume of river discharge, H is the local water depth
and Ttide is the tidal period.
3. Model Results
[17] In investigation of the Columbia River plume dy-
namics two quite different processes should be traced at the
same time. The first one is the development of the plume
which is mostly a surface phenomenon. Its position and
spatial structure can be visualized using sharp surface
salinity gradients. Hence the best way to illustrate the plume
position is to analyze the salinity field at the free surface.
Unfortunately, the generated IWs (the second object of our
analysis) do not produce any salinity signal at the free
surface. They can be recorded at depth by remarkable
displacement of isopycnals, instead. Note, that in the
present study the plume and generated IWs should be traced
together. The situation can be rectified and the spatial
structure of IWs can be recovered at the free surface if
one takes into account the ability of IWs to produce zones
of strong convergence and divergence there. This property
of IWs is used for their satellite tracking, for instance.
According to Alpers [1985], there is a biunique relationship
between the brightness of a signal appeared in SAR images
and the gradient of horizontal velocity at the surface, G =
[(@u/@x)2 + (@v/@y)2]1/2. It was found in practice [see
Alpers, 1985] that internal wave signal is clearly identified
by SAR if the gradient G is larger than 103 s1. We take
this value, that is, G = 103 s1, as a practical threshold for
identification of IWs.
[18] Thus the investigation of the generation of IWs by a
decelerating plume can be done by a joint analysis of the
salinity and the velocity gradients at the free surface
combined in one figure. An example of such an approach
is shown in Figure 4 where the fields S(x, y, 0, t) and G(x, y,
0, t) > 103 s1 are overlaid. In the Basic Case Run (BCR)
presented in Figure 4 all three driving forces were activated:
(1) the density difference Dr between the estuary with re =
1001.92 kg m3 and the seawaters with rs(0) = 1013 kg
m3 at the surface (and rs(H) = 1026 kg m
3 at the bottom),
(2) the river discharge with Q = 5000 m3 s1, and (3) the
ebb tidal flow with maximum velocity Utide = 0.5 m s
1.
[19] Figure 4 shows that the spatial structure of the
salinity field within the plume is highly intermittent. Just
after the beginning of the motion (first hour of the exper-
iment), the plume boundary is nearly symmetrical, and the
salinity field inside the plume is mostly uniform. The
symmetry and homogeneity are violated at the latest stages
of the evolution when one can clearly identify the jet stream
in the middle of the plume which supplies the fresh water
from the mouth. The water around the jet is more saline.
The jet oscillates in space and time revealing quite unstable
behavior. Its axis slightly turns to the left whereas the basic
part of the plume is shifted to the right according to the
Coriolis effect (see Figure 4). Similar behavior of the plume
was discovered by Horner-Devine [2008] on basis of the
observational data. The reason of unexpected jet deviation is
conditioned by the shape of the bottom topography in the
area: in fact, there is a canyon near the mouth located just at
the exit from the estuary. The areas adjacent to the canyon
are extremely shallow (less than 10-m depth) and provide a
natural barrier for the jet. It seems that the canyon flanks
prevent the jet from its turning to the right. As a result, the
freshwater follows a general route of the canyon. This issue
is discussed in section 4 in more detail.
[20] Let us focus now on the spatial structure of the
generated IWs. They are presented in Figure 4 by the thick
lines where G > 103 s1. It is seen that during the first two
hours of the experiment the position of sharp convergence
zones coincides with the plume boundary nearly perfectly.
The thick lines start to separate from the plume after three
hours of evolution (initially at the northern periphery), and
this process of wave detachment is mostly completed during
the next two hours.
[21] To make sure that the thick lines moving off the
plume really represent IWs, let us consider the vertical
structure of the salinity field. Figure 5 illustrates several
salinity cross sections at different stages of the plume
evolution along the line AA shown in Figure 4. Scrutiny
of Figure 5 reveals that the plume itself together with the
mixed underlying waters occupies 10-meter surface layer,
and the head of the gravity current is well developed by
time span t = 2 h (see Figure 5, top). The nonlinear waves
start to separate from the main body of the plume two hours
later, and by t = 5 h they have already detached from the
plume. Starting from this moment of time a packet of short-
scale internal waves is clearly seen. Presumably, this is a
consequence of the transition from supercritical to subcrit-
ical regime of the plume evolution taking place between 4
and 5 hours when arrested IWs are released and radiate from
the plume.
[22] The density sections shown in Figure 6 illustrate
three stages of wave evolution described by Nash and
Moum [2005]. They are: (I) growth of the head of the
gravity current, (II) wave fission resulted in the formation
of internal waves, and finally, (III) the detachment of the
wave packet from the plume and its free propagation. All
these stages are clearly seen in Figure 6: at 4 h:00 min (I)
the head of the gravity current is developed; at 4 h:20 min
(II) the nonlinear wave separates from the main body of the
plume and starts to evolve into a series of rank-ordered IWs.
The wave packet propagates faster than the plume (quanti-
tative estimates are presented below), and by 4 h:40 min
(III) it has moved several hundreds meters off.
[23] Figures 6(IV) and 6(VI) confirm that the fragments
detached from the plume can be treated as internal waves:
the structure of the isopycnals along with the horizontal and
vertical velocities represent the first baroclinic mode. It is
seen that the first wave in the packet is the largest wave with
the amplitude of about 10 m and the wavelength of
approximately 200 m. The maximum horizontal and vertical
velocities in this wave are 0.5 m s1 and 0.04 m s1,
respectively (see Figure 6 for the location). The subsequent
waves are weaker, and the packet itself is well rank ordered.
[24] The analysis of the BCR has shown that the waves
start to separate from the southern and northern peripheries
of the plume earlier than from its central sector. All the
details on the wave detachment are presented in Figure 7
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Figure 4. Time series presenting the surface salinity (gray for fresh water and white for saline water)
overlaid with the maximum gradient of horizontal velocity (G > 103 s1, black lines) and bottom
topography.
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Figure 5. Evolution of the salinity field in the cross section A-A (see Figure 4).
C01004 STASHCHUK AND VLASENKO: INTERNAL WAVES BY PLUME
7 of 17
C01004
where the position of the plume boundary is shown with
10-minute interval. From Figure 7, one can estimate the
velocity of the plume spreading, Up. The dotted line repre-
sents the contour where the Froude number, Fr = Up/c, is
equal to one, that is, Fr = 1 (here c is the phase speed of linear
long internal waves). The phase speed cwas calculated using
the boundary value problem.
qzz þ N zð Þ=cð Þ2q ¼ 0; q 0ð Þ ¼ q H x; yð Þð Þ ¼ 0; ð1Þ
where q(z) is the vertical wave profile, N(z) is the
buoyancy frequency and H(x, y) is the water depth. To
the left of the dotted line Fr < 1 whereas Fr > 1 to the right
of it. According to the linear theory this line formally
separates two areas with ‘‘subcritical’’ and ‘‘supercritical’’
regimes of the plume evolution. The dashed line shows the
location of the wave detachment defined from the
numerical experiment. In fact, this line specifies the actual
boundary between subcritical and supercritical regions of
the plume evolution.
[25] Several conclusions can be drawn from Figure 7. The
first one is similar to those found for Figure 4, that the wave
detaches earlier from the plume in the northern and southern
peripheries than it happens in its central sector. The reason
is that the plume propagates more slowly at the lateral
boundaries than along the axis of the jet (compare the
distance between contours in various parts of the calculation
domain). To be more specific, the waves start to separate
from the plume periphery when the speed of the plume
spreading drops below 0.5 m s1. This velocity found from
Figure 7 coincides with the value found by Nash and Moum
[2005]. At the same time in its central sector (in the
direction where the majority of river water is accumulated)
the plume propagates faster and the subcritical conditions
for the waves are met here substantially later (up to 5 hours
after start of experiment). As a result, the arrested internal
Figure 7. The position of the plume boundary presented
with a 10-min interval (black thin and thick lines). Two
thick gray lines show the contours of the linear phase speed
in m s1. The thick dashed line shows the locations of the
actual wave separation from the plume. The dotted curve
indicates the positions of Fr = 1 calculated from linear
boundary value problem (1).
Figure 6. Density sections showing three stages of wave
generation: (I) frontal growth, (II) wave fission, and (III)
free wave propagation. Dashed rectangle: (IV) additional
density section with corresponded (V) horizontal and (VI)
vertical velocities (contour labels in m s1).
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waves accumulate more energy and thus their amplitude
are greater here than amplitude of IWs generated at the
periphery.
[26] Another important conclusion from Figure 7 is that
the wave separates from the plume earlier than it was
predicted by the linear theory (compare the position of the
dashed and dotted curves). The difference can be explained
in terms of nonlinear dispersion: large amplitude internal
waves propagate faster than linear waves so that the gap
between the two lines is just an illustration of this fact.
[27] Figure 8 represents the salinity recorded by mooring
OGI02 at the depth of 10 m (Figure 8a) and the salinity
obtained for the same location numerically (Figure 8b).
Both graphs reveal the characteristics of a ‘‘classical’’
solibore, that is, initial stage of disintegration of a baroclinic
bore (the head of the plume, in fact), into a packet of solitary
internal waves. The newborn rank-ordered packet of inter-
nal waves (the high-frequency oscillations) is clearly seen
on the background of a sharp steplike structure of a
smoothed salinity profile. The experimental profile is not
as regular and rank ordered as the numerical graph. This fact
can be explained by a relatively large sampling interval at
OGI02, 2 min, which gives only three readings for a spike
so that the absolute maximum of every can be missed.
Another reason could be the interference of IWs with the
background internal waves of other nature which (see
Figure 1) are not included into the model. Taking this
reasoning into account one can conclude that the both
profiles qualitatively are in a good agreement. Even their
quantitative details are basically considered: the vertical
scope is in the range DS = 1.6  1.2 ppt and the distance
between the picks is of about 10 min).
4. Sensitivity Runs
[28] The BCR discussed above was performed for the
three major driving forces acting together: (1) the density
gradient between the estuary and the ocean, (2) the river
discharge, and (3) the ebb tidal flow. Further investigations
are needed to clarify the specific input of every force in the
generation mechanism of IWs. For this purpose three extra
‘‘ad hoc’’ situations are considered below in addition to
BCR when one or two driving forces are excluded from the
analysis. Figure 9 presents four different scenarios of the
plume evolution: the plume is initiated by the density
gradient alone (Figure 9a), together with the river discharge
(Figure 9b) or with tide (Figure 9c). Panel (d) shows the
BCR for the comparison. The initial density contrast in this
series of runs was identical: re = 1001.92 kg m
3 in the
estuary; in the sea the density varies from rs(0) = 1013 kg
m3 at the surface to rs(H) = 1026 kg m
3 at the bottom.
The river discharge was taken equal to Q = 5000 m3s1 and
the tidal flow in the mouth was Utide = 0.5 m s
1.
[29] Figure 9 shows that the propagating plume generates
IWs in all scenarios. The plume size and shape, as well as
the parameters of the radiated IWs are however highly
sensitive to the applied force. The overall scale of the plume
lens is larger and the generated IWs are stronger in the case
of two or three driving forces rather than one only. Note also
that without tide (Figures 9a and 9b) the lens of fresh water
occupies twice smaller area than that formed with the tide
(Figures 9c and 9d). It is evident that, being accompanied
by the tidal current, the plume propagates faster. As a result,
the transition from supercritical to subcritical regime of the
plume evolution starts earlier when it is not accelerated by
the tide and therefore the generated IWs moved off the
plume much farther in scenarios (a) and (b) than in
scenarios (c) and (d).
[30] Scrutiny of Figure 9 has shown that the plume
initiated by the density gradient alone (without tide and
river discharge) is however able to produce remarkable IWs
(Figure 9a). The next series of experiments was aimed to
test the sensitivity of the model to the value of the initial
density gradient between the estuary and the sea. Note that
there are two parameters that control the density gradient.
The first one is the total density difference between the
estuary and the sea, Dr(z) = (re  rs(z)). Taking into
account the fixed water stratification at the shelf (the
vertical profiles presented in Figure 1c), this parameter
can vary only by changing re. In all experiments discussed
above the density in estuary re was equal to 1001.92 kg
m3 (almost fresh water), whereas rs(0) = 1013 kg m
3. So,
this density difference is acknowledged hereafter as a
‘‘large’’ difference. Another numerical experiment was
performed for ‘‘small’’ density difference when re = 1010
kg m3 (which was increased by taking 20 ppt for salinity in
the estuary).
[31] The second parameter which can change the value of
the density gradient is the thickness of the transition zone,
DL, between two water bodies. It is clear that the sharp
interface with DL = 25 m produces a hydraulic jump at the
leading edge of the gravity current almost immediately after
the release of the lock, whereas the smoothed transition
zone requires time to arrange similar frontal conditions. In
addition to the ‘‘sharp’’ case with DL = 25 m, another
numerical experiment was performed for the ‘‘smoothed’’
transition zone with DL = 1 km. Figure 10 represents three
tested cases: sharp gradient (L = 25 m) with large and small
density difference are presented on Figures 10a and 10b,
respectively; the case with small density difference between
two water bodies and smoothed interface is presented by
Figure 8. (a) Salinity measured by station OGI02 at 10-m
depth. (b) Model predicted salinity at the same location.
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Figure 10c. The surface temperature is used here to trace the
plume. It is overlaid with the bottom topography and
horizontal velocity gradient G  103 s1 (solid line) which
indicate the position of IWs.
[32] It is seen from Figure 10 that the weaker density
gradients, the more slowly propagates the plume. However,
the density gradient alone (even smooth and weak) is still
able to generate IWs. These waves are clearly seen in
Figures 10b and 10c. Their amplitudes can be estimated
from Figure 11 where the vertical density sections along the
central axis of the plume (similar to Figures 4 and 6) are
presented for the three stages of the wave generation. Panel
A, B, C in Figures 10 and 11 correspond to each other.
[33] Inspection of Figure 11 reveals that the larger
and sharper initial density gradient produces the strongest
internal waves. Further decrease of the density gradient
leads to a subsequent weakening of the wave signal,
which can make difficult their experimental detection.
However, an important outcome from these runs is that
the river plume driving by the density gradient alone still
generates internal waves, although much weaker than in the
case when all three driving forces act together (compare
Figures 6 and 11a).
[34] The results presented above have demonstrated the
sensitivity of the plume evolution to the nature of the
driving force: density gradient, river discharge or tidal
Figure 9. Surface salinity field after t = 6 hours of the plume evolution overlaid with the gradient of
horizontal velocity and bottom topography: (a) motion is initiated by the density difference between
estuary and ocean; (b) the density gradient is accompanied by the river discharge; (c) the density
gradient is accompanied by the tide; and (d) the density gradient, tide, and river discharge act
together.
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current. There are, however, two extra factors which are also
important for the understanding of the plume dynamics.
One of them is the effect of the errors introduced in the
model by numerical discretization of the governing equa-
tions. The coarser numerical grid can increase the numerical
viscosity to such an extent that some important details of
solution can be lost. In the present calculation, however, the
model resolution was fine enough to prevent all undesirable
Figure 11. Density sections showing three stages of wave generation: frontal growth, wave fission, and
free propagation for different values of density gradient: (a) large and sharp, (b) small and sharp, and
(c) small and smoothed.
Figure 10. Surface temperature at t = 5 hours overlaid with the gradient of horizontal velocity G >
103s1 and bottom topography for different values of density gradient: (a) large and sharp, (b) small and
sharp, and (c) small and smoothed (see explanation in text).
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effects related to the numerical viscosity. Figure 12 clearly
demonstrates that the amplitude of the leading waves is a bit
larger on a finer grid. However the model with coarser grid
still reproduces the oscillating solibore pretty successfully.
[35] Another factor which can affect the plume spreading
is the shape of bottom topography. Even though the plume
itself occupies only 10-meter-thick surface layer, it does
‘‘feel’’ the bottom topography although the total depth in
the basic part of the model domain is greater than 20 m
(see Figure 1b). As it was shown above the river waters
turns to the right just after the leaving the mouth, which is
in accordance with the Coriolis effect. However, the
freshwater jet stream located in the middle of the plume,
clearly turns to the left (see, for instance, Figure 4, time
span t = 6 h). It was assumed that the jet follows the
general route of the underwater canyon. To investigate the
role of the bottom topography its profile was simplified in
such a way to be a flat slope from 10-m depth at the exit
from estuary to 40 m at the western boundary of the
calculation domain. The resulting salinity field for the
time span t = 6 h of the plume evolution is presented in
Figure 13 (overlaid with gradient velocity fields and
bottom topography). The acting forces in this experiment
were the same as in the BCR presented in Figure 4, that is,
density gradient, tide, and river discharge. As it was
expected, both the plume and the jet stream are curved
to the right under the action of the Coriolis force. So,
despite the fact that the freshwater plume spreads mostly in
the thin surface layer, the plume itself is sensitive to the
form of the bottom topography.
5. Influence of Ambient Stratification
[36] The idea of the generation of IWs by the river plume
was formulated by Garvine [1984]. He considered a steady
radial symmetric flow discharging from a point source of
fresh water into a stationary ambient seawater. It was
assumed that IWs are generated at the interface between
two layers and propagate from the source toward the front.
As soon as the waves reach the plume boundary they are
reflected back into the interior of the plume where they are
reflected back again from the area with reduced layer
thickness and higher current speed. It is clear that the IWs
could not overtake the front and radiate into the homoge-
neous fluid. It was further assumed that the waves arrested
inside the plume can produce multiple fronts. To justify his
idea Garvine [1984] presented several patterns of a radially
symmetric river plume and acknowledged some other
laboratory and field observations. Luketina and Imberger
[1987] also discussed a possibility of generation of second-
ary fronts within the plume observed in the Koombana Bay.
They did not support however the wave mechanism of their
formation proposed by Garvine [1984] and attributed the
subfronts generation to the variations of the river discharge.
In fact, the water on the shelf beyond the Koombana Bay
plume was well stratified, so a free radiation of the
generated waves from the front was quite possible. For
instance, in the context of the present results Figure 15 of
[Luketina and Imberger, 1987] can be treated as an evi-
dence of wave separation.
[37] It is demonstrated here that internal waves can be
generated by a river plume, and this mechanism works in a
broad range of the background conditions when three
driving forces, that is, tidal flow, river discharge and
horizontal density gradient act together, separately or in
various combinations. Quite a typical situation for many
estuarine systems is that the shelf water in the area of the
contact of two water masses is well mixed (especially this
concerns small-scale river plumes). As a result, no internal
waves can be produced in homogeneous fluid, and the
plume remains supercritical indefinitely. So, here we arrive
at the conclusion that the water stratification on the shelf
determines the conditions of internal wave radiation. It is
demonstrated below that the most crucial parameter for
Figure 13. Surface salinity overlaid with the gradient
of horizontal velocity and idealized bottom topography
at t = 6 h.
Figure 12. Density sections as in Figure 6 but calculated
for the time span t = 4.5 h with Dx = Dy = 12.5 m (solid
lines) and Dx = Dy = 25 m (dashed lines).
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internal wave generation is the rate of changes of the
buoyancy frequency with depth. This is a topic for the rest
of this section.
[38] In some practical cases the following buoyancy
frequency profile N(z) is a pretty realistic approximation
of the shelf water stratification:
N zð Þ ¼ N0
1 z=Hmð Þ2
: ð2Þ
This formula defines a decay of the buoyancy frequency
with depth from its maximum value N0 at the free surface
(Hm is set positive and corresponds to the depth where
N(z) = N0/4). For instance, the smoothed profile N(z) in
the area of the Columbia River plume is presented in
Figure 14a by a solid line. The dashed and doted lines
in the same graph represent profile (2) for Hm = 23 m
and 38 m, respectively. Figure 14a demonstrates that with
some accuracy formula (2) interpolates experimental curve
quite satisfactory.
[39] An analytical solution for internal solitary waves
(ISW) radiated from the plume and propagating in the fluid
with stratification (2) can be found similarly to the proce-
dure described by Vlasenko et al. [2005, section 5.2].
Without the loss of generality a two-dimensional case is
considered here so that the stream function Y(x, z, t) (u =
@Y/@z and w = @Y/@x) can be introduced. The Long’s
equation for IWs of permanent form propagating with
velocity, V, with appropriate boundary conditions takes the
form:





¼ 0; Yq ¼ 0; z ¼ 0; z ¼ H ; ð3Þ
where q = xVt. With new variables z = q/l, h = z/H, F =
Y/VH system (3) reads
e2Fzz þ Fhh þ bFN^2 h Fð Þ ¼ 0; Fz ¼ 0; h ¼ 0; h ¼ 1: ð4Þ
Here e = H/l, N^ (h) = N(z)/N0 and b = (HN0/V)
2 (l and N0
are the wavelength and the scale of the buoyancy
frequency, respectively). Assuming weak dispersion, e 	
1, the solution can be presented in terms of asymptotic
expansions as follows:
F z; hð Þ ¼ e2F1 þ e4F2 þ o e4ð Þ;
b ¼ b0 þ e2b1 þ e4b2 þ o e4ð Þ:
Assuming that F1(z,h) = F(h)M(z), in the first-order
problem (4) splits into two: integrated Korteweg-de Vries
equation for spatial function M(z)

















and boundary value problem for the definition of the
vertical structure function, F(h)
Fhh þ bFN^2 hð Þ ¼ 0; F 0ð Þ ¼ F 1ð Þ ¼ 0;
In summary, the solution of problem (3) in the first-order
presenting the ISW of depression with wave amplitude A
for the stratification (2) reads
Y x; z; tð Þ ¼  AV
Fmax








Here F(z) = (bh + 1)sin(p8), b = H/Hm, Fmax =
maxj(F(z)j and 8 = h(b 1)/(bh + 1). All other parameters are
as follows: V = N0H/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b þ 2Ag= 3aHFmaxð Þ
p
is the nonlinear
phase speed of ISW, and b = p2(b  1)2.
[40] Taking into account that the surface gradient of the
horizontal velocity is used for the detection of IWs, the next
step is to differentiate formula (5) with respect to z and x in
order to find the maximum of the horizontal velocity
gradient, maxj@u/@xj at z = 0. In terms of the parameters














f bð Þ; ð6Þ
where f(b) depends on only one parameter b = H/Hm:
f bð Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ




bhþ 1ð Þ2 sin3 p8ð ÞdhZ 0
1
bhþ 1ð Þ2 sin p8ð Þdh
vuuuuuut ;
Note that for the simplicity the nonlinear correction to the
phase speed V was neglected.
[41] It is important that the function f(b) does not depend
on the plume characteristics. In the broad range of the
parameter b (from 1 to 0) it describes a transition from
a sharp decrease of N(z) with depth when b! 1 (Hm !
0) to almost monotonous stratification, N(z) ! const when
Figure 14. (a) The smoothed buoyancy frequency profile
used in calculations (solid line) and two profiles defined by
formula (2) for Hm = 23 m (dashed line) and Hm = 38 m
(dotted line). (b) The buoyancy frequency profile used in
Figure 16.
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b ! 0. Formula (6) can be used for quick estimation of
the intensity of backscattered signal to realize whether the
waves radiated from plume can be recorded by SAR. The
example below illustrates the procedure.
[42] Figure 14a presents two N(z) profiles (2) (dashed and
dotted lines) along with the smoothed experimental curve
(solid line) used in the model. Obviously, formula (2)
cannot give the best fit for the experimental curve. Hence
it is reasonable to consider the range of parameter b which
covers the variation of the experimental profile. The coeffi-
cient b =H/Hm for the dashed and doted lines in Figure 14a
is equal to 1.74 and 1.05, respectively. Appropriate
values of the function f(b) are 0.58 and 0.53, accordingly
(dotted and dashed line in Figure 15). It is clear that function
f(b) is not sensitive to the error in definition of b when b <
1. However, the estimations of b must be extremely
accurate when the stratification is close to the monotonous
(when b >0.5, see Figure 15).
[43] The final step of the procedure is the substitution of
the maximum value of the buoyancy frequency N0 =
0.114s1 and the calculated values of f(b) into (6). The
only parameter which remains unknown yet is the amplitude
of IWs. As it was shown above, the maximum amplitude of
the leading internal wave is comparable with the vertical
scale of the head of the gravity current. This value can be
used as a measure for IWamplitude. Final calculation for A=
10 m shows that the maximum value of the gradient of
horizontal velocity u at the free surface, max @u@x
 
z=0, lies in
the range (1.70  1.86)  103 s1 which is well above the
threshold of 103 s1 to be recoded by SAR [Alpers, 1985].
[44] Let us analyze an extreme case of monotonous fluid
stratification. If Hm!1 formula (2) transforms into N(z) =
N0 = const, and consequently b = 0, b0 = p
2, g = 0. The
expression for the phase speed V is simplified to V = N0H/p.
It is clear also that the coefficient of quadratic nonlinearity
g = 0 for N(z) = const so that the wavelength l in (5) is equal
to infinity. This means that we cannot expect generation of
internal solitary waves defined by (5) if plume intrudes into
monotonously stratified water. The only signal which can be
expected is a series of linear internal waves. Probably this
type of waves was observed in the experiments by
Maxworthy at al. [2002], who investigated the dynamics of
a decelerating bottom gravity current produced in a lock
release experiment. In this experiment the radiation of the
upstream propagating internal waves were really observed in
linearly stratified fluid although only for a very short time
span.
[45] To understand the influence of the water stratification
on the generation of IWs by the plume, two additional series
of numerical experiment were performed. The both new
buoyancy frequency profiles are shown in Figure 14b. One
of them with N(z) = const = 0.051 s1 represents the
monotonously stratified fluid with the linear increase of
density with depth (dashed line in Figure 14b). The other
numerical experiment was performed for buoyancy frequency
defined by (2) with parameters N0 = 0.074 s
1 and Hm =
81 m (dotted line in Figure 14b), which can be considered
as a transitional case between real and monotonous strat-
ifications. The original smoothed experimental profile N(z)
is also shown in Figure 14b (solid line). Note that the
density difference between the free surface and the bottom
coincide in all cases. The driving forces in this experiment,
that is, the density gradient and the river discharge are
similar to that presented in Figure 9b: re = 1001.92 kg m
3,
rs(0) = 1013 kg m
3, rs(H) = 1026 kg m
3 and Q =
5000 m3s13. The results of the three runs are shown in
Figure 16: the Figure 16 (left) represents the plume structure
developing in real oceanic water (solid line in Figure 14b),
the Figure 16 (middle) corresponds to the dotted profile in
Figure 14b, whereas the Figure 16 (right) shows similar
pictures for N(z) = const (dashed line in Figure 14b). The
plan view of the plume is given here along with series of
vertical cross sections.
[46] Comparison of the surface signatures of IWs of
Figures 16a, 16e, and 16i; 16b, 16f, and 16j; and 16c,
16g, and 16k shows that nonlinear wave structure separates
from the plume 30 min later in the intermediate case and 1 h
20 min later in case of N = const than it takes place for the
real fluid stratification. Note also that initial internal bore at
the moment of detachment has steep frontal face and gently
sloping trial edge in all three cases (see Figures 16b, 16f,
and 16j). However, its further evolution in the three
considered cases is completely different. In the fluid with
N 6¼ const the leading nonlinear internal wave basically
preserves its initial wavelength although the wave ampli-
tude decreases slightly because of a radial divergence and
energy transfer to the wave tail (see Figure 16d). Important
is that the radiated internal wave disintegrates into a
nonlinear wave packet which can be clearly identified
during three hours after detachment (see Figures 16b,
16c, and 16d) and later.
[47] The salinity sections in the intermediate case
(Figures 16f, 16g, and 16h) show that even though the
plume does radiate IW into the fluid with slowly decay-
ing N(z), this wave is wider than that for real N(z)
(because of smaller values of g), and, in addition, it does
not disintegrate into a wave packet.
[48] The detached baroclinic bore in the case of N(z) =
const (Figures 16j, 16k, and 16l) gradually loses its compact
shape and transforms into a small-amplitude long internal
wave without nonlinear steepening and disintegration into a
Figure 15. The graph of function f(b).
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packet of solitary internal waves. Such a behavior is a
consequence of zero value of the quadratic nonlinearity
coefficient g when N(z) = const, hence without nonlinearity
the initial disturbance in the monotonously stratified fluid
evolves into small-amplitude long waves according to linear
dispersion. Probably similar effect would be observed in the
laboratory experiments by Maxworthy at al. [2002] if the
tank was longer.
6. Discussion and Summary
[49] The observations performed by Nash and Moum
[2005] revealed the evidence of IWs generated by the
Columbia River plume at the frontal edge of the gravity
freshwater current that intrudes into the coastal saline water.
Quite a reasonable explanation of their generation was a
hypothesis that the wave separation from the decelerating
front occurs when the plume speed falls below the local
phase speed of propagation of IWs.
[50] The model investigations performed here allowed to
study the process of river-sea interaction in a wide range
of input parameters. In the BCR describing the typical
oceanographic conditions with three driving forces acting
together, that is, the ebbing tidal flow, river discharge and
horizontal density gradient, it was found that the plume
Figure 16. Internal wave generation for three types of stratification: (left) real N(z) (solid line in
Figure 14b), (right) linear stratification (dashed line in Figure 14b), and (middle) intermediate
stratification (dotted lines in Figure 14b). Surface salinity overlaid with the gradient of horizontal velocity
fields is shown at the top, and the three stages of wave evolution along salinity sections a-a (see upper
panels a, e, i) are presented below.
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behaves as a jet. The fresh river water collides with the
stagnant shelf waters and sinks down in the area of the
plume leading edge forming a head of the gravity current.
In supercritical conditions which are normally realized at
the first stage of the ebb tidal phase the head of the gravity
current contains a system of internal waves which are
arrested inside the plume. In the course of propagation the
plume decelerates because of the radial spreading.
[51] Another factor which contributes to the plume de-
celeration is the weakening of the ebb tidal current. Thus at
a definite stage of the plume evolution its velocity Up falls
below the wave phase speed, V. This is the condition for the
separation of the head of the gravity current from the plume,
that is, Up < V, and its further disintegration into a packet of
radiated internal waves. It should be noted that in the case of
the Columbia River plume the radiated waves are strongly
nonlinear. Taking into account that nonlinear waves prop-
agate faster than linear ones, in definition of exact hydro-
dynamic conditions of internal wave separation the phase
speed V should not be calculated from the linear boundary
problem (1), but has to include a nonlinear correction as
well. For quick estimations the weakly nonlinear theory
(similar to (3)–(5)) can be used as a starting point. As a
result of the aforementioned, in reality internal waves can
detach from the plume substantially earlier than it is
predicted by the linear theory. Figure 7 illustrate this effect.
This conclusion is in conformity with the results of the
paper by Akylas [1984] and Grimshaw and Smyth [1986]
where the resonant mechanism of internal wave generation
at Fr  1 is discussed.
[52] Sensitivity runs performed for various combinations
of driving forces acting in the area of the Columbia River
plume result in the general conclusion: the buoyancy fluxes
alone or in combination with other driving forces such as
river discharge or tidal current are not able to provide
necessary conditions for an efficient generation and radia-
tion of internal waves. They are really important in a general
energy balance because they control the intensity and
number of internal waves emerged from the plume when
this event really occurs. However, it was found that the
background stratification of the ambient oceanic waters is
the most important parameter for the wave generation by the
plume. Not all buoyancy frequency profiles provide equal
conditions. For instance, in monotonous stratified fluid
(N(z) = const) the coefficient of quadratic nonlinearity g
is equal to zero. Consequently, under the action of the
dispersion alone the radiated wave transforms into a series
of infinitesimal long waves (see Figure 16). In the limit of
well mixed waters on the shelf, IW will never emerge from
the plume. On the contrary, the dramatic decrease of the
buoyancy frequency from the surface to the bottom provides
necessary condition for the IWs generation. The importance
of the seawater stratification for the generation process was
also reported in observations by Pan and Jay [2008]. They
found that the front-generated ISWs were recorded in about
25% of all available SAR images taken during upwelling
events when shelf waters were well stratified. At the same
time only a few SAR images taken during downwelling
conditions reveal clear IW signal because shelf waters
presumably were close to homogeneous.
[53] It is worth to note here that IWs are visible on images
as systems of bright and dark parallel bands which are the
results of modulation of surface waves caused by wind.
According to the first-order radar imaging theory [Alpers,
1985] the relative deviation of the normalized radar cross
section (NRCS) is linearly related to the gradient of the
surface strain rate of internal waves @u/@x as follows:
ds
s0
¼  4þ mð Þtr @u
@x
:
Here ds = ss0 denotes the deviation of the normalized
radar cross section, s, from its mean value s0; m is the
ratio between the group and phase velocity of the Bragg
waves (m = 0.5 for gravity waves, the relaxation time of
surface waves tr should lie in the range 4.7–47 s). If
@u/@x ﬃ 103 s1 and tr = 40 s (for the wind of about
4 m s1), then d s/s0  0.2, value commonly observed
in radar imagery for internal waves.
[54] Formulas (2)–(6) along with Figure 15 can be used
as a quantitative tool to answer the question when it can
happen and whether these waves are sufficiently strong to
be observed from space. The input parameters for these
formulas are the maximum of the buoyancy frequency at the
free surface, N0, the depth of the fourfold buoyancy fre-
quency decay, Hm, and the vertical scale of the head of the
gravity current, A.
[55] Another finding from the present study is that the
bottom topography can also play a remarkable role in the
formation of the plume and especially in the generation of
its surface ‘‘fine structure’’. In spite of the fact that the river
plume is a pure surface phenomenon, that is, the freshwater
lens in the shelf area occupies upper ‘‘skin’’ layer, the shape
of the plume, its internal structure as well as the curvature of
generated internal waves, time of their separation and the
amplitudes depend not only on the stratification of the
underlying waters and intensity of driving forces, but also
on the bottom profile.
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