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SIMPLE METHODS FOR IMPROVING SPEAKER-SIMILARITY OF
HMM-BASED SPEECH SYNTHESIS
Junichi Yamagishi, Simon King
The Centre for Speech Technology Research,
University of Edinburgh, Edinburgh, EH8 9AB, United Kingdom
jyamagis@inf.ed.ac.uk
ABSTRACT
In this paper we revisit some basic configuration choices of HMM-
based speech synthesis, such as waveform sampling rate, auditory
frequency warping scale and the logarithmic scaling of F0, with
the aim of improving speaker similarity which is an acknowledged
weakness of current HMM-based speech synthesisers. All of the
techniques investigated are simple but, as we demonstrate using per-
ceptual tests, can make substantial differences to the quality of the
synthetic speech. Contrary to common practice in automatic speech
recognition, higher waveform sampling rates can offer enhanced fea-
ture extraction and improved speaker similarity for speech synthe-
sis. In addition, a generalized logarithmic transform of F0 results
in larger intra-utterance variance of F0 trajectories and hence more
dynamic and natural-sounding prosody.
Index Terms— HMM, speech synthesis, HTS, TTS
1. INTRODUCTION
Statistical parametric speech synthesis based on hidden Markov
models (HMMs) has become established and widely studied. It has
the ability to generate natural-sounding synthetic speech [1] and
in recent years, some HMM-based speech synthesis systems have
reached performance levels comparable to state-of-the-art unit selec-
tion systems [2] in terms of naturalness and intelligibility. However,
relatively poor perceived “speaker similarity” is one of the most
common shortcomings of such systems [3].
One possible reason for may be the use of a vocoder, which can
result in buzziness. Another reason may be that the statistical mod-
elling can lead to a muffled sound, presumably due to the process of
averaging many short-term spectra, which removes important detail.
In addition to these intrinsic reasons, we hypothesize that there are
also extrinsic problems: some basic configuration choices in HMM
synthesis have been simply taken from different fields such as speech
coding, automatic speech recognition (ASR) and unit selection syn-
thesis. For instance, 16 kHz is generally regarded as a sufficiently-
high waveform sample rate for speech recognition and synthesis be-
cause speech at this sample rate is intelligible to human listeners.
However speech waveforms sampled at 16 kHz still sound slightly
muffled when compared to higher sample rate. HMM synthesis has
already demonstrated levels of intelligibility indistinguishable from
natural speech [2], but high-quality TTS needs also to achieve natu-
ralness and speaker similarity. Therefore we decided to revisit these
apparently basic issues and discover whether current configurations
are satisfactory, especially with regard to speaker similarity. As the
sampling rate increase, the differences between different auditory
frequency scales such as the Mel and Bark scales [4] implemented
using a first-order all-pass function also become larger. Therefore
we also included a variety of different auditory scales in our experi-
ments using higher sampling rates.
Lower speaker similarity may also be caused by problems with
the excitation modeling as well as spectral modeling; advanced ex-
citation modeling methods such as mixed excitation [5] have already
been proposed to address this. Fundamental frequency (F0), the
main parameter of the excitation signal, is modelled on a logarith-
mic scale by the HMMs. This is motivated by the Fujisaki model
[6] and the fact that log F0 has a more Gaussian distribution than
the raw value. However we have found, over the course of building
thousands of HMM-based synthetic voices [7], generated F0 trajec-
tories tend to be relatively monotonic and lacking the vivid prosody
of natural speech, especially for female voices. A simple logarith-
mic transform may give excessive compression at higher values of
F0. Therefore we employed a generalized logarithmic transforma-
tion (also known as a box-cox transform [8]) and used a data-driven
maximum-likelihood estimator to set the parameter of this transform
that controls the degree of compression. Although none of the tech-
niques above are in themselves new, we found that they can have
substantial effects on HMM-based speech synthesis.
This paper is organized as follows. Section 2 gives an overview
of the first-order all-pass filter used for mel-cepstral analysis. The
use of Bark and ERB scales in the filter is given in Section 3. Section
4 describes the data-driven transformation of fundamental frequency
using the generalized logarithmic transformation. System details and
experimental results are given in Section 5 and Section 6 concludes
the paper by briefly summarizing our findings.
2. THE FIRST-ORDER ALL-PASS FREQUENCY-WARPING
FUNCTION
In mel-cepstral analysis [9], the vocal tract transfer functionH(z) is
modelled byM -th order mel-cepstral coefficients c = [c(0), . . . , c(M)]>
as follows:
H(z) = exp c>z˜ = exp
MX
m=0
c(m)z˜−m, (1)
where z˜ = [1, z˜−1, . . . , z˜−M ]>. z˜−1 is defined by a first-order all-
pass (bilinear) function
z˜−1 =
z−1 − α
1− αz−1 , |α| < 1 (2)
and the warped frequency scale β(ω) is given as its phase response:
β(ω) = tan−1
(1− α2) sinω
(1 + α2) cosω − 2α. (3)
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Fig. 1. Frequency warping using the all-pass function. At a sampling
rate of 16 kHz, α = 0.42 provides a good approximation to the mel
scale.
The phase response β(ω) gives a good approximation to an auditory
frequency scale with an appropriate choice of α.
An example of frequency warping is shown in Fig. 1. where
it can be seen that, when the sampling rate is 16 kHz, the phase
response β(ω) provides a good approximation to the mel scale for
α = 0.42. The choice of α depends on the sampling rate used
and the auditory scale desired. The next section describes how to
determine this parameter for a variety of auditory scales.
3. THE BARK AND ERB SCALES USING THE
FIRST-ORDER ALL-PASS FUNCTION
In HMM-based speech synthesis, the mel scale is widely used. For
instance, Tokuda et al. provide appropriate α values for the mel
scale for speech sampling rates from 8kHz to 22.05kHz [10]. In
addition to the mel scale, the Bark and equivalent rectangular band-
width (ERB) scales [11] are also well-known auditory scales. In
[12], Smith and Abel define the optimal α (in a least-squares sense)
for each scale as follows:
αBark = 0.8517
p
arctan(0.06583 fs)− 0.1916 (4)
αERB = 0.5941
p
arctan(0.1418 fs) + 0.03237 (5)
where fs is the waveform sampling rate. However, note that the
error between the true ERB scale and all-pass scale approximated
by αERB is three times larger than the error for the Bark scale using
αBark [12]. Note also that as sampling rates become higher, the
accuracy of approximation using the all-pass filter becomes worse
for both scales.
4. DATA-DRIVEN TRANSFORMATION OF
FUNDAMENTAL FREQUENCY
4.1. The generalized logarithmic (box-cox) transform
The generalized logarithmic transform function G of fundamental
frequency F0 is defined as follows:
G(F0, λ) =

logF0 if λ = 0
(Fλ0 − 1)/λ if λ 6= 0 (6)
where λ is a parameter for determining how much the transform
“compresses” F0. We refer the transform of F0 via G as “gener-
alized logF0”.
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Fig. 2. Overview of HMM training stages for HTS voice building.
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Fig. 3. Bootstrap voice building. Training starts by building mod-
els for lower sampling rate speech with a lower analysis order and
gradually increases the analysis order and sampling rate via either
re-segmentation of data or single-pass retraining of the HMMs.
4.2. Maximum-likelihood estimation of λ
By assuming that G(F0, λ) has a Gaussian distribution, we can find
the maximum-likelihood estimate of λ straightforwardly. Its like-
lihood function is defined by the product of the Gaussian and the
Jacobian of the transformation from F0 to G. Maximizing the log
likelihood function w.r.t. λ is equivalent to finding a λ that minimizes
variance normalized by the geometric mean [8].
If the F0 distribution has multiple modes, the Gaussian assump-
tion is less appropriate. In such a case, Gaussianization [13] could
be employed. Note that if the multiple modes of the F0 distribution
were caused by halving or doubling (i.e., F0 extraction errors) we
would not wish to model them!
5. EXPERIMENTS
We use a newly-recorded speech database of a semi-professional
American female speaker having a standard accent uttered 1,130
CMU-ARCTIC sentences in a highly-controlled recording studio
environment. The original sampling rate used for the recording
was 44.1 kHz. The labels for the data were automatically gener-
ated from the word transcriptions and speech data using the Unisyn
lexicon [14] and Festival’s Multisyn voice building procedure [15].
The Multisyn procedure automatically identifies utterance-medial
pauses, vowel reductions or reduced vowel forms as well as provid-
ing a phoneme segmentation.
5.1. HTS voice building
From the speech database and labels that include an initial phoneme
segmentation, we train a set of speaker-dependent context-dependent
multi-stream left-to-right MSD-HSMMs [16] that model three kinds
Table 1. Combinations used for speaker similarity evaluation. Anal-
ysis orderM for each sampling rate was adjusted in advance to make
the listening test compact.
Index Type fs [kHz] M α
1 Recorded 44.1 n/a n/a
2 Vocoded 44.1 69 ERB
3 Vocoded 22.05 64 ERB
4 Vocoded 16 49 Mel
5 HMM + Vocoded 44.1 69 ERB
6 HMM + Vocoded 22.05 64 ERB
7 HMM + Vocoded 22.05 64 Bark
8 HMM + Vocoded 22.05 64 Mel
9 HMM + Vocoded 16 + up-sampling 49 Mel
10 HMM + Vocoded 16 49 Mel
11 Recorded (different person) 16 n/a n/a
of parameters for the STRAIGHT [17] mel-cepstral vocoder with
mixed excitation (the mel-cepstrum, generalized logF0 and a set of
band-limited aperiodicity measures) plus their velocity and acceler-
ation features. An overview of the training stages is shown in Figure
2. First, monophone MSD-HSMMs are trained from the initial seg-
mentation, converted to context-dependent MSD-HSMMs and re-
estimated. Then, decision-tree-based context clustering is applied to
the HSMMs and the model parameters of the HSMMs are thus tied.
The clustered HSMMs are re-estimated again. The clustering pro-
cesses are repeated until convergence of likelihood improvements
and the whole process is further repeated using segmentation labels
refined with the trained models in a bootstrap fashion.
5.2. Bootstrap voice building
In general, speech data sampled at higher rates requires higher or-
der M for mel-cepstral analysis. We started by training models on
lower sampling rate speech (16 kHz) with a low analysis order and
gradually increased the analysis order and sampling rates via either
re-segmentation of data or single-pass retraining of HMMs as shown
in Figure 3. Minimum generation error (MGE) training [18] was em-
ployed in the final training stage.
5.3. Listening test
For assessing the effect of sampling rates and auditory scales on
speaker similarity, we performed a listening test. The system con-
figurations compared in the test are shown in Table 1. In addition
to 44.1 kHz sampling rate natural speech, we evaluated vocoded
speech and HMM-based synthetic speech for 16kHz, 22.05kHz, and
44.1kHz sampling rates. Up-sampling from 16kHz to 22.05kHz was
also included. The mel, bark, and ERB scales were evaluated at the
22.05 kHz sampling rate. The analysis order M for each sampling
rate was set using informal listening tests because including this fac-
tor in the formal listening test would have made the listening test too
large. To remind listeners that their task was to judge speaker sim-
ilarity, we included recorded speech from a different speaker (CLB
from CMU-ARCTIC) having different characteristics from our tar-
get speaker. To evaluate similarity to the target speaker, 5-point
comparison category rating (CCR) tests are used. The scale for the
CCR test runs from 5 for “sounds like exactly the same person” to
1 for “sounds like a totally different person” and a few examples of
recorded speech (44.1 kHz) from the target speaker are provided as
a reference. English synthetic speech was generated for a set of 50
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Fig. 4. Listening test results. The scale used is 5 for “sounds like
exactly the same person” and 1 for “sounds like a totally different
person.” See index in Table 1 for details of each system.
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Fig. 5. The maximum-likelihood estimation of λ for the generalized
logarithmic transform. All voiced frames in the database were used
for the calculation.
test sentences randomly chosen from news and novel genres and the
number of listeners was 23.
Figure 4 shows the result of the listening test. Since the listen-
ers judged the target speaker’s recorded speech as being from the
same person (score 4.8) and CLB’s recorded speech as being from
a different person (score 2.0), we can be sure that they understood
the speaker similarity task (and were not, for example, basing their
judgements on naturalness). The baseline system (system 10) had a
very low similarity score, although this system is an improved ver-
sion of the ‘HTS-benchmark system’ used in the Blizzard Challenge,
which has had good results every year. We summarize our conclu-
sion regarding each factor as follows:
Sampling rate This is a very important factor. By downsampling
from 44.1 kHz to 22.5 and 16 kHz, the scores drop from 3.8
to 3.5 and 3.2 for vocoded speech (system 2 to 4) and from 2.4
to 2.0 and 1.6 in HMM-based speech (system 5, 8, and 10).
However by comparing systems 9 and 10 we can see that up-
sampling of synthetic speech generated does not improve the
similarity. In other words, the higher sampling rates enable
better feature extraction.
Auditory scale This is a less significant factor. By comparing sys-
tems 6 to 8, we can see systems using the mel, bark and ERB
scales have almost the same scores. Interestingly the highest
score in HMM-based speech was obtained by system 5, even
though that has the largest error in the auditory scale due to a
high sampling rate and the use of the ERB scale.
100 200 300 400 500
4.
0
5.
0
6.
0
F0
log
 F
0
100 200 300 400 500
20
60
10
0
14
0
F0
ge
ne
ra
liz
ed
 lo
gF
0
Fig. 6. Comparison of the logarithmic scale and the generalized log-
arithmic scale found using a maximum-likelihood estimate of λ.
5.4. Evaluation of generalized logF0
We performed a maximum-likelihood estimation of λ using all
voiced frames in the database, before HMM training. Figure 5
shows the standard deviation normalized geometric mean for each
value of λ (calculated at increments of 0.1), where the optimal value
of λ is between 0.5 and 1.0. The optimal value obtained from the
simplex method was 0.77. Figure 6 show the generalized loga-
rithmic scale found using the maximum-likelihood estimator of λ,
where we see the scale is more linear than a log scale.
Since synthetic speech using both the F0 scales sounds natural
and since only the difference is the dynamic properties of the F0
trajectory, we considered that a MOS test of naturalness was not an
appropriate way to evaluate the difference between the two scales.
Instead we report the intra-utterance variance of the F0 trajectory
for each scale. We generated speech using the same set of test sen-
tences as the previous listening test and compared the variance of F0
values generated. Synthetic speech using the generalized logarith-
mic scale for F0 had a 1.4 times larger intra-utterance variance in F0
space than when using the normal logarithmic scale. This results in
a more dynamic F0 trajectory that one can easily perceive. A formal
listening test evaluation of this result will be performed if a suitable
methodology can be devised.
5.5. Audio examples
Audio examples for each method above are available online via
http://homepages.inf.ed.ac.uk/jyamagis/Demo-html/
meg.html. We encourage interested readers to listen to these audio
samples to hear the effect of these simple but effective methods.
6. CONCLUSIONS
In this paper we revisited some basic configuration choices made in
HMM-based speech synthesis such as the sampling rate, auditory
scale and logarithmic scale of F0, which are typically based on ex-
perience from other fields. Contrary to what is generally accepted
in ASR, higher sampling rates (above 16 kHz) lead to enhanced fea-
ture extraction and improved speaker similarity for speech synthesis.
A generalized logarithmic transform of F0 results in a wider intra-
utterance variance of F0 trajectories and more dynamic prosody.
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