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AUTOMORPHISMS FOR THE LOGARITHMIC PRODUCT
OF POSITIVE SEMIDEFINITE OPERATORS
GREGOR DOLINAR AND LAJOS MOLNA´R
Abstract. In this paper we consider the set of all positive semidefinite
linear operators on a finite dimensional Hilbert space equipped with
the so-called logarithmic product. We describe the general form of all
automorphisms of this structure which are continuous at 0.
Let H be a complex Hilbert space of finite dimension. We denote by
B(H) the algebra of all linear operators on H, and Bs(H), B(H)+ stand
for the linear space of all self-adjoint elements and the cone of all positive
semidefinite elements of B(H), respectively. The collection of all invertible
elements of B(H)+, i.e., the set of all positive definite operators on H is de-
noted by B(H)+−1. This space equipped with different algebraic or analytical
structures plays important roles in several branches of mathematics.
The so-called logarithmic product A  B of positive definite operators
A,B ∈ B(H)+−1 is defined by
AB = exp(logA+ logB).
This operation has turned to have serious applications in computer graphics
and medical imaging with DT-MRI and hence it has recently been studied
in details in the literature, see e.g., [1], [2], [3]. In the latter paper the
authors have shown that the logarithmic product makes the set B(H)+−1 a
commutative Lie group and also explored a natural metric compatible with
that structure. This is called log-Euclidean metric and it is defined by
d(A,B) =
√
tr((logA− logB)2) (A,B ∈ B(H)+−1),
where tr is the usual trace functional. In the recent paper [8], Warmuth
and Kuzmin have extended the definition of the logarithmic product for
arbitrary positive semidefinite operators and presented its applications in
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quantum physics. Namely, they have used this product to define conditional
density matrices and then obtained generalizations of quantum Bayes rule.
As seen, the set B(H)+ equipped with the logarithmic product is an in-
teresting algebraic structure that draws attention from different points of
view. To mention only one surprising fact:  is an associative and commu-
tative(!) operation which equals the usual operator product for commuting
operators. In the present paper we contribute to the study of this semigroup
by describing the structure of its automorphisms under a mild continuity as-
sumption.
First observe that the study of the -automorphisms of the Lie group
B(H)+−1 is not of real interest. Indeed, those automorphisms of B(H)
+
−1
are in a one-to-one correspondence with the additive bijections of Bs(H).
To show this, for any -automorphism φ of B(H)+−1 consider the trans-
formation ψ = log ◦φ ◦ exp on Bs(H) which is easily seen to be merely a
bijective additive map. Even if we assume that φ is continuous with respect
to, say, the log-Euclidean metric (which means precisely that the transfor-
mation ψ = log ◦φ ◦ exp is continuous with respect to the Hilbert-Schmidt
norm (Euclidean metric) on Bs(H)), this gives no more than ψ is a bijective
linear transformation on Bs(H). Hence, the group of all continuous auto-
morphisms of B(H)+−1 is isomorphic to the group of all nonsingular linear
transformations of Bs(H). The same conclusion holds if we change the log-
Euclidean topology to the topology on B(H)+−1 inherited from the unique
Hausdorff linear topology on Bs(H) (we recall that H is supposed to be
finite dimensional).
Below we shall see that the situation is much different with the -
automorphisms of the larger structure B(H)+. There are much less con-
tinuous -automorphisms and they are all of a nice compact form.
Let us begin with the necessary definitions and a few important facts.
For any A,B ∈ B(H)+, the logarithmic product AB is defined by
AB = lim
n→∞(A
1/nB1/n)n.
To see that the above sequence is convergent and its limit is a positive
semidefinite operator, we argue as follows. For any A ∈ Bs(H) let suppA
stand for the orthogonal complement of the kernel of A (which equals the
range of A). For any A ∈ B(H)+ denote by log+A the logarithm of the
restriction of A to suppA (that restriction of A is a positive definite operator
hence its logarithm exists). Observe that in the matrix representation of
operators with respect to an orthonormal basis, if A is a diagonal matrix,
then log+A is a diagonal matrix (of possibly smaller size) where the function
log is applied to all nonzero diagonal entries of the matrix of A. If X is
a linear operator from a subspace M of H into M and PM denotes the
orthogonal projection of H onto M , then PM exp(X)PM is a well-defined
linear operator on H which acts as exp(X) on M and zero on M⊥. In what
follows we denote this operator by eX . Clearly, for every A ∈ B(H)+ and
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positive integer n we have
e
1
n
log+ A = PsuppA(exp
(
1
n
log+A
)
)PsuppA = A1/n.
Let X,Y be positive semidefinite operators acting on the subspaces M,N
of H respectively, and let P stand for the orthogonal projection onto M ∩N .
Define the operator X+˙Y on M ∩N by
(X+˙Y )h = P (Xh+ Y h).
Clearly, X+˙Y is a positive semidefinite operator on M ∩N . According to a
generalization of the famous Trotter’s product formula due to Kato (see p.
193 in [5], or Theorem 1.2 on p. 6 in [7]) we have
(1) lim
n→∞(e
−tX/ne−tY/n)n = e−t(X+˙Y )
for every real number t > 0. Kato’s result is about spaces of arbitrary (not
necessarily finite) dimensions and the limit is originally meant in the strong
operator topology. But as in our case H is finite dimensional, this limit is
the same as the limit in the unique Hausdorff linear topology on B(H).
Supposing A,B ∈ B(H)+ and A,B ≤ I, we have that − log+A,− log+B
are positive semidefinite operators acting on suppA and suppB, respec-
tively. Applying the generalized product formula (1) for X = − log+A,
Y = − log+B, t = 1 and denoting PsuppA∩suppB by PA,B, we have
(2) lim
n→∞(A
1/nB1/n)n = elog+ A+˙ log+B =
PA,B(exp(PA,B(log+A)PA,B + PA,B(log+B)PA,B))PA,B.
Therefore, limn→∞(A1/nB1/n)n exists if A,B ∈ B(H)+ are such that A,B ≤
I. In the general case we can multiply A and B by certain positive numbers
to obtain operators which are less than or equal to I and the existence of
the limit of the sequence ((A1/nB1/n)n) follows from the previous case.
Below we collect a few important properties of the logarithmic product
that can be checked easily:
(i) the operation  makes B(H)+ a commutative semigroup with unit
I;
(ii) for commuting A,B ∈ B(H)+ we have AB = AB;
(iii) (λA)B = λ(AB) holds for all A,B ∈ B(H)+ and scalar λ ≥ 0.
(iv) for any A,B ∈ B(H)+ we have supp(AB) = suppA ∩ suppB.
In what follows we describe the -automorphisms of B(H)+ under a mild
continuity assumption.
Theorem. Let φ : B(H)+ → B(H)+ be an automorphism with respect to
the logarithmic product, i.e., a bijective map satisfying
φ(AB) = φ(A) φ(B) (A,B ∈ B(H)+).
Suppose that φ is continuous at 0 with respect to the topology on B(H)+
inherited from the unique Hausdorff linear topology on Bs(H). Then there
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exists an invertible linear or conjugate-linear operator T on H such that φ
is of the form
(3) φ(A) = P TA (exp(P
T
AT (log+A)T
∗P TA ))P
T
A (A ∈ B(H)+)
where P TA denotes the orthogonal projection of H onto (T [(suppA)
⊥])⊥.
Remark. We remark that without assuming any sort of continuity, the conc-
lusion in the above statement is false. To see this, for every A ∈ B(H)+
consider the operator A† which equals the inverse of A on suppA and zero
on (suppA)⊥. Obviously, A† is just the Moore-Penrose pseudoinverse of A.
One can check that the transformation A 7→ A† is an -automorphism of
B(H)+ which is not continuous at the singular elements of B(H)+ and is
not of the form (3).
Proof of the theorem. Let us denote the (finite) dimension of H by m. We
begin the proof with some easy and useful observations. Clearly, an element
A ∈ B(H)+ is a projection if and only if A A = A. It follows that φ pre-
serves the projections meaning that an operator A ∈ B(H)+ is a projection
if and only if φ(A) is a projection.
For any projections P,Q on H, let P ∧ Q denote the infimum of the set
{P,Q} in the lattice of all projections on H (P ∧Q equals the projection of
H onto the intersection of the ranges of P and Q). Using (2) one can check
that P Q = P ∧Q. We easily deduce that φ is a lattice automorphism of
the set of all projections. In particular, φ preserves the rank of projections,
and we have φ(0) = 0, φ(I) = I.
By the property (iv) above, for any A,B ∈ B(H)+ we have A  B = 0
if and only if suppA ∩ suppB = {0}. Therefore, we obtain that suppA ∩
suppB = {0} if and only if suppφ(A) ∩ suppφ(B) = {0}. As we know that
φ preserves the rank of projections, now it easily follows that φ preserves
the rank of arbitrary operators, too.
We shall need the following useful formula: for any A ∈ B(H)+ and
rank-one projection P we have
(4) A P =
{
etr((log+ A)P )P, if suppP ⊂ suppA;
0, otherwise.
In fact, this follows from the property (iv) of the logarithmic product in the
case when suppP is not contained in suppA. If suppP ⊂ suppA, then by
(2) we infer A  P = P (exp(P (log+A)P ))P . One can check that in the
present situation we have P (log+A)P = (tr((log+A)P ))P from which the
formula above can be derived easily.
The essential part of the proof which now follows is divided into several
steps.
Step 1. For any rank-one projection P we have a bijective function fP :
[0,∞[→ [0,∞[ such that
φ(λP ) = fP (λ)φ(P ) (λ ≥ 0).
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The function fP is multiplicative and by the continuity of φ at 0 it is of the
form fP (λ) = λcP (λ ≥ 0) with some constant cP > 0.
To see this, let λ > 0. Since φ(0) = 0 and φ is bijective, it follows that
φ(λP ) 6= 0. Apparently, (λP )P = λ(P P ) = λP , hence φ(λP )φ(P ) =
φ(λP ) 6= 0. Since φ maps rank-one projections onto rank-one projections,
φ(P ) is also a rank-one projection with suppφ(P ) being a one-dimensional
subspace. Applying (iv) we have suppφ(P ) ⊂ suppφ(λP ). As φ preserves
the rank of operators, φ(λP ) is of rank one, and consequently it is a scalar
multiple of φ(P ). We conclude that φ(λP ) = fP (λ)φ(P ), λ ≥ 0 holds for
some bijective function fP : [0,∞[→ [0,∞[, where clearly fP (0) = 0.
Note that (λP )  (µP ) = (λµ)P  P = (λµ)P , hence fP (λ)φ(P ) 
fP (µ)φ(P ) = fP (λ)fP (µ)φ(P ) = fP (λµ)φ(P ), so fP is multiplicative. Since
φ is continuous at 0, the function fP is also continuous at 0.
Let ϕ be a multiplicative function from the set of all nonnegative real
numbers into itself which maps positive numbers onto positive ones. Suppose
that ϕ is continuous at 0. Considering the function log ◦ϕ ◦ exp we obtain
an additive function on the whole set of reals which is additive and has limit
−∞ at −∞. This clearly implies that the graph of that additive function
is not dense in the plane. But any additive function with this property is
necessarily a scalar multiple of the identity. Indeed, it follows, for example,
from [6], Theorem 12.1.2. In our case the scalar multiple is necessarily
positive and it follows that the original function ϕ is a power function with
positive power.
Therefore, the function fP is of the form fP (λ) = λcP , λ ≥ 0 for some
cP > 0.
Step 2. For any A,B ∈ B(H)+−1 we have logA ≤ logB if and only
if log φ(A) ≤ log φ(B). The bijective additive map log ◦φ ◦ exp on Bs(H)
preserves the usual order among self-adjoint operators and hence it is real-
linear.
Let A,B ∈ B(H)+−1. We have logA ≤ logB if and only if 〈(logA)x, x〉 ≤
〈(logB)x, x〉 holds for every unit vector x ∈ H. This is equivalent to
etr((logA)P ) ≤ etr((logB)P ) and, as the function fP is strictly increasing, also
to
fP (etr((logA)P ))φ(P ) ≤ fP (etr((logB)P ))φ(P )
for every rank-one projection P . Using (4) we compute
fP (etr((logA)P ))φ(P ) = φ(etr((logA)P )P ) = φ(A P ) = φ(A) φ(P )
and similarly have
fP (etr((logB)P ))φ(P ) = φ(B) φ(P ).
Applying formula (4) we see that
φ(A) φ(P ) ≤ φ(B) φ(P )
holds for every rank-one projection P if and only if etr((log φ(A))φ(P ))) ≤
etr((log φ(B))φ(P ))) is valid for every rank-one projection P . Clearly, this is
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equivalent to log φ(A) ≤ log φ(B). That verifies that logA ≤ logB if and
only if log φ(A) ≤ log φ(B).
Now we show that the bijective map ψ = log ◦φ ◦ exp preserves the order
on Bs(H). Let A,B ∈ Bs(H). Then there exist A1, B1 ∈ B(H)+−1 such that
A = logA1 and B = logB1. We infer that A = logA1 ≤ logB1 = B if
and only if log φ(exp(A)) = log φ(A1) ≤ log φ(B1) = log φ(exp(B)). Hence
ψ preserves the order.
Since φ preserves the logarithmic product, ψ is additive on Bs(H). In
fact, this follows from
ψ(A+B) = log(φ(eA+B)) = log(φ(eA  eB))
= log(φ(eA) φ(eB)) = log φ(eA) + log φ(eB) = ψ(A) + ψ(B).
Hence ψ(0) = 0 and ψ(qA) = qψ(A) for every rational number q. Let
A ∈ B(H)+ and λ > 0. We see that λA is the infimum of the set of all
operators of the form qA where q ≥ λ is rational number. As ψ preserves
the order, it follows that ψ(λA) is the infimum of the set of all ψ(qA) =
qψ(A) which infimum is, on the other hand, equal to λψ(A). We obtain
ψ(λA) = λψ(A) and this gives us that ψ is positive homogenous on B(H)+.
By the additivity of ψ it easily follows that ψ is homogeneous on Bs(H).
Step 3. The structure of all linear order automorphisms of Bs(H) is
well-known. One can refer, for example, to Corollary 5 in [4] and deduce
that log ◦φ ◦ exp being such a transformation, it is necessarily of the form
S 7→ TST ∗ with some nonsingular linear or conjugate-linear operator T on
H. It follows that
(5) φ(A) = exp (T (logA)T ∗) (A ∈ B(H)+−1).
Our final aim is to extend the formula (5) to cover all elements of B(H)+.
We proceed as follows. For a unit vector x ∈ H we denote by Px the
orthogonal projection onto the subspace generated by x.
Step 4. For any pair x ∈ H and y ∈ (T (x⊥))⊥ of unit vectors we have
φ(Px) = Py.
To see this, let x ∈ H be a unit vector. Set Qx = I − Px. For any
λ > 0 we have Px + λQx ∈ B(H)+−1, so by the previous step φ(Px + λQx) =
exp (T (log(Px + λQx))T ∗). Observe that log(Px + λQx) = (log λ)Qx, so we
have log(Px + λQx)x = 0.
Define y = (T
∗)−1x
‖(T ∗)−1x‖ . Then we obtain T log(Px + λQx)T
∗y = T log(Px +
λQx) x‖(T ∗)−1x‖ = 0. If for any operator A ∈ B(H) and vector u ∈ H
we have Au = 0, then (expA)u = u. This follows from the Taylor series
expansion of the exponential function. Applying this observation, we infer
φ(Px + λQx)y = eT log(Px+λQx)T
∗
y = y for any λ > 0.
Next we show for any z ∈ y⊥ that φ(Px + λQx)z → 0 as λ → 0. Let
0 < λ < 1. Consider the spectral resolution of the positive semidefinite
operator TQxT ∗. Since it is of rank m − 1, there are mutually orthogonal
rank-one projections R2, . . . , Rm and positive numbers µ2, . . . , µm such that
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TQxT
∗ =
∑m
k=2 µkRk. Denote R1 = I −
∑m
k=2Rk. We compute
φ(Px + λQx) = eT log(Px+λQx)T
∗
= e(log λ)TQxT
∗
= e(log λ)
∑m
k=2 µkRk
= e
∑m
k=2(log λ
µk )Rk = R1 +
m∑
k=2
λµkRk.
We know that φ(Px + λQx)y = y. Since all λµk are less than 1, we deduce
that y is in the range of the rank-one projection R1. If z ∈ y⊥, then it
follows that R1z = 0 and hence we obtain
φ(Px + λQx)z =
m∑
k=2
λµkRkz
and this converges to 0 as λ→ 0. Therefore, we conclude that
lim
λ→0
φ(Px + λQx) = Py
holds in the strong operator topology (topology of pointwise convergence).
Since the underlying Hilbert space is finite dimensional, we obtain that the
above convergence holds also in the operator norm topology.
For temporary use denote Aλ = φ(Px + λQx) for any λ > 0. We show
that limλ→0Aλ = Py implies that limλ→0Aλ  Pu = 0 for every unit vector
u ∈ H with Pu 6= Py. To verify this, observe that by (4) we have Aλ 
Pu = etr((logAλ)Pu)Pu. Consequently, we have to show that tr((logAλ)Pu) =
〈(logAλ)u, u〉 → −∞ as λ→ 0. In order to see this, pick a unit vector u ∈ H
such that Pu 6= Py. It follows that u and y are linearly independent, hence
|〈u, y〉| < 1 which implies ‖u‖2−|〈u, y〉|2 > 0. Take an arbitrary real number
K. Choose  > 0 such that (log(1+))|〈u, y〉|2+(log )(‖u‖2−|〈u, y〉|2) < K.
We know that there exists a λ0 > 0 such that ‖Aλ − Py‖ ≤  holds if
0 < λ < λ0. Since Aλ − Py is self-adjoint, we infer −I ≤ Aλ − Py ≤ I for
all 0 < λ < λ0. It is well known that the logarithm is an operator monotone
function. Using this fact we deduce logAλ ≤ log(Py + I) and hence we
obtain that
〈(logAλ)u, u〉 ≤ 〈(log(Py + I)u, u〉 = 〈(log(1 + )Py + (log )(I−Py))u, u〉
= (log(1 + ))|〈u, y〉|2 + (log )(‖u‖2 − |〈u, y〉|2) < K
holds for every 0 < λ < λ0. This shows that 〈(logAλ)u, u〉 → −∞ as λ→ 0
and hence that limλ→0Aλ  Pu = 0 holds for every unit vector u ∈ H with
Pu 6= Py.
Assume that φ(Px) 6= Py. Then by the above we have φ(Px + λQx) 
φ(Px)→ 0 as λ→ 0. However, on the other hand, as Px+λQx, Px commute,
we see that φ(Px+λQx)φ(Px) = φ((Px+λQx)Px) = φ((Px+λQx)Px) =
φ(Px) for every λ > 0. Since this is an obvious contradiction, it follows that
φ(Px) = Py is true for y =
(T ∗)−1x
‖(T ∗)−1x‖ . Clearly, T
∗y belongs to the linear
span of x which implies that y ∈ (T (x⊥))⊥. Since T is invertible, (T (x⊥))⊥
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is one-dimensional, so for every unit vector v from this subspace we have
Pv = Py. This completes the proof of Step 4.
Next we determine the transformation φ on the rank-one elements of
B(H)+.
Step 5. Keeping the notation in Step 4, we have
φ(λPx) = λ‖T
∗y‖2Py (λ ≥ 0).
If λ = 0, this is trivial. Let λ > 0. We have φ(λI) = eT (log λ)IT
∗
=
e(log λ)TT
∗
. Applying formula (4), it follows that
φ(λPx) = φ((λI) Px) = φ(λI) Py
= etr((log λ)TT
∗Py)Py = e(log λ)〈TT
∗y,y〉Py = λ‖T
∗y‖2Py.
In what follows we determine the transformation φ on an arbitrary ele-
ment A ∈ B(H)+. To do this, we first consider the support of φ(A).
Step 6. For any A ∈ B(H)+ we have suppφ(A) = (T [(suppA)⊥])⊥.
Let x ∈ suppA, ‖x‖ = 1. As before, let Px be the rank-one projection
onto the subspace generated by x. Clearly, suppPx ⊂ suppA and hence
A Px 6= 0. By Step 4 it follows that φ(A) Py 6= 0 for any y ∈ (T (x⊥))⊥.
Therefore y ∈ suppφ(A) and hence (T (x⊥))⊥ ⊂ suppφ(A) holds for every
x ∈ suppA. This easily yields (T [(suppA⊥)])⊥ ⊂ suppφ(A).
Let y ∈ suppφ(A), ‖y‖ = 1. By the surjectivity of φ there exists x ∈
H, ‖x‖ = 1 such that φ(Px) = Py and y ∈ (T (x⊥))⊥ by Step 4. Since
φ(A)  Py 6= 0 and therefore A  Px 6= 0, it follows that x ∈ suppA.
This implies that y ∈ (T (x⊥))⊥ ⊂ (T [(suppA)⊥])⊥. Consequently, we have
suppφ(A) ⊂ (T [(suppA)⊥])⊥ and hence the statement in Step 6 is verified.
To complete the proof assume that y ∈ suppφ(A) = (T [(suppA)⊥])⊥,
‖y‖ = 1. Then for x = T ∗y‖T ∗y‖ we have x ∈ suppA, ‖x‖ = 1, and φ(Px) = Py
by Step 4. Using formula (4) we have
(6) A Px = etr((log+ A)Px)Px.
Applying φ to the left side of this equation, we obtain, again by formula (4),
that
φ(A Px) = φ(A) Py = etr((log+ φ(A))Py)Py,
while applying φ to the right side of (6) we obtain by Step 5 that
φ(etr((log+ A)Px)Px) = e‖T
∗y‖2 tr((log+ A)Px)Py.
Since tr((log+ φ(A))Py) = 〈(log+ φ(A))y, y〉 and ‖T ∗y‖2 tr((log+A)Px) =
‖T ∗y‖2〈(log+A)x, x〉 = 〈(log+A)T ∗y, T ∗y〉, it follows
(7) 〈(log+ φ(A))y, y〉 = 〈(log+A)T ∗y, T ∗y〉 = 〈T (log+A)T ∗y, y〉
for every y ∈ suppφ(A). Let P TA denote the orthogonal projection of H onto
suppφ(A) = (T [(suppA)⊥])⊥. By (7) it follows that
P TA (log+ φ(A))P
T
A = P
T
A (T (log+A)T
∗)P TA .
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One can check that φ(A) = P TA (exp(P
T
A (log+ φ(A))P
T
A ))P
T
A and hence we
obtain
φ(A) = P TA (exp(P
T
AT (log+A)T
∗P TA ))P
T
A
for any A ∈ B(H)+. The proof of the theorem is complete. 
Open problem. Applying careful considerations and computations, one
can show that any nonsingular linear or conjugate-linear operator T on H
induces an -automorphism of B(H)+ via the formula in (3). Moreover,
this automorphisms is continuous at zero. We have previously mentioned
that the Moore-Penrose inverse as an operation on B(H)+ also provides an
-automorphism which is not continuous at zero. It would be interesting to
know and we leave it as on open problem if any automorphism of B(H)+
(continuous or not) can be obtained from those two kinds of automorphisms
by composition.
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