doi:10.1002/ets2.12157 I start by discussing the concepts and models that are used to represent items that are measuring proficiency in an Mdimensional proficiency space (S M ). I then introduce the fact that it is theoretically possible for a set of items to be tightly located along a nonlinear curve in S M and that such a curve is mathematically unidimensional. Hence, such a set of items is measuring a unidimensional proficiency variable and can be modeled with a unidimensional item response theory (IRT) model. I then show that this is feasible using an artificial dataset generated to represent six levels of test takers using a two-dimensional case. The first demonstration includes calibrating each level independently followed by linking them as usually done in vertical scaling. Later I expand the analysis demonstration by showing results for two different concurrent calibration procedures. The procedures I am demonstrating are easily generalized to a case of higher dimensionality, and I discuss how this is possible. The main motivation for these demonstrations is the assumption, often stated by testing professionals, that a one-dimensional model cannot adequately represent the results of testing in the same educational subject area across a span of multiple grades. Patz and Yao (2007) , for example, stated, "When calibrating items from multiple test forms for the purpose of measuring students across a range of grade levels, the IRT assumption of unidimensionality would appear implausible" (p. 260). Briggs and Weeks (2009) stated, "[I] f the dimensional structure changes from test to test over time … the scores along a unidimensional vertical scale will be biased in the sense that they are not measuring the multidimensional construct of interest, but some sort of composite factor" (p. 12). Kolen and Brennan (2014) stated, "One of the most challenging aspects of applying IRT to vertical scaling is the assumption that the same unidimensional ability is assessed across grades" (p. 469) and concluded, "[m]ore research on psychometric structure across grades and on the use of multidimensional IRT in vertical scaling is needed" (p. 469). The demonstration in this paper addresses this last issue somewhat, although not necessarily definitively.
Conceptual Background
Using a Euclidean space, items that are measuring multiple dimensions can, theoretically, be located using location parameters in a multidimensional coordinate space, S M . Reckase (1989) pointed out the following:
In principle, test items can be developed to distinguish between persons on each one of the coordinate system dimensions, or combinations of the dimensions. However, a particular test may not contain items that are sensitive to differences on all of the dimensions, or examinees may not differ across all tested dimensions. Therefore, the dimensionality of the data generated by the administration of a test to the population of interest may not have the same dimensionality as the full θ-space. (p. 3)
Reckase went on to state that a single item provides measurement in a single dimension (direction) in the space, and the interaction of test takers with the item provides item response data that divide the space into two parts: one with test takers primarily having correct scores and one with those primarily having incorrect scores. That single dimension will typically be some linear combination of the underlying dimensions represented by any set of axes in the coordinate space, and the direction of that dimension in the space represents "the direction of greatest rate of change from incorrect responses to correct responses" (p. 5). This direction is referred to here as the direction of measurement (DOM) . With respect to a set of items on a test, Reckase (1989) pointed out the following:
If the direction of maximum rate of change at each point in the space differs across items … the dimensionality of the data generated by the interaction of the population and the test is equal to the dimensionality of the space needed to contain all of the directions specified. (p. 6) One of the purposes of this paper is to demonstrate a case in which this statement is not true. Reckase (1989) does not consider in his publications (e.g., Reckase 1985 Reckase , 1989 Reckase & McKinley, 1983 , 1991 ) that a set of test items can, theoretically, be located along a curved line (which is mathematically unidimensional) in an M-dimensional space, and a population of test takers can, also theoretically, be located near that same curved line, and hence those items can be measuring those test takers on a unidimensional proficiency variable. Although Carlson (2001) has demonstrated this fact with several examples in a one-population situation, in this paper more details and the demonstration that such a situation can occur across multiple levels of tests and populations of test takers (e.g., grade levels in school) are provided.
Item Response Theory Models
I first review unidimensional item response theory (UIRT) models and parameterizations of them, then show the generalization to multidimensional (MIRT) models. Although most readers are probably very familiar with UIRT (and probably also MIRT) models, the reason for this review is to relate the unidimensional concepts to the multidimensional, with similar terminology, notation, and parameterizations, to set up the main topic of curved unidimensional proficiency scales in a multidimensional space.
Unidimensional Item Response Theory Models
There are many equivalent ways in which UIRT models have been expressed and parameterized. The commonly used three-parameter logistic (3PL) model may be expressed as
In Expressions 1 and 2, P ij represents the probability of a correct response (x ij = 1) on item i, at θ j , a value in the proficiency dimension that varies over the entire space (in the unidimensional case a line theoretically varying from negative infinity to positive infinity); a i is the item slope (discrimination) parameter; b i the location (difficulty) parameter; c i the lower asymptote (pseudo guessing) parameter.
A constant multiplier, D = 1.7, with the sole function of making the 3PL as close as possible to the similar normal (Gaussian) model (see, e.g., Birnbaum, 1968, p. 399 ) is often added to the right side of the exponent. This constant has no effect other than changing the metric of the parameters and their estimates, so to simplify, I am not including it here. The logistic is typically preferred to the normal model because of its mathematical simplicity (Birnbaum, 1968, p. 400) . The exponent in Expression 2 is sometimes parameterized in the slope-intercept form as where, comparing Expressions 2 and 3, clearly
For completeness of coverage, I note that b i and θ j are both values of the proficiency metric that is being assessed by the item. Different ways of expressing and parameterizing Expression 1 are used in different publications. Simpler UIRT models include the two-parameter logistic (2PL) model in which all items are assumed to have a lower asymptote of zero, yielding (from Expression 1)
and one-parameter logistic (1PL, Rasch) models in which all items are assumed to have the same a parameter, which can be set to 1.0 without loss of generality (Birnbaum, 1968, p. 402) , so that Expressions 1 and 2 can be written as
Figure 1 displays two 3PL item response curves (IRCs, also called item characteristic curves) having different parameters, as shown in the figure. The IRC shows how the probability of a correct response (vertical axis) increases with the value of the proficiency variable, θ (horizontal axis). The IRCs of 3PL items have an inflection point at a θ value equal to the b-parameter value with a probability value halfway between the lower and upper asymptotes,
For the 2PL and 1PL models, the c parameter is set to zero, so the lower asymptote is at zero and the inflection point, still at θ = b, has a probability value of .5; note that this value of b at the inflection point is still equal to (1 + c)/2 because this expression is equal to one half with c = 0.
Although most writers refer to the j subscript as a test-taker subscript, this is really not necessary. The θ j simply vary over the entire range of θ values (theoretically from negative infinity to positive infinity) so that Expression 1 is best thought of as the expression for the probability value at any specific value, θ j , on the horizontal axis, which can be that of many (or no) test takers. 
Multidimensional Item Response Theory Models
As in the case of the UIRT models, MIRT models are expressed by different authors in a number of different ways. One common way is the generalization of Expression 1 to the multidimensional 3PL model (M3PL) in a space, S M , with M dimensions. The model is
where a i is a vector of M slope (discrimination) parameters, one related to each dimension; d i is a location parameter; c i is the lower asymptote of the item response surface (IRS), similar to that of UIRT models; and j is a vector of M proficiency values, with elements, θ jm , each a value on one of the M proficiency variables. Geometrically j contains the coordinates of a point in S M . Figure 1 displays the IRS for a two-dimensional M3PL item with parameters shown. Also shown is the line of inflection across the surface at P = .575 (the line between the orange and blue shaded areas). This line shows the set of points having probability of correct response exactly halfway between the lower and upper asymptotes of c = .15 and 1.0, respectively. Therefore, the probability values along the line are
a generalization of Expression 7. The subscript j in Expression 10 can be thought of as identifying the set of all possible points along a line representing an orthogonal (perpendicular) projection from the inflection line onto S M . Because the figure displays a two-dimensional case, of course M = 2. As mentioned previously for the 3PL, the j subscript in Expressions 8 and 9 does not necessarily have to indicate a specific test taker. Given the M-dimensional θ space (S M ), we can think of j as the jth of the infinite number of unique vectors that can occur in S M . In the two-dimensional case illustrated in Figure 2 , this is S 2 , the "floor" of the figure with axes θ 1 and θ 2 , both theoretically ranging from minus to plus infinity. Different test takers may have the same values on the M θ variables and hence the same vector. Different vectors may have different values of the probability of a correct response, the perpendicular distance between S M and the IRS (above the "floor" in S 2 ), but, as can be seen by examination of the IRS in Figure 2 , there are lines of constant probability so any vector representing a point with an orthogonal projection from such a line has the same probability value.
And each j vector does not necessarily have any test takers with its specific elements. Hence the IRS is perhaps best thought of as the locus of probabilities, as computed from the model parameters, of correct responses at the locations of all possible unique j vectors. In the two-dimensional case illustrated, each such vector has two elements that are the coordinates of a point in S 2 which, as mentioned previously, is the floor in Figure 2 . For individual test takers, of course, given the values in their vectors, we could compute their probabilities of achieving a correct response on the item. And given sample data from the interaction of N test takers with each item on a test, we can estimate the model parameters and use them to estimate the test takers' proficiencies.
Multidimensional Item Difficulty
Reckase (1985) defined MID in terms of the direction in the θ space of the steepest slope of the item's IRS, referred to here as the DOM of the item. The DOM is defined as a direction of nondecreasing probabilities because we assume that as θ 1 and/or θ 2 increase, the probability of a correct response to the item is nondecreasing. Referring to Figure 2 , it should be clear that as we consider moving along different straight lines in S 2 (the floor of the figure) , the orthogonal distances of the IRS from S 2 (which are the probabilities) may be increasing, remaining steady, or decreasing. The DOM must be in a direction in which the probability is nondecreasing and the slope of the IRS is a maximum compared to other directions as we move along the line in S 2 defining that direction. Looking at the figure, it should be clear that there are many such lines parallel to each other. In this paper I denote such a line that passes through the origin (coordinates of θ 1 = 0, θ 2 = 0) as the DOM, θ * i . It represents a proficiency variable that is a linear combination of θ 1 and θ 2 , defining the proficiency measured by item i and its direction. The DOM is perpendicular to the orthogonal projection of the inflection line onto S 2 .
The inflection line is so referred to because, if you consider all points along that line, as we move in a positive direction along the DOM, the slope is increasing before that line is reached and decreasing after it is reached; in Figure 2 that line has P = .575, as indicated. Orthogonally projecting the lines of constant probability of the IRS in Figure 2 onto the twodimensional θ space (S 2 , the floor in Figure 2 ) yields the contour plot displayed in Figure 3 . In that figure, the orthogonally projected lines for probabilities of .2, .4, .6, and .8 are shown. Hence the projection of the inflection line is slightly toward the .4 line from the .6 line.
For the two-dimensional case, the MID is the signed distance between the orthogonal projection of the inflection line onto S 2 and the origin (θ 1 = 0, θ 2 = 0). In the general case in S M , it is given by
which I denote as b * i because it can be considered a location parameter of item i along the DOM, θ * . It is the location parameter analogous to the b parameter in the one-dimensional model, and for the item being used to illustrate, it is ETS Research Report No. RR-17-29. © 2017 Educational Testing Service computed from Expression 11 to have a value of −.373. It is the distance from the origin to the inflection line, positive if in the first quadrant and negative if in the third. An important aspect of the MIRT models, as mentioned previously, is that the IRS must be such that the probabilities represented in the IRS are nondecreasing in the positive directions of all M proficiency dimensions and also in the dimension defined by θ * i , the DOM. In the two-dimensional case in the illustrations herein, that means that the location defined by the DOM and the D i or b * i parameter must always be in the first or third quadrant of S 2 . Reckase (1985) defined the MID direction in terms of the angles, ω im , between the DOM of item i and each of the M θ axes. These angles are the elements of the vector i , in which ω im , can be determined from
Reckase (1985) also provided an expression for the exponent in Expression 9 in terms of polar coordinates in S M as
I introduce this parameterization here because I use it later in my demonstration of curvilinear unidimensional proficiency. I should point out that Reckase typically discussed the M2PL model (c parameter set to 0.0) rather than the M3PL, although he did mention that model briefly (Reckase, 1989) . McKinley (1983, 1991 ) discussed discrimination in M2PL models and the slope of the IRS in the measurement direction at the inflection line; the slope was derived by Reckase (1985) as
Multidimensional Item Discrimination
For the M3PL, the slope formula has a multiplicative factor of (1−c i ). For the unidimensional 2PL model, Expression 14 reduces to the slope at the point of inflection being equal to (1/4)a i , as would be expected. For the 3PL, it is (1/4)a i (1−c i ). The multidimensional item discrimination (MDISC) was defined (Reckase, 1986 (Reckase, , 1989 as
which I denote as a * i because it represents a slope (discrimination) parameter for the proficiency variable, θ * i measured by the item and is analogous to the a parameter in the unidimensional model. For the illustrative item, it is computed from Expression 15 to have a value of 1.342. Note also, from Expressions 11 and 15,
which I use later in developing the concept of the curvilinear unidimensional proficiency in a multidimensional space.
Relation of Parameters to the Proficiency Space
I will use an alternative definition of location parameters in place of the Reckase D (my b * ), which is a point in S M defined by distance in the measurement direction (defined by i ). I define location as the rectangular coordinates of that point in S M . The coordinate along dimension m is given by Reckase (1985) as
where, again, I denote these coordinates as b im because they represent location parameters with respect to the M dimensions of the proficiency space. It is important to note that for any item characterized by the MIRT model, these b parameters must all have the same sign. The reason is that, as discussed above, the IRS must be nondecreasing in the proficiency variables, and for this to be true the bs must be in the first or third quadrants, so must have the same sign. This restriction is discussed further below in conjunction with discussion of characteristics of the proficiency space. Note also, from Expressions 15, 16, and 17,
which I use later in my development of the curvilinear unidimensional proficiency concept. As stated previously, the location of an item can be described in terms of the relationship of the parameters of an item to lines and points in the proficiency space, S M . I limit this discussion to the two-dimensional space because in S 2 the proficiency space is a plane that is easily represented in a figure. Figure 4 is used to illustrate. In what follows, I omit the item subscript, i, because I am only dealing with one item, as shown in the figures. As shown, θ 1 is the horizontal axis and θ 2 the vertical axis. The figure illustrates the following:
1. The line θ * , which is in the proficiency measured by the item and is in the DOM in the proficiency space.
2. The orthogonal projection of the inflection line onto the space. 3. The location parameters b 1 and b 2 as distances along θ 1 and θ 2 , respectively (as computed from Expression 18). 4. The b * as the signed distance from the origin to the projected inflection line along θ * (computed from Expression 16).
Note that for this item, b * is negative because it is in the negative direction (along the DOM) from the origin of S 2 . Using trigonometry or Pythagoras's theorem, it is easily shown that A plane orthogonal to S 2 located along the θ 1 axis cuts the IRS in Figure 3 in a curve that is a 3PL response curve with parameters a 1 , b 1 , and c; similarly, a plane orthogonal to S 2 along the θ 2 axis cuts the IRS in a 3PL response curve with parameters a 2 , b 2 , and c. The DOM is given by the angles defined in Expression 12. For the two-dimensional item in the figures, the measures of the angles between the DOM and the two axes are
and
Clearly in the two-dimensional case, because the axes are orthogonal, the measures of these two angles must sum to 90 ∘ , and they do. Using trigonometry, one can see from the figure that
It is also true that the plane orthogonal to S 2 along the θ * DOM line cuts the IRS in a 3PL IRC. The parameters of this curve are a * , b * , and c. In other words, the DOM of a single item characterized by an M3PL model always defines a unidimensional 3PL response curve when projected orthogonally onto the multidimensional IRS.
Returning to the fact that the b parameters of any item characterized by the MIRT model must have the same sign, consider Figures 2 and 4. Remembering that Figure 4 is the floor of Figure 2 , in the two-dimensional case it can be seen, for example, that if b 1 is positive and b 2 is negative, the probability (height of the IRS) will decrease as θ 2 increases, a violation of the nondecreasing assumption. The same will be true if the signs of these two parameters are reversed. Although it cannot be displayed in a three-dimensional figure such as Figure 2 , this same restriction applies to the M-dimensional case. From Expression 18, because the a parameters are always positive, it can be seen that the b parameters will always have the same sign, that of b * .
Curvilinear Unidimensional Proficiency
As the beginning of my illustration of curvilinear unidimensionality, consider a curved line in two-dimensional Euclidean space, S 2 . Points along such a curve are not free to vary in any direction; they are restricted to being on that curved line. Mathematically, such curves represent unidimensional variables in a plane. For the types of curves considered in this work, with axes θ 1 and θ 2 , each unique point along θ 1 is associated with a unique point along θ 2 and vice versa.
In this way, a set of items may be such that their location parameters lie on a curve in S 2 , and that curve defines a unidimensional (curvilinear) subspace of S 2 . In general, the same principle can apply to a higher-dimensional space; item location parameters can lie along a unidimensional curve that runs through S 3 or a higher multidimensional space, S M .
Demonstration Simulation Study
To illustrate this fact in the two-dimensional case, I have defined a hypothetical set of items with parameters displayed in the Appendix.
The first step in locating the items was to specify ω 1 , b * , and a * for each item, such that the items were located on the curve in S 2 shown in Figure 5 . Note that this specification involves using the polar coordinate representation of the exponent in the model; ω 1 represents the direction and b * the distance of the polar coordinates. These parameters are displayed in the appendix as Givens. The a * parameters were arbitrarily selected because the purpose of this simulation is only to demonstrate my main theme. The c parameters were all set to .2 for the same reason. To show all parameters discussed previously, b 1 , b 2 , d, a 1 , and a 2 are also displayed in the Appendix and they were computed from the equations discussed previously, as follows: Expressions 11 and 15
Figure 5 Locations of items in S 2 by levels administered. Expressions 12 and 15
, and
Expression 22
Because the intention is to illustrate how a vertical scale can theoretically be developed across levels such as grades in school, the simulation design is that of a six-level assessment using a nonequivalent group common-item design such as that discussed in Carlson (2011, pp. 60-61) and Kolen & Brennan (2014, pp. 431-432) . The item design is displayed in Table 1 . For Levels 1 and 6, 30 dichotomously scored on-level items were specified, whereas for Levels 2 through 5, each level had 20 such items specified. Thus test takers were simulated to respond to 40 items each, and the total number of items was 140. In order to link test forms across levels, 20 linking items were shared by each pair of adjacent levels.
Two-dimensional proficiencies were simulated for 2,000 test takers at each level with simulated tests configured as shown in Table 1 . All simulations were carried out in Microsoft Excel. The simulated data were scaled using BILOG-MG (du Toit, 2003) and linked using STUIRT (Kim & Kolen, 2004 
Figure 6
Scatterplot of population proficiencies for the simulation by level.
The thetas specified for the 2,000 simulated test takers at each of the six levels were bivariate normal with means, standard deviations, and correlations shown in Table 2 . An Excel spreadsheet, using random generators provided in that software, was used to generate initial values on two bivariate normal uncorrelated variables. Two different linear combinations of these initial variables were then used to define θ 1 and θ 2 separately for each level, such that the test takers were also located along the same curvilinear unidimensional space as the item location parameters. In the case of these proficiencies, they vary somewhat about the line rather than lying exactly on a line as do the location parameters. These transformations were carried out by trial and error so as to achieve distributions appropriate for my demonstration. The final result was the 2,000 simulated test takers at each of the six levels, with the means increasing from Level 1 to Level 6. As may be seen from the standard deviations in Table 2 , the lower levels varied more on θ 1 than on θ 2, whereas the higher levels varied more on θ 2 . This variation in the standard deviations allows for representing what I intended, a proficiency dimension that changes with respect to two underlying dimensions as the level increases from Level 1 to Level 6, as might occur in a cross-grade educational assessment. Those underlying dimensions are designed to represent two different subject matter subareas within an overall subject area such as mathematics. A scatterplot of the resulting population proficiencies showing relationships to the two initial dimensions is shown in Figure 6 .
As may be seen in Figure 6 , the Level 1 simulated test takers vary primarily along the θ 1 dimension, whereas at Level 6 they vary primarily along the θ 2 dimension, and as the level increases there is a transition to varying less on θ 1 and more on θ 2 . As mentioned above, these changes in variation are designed to simulate a gradual transition of a scale that changes from relying on one subarea of a school subject matter to relying on a different subarea of that same subject as grade level increases. 
Demonstration Sample Design
To demonstrate that simulated sample data generated using the item parameters in the appendix and the population proficiencies displayed in Figure 6 can actually be scaled in a unidimensional vertical scale, Excel was used to generate the data. Using the item parameters, random dichotomous item response data were generated for the proficiency values displayed in Figure 6 and items by levels, as displayed in Table 1 .
Independent Calibration Analyses
In the first analyses, the item response data for each of the six levels were independently calibrated with a 3PL model using the BILOG-MG software. Using the resulting item parameter estimates, the STUIRT software was used to link the resulting scales across the six levels.
Results

Calibration and Item Parameter Estimation Using BILOG-MG
As mentioned previously, the first step in the analyses was to calibrate the simulated item response data independently for each of the six levels. The BILOG estimates of the b parameters (locations or difficulties) for all 140 items are displayed by level in Figure 7 . Figure 8 similarly displays the BILOG a-parameter estimates (slopes or discriminations) by level. As usual when calibrating item response data, these parameter estimates tend to vary from the parameters more than do the b parameters.
Similarly, Figure 9 shows the BILOG c-parameter estimates (lower asymptotes) by level. Recall that the c parameters were all specified as .2 in the simulation. As shown in Figure 9 , most of these estimates lie between .15 and .35, but there are a number of outliers. This is not unexpected when estimating c parameters.
Recall that the data were generated using a two-dimensional MIRT model, so the one-dimensional estimates shown in Figures 7, 8 , and 9 are not directly estimating the parameters used to generate the data. However, Figure 10 Although it is well known that the a parameters are not estimated as well as the b parameters, inexplicably, for two Levels, 4 and 5, the correlations of the BILOG a estimates with the a * parameters are very low, .39 and .17, respectively. For the other four levels, those correlations range from .74 to .82, which are quite high for estimation of the slope parameters in IRT.
Proficiency Estimation Using BILOG-MG
The expected a posteriori (EAP) method was used to estimate proficiencies in BILOG-MG. Because the data were generated from an MIRT model with two proficiency dimensions, θ 1 and θ 2 , whereas the unidimensional BILOG EAP estimation only yields one proficiency variable, I did not necessarily expect to see high relationships between the generating and estimated proficiency variables.
To provide a first look at the results, I show in Figure 11 the mean unscaled EAP scores by level, the means plus and minus the standard deviations, and the means plus and minus the average estimated standard error of the proficiency estimates. Also displayed are the maxima and minima of the EAP estimates by level. The means, of course, are all near zero as a function of the usual metric arbitrarily selected during estimation. As seen in the figure, the Level 5 data are somewhat anomalous, having a smaller standard deviation and larger average standard error than the other levels. Interestingly, a phenomenon of decreasing variability, discussed in detail (with literature citations) by Briggs and Weeks (2009) and referred to as scale shrinkage, does not occur in my findings. One of the points made by Briggs and Weeks is that research by Yen in 1985 (cited by Briggs and Weeks, 2009, p. 6) suggested that the scale shrinkage could be related to violation of the IRT assumption of unidimensionality. So the lack of scale shrinkage in my demonstration may be related to my main thesis that one can develop a unidimensional scale in a multidimensional space.
Some descriptive statistics of the unscaled BILOG EAP proficiency estimates are displayed in Table 3 . Although the distribution shapes were not constrained during estimation, the distributions are fairly symmetrical, with skewness and kurtosis indices near zero.
To show the relationships of the EAP estimates to the proficiency variables used in generating the data, Figures 12 and 13 display scatter plots of those relationships by level. As expected, given the configuration of generating proficiencies (Figure 6 ), the lower levels have larger variances on θ 1 than on θ 2 , and the higher levels show the reverse of this trend.
Vertical Scaling Using STUIRT: Item Parameter Estimates
The objective of this study was to use multilevel simulated item response data having a configuration of a one-dimensional curvilinear proficiency variable in a two-dimensional space, which is demonstrably scalable unidimensionally. The nonequivalent group common-item design, shown in Table 1 , was used to carry out the vertical scaling. The plan was to use the Stocking-Lord (SL; Stocking & Lord, 1983 ) test characteristic curve (TCC) method to link the parameter estimates through the common items simulated to be administered at adjacent levels, using the STUIRT software (Kim & Kolen, 2004) . The order of the linking was to first link Level 4 to Level 3, then Level 5 to 4 and 6 to 5. Similarly, Level 2 was linked to Level 3 and then Level 1 to Level 2.
The STUIRT program yields transformation constants for four methods of linking: mean-mean, mean-sigma, Haebara TCC, and SL TCC (Kolen & Brennan, 2014) . Because these methods are all linear transformations, there are slope (B) and intercept (A) constants used in the transformations:
In these expressions, the T superscripts indicate the transformed parameter and proficiency estimates. Hence theθ T values are the estimates for each test taker on the vertically scaled proficiency.
The transformation constants are shown in Table 4 . For all but one of these linking steps, the resulting SL scaling constants were very reasonable and worked well, as were those of the other TCC method, the Haebara. However, in using the SL method to link Level 6 to Level 5, the results were larger than reasonable, as were the Haebara method constants (A and B values shaded in Table 4 ). Following a suggestion from the first author of the STUIRT program (personal communication from Seonghoon Kim), I tried rerunning the program using the mean-mean results as starting values for the TCC methods. This technique, however, did not yield better results (Haebara results unchanged; SL results A = .034, B = 2.050). I therefore decided to use the mean-sigma transformation constants for the link of Level 6 to Level 5 in the vertical scaling.
Because the objective of vertical scaling is to link the tests across levels in a unidimensional scale, the important results are how the TCCs, scaled item parameter estimates (primarily the locations, estimates of the bs), and scaled test-taker proficiency estimates line up. The scaled TCC plots are displayed in Figure 14 , the scaled b estimates in Figure 15 , and the scaled proficiency estimates in Figures 16 and 17 .
As can be seen in Figure 14 , the vertical scale for these data shows an excellent configuration of the unidimensional scale across the six levels. The TCCs of the levels are ordered as expected and separated as one would expect for a vertical scale. The one TCC that is somewhat different is that for Level 6, having a steeper slope than the others; recall that the TCC linking methods did not work well for that level, so I decided to use the mean-sigma transformation for linking Level 6 to Level 5. As shown in Figure 15 , the vertical scaling lined up the location parameters of the items across levels in a very clearly unidimensional configuration.
In Figure 16 , I show the differences between the scaled b-parameter estimates of the linking items on the adjacent levels. As may be seen, most of those differences are in the range of −0.5 to +0.5, with only nine points out of 100 outside of this range, including one in the link of Level 2 to Level 1 that is very much an outlier at −1.65.
The next three figures show how the simulated test-taker mean scores lined up in the unidimensional scale. Figure 17 shows how the means lined up across levels and also shows the variation (in terms of standard deviations and range). Figure 17 shows a very regular pattern of how the vertically scaled mean scores lined up across levels. The previously mentioned smaller variation at Level 5 is also obvious in this figure; Level 6 also shows a similar smaller spread of scores, undoubtedly due to that level being linked to Level 5.
Similarly, Figure 18 shows how the quartile points on the scale line up in a configuration that supports the unidimensional scale across levels. Again, the smaller variation at Levels 5 and 6 is clear compared to the other levels. in the Briggs and Weeks case). These authors pointed out that "the growth in score means from grade to grade appears somewhat nonlinear, and decelerating over time" (p. 8) and also that "this is consistent with previous findings of Kolen (2006)" (p. 8) .
Figures 19 and 20 show how the BILOG EAP estimates, after being vertically scaled, relate to the generating proficiency variables, θ 1 and θ 2 . Again the lower levels have more spread in the direction of the first dimension and less spread in the direction of the second, and the reverse is true of the higher levels, as expected.
These two figures provide further evidence that, as conjectured, a vertical scale following a curvilinear unidimensional configuration in the context of a multidimensional space can be very accurately recovered with a unidimensional IRT model analysis of item response data. 
Concurrent Calibration Procedures
Partly because of the issue of linking Level 6 to Level 5 by the TCC methods, I decided to try concurrently calibrating the same data to investigate how that type of procedure would work. I started by trying a concurrent calibration of the data from all six levels. As will be seen below, the results from using this procedure were very unsatisfactory, so I tried a different method: three concurrent calibrations of adjacent level data, followed by linking. This method provided more satisfactory results.
Concurrent Calibration of All Six Levels
First I tried concurrently calibrating all six levels with those items not administered to simulated test takers in each level specified as not administered. This procedure, surprisingly to me, did not result in reasonable estimates of the item parameters. I tried using both BILOG-MG, as in the previously discussed study and results, and MULTILOG (du Toit, 2003) to do these calibrations; neither produced reasonable results. BILOG-MG yielded a-parameter estimates falling between .014 and .022 for the 20 anchor items administered at Levels 4 and 5. MULTILOG yielded 17 a-parameter estimates between 5.00 and 13.20, and all 20 b-parameter estimates fell between 16.41 and 32.93 for the 20 anchor items used to link Level 2 to Level 3. To verify these types of unreasonable estimates, I generated a new dataset with the same generating parameters, with similar poor results. 
Concurrent Calibration of Adjacent Levels
Reasoning that the poor results from concurrent calibration of all six levels could be related to the sparsity of the overall item response data matrix, I decided to try a different concurrent calibration procedure using less sparse data matrices. This involved three concurrent calibrating runs involving Levels 1 and 2, Levels 3 and 4, and Levels 5 and 6, respectively. This procedure is somewhat similar to the "hybrid" method used by Briggs and Weeks (2009) . However, their design involved linking across grades within years and also across test administration years within grades. They used linking with separate calibrations across grades within years of test administration and concurrent calibration within grades across administration years. Following these concurrent calibrations, I again used the STUIRT SL method to link the parameters and EAP estimates from the three calibrations. This exercise resulted in far more satisfactory results than the concurrent calibration of all six levels. It also seems somewhat better than the original analysis of six independent calibration followed by five vertical linking steps. Table 5 displays the means, standard deviations, and minimum and maximum parameter estimates for the three calibration runs. All of these estimates seem perfectly reasonable.
After linking the three sets of calibration results using the SL TCC method in STUIRT, the b-parameter estimates lined up very well, as shown in Figure 21 . Comparing Figures 15 and 21 , for the individually calibrated and linked procedure of the six levels with these results from three concurrent calibrations and TCC linking, the results are fairly similar.
Figure 22 displays the relationships, by level, between the vertically scaled b-parameter estimates from the six separate calibrations and linking procedure and those from the three concurrent calibrations and linking procedure. As shown in the figure, these location estimates are very similar for the two procedures. The correlations between the two sets of estimates range from .93 to .98.
In addition, the differences between the b-parameter estimates for the anchor items all fell between -.61 and .36, as shown in Figure 23 . Comparing Figures 16 and 23 , these results appear to be better than those of the method of separate calibration of each of the six levels, followed by linking.
The results for the EAP estimates from these analyses were equally satisfying. Table 6 shows summary statistics for both the untransformed and the vertically scaled results. These data are also plotted in Figure 24 , which shows a reasonable progression of the vertically scaled means and variations in the scaled scores. The quartile points are similarly displayed in Figure 25 . As in the individually scaled and linked results in the previous section, these results show less variation in Levels 5 and 6 than in the lower levels.
An interesting feature of these results is that the curvilinearity displayed in both my analyses with separate calibration and those of Briggs and Weeks (2009) is not evident in these results.
Finally, Figure 26 is a scatterplot showing the relationships, by level, between the two vertical scaling methods. The correlations between these proficiency estimates of the simulated test takers across the six levels range from .57 to .71.
Discussion
In this paper, I set out to demonstrate the fact that a unidimensional proficiency scale can exist and item response data can be vertically scaled with a unidimensional IRT model and TCC linking under certain conditions: when the items and the test-taking population members, at different levels such as school grade levels, are administered assessment instruments that depend on multiple dimensions, as, for example, related to different subareas of a subject matter field. Although my demonstration was limited to a two-dimensional configuration of data and dichotomously scored items, these results can be inferred to also exist in a higher-dimensional situation and with polytomously scored items.
One very interesting finding is that independently calibrating each level and linking the results produced very similar scales to the alternative method of concurrently calibrating pairs of adjacent levels and then linking these concurrently calibrated results. The latter procedure, involving many fewer steps, is attractive. There are fewer steps at which mistakes could be made, and careful checking of results is necessary to ensure accurately analyzed, and hence interpreted, scales. Kolen and Brennan (2014) presented some information about separate versus concurrent calibration. In a brief summary, they pointed out that separate calibration is more time consuming and stated that "concurrent estimation is expected to produce more stable results because it makes use of all of the available information for parameter estimation" (p. 444).
The results of the current study for the concurrent calibration of the six levels are not in accord with expectation. However, the results for the analyses in which I concurrently calibrated only the adjacent levels and then linked those results might be seen to be somewhat in agreement with that expectation. But I would caution that we need more research on the issue of separate versus concurrent calibration before we can make any definitive conclusions. Kolen and Brennan (2014) also stated that with concurrent estimation, violation of the unidimensionality assumption might be quite severe. This assumption requires that a single ability be measured across all grades, which seems unlikely with achievement tests. Violation of the unidimensionality assumption might cause problems with concurrent estimation. (p. 444) Considering this statement in light of comments cited earlier is interesting. As cited earlier, Patz and Yao (2007, p. 260 ) stated, "When calibrating items from multiple test forms for the purpose of measuring students across a range of grade levels, the IRT assumption of unidimensionality would appear implausible." The conclusion that I reached from my demonstration is that this assumption is not necessarily implausible. Also as cited earlier, Kolen and Brennan (2014, p. 469) stated, "One of the most challenging aspects of applying IRT to vertical scaling is the assumption that the same unidimensional ability is assessed across grade." I believe that my demonstration here shows that this assumption may not always be as challenging as they stated. Also, as I pointed out earlier, my results do not show the decreasing variability mentioned by Briggs and Weeks (2009) , which they pointed out could be associated with violation of the IRT assumption of unidimensionality. In my opinion, the fact that my demonstration does not show this decreasing variability may well be related to the fact that, under condition like those of my demonstration, a curvilinear unidimensional scale can exist and be developed in a multidimensional space. As I have demonstrated in this and my previous research (Carlson, 2001 ), a unidimensional scale can exist, and be derived, under the condition that the items on the scale are located on a curved line (or perhaps very close to it; this has not been investigated in this study) in the multidimensional space and, of course, that the populations of test takers' proficiencies on the underlying dimensions are closely aligned with that curve. Furthermore, unidimensional scaling and linking of such data can yield a very reasonable scale that should be interpretable as, for example, growth in an academic assessment subject matter area in which the focus on instruction in various subareas varies across grade level.
In my view, the results speak for themselves without further discussion. There is one caveat that must, however, be presented. When measurement professionals are dealing with real educational assessment data across, for example, grade levels, the item response data cannot be analyzed in a way that will reveal the existence of the type of curvilinear multidimensionality discussed in this report. We can, of course, use MIRT models and factor analysis to study the dimensionality of most datasets. But, as I have shown previously (Carlson, 2011) , relying on the eigenvalue-eigenvector structure of the data is an unreliable method of inferring dimensionality; that methodology overestimates the number of dimensions. The other side of this dimensionality coin is, however, that in this study I have demonstrated that it is possible to scale multilevel data in the presence of multidimensionality of a certain type. Hence, when data from an assessment program are vertically scaled across grades, if the item response data fit a unidimensional IRT model, we can interpret the data as having an underlying unidimensional scale. We just do not truly know strictly from IRT analysis results whether or how the derived scale relates to underlying multiple dimensions. To interpret that scale, psychometricians will have to work closely with assessment development professionals to come up with reasonable ways in which to interpret the resulting scales. Such cooperative efforts can bring into play the cognitive theoretic aspects of the subject matter and how students learn subject matter in a discipline (e.g., school subjects) to explain what differences in performance at different grade levels on a vertical scale mean. Explaining the meaning of scores and score differences (between test takers with different scores, across grades within years, or across years within test takers) requires such cooperative efforts of a variety of testing professionals. One purpose of the demonstration in this report is to encourage such cooperation. 
