Abstract Column generation is often used to solve multi-commodity flow problems. A program for column generation always includes a module that solves a linear equation. In this paper, we address three major issues in solving linear problem during column generation procedure which are (1) how to employ the sparse property of the coefficient matrix; (2) how to reduce the size of the coefficient matrix; and (3) how to reuse the solution to a similar equation. To this end, we first analyze the sparse property of coefficient matrix of linear equations and find that the matrices occurring in iteration are very sparse. Then, we present an algorithm locSolver (for localized system solver) for linear equations with sparse coefficient matrices and right-hand-sides. This algorithm can reduce the number of variables. After that, we present the algorithm incSolver (for incremental system solver) which utilizes similarity in the iterations of the program for a linear equation system. All three techniques can be used in column generation of multi-commodity problems. Preliminary numerical experiments show that the incSolver is significantly faster than the existing algorithms. For example, random test cases show that incSolver is at least 37 times and up to 341 times faster than popular solver LAPACK.
to find an assignment to all the flow variables such that certain given constraints are satisfied [17] . Many application problems can be reduced to MCF. Examples of these applications include the vehicle routing problem (VRP) [32, 8, 37] , the traveling salesman problem (TSP) [23] , and problems of routing and wavelength assignment (RWA) [31, 38] . While it is well known that offline network resource optimization and planing in traditional network is a typical MCF [1, 17, 28] , online network resource optimization and planing, which are now widely regarded as software defined network (SDN), are also treated as MCF [25, 22, 29] .
Because of its importance, there have been a sizable body of work on MCF, e.g. [34, 19, 24, 27, 41, 5, 12, 24, 26, 39, 7] , in which colummn generation is widely used. A survey on column generation is given in [33] . There, the algorithms are divided in two classes, which are called exact algorithms [10, 36, 4, 35, 24, 13] and approximation algorithms [20, 21, 3, 9, 14, 15, 16, 6, 30] , respectively. In this paper, we will focus on the exact algorithm for the splitted multi-commodity flow problem in which the flow demands can be splitted among multiple paths for one commodity.
Organization: After this introduction, we introduce MCF and three different models for it in Section 2. In Section 3, we give a summary on column generation for MCF. We show in Section 4 how we apply the result in [10] to MCF, and present a concrete block structure of the basic matrix of column generation. In Section 5, we present the properties of the coefficient matrix. The test results show that the number of nonzero elements in each row of the coefficient matrix is less than 5 even when the length of the row is greater than 1000. Thus, the matrix is very sparse. We devote Section 6 to present the two algorithms that are our main contribution in this paper. The first algorithm, called locSolver, is a localized system solver. This algorithm can reduce the number of variables in solving a linear equation when both its coefficient matrix and right-hand-sides are sparse. The second algorithm, called incSolver, is an incremental system solver which utilizes similarity during the iterations in solving linear equations. We present our experiment test results in Section 7, and conclusions in Section 8.
Model for Multi-Commodity Flow Problem
In this section, we define the basic formulation of multi-commodity flow problem (Model 1 below). We then present two more models, which are called Node-Link Formulation and Link-Path Formulation of MCF respectively. Both are linear programming models with a large numbers of variables and constraints.
The Basic Model of MCF
Graphs are the most fundamental mathematical models for networks, and their edges and/or nodes are associated with numerical functions for quantity based network control and management. The basic graph model used to represent a MCF is a direct graph with capacities and weights assigned to its edges, which are used to represent factors and elements of "effectiveness" and "cost elements" of network resources, respectively.
A capacitated and weighted network is a triple N = (G(V, E), q, w), where -G(V, E) is a directed graph with the set V of nodes (or vertices) and the set E of links (or edges). A link e ∈ E from node u to node v is denoted by (u, v), where u, v ∈ V .
-q and w are mappings from E to non-negative real numbers. For each edge e ∈ E, function q assigns e with a capacity q(e), and function w assigns e with a weight w(e), respectively.
A commodity is a measure of the demand in a network. Formally, for capacitated and weighted network N , a commodity (or demand) is a triple D = (s,t, d), where s and t are nodes of N , and d the bandwidth of non-negative value. The nodes s and t are called source and target of commodity D, respectively. We are now ready to formulate the basic model of MCF below. 
Model 1 (MCF)
Notice that constraint (1) is an objective function. The basic MCF formulation, the flow variables f i (u, v) of the commodities of K represents the fraction of flow for commodity
in the general case when the commodity d i can be split among the flows of multiple paths, and f i (u, v) can only take one of the two possible valued {0, d i } otherwise (i.e. "single path routing"). In this paper, we focus on
Taking the capacities and weights q(u, v) and w(u, v) of the edges (u, v) ∈ E as the cost element, finding an assignment f = ( f 1 , · · · , f l ) in the above linear equation problem is called the minimum cost multi-commodity flow problem (min-MCF), indicated by constraint (1).
Node-Link Formulation
In Model 1, constraint (4) requires that the demand d i of each commodity is fully delivered through the flows along the paths from the source to the target. However, in general, only a part of the demand of a commodity can be "successfully" delivered, which means that constraints (4) become The network is given as above figure. There are 10 nodes, 13 edges:
and two commodities D 1 = (1, 9, 10), D 2 = (2, 10, 11). The values of the pair of numbers on an edge from u to v are the capacity q(u, v) and weight w(u, v) of the edge, respectively.
Then it is desirable to seek the maximum portion of the command of each commodity to be successfully delivered with minimum cost. This case of MCF is called the maximal multi-commodity flow problem (MMCF). The primary requirement of MMC is to try to deliver all the demand, and the secondary requirement is to minimize the total cost.
We use |S| to denote the cardinality of set S, and |A| to denote the dimension of a square matrix A.
Model 2 (Node-Link Formulation [28] ) The formal description of MMCF is defined as follows:
where W is a nonnegative real number that satisfies W > max{ω w p | p ∈ P i , for i = 1 · · · , l} and
is the penalty term in the objective function. Node-Link Formulation is a linear programming model with l|E| variables and |E| + l(|V | − 1) constraints. It is easy to see that MCF is a special case of MMCF when
which means that all commodities are successfully delivered.
Example 1 In Fig. 1 , we can choose W as sum of all links' weight, which is 34.
Link-Path Formulation
In the previous two models of linear equations, the variables are the accounts of flows of links. We now present a formulation based on the accounts of flows of paths. For a path p, we denote the account of flow along path p as a variable x p . For an arbitrary path p and an edge e, we define the following (characteristic) function δ p,e = 1 if link e belongs to path p 0 otherwise.
For a precise formulation of MMCF, we introduce the following notations below for a given set K of commodity.
-Let P i denote an enumeration of the set of paths from s i to t i without loops (called simple paths),
is in path p and path is along edge (u, v).
Model 3 (Link-Path Formulation [28] ) MMCF can be described as a problem of finding an assignment to the variables x p for p ∈ P i , i = 1 · · · , l, satisfying the following constraints.
e ∈ E (7)
In this model, (5) is the objective function, y i are slack variables which represent the portion of demand for commodity D i that fails to be delivered, and W ∑ In summary, we can see 1. both Node-Link Formulation and Link-Path Formulation are linear programming model. 2. Node-Link Formulation has fewer variables than Link-Path Formulation, while LinkPath Formulation has fewer constraints than Node-Link. 3. In general, both models either too many variables or too many constraints in practice.
The Column Generation Algorithm for Multi-Commodity Flow Problem
In this section, we first review the classical column generation. We then introduce a transition system model for understanding and analysis of this algorithm and the improved algorithm that we propose later. Finally in this section, we present the matrix formulation of classical column generation. 
The Algorithm of Column Generation
The variables in Model 3 are often too many to be dealt with explicitly. Luckily, column generation [17] treats non-basic variables implicitly. It replaces the traditional method for determining a vector to entering basic by finding a shortest path which connects commodity source and target. It has better performance than the simplex method for Link-Path Formulation because both the number of variables and constraints are reduced to |E| + l during every iteration. The basic idea of the algorithm is as follows.
In order to design an algorithm for full deliver of each demand d i , we introduce a dummy path for for each commodity D i , denoted by dummy i . Let the capacity of dummy i be d i and ω w dummy i = W , where W is value defined in Model 2. We call the original network extended with the dummy paths dummy i , i = 1, · · · , l,, the augmenting network, and define P = l i=1 {P i ∪ {dummy i }} to denote the set of all paths of the commodities of the augmenting network.
The algorithm iteratively updates the load flow x p for every path p ∈ P, where y i = x dummy i for the variables y i in Model 3, i = 1, · · · , l. . When it terminates, the values of path load flows x p for all p ∈ P give an optimal solution for linear programming problem in Model 3.
Definition 1 Let e th is the index of edge e in E. We introduce edge e's basic vector β e for e ∈ E, as follows:
e th is the index of edge e in E. In addition, we introduce path p's basic vector β p for p ∈ P i , i = 1, · · · , l, as follows:
We define β dummy i as follows: For an assignment x p of p ∈ P i and i = 1, · · · , l, the value min{q(e)−∑
is called the remaining capacity of p, denoted by RemainCapacity(p). We say that p's remaining capacity carries commodity D i if and only if p ∈ P i and d i is less or equal to RemainCapacity(p).
/* Reduce remaining capacity of edge e remaining capacity of an edge not defined by d i where e belongs to p i ; */ 4 5 else set p i = dummy i , x dummy i = d i ; 
else p j is the entering variable;
18
β is the basic vector for the entering variable; /* Choose leaving variable. The leaving variable is primary path p k,i or path q ∈ Q k,i or a link e. */
19
Apply classical pivot rule in simplex method to choose leaving variable;
20
Update basic matrix;
21
Compute dual values µ and update new link weight map w = w + µ;
Transition System Model
To help the understanding and analysis of Algorithm SCG, we introduce a state transition system that models the state change by each iteration of the main loop of the algorithm, i.e. lines 8 -22 of Algorithm SCG. To define the abstract states of the transition system, we need the invariant property of the algorithm in the following lemma.
Lemma 1 Constraint (6) in Model 3 is an invariant of the main loop in Algorithm SCG (lines 8 -22).
Proof The lemma holds because of the fact that the values of the variables {x p | p ∈ P} are alway kept in their feasible area is an invariant of the simplex method.
Since d i > 0, Lemma 1 implies that for each iteration, say the kth iteration, there is at least one p ∈ (P i ∪ {dummy i }) for i = 1, · · · , l such that x p > 0. For the kth iteration and commodity D i , a path p k,i ∈ P i ∪ {dummy i } which has positive flow can be selected as the primary path and the subset Q k,i ⊆ P i \ {p k,i } of paths which have non-zero flow as the secondary paths of D i , where k, i = 1, . . . , l.
We now describe the main loop of Algorithm SCG as the transition system such that the kth iteration changes from a state of the form
After initial solution steps in Algorithm SCG (line 1 to line 5), the system state is
The transition rules are defined in the following way.
1. When the entering variable is a link e * :
(a) When the leaving variable is a path p k,i : 
) When the leaving variable is a link e:
Let N k+1 = (N k ∪ {e * }) \ {e}.
When the entering variable is a path p j :
(a) When the leaving variable is a path p k,i : It is easy to see that state
, N k ) represents the basic matrix A k in the kth iteration, where
In other words, A k is the incidence matrix of paths p k,1 , Q k,1 , · · · , p k,l , Q k,l and edges in N k Definition 2 In the above transition system, if the entering variable is a path p and the leaving variable is a link e, then we call p a basic variable which corresponds to e, denoted as p e .
The variable p e has some update rules. When the entering variable is a path p and the leaving variable is a path p e , then we update p e = p. If the entering variable is a link e 1 and leaving variable is a path p e , then update p e = p e 1 .
We call SS k is the set of saturated link.
The intuitive meaning of a saturated link is that its bandwidth has been fully taken up and its bandwidth restricts the objective function to further decrease under current basis.
Lemma 2 |Q k | = |SS k | is an invariant of the main loop, in other words, there is a path p e ∈ Q k for each e ∈ SS k .
Proof We prove it by induction. When k = 0, it obviously holds. Assume that the conclusion holds when k ≤ K 1 . When k = K 1 + 1, if rules 1-(a) and 1-(b) are used in Fig. 3 , then both cardinal of Q k and SS k decrease by 1 compared with last iteration. Hence conclusion holds. If rules 1-(c), 2-(a)-i and 2-(b) are used, then both cardinal of Q k and SS k are unchanged. Hence conclusion holds. If rule 2-(a) is used, then both cardinal of Q k and SS k increase by 1. Thus, conclusion holds. In summary, no matter what rule is used in k-th, |Q k | = |SS k | holds.
Matrix Formulation
We fix working paths on p 1 , · · · , p l , Q 1 , · · · , Q l and add slack variables z e for constraint (7) where e ∈ N k , then MMCF can be described as follows:
Model 4 (Link-Path Formulation for augmenting network)
. In other words, Model 4 can be written as
where A k is defined as (8) .
In kth iteration the leaving variable selection procedure in Algorithm SCG can been described as follows:
Firstly, solve equation (15), and obtain
which satisfy constraints (10)- (14). Secondly, solve equation (16), and obtain λ .
where vector β is the basic vector corresponding to entering variable. Finally, choose a leaving variable by a pivot rule.
Note 3 (pivot rule) There are many different mays to choose leaving variable. In this paper, we apply classical pivot rule to pick jth as leaving variable where
The solution µ of equation (17) are dual values of constraints (10) and (12) . Then let w = w + µ be newly updated link weights.
Classical Column Generation Complexity Analysis
Suppose Algorithm SCG does h main iterations before termination, then Algorithm SCG computes (h + 1)l shortest path and solves 3h linear equation systems in the form of (15), (16) and (17) where A k 's size is (l + |E|) × (l + |E|). As the authors know that the best shortest path algorithm complexity is O (|E| + |V | log(|V |)) which is given by Dijkstra's algorithm based on Fibonacci heap and the best linear system solving algorithm complexity is O (l + |E|) 2.376 . Hence, the Algorithm SCG's complexity is
4 Speedup Through Employing A k 's Structure
The complexity of (18) can not be accepted in reasonable time when the size of G(V, E) is large. This hinders SCG's use in some applications e.g. online load balance in SDN and large scale problem offline. Hence, how to improve the efficiency of column generation is a problem considered in many works [10, 36, 4, 35] . The complexity (18) only has two parts, i.e. computing shortest path and solving linear equation systems (15), (16) and (17) . Hence, reducing coefficient matrix size is a feasible approach. Luckily, the primal partitioning procedure, a specialization of the generalized upper bounding procedure developed by Dantzig and Van Slyke [10] , involves the determination at each iteration of the inverse of a basis containing only one row for each saturated link. In other words, we can reduce matrix size to the number of saturated link. In the following, we will concretely show how to apply conclusion of [10] on MCF. Through reordering column of basis matrix to obtain a special structure in resulted basis matrix A k , we give bellow a method called structured matrix method (SMCG). By this way we can reduce the size of linear equation to be solved in general.
Structured Matrix Method for Column Generation
After we reorder basic variable in kth iteration by
can be rewritten as:
I is an identity matrix
Mathematically, we can rewrite equation (15) into:
Then we have
Hence, we can firstly solve equation (23) . Secondly, substituting x SS k in (20) to obtain x K . Finally, substituting x K , x SS k in (22) to obtain x N k . In this way can solve equation system (15).
Note 4 Let
Now equation (23) can be written as:
Lemma 3 M k is a non-singular sparse matrix.
Proof By simplex method theory, A k is a non-singular matrix. By structure of
Since equations (15) and (16) have the same coefficient matrix. Hence, employing the way to solve equation (15), we can solve equation (16) . Through the same method we obtain
In equation (17), mathematically, (A k ) T µ = c k can be rewritten as
We substitute µ N k = 0 N k in (27) and (28) to obtain
We simplify equation systems (29) and (30) by
Through the above simplification, we can solve equation (17) too.
Structure Matrix Method's Complexity Analysis
Suppose SCG does h main iterations before termination, then it computes (h + 1)l shortest path and in kth iteration we need to solve 3 linear equation systems in the form of (25), (26) and (31) where M k 's size is |SS k | × |SS k |. By the same discussion in Section 3.4, we can obtain that the Structure Matrix Method complexity is
As given by the analysis in Section 3.4, the standard column generation method is
by (18) . By the Note 1, it is easy to see that |SS k | < l + |E|. And in general, |SS k | < |E|, hence SMCG is better than the classical one (SCG).
Speedup Through Employing M k 's Sparse Structure
The sparse property is very useful when solving linear equation, in the following, to show the sparse property of matrix M k we will discuss the element of matrix M k in detail. In 
is associated with path p k,h and
is also a vector associated with ith path of [Q k,1 , · · · , Q k,l ] and its value indicates which edge it crosses. Let path p be the ith path of In the following, we list some experiment results of matrix M k . We record the dimension and number of M k 's nonzero elements in every iteration for some random cases. Let N(M k ) be the number of nonzero element in matrix M k . The detail of cases' configuration can be found in section 7. The dimension of M k is equal to number of saturated link in kth iteration. In Fig. 4 we can see that the dimension starts from 0 to a large number (more than 1000), which indicates that the number of saturated links is more and more larger as iteration proceeding, and the resource competition of different commodities is more and more intense. But the growth of the ratio between nonzero coefficients of matrix M k and its dimension is very slow. In Fig. 4a when k > 500000, the value
|M k | is still less than 5 while |M k | is larger than 1000. Hence M k is a very sparse matrix.
According to [40] 's suggestions, we use LU decomposition to solve equations (25), (26) and (31) . But because of the high sparsity of matrix M k , LAPACK [2] kernels are not applicable. Hence, we can use the linear solver KLU [11] , which has high performance for sparse matrix, to solve equations (25) , (26) and (31) instead of LAPACK.
In Table 1 we find an interesting phenomenon that when the value
|M k | is greater than or equal to 3 (case R(1000)), solving linear equation will become dominating part of total time consumption. And when In above pictures, the average number of nonzero elements in each row of matrix M k is less than 5. Hence the matrices M k are very sparse.
Speedup Through Sparse and Similar Properties
After we employ KLU to solve linear equations occurring in iteration of SMCG, when the number of saturated link is small, then linear equation solving step is not a dominating part of time. But when there are many saturated links the complexity of SMCG is almost the same as classical one. When structure of matrix M is complex (i.e. nonzero elements of matrix M k is more than 3|M k |), then linear equation solving step dominates the entire algorithm time, even employing KLU. Therefore, in the following, we do not invoke KLU to solve equations but directly use results in previous iteration to incrementally solve equations (15), (16) and (17) . For keeping speedup, in this section we firstly give a fast method locSolver which reduces Problem 1 to a small one in Section 6.1. Secondly, we provide an incremental method incSolver to solve equations (15), (16) and (17) in Section 6.2. Thirdly, in the final, we discuss why locSolver and incSolver are proper solvers for equation during iteration in Section 6.4.
A Fast Method to Solve Sparse Linear Equation System
Problem 1 Solve linear equation system
where A is a n × n matrix and b is a vector.
We will provide a fast algorithm to solve Problem 1. This method can reduce linear equation system to a small one. Especially, when A is a very sparse matrix and b is also a sparse vector, this method is very powerful. For presenting this fast method we first give following definitions and lemmas. Proof Let ξ = lift(α, I, n). In the following we want to prove that
First, we will prove that
Second, we will prove that 
for 1, · · · , n 1 . In other words, A I,J ξ J = b I . Since A I,J is one of computable projections of Problem 1, then applying Lemma 5, lift(α, J, n) is one solution of Problem 1. 
In summary, I, J satisfy condition (i) (ii) (iii) of Definition 5. So, A I,J is a computable projection of Problem 1. Proof When there is an x satisfying Problem 1, employing Lemma 6, A I,J is a computable projection of A. By Theorem 1, the conclusion holds.
If A is a non-singular matrix then there is a unique vector y such that A I,J y = b I .
Proof Since A is a non-singular matrix, Problem 1 has a unique solution x. Employing Corollary 1, there is a vector y such that A I,J y = b I . Suppose that there is another y = y such that A I,J y = b I . By Lemma 5, x = lift(y, J, n), x = lift(y , J, n) are two solutions of Problem 1. In other words, A(x − x ) = 0. It is easy to check that x = x . Hence, A is a singular matrix, which conflicts with the fact that A is a non-singular matrix. So, A I,J y = b I has a unique solution.
If A is a non-singular matrix then |I| = |J| and A I,J is a non-singular matrix.
Proof Let S = (A I,J )
T (A I,J ). It is easy to know that S is a symmetric matrix. Proving S is a non-singular matrix is equivalent to check that x = 0 is a unique solution of x T Sx = 0. By Theorem 2, 0 is a unique solution of equation system A I,J x = 0. Thus, x = 0 is a unique solution of x T Sx = 0. In other words, S is a non-singular matrix and |I| ≥ |J| and rank(A I,J ) = |J|. Let b be a vector which satisfies that {i | b [i] = 0} = J. When solving equation A T x = b , by the same way of above discussion we can obtain that |J| ≥ |I|. Therefore, |I| = |J| and A I,J is a non-singular matrix.
Algorithm 2. locSolver
Input: Matrix A and vector b Output: Vector ξ which satisfies that Aξ = b, or false if Ax = b has no solution. Computing reachable edges for a given node set B is a key step of locSolver. Although computing reachable set of a given graph is of linear complexity, but in this case we need to construct a new graph per iteration. Luckily, by Theorem 1, we can use any computable projection to replace A I,J . Thus we can present a fast method instead of explicitly computing reach G(A) (B). As discussed in Section 6.2, G(M k+1 ) is very similar to G(M k ), so this approach is feasible. Thus, we utilize the information of G(M k ) to construct computable projection of G(M k+1 ).
Note 5 For a graph G, V (G) denotes set of nodes in G.
Definition 8 G is a graph with nodes
For a given graph G, G's different connected components C 1 , · · · ,C s is one of its over disjoint cover.
If Problem 1 has a solution then A I,J is a computable projection.
Proof Since Problem 1 has a solution, by Lemma 4, there is (i, j) ∈ G(A) for i ∈ B. Thus,
By Definition 8, all G(A)'s edges whose nodes contain t must be completely contained in G v . Therefore, the assumption can not hold. Hence, (u,t + n) ∈ G v .
We want to prove that (u,t + n) ∈ G v .We prove it by contradiction. If (u,t + n) ∈ G v , then by definition of E all the edges of G v will belong to E, in particular, (h,t + n) ∈ E. Thus, h ∈ I. This conflicts with h ∈ I, so (u,t + n) ∈ G v .
Thus, {i | A[i, j] = 0, j ∈ J} ⊆ I, by the same way we can prove (iii) of Definition 5. Hence A I,J is a computable projection.
Theorem 3 provides a new approach to constructing computable projection. This approach can be used to replace the computation of reach G(A) (B) in line 2 in locSolver.
Lemma 7 M, M are two n × n matrices. {G 1 , · · · , G s } is an over disjoint cover of G(M). Denote the set of nonzero elements in matrix
We iteratively update {G 1 , · · · , G s } by the following operation: merging G i , G j to G where G = G i ∪G i ∪{(i k , j k +n)} if there is a link (i k , j k +n) connecting G i and G j . Let G 1 , · · · , G s be finally resulted graphs of the above iteration. Then {G 1 , · · · , G s } is an over disjoint cover of G(M ).
Proof We prove it by induction.
When
Hence the conclusion holds when m = 1.
Assuming that the conclusion holds when m ≤ K 1 .
It is easy to know that matrix (M − M) has only K 1 nonzero elements. By assumption, M 's over disjoint cover can be constructed from M 's, which can be constructed from M's .
In summary, conclusion holds for any m ≥ 0.
Through Lemma 7, we can construct over disjoint cover of G(M k+1 ) from G(M k )'s. This can be used to fast compute computable projection in (k + 1)th iteration from kth's.
Incremental Change Property of M k 's Nonzero Pattern
Fast solving equations (25), (26) and (31) is a feasible way of improving efficiency of SMCG.
In the following section we will first give an Algorithm incSolver which utilizes the sparse and incremental change properties of matrices and vectors occurring in two consecutive equation systems to fast solve target equation. Second we will describe the three interesting phenomenons during SMCG's iteration. And these phenomenons can let us directly employ incSolver instead of other solvers. By this way, we can fast solve equations (25), (26) and (31).
Fast method of solving similar linear equations
Problem 2 A is a non-singular sparse matrix. A, A are two very similar matrices, in other words, (A − A ) has few nonzero elements. b, b are two very similar vectors. When there is a vector ξ such that
we want to give an efficient algorithm to solve equation
Assume that ξ is a solution of (34) . Because the coefficient matrices and right-handsides of (33) and (34) are very similar. It is reasonable to believe that ξ , ξ are very similar. Thus, we only need to compute the different part for these two solutions when solving (34) . The concrete algorithm of this idea is listed in Algorithm incSolver.
The outline of Algorithm incSolver is as follows: When we want to solve equation (34) when there is a vector ξ satisfying (33) . In this case, we can believe that (b − Aξ ) is a sparse vector. So, we firstly use Algorithm locSolver to find a vector ∆ ξ which is a solution of equation Ax = (b − Aξ ). It is easy to check that A(ξ + ∆ ξ ) = b. In this section we will list the three interesting phenomenons. Firstly, matrices M k , M k+1 have little difference. Secondly, right-hand-sides in (25) and (31) also have little difference between kth and (k + 1)th iteration. Thirdly, right-hand-side of (26) is very sparse. All of these phenomenons indicate that locSolver and incSolver are the proper solvers for (25) , (26) and (31) . So, we can use Algorithm incSolver to quickly construct solutions of (25), (26) and (31) .
As described in Model 6, M k is entirely defined by K, SS k and their elements' order. Therefore, changing order of K, SS k 's elements can give a better incremental property of matrices and vectors occurring in iteration. In the following description, without special statement the same elements of K have the same matrix index between kth and (k + 1)th iteration, and the same elements of SS k and SS k+1 have the same matrix index. For obtaining incremental property, we firstly redefine transition system rules as follows:
(a) The same as First phenomenon. From transition system rules in Fig. 5 , we can find that size of matrix M k+1 only has three cases, i.e. |M k |, |M k | + 1and|M k | − 1. Below we will discuss relation between M k+1 and M k under these three cases. First, when |M k+1 | = |M k |, we will give a useful fact that the number of (M k+1 − M k )'s columns which has nonzero elements is very few.
Lemma 8
In Note 4, if matrix C only has one column corresponding to commodity i different from C k , then there are at most
Proof By the definition of B k in (19) , every column of matrix B k corresponding to a commodity i. Let c be ith column of C k . By the order of K, c is corresponding to primary path p k,i . Let β be jth column of matrix B k which is corresponding to a commodity i. By equation (19) , the form of β is as follows
Third phenomenon. In equation (26) , if associate entering variable of β is an edge e * , the form of β is as follows
is the index associated with e, 0 otherwise.
By the discussion in the beginning of Section 5, every column of C k is a sparse column in general. So, C k β K − β SS k is also a sparse vector in general at Model 6. Otherwise, β is a basic vector associated with a path p. Then, in Model 6 β K only has one nonzero element which is 1. And β SS k is also sparse in general by discussion in the beginning of Section 5. Thus, C k β K − β SS k is the subtraction of two sparse vectors, so is also a sparse vector in general.
Fast Solving Equations During Iteration
By discussion in Section 6.3, coefficient matrix and right-hand-side of (26) are both sparse. Hence, we can employ algorithm locSolver to solve (26) .
In addition, coefficient matrices and right-hand-sides of (25) and (31) are very similar between kth and (k + 1)th iteration. So, in the following we will employ algorithm incSolver to solve equations in (k + 1)th iteration from solution of kth ones.
(1) When |M k+1 | = |M k |, we directly employ incSolver to solve (25) and (31) . Random test cases are created by generator R(n) where n is the number of nodes. The average node degree (sum of in degree and out degree) is 10. Each edge is generated by two random integers between 1 and n as its source and target node indices. The edge capacity is a random integer between 1 and 300 and edge weight is a random integer between 1 and 10. The source and target indices of commodity are two random integers between 1 and n. Commodity demand is a random integer between 1 and 100. Every case has 1000 commodities. In Table 1 , you can see that shortest path computing and linear equation solving are two major time consuming parts of implementations. And except for R(1000), R(1500) and R(2000), the total time of incCG, kluCG and lapackCG are almost equal to sum of shortest path computing time and linear equation solving time. And the shortest path computing time of different implementations are almost the same. In addition, considering total time, when linear equation solving is dominating part, incSolver will achieve high speedup. For example, we can see in case R(1000) using incSolver instead of LAPACK will achieve 19× improvement. On the other hand, when linear equation solving costs less time, incSolver can reduce linear equation solving to a negligible fraction. For example, in case R(7000), · · · , R(39000), using incSolver instead of LAPACK will reduce linear equation solving time to less than 1% of the total. In Fig. 6 , we can see that incSolver outperforms KLU and LAPACK on all the test cases. Among these cases, KLU's speedup is between 19 and 199 compared with LAPACK, while incSolver achieves a speedup from 37 to 341. When comparing incSolver with KLU, incSolver's speedup is between 1.7 and 2.1. As incSolver is a prototype implementation, we believe that incSolver has great potential for improvement.
Conclusion
In this paper, for speeding up linear equation solving part in column generation for multicommodity flow problem, firstly, we use transition system view to describe the procedure of column generation. This view can help us better understand the procedure of column generation and it also helps us conveniently present following improvement. Secondly, we discuss the sparse property of coefficient matrix. In the SMCG the average number of nonzero coefficient in each row of coefficient matrix is very few. In our test it is less than 5, even when the dimension of matrix is more than 1000. Finally, we present two algorithms. The first is a fast algorithm locSolver (for localized system solver) which can reduce the number of variables in solving a linear equation system when both the coefficient matrix and right-hand-side are sparse. The other is an algorithm incSolver (for incremental system solver) which utilizes similarity during the iteration in solving a linear equation system. All algorithms can be used in column generation of multi-commodity problem. Preliminary numerical experiments show that the algorithms are significantly faster than existing algorithms. For example, under random test cases incSolver delivers up to 341× (from 37×) improvement in the linear equation solving part compared with LAPACK. In addition, considering total time, when linear equation solving is dominating part, incSolver will achieve high speedup. For example in some tests using incSolver instead of LAPACK will achieve 19× improvement. On the other hand, when linear equation solving costs less time, incSolver can reduce linear equation solving to a negligible fraction. For example in some cases using incSolver instead of LAPACK will reduce linear equation solving time to less than 1% of the total.
