We consider the random coloring of the vertices of a graph G, that arises by rst performing i.i.d. bond percolation on G, and then assigning a random color, chosen according to some prescribed probability distribution on the nite set f0; : : : ; r ? 1g, to each of the connected components, independently for di erent components. We call this the divide and color model, and study its percolation and Gibbs (quasilocality) properties, with emphasis on the case G = Z d . These properties turn out to depend heavily on the parameters of the model. For r = 2, an FKG inequality is also obtained.
Introduction
The purpose of this paper is to introduce and study a simple and natural model for dependent colorings of the vertices of a ( nite or in nite) graph G with vertex set V and edge set E. We allow r 2 di erent colors, denoted 0; 1; : : : ; r ? 1. Besides r, the model has the additional parameters p and a 0 ; a 1 ; : : : ; a r?1 , all taking values in 0; 1], and satisfying P r?1 i=0 a i = 1. The coloring is done according to the following two-step procedure.
Step 1. Assign each edge e 2 E value 1 (present) with probability p, and 0 (absent) with probability 1 ? p, and do this independently for di erent edges. Denote the resulting f0; 1g E -valued con guration by Y .
Step 2. For each connected component C of the subgraph of G obtained by removing all edges e with Y (e) = 0, assign the same color to all vertices of C. This color is chosen according to the probability distribution (a 0 ; a 1 ; : : : ; a r?1 ) on f0; 1; : : : ; r ?
1g, and independently for di erent connected components. The resulting colouring is denoted X, and takes values in f0; : : : ; r ? 1g V . For obvious reasons, we call this the divide and color (DaC) model for G with parameters p, r and a 0 ; : : : ; a r?1 . The resulting probability measure on f0; 1g V is called the DaC measure for G with parameters p, r and a 0 ; : : : ; a r?1 , and is denoted G p;r;(a 0 ;:::;a r?1 ) . Note that the parameter a 0 is redundant; we therefore sometimes abbreviate p;2;(a 0 ;a 1 ) as p;2;a 1 .
We emphasize that it is the coloring X which is of primary interest in this paper; the edge con guration Y is merely viewed a auxiliary object in the construction of X. course, this is not to say that Y is uninteresting. To the contrary, it is a fundamental object in percolation theory, known as i. , then resembles, to some extent, the Ising model in zero external eld: The model is symmetric with respect to permutation of the single site state space f0; 1g (which is often taken to be f? 1; 1g in the Ising model), and exhibits positive correlations between the values at di erent vertices. When p = 0 (corresponding to in nite temperature in the Ising model), the values at di erent sites are uncorrelated. When p increases (corresponding to lowering the temperature in the Ising model), the correlations increase as well, until at p = 1 (corresponding to the zero temperature limit in the Ising model) all sites are forced to take the same value. Further similarities (and also di erences) between G p;2; 1 2 and the Ising model will be discussed in the coming sections.
We now give some motivations for studying the DaC model, arranged in approximately decreasing order of importance.
(M1) Ising and Potts model on randomly diluted lattices are of interest in the study of disordered materials, and have received a fair amount of attention in the statistical mechanics and probability literature; see, e.g., Georgii (M5) A related, and widely used, algorithm for simulating Ising and Potts models is the Swendsen{Wang algorithm 37]. On a similar note as in (M4), the DaC model arises after a single iteration of the Swendsen{Wang algorithm, starting from a spin con guration with complete alignment between all vertices.
In the following sections, we shall study the DaC model, mainly on in nite graphs and in particular on the prototypical case where G is the cubic lattice Z d , from two di erent (but related) points of view:
In Section 2, we consider percolation properties of the model. That is, when do we see an in nite connected component of vertices with the same color? Our sharpest result in this direction (Theorem 2.2) concerns the two-dimensional case G = Z 2 and the DaC measure Z 2 p;2; 1 2 : Just as for the Ising model on Z 2 , the transition between non-percolation and percolation takes place at exactly the same point in the parameter space as where the large-scale symmetry between the spins (colors) is broken.
In Section 3, we begin with the result that the DaC model, unlike Ising and Potts models, is not a Markov random eld, and in fact not an n-Markov random eld for any n. We then go on to investigate whether the weaker property of being a Gibbs measure holds. This question turns out to have di erent answers in di erent regimes of the parameter space, and leads to considerations about quasilocality and almost sure quasilocality of single-site conditional distributions.
No proofs are given in Sections 2 and 3; these are deferred to Sections 4 and 5, respectively. One of the tools developed in Section 4 is of independent interest: Theorem 4.2, which states that the r = 2 DaC model satis es positive correlations (also known as the FKG inequality). Perhaps surprisingly, the random-cluster model turns out to be a useful tool in Section 5. We rst consider the case G = Z 2 , which (besides trees) is the one we understand best. After that, we shall move on to other cases: higher dimensions, trees, and other graph structures.
The planar case Z 2 has some special features. It is a classical result of Coniglio et al. 9] that for the Ising model without external eld on Z 2 , an in nite connected component of aligned spins occurs if and only if the temperature parameter is below the so-called Onsager critical value. This means that there is percolation of aligned spins if and only if there are multiple Gibbs measure, which in turn is equivalent to a symmetry breaking (i.e., the existence of a Gibbs measure where the large-scale proportion of 1's di ers from 1 2 with positive probability). These results, and all others in this section, will be proved in Section 4.
In Z 3 and higher dimensions, the sharp equivalence for the Ising model on Z 2 between symmetry breaking and the existence of in nite connected components, no longer holds (see, e.g., Campanino and Russo 7] (6) More generally, is said to be an n-Markov random eld if it admits conditional probabilities such that (6) holds for all W and as above, and all ; 0 2 f0; 1; : : : ; r ?
It is easy to see that the DaC model on Z 1 with arbitrary parameters, is a Markov random eld (the same holds, more generally, on an arbitrary tree, with kx ? yk 1 replaced by graph-theoretic distance in the de nition of @W). In 
By compactness of f0; 1; : : : ; r ? 1g Z d in the product topology, this is the same as requiring that, for all W and as above, 
In other words, quasilocality means that for any " > 0, there exists an n = n(") such that in order to determine the probability that X(W) = given X(Z d n W) to within an error of ", it su ces to look at X(@ n W). Note also that if is an m-Markov random eld for some m, then the supremum in (7) is 0 for n m, so that is quasilocal.
Our main result on quasilocality of DaC measures is the following. 
Proposition 3. is translation invariant. Therefore, the limit lim n!1 bn(X) (2n+1) 2 exists by the ergodic theorem.
Next, consider the random edge con guration Y 2 f0; 1g E 2 obtained as in Step 1 in the de nition of the DaC model. Furthermore let W 2 f0; 1g Z 2 be another auxiliary process, obtained by letting each vertex v 2 Z 2 take value 0 or 1 with probability 1 2 each, and take Y and W to be independent of each other. Now obtain the random spin con gurationX 2 f0; 1g there is no problem with the conditioning, because Y contains a.s. at most one in nite cluster (this is just the usual uniqueness-of-the-in nite-cluster result for percolation on Z d ; see, e.g., Grimmett 19] Proof of Theorem 2.2, critical case: Harris 25] showed that in the critical case p = 1 2 we have a.s. the following situation: Y contains no in nite cluster, but it contains in nitely many nite clusters with the property that they contain a circuit \surround-ing" the origin. Each of these clusters independently take value 0 or 1 with probability 1 2 each, whence, by Borel{Cantelli, we have a.s. that at least one of them takes value 0.
This prevents the origin from being in an in nite cluster of 1's in X. By the same argument, the event that the origin is in an in nite cluster of 0's in X, also has probability 0. By translation invariance, the corresponding statements are true with any vertex of Z d in place of the origin.
2
In order to prove Theorem 2.2 in the subcritical case, we need to recall a result of Gandol , Keane and Russo 14] concerning percolation models with positive correlations, and then to prove that the DaC model has positive correlations.
Equip the set f0; 1g V , where V is nite or countable, with its coordinatewise partial Proof: An alternative way to obtain a f0; 1g V -valued random con guration X with distribution G p;2;a 1 , together with its auxiliary random bond con guration Y 2 f0; 1g E (so that the pair (X; Y ) is distributed as in the de nition of the DaC model), is as follows. Let fW(v)g v2V , fU 0 (e)g e2E and fU 1 (e)g e2E be independent f0; 1g-valued random variables with P(W(v) = 1) = a 1 for each v 2 V P(U 0 (v) = 1) = 1 ? p for each e 2 E P(U 1 (v) = 1) = p for each e 2 E : Let (v 1 ; v 2 ; : : :) be an arbitrary enumeration of V , and construct (X; Y ) 2 f0; 1g V f0; 1g E in the following manner. is an increasing function of (fW (v)g v2V ; fU 0 (e)g e2E ; fU 1 (e)g e2E ), and the same thing is therefore true for the limiting value X(v). Hence, if f; g : f0; 1g V ! R are bounded increasing functions, then f(X) and g(X) are also bounded increasing functions of (fW (v)g v2V ; fU 0 (e)g e2E ; fU 1 (e)g e2E ). Harris' inequality therefore implies that f(X) and g(X) are positively correlated. Since f and g were arbitrary, the distribution -probability of getting an in nite connected component of 1's in X is positive. Then this probability is 1 by ergodicity. By the symmetry of the model, the probability of getting an in nite connected component of 0's must be the same, i.e., 1. This contradicts Theorem 4.1.
We now move on to higher dimensions (Theorems 2.3 and 2.6). As a preparation for the proof of Theorem 2.3, we shall rst recall some more de nitions, and a result of Liggett, c;bond , there exists a constant c > 0 (depending on p) such that the probability that a given vertex y is connected to some vertex at distance at least m away, is bounded by e ?cm for all m. Hence, we have for a given block n;x that P(condition (C1) holds for n;x ) = 1 ? P(condition (C1) does not hold for n;x )
1 ? E(number of vertices y 2 n;x that have a path reaching at least n=3 steps away) 1 ? n d e ?cn=3 which tends to 1 as n ! 1. We can therefore nd an n large enough so that P(condition (C1) holds for n;x ) > 1 +p 2 : (13) If we now pick a 1 2 (( 1+p 2 ) 1=n d ; 1) so that a n d 1 > 1 +p 2 ; then P(condition (C2) holds for n;x ) > 1 +p 2 (14) as well. By combining (13) and (14), we get that each block n;x is good with probability greater thanp. That event therefore has probability 0 or 1, by Kolmogorov's 0-1 law.
Next, consider the case that Y contains an in nite connected component with positive probability. It is well-known (see, e.g., Peres and Steif 34] ) that it then has in nitely many in nite connected components, with probability 1. Of course, we then have probability 1 that at least one of these connected components gets spin 1.
Our nal task in this section will be to prove Theorem 2.12. Note also that for p > 0 we have lim k!1 P(A) = 1. Hence, using (16) -probability k (p), and that these events are independent for all such choices of (x; y). Hence, the G p;2; . This is because the random-cluster representation becomes much messier, and therefore more di cult to work with, in the absence of symmetry between the q di erent spins (although see 8] and 6] for some important recent steps towards overcoming these di culties). In contrast, our analysis of the DaC model works just as easily in the nonsymmetric case as in the symmetric.
De nition 5.1 Fix p 2 0; 1], q > 0 and a nite graph G = (V; E). The randomcluster measure G p;q is de ned as the probability measure on f0; 1g E which to each 2 f0; 1g E assigns probability 
to each ( ; ) 2 f0; : : : ; r ? 1g V f0; 1g E such that (I) holds; here the second product ranges over the set fC 1 ; : : : ; C l g of connected components of the edge con guration , and (C) is the common spin value in of the vertices in C. Now and parts (II) and (III) of the lemma follow.
We now proceed to extend De nition 5.1 and Lemma 5.2 to the case of in nite graphs.
The following is a single-edge version of the usual DLR de nition of random-cluster measures for in nite graphs, introduced by Grimmett 18] . To see that it is equivalent to the usual de nition, consult, e.g., 17, Lemma 6.18].
De nition 5.3 Fix p 2 0; 1], q > 0, and a (possibly in nite) graph G = (V; E). A probability measure on f0; 1g E is said to be a random-cluster measure for G with parameters p and q if it admits conditional probabilities such that for any e = hu; vi 2 E and any 2 f0; 1g Enfeg . Independently of these, let fY (e)g e2E be i.i.d. f0; 1g-valued random variables with distribution (1 ? p; p). For each n 2 f1; 2; : : :g, we de ne the f0; : : : ; r ? 1g Vn f0; 1g En -valued random object (X n ; Y n ) by setting Y n (e) = Y (e) for each e 2 E n , and X n (v) = Z(v i ) where i = minfk : v Yn ! v k g (19) for each v 2 V n . Finally, de ne, for each v 2 V , X(v) = Z(v i ) where i = minfk : v Y ! v k g :
Clearly, for each n, the pair (X n ; Y n ) is distributed according to the DaC model on G n (with parameters p, r and (a 0 ; : : : ; a r?1 )) together with its auxiliary edge con guration. The same is true for the pair (X; Y ) with respect to the DaC model on G.
Note that
for each e 2 E (trivially), and that 
Note in particular that the right hand side in (23) is strictly greater than the right hand side in (24) .
Proof: It su ces to prove the lemma when G is a nite graph, because the in nite case then follows from a similar appeal to the pointwise limit in (20) and (21) Using these decompositions, we get, on the event A, that P X(u) = 0 X(V n fug) = ; Y (E n fe 1 ; e 2 ; e 3 ; e 4 g) = P X(u) = 1 X(V n fug) = ; Y (E n fe 1 ; e 2 ; e 3 ; e 4 g) = :
By the construction of (X; Y ), we also have Let (X; Y ) be as in the two-step procedure in Section 1. Write 0 for the origin (0; 0) in Z 2 . We shall consider a con guration 2 f0; 1; : : : ; r ? 1g Z 2 nf0g which will serve as a \point of discontinuity" (here and in the proof of Theorem 3.4 (ii)) for the conditional distribution of X(0) given X(Z 2 n f0g). We de ne by letting Fix an arbitrary n, and let n denote the box f?n; : : : ; ng 2 Z 2 . Consider the two con gurations 0 n ; 1 n 2 f0; : : : ; r ? 1g 2n nf0g de ned by (23) and (24), respectively, and recall that A > :A .
Note that by Lemma 5.6, the events fX( 2n n f0g) = 0 n g and fX( 2n n f0g) = 1 n g both have positive probability. Hence, to show that X is not an n-Markov random eld, it is enough to show that P(X(0) = i j X( 2n n f0g) = 0 n ) 6 = P(X(0) = i j X( 2n n f0g) = 1 n )
for some i 2 f0; : : : ; r ? 1g. We may assume that P(X(0) = 1 j X( 2n n f0g) = 0 n ) = P(X(0) = 1 j X( 2n n f0g) = 1 n ) (25) because otherwise we are done. Write for the left (or right) hand side in (25) . By Lemma 5.5, we have P(X(0) = 0 j X( 2n n f0g) = 0 n ) = :A (26) because the event X( 2n n f0g) = 0 n precludes the event A. Lemma 5.5 also gives P(X(0) = 0 j X( 2n n f0g) = 1 n ) = ( A P(A j X( 2n n f0g) = 1 n ) + :A P(:A j X( 2n n f0g) = 1 n ))
which is strictly greater than the right hand side of (26), because P(A j X( 2n n f0g) = 1 n ) > 0 due to Lemma 5.4. Hence, P(X(0) = 0 j X( 2n n f0g) = 0 n ) < P(X(0) = 0 j X( 2n n f0g) = 1 n ) as desired.
Our next task is to prove Theorem 3.4. Part (ii) of that theorem will be proved using a re ned version of the above proof of Theorem 3.2. The following lemma will be needed. is bounded away from 0 as n ! 1. By Lemma 5.6, this follows if we can show that P(X(0) = 0 j X( 2n n f0g) = 0 n ) P(X(0) = 1 j X( 2n n f0g) = 0 n ) ? P(X(0) = 0 j X( 2n n f0g) = 1 n ) P(X(0) = 1 j X( 2n n f0g) = 1 n ) (27) is bounded away from 0 as n ! 1. What we did in the proof of Theorem 3.2 was to show that the expression in (27) is strictly positive (for any n), using the observation that P(A j X( 2n nf0g) = 1 n ) > 0 for any n. By similar reasoning, it is easy to see that if P(A j X( 2n n f0g) is bounded away from 0 as n ! 1, then so is the expression in (27) . Our task is therefore reduced to showing that inf n P(A j X( 2n n f0g) = 1 n ) > 0 : (28) To this end, we shall use Lemma 5.7. The event B (n) in the lemma was chosen carefully so as to only depend on edges whose two endvertices both take value 1 in 1 n . Let us Proof: Immediate from the two-step construction in Section 1.
As a warmup for the proof of Theorem 3.4 (ii), let us rst consider an easier application of Lemma 5. given that X(Z d n W) = 0 , is the DaC measure G p;r;(a 0 ;:::;a r?1 ) conditioned on taking values 0 (W 0 ) on W 0 . But since 0 (W 0 ) = (W 0 ) and the set of con gurations in (29) has full Z d p;r;(a 0 ;:::;a r?1 ) -measure (due to the assumption (10)), the desired almost sure quasilocality follows. (30) where the second inequality is a standard result in percolation theory (see, e.g., 19]). We shall show that Z d p;r;(a 0 ;a r?1 ) is quasilocal using Lemma 5.8 backed up by a coupling trick which is similar to the one that was introduced by van den Berg 5] and that is known as disagreement percolation. (34) A crucial observation is now that D is de ned in such a way that D is not a ected if we alter the status of any edges in E D . The value of the set-valued random object D thereore gives us no other information than the one allowed in Lemma 5.8. Therefore, 
