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Title: Discriminative correlation filter with segmentation and context for
robust tracking
Visual object tracking is an area in the field of computer vision, which
has seen great popularity increase due to a large availability of video data.
There are many different tracking tasks, such as multiple object tracking,
long-term tracking and specialized trackers, expected to perform well in a
very specific domain. In this work, we focus on online generic short-term sin-
gle object tracking, which can be considered the base visual tracking task and
can be adaptable to any of the previously mentioned tasks. We propose a new
tracker, based on correlation filtering, augmented with context information
and a predicted object segmentation mask. The results on benchmarks fall
far behind the current state-of-the-art, however the proposed method consis-
tently outperforms baseline trackers, which shows the methods potential for
future improvements.
Keywords
computer vision, visual object tracking, correlation, segmentation

Povzetek
Naslov: Diskriminativni korelacijski filter s segmentacijo in uporabo konte-
ksta za robustno sledenje
Vizualno sledenje objektom je področje računalnǐskega vida, ki je v za-
dnjih letih doživelo velik razcvet, zahvaljujoč dostopnosti video vsebin. Pro-
blem lahko razdelimo na več podnalog, na primer sledenje več objektom,
dolgoročno sledenje ali specializirano sledenje za točno določeno domeno.
V tem delu se omejimo na splošne kratkoročne sledilnike, ki sledijo enemu
objektu. To lahko namreč razumemo kot najbolj osnovno nalogo vizualnega
sledenja, ki jo lahko razširimo za delovanje na prej omenjenih problemih. V
delu predstavimo nov sledilnik, ki temelji na sledenju s korelacijskimi filtri,
razširimo pa ga z uporabo kontekstne informacije in segmentacijske maske.
V primerjavi z ostalimi sledilniki predlagana metoda sicer ne dosega rezul-
tatov, primerljivih z najmoderneǰsimi sledilniki, vendar pa dosledno dosega
bolǰse rezultate od osnovneǰsih sledilnikov, kar kaže na potencial metode za
nadaljnje izbolǰsave.
Ključne besede
računalnǐski vid, vizualno sledenje objektom, korelacija, segmentacija

Razširjeni povzetek
Z izbolǰsano dostopnostjo strojne opreme, ki je posledica velikega napredka
v tehnologiji v zadnjih letih, se drastično povečuje količina raznovrstnih vi-
deoposnetkov. Posledično raste tudi želja po učinkoviti obdelavi informacij,
ki jih prinaša tovrstni medij. Eno izmed področij računalnǐskega vida, ki je
ob tem doživelo hiter razvoj in veliko popularnost tako med raziskovalci kot
v industriji, je vizualno sledenje. Cilj je v zaporedju sličic predvideti krivu-
ljo, ki jo tarča sledenja opǐse skozi čas. Tovrstna informacija omogoča širok
nabor možnosti za nadaljnjo obdelavo, zato ponuja veliko načinov uporabe
v praksi. Primeri uporabe vizualnega sledenja so pogosti v mobilni robo-
tiki [1, 2, 3], videonadzoru [4, 5], interakciji človeka z računalnikom [6, 7] in
analize športnih dogodkov [8, 9, 10].
Ker je vizualno sledenje zelo široko področje, se pri razvoju novega sledil-
nika naloga pogosto omeji glede na določene lastnosti, kot so število sledenih
objektov, trajanje sledenja, čas poteka sledenja oziroma možnost uporabe ce-
lotnega zaporedja slik, kot nasprotje uporabi le predhodnih sličic, ter speciali-
zacija za določen problem. V tem delu smo se omejili na kratkoročno sledenje
enemu objektu brez uporabe specializiranega modela. Pri tem za določanje
položaja objekta v določenem časovnem koraku uporabljamo samo infor-
macijo iz predhodnih časovnih korakov. Tovrstna omejitev naloge namreč
predstavlja najosnovneǰso obliko sledenja, rešitev pa je posledično mogoče
prilagoditi tudi za uporabo v drugih vrstah vizualnega sledenja.
Prispevek našega dela je vizualni sledilnik, ki temelji na uporabi kore-
lacijskih filtrov kot načina lokalizacije tarče sledenja. Za večjo robustnost
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sledenja uporabimo informacijo konteksta, pridobljeno s pomočjo polj, ki ne
vsebujejo tarče. Z namenom izbolǰsanja delovanja, kadar korelacijski filter
odpove, odzivu dodamo še segmentacijo pridobljeno s pomočjo konvolucijske
nevronske mreže (v nadaljevanju CNN) za segmentacijo.
I Kratek pregled sorodnih del
Potreba po reševanju naloge vizualnega sledenja se je pojavila že veliko pred
vsesplošno prisotnostjo kamer, ki je povzročila njen razcvet. Prvi sledilniki
so bili večinoma specializirani na ožja področja in so predstavljali del večjih
sistemov, na primer za nadzor oseb in vozil. S časom se je začelo pojavljati
vse več pristopov, ki so se osredotočali samo na vizualno sledenje. V gro-
bem se pristopi ločijo na generativne in diskriminativne. Prvi se na podlagi
predstavitve tarče z značilkami naučijo njenega izgleda. V to skupino sodi
sledilnik, ki temelji na metodi Mean Shift [11] in njegove nadgradnje [12, 13].
Po drugi strani se diskriminativne metode, ki jih pogosto imenujemo tudi
metode sledenja z detekcijo, na podlagi pozitivnih in negativnih primerov
naučijo razlikovati med izgledom tarče in okolice. Primera takšnih metod
sta sledenje z uporabo metode MIL [14], ki temelji na učenju velikega števila
šibkih klasifikatorjev, ter sledilnik Struck [15], ki se problemu označevanja
primerov izogne z uporabo metode podpornih vektorjev z jedri.
Med diskriminativne metode sodijo tudi sledilniki, ki temeljijo na uporabi
korelacijskih filtrov. Prvo tovrstno metodo, MOSSE, so predlagali Bolme et
al. [16], ki so optimizacijo filtra s področja detekcije prilagodili vizualnemu
sledenju, kjer je na voljo manj učnih podatkov, model pa je včasih potrebno
posodabljati tudi tekom sledenja, ko prihaja do sprememb izgleda tarče. Ker
sivinska slika nosi le majhen delež informacije o tarči, pozneǰse metode, pred-
stavljene v delih [17, 18, 19], prilagodijo osnovni korelacijski sledilnik za de-
lovanje na večkanalnih značilkah, ki izluščijo informacijo o barvi ali teksturi
tarče. Li et al. [20], Danelljan et al. [21, 22] in Montero et al. [23] izposta-
vijo občutljivost metode MOSSE na spremembe v velikosti tarče, na primer
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kot posledica gibanja proti oziroma stran od kamere, ter predstavijo različne
metode spopadanja z ocenjevanjem velikosti tarče.
Uporaba Fourierove transformacije, ki omogoča hitro delovanje korelacij-
skih sledilnikov, predpostavi periodično strukturo podatkov. Ta sicer omo-
goča uporabo cikličnih zamikov polja s tarčo kot negativne primere, vendar
pa s tem povzroča neželjene efekte na robovih, nerealistični učni primeri pa
znižujejo učinkovitost učenja filtra. Načini spopadanja s to slabostjo metode
so različni. Galoogahi et al. [24], Danelljan et al. [25], Feng et al. [26]
in Lukežič et al. [27, 28] predlagajo prostorsko regularizacijo z množenjem
filtra z masko za omejitev vpliva efektov na robovih, kar omogoča uporabo
večjega iskalnega polja in s tem omogoča tudi bolǰse delovanje pri večjih pre-
mikih tarče. Muller et al. [29] in Galoogahi et al. [30] za bolǰse razlikovanje
med tarčo in okolico pri učenje uporabita tudi negativne primere, saj se tako
sledilnik nauči realnega izgleda ozadja.
Ob velikem uspehu konvolucijskih nevrosnkih mrež na mnogih področjih
računalnǐskega vida, kot so klasifikacija, detekcija in segmentacija, se je po-
javila želja po njihovi uporabi tudi v vizualnem sledenju. Ker pa učenje
nevrosnkih mrež zahteva veliko količino podatkov ter veliko časa, je prilago-
ditev za področje sledenja netrivialna. Prve metode so zato vnaprej naučene
metode uporabljale le za izluščanje značilk. Te namreč zajamejo veliko več
informacije, tako nizkonivojske kot visokonivojske, kot tradicionalne značilke.
Avtorji del [31, 32, 33, 1, 34] preizkušajo ustreznost značilk različnih nivojev
CNN ter njihovo kombinacijo. Ker pa CNN ponujajo veliko več možnosti
kot le izluščanje značilk, vedno več metod temelji na uporabi specializiranih
mrež, ki so neodvisne od razreda objekta. V zadnjih letih je zelo pogo-
sta uporaba Siamskih nevronskih mrež [35, 36, 37, 38], ki kot izhod podajo
podobnost med predlogo in iskalnim poljem, ki je lahko večje od predloge.
Danelljan [39] z vnaprej naučeno mrežo ocenjuje velikost prekrivanja okvir-
jev, ki pripadajo kandidatom, z resničnim okvirjem tarče, ki med sledenjem
ni znan, robustnost pa izbolǰsa s klasifikatorjem, ki se uči tekom sledenja na
vsakem zaporedju sličic ločeno.
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II Predlagana metoda - DCFCS
V tem delu predstavimo vizualni sledilnik DCFCS, ki je sestavljen iz dveh
glavnih delov, lokalizacije tarče in učenja filtra. Prva se izvede takoj, ko
sledilnik dobi sliko za nov časovni korak, druga pa na podlagi predvidene
lokacije tarče. Celoten potek sledenja je prikazan na sliki 3.2, posamezni fazi
pa sta s psevdokodo predstavljeni v algoritmih 2 in 1.
Pri učenju filtra se najprej izluščijo značilnice HOG in ColorNames, opi-
sane v razdelku 2.3, v iskalnem polju okrog tarče. Nato vzorčimo kontekstna
polja. DCFCS podpira vzorčenje sosednjih polj tarče ter naključno vzorčenje
polj na celotni sliki. Za namen eksperimentov smo uporabili vzorčenje sose-
dnih polj, saj ta predstavljajo elemente, ki bodo v bližnji prihodnosti pred-
stavljali ozadje ali pa objekte, ki bodo tarčo lahko prekrili. Za vzorčena polja
se nato izluščijo in seštejejo značilnice po kanalih. Na podlagi pozitivnega
ter negativnih učnih primerov naučimo filter z optimizacijsko funkcijo, pred-
stavljeno v enačbi (3.18). Ker kanale značilk obravnavamo neodvisno, ima
enačba rešitev v zaprti obliki in omogoča izračun točne rešitve. Za časovne
korake, ki sledijo prvemu, filter iz preǰsnjega časovnega koraka posodobimo z
novo naučenim filtrom, da se model sproti prilagaja pogostim spremembam
v izgledu tarče.
V fazi lokalizacije tarče se za določanje iskalnega polja uporabi loka-
cija iz preǰsnjega časovnega koraka. Iz dobljenega polja se nato izračunajo
značilnice ter njihov odziv na korelacijski filter, naučen v učni fazi. Odzivi
posameznih kanalov se seštejejo glede na uteži kanalov, ki so določene z za-
nesljivostjo učenja in zanesljivostjo detekcije. Prva se izračuna v učni fazi
kot največja moč odziva za posamezen kanal, slednja pa v fazi lokalizacije
kot razmerje med parom najmočneǰsih odzivov. Za iskalno polje je ocenjena
še segmentacija tarče. Odziva korelacije in segmentacije se nato združita,
lokacija najvǐsjega odziva pa predstavlja novi položaj tarče. Na podlagi tega
so izluščene še značilke za ocenjevanje skale in je z njimi izračunan odziv na
enodimenzionalni korelacijski filter za ocenjevanje skale. Kanal z najvǐsjim
odzivom določi novi faktor velikosti tarče. Filter za ocenjevanje skale je nato
v
posodobljen glede na novoocenjeni faktor.
III Eksperimentalna evalvacija
Razviti sledilnik, ki smo ga poimenovali DCFCS, smo ovrednotili na treh
popularnih ogrodjih za vrednotenje in primerjavo kratkoročnih sledilnikov –
OTB [40], VOT [41] in TrackingNet [42]. OTB sestavlja 100 sekvenc slik.
Sledilniki so ovrednoteni na podlagi preprostega eksperimenta, kjer sledilnik
ob odpovedi ni ponovno inicializiran. Uspešnost sledilnikov je prikazana na
grafih, ki ponazarjajo preciznost kot srednjo kvadratno napako (Root Mean
Squared Error, v nadaljevanju RMSE) med centrom predvidene in resnične
lokacije tarče ter uspeh kot razmerje preseka in unije pravokotnikov, ki opi-
sujeta ti lokaciji (Intersection over Union, v nadaljevanju IoU). Sledilniki so
med seboj primerjani glede na ploščino pod krivuljo (Area Under the Curve,
v nadaljevanju AUC) uspeha. Rezultat evalvacije na zbirki OTB je prikazan
na sliki 4.1. Glede na vrednost AUC je naš sledilnik prepričljivo bolǰsi od
sledilnika KCF [18], ki velja za enega izmed osnovnih korelacijskih sledilni-
kov. Iz grafa uspeha je razvidno tudi, da je za nižje vrednosti prekrivanja,
ki so bolj smiselne v večini primerov, DCFCS dosegel bolǰsi rezultat tudi
od sledilnika DSST [21], ki je prvotno predstavil metodo ocenjevanja skale,
uporabljeno v našem delu.
Ogrodje VOT je organizirano v obliki vsakoletnih izzivov, zato se nabor
zaporedij slik spreminja. V okviru tega dela smo sledilnike ovrednotili na
javnem delu nabora iz leta 2017, ki vsebuje 60 sekvenc. Sledilniki so pri
evalvaciji na ogrodju VOT ponovno inicializirani, kadar pride do odpovedi.
Meri, ki se uporabljata sta točnost, ki je definirana kot razmerje IoU, ter
robustnost, ki predstavlja pogostost odpovedi sledilnika. Za lažjo primerjavo
sledilnikov je uspešnost povzeta v meri pričakovanega povprečnega prekriva-
nja (Expected Average Overlap, v nadaljevanju EAO). Glede na mero EAO
je DCFCS dosegel deveto mesto izmed 14 sledilnikov in s tem premagal sle-
dilnike, ki veljajo za mejo uspešnega sledenja. Iz tabele 4.1 je razvidno, da
vi
je DCFCS v meri IoU primerljiv tudi z bolǰsimi sledilniki, vendar pogosteǰse
odpovedi znatno vplivajo na končno uvrstitev. Na ogrodju VOT smo sledil-
nik evalvirali tudi na nenadzorovanem eksperimentu, enakemu eksperimentu
pri OTB, ter na eksperimentu sledenja v realnem času. Pri nenadzorovanem
eksperimentu je doseženi rezultat podoben kot pri osnovnem eksperimentu.
Eksperiment sledenja v realnem času se izvaja tako, da sledilnik kot vhod
prejema sličice s takšno hitrostjo, kot jih je sposoben obdelati, kar lahko
pri počasneǰsih metodah močno poveča razlike v lokaciji in izgledu tarče med
zaporednimi sličicami in posledično vpliva na uspešnost sledenja. Pri tem ek-
sperimentu se razvrstitev sledilnikov močno razlikuje od preostalih dveh, saj
so tipično preprosteǰsi sledilniki hitreǰsi. V razvrstitvi na tem eksperimentu
je DCFCS dosegel 7. mesto, kot je prikazano v tabeli 4.3.
Zbirka TrackingNet je sestavljena iz preko 30000 učnih primerov ter 511
testnih sekvenc, za katere anotacija ni znana. Enako kot pri OTB, se tudi pri
TrackingNet tekom sledenja odpovedi ne zaznavajo in posledično sledilniki
niso ponovno inicializirani. Sledilniki so ovrednoteni z merami RMSE, IOU
ter z normalizirano preciznostjo, ki za razliko od osnovne RMSE upošteva
tudi velikost tarče. Sledilniki so razvrščeni glede na AUC za mero normali-
zirana preciznost. Rezultat evalvacije na testni množici TrackingNet je pri-
kazan v tabeli 4.4. Iz rezultatov je razvidno, da je zbirka TrackingNet veliko
bolj naklonjena globokim sledilnikom, saj lahko uporabijo ogromno količino
informacije iz učne množice, ki ima podobno porazdelitev kot testna množica.
CSRDCF se po rezultatih uvršča med preprosteǰse metode in dosega veliko
bolǰsi rezultat kot sledilnik TLD, opaziti pa je, da je razlog za nizko skupno
uvrstitev ponovno prenizka robustnost sledilnika.
IV Sklep
V tem delu smo razvili vizualni sledilnik DCFCS z uporabo korelacijskih
filtrov ter nevronske mreže za segmentacijo, ter oba odziva kombinirali, da
bi s tem dosegli večjo robustnost v primerih, ko ena izmed metod odpove.
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Čeprav so rezultati na raznih ogrodjih za vrednotenje in primerjavo sledilni-
kov krepko za najmoderneǰsimi metodami na področju, izgleda, da ima pre-
dlagana metoda potencial ob nekaj predlaganih izbolǰsavah, ki jih načrtujemo
za delo v bodoče.
Podrobneǰsa analiza delovanja na različnih sekvencah namreč pokaže, da
je sledilnik zelo občutljiv na relativno pogoste odpovedi segmentacije. Zato
se v prihodnjem delu nameravamo osredotočiti na čimbolj učinkovito pro-
cesiranje izhoda segmentacije, ki bi omogočilo izločitev napačnih gruč, tudi
kadar so te med seboj povezane. Druga možnost za izbolǰsavo je bolǰse oce-
njevanje kakovosti segmentacije, ki bi omogočilo bolj optimalno kombinacijo
z odzivom korelacijskega filtra.
Druga očitna slabost sledilnika DCFCS je, da ocenjevanje skale pogosto
odpove. Potencialna rešitev leži v uporabi izbolǰsane metode DSST [22],
ki omogoča natančneǰse določanje skale z interpolacijo vmesnih faktorejv.
V primeru izbolǰsanja segmentacije pa je ena izmed možnosti tudi uporaba
segmentacije za ocenjevanje skale, bodisi samostojno ali pa v kombinaciji
z DSST. V najbolǰsem primeru bi tak pristop omogočil tudi prilagajanje
razmerja stranic pravokotnika, ki opisuje tarčo, in posledično izbolǰsano ro-





Due to a growing availability of hardware, cameras are omnipresent in our
daily life, producing an increasing amount of videos every day and presenting
increasing need for the ability to interpret video data. One of the challeng-
ing tasks is visual object tracking. It has gained high popularity among
researchers as well as in industry, due to a large variety of practical appli-
cations, such as mobile robotics [1, 2, 3], video surveillance [4, 5], human-
computer interaction [6, 7] and sport event analysis [8, 9, 10]. Being given
an object’s initial position in the first frame of a sequence, the objective of
visual object tracking is to locate it in each of the subsequent frames.
1.1 Related work
The field of visual object tracking has started developing decades ago. Early
methods were mostly aimed at tracking humans as a part of bigger com-
puter vision systems, such as pose estimation and motion recognition [43],
to be used in specific practical applications with surveillance as one of the
most popular. Many such methods use optical flow as means to locate the
target. Polana and Nelson [43], for example, estimate target position based
on centroid of pixels with similar motion. To account for potential multiple
moving targets, they restrict the search based on estimated velocity from the
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previous frames. Haritaoglu et al. [44] on the other hand, use background
subtraction to localize the target in conjunction with a motion model to aid
matching of different targets between frames.
As object tracking proved to be challenging, increasingly more researchers
focused on solving tracking as a separate task, usually without assumptions
about the class of the tracked target. One of the popular methods is mean
shift, which was widely used for various mode seeking and clustering tasks
prior to being introduced to tracking by Comaniciu et al. [11]. Authors
represent a target with a color histogram, masked with an isotropic kernel to
ensure smoothness of the similarity function, and compare it to the candi-
date patch in a new frame with a metric based on Bhattacharyya coefficient.
A mean shift optimization is then used to iteratively find location with the
largest similarity. Several approaches have been proposed to improve the
basic Mean Shift framework, especially its sensitivity to color variations and
clutter [12, 13]. Ross et al. [45], on the other hand, represent the target by a
low-dimensional subspace. To improve robustness under changing target ap-
pearance, they propose to update target model online, using an incremental
PCA algorithm.
Several methods apply a tracking-by-detection approach. Babenko et
al. [14] take a boosting approach, using multiple instance learning instead of
traditional supervised approaches to address the problem of sampling positive
and negative samples for online detector updates. Since patch labels are
uncertain in tracking due to localization inaccuracies, patches are grouped
into bags, where a bag is labelled positive if it contains at least one positive
sample. Bags are then used to train several weak classifiers, which in an
ensemble result in a strong and robust classifier. Hare et al. [15], on the
other hand, approach the detection by estimating the transformation between
positions in consecutive frames, thus avoiding the problem of assigning binary
labels to the training data. For the task, they train a kernelized SVM. To
tackle the kernelization problem, where number of support vectors grows with
amount of training data, they incorporate a budget which limits maximal
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number of support vectors and remove the selected negative support vector
when the budget is exceeded. Maresca et. al. [46] choose to represent
a target using multiple keypoint-based methods, such as SIFT [47], SURF
[48] and FREAK [49]. Detected keypoints with high percentage of outliers
are filtered using a Hough Transform-based filtering process. Learning with a
growing and pruning approach is performed only when the object appearance
changes.
1.2 Correlation-based trackers
Despite being a popular method in object detection [50], correlation was not
used in visual object tracking until recently. The main reason is that such
methods require a lot of training data, which is limited in visual tracking
due to the need to learn target appearance from a single frame. Bolme et
al. [16] first overcame the problem by adjusting optimization function. The
proposed MOSSE method achieved robustness to training on small number
of training samples, making it possible to learn initial weights from a single
image and later update them using tracking output. Due to its simplicity,
MOSSE can run at an impressive speed.
Henriques et al. [17] show that the correlation approach can be as ef-
ficiently applied to kernel regression, presenting fast closed-form solutions
for various kernels. They develop a kernelized tracker CSK, using only raw
pixel values. Subsequent work [18] expands CSK to multiple feature chan-
nels. Concretely, they use HOG [51] features to capture gradient information,
achieving superior performance compared to single-channel approaches. Sim-
ilarly, Danelljan et al. [19] propose using color features. They experiment
with various color representations and experimentally show that, compared
to others, ColorNames [52] representation achieves superior results.
Some methods target MOSSE’s lack of adaptation to changes in scale.
Li et al. [20] simultaneously estimate target position and scale. Danelljan
et al. [21] propose to separate translation and scale estimation into separate
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tasks, thus reducing dimensionality of a problem and increasing speed. To
further boost performance, they extend the method in [22] by interpolat-
ing correlation-scores sub grid and projecting features to a low-dimensional
subspace with PCA. The FFT size reduction, in turn, allows for increased
filter size, capturing more context information and being able to deal with
bigger target displacements. Similarly, Montero et al. [23] propose sepa-
rating scale estimation from the correlation filter, but use a keypoint-based
strategy for scale estimation. They argue that Gaussian window is better for
estimating scale, compared to a cosine window, since it can be easily scaled
independently of window size.
In order to make DCF suitable for tracking, it assumes periodic structure
of data, thus implicitly enabling dense sampling strategy for training, making
up for lack of data as shown in [17], and allowing to perform computations in
Fourier domain to reduce computational complexity. However, this assump-
tion, causes training patch shifts close to the border to contain unwanted
boundary effects that reduce discriminative power of the filter. To reduce
the amount of unrealistic samples introduced by circular shifts, Galoogahi et
al. [24] propose to constrain the optimization problem by multiplying image
patches with a fixed mask and speed up the process by applying an Alternat-
ing Direction Method of Multipliers (ADMM) [53]. Danelljan et al. [25] add
smooth spatial weights to the regularization term to give more importance
on the spatial locations closer to the center in their tracker called SRDCF.
This way they avoid frequently transitioning between spatial and frequency
domain to decrease computational complexity. Feng et al. [26] address the
speed inefficiency of SRDCF by introducing an additional regularization term
to the objective to essentially make it an approximation of SRDCF and show
how it can be efficiently solved using ADMM [53]. Another speedup is pro-
posed by Lukežič et al. [27] by reformulating the cost function and solving it
with ADMM, with all steps being performed pixel-wise, to achieve real-time
speed. With non-axis aligned objects in mind, Lukežic et al. [28] construct
a spatial reliability map from foreground and background models and solve
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a constrained optimization problem, using the map to mask the training re-
gion. They also estimate feature channels’ discriminative power and use the
computed weights when combining responses at the localization stage.
While unregularized methods suffer from synthetic background patches
which introduce unwanted boundary effects, spatially regularized trackers
suppress boundary effects but also minimize amount of background infor-
mation. Muller et al. [29] present a framework for incorporating context
information to correlation trackers by adding an extra regularization term to
the objective function. They derive solutions for single- and multi-channel
features in both primal and dual domain. Galoogahi et al. [30] densely sam-
ple background patches according to a precomputed sampling function to
train the model on real negative samples. They optimize the cost function
using ADMM, thus preserving speed of the conventional correlation trackers.
1.3 CNN in visual object tracking
With the success of convolutional neural networks in various computer vi-
sion tasks, a lot of effort has been put into using them at the specific task
of object tracking, where training data is scarce and there is great need for
methods to run in real time or as close to it as possible. Danelljan et al. [31]
make use of Convolutional Neural Networks’ (CNN) ability to learn good
generic features, thus allowing the network to be pretrained offline reduc-
ing its computational burden. They experiment with features from different
channels and, unlike other recognition tasks, show that for tracking, first
convolutional layer achieves the best results. To include semantically signif-
icant information and appearance variation robustness from higher layers as
well as lower layer’s generic features with accurate localization due to small
receptive field, Ma et al. [32] use features from 3 convolutional layers of
a pretrained VGG-Net-19. They learn the filter for each layer separately
and localize the target by employing a coarse-to-fine translation estimation,
where the response values of higher layers affect those of the lower layers and
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finally prediction location on the lowest layer with the finest spatial resolu-
tion. On the other hand, Danelljan et al. [33] argue that resampling features
to the same dimensions introduces artifacts and instead propose to learn
a continuous convolution operator which does not require channels to have
the same spatial dimensions, thus making it more tailored to features from
different CNN layers. An additional benefit from such a method is the abil-
ity to estimate target location with subpixel precision. Using many feature
channels significantly increases computational complexity of filter optimiza-
tion and is prone to overfitting due to limited training data. Danelljan et al.
[54] propose using a smaller set of basis filters and expressing each feature
layer’s filter as their linear combination, thus greatly reducing the size of op-
timization problem. Furthermore, they propose to train a generative model
to better fit the training sample distribution and reduce memory and time
complexity. He et al. [34] upgrade ECO [54] by normalizing each feature
channel and calculating a weighted sum of channel responses. Gundogdu et
al. [55] propose a framework to train a fully convolutional deep network for
feature extraction.
Some work went beyond just using CNN as feature extractors. Nam et al.
[56] propose to split the network into two domains. The lower network layers
are shared during the whole training process to learn domain independent-
knowledge, while the last fully-connected binary classification layer is trained
for each sequence independently to learn domain-specific knowledge for each
sequence. The shared layers are pretrained on a large number of sequences
and the domain-specific one is trained from scratch on each sequence. To
cut the time complexity of online model updates, a number of methods em-
ploy siamese networks, which have been previously applied to other computer
vision tasks, for example face verification [57], formulating the task as a sim-
ilarity learning problem that can be end-to-end learned offline. Bertinetto et
al. [35] use ILSRVC Video dataset [58] to train a fully convolutional siamese
network, which allows for a search region to be bigger than the template
patch and returns a scalar-valued similarity map between the template and
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all subwindows of the search region of the same size. Li et al. [36] augment
the basic siamese network with a 2-branch region proposal network (RPN),
a classification and a regression branch. To select the best proposal, they
first filter out the regions that lie far from the center and then use a co-
sine window and penalize large changes in scale and ratio. They propose
an extension to the method [37] by introducing a spatial aware sampling
strategy, thus eliminating a translation-invariance constraint that prevented
the use of deep neural networks in Siam-based trackers. The features from
different layers are then fed to the RPN modules and aggregated separately
for classification and regression branch. Wang et al. [38] expand the RPN
head of the Siamese methods with an additional branch that is trained to
generate an object mask which is applicable to both video tracking and video
segmentation tasks. A rotated bounding box can be fitted to the segmen-
tation mask for the tracking task, thus improving accuracy over methods
restricted to an axis-aligned bounding box. Data augmentation techniques
haven’t been widely used in correlation filter tracking since they were first
introduced by Bolme et al. [16]. Bhat et al. [59] investigate the effect of
various augmentation techniques and choice of standard deviation in train-
ing a correlation filter on both shallow and deep CNN features. They show
that the two kinds of features have complementary properties and should be
train separately with different parameters. Further, they propose an adap-
tive model for fusing deep and shallow features based on their accuracy and
robustness. Danelljan et al. [39] separate the task into two components.
The first is an offline learned target estimation module, trained to estimate
an Intersection over Union (IoU) score of a predicted bounding box in each
frame, given the ground truth bounding box and image of the first frame.
The other is a classification module, which is trained online to discriminate
between object and background.
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1.4 Contributions
In this work we propose a new object tracker based on discriminative cor-
relation filter learning. To improve robustness of standard correlation filter
tracking, we used a framework proposed by Muller et al. [29], which extends
a filter optimization function by an additional context term, thus introducing
context information to the filter. The filter is optimized per feature channel,
as proposed in CSRDCF [28], which allows for optimization problem to be
efficiently solved in closed-form.
For filter response, the per-channel responses are summed up using chan-
nel reliability weights to account for difference in feature scales among dif-
ferent feature types. The response will be combined with segmentation, re-
turned by a convolutional neural network Deep GrabCut by Xu et al. [60],
to refine localization and improve robustness. For improved robustness to
scale changes, we employ an independent scale estimation approach with
correlation filtering, as described in DSST [21].
1.5 Thesis outline
This thesis is organized as follows. Chapter 2 briefly introduces some visual
object tracking theory and commonly used metrics for visual tracking eval-
uation along with popular datasets and benchmarks. The proposed method
is described in Chapter 3, starting with basics of correlation and how it can
be efficiently used in object tracking and proceeding with presentation of
elements we use in our method. Results are shown and commented in Chap-
ter 4 and proposed tracker is compared to other popular tracking methods.




Visual object tracking is an increasingly popular research area of computer
vision with many applications in various fields of industry, ranging from
video surveillance to mobile robotics or augmented reality. The goal of a
visual object tracker (hereafter referred to as tracker) is to predict a sequence
of locations for the object of interest within images in a sequence. In this
chapter, we first describe the several challenges of object tracking and show
how the task can be defined in terms of few parameters. Then we give
a definition of the task we are solving, which is generally referred to as
single object tracking. The two sections that follow, describe the two main
subproblems that need to be solved when focusing on short-term single object
tracking. The chapter concludes with two sections, dedicated to tracking
performance metrics and datasets and benchmarks, respectively.
2.1 Defining a tracking task
Because object tracking is a broad and challenging area, the problem is often
simplified by limiting to specific scenarios, depending on the desired applica-
tion. In this work, we focus on generic online single object tracking. While
each of the problems presents an interesting challenge, they are still closely
related. This section provides a brief description of characteristics used to
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define a task with a brief overview of each problem.
2.1.1 Number of tracked objects
According to number of tracker objects, visual object tracking is split into
single object tracking or multiple object tracking. The former is focus-
ing on tracking one particular object, automatically or manually initialized
on the first frame. The latter requires simultaneous tracking of an unknown
number of objects. It can be initialized on the first frame, however, due to
the possibility of objects appearing at a later time they tend to initialize
tracks using a detector. Because object detection in itself is a challenging
computer vision task, that form of initialization usually limits the tracker to
a more specific domain,such as pedestrian or vehicle tracking, to ensure the
quality of detections. Some multiple object trackers are composed of a single
object tracking agent per tracking target [61], while others use specialized
algorithms [62, 63].
2.1.2 Tracking duration
Depending on duration of tracking, trackers are divided into short-term and
long-term trackers. The objective of short-term tracking algorithms is to
accurately and robustly track an object in a shorter video sequence, dealing
with short or partial occlusions and usually end when tracked target leaves
the scene or becomes fully occluded. Long-term trackers are required to deal
with longer occlusions and remember objects leaving the scene, re-detecting
them if they return into sight.
2.1.3 Time of processing
According to time of processing and subsequently the available information,
trackers can be split into online and offline. Online trackers are usually ran
on a streamed video, but can also be used for finished videos. They access
frames from first onward and only have information about previous frames.
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On the other hand, offline trackers can make full use of future information,
which can improve predictions, but in turn can not be run online on an active
stream.
2.1.4 Task-specific knowledge
Depending on task at hand, a tracker may be specialized to make the best
use of domain knowledge available. This can highly improve tracker per-
formance. For example, when background is not changing, the background
information can be used to simplify the task of locating a target, or when
tracking people, some pre-trained people detector or heuristics on their ap-
pearance can be utilized to maximize the probability of correct localization.
If no particular domain knowledge is given, a tracker is considered to be
generic. Such trackers usually give satisfactory results on various domains
and are often targeted to perform well under various challenging conditions,
but may fall short compared to specialized trackers when operating on a
closed domain.
2.2 Single object tracking
The objective of single object tracking is, given an input image and annota-
tion of an object of interest, to localize that object in subsequent frames of
the image sequence, as shown in Figure 2.1. It can therefore be understood as
predicting the trajectory of a single object throughout the sequence. Because
the generic tracking is a challenging task, it is generally defined by a set of
assumptions. The most common assumption in short-term object tracking
is a small displacement assumption. With most trackers limiting a search
area to reduce the computational cost, that means that in each consecutive
pair of frames, the object location will not change by a margin larger than
half of the search area size, thus limiting the speed of an object and the
time difference between consecutive frames. It is frequently assumed that
object’s appearance and scale change smoothly as well. Single object track-
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Figure 2.1: At each time step, the objective of the tracker is to locate the
object, using only information from preceding frames.
ing can essentially be split into solving two closely correlated subtasks, target
representation and target localization mechanism, described in the following
sections.
2.3 Target representation
In order to build a robust model for tracking, it is essential to choose a fit-
ting target shape and appearance representation. Internally, target can be
represented as a whole or split into parts. The most common holistic repre-
sentation is by an axis-aligned bounding box, however, it is also possible to
represent the target by other geometrical shapes, such as an ellipse, rotated
bounding box, polygon or a contour that tightly binds the target. The latter
is the most accurate but also the most costly representation. Part-based
representations split the target into parts to better capture the shape of the
model and increase robustness in case of deformable objects. Parts can be
independently sampled from some distribution [64], arranged into a grid [65]
or based on a geometrical structure [66]. Regardless of the shape approxima-
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tion technique, the target appearance can be represented by various features,
which can either be calculated at a level of pixel, generating a dense feature
map, or describing a feature point with its immediate neighborhood, super-
pixel, or the whole region of interest, which can be either an object part or
the object as a whole.
2.3.1 Intensity
The simplest representation is based on raw values shown in Figure 2.2. It
is an easily interpretable representation, but does not capture a lot of in-
formation about the object, making it very sensitive to various appearance
changes, deformations and changes in illumination. When choosing to de-
scribe a region by a histogram, intensity values are frequently quantized into
equally-spaced bins to reduce spatial complexity.
(a) Color image (b) Intensity image (c) 16-bin histogram
Figure 2.2: A color image patch with its intensity counterpart and a cor-
responding histogram with 16 equally spaced bins.
2.3.2 Color
There are various ways to utilize color information in object representation.
Simple RGB color values are frequently used to describe targets using color
histograms [11]. While using RGB color space captures much more infor-
mation than grayscale without requiring any additional transformations for
color images, its big disadvantage is that color information and intensity
are not separated, which makes it sensitive to illumination change. To ad-
dress the issue, other colorspaces, such as YCbCr, Lab and HSV can be used
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[67]. When computing histograms, color channels are usually considered in-
dependently for efficiency, calculating 3 1-dimensional histograms instead of
a 3-dimensional histogram.
Recently, a popular color feature representation called ColorNames has
been proposed [52]. Each pixel is assigned one of the eleven basic colors of the
English languages based on a model learned from a large number of weakly-
labeled Google search images. An example of a patch mapped pixel-wise to
ColorNames is shown in Figure 2.3.
Figure 2.3: A color image on the left and ColorNames feature on the right.
2.3.3 Texture
Texture carries significant amount of information that is not exploited well by
color features. There are various approaches to capture texture information,
such as SIFT [47], SURF [48], LBP [68] and HOG [51]. Traditionally these
methods are used to describe patches, however, pixel-wise adaptations for
dense feature map computation have been proposed recently.
According to a HOG features adaptation by Felzenszwalb et al. [69],
which is commonly used in many computer vision areas, the feature map
is computed by first computing intensity gradients using finite difference
filters [−1,−0,+1] and [−1,−0,+1]T and used to get gradient orientation
and magnitude for each pixel. Orientations are discretized into one of p bins
and used to generate a sparse pixel-level map using one for the following
formulas, depending on whether the orientations should be contrast sensitive
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(B1) or insensitive (B2):
B1(x, y) = round(
pΘ(x, y)
2π
) mod p, (2.1)
B2(x, y) = round(
pΘ(x, y)
π
) mod p, (2.2)
where p is number of orientations and Θ(x, y) is gradient orientation at loca-
tion (x, y). Obtained feature map is then aggregated based on a dense grid
of rectangular cells using a soft binning approach where a pixel contributes
to feature vector in multiple cells. A visualization of HOG features is shown
in Figure 2.4.
Figure 2.4: A color image on the left and a visualization of HOG feature.
The image to the right is zoomed in to the area around the crab.
2.3.4 Deep features
With recent success of deep networks in most computer vision fields, one way
to use the representation power of deep networks is to use them as feature
extractors. Such features are typically less interpretable, but it generally
holds that lower layer features are more precise, due to their small receptive
field, and capture most of the basic structure, such as edges, corners and
blobs, while higher layer features capture more semantic information and
relations between different basic structures. Deep features can be extracted
using Convolutional Neural Networks [33, 54], Recurrent Neural Networks or
Residual Networks.
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2.4 Target localization
To estimate a target location in the new frame, a search mechanism must be
defined. Generally, tracking algorithms learn an appearance model, used to
estimate a probability of target being present at the location (x, y). Tradi-
tionally, many methods applied a motion model used to guide search towards
the most likely position, based on characteristics of previous displacements.
Examples of motion models, from simplest to most complex in terms of num-
ber of parameters that need to be estimated, include random walk, nearly
constant velocity and nearly constant acceleration. A popular framework for
combining appearance observation and motion model prediction is Kalman
filter [70]. Many recent works omit motion model, centering the search area
around last predicted location of the target.
There are many different ways to build an appearance model of the target,
which can be split into two main types of models, generative and discrimina-
tive approaches, described below. According to Ng et al. [71], discriminative
methods have a lower asymptotic error, however generative methods con-
verge to the asymptotic error faster, so the decision on what approach to use
is not straight forward.
2.4.1 Generative models
A generative model models a probability distribution of the target. In terms
of probability, generative models are modelling joint probability P (X, Y ),
where X is an observation and Y is a target. Some well known generative
models include Gaussian mixture model, Hidden Markov model and Bayesian
network. Due to their property of learning class distribution, such models
can be used to generate new data that comes from the same probability
distribution, an approach used in Generative adversarial networks, which
recently gained widespread popularity in several computer vision tasks.
In visual object tracking, generative models learn target appearance mo-
del and in each time step search for a location that, given some similarity
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measure, resembles the target the most. Examples of generative appearance
model based trackers are IVT [45], Mean Shift [13], and DFT [72], respec-
tively using subspaces, histograms and distribution fields to represent the
target.
2.4.2 Discriminative models
Unlike generative models, discriminative models as the name suggest, learn to
discriminate between different object classes. Essentially, they model bound-
ary between classes. In terms of probability, discriminative models model the
conditional probability of target Y , given an observation X: P (Y |X), which
can be used to classify the data. Discriminative models include logistic re-
gression, k-nearest neighbors, SVM, decision trees and neural networks.
In generic object tracking, discriminative approaches use one or multiple
patches including the target as positive samples and explicitly or implicitly
sampled negative samples to learn to discriminate between the target and its
background. Examples of discriminative appearance model based trackers
are MIL [14], STRUCK [15] and MOSSE [16], They train an ensemble of
multiple weak classifiers, an SVM classifier and a correlation filter based
classifier, respectively. MIL and STRUCK use Haar features, while MOSSE
uses grayscale intensity values. In literature, discriminative tracking methods
are commonly referred to as tracking-by-detection approaches.
2.5 Performance metrics
An important part of evaluation process is choosing a measure by which to
evaluate the tracker’s performance. The objective is to assert the quality
of predicted location returned by the tracker, given the ground truth ob-
ject location, which is commonly represented by a bounding box. In this
section, we lean on research by Čehovin et al. [73] in which they reviewed
popular tracking performance measures and analysed their advantages and
disadvantages.
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2.5.1 Center error
The simplest and oldest error measure is center error. It achieved popularity
due to it only requiring center point annotation, making it suitable for quick
evaluation. This, in turn, can prove to also be its disadvantage, since de-
termining an object’s center location is a very subjective task. Center error
measures the distance between ground-truth center and predicted center of
the object and is usually defined as either mean absolute error (MAE)

















Since it does not take into account target size and only uses center lo-
cation, it is not convenient for determining tracking failures. There have
been some attempts at fixing the issue by normalizing the error by the pre-
dicted target size [74, 42]. According to [73], the results can be misleading
despite the normalization, due to the estimated target size being unreliable,
especially in cases of tracking failure.
2.5.2 Region overlap
To consider target size, metrics based on region overlap are a common ap-
proach to evaluate trackers. Most popular measure is based on Jaccard in-






IoU measure has a nice property of being bounded to range [0, 1], with the
value being zero as soon as there is no intersection between annotated and
predicted region. Tracking success over the whole sequence can be summa-
rized in terms of mean IoU over all frames or a threshold can be applied
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to overlap at each frame, essentially giving a number of successfully tracked
frames. The threshold is commonly set to 0.5. In order to make the metric
suitable for aggregation over larger set of sequences, the number of success-
fully tracked frames is usually divided by the sequence length. Instead of IoU,
some authors use F-measure or normalize the intersection only by predicted
region [75], to account for object occlusions, when ignored in ground-truth
annotation. While the overlap measures give a much more precise idea about
the tracker’s performance than simple center error, they fail to capture the
tracking-specific information about the overall trajectory produced by the
tracker.
2.5.3 Tracking length
The event when the tracker loses the target and starts producing random
output is referred to as a drift. To neutralise the effect of randomly finding the
target after a drift, which may be causing spikes in region overlap measure,
tracking length is used to count the number of frames on which the tracker
performed successfully until the first failure. To achieve this, the tracks
can be visually inspected, however this approach is not feasible with large
number of test sequences and is also very subjective, making it useless in
comparison to other methods. Generally, either a center error or a region
overlap measure with an applied threshold are used. Since it is difficult
to apply a reasonable threshold to center error, due to the values being
unbounded and the potential threshold being dependent on the object’s size,
overlap measures are much more suitable for the task.
Disadvantage of the tracking length measure is that it is highly dependent
on the difficulty of the sequence and does not utilize the whole sequence to
extract as much information about tracker’s performance as possible. In
case when the beginning of the sequence is difficult, only a few frames from
a sequence are used for evaluation.
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2.5.4 Failure rate
To increase the amount of performance information gathered from a single se-
quence, a supervised evaluation system can be used to reinitialize the tracker
after a drift. The number of failures is then counted for the whole sequence
and can be normalized by the total number of frames for aggregation over
multiple sequences. This mimics systems where human operator supervises
the process and can reinitialize a tracker in case of failure. Threshold used on
region overlap to obtain failure rate is usually lower than the conventionally
used 0.5 or even equals zero, depending on the task, to account for highly
non-rigid objects which are badly approximated by a bounding box. This
measure gives a good idea about how likely a tracker is to fail, however, it
only measures raw robustness and gives us little insight into tracker’s output
precision, so it is best used in conjunction with another measure, such as
region overlap.
2.5.5 Performance plots
To avoid manually setting thresholds, a common choice for tracker compar-
ison are performance plots. A simple and easily interpretable possibility is
plotting center error or region overlap with respect to frame number. This
however has two major problems. Firstly, it can not be intuitively aggre-
gated over multiple sequences. Secondly, when comparing different trackers, a
tracker with highly inferior performance can cause the y-axis to stretch, mak-
ing important differences between well-performing methods less apparent. A
better choice is to plot values of an error or similarity measure for all possible
thresholds. This approach, similarly to ROC curves, ensures monotony and
is simple for inspecting relative performance for different methods. Over-
all tracker performance can then be represented by the area-under-the-curve
(AUC) which takes into account performance over all thresholds rather than
choosing a specific threshold. However, when using percentage of correctly
tracked frames as a performance measure, it can be proven that the AUC
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matches average overlap over the entire sequence, so it brings no additional
information for the evaluation. Čehovin et al. provide a proof in supplemen-
tary material to their paper [73].
2.6 Datasets and benchmarks
The need to compare different methods increased together with the popu-
larity of the field. There are several evaluation benchmarks. Some among
them are already well established and therefore used by rule when evaluating
a tracker, while there are many new benchmarks, that are still to achieve
widespread popularity, but are interesting due to their slightly different fo-
cus or approach. In this work, we chose some of the benchmarks targeted
at short-term single object trackers, that will be briefly presented in the
remainder of this section.
2.6.1 OTB
While there existed some dataset benchmarks for trackers prior to this one,
they were mostly limited to some specific area, such as video surveillance [76].
Thus, OTB, presented in 2013 in a paper Online Object Tracking: A Bench-
mark [40] can be considered the first standardized evaluation benchmark for
general short-term single object trackers.
The OTB dataset was created by collecting and annotating sequences that
were most commonly used when testing tracking algorithms. The dataset
comes in two versions - OTB-50 and OTB-100, consisting of 50 and 100
sequences, respectfully. Figure 2.5 shows a few examples of sequences. We
can see that videos greatly vary in length and represent a variety of object
classes. Majority of the tracking targets are people, followed by cars and
simple household objects, such as toys and various containers.
All sequences are tagged with attributes, used to evaluate tracker perfor-
mance under various challenging conditions:
• Illumination Variation
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• Scale Variation









Evaluation The evaluation in OTB is done in terms of commonly used
metrics: precision and success. Precision is defined as a center error using
RMSE. To account for cases when tracker loses the target, where error value
can be an arbitrary number, precision is presented in a precision plot. It
shows percentage of frames for which the distance was lower than a threshold.
To compare trackers, their respective curves are shown in the same plot. In
terms of a single number to represent the tracker’s precision, value at the
threshold distance of 20 pixels is used. Success is measured in terms of IoU
overlap. Success is presented in a success plot where for each threshold
in range [0, 1], the value equals the number of frames where the overlap is
greater than the threshold. AUC is used as a single value that represents the
tracker’s success.
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Figure 2.5: Examples of OTB-100 sequences. Frames are uniformly chosen
to represent the whole length of the video. First four rows show sequences
Box, CarDark, David3 and Dog with 1161, 393, 252 and 127 frames, respec-
tively. The last two rows show sequence Skating2 with 473 frames that has
two distinct annotation sets, one for each of the skaters.
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2.6.2 VOT
From 2013 on, VOT [77, 78] was presented in form of an annual challenge.
The aim was to present a challenging dataset, carefully select standardized
metrics and develop a toolkit that would simplify tracker evaluation for eas-
ier and unbiased comparison. The first version of the dataset only had 16
sequences with per-frame bounding box annotations. The dataset was evolv-
ing following progress of state-of-the-art algorithms to present them with
interesting and challenging sequences, and provide a way to reliably compare
them.
In scope of this work, we evaluate the tracker on the public part of VOT
2017 [41] version of the dataset, containing 60 sequences, selected from a
large pool based on their similarity and difficulty, in order to keep the set
small but diverse. Ground truth for each frame is represented by a rotated
bounding box, automatically fitted to a segmentation mask. Examples of
sequences with ground truth are shown in Figure 2.6. Sequences represent
various objects, among which a notable part are people, vehicles and animals,
at various scales and lightning conditions. Each frame of each sequence is





• Empty - none of the visual attributes apply
Evaluation Unlike OTB, which performs a one-pass evaluation, VOT fra-
mework reinitializes the tracker in case of a drift, which is determined by the
predicted bounding box’s overlap with ground truth dropping to zero. The
experiment is repeated multiple times in order to get average performance
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Figure 2.6: Examples of VOT sequences by rows: bag with 196 frames,
graduate with 844 frames, hand with 267 frames, motocross2 with 61 frames,
sheep with 251 frames and tiger with 365 frames.
for stochastic methods. Tracker is evaluated in terms of two simple, easy to
interpret metrics [79], and one combination metric. Robustness is measured
in terms of the number of times a tracker drifts off the target. Accuracy is
defined as average IoU overlap between ground truth and predicted bounding
box, measured only in successfully tracked frames.
Performance of trackers is presented in an Accuracy-Robustness (here-
after referred to as AR) plot - each tracker is represented by a point in
a plot with robustness on the horizontal and accuracy on the vertical axis.
Since robustness is a value on unbounded interval, according to the defini-
tion used in VOT, in AR plot it is represented as a probability of tracker
still tracking after a given number of frames. The AR plot is easy to inter-
pret when comparing two or more trackers. Choosing a tracker T, all trackers
closer to top right corner perform better on the test sequences and all tracker
closer to bottom left corner perform worse.
The combination metric Expected Average Overlap (hereafter re-
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ferred to as EAO)[80] is combining the previous two metrics into one that
can be either presented in terms of a plot or as a single number to describe
tracker’s performance. It is defined as an expected average overlap on a large
number of sequences of a given length. The values can be plotted for each
such number of sequences over an interval of typical short-term sequence
lengths to result in an expected average overlap curve or presented as an av-
erage of such values to represent a tracker’s performance by a single number.
2.6.3 TrackingNet
In contrary to the previously described datasets, TrackingNet [42] is a large-
scale dataset, targeted at deep-learning based trackers, which require large
amounts of data for training. It includes over 30000 training sequences
and 511 testing sequences, annotated with per-frame axis-aligned bound-
ing boxes. The sequences vary in frame rate, resolution, context and cover a
large number of object classes.
The training set is split into 12 subsets, which preserve the object class
distribution. For annotation of the training set, coarse 1 fps annotations from
a detection dataset YouTube-BB [81] are used. The intermediate bounding
boxes over 1 second long time intervals are estimated using state-of-the-art
trackers, averaging bounding boxes from the forward and backward pass.
Example sequences from the training set with annotations are shown in Fig-
ure 2.7.
The distribution of the test set is similar to that of the training set. Each
frame in the test set is fully annotated manually. In addition, sequences are
labeled with 15 visual attributes. To ensure fairness, only the first frame
annotation is known for each sequence in the test set. Methods are evalu-
ated performing a one-pass experiment - the per-frame predictions for each
sequence are submitted to an online server that carries out evaluation. Se-
quences in test set are tagged with 15 visual attributes:
• Illumination Variation,
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Figure 2.7: Examples of TrackingNet sequences. In order from top to
bottom they have 540, 480, 420, 600, 255 and 390 frames. Each sequence
is named with a sequence of 12 arbitrary characters, including alphanumeric
characters, an underscore and a hyphen.
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• Scale Variation,













Evaluation Trackers are evaluated in terms of three metrics. Similarly to
OTB, success is measured as IoU. In terms of success, trackers are ranked us-
ing the AUC. Likewise, precision is measured as RMSE center error. Track-
ers are ranked at threshold distance of 20 pixels. Another metric referred to
as normalized precision is used to account for precision’s sensitivity to
resolution of the image and size of bounding box. When bounding boxes
have similar scale, normalized precision is very similar to precision, however
large variance in scale can cause a big difference between the two metrics. In
terms of normalized precision, trackers are ranked using the AUC for values
between 0 and 0.5.
Chapter 3
Our method - DCFCS
The following sections describe DCFCS (Discriminative Correlation Filter
with Context and Segmentation) in detail. Firstly, a formal definition of
correlation is given and an application in visual object tracking is presented
in Section 3.1, followed by the approaches used to improve tracker’s perfor-
mance. Filter regularization by using context information is introduced in
Section 3.2. Section 3.3 shows how we combine segmentation from a CNN
with the correlation filter to use complementary information. In order to
make up for scale changes, we use a scale estimation method, described in
Section 3.4.
3.1 Correlation filtering
Correlation is a popular technique, frequently used in image processing and
computer vision tasks. This section briefly introduces correlation as a signal
processing operation and gives its formal definition. Then, a basic correlation
filtering approach to tracking is described, followed by its extension to multi-
channel features.
29
30 CHAPTER 3. OUR METHOD - DCFCS
3.1.1 Correlation
In signal processing, correlation describes similarity between two signals. In
image domain, the correlation at location (x, y) is defined as a weighted sum




f(x+ k, y + l)h(k, l), (3.1)
where f is an input image or signal, h is a filter or kernel and g is correlation
response. Correlation operation is usually denoted by ?:
g = f ? h. (3.2)
While correlation and convolution, its variant with horizontally and vertically
flipped kernel, are frequently used for applying filters to images in order
to perform blurring, sharpening, smoothing or similar transformation, the
concept can also be used in template matching. Correlation of an image
with a template will yield a higher value at pixels where neighbourhood is
more similar to the template, as shown in Figure 3.1.
(a) Input image f (b) Template h (c) Correlation response g
Figure 3.1: Use of correlation for template matching. Correlating image f
with template h gives a response with peak at the correlation target location.
A nice property of correlation is that in Fourier domain it is equivalent
to a point-wise product:
g = f ? h⇔ G = F H∗, (3.3)
where capital letters denote Fourier transform of their lowercase counter-
part and (X∗) denotes a complex conjugate of a variable X. This is useful,
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since for computing correlation of images of shape n× n, time complexity of
cross-correlation operation is O(n4), whereas time complexity of Fast Fourier
Transform and its inverse is O(n2 log n). Because correlation can be com-
puted efficiently, it is well suited for use in object tracking, which usually
requires a high processing speed.
3.1.2 Tracking by correlation
In tracking, the correlation filter is unknown at the beginning. The objective
is to learn a filter h that will, when correlated with patch f around initial
target location, return an ideal response g with a strong and sharp peak at
the target location. To achieve that, the following cost function is minimized:
ε = ‖f ? h‖2 + λ ‖h‖2 , (3.4)
where λ is a regularization parameter. Transformed to frequency domain,
the optimization objective is:
arg min
H∗
‖F ?H∗ −G‖2 + λ ‖H‖2 , (3.5)
where capitalized matrix X denotes x in Fourier domain. Setting deriva-




F  F ∗ + λ
(3.6)
Note that division in Equation (3.6) is performed element-wise.
Detection
To perform detection in frame i, a patch at the target location from frame
i− 1 is transformed to Fourier domain and correlated with the learned filter
using the following formula:
G = F H∗. (3.7)
The tracking target is found at the location of the peak of the response g,
transformed back to spatial domain.
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Filter update
To account for appearance change of the target over time, filter is updated at
every frame with some small learning rate. As proposed by Bolme et al. [16]
in MOSSE, numerator and denominator of the filter are updated separately:
Ai = ηGi  F ∗i + (1− η)Ai−1, (3.8)





This way more importance is placed on recent frames.
3.1.3 Extension to multi-channel features
The above formulas work on single-channel features, such as grayscale that
was used in MOSSE [16]. In transition to multi-channel features, most corre-
lation filter trackers formulate the cost function so that the feature channels
are optimized jointly, summing over all feature channels in a denominator.
This can lead to suboptimal performance when different feature channels
have values on different scales. Instead, as proposed by Lukežič et al. [28],





‖fc ? hc‖2 + λ ‖hc‖
)
. (3.11)
To further address the scale of feature channels, we use channel reliability





fc ? hc · w̃c. (3.12)
Channel reliability weights are calculated at filter learning time (w̃lrnc ) and




c · w̃detc . (3.13)
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The new channel weights are then updated with learning rate ηcw:
wi = (1− ηw) · wi−1 + ηcw · wi (3.14)
and normalized so that
∑
c w̃c = 1.
Channel learning reliability weight at channel c is calculated as maximal
response of a channel:
w̃lrnc = max(fc ? hc). (3.15)
Channel detection reliability weight at channel c is based on the ratio between
the second (ρmax2c ) and first (ρ
max1
c ) highest peaks after performing a non-
maximum suppression with the minimal permitted value of 0.5:
w̃(det)c = max(1− ρmax2c /ρmax1c , 0.5). (3.16)
Filter learning
Because we optimize each feature channel separately, the optimization objec-
tive has a closed form solution for each channel. The initialization and up-
date formulas per channel are therefore the same as in case of single-channel
features.
3.2 Context-Aware tracking
Because correlation-based trackers usually only use implicit negatives sam-
ples, included because of the cyclic nature of the Fourier Transform, they
are often lacking any real context information. Furthermore, in order to
optimize computational cost and minimize drift, search region tends to be
smaller, which in turn takes away even more context information that could
be used to make trackers more robust. Mueller et al. [29] propose a frame-




‖f ? h− g‖2 + λ1 ‖h‖2 + λ2
k∑
i=1
‖fi ? h‖ , (3.17)
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where λ1 and λ2 are regularization factors and k is the number of context
patches used.
Because of per-channel nature of our filter learning method, the individual
channels can be considered as single-channel features. Therefore, a closed-
form solution exists, which keeps optimization computationally efficient:
H =
F H∗
F  F ∗ + λ1 + λ2
∑k
i=1 Fi  F ∗i
. (3.18)
There are several possibilities for context patch selection. They can be
randomly sampled patches in an image or naively chosen in advance, for
example the patches to the left, right, bottom and top of the target. Patch
mining can also be carried out in a more informed way, for example on
locations with high filter response. In this work, we experimented with the
first two approaches, but settled for the neighbouring patches which gave
satisfactory results, since those are the patches which are soon to become
immediate target background or occluders, while keeping processing time as
low as possible.
3.3 Segmentation
To account for cases when correlation filter response is less certain about
the target location, for example target deformation, we combine correlation
f corr and segmentation f seg response. For object segmentation, we use a
deep segmentation convolutional neural network - Deep GrabCut [60]. It
takes an image and a bounding box approximation as inputs and returns
segmentation of the object of interest. The advantage of Deep GrabCut over
most traditional segmentation methods is that it takes a bounding box as a
weak instead of hard constraint. That means that the object of interest does
not have to be completely included in the bounding box which leads to more
accurate segmentation, even when the bounding box is bigger or smaller than
the object and works sufficiently well even when the bounding box’s distance
from the center of object is relatively big.
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Deep GrabCut is trained on pairs of images and rectangles to predict
a segmentation map. For robustness to different rectangle selection, each
training image is trained with several randomly jittered rectangles based on













max]; i ∈ {1, ..., Ntrain} :
xmin = x
0
min + v · gi · (x0max − x0min),
xmax = x
0
max + v · gi · (x0max − x0min),
ymin = y
0
min + v · gi · (y0max − y0min),
ymax = y
0
max + v · gi · (y0max − y0min),
where gi ∼ N (0, 1) is a standard Gaussian random variable and v is a con-
trolling hyperparameter. A pixel-wise distance map D is then calculated
based on the relative position of each pixel to the edge of the rectangle, and
appended to the image to generate a four-dimensional input. A convolutional
encoder decoder network is used to solve the instance segmentation task. A
pretrained VGG-16 model with an additional channel on the first layer, ini-
tialized to zero, is used for the encoder part. The decoder part consists of
six deconvolutional layers and a prediction layer. The model we use is pre-
trained on PASCAL VOC 2012 dataset [82], with the target segmentations
independent of object category to make the model generalize well to various
classes of objects.
We experiment with three different ways to combine responses:
• element-wise product of responses: gcorr  gseg
• weighted sum: αgcorr + (1− α)gseg, where α is
– given as hyperparameter at tracker initialization
– dynamically calculated as α = max gseg/(max gcorr + max gseg) at
each frame to prioritize response with higher certainty
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For experiments, we use the dynamically calculated weight that seemed to
give the best result on our validation subset.
3.4 Scale estimation
In practice, objects in most video sequences undergo scale change, sometimes
reaching changes from bounding boxes covering just a small number pixels
up to those covering most of the frame. Failing to adapt to such changes can,
even when they are relatively small, result in a great penalization in terms
of overlap measures even in the cases when tracker manages to successfully
track the object. Greater variations in scale frequently cause drift due to
model corruption in approaches that update the model during tracking and
due to potentially large difference in distribution between target model and
the candidate area.
To improve performance of DCFCS in presence of variations in scale, we
employ a simple scale adaptive approach, presented by Danelljan et al. in
DSST [21]. Since the scale estimation mechanism is independent of target
localization, it is easily applicable to our tracker. At training step, the DSST
approach extracts patches of different scales around the target location, ac-
cording to precomputed scale factors and current target scale, and resizes
them to the same size. Each patch is described with a vector of features,
HOG in our case. Feature vectors are concatenated and used to update a
one-dimensional scale correlation filter. In the tracking stage, a target is first
localized using the approach described above. After the localization, scale
space samples are extracted around the new predicted location and correlated
with the learned filter. New scale then corresponds to the channel with the
highest correlation response. Finally the scale model is updated according
to the scale patches, using the newly predicted scale.
Scale estimation requires setting several general parameters, such as num-
ber of scale factors, scale step and maximal scale area, as well as correlation
parameters, such as learning rate and regularization parameter λ. For sim-
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plicity, we use values reported by the authors, which proved to result in a
satisfying performance for several other tracking methods.
3.5 Pipeline overview
Tracker DCFCS is comprised of two steps, model training and target local-
ization. Model training phase, described in Algorithm 1 begins with feature
extraction for a search area around the target location. Then, context patches
are sampled and summed, and the features are extracted in the same way as
for the target area. A new filter, such that it produces an ideal response, is
learned using the positive and negative samples and used to update the filter
from the previous step with a learning rate, given as parameter, as shown in
Equation (3.18). The filter for current step is used to estimate learning reli-
ability and channel weights are computed, using both learning and detection
reliability. The later is estimated during localization phase.
Algorithm 1 Training step
Require: Image It, Spatial filter ht−1, Position pt, Scale factor st, Scale filter h
scale
t−1 ,
Channel reliability wt−1. Detection reliability w̃
det.
Ensure: Spatial filter ht, Channel reliability weights wt.
1: f ← features of It around pt
2: fi ← features of regularization patch i, such that i ∈ [0, k]
3: h̃← optimize a new filter that produces an optimal response
4: ht ← update filter ht−1 with newly estimated filter h̃
5: w̃lrn ← learning reliability from h̃
6: w̃ ← w̃lrn  w̃det
7: wt ← update channel reliability wt−1 with w̃
Same as in model training phase, target localization phase, described in
Algorithm 2, begins with feature extraction. The search area in this case
is defined by the position from the previous frame. Correlation response is
calculated between the features and filter, learned on the preceding time step.
Overall correlation response is weighted by channel reliability weights and
summed to produce a two-dimensional response field. Further, segmentation
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mask is estimated based on the old position of the object. The two responses
are then combined into a single one, using one of the strategies described in
Section 3.3. New target location is then estimated to lie at the location of
the highest response. With the new target location, a scale subwindow is
extracted and correlated with a scale filter, updating the target scale with a
new estimate as proposed in Section 3.4. Having the updated target location
and scale, scale filter can now be updated in the same way as the spatial
correlation filter. The entire tracking pipeline is shown in Figure 3.2.
Algorithm 2 Localization step
Require: Image It, Spatial filter ht−1, Position on previous frame pt−1, Scale factor st−1,
Scale filter hscalet , Channel reliability wt−1.
Ensure: Position pt, Scale factor st, Scale filter h
scale
t−1 Detection reliability w̃
det.
1: f ← features of It around pt−1
2: gcorr ← correlation response of f to filter ht−1, weighted by wt−1
3: gseg ← segmentation response of It around pt−1
4: g ← combine responses gcorr and gseg
5: pt ← new position according to maximum of g
6: w̃det ← detection reliability using per-channel responses gcorr
7: f scale ← scale features of It around pt
8: st ← correlation response of f scale to scale filter hscalet−1
9: hscalet ← update scale filter



































Figure 3.2: DCFCS tracking pipeline.
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Chapter 4
Results
This chapter presents results of experiments performed to evaluate DCFCS.
First, we run the tracker on benchmarks OTB, VOT and TrackingNet, to get
some numerical performance evaluation and compare performance to several
methods, presented in related work (Section 1.1). Then, we visually inspect
tracking results, providing some examples and presenting failure cases, to
draw conclusions and gather ideas for further improvements.
4.1 Benchmark performance
This section presents results of tracker evaluation on the presented bench-
mark. Parameters are fixed for all of the benchmark to avoid overfitting to
a specific benchmark:
• Features: HOG + ColorNames
• Padding: 1.75
• Filter learning rate (η): 0.015
• Channel weights learning rate (ηw): 0.015
• Regularization factor (λ1): 0.01
• Context regularization factor (λ2): 0.25
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• Context patch sampling strategy: neighbor
• Number of context patches: 4
• Filter and segmentation response combination strategy: auto-
matically set α on each frame
4.1.1 OTB
Because OTB dataset proved to be challenging for integration of trackers
programmed in python, we use an unofficial python implementation which
appears to give equivalent results and already includes a number of state-of-
the-art tracker results. Results are shown in Figure 4.1. Top four trackers
clearly outperform our trackers, however all of those trackers either use deep
features or other form of deep neural networks. Our method seems to be
comparable to most of the other trackers. It clearly outperforms KCF [23]
which is one of the baseline trackers in the field of correlation filter tracking.
Furthermore, for lower values of threshold, which are much more frequently
used in practice, it outperforms DSST [21], which presented the scale estima-
tion method used in this work, hence we believe that the presented approach
has potential, with some improvements proposed in later sections.
4.1.2 VOT
We evaluate our tracker on VOT experiments baseline, unsupervised and
realtime. Since comparing to all trackers from VOT 2018 greatly clutters the
visualization, we only select a few baseline trackers and some correlation-
based trackers, evaluated on VOT 2018, that we found relevant to our work.
Baseline experiment
The first and most representative experiment of the VOT benchmark is the
baseline experiment. In this experiment, tracker is reset each time it drifts
off the target, to get the performance over the whole sequence. Performance
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Figure 4.1: Our tracker, represented by red line with alternating long and
short dashes, compared to some state-of-the-art trackers.
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is summarized in expected average overlap (EAO) - a metric that estimates
average overlap for various sub-sequence lengths and reports result in terms
of AUC to make a single number for easier comparison. It can therefore
be viewed as the main metric for performance comparison. Table 4.1 shows
numeric results for baseline experiment. Overall rank is determined by the
EAO, shown in the third column. Among 14 trackers, DCFCS ranked 9th,
successfully outperforming baseline methods like KCF [23], FoT [65], and
MIL [14]. Further, it achieved better overall performance than SRDCF [25]
and DSST [22] which achieved competitive results in some of the previous
editions of VOT challenge. Figure 4.2 shows EAO with respect to tracker’s
rank.
Rank Tracker EAO Overlap Failures Raw FPS
1 UPDT 0.3813 0.5316 10.5147 0.4351
2 DeepCSRDCF 0.2960 0.4849 19.0068 3.1856
3 ECO 0.2842 0.4780 17.7083 3.6871
4 CCOT 0.2707 0.4871 20.4313 0.1464
5 CSRDCF 0.2617 0.4867 23.2880 8.7822
6 DCFNet 0.1903 0.4676 33.9484 27.4664
7 Staple 0.1786 0.5234 41.0550 47.3690
8 STBACF 0.1603 0.4622 46.5491 0.0000
9 DCFCS 0.1446 0.4614 50.8121 6.2828
10 KCF 0.1422 0.4466 47.4158 60.3998
11 FoT 0.1333 0.3904 60.6561 167.968
12 SRDCF 0.1249 0.4770 60.0382 2.4663
13 MIL 0.1226 0.3824 61.7831 6.0022
14 DSST 0.0836 0.3912 90.7238 38.0495
Table 4.1: Performance of DCFCS and other trackers on baseline experi-
ment. Trackers are ranked according to EAO.
Figure 4.3 shows the accuracy-robustness plot of all trackers over all se-
















































Figure 4.2: Performance in terms of EAO with respect to tracker’s rank for
baseline experiment.
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quences. Our tracker DCFCS is located in a cluster, together with SRDCF,
STBACF and KCF, which means that all of them are approximately equiv-
alent, up to the tradeoff between accuracy and robustness. DCFCS is also
located on the same accuracy level as ECO, which shows that accuracy of
our approach is competitive, but leaves room for improvement in terms of
robustness.
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Figure 4.3: Accuracy robustness plot for baseline experiment.
VOT toolkit provides performance analysis per each of the six visual
attributes, making it easier to identify weak points of a method. Average
overlap per visual attribute is shown in Figure 4.4. Our tracker consistently
ranks around the middle among the methods used for comparison, with the
exception being scale change. The reason for low accuracy is occasional
bad adaptation to scale change, such as the one shown in Figure 4.5, which
greatly influences overlap measure, even when the target center is predicted
accurately. While not achieving near-top performance on any attributes,
DCFCS’s performance is comparable to that of the generally better track-
ers, even outperforming CCOT [33] and DeepCSRDCF when it comes to
illumination change.























Figure 4.4: Average overlap per visual attribute.
e
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Figure 4.5: Example of bad adaptation to scale change on the VOT se-
quence racing.
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Other experiments
Unsupervised experiment is equivalent to OTB’s one-pass experiment.
The tracker is run on a sequence from start to end, regardless of whether or
not it drifts. Overlap, plotted against threshold values between 0 and 1, is
shown in Figure 4.6. DCFCS, again, ranks around the middle, outperforming
the baseline methods, but falling short compared to the state-of-the-art. It
does, however, outperform STBACF, which performed better in the baseline
experiment. The results in terms of AUC and frame-rate are summarized
in Table 4.2, showing that DCFCS is ranked a rank higher than in base-
line experiment, implying that its performance suffers less than some other
methods, when used in an unsupervised setting. A reason for that may lie in
the fact that the preliminary tests for hyperparameter estimation along with
context and segmentation strategy selection were run in an unsupervised
manner.
In realtime experiment, trackers are given images at the speed they
are managing to process, meaning that the input speed matches the process-
ing FPS of a tracker. This experiment simulates a realistic setting, where
tracker is required to process frames in real time, which is necessary in case
of running streams in applications such as surveillance. This kind of setting
requires trackers either to perform computation at high speed to keep up
with the input frame-rate, or to be robust to bigger changes in position due
to larger time gaps between frames, which may break the small-displacement
assumption that many state-of-the-art methods rely on. Table 4.3 shows
that the ranking of trackers greatly differs from the baseline and unsuper-
vised experiments. Most of the state-of-the-art trackers that use neural net-
works sacrifice speed in order to achieve better performance, thus ranking
lower than simpler methods, with the exception of DCFNet. While DCFCS
only outperforms the lower half of the methods by a small margin, it is so
far completely unoptimized with respect to processing speed, so the result
shows potential for competitive results even on real time video streams.
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Figure 4.6: Overlap plot for unsupervised experiment without restarts.
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Rank Tracker AUC FPS
1 UPDT 0.46 0.47
2 ECO 0.40 4.52
3 DeepCSRDCF 0.39 2.53
4 CCOT 0.39 0.27
5 CSRDCF 0.35 9.47
6 Staple 0.34 54.54
7 DCFNet 0.33 33.43
8 DCFCS 0.30 7.93
9 KCF 0.27 64.04
10 STBACF 0.25 0.00
11 SRDCF 0.25 2.73
12 MIL 0.18 6.12
13 DSST 0.17 40.95
14 FoT 0.14 185.55
Table 4.2: Performance of DCFCS and other trackers on unsupervised
experiment. Trackers are ranked according to AUC.
















Table 4.3: Performance of DCFCS and other trackers on realtime experi-
ment. Trackers are ranked according to EAO.
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4.1.3 TrackingNet results
We run our method on TrackingNet test set, using the evaluation server.
The server includes a leaderboard, however DCFCS is not displayed on it,
so we do not know the tracker’s rank. Part of the leaderboard is shown
in Table 4.4, with the addition of our method, according to the metrics
given by the server. We can see that the benchmark is quite dominated
by deep trackers. This is because sequences in this benchmark differ from
OTB and VOT sequences, but since it allows model training on the training
set, deep trackers can learn the specifics of the sequences in this benchmark,
thus achieving much higher performance than more traditional approaches.
Due to the lack of information about performance per sequence or visual
attributes, we are unable to get more insight into the tracker performance
on official test set.
Tracker Success Precision Normalized Precision Rank
DROL 74.58 70.81 81.75 1
DCFST-Res50 75.07 69.78 80.61 2
SiamRPN++ 73.30 69.38 79.98 4
ATOM 70.34 64.84 77.11 7
ECO 56.13 48.86 62.14 15
STAPLE CA 53.59 46.72 60.84 16
DCFCS 43.57 57.59 46.44 unranked
TLD 33.22 27.97 37.33 17
Table 4.4: DCFCS results from the evaluation server in addition to results
of some methods on the leaderboard.
To gain additional insight from the TrackingNet dataset, which is not
provided by evaluation on the test set with unknown annotation, we ran-
domly pick 100 sequences from the subset TRAIN 0. We perform analysis
on performance according to object type. Absolute numbers of sequences for
each type are shown in Figure 4.7. Class ”person” is by far the most frequent
with 30% of the sequences, while classes ”car”, ”cat”, ”cow”, ”dog”, ”mo-
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torbike” and ”truck” each represent at least 5% of the set. The remaining
14 classes are represented by only a few or even a single sequence, thus the














































































Figure 4.7: Sequence counts by tracked object type.
Figure 4.8 shows average overlap for each type of tracked object. With an
arrow, we mark object classes that are present in Pascal VOC 2012 dataset
that was used to train the segmentation network. We can see that up to a
few exceptions, DCFCS does seem to perform better on object types that
are present in the dataset. There are some exceptions to the rule, such as
”panda” which is not present in VOC, but achieves a great overlap score.
There are also classes that are present in VOC, such as boat and horse,
that result in very low overlap. The cause of the low overlap on types that
are included in VOC and for which segmentation should work well, is that
some sequences contain longer out-of-view or occlusion (Figure 4.9a or large
even change of scale and appearance in consecutive frames (Figure 4.9b,
which breaks the assumption of small displacements or smooth motion and
scale change. This makes TrackingNet train set less suitable for quantitative
tracker performance analysis.














































































Figure 4.8: Average overlap per tracked object type.
4.2 Qualitative evaluation
In this section, we investigate DCFCS’s performance on various sequences
visually in order to identify the weak and strong points. In the following vi-
sualizations, ground truth is represented by a red bounding box and tracker’s
output by a green one. First we analyse some examples of successful track-
ing, where tracker did not fail. By fail, we denote an event when IoU overlap
between ground truth and a prediction bounding box falls to zero. This
group consists mostly of sequences that are considered to be easy, due to
small number or extent of challenging scenarios like occlusions, scale changes
or illumination changes. One of the baseline sequences is sequence Bolt,
present in both OTB and VOT 2017 (under the name ”bolt1”) datasets.
Performance over time is plotted in Figure 4.10. We can see that the tracker
maintains a reasonable overlap with ground truth, however due to a change
in aspect ratio of the boxes, the scale estimation does not perform so well as
to accurately include the whole object.
Another baseline sequence is Basketball from datasets OTB and VOT.
This sequence is more challenging than Bolt, due to a number of similar ob-
jects in proximity of the target, and occasional occlusion and motion change.
First row in Figure 4.11 shows a few frames from the start of the sequence,




(a) In the top row, the boat completely disappears from the video for several
frames. In the bottom row, a long lasting occlusion occurs.
39 40
(b) Sudden drastic change between consecutive frames - the plane suddenly
changes appearance and scale which breaks smooth-change assumption many
methods rely on.
Figure 4.9: Challenging sequences in TrackingNet training set.
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Figure 4.10: Performance of DCFCS (green) plotted against ground truth
(red) on OTB and VOT sequence Bolt, shown on every 100th frame and the
last frame of the sequence.
where the first, almost complete, occlusion happens between frames 10 and
20. Predicted bounding boxes, though being different than ground truth, are
actually fairly accurate when we take into account that ground truth does
not include the player’s legs. Second row of the figure shows a few frames
towards the end of the sequence, where the second occlusion occurs, along
with proximity of several similar looking targets. The tracker performs well
even on these two more challenging subsequences and the tracking finishes
without a fail or a significant inaccuracy of the predicted bounding box.
Another sequence where DCFCS performs from start to finish without
a fail is butterfly from VOT dataset. In this sequence, the tracking target
butterfly is undergoing severe deformations and aspect ratio changes. Fig-
ure 4.12 only shows a small part at the beginning, but the same conclusions
hold for the whole sequence. The sequence starts with a rotated bound-
ing box, which is represented by a minimal axis-aligned bounding box, such
that the ground truth bounding box falls completely inside the axis-aligned
one. This already creates a difference in size between the actual object and
the internal tracker’s representation, also including a lot of unwanted back-
ground into our model. Despite that, DCFCS manages to successfully learn
a model to track the butterfly, which could be easily confused with one of the
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Figure 4.11: Performance of DCFCS (green) plotted against ground truth
(red) on OTB and VOT sequence Basketball. First row shows a subsequence
from the beginning of the sequence and second row shows a subsequence
towards the end.
similarly-colored plants it is flying around. Due to inaccurate initialization
and tracker’s inability to adjust to changes in aspect ratio, the predicted
bounding boxes are inaccurate, but the target location is mostly predicted
accurately. This shows that the correlation filter performs relatively well,
but performance is often degraded by inaccurate scale estimation.
motion_change, size_change size_change size_change size_change
2 7 12 17
Figure 4.12: Performance of DCFCS (green) plotted against ground truth
(red) on a VOT sequence butterfly.
4.2.1 Failure cases
Next, we look at some cases in which either one or multiple components of
the tracker failed, not necessarily leading to a complete tracker failure, but
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at least causing a drop in accuracy. The columns in the following plots show
search area, filter response, segmentation response and the combination of
responses. Strength of the response ranges from yellow to dark blue color,
with the former meaning the strongest response and the later meaning the
weakest response. A red dot in combined response shows a predicted loca-
tion of the target. An example of such sequence is ants1 from VOT dataset.
Figure 4.13 shows that DCFCS fails shortly after initialization, due to in-
accuracy in both filter and segmentation response, leading to a failure from
which the tracker does not manage to recover. A large issue in sequences,
similar to this one, is the very small search area, which makes it hard for
the tracker to recover after relatively small inaccuracies due to the target
quickly disappearing out of the search area. An obvious solution would be
increasing search area size, however making the search area too large causes
failures on bigger objects, where the search area frequently stretches out of
bounds of the image, causing unwanted boundary effects, regardless of the
strategy used to deal with areas out of bounds. Thus, we believe that setting












Figure 4.13: An example of segmentation failure.
A similar scenario, shown in Figure 4.14, can be observed in another
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VOT sequence, called zebrafish. The tracker fails shortly after initialization,
due to inaccuracy in correlation, as well as segmentation response. Again,
we partially blame insufficiently large search area. However, the fish looks
distinct enough from the background for the segmentation component to be
able to predict a more accurate segmentation, which could aid the tracker in












Figure 4.14: Failure shortly after initialization on sequence zebrafish.
There are also cases when segmentation is correct according to intuitive
definition of an object. Such a sequence is Surfer from OTB. In this sequence,
a tracking target is the head of the surfer. In the third column of Figure 4.15,
we can see that the segmentation of the object includes the body of the surfer
as well. This, looking from a standpoint of object segmentation is a perfectly
good segmentation. However, in the particular situation, where we are in-
terested only in the head of the person, a small inaccuracy or uncertainty
in filter response can lead to inaccurate target center prediction, which can
be seen in the second and third row. This particular case did not lead to a
complete drift of the tracker, but it did take a few frames for the tracker to
find the target center again, leading to a drop in overall accuracy.












Figure 4.15: An example of segmentation having a negative effect on track-
ing performance, even when it is technically correct.
While it is true that the aforementioned failures do not happen solely
due to segmentation failure, but always require an uncertainty in correlation
response, we believe that DCFCS should be able to rely on segmentation
precisely in cases where correlation is uncertain, which is the main reason
for the use of segmentation in our method. Thus we see such segmentation
failures and inaccuracies as a big problem, which requires one or several
improvements as discussed in the following chapter.
Chapter 5
Conclusion
Video object tracking is a loosely defined and challenging computer vision
problem, with many practical applications, such as visual surveillance, sports
analyses or human-computer interaction. Due to its practical value and a
wide availability of video data, tracking has recently gained great popularity
in research as well as industry. In this work, we proposed a novel tracking
algorithm, called DCFCS. To simplify the problem, we limited the task to
focus on a single object and attempt to track it as accurately as possible for a
short period of time, not resolving tracker drifts or longer object occlusions.
The tracker is constrained to using frames sequentially from first to last, not
exploiting any future information. For this, a tracking-by-detection paradigm
was used. As a basis, we used a correlation filtering approach, similar to that
presented by Bolme et al. [16], but extended to multi-dimensional features.
We attempted to further robustify the filter by regularizing it with context
patches that can be sampled by multiple sampling strategies. The filter
is optimized per-channel, making it possible to define an exact closed-form
solution. To make up for different scales of features, we weight the channels
by channel reliability weights, updated on each frame, as proposed by Lukežič
et al. in tracker CSRDCF [28]. To use more information about image patch,
which is not well represented by correlation filter, we combined the filter
response with a segmentation mask, much like Bertinetto in Staple [83].
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We evaluated DCFCS on popular tracking benchmarks – OTB [40], VOT
[41] and TrackingNet [42]. Each of the benchmarks has its own specifics, both
regarding the sequences in the dataset, as well as evaluation approach it takes.
Thus, by evaluating on multiple benchmarks, we could get wider insight
into our tracker. Comparison to related work showed that our method falls
short in comparison to state-of-the-art methods in terms of both accuracy
and robustness. However, DCFCS did consistently outperform the baseline
methods, which shows potential of the method. Further inspection of the
results showed that performance is better when objects are well-defined, such
as a person, compared to, for example, just tracking a head of a person. This
is due to the shortcomings of the segmentation algorithm, which attempts
to segment the object as a whole, sometimes causing the segmentation to
become much bigger than the target, which can result in a drift in case of
correlation uncertainty. This and frequent segmentation failures point to
segmentation being the component with most room for improvement.
5.1 Future work
As already mentioned, there is a lot of room for improvement, especially when
looking at segmentation performance. For example, it may help to better
postprocess segmentation or improve quality estimation to make response
combination give priority to correlation, when segmentation fails, and vice-
versa. Another idea is to train a shallow neural network to intelligently
combine responses, although attempts so far fell short to naive segmentation
weight estimation.
Apart from segmentation, scale estimation sometimes fails to return ac-
curate estimates. This could in part be solved by replacing basic DSST-style
estimation [21] with an improved one [22], using interpolated scale space to
avoid increasing computational complexity too much, while improving accu-
racy of estimation with a larger number of scale factors. In case of a more
reliable segmentation, it could be used to estimate scale on its own or in
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conjunction with the DSST estimation to cover for each other’s failure cases.
Finally, as mentioned before, search area size can have a big impact on
filter accuracy as well as the ability to recover after an inaccuracy in location
prediction. When a search area is set too large, there will be a lot of back-
ground that may decrease discriminative power of correlation filter, as well as
introduce unwanted boundary effects to both correlation and segmentation
component. On the other hand, very small search areas can lead to tracker
failures when target movement is fast, or prevent tracker from recovering
from an inaccurately predicted position, due to the target disappearing from
the view in the time needed to do so. Therefore we intend to experiment
with different formulas for search area size computation, for example by tak-
ing into consideration target aspect ratio and size of the target relative to
image size.
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