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Todos los lenguajes esta´n formados por una sintaxis, que describe co´mo han de formarse
las expresiones que componen dicho lenguaje, y una sema´ntica que da significado a dichos
te´rminos. En el caso de los lenguajes naturales es posible encontrar oraciones con ma´s de
un significado, sin embargo, para evitar estos conflictos, los lenguajes de programacio´n son
dotados de sema´nticas formales que no permiten la pluralidad de significados.
Las sema´nticas formales definen de manera rigurosa un lenguaje de programacio´n, ofre-
ciendo una definicio´n matema´ticamente precisa y sin ambigu¨edades. Las sema´nticas formales
no definen solamente el significado de las expresiones del lenguaje sino que tambie´n son u´ti-
les para demostrar propiedades sobre el comportamiento de los programas e implementar
compiladores e inte´rpretes del lenguaje, entre otros usos.
Existen distintos tipos de sema´nticas formales dependiendo del nivel de abstraccio´n y el
objetivo con el que se definan. Destacaremos tres de ellos por ser los ma´s utilizados:
Sema´ntica operacional: Describe el significado del lenguaje especificando co´mo se ejecuta
un programa en una ma´quina abstracta. Ba´sicamente esta sema´ntica se centra en
conocer el resultado que genera el programa y el modo en que este resultado es obtenido.
Puede estar basado en una ma´quina abstracta concreta o en una gene´rica. Son u´tiles,
sobre todo, en la implementacio´n de los lenguajes.
Sema´ntica denotacional: Define la funcio´n que computa el programa, pero sin ocuparse
de la forma en que lo hace. Tiene un nivel de abstraccio´n mayor que el de la sema´ntica
operacional y esto permite estudiar propiedades formales de los programas como, por
ejemplo, las equivalencias que pueda haber entre ellos. Aunque existen varias formas de
definir una sema´ntica denotacional la ma´s comu´n se centra en los siguientes aspectos:
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En primer lugar definir el espacio de significados, es decir, cada objeto sinta´ctico
del lenguaje denota un elemento de este espacio. Estos espacios pueden estar
formados por funciones [30], trazas [16], fallos [16],etc..
Dotar a cada constante del lenguaje de un significado en el espacio definido con
anterioridad y construir funciones sema´nticas sobre el espacio de significados para
cada operador del lenguaje.
Definir la funcio´n sema´ntica principal que indica el valor sema´ntico de cada pro-
grama.
Sema´ntica axioma´tica: Este tipo de sema´ntica suele definirse para lenguajes en los que
la ejecucio´n del programa se basa en cambios de las variables de estado, por ello este
enfoque no es adecuado para los lenguajes funcionales. Se define por medio de un
conjunto de axiomas que definen las propiedades de un sistema e indican cua´ndo son
verificadas por la ejecucio´n de un programa. El ejemplo ma´s cla´sico de este tipo de
sema´nticas es el sistema de pre-condiciones y post-condiciones definido para Pascal por
Hoare en [15].
1.2. Lenguajes funcionales paralelos
Con la proliferacio´n de ma´quinas paralelas y distribuidas surge la necesidad de disen˜ar
lenguajes que faciliten la compleja tarea de la programacio´n paralela. Aunque los lenguajes
imperativos son eficientes, ofrecen poca ayuda en cuanto a facilidad de programacio´n, ya que
conceptos clave como sincronizacio´n y comunicacio´n son tratados, generalmente, a un nivel
demasiado bajo. En cambio, el paradigma funcional ha sido siempre considerado una buena
opcio´n en base a sus bien conocidas ventajas, como abstraccio´n, expresividad, transparencia
referencial y un modelo sema´ntico claro.
Adema´s, la programacio´n declarativa en general, y la funcional en particular, ofrecen
magn´ıficas oportunidades para la evaluacio´n paralela. De hecho, la investigacio´n en progra-
macio´n funcional paralela durante las u´ltimas de´cadas ha sido fruct´ıfera, habie´ndose produci-
do un amplio conjunto de lenguajes funcionales paralelos. Las alternativas para la explotacio´n
del paralelismo inherente a los programas funcionales pueden clasificarse en tres tendencias,
en base al grado de libertad que se deja al programador para establecer los puntos del
programa susceptibles de ser evaluados en paralelo:
Paralelismo impl´ıcito: El paralelismo inherente a la sema´ntica de reduccio´n —los redexes
independientes pueden ser reducidos en un orden arbitrario o incluso en paralelo— es
la base para la paralelizacio´n automa´tica de los programas funcionales.
Paralelismo semi-expl´ıcito: El programador indica do´nde desear´ıa una evaluacio´n en pa-
ralelo. Con este propo´sito, o bien se an˜aden al programa anotaciones para el compi-
lador, o bien se utilizan construcciones paralelas de alto nivel —como esqueletos [7] o
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estrategias de evaluacio´n [33]— para expresar los algoritmos. Aunque el programador
controla el paralelismo hasta cierto punto, los detalles dependen de la implementacio´n.
Paralelismo expl´ıcito: Algunos lenguajes de programacio´n funcional bien establecidos co-
mo Haskell [27] o ML [25] han sido extendidos con construcciones para la creacio´n
expl´ıcita de procesos, la comunicacio´n de valores y la sincronizacio´n entre procesos, de
forma que se puedan describir sistemas concurrentes en general.
Loogen realiza en [22] una clasificacio´n similar y adema´s ofrece una panora´mica muy
completa, as´ı como una detallada discusio´n sobre estas alternativas.
1.2.1. Paralelismo en Haskell
El lenguaje funcional Haskell [27] es la base de mu´ltiples versiones paralelas y distribuidas
(el trabajo [35] hace un buen repaso de muchas de ellas).
Haskell es un lenguaje con evaluacio´n perezosa, es decir, adopta la evaluacio´n en orden
normal pero al compartir las reducciones evita la repeticio´n de los ca´lculos. Ahora bien, una
evaluacio´n perezosa restringe la explotacio´n del paralelismo porque las expresiones solo se
evalu´an bajo demanda. Es por ello que las versiones paralelas de Haskell deben sortear la
pereza en algunos puntos:
Trabajo especulativo: Algunos lenguajes permiten la evaluacio´n de partes del co´digo que
todav´ıa no han sido solicitadas. Esto no cambia necesariamente la sema´ntica perezosa
y secuencial subyacente, ya que el resultado global del programa puede ser obtenido
incluso si alguna tarea especulativa se queda atascada; esto puede lograrse si se garanti-
za que el planificador siempre escoge evaluar los co´mputos correspondientes al proceso
principal. En este caso, la especulacio´n solo influye en la eficiencia del sistema.
Ejemplos de esta clase de co´mputo especulativo son el operador par definido en GpH
[33] y la creacio´n impaciente de procesos en Eden (ver Seccio´n 1.3).
Introduccio´n de estrictez: Una forma ma´s dra´stica de eliminar la pereza es forzar la
evaluacio´n de ciertas porciones de co´digo antes de que su resultado sea realmente
necesario. En este caso la sema´ntica perezosa s´ı se modifica.
Ejemplos de esta segunda v´ıa son el operador estricto seq introducido en GpH [33], o
el forzar la reduccio´n a forma normal de los valores a transmitir a trave´s de los canales
de Eden (Seccio´n 1.3). De forma similar, la transmisio´n de listas en Caliban [19, 32] es
estricta en la cabeza de la lista.
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1.3. El lenguaje Eden
Eden [6, 23] es un lenguaje funcional paralelo que extiende Haskell con construcciones
de coordinacio´n [8] para controlar la evaluacio´n en paralelo de programas sin perder su
naturaleza de “alto nivel”. La coordinacio´n en Eden se basa en dos principios: definicio´n
expl´ıcita de procesos y comunicacio´n impl´ıcita basada en streams [18]. Las caracter´ısticas
fundamentales de Eden se resumen en:
Abstracciones de proceso: son las expresiones que de un modo puramente funcional de-
finen el comportamiento general de un proceso.
Creaciones de proceso: son aplicaciones de las anteriores a un grupo determinado de
expresiones que conformara´n los valores de los canales de entrada del nuevo proceso
creado.
Comunicaciones entre procesos: son as´ıncronas e impl´ıcitas, pues el paso de mensajes
no lo ha de explicitar el programador. Adema´s estas comunicaciones no tienen por
que´ ser de un u´nico valor, sino que pueden realizarse en forma de streams.
Pero las construcciones de Eden se extienden adema´s para modelizar sistemas reactivos:
Creacio´n dina´mica de canales: sin esta facilidad las comunicaciones directas se pueden
establecer solamente entre padres e hijos. Los canales dina´micos permiten romper esta
jerarqu´ıa, pudie´ndose generar as´ı topolog´ıas de comunicacio´n ma´s complejas.
No-determinismo: con el objetivo de modelizar las comunicaciones de varios a uno se
introduce la abstraccio´n de proceso predefinida merge, que toma varios streams y
devuelve uno u´nico, compuesto por una mezcla no determinista de los elementos de los
anteriores.
Eden ha demostrado su idoneidad para la metodolog´ıa de programacio´n basada en esque-
letos algor´ıtmicos [7], con la doble ventaja de que los esqueletos pueden ser implementados
y utilizados dentro del mismo lenguaje. De esta forma el programador tiene la oportunidad
de utilizar directamente los esqueletos ya existentes, o modificarlos para adecuarse a sus
necesidades; o incluso crear nuevos esqueletos y as´ı extender la coleccio´n. Actualmente, la
biblioteca de Eden proporciona un conjunto amplio de esqueletos que cubren muchos de los
patrones de paralelismo ma´s comunes como map paralelo, divide-y-vencera´s paralelo, bu´sque-
da en paralelo, y otros, as´ı como las topolog´ıas de procesos ma´s t´ıpicas, como por ejemplo,
tuber´ıas, rejillas, anillos, etc. En [20, 29, 24, 23, 14] pueden encontrarse las definiciones en
Eden de estos y otros esqueletos, junto con sus correspondientes modelos de costes, ejemplos
de aplicacio´n, y tiempos de ejecucio´n.
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1.4. Sema´nticas para lenguajes funcionales paralelos
La investigacio´n sobre sema´nticas formales para lenguajes funcionales paralelos ha sido
poco intensa. La mayor´ıa de los trabajos han optado por sema´nticas operacionales (ve´anse
por ejemplo [2] para pH (parallel Haskell)[26] y [4] para GpH (Glasgow parallel Haskell) [34]).
Quiza´s esto esta´ motivado en parte porque, como se afirma en [22], si no existe una nocio´n
expl´ıcita de proceso paralelo —es decir, en los casos de paralelismo impl´ıcito y semi-expl´ıcito
(ver Seccio´n 1.2)—, la sema´ntica denotacional no se modifica. Esto es cierto cuando se
trata de una sema´ntica denotacional esta´ndar, donde exclusivamente se considera la relacio´n
funcional entrada-salida. Sin embargo, la calidad de una sema´ntica denotacional reside en
su nivel de abstraccio´n, es decir, en el grado de detalle sobre la ejecucio´n que se incorpora
en la denotacio´n de un programa; de forma que el ma´ximo nivel de abstraccio´n es fijarse
solamente en el valor final. Se puede argu¨ir que otros aspectos a observar en una ejecucio´n
paralela, como tiempos de ejecucio´n, consumo de recursos, comunicaciones, etc. dependen
de la implementacio´n y, por lo tanto, no deber´ıan tenerse en consideracio´n al definir una
sema´ntica formal; como mucho, podr´ıan ser descritos mediante ma´quinas abstractas.
En el caso particular de Eden, el objetivo fue alcanzar un nivel intermedio de abstraccio´n,
de forma que fuera posible comparar programas en te´rminos de la cantidad de trabajo que
se debe realizar para obtener el mismo resultado a partir de los mismos datos de entrada.
Esto resulta especialmente interesante en el caso de lenguajes funcionales con evaluacio´n
dirigida por la demanda —como Haskell—, que es inherentemente secuencial y, por tanto,
la paralelizacio´n introduce paralelismo especulativo —se evalu´an algunas expresiones cuyos
resultados jama´s se utilizara´n—; estas situaciones deber´ıan ser detectadas y evitadas. El gra-
do de duplicacio´n del trabajo y la especulacio´n pueden observarse sema´nticamente, as´ı como
otras propiedades relativas a la comunicacio´n entre procesos. De esta forma, el intere´s se
centra en tres aspectos diferentes:
Funcionalidad: el valor final calculado.
Paralelismo: la topolog´ıa del sistema (los procesos existentes y las conexiones entre
ellos) y las correspondientes interacciones generadas durante el co´mputo.
Distribucio´n: el grado de duplicacio´n de trabajo y la especulacio´n.
La sema´ntica operacional definida para Eden en [10, 9] se basa en un modelo distribuido.
La ejecucio´n de un programa Eden requerira´, en general, la creacio´n de varios procesos
paralelos. Cada uno de estos procesos, a su vez, contendra´ un conjunto de hebras de ejecucio´n
independiente, cada una de estas dedicada a la produccio´n de una de las salidas del proceso.
De esta forma, y como es usual para los lenguajes paralelos y concurrentes [4, 28], es necesario
un sistema de transiciones a dos niveles: el nivel inferior se ocupa del comportamiento local
de los procesos, mientras que el nivel superior describe los efectos globales sobre el sistema,
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ma´s concretamente, expresa las creaciones de proceso y las comunicaciones. En la Seccio´n 2.3
se describira´ con ma´s detalle esta sema´ntica operacional.
Ya se ha comentado al comienzo de esta seccio´n que en un contexto paralelo el intere´s no
se centra solamente en la funcionalidad de los programas (es decir, la relacio´n entrada-salida),
sino que otros aspectos como la duplicacio´n del trabajo, la distribucio´n de las tareas o las
comunicaciones entre procesos pueden merecer nuestra atencio´n. Una sema´ntica denotacio-
nal esta´ndar no resulta conveniente para este propo´sito, ya que el sistema de procesos debe
formar parte de la denotacio´n de un programa y entonces la creacio´n de procesos y la comu-
nicacio´n/sincronizacio´n se convierten en efectos colaterales producidos por la evaluacio´n de
expresiones. Una solucio´n es definir el valor denotacional con un para´metro adicional: la con-
tinuacio´n [31], es decir, un transformador de estados que recoge el efecto del contexto donde
una expresio´n se ha evaluado. Debido a que la evaluacio´n de una expresio´n puede depender
a veces del valor devuelto por una evaluacio´n previa, en [17] se utilizan continuaciones de
expresio´n —funciones que reciben un valor y producen una continuacio´n— para modelizar
el orden de evaluacio´n en una sema´ntica denotacional para un λ-ca´lculo perezoso. Estos con-
ceptos son los que se han utilizado para definir la sema´ntica basada en continuaciones para
Eden [12, 9, 13].
1.5. Motivacio´n y objetivos
Como se ha visto en la Seccio´n 1.1, las sema´nticas operacionales y las sema´nticas deno-
tacionales son las dos caras de una misma moneda. Mientras las sema´nticas operacionales
describen un modelo abstracto de ejecucio´n de los programas y esta´n dirigidas a disen˜adores
de compiladores e implementadores, una sema´ntica denotacional construye para cada pro-
grama un objeto matema´tico que representa su significado, de forma que su alto nivel de
abstraccio´n permite el ana´lisis de ciertas propiedades de los programas y diversas formas de
razonamiento mediante el ca´lculo, todo ello de gran intere´s para los programadores. Por estos
motivos es frecuente definir para un mismo lenguaje de programacio´n varias sema´nticas for-
males con propo´sitos distintos. La cuestio´n es establecer una relacio´n entre ellas y demostrar
su equivalencia, es decir, probar que describen el mismo lenguaje. T´ıpicamente esto se realiza
en te´rminos de correccio´n (de las reglas operacionales con respecto a la sema´ntica denota-
cional) y de adecuacio´n computacional (que significa que existe una reduccio´n operacional
va´lida si y so´lo si el valor denotacional esta´ definido), o en te´rminos de abstraccio´n plena
(full abstraction) con respecto a alguna nocio´n apropiada de comportamiento de programas.
En el caso de Eden ya se ha explicado en la seccio´n anterior que existen dos sema´nticas
formales: una operacional con reglas de transicio´n y una denotational basada en continua-
ciones. Sin embargo, hasta el momento no se ha establecido ninguna relacio´n entre ambas
sema´nticas.
A continuacio´n se enumeran algunos aspectos que dificultan, en mayor o menor medida,
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la tarea de demostrar la equivalencia entre ambas sema´nticas:
Paralelismo. Recordemos que la sema´ntica operacional para Eden esta´ definida mediante
dos niveles de transiciones: un nivel inferior que describe el co´mputo funcional ejecutado
por cada proceso en el sistema de forma independiente, y un nivel superior que modeliza
las interacciones entre dichos procesos. Sin embargo, esta estructura a dos niveles no
se refleja directamente en la sema´ntica denotacional.
No determinismo. El paralelismo no necesariamente implica no determinismo (por ejem-
plo, en [4] se demuestra que la sema´ntica dada para GpH es determinista), pero Eden
introduce un operador para mezclar streams de forma no determinista. Esto significa
que en la sema´ntica denotacional de Eden hay que tratar con conjuntos de valores y
que habra´ que definir la forma de reunir las correspondientes reducciones en la parte
operacional.
Efectos colaterales. La consideracio´n de las creaciones de procesos y las comunicaciones
como efectos colaterales de la evaluacio´n ha obligado a utilizar continuaciones para la
definicio´n de la sema´ntica denotacional de Eden. Sin embargo, no parece claro co´mo es-
tablecer la correspondencia entre estas continuaciones y las transiciones de la sema´ntica
operacional.
Mezcla de pereza e impaciencia. Aunque el lenguaje computacional subyacente en Eden
es Haskell, que tiene una estrategia de evaluacio´n perezosa, Eden introduce impacien-
cia tanto en la creacio´n de procesos como en la comunicacio´n de valores, de forma
que en Eden siempre existe demanda para la evaluacio´n de la salida de un proceso.
Esta mezcla de pereza e impaciencia debe ser tratada con cuidado en los formalismos
sema´nticos. Adema´s, como la pereza implica que los argumentos en una llamada a
una funcio´n se evalu´an como ma´ximo una vez, hay que asegurarse de que los efectos
colaterales mencionados anteriormente solo se producen la primera vez que un valor es
demandado.
Trabajo especulativo. La creacio´n de procesos y la comunicacio´n de valores en sus ver-
siones impacientes pueden producir co´mputos especulativos. La cantidad de trabajo
especulativo producido durante la evaluacio´n de un programa en Eden es variable, de-
pendiendo del nu´mero de procesadores, la velocidad de las operaciones ba´sicas, etc.
Esto se refleja en la sema´ntica definiendo dos cotas: una sema´ntica mı´nima donde no
hay especulacio´n, y una ma´xima en la que todo co´mputo especulativo se lleva a cabo
hasta el final.
La conjuncio´n de todos estos factores sustentan el intere´s de la investigacio´n, pero in-
crementan su dificultad de tal forma que la consecucio´n del objetivo final de demostrar la
equivalencia entre la sema´ntica operacional y la sema´ntica denotacional de Eden se convierte
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en un reto ambicioso que hay que abordar poco a poco, por lo que el presente trabajo se
centra en la consecucio´n de algunas de las etapas iniciales.
En concreto, el estudio de la equivalencia entre las sema´nticas va a comenzar con-
centra´ndose en la funcionalidad de los programas, es decir, observando exclusivamente el
valor final obtenido. Para este cometido se siguen algunas de las te´cnicas mostradas en [4],
que presenta una sema´ntica operacional para GpH basada en la sema´ntica natural para eva-
luacio´n perezosa definida por Launchbury en [21]. Launchbury demuestra que su sema´ntica
operacional es equivalente a la sema´ntica denotacional esta´ndar de Abramsky (para eva-
luacio´n perezosa) [1]. En [4] se aprovecha este resultado para demostrar la correccio´n de la
sema´ntica operacional de GpH con respecto a una extensio´n de la sema´ntica denotacional
de Abramsky.
En realidad, la sema´ntica operacional para Eden presentada in [11] esta´ inspirada en
esta sema´ntica para GpH, por lo que el trabajo descrito en [4] resulta de gran utilidad para
nuestros objetivos, si bien la prueba de correccio´n all´ı mostrada resulta mucho ma´s simple que
en el caso de Eden, porque GpH es un ejemplo de paralelismo semi-expl´ıcito (ver Seccio´n 1.2),
en el que Haskell se extiende con dos combinadores especiales seq y par; de forma que no
existen procesos ni comunicaciones, y por ese motivo una sema´ntica denotacional esta´ndar
resulta suficiente.
En el caso de Eden, se comenzara´ extendiendo su nu´cleo funcional con la creacio´n de
procesos que lleva impl´ıcita la comunicacio´n de valores mediante canales. En el futuro se
ira´ ampliando esta sintaxis para incluir mezcla no determinista, streams y canales dina´micos.
1.6. Plan de trabajo
Para alcanzar el objetivo buscado, este trabajo se ha estructurado en las siguientes partes:
En el Cap´ıtulo 2 se exponen las tres sema´nticas operacionales que son la base del trabajo
recogido en esta memoria. Se comienza exponiendo la sema´ntica natural propuesta
por Launchbury en [21] para el nu´cleo funcional. A continuacio´n se ofrece una breve
introduccio´n a la sema´ntica definida en [5] para GpH mostrando las diferencias del
modelo utilizado por esta con respecto a la anterior. Por u´ltimo, se describe la sema´ntica
operacional propuesta para Eden en [9]. En realidad, como la sintaxis de Eden es
bastante extensa y compleja, para la definicio´n de sus sema´nticas formales Hidalgo
utilizo´ en [9] Jauja, un ca´lculo sencillo que recoge las caracter´ısticas principales de
Eden. En el Cap´ıtulo 2 se muestra tambie´n la sintaxis de Jauja, aunque restringida al
nu´cleo funcional y la creacio´n de procesos (que denominaremos r-Jauja).
Una vez establecidas las bases, el Cap´ıtulo 3 se dedica a la preparacio´n del terreno
para obtener los resultados que conforman este trabajo.
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Por un lado, se adapta la sema´ntica operacional de r-Jauja mostrada en el Cap´ıtulo 2
al caso en el que se dispone de un u´nico procesador. Esta transformacio´n es necesaria
para eliminar los dos niveles de transiciones de la sema´ntica operacional.
Por otro lado, se extiende la sema´ntica natural para incorporar la creacio´n de procesos.
Esta extensio´n supone adema´s algunos cambios en la representacio´n de las reglas, pero
es consistente con la sema´ntica de partida, es decir, que si la extensio´n se restringe
al nu´cleo funcional entonces se obtienen los mismos resultados que con la sema´ntica
natural mostrada en el Cap´ıtulo 2.
Los puntos clave del trabajo se encuentran en el Cap´ıtulo 4 donde se demostrara´n la
correccio´n y adecuacio´n entre la sema´ntica operacional de r-Jauja y una extensio´n de la
sema´ntica denotacional esta´ndar de Abramsky. Esto se realizara´ demostrando primero
la equivalencia entre la sema´ntica operacional para un procesador y la sema´ntica na-
tural extendida (dadas en el Cap´ıtulo 3). Posteriormente, se modificara´n y extendera´n
las demostraciones de correccio´n y adecuacio´n dadas por Launchbury en [21].
Adema´s, se demuestra la determinacio´n de la sema´ntica operacional para r-Jauja,
es decir que el valor obtenido para una expresio´n es independiente del nu´mero de
procesadores de que se disponga.
La memoria finaliza con el Cap´ıtulo 5 donde se presentara´n las conclusiones del trabajo,
y se indicara´n las l´ıneas a investigar y desarrollar en el futuro.
16 CAPI´TULO 1. INTRODUCCIO´N
Cap´ıtulo 2
Fundamentos
En este cap´ıtulo se describen la sema´ntica operacional natural expuesta por Launchbury
en [21] y la sema´ntica operacional de Jauja definida por Hidalgo-Herrero en [9]. Ambas
sema´nticas sera´n la base de las que se van a utilizar principalmente en este trabajo.
2.1. Sema´ntica operacional natural
El objetivo de esta seccio´n es dar unas breves nociones de la sema´ntica descrita en [21]
para la evaluacio´n perezosa de un λ-ca´lculo extendido (el nu´cleo funcional junto con la
declaracio´n local definida mediante la expresio´n let). Se trata en este caso de una sema´ntica
de paso largo, es decir, las reglas que la definen parten de una expresio´n y llegan a un valor; no
se centra en las etapas intermedias sino que se fija en el comienzo y el final de la evaluacio´n.
Este λ-ca´lculo se normaliza a una sintaxis restringida donde las λ-expresiones normali-
zadas verifican que todas las variables ligadas son distintas (evitando as´ı posibles conflictos)
y todas las aplicaciones son de una expresio´n a una variable. En la figura 2.1 se describe la
sintaxis restringida del λ-ca´lculo estudiado.
El proceso de normalizacio´n se realiza en dos etapas:
x ∈ Var
E ∈ Exp ::= λx.E
| E x
| x
| let {xi = Ei}ni=1 in E
Figura 2.1: Sintaxis restringida del λ-ca´lculo extendido
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(λx.E)∗ = λx.(E∗)
x∗ = x
(let {xi = Ei}ni=1 in E)∗ = let {xi = (E∗i )}ni=1 in (E∗)
(E1 E2)∗ =
{
(E∗1 ) E2 si E2 es una variable
let y = (E∗2 ) in (E
∗
1 ) e.o.c., donde y es una variable fresca
Figura 2.2: Normalizacio´n del λ-ca´lculo extendido
En la primera se realiza una α-conversio´n, es decir, un renombramiento de todas la
variables ligadas en E utilizando variables frescas, esto se denota mediante Ê.
La segunda denotada por E∗ asegura que los argumentos de la funcio´n son siempre
variables (ver la Figura 2.2).
2.1.1. Reglas de reduccio´n
En la figura 2.3 se muestran las reglas de reduccio´n del λ-ca´lculo extendido descrito
anteriormente. En ellas se utiliza la siguiente notacio´n:
Γ,∆,Θ ∈ Heap = Var 7→ Exp
W ∈ Val ::= λx.E
DEFINICIO´N 2.1.1. Un heap es una funcio´n parcial de variables a expresiones. Se puede
ver como un conjunto de pares variable/expresio´n (que son las llamadas ligaduras) que asocia
a distintas variables distintas expresiones. Cada ligadura se denota por x 7→ E. Los valores
(que pertenecen al conjunto Val) son expresiones en weak head normal form (whnf ), es decir,
expresiones cuya estructura ma´s externa es una λ-abstraccio´n.
2
Los juicios de la forma Γ : E ⇓ ∆ : W quieren decir que la expresio´n E en el contexto
de las ligaduras del heap Γ se reduce al valor W en el que el conjunto de ligaduras se
ha modificado a ∆. A lo largo de la evaluacio´n nuevas ligaduras pueden an˜adirse al heap
y algunas ligaduras que asociaban variables a expresiones sin evaluar pueden actualizarse
asociando las variables a los valores de las expresiones una vez evaluadas.
La regla Lambda refleja el hecho de que los te´rminos cuya componente ma´s externa es
una abstraccio´n se reescriben a ellos mismos y el heap no se modifica. Estas expresiones
esta´n en whnf, es decir, ya son valores y por ello no es necesaria su evaluacio´n.
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(Lambda) Γ : λx.E ⇓ Γ : λx.E
(Aplicacio´n)
Γ : E ⇓ ∆ : λy.E′ ∆ : E′[x/y] ⇓ Θ : W
Γ : E x ⇓ Θ : W
(Variable)
Γ : E ⇓ ∆ : W
(Γ, x 7→ E) : x ⇓ (∆, x 7→W ) : Ŵ
(Let)
(Γ, x1 7→ E1, ..., xn 7→ En) : E ⇓ ∆ : W
Γ : let {xi = Ei}ni=1 in E ⇓ ∆ : W
Figura 2.3: Reglas de reduccio´n
La regla Aplicacio´n reduce primero el te´rmino E de la expresio´n, la funcio´n. En el caso
en el que este te´rmino evalue a una λ-abstraccio´n entonces se procede a realizar la aplicacio´n
mediante una β-reduccio´n y se evalu´a la expresio´n resultante.
En la regla Variable se refleja el paso de un valor de una variable a otra. Para evaluar la
variable x es necesario que en el heap haya una ligadura de la forma x 7→ E. Si la expresio´n
E junto con el resto del heap evalu´a a un valor W junto al heap ∆, entonces ∆ es aumentado
con la ligadura x 7→ W y como resultado se devuelve Ŵ un renombramiento del valor W .
Por u´ltimo la regla Let aumenta el heap con nuevas ligaduras y puesto que se ha realizado
la normalizacio´n no puede haber conflictos entre las variables, por ello no se hace ningu´n
renombramiento. Una vez ampliado el heap se procede a evaluar el cuerpo de la expresio´n
let.
2.2. Sema´ntica operacional para GpH
Siguiendo la idea expuesta por Launchbury en [21] y que se ha descrito en la seccio´n
anterior, los autores de [4] definen una sema´ntica operacional para una extensio´n paralela
del λ-ca´lculo esta´ndar, que representa al lenguaje Glasgow Parallel Haskell (GpH).
El lenguaje que se describe es un λ-ca´lculo sin tipos extendido con nu´meros, la declaracio´n
local let, una composicio´n secuencial seq y una forma de composicio´n paralela par. La
sintaxis normalizada de este lenguaje viene descrita en la Figura 2.4.
El comportamiento operacional de seq es reducir la expresio´n E1 a whnf antes de de-
volver la expresio´n E2, de esta forma se fuerza un orden de evaluacio´n. Por otro lado el
comportamiento operacional de par es evaluar la expresio´n E2 y, en caso de disponer de ma´s
procesadores que puedan utilizarse, se evaluara´ la expresio´n E1 simulta´neamente.




E ::= n | x | E x | λx.E | let {xi = Ei}ni=1 in x | E1 seq E2 | x par E
Figura 2.4: Sintaxis de un lenguaje funcional paralelo.
2.2.1. Notacio´n
Lo realmente relevante para el estudio que se esta´ realizando es la notacio´n que se utiliza
en [4]. En este trabajo, y al igual que en el desarrollado por J. Launchbury, se utiliza la idea
de heaps como conjuntos de ligaduras. Sin embargo, las ligaduras ahora esta´n etiquetadas, es
decir, hay diferencias entre ellas dependiendo del estado de actividad en el que se encuentren
y pueden verse como hebras (threads) de evaluacio´n en paralelo. Otra diferencia importante
con respecto a la sema´ntica expuesta en [21] es que se trata de una sema´ntica de paso corto,
es decir, las reglas que la definen describen la evolucio´n de cada expresio´n paso a paso; no se
fija so´lo en la expresio´n inicial y en el valor que esta obtiene, sino en cada una de las etapas
por las que la expresio´n pasa antes de obtener el valor final. Este tipo de sema´ntica describe
una secuencia de reduccio´n desde una configuracio´n inicial hasta una configuracio´n final:
(H, main
A7→ E) =⇒ . . . =⇒ (H ′, main I7→ W )
siendo main la variable ligada a la expresio´n principal y W ∈ Val .
Cada una de las ligaduras etiquetadas que componen los heaps se denota por x
α7→ E,
donde α representa el estado en el que se encuentra la ligadura. Una ligadura esta´ en estado
activo, A, si en ese momento esta siendo evaluada; se encontrara´ bloqueada, B, si esta´ a la
espera de la evaluacio´n de otra ligadura cuyo valor es necesario para su evaluacio´n; estara´ en
estado ejecutable, E, si no hay recursos suficientes para evaluarla; y en cualquier otro caso
la ligadura se etiquetara´ como inactiva, I.
No se van a exponer ni explicar las reglas de esta sema´ntica ya que no aportan nada nuevo
a este trabajo, simplemente conviene destacar que hay dos tipos de reglas: las transiciones
de paso simple, que describen co´mo se reduce una ligadura activa en el contexto local de
un heap; y las transiciones de mu´ltiples pasos, que se aplican de forma global a todas las
ligaduras del heap.
2.3. Sema´ntica operacional de Jauja
La sintaxis de Eden es bastante compleja y por esta razo´n se trabajara´ con Jauja [9],
un ca´lculo que recoge las caracter´ısticas principales de dicho lenguaje. El estudio que se
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x, y, z ∈ Var
E ∈ EExp
E ::= x | λx.E | x y | x#y | let {xi = Ei}ni=1 in x
Figura 2.5: Sintaxis de Jauja restringido
va a realizar se centra solamente en un subconjunto de la sintaxis de Jauja y en trabajos
futuros se ira´n incorporando el resto de expresiones. El subconjunto de la sintaxis con el
que se va a trabajar esta´ expuesto en la Figura 2.5. Las expresiones variable, λ-abstraccio´n,
aplicacio´n y declaracio´n local son las propias de un λ-ca´lculo esta´ndar ampliado con la
expresio´n let a las cuales se les ha an˜adido la creacio´n de proceso, x#y. En la Figura 2.5 Var
representa el conjunto de variables, Val el conjunto de valores (expresiones en whnf ) y EExp
representa el conjunto de expresiones extendidas : son las expresiones del λ-ca´lculo mostrado
en la Seccio´n 2.1 junto con las creaciones de procesos. A este pequen˜o subconjunto se le
llamara´ Jauja restringido y de forma abreviada se hara´ referencia a e´l como Jauja ba´sico.
La expresio´n creacio´n de procesos es equivalente a la aplicacio´n funcional en cuanto a lo
que se refiere al valor final obtenido. Sin embargo, los cambios que se producen en el sistema
de ejecucio´n son distintos: por un lado la evaluacio´n del argumento de una aplicacio´n es
perezosa en contraposicio´n con la creacio´n de procesos, donde es impaciente; por otro lado
las variables libres de la abstraccio´n solamente se evalu´an bajo demanda, mientras que en
la creacio´n de procesos, dependiendo del enfoque que se elija, pueden evaluarse en caso de
necesidad o puede darse una evaluacio´n previa para generar el entorno inicial del nuevo
proceso.
Se tomara´ como la sema´ntica operacional de Jauja la expuesta en la Seccio´n 6.7 del
Cap´ıtulo 6 de [9], que esta´ basada principalmente en la sema´ntica comentada en la seccio´n
anterior y, como en esta u´ltima, hay dos tipos de reglas: las reglas locales y las reglas globales.
Las reglas locales reflejan el comportamiento de cada proceso del sistema, es decir, co´mo se
comporta cada uno de estos procesos de forma independiente sin interactuar con los dema´s.
Por el contrario las reglas globales reflejan co´mo interactuan los procesos entre ellos; es como
si se observara la evolucio´n del sistema desde un nivel superior y se viera co´mo entran en
contacto unos procesos con otros. Otra semejanza con la sema´ntica expuesta en [4] es que se
trata de una sema´ntica de paso corto.
La sema´ntica de Jauja y la descrita en la Seccio´n 2.2 son conceptualmente distintas,
aunque son similares en cuanto que ambas tienen dos tipos de reglas, unas enfocadas hacia
la evolucio´n de las ligaduras activas y otras ma´s generales en las que interactuan distintas
ligaduras. En la sema´ntica de la seccio´n anterior no existen procesos diferenciados y todas las
ligaduras pertenecen al mismo heap, por ello las transiciones de mu´ltiples pasos relacionan
varias ligaduras del heap u´nico. Sin embargo, en Jauja la creacio´n de procesos permite tener
varios heaps, asociados cada uno a un proceso distinto; en este caso las reglas globales reflejan
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el modo en el que interactuan los diferentes procesos entre s´ı.
2.3.1. Notacio´n
En este apartado se hara´ una introduccio´n a la notacio´n que se va a utilizar a lo largo
del trabajo. Siguiendo la idea expuesta en [4] se utilizara´n heaps formados por ligaduras
etiquetadas.
Las comunicaciones entre procesos se realizan a trave´s de canales, por eso se introduce
un conjunto de identificadores de canal, Chan.
DEFINICIO´N 2.3.1. Sean θ ∈ Var ∪ Chan una variable o un canal, E ∈ EExp ∪ Chan
una expresio´n extendida de la sintaxis de Jauja ba´sico o un canal y α una etiqueta (α ∈
{A, I,B})1. Una ligadura es una terna de la forma θ α7→ E y se dice que la variable θ
esta´ ligada a la expresio´n E en el estado α.
2
DEFINICIO´N 2.3.2. Un heap etiquetado H ∈ EHeap es un conjunto finito de ligaduras
etiquetadas. Un proceso es un par de la forma 〈p,H〉, donde p ∈ IdProc es un identificador
de proceso y H es un heap etiquetado. Un sistema S es un conjunto no vac´ıo de procesos.
2
En esta sema´ntica operacional se estudia la evolucio´n de los sistemas. A lo largo de la
ejecucio´n del programa el sistema se ira´ modificando hasta que, o bien la variable principal
obtenga un valor, o bien hasta que se produzca algu´n tipo de bloqueo y no se pueda continuar,
siempre y cuando se este´ considerando la sema´ntica mı´nima (la diferencia entre las sema´nticas
minima y ma´xima se explica al final de la Seccio´n 2.3.3).
2.3.2. Reglas locales
En la Figura 2.6 se muestran las reglas locales de la sema´ntica operacional descrita para
Jauja ba´sico. Como en el caso de la sema´ntica natural, la evaluacio´n de una expresio´n finaliza
al alcanzar una whnf. En las reglas locales se observa co´mo evoluciona cada heap etiquetado
con respecto al subconjunto del lenguaje formado por las variables, la abstraccio´n funcional,
la aplicacio´n funcional y la declaracio´n local de variables.
Cada una de las reglas es de la forma






−→ H ′, con θ, θ′ ∈ Var ∪ Chan
1La etiqueta E (Ejecutable) no aparece porque en esta sema´ntica se supone que hay recursos suficientes
para ejecutar simulta´neamente todas las ligaduras activas.
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(valor) H + {x I7→W} : θ A7→ x −→ H + {x I7→W, θ A7→W}
(demanda) H + {x IAB7→ E} : θ A7→ x −→ H + {x AAB7→ E, θ B7→ x} si E /∈ Val
(agujero negro) H : x A7→ x −→ H + {x B7→ x}
(dem. aplicac.) H + {x IAB7→ E} : θ A7→ x y −→ H + {x AAB7→ E, θ B7→ x y} si E /∈ Val
(β-reduccio´n) H + {x I7→ λz.E} : θ A7→ x y −→ H + {x I7→ λz.E, θ A7→ E[y/z]}
(let) H : θ A7→ let {xi = Ei}ni=1 in x −→
−→ H + {yi I7→ Ei[yj/xj ]nj=1}ni=1 + {θ A7→ x[yj/xj ]nj=1} 1 ≤ i, j ≤ n, yi frescas
Figura 2.6: Reglas locales
donde un heap etiquetado inicial H0 se transforma en un heap etiquetado final H
′. El heap
etiquetado inicial tiene dos partes diferenciadas: H∗ y θ A7→ E; esta u´ltima representa la
ligadura que esta´ siendo evaluada y que va a evolucionar, mientras que H∗ representa el resto
del heap etiquetado. En algunas ocasiones adema´s de la ligadura que esta´ siendo evaluada
entra en juego alguna otra ligadura, {θ′ α7→ E ′}, de H∗, que aparece destacada en la regla.
Esta ligadura puede que sea modificada o simplemente interfiera de alguna forma en la
evaluacio´n de θ
A7→ E.
Algunas veces una ligadura puede aparecer con varias etiquetas. De esta forma se evita
la repeticio´n de reglas cuya u´nica diferencia es el estado de alguna ligadura. Por ejemplo, en
la regla demanda la ligadura x
IAB7→ E indica que la variable x puede encontrarse inactiva,
activa o bloqueada.
Las tres primeras reglas funcionan de forma similar, se tiene un heap etiquetado en el
que existe una ligadura activa a una variable; dependiendo del resto del heap etiquetado
esta ligadura evolucionara´ de una forma u otra. La regla valor copia y liga un valor que ya
esta´ calculado a la variable demandante θ. En el caso de que la variable demandante necesite
un valor que no ha sido au´n calculado, entonces se bloquea su ligadura y se comienza a
evaluar la expresio´n demandada; esto viene reflejado en la regla demanda. En el caso de
haber una autorreferencia por parte de la variable demandante no sera´ posible avanzar y se
producira´ el bloqueo de la ligadura tratada (ver la regla agujero negro).
Las dos siguientes reglas tienen en comu´n una variable ligada en estado activo a una
aplicacio´n x y. Dependiendo de si x esta´ ligada a una λ-abstraccio´n o a una expresio´n se
aplicara´ una de las siguientes reglas: β-reduccio´n en el primer caso o demanda de aplicacio´n
en el segundo. La primera realiza la aplicacio´n mientras que la segunda bloquea la variable
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demandante y comienza a evaluar la expresio´n ligada a la variable x.
Se termina con la regla let. Se trata de la declaracio´n local de variables e introduce nuevas
ligaduras en el heap etiquetado. Las nuevas ligaduras se etiquetan como inactivas ya que au´n
no han sido demandadas por el cuerpo de la declaracio´n, que es la u´nica expresio´n que puede
demandarlas. El renombramiento se realiza para evitar el choque de variables.
2.3.3. Reglas globales
Como ya se ha explicado, las reglas globales son aquellas que puede ver el observador
del nivel superior. Describen la creacio´n de procesos y la comunicacio´n entre ellos. Tambie´n
se ocupan del desbloqueo y desactivacio´n de las ligaduras. En la figura 2.7 se describe el
comportamiento de estas reglas.
En el trabajo [9] se definen dos versiones para la sema´ntica operacional de Jauja. En la
primera todas las ligaduras que han de copiarse de un heap etiquetado a otro han de estar
evaluadas, mientras que en la segunda versio´n no es necesario que las ligaduras que se han
de copiar al otro heap etiquetado este´n previamente evaluadas sino que se copiara´n en el
heap etiquetado receptor en estado inactivo. En caso de que sea necesario evaluarlas para
obtener el valor de alguna variable, sera´ el mismo proceso receptor el que se encargue de su
evaluacio´n. La u´nica condicio´n que se impone es que no se realicen copias de los canales,
pues e´stos so´lo permiten la comunicacio´n entre dos procesos concretos. Tampoco se permite
copiar las creaciones de procesos pendientes, para evitar que ciertos ca´lculos se realicen un
nu´mero indefinido de veces; cada vez que se copiara una creacio´n de e´sta se realizar´ıa una
vez por parte del proceso en la que se encontraba y otra vez por parte del proceso en el que
ha sido copiado.
En este trabajo se ha optado por la segunda versio´n porque su tratamiento resulta ma´s
sencillo para los objetivos perseguidos, ya que no es necesario generar demanda para todas
las dependencias que podr´ıan aparecer en una creacio´n de proceso o una comunicacio´n.
La creacio´n de procesos es una expresio´n impaciente que hace que entre en juego el
paralelismo especulativo, es decir, los procesos se crean tan pronto como sea posible y esto
hace que puedan evaluarse expresiones que quiza´ no sean necesarias para evaluar la expresio´n
principal. Este hecho viene reflejado en la regla creacio´n de proceso, que determina las partes
de la expresio´n que van a ser evaluadas por cada uno de los procesos involucrados. En una
expresio´n de instanciacio´n de proceso, x#y, el proceso padre, p, se encarga de la evaluacio´n
de la variable y mientras que el proceso hijo, q, se encarga de la evaluacio´n de la variable
x y de la aplicacio´n x y. Estos procesos no son completamente independientes en tanto en
cuanto pueden necesitar algu´n valor producido por el otro. En el caso del hijo es posible que
necesite el valor al que la variable y da lugar, mientras que el padre esta´ a la espera de que
el hijo le comunique el valor resultante de la aplicacio´n. Por esta razo´n se crean los canales
de entrada y salida i y o. Adema´s, para evitar posibles conflictos futuros, todas las copias
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creacio´n de proceso
(S, 〈p,H + θ α7→ x#y〉) cp→ (S, 〈p,H + {θ B7→ o, i A7→ y}〉, 〈q, η(nh(x,H)) + {o A7→ η(x) z, z B7→ i}〉)
si ¬d(x,H + {θ α7→ x#y}), q, z, i, o frescas, η renombramiento fresco
comunicacio´n de valor
(S, 〈p,Hp + {ch α7→W}〉, 〈c,Hc + {θ B7→ ch}〉) com→ (S, 〈p,Hp〉, 〈c,Hc + η(nh((,W ), Hp)) + {θ A7→ η(W )}〉)
si ¬d(W,Hp), η renombramiento fresco
desbloqueo
(S, 〈p,H + {x A7→W, θ B7→ ExB}〉) desb→ (S, 〈p,H + {x A7→W, θ A7→ ExB}〉)
desactivacio´n
(S, 〈p,H + {θ A7→W}〉) desact→ (S, 〈p,H + {θ I7→W}〉)
bloqueo de creacio´n de procesos
(S, 〈p,H + {θ IA7→ x#y}〉) bcp→ (S, 〈p,H + {θ B7→ x#y}〉)
Figura 2.7: Reglas globales
que sean necesarias se realizara´n aplicando renombramientos. La funcio´n de heap necesario,
nh, definida en la Seccio´n 2.3.4, devuelve las ligaduras que son necesarias para la evaluacio´n
de una expresio´n; en este caso indica las ligaduras que han de copiarse en el heap del nuevo
proceso q por ser necesarias para la evaluacio´n ligada al canal de salida o. La creacio´n de
procesos no se realizara´ en el caso de depender de una comunicacio´n que au´n no ha sido
transmitida o de otra creacio´n de proceso, la funcio´n de dependencia, d, definida tambie´n en
la Seccio´n 2.3.4, informa de estas circunstancias.
Como ya se ha explicado antes, los procesos se relacionan mediante canales de comunica-
cio´n por los que se env´ıan valores. La u´nica condicio´n que ha de verificarse para transmitir
un valor a trave´s de un canal es que dicho valor no dependa de otra comunicacio´n o alguna
creacio´n de proceso, hecho que viene reflejado por la funcio´n d en la regla comunicacio´n de
valor. Como en las dema´s ocasiones siempre que se copien ligaduras de un heap etiquetado
a otro se renombrara´n para evitar conflictos. Esta regla tiene un significado similar al de la
regla local valor pues su objetivo es transmitir un valor de una ligadura a otra. La diferencia
radica en que al estar el valor en el heap etiquetado de otro proceso distinto al de la ligadura
que lo demanda han de realizarse las copias y los renombramientos necesarios. Una vez que
la comunicacio´n ha sido realizada el canal desaparece porque ya ha cumplido su funcio´n.
DEFINICIO´N 2.3.3. Se llama expresio´n inmediatamente bloqueada en la variable x y se
denota por ExB a aquellas de la forma: x o x y, donde y es una variable cualquiera. E
x
B indica
que la expresio´n E, para proseguir su evaluacio´n, necesita que la variable x este´ evaluada.
2
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Una variable θ ∈ Var ∪ Chan se bloquea en una expresio´n ExB cuando necesita el valor
ligado a x para continuar con su evaluacio´n. Una vez que x ya ha obtenido su valor se
podra´ continuar con la evaluacio´n de θ, por ello en la regla desbloqueo se procede a cambiar
el estado de la ligadura de θ de bloqueado a activo.
La regla desactivacio´n modifica el estado de una ligadura que ya ha alcanzado un valor
pasa´ndolo de activo a inactivo, pues una vez que una variable obtiene un valor no va a sufrir
ningu´n otro cambio.
Por u´ltimo la regla bloqueo de creacio´n de proceso bloquea, como su nombre indica, las
creaciones de procesos que no hayan podido realizarse por depender de algu´n valor que ha
de ser comunicado a trave´s de un canal. No es necesaria una regla que desbloquee la creacio´n
de proceso pues en cuanto no dependa de ninguna comunicacio´n el proceso sera´ creado, ya
que en la regla creacio´n de proceso no se exige que la ligadura se encuentre en un estado
concreto sino que la u´nica condicio´n es que no dependa de canales de comunicacio´n.
Adema´s de estas reglas esta´n las que describen el paralelismo del lenguaje, que no so´lo
consiste en la creacio´n de procesos paralelos, sino que tambie´n se preocupa de la ejecucio´n en
paralelo de distintas ligaduras activas (esta parte es similar a la recogida en [5] y [3] con las
transiciones de mu´ltiples pasos). En principio, la posibilidad de evolucionar varias ligaduras
activas al mismo tiempo viene determinada por el nu´mero de procesadores disponibles, pero
en este caso se supone que se dispone de un nu´mero ilimitado de procesadores. Antes de
mostrar estas reglas y dar su descripcio´n se definira´ el significado de conjunto de ligaduras
desarrollables.
DEFINICIO´N 2.3.4. Dado un heap H, se define el conjunto de ligaduras desarrollables de
H, denotado por LD(H), como aquel que esta´ formado por las ligaduras activas de H que
pueden evolucionar aplicando alguna de las reglas locales descritas en la Figura 2.6.
2
La evolucio´n de cada proceso p del sistema consiste en aplicar a cada ligadura desarrollable
una regla local:
paralelo-p












donde np = |LD(Hp)|, es decir el nu´mero de ligaduras desarrollables que hay en el heap eti-
quetado del proceso p; H
(i,1)
p es la parte de Hp que permanece sin modificar tras la aplicacio´n
de la correspondiente regla local; H
(i,2)
p es la parte de Hp que sufrira´ algu´n cambio al aplicar
la regla local; y, por u´ltimo, K
(i,2)
p corresponde a la parte del heap etiquetado que ha sido
modificada tras aplicar la regla. Es decir cada heap etiquetado Hp se divide en dos partes,
una que permanecera´ invariable, H
(i,1)
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En el Cap´ıtulo 6 del trabajo [9] se demuestra que no hay interferencias entre las evolu-
ciones locales. Es decir que no importa el orden en que se apliquen las reglas locales, pues
las partes modificadas de cada heap etiquetado no impiden que se apliquen las dema´s reglas.
A continuacio´n se mostrara´ la regla de paralelo del sistema. Esta regla indica que la
regla paralelo-p se va a aplicar a cada uno de los procesos que forman el sistema de forma
simulta´nea. En la parte superior de la regla se indica la aplicacio´n de paralelo-p a cada
proceso que compone el sistema, en la parte inferior se muestra la evolucio´n del sistema
inicial S al nuevo sistema en el que el heap de cada proceso, Hp, ha evolucionado a un nuevo
heap H ′p:
(paralelo)




Las transiciones que se aplican para pasar de un sistema S a otro S ′ se descomponen de la
siguiente forma:
=⇒ = par=⇒; com=⇒; cp=⇒; desb=⇒; desact=⇒ ; bcp=⇒
donde
com
=⇒ indica que la regla de comunicacio´n tiene que ser aplicada repetidamente hasta
que no sea posible ninguna comunicacio´n. Lo mismo ocurre con
cp
=⇒, desb=⇒, desact=⇒ y bcp=⇒; todas
las reglas se aplicara´n una y otra vez hasta que no sea posible aplicarlas, es decir, son reglas
de paso reiterado.
DEFINICIO´N 2.3.5. Sean S un sistema, y  un nombre de una regla global. Para cada
regla de paso simple S




−→∗ S ′ y,
2. no existe S ′′ tal que S −→ S ′′.
2
En [9] se demuestra que cuando se parte de un sistema finito cada una de estas transiciones
termina y en consecuencia tambie´n termina la transicio´n principal.
DEFINICIO´N 2.3.6. Dada una expresio´n E, se define una secuencia de reduccio´n para
dicha expresio´n como una secuencia, finita o infinita, de sistemas tales que:
〈p0, {main A7→ E}〉 =⇒∗ 〈p0, H + {main I7→ W}〉, 〈p1, H1〉, . . . , 〈pn, Hn〉 =⇒∗
2
La configuracio´n o sistema final depende de la sema´ntica que se este´ considerando:
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d(x,H) =
{
verdadero si θ α7→ E ∈ nh(x,H) donde (θ ∈ Var ∪ Chan) ∧ (E = ch ∨ E = y#z)
falso e.o.c.
Figura 2.8: Funcio´n de dependencia
dexp(θ) = ∅
dexp(λx.E) = {E}
dexp(E1 E2) = {E1, E2}
dexp(E1#E2) = {E1, E2}
dexp(let {xi = Ei}ni=1 in E) = {E1, . . . , En, E}
nh(E,H) |= {(i),(ii)} ∧ ∀A.(A ⊆ H ∧A |= {(i),(ii)} ⇒ nh(E,H) ⊆ A)




nh(E′, H) ⊆ nh(E,H)
Figura 2.9: Funcio´n de heap necesario
Sema´ntica mı´nima: el sistema final sera´ el primero en el que la ligadura de la variable
main se encuentra en estado inactivo.
Sema´ntica ma´xima: en este caso la configuracio´n final se alcanzara´ cuando no quede
ninguna ligadura activa, puede haber dos causas: que todos los procesos hayan termi-
nado su ejecucio´n, o que el sistema este´ bloqueado y no pueda evolucionar.
2.3.4. Funciones auxiliares
A continuacio´n se describira´n las funciones auxiliares d y nh que se han utilizado en las
reglas de la Figura 2.7.
La funcio´n de dependencia d (mostrada en la figura 2.8) indica si la evaluacio´n de la
expresio´n ligada a la variable en estudio depende de alguna comunicacio´n que au´n no ha sido
realizada o de alguna creacio´n de proceso que au´n no haya podido realizarse. El significado
de esta funcio´n es similar al expuesto en [10], sin embargo aqu´ı esta´ definida en te´rminos de
la funcio´n nh que se expone a continuacio´n.
En la figura 2.9 se muestra la funcio´n de heap necesario nh que indica la parte del heap
etiquetado que se necesita para evaluar la expresio´n ligada a la variable en estudio. Es decir,
recoge todas las ligaduras que pueden ser necesarias para la evaluacio´n de la variable.
Por lo tanto la funcio´n d devolvera´ verdadero si en el heap necesario hay alguna ligadura
a un canal (comunicacio´n pendiente) o a una creacio´n de proceso. En cualquier otro caso la
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funcio´n de dependencia devolvera´ falso.
2.3.5. Ejemplos
La sema´ntica operacional de Jauja que se ha elegido es aquella en la que no se exige
que todas las dependencias libres este´n evaluadas. Por ello se podr´ıa pensar que las reglas
creacio´n de proceso y comunicacio´n de valor no deber´ıan tener ninguna restriccio´n y que
la regla global bloqueo de creacio´n de proceso no es necesaria. Sin embargo esto no es as´ı.
En primer lugar, las reglas creacio´n de proceso y comunicacio´n de valor no exigen que las
dependencias libres este´n evaluadas pero s´ı que no haya dependencia de canales o alguna
creacio´n de proceso que pudiera dar lugar a algu´n canal.
Au´n as´ı se podr´ıa seguir pensando que bloqueo de creacio´n de proceso no es necesaria,
ya que en el caso de una creacio´n de proceso que tenga alguna dependencia, en cuanto e´sta
fuera resuelta se podr´ıa aplicar la regla creacio´n de proceso y continuar con la ejecucio´n
sin necesidad de haber bloqueado la ligadura en cuestio´n. Esto es cierto siempre y cuando
no exista ningu´n tipo de interbloqueo entre las creaciones de procesos del sistema, pues
de haberlos se podr´ıa llegar a un sistema que no pudiera evolucionar pero en el que no se
pudiera abortar la ejecucio´n por tener alguna ligadura activa. Esto queda ilustrado mediante
los siguientes ejemplos.
EJEMPLO 2.3.7. Sin interbloqueos entre las creaciones de procesos
En este primer ejemplo se muestra un caso en el que no hay interbloqueos entre las creaciones
de procesos. Se vera´ que en este caso concreto (y en otros similares) se podr´ıa prescindir de la
regla bloqueo de creacio´n de proceso. Para verlo, la evaluacio´n se realizara´ simulta´neamente
prescindiendo de la regla bloqueo de creacio´n de proceso (parte izquierda) y sin prescindir de
ella (parte derecha). En el lado izquierdo la transicio´n que hace evolucionar el sistema S a
S ′ viene definida por:
=⇒ = par=⇒; com=⇒; cp=⇒; desb=⇒; desact=⇒ .
En el lado derecho la transicio´n que se aplica es la que se ha explicado en la Seccio´n 2.3.3:
=⇒ = par=⇒; com=⇒; cp=⇒; desb=⇒; desact=⇒ ; bcp=⇒ .
Mientras los heaps etiquetados evolucionen de igual forma no se hara´n distinciones y los
sistemas so´lo aparecera´n una vez. Adema´s tanto en este ejemplo, como en todos los poste-
riores, las ligaduras que han sido modificadas con respecto al heap anterior se destacara´n en
negrita.
La expresio´n a evaluar es la siguiente:
let x0 = x1#x2, x1 = λy1.y1,
x2 = λy2.y2, x3 = x0#x2
in x5
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Se comienza ligando la expresio´n inicial a la variable principal main en estado activo, siendo
esta la u´nica ligadura en el heap.
main
main A7→ let x0 = x1#x2, x1 = λy1.y1
x2 = λy2.y2, x3 = x0#x2
in x3





I7→ x1#x2 x1 I7→ λy1.y1
x2
I7→ λy2.y2 x3 I7→ x0#x2
Hay dos creaciones de procesos una ligada a x0 y otra ligada x3. La ligadura de x0 puede
evolucionar por no tener dependencias (¬d(x1, H)), en cambio la ligadura de x3 s´ı tiene





B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 I7→ x0#x2 x5 B7→ i1
i1
A7→ x2 o1 A7→ x4 x5
Si no estuviera la regla bloqueo de creacio´n de proceso terminar´ıa la primera transicio´n =⇒
(parte izquierda), sin embargo si esta regla existe la creacio´n de proceso que no se ha podido





B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 I7→ x0#x2 x5 B7→ i1
i1





B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 B7→ x0#x2 x5 B7→ i1
i1
A7→ x2 o1 A7→ x4 x5
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B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 A7→ x0#x2 x5 B7→ i1
i1





B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 B7→ x0#x2 x5 B7→ i1
i1
A7→ λy2.y2 o1 A7→ x5





B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2







B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2







B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2







B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 B7→ x0#x2 x5 I7→ λy4.y4
o1
A7→ x5
En el lado izquierdo, donde no existe la regla bloqueo de creacio´n de proceso, la ligadura
correspondiente a x3 ha quedado activa. Al aplicar la regla paralelo no evoluciona ya que no





B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2







B7→ o1 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 B7→ x0#x2 x5 I7→ λy4.y4
o1
A7→ λy4.y4





A7→ λy5.y5 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2





A7→ λy5.y5 x1 I7→ λy1.y1 x4 I7→ λy3.y3
x2
I7→ λy2.y2 x3 B7→ x0#x2 x5 I7→ λy4.y4
La ligadura de x3 ya no tiene dependencias y, como la regla creacio´n de proceso se aplica a





A7→ λy5.y5 x1 I7→ λy1.y1 x4 I7→ λy3.y3 x6 I7→ λy6.y6
x2
I7→ λy2.y2 x3 B7→ o2 x5 I7→ λy4.y4 x7 B7→ i2
i2
A7→ x2 o2 A7→ x6 x7






I7→ λy5.y5 x1 I7→ λy1.y1 x4 I7→ λy3.y3 x6 I7→ λy6.y6
x2
I7→ λy2.y2 x3 I7→ λy8.y8 x5 I7→ λy4.y4 x7 I7→ λy7.y7
2
EJEMPLO 2.3.8. Con interbloqueos entre las creaciones de procesos
En este ejemplo se muestra la importancia de la regla bloqueo de creacio´n de proceso y se ve
que no es indiferente aplicarla o no (esto ocurre cuando hay interbloqueos entre las creaciones
de procesos).
La expresio´n a evaluar es la siguiente:
let x0 = x1#x2, x1 = λt1.t1, x2 = x0#x1
in x2
Al igual que el ejemplo anterior se resolvera´ a la vez tanto si se considera la regla bloqueo
de creacio´n de proceso como si no. Se comienza, como siempre, creando el heap inicial que
consta de una u´nica ligadura activa en la variable main.
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sistema inicial
main
main A7→ let x0 = x1#x2, x1 = λt1.t1,x2 = x0#x1in x2
let
main
main A7→ x2 x0 I7→ x1#x2
x1
I7→ λy1.y1 x2 I7→ x0#x1
cp
main p1
main A7→ x2 x0 B7→ o1 x3 I7→ λy2.y2
x1
I7→ λy1.y1 x2 I7→ x0#x1 x4 B7→ i1
i1
A7→ x2 o1 A7→ x3 x4
sin bcp
main p1
main A7→ x2 x0 B7→ o1 x3 I7→ λy2.y2
x1
I7→ λy1.y1 x2 I7→ x0#x1 x4 B7→ i1
i1
A7→ x2 o1 A7→ x3 x4
bcp
main p1
main A7→ x2 x0 B7→ o1 x3 I7→ λy2.y2
x1
I7→ λy1.y1 x2 B7→ x0#x1 x4 B7→ i1
i1
A7→ x2 o1 A7→ x3 x4
paralelo
main p1
main B7→ x2 x0 B7→ o1 x3 I7→ λy2.y2
x1
I7→ λy1.y1 x2 A7→ x0#x1 x4 B7→ i1
i1
B7→ x2 o1 A7→ x4
paralelo
main p1
main B7→ x2 x0 B7→ o1 x3 I7→ λy2.y2
x1
I7→ λy1.y1 x2 B7→ x0#x1 x4 B7→ i1
i1
B7→ x2 o1 A7→ x4
paralelo
main p1
main B7→ x2 x0 B7→ o1 x3 I7→ λy2.y2
x1
I7→ λy1.y1 x2 A7→ x0#x1 x4 B7→ i1
i1
B7→ x2 o1 B7→ x4
paralelo
main p1
main B7→ x2 x0 B7→ o1 x3 I7→ λy2.y2
x1
I7→ λy1.y1 x2 B7→ x0#x1 x4 B7→ i1
i1
B7→ x2 o1 B7→ x4
↓
Pese a que ninguna regla puede aplicarse
al quedar una ligadura activa la ejecucio´n
continu´a indefinidamente.
↓
Al no quedar ninguna ligadura activa
se interrumpe la ejecucio´n. 2
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Como se ha mostrado en los ejemplos no se puede prescindir de la regla bloqueo de creacio´n
de proceso, ya que, entonces, se podr´ıa entrar en un bucle infinito en el que el sistema, sin
estar bloqueado, no pudiera evolucionar.
Cap´ıtulo 3
Preparacio´n
Este cap´ıtulo es la preparacio´n del plato fuerte del trabajo, que se expondra´ en el Cap´ıtu-
lo 4, donde se realizara´n las demostraciones de una serie de propiedades de la sema´ntica
operacional de Jauja ba´sico: correccio´n, adecuacio´n y determinacio´n. Estas demostraciones
se hara´n siguiendo los pasos dados en [4]. Para ello es necesario adaptar convenientemente
las sema´nticas expuestas en el cap´ıtulo anterior. Por un lado, se definira´ una restriccio´n de la
sema´ntica operacional de Jauja ba´sico para el caso en que so´lo se dispone de un procesador,
y por otro lado, se extendera´ la sema´ntica natural de Launchbury para incorporar las crea-
ciones de proceso, demostrando que se trata de una extensio´n consistente con la sema´ntica
explicada en la Seccio´n 2.1.
3.1. Sema´ntica operacional para un procesador
Para demostrar la equivalencia entre la sema´ntica operacional de Jauja ba´sico y una
sema´ntica denotacional cla´sica como la de Abramsky [1] se va a recurrir a la sema´ntica
natural, para aprovechar el trabajo de Launchbury que en [21] ya demostro´ la correspon-
dencia de su sema´ntica operacional con esta sema´ntica denotacional. Para esto, primero hay
que relacionar la sema´ntica operacional de Jauja ba´sico con la sema´ntica natural. Como la
sema´ntica natural esta´ definida para un solo procesador, lo primero que se hara´ sera´ modi-
ficar la sema´ntica de Jauja ba´sico adecua´ndola al caso en el que se disponga de un u´nico
procesador. De esta forma sera´ ma´s sencillo establecer la relacio´n entre ambas sema´nticas.
La restriccio´n a un u´nico procesador supone la secuenciacio´n del co´mputo. Tradicional-
mente la secuenciacio´n de un co´mputo paralelo se realiza mediante te´cnicas de intercalacio´n
(interleaving), de forma que un co´mputo paralelo da lugar a un conjunto de co´mputos se-
cuenciales que representan las diferentes formas permitidas de intercalar las acciones ba´sicas.
Por ejemplo, la ejecucio´n en paralelo de las acciones a y b produce las intercalaciones ab y ba.
Esto da lugar, en general, a no determinismo. Pero en este caso concreto, se ha eliminado el
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(CPI)
H : θ I7→ x#y CPI−→1
CPI−→1 H + {θ I7→ o, i I7→ y, o I7→ η(x) z, z I7→ i}+ η(nh(x,H))
si ¬d(x,H + {θ I7→ x#y})
o, i, z, η frescos
Figura 3.1: Regla de impaciencia en la creacio´n de procesos
operador no determinista de Jauja, de forma que los co´mputos son deterministas con respec-
to al valor final alcanzado para la expresio´n inicial, aunque el nu´mero de procesos creados y
las ligaduras evaluadas puedan variar de un co´mputo a otro, en el rango permitido por las
sema´nticas mı´nima y ma´xima (Seccio´n 2.3.3).
Adema´s, en esta primera aproximacio´n, para estudiar la equivalencia con respecto a una
sema´ntica denotacional so´lo se considera el valor obtenido, por lo que para la secuenciacio´n
se impondra´ un orden de evaluacio´n compatible con la sema´ntica mı´nima.
Para expresar la secuenciacio´n se permitira´ que haya como ma´ximo una ligadura activa en
cada momento (si no hay ninguna significa que el co´mputo se ha bloqueado y no dara´ lugar
a ningu´n valor). De esta forma la regla
par
=⇒ (Seccio´n 2.3.3) deja de tener sentido. Es ma´s, ya
no es necesaria la distincio´n de las reglas en dos niveles. Por otra parte, gracias a las copias
con renombramiento en la creacio´n de procesos y en la comunicacio´n de valores a trave´s
de canales, los conjuntos de ligaduras en cada proceso son disjuntos entre s´ı, de forma que
se pueden reunir todas las ligaduras en un heap etiquetado comu´n u´nico y el concepto de
sistema formado por varios procesos tambie´n desaparece.
Otra de las caracter´ısticas principales de Jauja es la impaciencia asociada a la creacio´n de
procesos que da lugar al paralelismo especulativo. En el caso de un solo procesador esta ca-
racter´ıstica tambie´n pierde su sentido por la connotacio´n de paralelismo que lleva impl´ıcita.
Sin embargo, se desea adaptar la sema´ntica de Jauja ba´sico al caso de un procesador inten-
tando no perder todas sus propiedades. Adema´s, se pretende continuar este trabajo hasta
lograr demostrar una equivalencia entre sema´nticas ma´s completa. Por tanto, se va a reflejar
la impaciencia de la creacio´n de procesos mediante la regla creacio´n de proceso impaciente,
CPI (Figura 3.1), que no hace evolucionar la ligadura activa sino que so´lo produce cambios
en el heap etiquetado an˜adiendo las ligaduras que se generar´ıan al crear un proceso aunque,
claro esta´, sin activar ninguna nueva ligadura. Puede verse como una regla que va a prepa-
rar el heap etiquetado para los pasos futuros creando ligaduras que pueden necesitarse ma´s
adelante, es decir, los heaps etiquetados se modifican de forma especulativa. Una creacio´n de
proceso se realiza cuando no tenga dependencias, es decir, cuando en su heap necesario no
exista ninguna variable o canal que este´ a la espera de alguna comunicacio´n u otra creacio´n
de proceso (la funcio´n dependencia —d definida en la figura 2.8—, calcula, como su nombre
indica, si existen o no algunas dependencias de ese tipo).
En la Figura 3.2 se muestran las reglas de Jauja ba´sico adaptadas al caso particular en
el que se dispone de un u´nico procesador. Todas estas reglas hacen evolucionar la ligadura
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(valor) H + {x I7→W} : θ A7→ x −→1 H + {x I7→W, θ A7→W}
(demanda) H + {τ IB7→ E} : θ A7→ τ −→1 H + {τ AB7→ E, θ B(τ)7→ τ} si E /∈ Val
(bloqueo I) H : x A7→ x −→1 H + {x B(x)7→ x}
(dem. aplic.) H + {x IB7→ E} : θ A7→ x y −→1 H + {x AB7→ E, θ B(x)7→ x y} si E /∈ Val
(β-reduccio´n) H + {x I7→ λz.E} : θ A7→ x y −→1 H + {x I7→ λz.E, θ A7→ E[y/z]}
(let)
H : θ A7→ let {xi = Ei}ni=1 in x −→1
−→1 H + {yi I7→ Ei[yj/xj ]nj=1}ni=1 + {θ A7→ x[yj/xj ]nj=1}
1 ≤ i, j ≤ n,
yi frescas
(desb-desact) H + {θ B(τ)7→ E} : τ A7→W −→1 H + {τ I7→W, θ A7→ E}
(creac. proc.)
H : θ A7→ x#y −→1
−→1 H + {θ A7→ o, i I7→ y, o I7→ η(x) z, z I7→ i}+ η(nh(x,H))
si ¬d(x,H∗),
o, i, z, η frescos
H∗ = H + {θ A7→ x#y}
(comunicacio´n) H + {ch I7→W} : θ A7→ ch −→1 H + {θ A7→ η(W )}+ η(nh(W,H)) si ¬d(W,H)
(dem. cp) H + {z IB7→ E} : θ A7→ x#y −→1 H + {z AB7→ E, θ B(z)7→ x#y}
si d(x,H∗)∧
pld(x,H∗) = z IB7→ E,
H∗=H+{zIB7→E, θA7→x#y}
(bloqueo II) H : θ A7→ x#y −→1 H + {θ B(θ)7→ x#y}
si d(x,H∗) ∧
pld(x,H∗) = θ A7→ x#y
H∗ = H + {θ A7→ x#y}
(dem. com.) H + {z IB7→ E, ch I7→W} : θ A7→ ch −→1 H + {z AB7→ E, ch I7→W, θ B(z)7→ ch}
si d(W,H∗) ∧
pld(W,H∗) = z IB7→ E
H∗ = H + {z IB7→ E}
donde H ∈ EHeap; E,Ei ∈ EExp ∪ Chan; W ∈ Val ;
x, y, z ∈ Var ; θ, τ ∈ Var ∪ Chan; i, o, ch ∈ Chan
Figura 3.2: Reglas de la sema´ntica operacional para un procesador
activa en el momento, modificando y/o ampliando si fuera necesario el heap etiquetado de
partida. Las transiciones de un solo paso que se aplican para pasar de un heap etiquetado a
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otro se descomponen de la siguiente forma:
=⇒1 = −→1; CPI=⇒1,
es decir, en cada paso se realiza una aplicacio´n simple de una regla −→1 seguida de la regla
CPI
=⇒1, que representa la aplicacio´n reiterada de la regla creacio´n de proceso impaciente, CPI,
hasta que no pueda ser aplicada ma´s veces (incluyendo el caso en el que no se puede aplicar
ninguna vez). Se demuestra (Proposicio´n 3.1.3) que si dos creaciones de proceso son factibles,
tras realizar una de ellas la otra seguira´ siendo factible (considerando que una creacio´n de
proceso es factible si no tiene dependencias).
DEFINICIO´N 3.1.1. Sean H ∈ EHeap un heap etiquetado y θ α7→ x#y ∈ H. Se dice que la
creacio´n de proceso x#y es factible si ¬d(x,H).
2
En las reglas de la figura 3.2 las etiquetas de las ligaduras bloqueadas se han modificado
para incorporar informacio´n sobre la causa del bloqueo. Es decir, ahora una ligadura blo-
queada es de la forma θ
B(τ)7→ E, que indica que la ligadura esta´ bloqueada porque necesita el
valor de τ para continuar con su evaluacio´n. Esta informacio´n adicional es necesaria para el
desbloqueo de las ligaduras. Para ello cada vez que se produzca un bloqueo se indicara´ en
la etiqueta el canal o variable en el que la ligadura ha sido bloqueada. Por ejemplo, en la
regla demanda la ligadura de θ queda bloqueada en la variable o canal τ y por eso se tiene
θ
B(τ)7→ τ , mientras que en la regla demanda de aplicacio´n se bloquea en la variable x y se
tiene θ
B(x)7→ x y.
Las primeras reglas de esta figura provienen de las reglas locales de la sema´ntica opera-
cional de Jauja ba´sico (ve´ase figura 2.6) y no sufren modificaciones salvo por el hecho de que,
como ya se ha comentado antes, en cada momento puede haber tan solo una ligadura activa,
y por lo tanto ni en la parte izquierda ni en la parte derecha de las reglas se da la opcio´n
de que haya ma´s de una ligadura en ese estado. En la sema´ntica dada en la Seccio´n 2.3.2
todos los canales se manten´ıan activos, pero ahora so´lo se activan bajo demanda, por lo que
la regla demanda ya no es espec´ıfica para la demanda de variables sino que tambie´n pueden
demandarse canales y por ello x ∈ Var se ha cambiado por τ ∈ Var ∪ Chan.
En el caso general de mu´ltiples procesadores, puede ocurrir que varias ligaduras este´n
bloqueadas en la misma variable, por lo que son necesarias dos etapas: primero se desbloquean
todas las ligaduras que se puedan y despue´s se desactivan aquellas que ya tienen asociado
un valor en whnf. Pero cuando se limitan los recursos a un u´nico procesador, como ma´ximo
habra´ una ligadura bloqueada en cada variable (ver Proposicio´n 3.1.12), as´ı que se pueden
realizar el desbloqueo y la desactivacio´n en un u´nico paso, formando as´ı la regla desbloqueo
y desactivacio´n.
En las reglas creacio´n de proceso y comunicacio´n el sistema y los procesos involucrados
(padre/hijo o productor/consumidor) ya no aparecen por la desaparicio´n del concepto de
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sistema explicado anteriormente. Esto no supone ningu´n problema, pues se garantiza que
cada canal aparece exactamente en dos ligaduras del heap etiquetado comu´n: una en el lado
derecho y otra en el lado izquierdo (ver Proposicio´n 3.1.14). La regla creacio´n de proceso
refleja la creacio´n de un proceso que ha sido demandado y que no esta´ a la espera de ninguna
comunicacio´n ni depende de otra creacio´n de proceso (estas condiciones se hallan mediante
la funcio´n dependencia). En las reglas globales dadas para varios procesadores (Figura 2.7),
al efectuar una creacio´n de proceso, en el heap resultante se activan los canales y se bloquea
la variable que dio´ lugar a la creacio´n; sin embargo, en el caso de un solo procesador, cuando
una creacio´n de proceso se realiza porque es demandada conviene mantener activa la ligadura
de la que proven´ıa, es decir, el canal o la variable θ que estaba activo en el heap de partida
en la forma θ
A7→ x#y, continuara´ activo en el heap resultante, aunque ahora ligado al nuevo
canal o. Este pequen˜o cambio simplemente implica que ahora se realiza en dos pasos lo que
anteriormente se realizaba en uno. En la regla comunicacio´n la comunicacio´n so´lo se lleva
a cabo si el canal esta´ activo, y esto so´lo ocurre si su valor ha sido demandado, es decir,
es necesario para calcular el valor de la expresio´n principal. Al igual que en el caso de la
creacio´n de procesos, una comunicacio´n so´lo podra´ realizarse si carece de dependencias.
Hay que tener en cuenta que ya no hay demanda impaciente de los valores ligados a los
canales de comunicacio´n por lo que son necesarias algunas reglas para iniciar la demanda de
estas comunicaciones en el caso de necesitarlas. Esto da lugar a las dos reglas: demanda de
creacio´n de proceso y demanda de comunicacio´n, que se ocupan de bloquear respectivamente
la creacio´n de proceso o la comunicacio´n que no puede realizarse (por tener dependencias
pendientes) y de activar la ligadura correspondiente a la primera variable de la que dependan
(que estara´ ligada a un canal o a una creacio´n de proceso). En el caso de la demanda de
creacio´n de proceso puede ocurrir que el proceso que ha de crearse dependa de s´ı mismo; este
es un caso particular de bloqueo que viene reflejado en la regla bloqueo II, en este caso y, al
igual que ocurre en la regla bloqueo I, la ligadura activa se bloquea en la propia variable.
La primera dependencia necesaria para poder aplicar las reglas demanda de creacio´n
de proceso y demanda de comunicacio´n, se calcula aplicando la funcio´n primera ligadura de
dependencia (pld). Esta funcio´n viene definida en la Figura 3.3 y es la responsable de indicar
el orden en que deben activarse las comunicaciones y creaciones de procesos pendientes. La
funcio´n pld viene definida en te´rminos de dos funciones auxiliares. Por un lado, la funcio´n
lista de expresiones dependientes (ldep) calcula la lista de las subexpresiones de una expresio´n
dada. Por otro lado, la funcio´n primera ligadura (priml) que, dada una lista de expresiones y
un heap etiquetado, calcula la primera ligadura x
α7→ E (con E ≡ ch o E ≡ y#z) de la que
depende la lista, empezando la bu´squeda por la cabeza y donde ≡ representa la equivalencia
sinta´ctica.
Las cuatro reglas de demanda (demanda, demanda de aplicacio´n, demanda de creacio´n de
proceso y demanda de comunicacio´n) marcara´n la secuenciacio´n del co´mputo que sera´ com-
patible con la sema´ntica mı´nima. Todas estas reglas de demanda bloquean la ligadura activa,
pero es posible que si la ligadura que se necesita evaluar esta´ previamente bloqueada (y, por
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ldep(x) = [ ]
ldep(λx.E) = [E]
ldep(E1 E2) = [E1, E2]
ldep(E1#E2) = [E1, E2]
ldep(let {xi = Ei}ni=1 in E) = [E1, . . . , En, E]
pld(x,H) =
 x
α7→ E si x α7→ E ∈ H ∧ (E ≡ ch ∨ E ≡ y#z)
pld(E,H) si x α7→ E ∈ H ∧ E ≡/ ch ∧ E ≡/ y#z
⊥ e.o.c.
pld(E,H) = priml(ldep(E), H) si E /∈ Var
priml([ ], H) = ⊥
priml(E : L,H) =
{
pld(E,H) si pld(E,H) 6=⊥
priml(L,H) si pld(E,H) =⊥
Figura 3.3: Funcio´n de primera dependencia
lo tanto, no se puede activar) el heap etiquetado resultante no tenga ninguna ligadura acti-
va. Esto se debe a una circularidad en la demanda y no se obtendra´ ningu´n valor final (ver
Proposicio´n 3.1.10).
EJEMPLO 3.1.2. Comunicacio´n dependiente de un canal.
Este ejemplo muestra el caso en el que una comunicacio´n no puede realizarse por depender de
un canal. A partir de ahora, como en los ejemplos de la Seccio´n 2.3.5, aparecera´n en negrita
las ligaduras que son nuevas en el heap y las que sufran alguna modificacio´n. La expresio´n a
evaluar es la siguiente:
let x0 = x1#x2, x1 = λy1.y1, x2 = λy2.y2,
x3 = x4#x5, x4 = λy3.y3, x5 = λy4.(y4 x0)
in x3
La expresio´n inicial se liga a la variable principal main en estado activo, siendo esta la u´nica
ligadura en el heap etiquetado al comienzo.
main A7→ let x0 = x1#x2, x1 = λy1.y1, x2 = λy2.y2,
x3 = x4#x5, x4 = λy3.y3, x5 = λy4.(y4 x0)
in x3
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Se aplica una transicio´n completa que se dividira´ en dos pasos, primero se aplicara´ la regla




I7→ x1#x2 x3 I7→ x4#x5
x1
I7→ λy1.y1 x4 I7→ λy3.y3
x2




I7→ o1 x3 I7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 I7→ x5
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2
I7→ x8 x9 x8 I7→ λy6.y6 x9 I7→ i2





I7→ o1 x3 A7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 I7→ x5
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2





I7→ o1 x3 B(o2)7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 I7→ x5
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2





I7→ o1 x3 B(o2)7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 I7→ x5
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2





I7→ o1 x3 B(o2)7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 I7→ x5
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2





I7→ o1 x3 B(o2)7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 A7→ x5
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2





I7→ o1 x3 B(o2)7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 A7→ λy4.(y4 x0)
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2
B(x9)7→ x9 x8 I7→ λy6.y6 x9 B(i2)7→ i2
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El canal i2 esta´ ligado a un valor en whnf, sin embargo no puede ser transmitido porque
depende del valor de x0 que esta´ ligado al canal o1. La funcio´n pld devuelve la primera






A7→ o1 x3 B(o2)7→ o2
x1
I7→ λy1.y1 x4 I7→ λy3.y3 i1 I7→ x2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 B(x0)7→ λy4.(y4 x0)
o1
I7→ x6 x7 x6 I7→ λy5.y5 x7 I7→ i1
o2
B(x9)7→ x9 x8 I7→ λy6.y6 x9 B(i2)7→ i2




A7→ λy8.y8 x3 B(o2)7→ o2 x8 I7→ λy6.y6
x1
I7→ λy1.y1 x4 I7→ λy3.y3 x9 B(i2)7→ i2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 B(x0)7→ λy4.(y4 x0)
o2
B(x9)7→ x9 x6 I7→ λy5.y5 x7 I7→ λy7.y7
Como x0 ya esta´ ligado a un valor en whnf sin dependencias entonces i2 ya no depende de
ningu´n canal ni creacio´n de proceso; primero se activa la ligadura y en el siguiente paso se





I7→ λy8.y8 x3 B(o2)7→ o2 x8 I7→ λy6.y6
x1
I7→ λy1.y1 x4 I7→ λy3.y3 x9 B(i2)7→ i2
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) i2 A7→ λy4.(y4 x0)
o2





I7→ λy8.y8 x3 B(o2)7→ o2 x8 I7→ λy6.y6
x1
I7→ λy1.y1 x4 I7→ λy3.y3 x9 A7→ λy9.(y9 x10)
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) x10 I7→ λy10.y10
o2
B(x9)7→ x9 x6 I7→ λy5.y5 x7 I7→ λy7.y7
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Tras varios pasos se alcanza el heap etiquetado final.
main A7→ λy11.(y11 x12)
x0
I7→ λy8.y8 x3 I7→ λy11.(y11 x12) x8 I7→ λy6.y6
x1
I7→ λy1.y1 x4 I7→ λy3.y3 x9 I7→ λy9.(y9 x10)
x2
I7→ λy2.y2 x5 I7→ λy4.(y4 x0) x10 I7→ λy10.y10
x11
I7→ λy11.y11 x6 I7→ λy5.y5 x7 I7→ λy7.y7
2
3.1.1. Propiedades
A continuacio´n se demostrara´n algunas propiedades de la sema´ntica que acabamos de
definir. Se empieza demostrando que no importa el orden en el que se realizan las creaciones
de procesos.
PROPOSICIO´N 3.1.3. Sean H ∈ EHeap un heap etiquetado y θ1 I7→ x1#y1, θ2 I7→ x2#y2 ∈ H
dos creaciones de proceso factibles tales que θ1 6= θ2. Despue´s de crear x1#y1, x2#y2 sigue
siendo factible.
Demostracio´n
Si x2#y2 es factible entonces x2 no tiene dependencias, es decir, ¬d(x2, H). Hay que probar
que despue´s de crear x1#y1 x2 sigue sin tener dependencias.
Tras crear x1#y1 el heap etiquetado H = H
∗ + {θ1 I7→ x1#y1} se transforma en
H ′ = H∗+{θ1 I7→ o1, i1 I7→ y1, o1 I7→ η(x1), z1 I7→ i1}+η(nh(x1, H)). Si x2 no ten´ıa dependencias
antes de crear x1#y1, entonces no depend´ıa de θ1. Ahora no se ha modificado ninguna
ligadura de H (salvo θ1 que ahora esta´ ligada a un canal), por lo que si x2 antes no depend´ıa
de ella ahora tampoco lo hace. Aunque se han an˜adido nuevas ligaduras, estas corresponden
a variables y canales nuevos, por lo que x2 tampoco depende de ellas. As´ı que ¬d(x2, H ′) y
x2#y2 sigue siendo factible. c.q.d.
PROPOSICIO´N 3.1.4. Sean H ∈ EHeap un heap etiquetado, θ1 I7→ x1#y1 ∈ H una creacio´n
de proceso factible y θ2
I7→ x2#y2 ∈ H una creacio´n de proceso no factible tal que pld(x2, H) =
θ1
I7→ x1#y1. Despue´s de crear x1#y1, x2#y2 sigue siendo no factible.
Demostracio´n
Tras la creacio´n de proceso correspondiente a x1#y1 se tiene que θ1
I7→ o1, siendo o1 un nuevo
canal. As´ı pues, si H ′ es el nuevo heap se tendra´ d(x2, H ′) y pld(x2, H ′) = θ1
I7→ o1, es decir,
sigue sin ser factible la creacio´n de proceso x2#y2. c.q.d.
Como las creaciones de proceso de un heap etiquetado no interfieren unas con otras, es
decir, cuando una de ellas es factible sigue sie´ndolo aunque otra se realize antes, y si no es
factible sigue sin serlo al procesarse las dema´s, no importa el orden en el que se efectuen.
Este resultado viene reflejado en el siguiente corolario:
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COROLARIO 3.1.5. Sea H ∈ EHeap un heap etiquetado con varias creaciones de proceso.
El orden de aplicacio´n de las reglas
CPI−→1 es irrelevante.
Demostracio´n
Trivial por las proposiciones 3.1.3 y 3.1.4. c.q.d.
Antes de demostrar otras propiedades se definira´n un par de conceptos:
DEFINICIO´N 3.1.6. Sea H ∈ EHeap. Se dice que H es un heap alcanzable si ∃E ∈ EExp
tal que
{main A7→ E} =⇒∗1 H. 2
LEMA 3.1.7. Sea H ∈ EHeap un heap etiquetado. Si H es alcanzable entonces H CPI−→1/ .
Demostracio´n
Trivial por las definiciones de heap alcanzable y de =⇒1. Si H CPI−→1 H ′ entonces H no ser´ıa
alcanzable pues la transicio´n =⇒1=−→1; CPI=⇒1 no se habr´ıa completado, contradiciendo la
definicio´n de heap alcanzable. c.q.d.
DEFINICIO´N 3.1.8. Sea H ∈ EHeap un heap etiquetado. Se definen los siguientes conjun-
tos:
ligaduras inactivas de H: LI(H) = {θ I7→ E | θ I7→ E ∈ H};
ligaduras bloqueadas de H: LB(H) = {θ B(τ)7→ E | θ B(τ)7→ E ∈ H};
ligaduras activas de H: LA(H) = {θ A7→ E | θ A7→ E ∈ H};
variables que aparecen en H: Var(H) = {x ∈ Var | x α7→ E ∈ H};
canales que aparecen en H: Chan(H) = {ch ∈ Chan | ch α7→ E ∈ H ∨ θ α7→ ch ∈ H}.
2
La siguiente propiedad indica que en cada heap alcanzable como mucho hay una ligadura
activa.
PROPOSICIO´N 3.1.9. Sea H ∈ EHeap un heap alcanzable. Entonces |LA(H)| ≤ 1, donde
| . | : Set → N es la funcio´n cardinal de un conjunto.
Demostracio´n
Trivial por induccio´n sobre las reglas. c.q.d.
PROPOSICIO´N 3.1.10. Sean H ∈ EHeap un heap etiquetado alcanzable y LAB(H) =
LA(H) ∪ LB(H) el conjunto formado por las ligaduras activas y bloqueadas de H. Este
conjunto se puede organizar en una secuencia dada por:
CH = {main B(τ1)7→ E1, τ1 B(τ2)7→ E2, . . . , τn−1 B(τn)7→ En, τn α7→ En+1}
donde la u´ltima ligadura es
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1. o bien τn
A7→ En+1,
2. o bien τn
B(τn+1)7→ En+1, donde τn+1 ∈ {τi | 1 ≤ i ≤ n}.
Demostracio´n
Se demuestra fa´cilmente por induccio´n sobre la aplicacio´n de las reglas. c.q.d.
CH se denomina cadena de ligaduras necesarias para la evaluacio´n de main en H, y
significa que a partir de la variable main, se va generando una cadena de bloqueos que indica
las variables o canales que deben ser evaluados para la obtencio´n del valor asociado a main.
La u´ltima ligadura de CH puede estar activa o bloqueada. En el caso de estar bloqueada
indica que se ha producido algu´n tipo de circularidad a la hora de evaluar las expresiones y
por lo tanto el heap etiquetado queda bloqueado y no se puede alcanzar ningu´n valor para
main.
DEFINICIO´N 3.1.11. Se dice que H ∈ EHeap un heap etiquetado alcanzable es desarrolla-
ble si la u´ltima ligadura de la secuencia CH se encuentra en estado activo. En caso contrario
se dice que H esta´ bloqueado.
2
La siguiente proposicio´n establece que si un heap etiquetado no esta´ bloqueado, entonces
para cualquier variable o canal, como ma´ximo habra´ una ligadura bloqueada en ella.
PROPOSICIO´N 3.1.12. Sea H ∈ EHeap un heap etiquetado alcanzable y desarrollable,
entonces
∀θ ∈ Var ∪ Chan : (τ B(θ)7→ E ∈ H ∧ τ ′ B(θ)7→ E ′ ∈ H ⇒ τ = τ ′ ∧ E ≡ E ′).
Demostracio´n
La demostracio´n se hara´ por induccio´n sobre las reglas.
regla demanda:
Sea H ′ = H + {τ IB7→ E, θ A7→ τ}, se bloquea θ B(τ)7→ τ ; supongamos que ya existe θ′ B(τ)7→ E ′ en
H, entonces por la proposicio´n 3.1.10 se tiene la cadena
CH = {main B(τ1)7→ E1, . . . , θ′ B(τ)7→ E ′, τ B(τ
′)7→ E, . . . , θ A7→ τ}
Es decir, τ esta´ bloqueada, as´ı que al aplicar la regla, el heap alcanzado no es desarrollable
(ya que todas las ligaduras esta´n bloqueadas).
Para las reglas demanda de aplicacio´n, demanda cp y demanda de comunicacio´n el razona-
miento es ana´logo. El resto de reglas son triviales. c.q.d.
Si una ligadura θ
B(τ)7→ E esta´ bloqueada en τ , es necesario que τ este´ evaluado para poder
desbloquear θ.
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PROPOSICIO´N 3.1.13. Sea H ∈ EHeap un heap etiquetado alcanzable. Si H + {θ B(τ)7→
E} =⇒∗1 H ′ + {θ A7→ W}, entonces existe un co´mputo H + {θ





Se observa que la u´nica regla que desbloquea las ligaduras es desbloqueo y desactivacio´n y,
para poder aplicarla, si θ
B(τ)7→ E ∈ H entonces es necesario que τ A7→ W ∈ H. c.q.d.
Si un canal ch aparece en un heap etiquetado alcanzable H, entonces aparece exactamen-
te dos veces: una en la parte izquierda de una ligadura y otra en la parte derecha de otra
ligadura.
PROPOSICIO´N 3.1.14. Sea H ∈ EHeap un heap etiquetado alcanzable. Se cumple que
∀ch ∈ Chan(H) : (∃!E.ch α7→ E ∈ H) ∧ (∃!θ.θ α7→ ch ∈ H).
Demostracio´n
Se demostrara´ por induccio´n sobre la obtencio´n del heap etiquetado teniendo en cuenta la
aplicacio´n de las reglas.
caso base:
Sea H = {main A7→ E}. Trivial pues Chan(H) = ∅.
paso de induccio´n:
Supongamos que en un heap alcanzable se cumple la propiedad. Se vera´ que al aplicar cual-
quier regla se sigue conservando.
creacio´n de proceso:
H : θ
A7→ x#y −→1 H + {θ A7→ o, i I7→ y, η(nh(x,H)), o I7→ η(x) z, z I7→ i}
So´lo podra´ ejecutarse si ¬d(x,H + {θ A7→ x#y}). En esta regla se an˜aden al heap eti-
quetado dos nuevos canales. Pero cada uno de ellos aparece en la parte derecha de
una ligadura y en la parte izquierda de otra ligadura; as´ı se conserva la propiedad.
Adema´s se an˜ade al heap etiquetado un conjunto de ligaduras dado por η(nh(x,H))
pero, puesto que se exige que no haya dependencias de canales, en este conjunto no
habra´ ligaduras con canales.
comunicacio´n:
H + {ch I7→ W} : θ A7→ ch −→1 H + {θ A7→ η(W )}+ η(nh(W,H))
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Una vez aplicada la regla la ligadura ch
I7→ W desaparece, por lo tanto no hay ninguna
ligadura en la que aparezca ch en el lado izquierdo, pero a su vez la ligadura θ
A7→ ch
donde aparece el canal en el lado derecho se modifica pasando a θ
A7→ η(W ), por lo
tanto el canal tambie´n desaparece del lado derecho. Esta regla so´lo puede ser aplicada
si se verifica que ¬d(W,H), es decir, W no depende de ningu´n canal, por lo tanto en
η(nh(W,H)), parte que se an˜ade al heap , no aparece ningu´n canal nuevo. Consecuen-
temente la propiedad se conserva, aunque con un canal menos.
creacio´n de proceso impaciente:
H : θ
I7→ x#y CPI−→1 H + {θ I7→ o, i I7→ y, η(nh(x,H)), o I7→ η(x) z, z I7→ i}
Ana´logo a la regla creacio´n de proceso.
En el resto de reglas no se modifica el conjunto de canales del heap.
c.q.d.
3.2. Sema´ntica natural extendida
La sema´ntica natural dada en [21], que se ha explicado tambie´n en la Seccio´n 2.1, esta´ de-
finida solamente para el nu´cleo funcional ampliado con la expresio´n let, es decir, el conjunto
Exp. Es necesario ampliar la sema´ntica natural para dar significado a las creaciones de pro-
cesos y de esta forma cubrir todo el conjunto de expresiones extendidas (EExp).
Si se quiere calcular el valor asociado a una expresio´n E en la sema´ntica natural, se
comienza evaluando dicha expresio´n en un heap vac´ıo (∅ : E) y aplicando las reglas dadas
se obtiene una derivacio´n. Al aplicar algunas de las reglas desaparecen del heap ciertas
ligaduras que pueden considerarse bloqueadas y que esta´n a la espera de que otra variable
sea evaluada. Esta pe´rdida de informacio´n dificulta la creacio´n impaciente de procesos. Por
ello es necesario ampliar el concepto de heap y considerarlo como un par 〈Γ,ΓB〉 donde ΓB
es el conjunto formado por las ligaduras bloqueadas a lo largo de una derivacio´n, es decir,
indica las ligaduras que ya han sido demandadas y que esta´n a la espera de algu´n valor para
continuar con su evaluacio´n. De esta forma si se quiere evaluar la expresio´n E, el heap inicial
sera´ 〈∅, ∅〉. Adema´s, como en la seccio´n anterior, las variables que esta´n bloqueadas llevara´n
una anotacio´n indicando la variable o canal en la que se han bloqueado. En realidad, estas
anotaciones no son relevantes en esta sema´ntica extendida y podr´ıan omitirse, sin embargo,
es necesario conocerlas para poder relacionar los heaps de la sema´ntica para un procesador
descrita en la seccio´n anterior con los heaps de la sema´ntica natural. De esta forma se obtienen
las siguientes definiciones:
DEFINICIO´N 3.2.1. Un heap de bloqueos ΓB ∈ BHeap es un conjunto finito de ligaduras
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bloqueadas del tipo θ
B(τ)7→ E.
2
DEFINICIO´N 3.2.2. Sea Γ ∈ Heap un heap de la sema´ntica natural. Se definen los siguientes
conjuntos:
variables que aparecen en Γ: Var(Γ) = {x ∈ Var | x 7→ E ∈ Γ};
canales que aparecen en Γ: Chan(Γ) = {ch ∈ Chan | ch 7→ E ∈ Γ};
variables y canales que aparecen en Γ: VCh(Γ) = Var(Γ) ∪ Chan(Γ).
Ana´logamente, sea ΓB ∈ BHeap un heap de bloqueos. Se definen los siguientes conjuntos:
variables que aparecen en ΓB: Var(ΓB) = {x ∈ Var | x B(τ)7→ E ∈ ΓB};
canales que aparecen en ΓB: Chan(ΓB) = {ch ∈ Chan | ch B(τ)7→ E ∈ ΓB};
variables y canales que aparecen en ΓB: VCh(ΓB) = Var(ΓB) ∪ Chan(ΓB).
2
DEFINICIO´N 3.2.3. Se define un heap ampliado como un par 〈Γ,ΓB〉 ∈ AHeap, y se denota
por Γ, siendo Γ ∈ Heap y ΓB ∈ BHeap tales que Var(Γ) ∩ Var(ΓB) = ∅. ΓB representa el
conjunto de ligaduras bloqueadas asociado a Γ.
2
DEFINICIO´N 3.2.4. Sea Γ = 〈Γ,ΓB〉 ∈ AHeap un heap ampliado . Se define los siguientes
conjuntos:
variables que aparecen en Γ: Var(Γ) = Var(Γ) ∪ Var(ΓB);
canales que aparecen en Γ: Chan(Γ) = Chan(Γ) ∪ Chan(ΓB);
variables y canales que aparecen en Γ: VCh(Γ) = VCh(Γ) ∪ VCh(ΓB);
2
Los heaps ampliados de la forma 〈Γ,ΓB〉 se modifican a lo largo de la derivacio´n segu´n
indican las reglas expresadas en las Figuras 3.5 y 3.6. No´tese que ahora las expresiones a
evaluar estara´n ligadas a alguna variable, y las aserciones sera´n de la siguiente forma:
Γ : θ 7→ E ⇓ ∆ : θ 7→ W,
donde θ /∈ VCh(Γ) ∪ VCh(∆).
En las reglas se ha utilizado la notacio´n Γ + {θ α7→ E} (siendo α del tipo B(τ) o nada)
para indicar que el heap ampliado Γ se extiende con una nueva ligadura. Si se trata de una
ligadura bloqueada, e´sta se incorporara´ a ΓB, en otro caso se incorporara´ a Γ.
Antes de explicar las reglas se definira´ el concepto de heap saturado, donde la nocio´n
de creacio´n de proceso factible es la misma que la expuesta en la Seccio´n 3.1, es decir, una
creacio´n de proceso es factible si no tiene dependencias.
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Sea Γ = 〈Γ,ΓB〉, θ /∈ VCh(Γ)
sat(Γ : θ 7→ E) = 〈∆,∆B〉 |= (∆B = ΓB) ∧ {(i)-(iii)} ∧ ∀A.(A |= {(i)-(iii)} ⇒ sat(Γ : θ 7→ E) ⊆ A)
(i) τ 7→ x#y ∈ Γ ∧ d(x,Γ ∪ ΓB ∪ {θ 7→ E}) ⇒ τ 7→ x#y ∈ ∆
(ii) τ 7→ x#y ∈ Γ ∧ ¬d(x,Γ ∪ ΓB ∪ {θ 7→ E}) ⇒ {τ 7→ o, i 7→ y, o 7→ η(x) z, z 7→ i} ∪ η(nh(x,Γ ∪ {θ 7→ E})) ⊆ ∆
donde o, i, z son frescas y η es un renombramiento fresco
(iii) τ 7→ E ∈ Γ con (E ≡/ x#y) ⇒ τ 7→ E ∈ ∆
Figura 3.4: Funcio´n de saturacio´n
Los heaps ampliados se saturan aplicando la funcio´n sat que se define en la Figura 3.4.
Esta funcio´n refleja la impaciencia asociada a las creaciones de procesos. Una creacio´n de
proceso podra´ realizarse siempre y cuando no tenga dependencias ni en el heap Γ, ni en el
heap de bloqueos ΓB, ni dependa de la variable o canal que se esta´ evaluando en el momento
en el que se aplica la saturacio´n. So´lo entonces se puede asegurar que todos los canales o
creaciones de procesos de los que dependa habra´n sido resueltos. De forma ana´loga a como
se hizo en la Seccio´n 3.1, se puede demostrar que al aplicar la funcio´n de saturacio´n a un
heap ampliado no importa el orden en el que se vayan realizando las creaciones de proceso,
pues las unas no interfieren con las otras.
DEFINICIO´N 3.2.5. Se dice que un heap ampliado Γ ∈ AHeap esta´ saturado en θ 7→ E si
todas las creaciones de procesos factibles se han realizado. Es decir, sat(Γ : θ 7→ E) = Γ.
2
En las aserciones Γ : θ 7→ E ⇓ ∆ : θ 7→ W de las Figuras 3.5 y 3.6 se considera que los
heaps Γ y ∆ esta´n saturados, la conservacio´n de esta propiedad se demuestra por induccio´n
sobre la derivacio´n. En algunas de estas nuevas reglas se hace referencia a las funciones
d, nh y pld. Aunque so´lamente se han definido para los heaps etiquetados (Seccio´n 2.3.4) son
trivialmente adaptables a los heaps ampliados.
Las nuevas reglas Lambda y Variable son muy similares a las expuestas en la Seccio´n 2.1,
salvo por la introduccio´n de la funcio´n de saturacio´n sat y porque cada heap va acompan˜ado
ahora de su correspondiente conjunto de ligaduras bloqueadas. Debido a que el proceso
de normalizacio´n de las expresiones extendidas es diferente al indicado en la Seccio´n 2.1
las reglas Let y Aplicacio´n se han modificado. En el primer caso es necesario incorporar
renombramientos de las variables ligadas a la expresio´n let (como ocurre en las reglas de Jauja
ba´sico para garantizar que todas las variables en el heap son distintas). En el segundo caso la
modificacio´n es mayor. En la sema´ntica natural de Launchbury se permiten expresiones E x,
en cambio, en Jauja ba´sico se exige que tanto el argumento como la abstraccio´n funcional en
una aplicacio´n sean variables, de forma que so´lo se admiten expresiones de la forma (x y).
El objetivo de esta restriccio´n es evitar que el co´mputo operacional se bloquee en el caso de
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(Lambda)
sat(Γ : θ 7→ λx.E) : θ 7→ λx.E ⇓ sat(Γ : θ 7→ λx.E) : θ 7→ λx.E si θ /∈ VCh(Γ)
(Aplicacio´n)
Γ + {θ B(x)7→ x y} : x 7→ E ⇓ ∆ + {θ B(x)7→ x y} : x 7→ λz.E′ ∆ + {x 7→ λz.E′} : θ 7→ E′[y/z] ⇓ Θ : θ 7→W
Γ + {x 7→ E} : θ 7→ x y ⇓ Θ : θ 7→W
(Variable)
Γ + {θ B(x)7→ x} : x 7→ E ⇓ ∆ + {θ B(x)7→ x} : x 7→W
Γ + {x 7→ E} : θ 7→ x ⇓ ∆ + {x 7→W} : θ 7→ Ŵ
(Let)
sat(Γ + {yi 7→ Ei[yj/xj ]nj=1}ni=1 : θ 7→ x[yj/xj ]nj=1) : θ 7→ x[yj/xj ]nj=1 ⇓ ∆ : θ 7→W
Γ : θ 7→ let {xi = Ei}ni=1 in x ⇓ ∆ : θ 7→W
donde yi ∈ Var frescas
Figura 3.5: Sema´ntica natural extendida: nu´cleo funcional
tener expresiones de aplicacio´n anidada 1. Por este motivo, en la primera parte de la regla
nueva se evalu´a la expresio´n ligada a la variable x y luego se realiza la β-reduccio´n.
Adema´s el conjunto de reglas se ha ampliado para incorporar la creacio´n de procesos
y la comunicacio´n de canales. Por un lado la regla creacio´n de procesos corresponde a la
evaluacio´n de una expresio´n de creacio´n de proceso que no tiene dependencias. Por otro
lado, la regla demanda de creacio´n de proceso refleja una situacio´n en la que la creacio´n
de proceso a evaluar tiene dependencias. En este caso se procede a evaluar la dependencia
dada por la funcio´n pld (explicada en la Seccio´n 3.1). Una vez evaluada dicha expresio´n, la
correspondiente ligadura se reincorpora al heap y se intenta de nuevo la creacio´n de proceso
de partida.
Tambie´n se han introducido dos reglas para la comunicacio´n mediante canales. La primera
de ellas, comunicacio´n, refleja el caso ma´s simple en el que se calcula el valor asociado a un
canal y el valor obtenido no tiene dependencias, as´ı que el valor se transmite sin ningu´n
problema. La segunda regla, demanda de comunicacio´n, expresa el caso en el que, una vez
obtenido el valor asociado al canal, e´ste depende de una comunicacio´n de proceso u otro
canal. En este caso, antes de transmitir el valor obtenido, se procede a la evaluacio´n de la
expresio´n de la que depende.
La funcio´n de saturacio´n se aplica cuando nuevas ligaduras se an˜aden al heap (regla Let)
1De hecho, este bloqueo se puede producir en la sema´ntica operacional de GpH dado en [4].
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(Creacio´n de proceso)
Γ + {i 7→ y, o 7→ η(x) z, z 7→ i}+ η(nh(x,Γ∗)) : θ 7→ o ⇓ ∆ : θ 7→W
Γ : θ 7→ x#y ⇓ ∆ : θ 7→W
si ¬d(x,Γ∗), donde Γ∗ = Γ ∪ ΓB ∪ {θ 7→ x#y}
(Demanda creacio´n de proceso)
Γ + {θ B(z)7→ x#y} : z 7→ E′ ⇓ ∆ + {θ B(z)7→ x#y} : z 7→W ′ ∆ + {z 7→W ′} : θ 7→ x#y ⇓ Θ : θ 7→W
Γ + {z 7→ E′} : θ 7→ x#y ⇓ Θ : θ 7→W
si d(x,Γ
∗
) ∧ pld(x,Γ∗) = z 7→ E′ ∧ z 6= θ, donde Γ∗ = Γ ∪ ΓB ∪ {z 7→ E′, θ 7→ x#y}
(Comunicacio´n)
Γ + {θ B(ch)7→ ch} : ch 7→ E ⇓ ∆ + {θ B(ch)7→ ch} : ch 7→W
Γ + {ch 7→ E} : θ 7→ ch ⇓ sat(∆ ∪ η(nh(W,∆)) : θ 7→ η(W )) : θ 7→ η(W )
si ¬d(W,∆ ∪∆B)
(Demanda comunicacio´n)
Γ + {θ B(ch)7→ ch} : ch 7→ E ⇓ ∆ + {z 7→ E′, θ B(ch)7→ ch} : ch 7→W
∆ + {ch 7→W, θ B(z)7→ ch} : z 7→ E′ ⇓ Θ + {ch 7→W, θ B(z)7→ ch} : z 7→W ′
Θ + {z 7→W ′, ch 7→W} : θ 7→ ch ⇓ Λ : θ 7→W ′′
Γ + {ch 7→ E} : θ 7→ ch ⇓ Λ : θ 7→W ′′
si d(W,∆∗) ∧ pld(W,∆∗) = z 7→ E′, donde ∆∗ = ∆ ∪∆B ∪ {z 7→ E′};
donde z ∈ Var frescas, o, i,∈ Chan frescos y η es un renombramiento fresco
Figura 3.6: Sema´ntica natural extendida: creacio´n de proceso y comunicacio´n
o alguna variable o canal pasa de estar ligada a un canal a estar ligada a un valor (regla
Comunicacio´n). Al aplicar la regla creacio´n de proceso no se efectu´a la saturacio´n porque
todas las ligaduras que se introducen en el heap ampliado corresponden a variables y canales
frescos.
Se puede demostrar fa´cilmente que las reglas esta´n bien definidas ; es decir, que en todas
las aserciones los heaps ampliados esta´n saturados, que sus conjuntos de variables son dis-
juntos y que la variable ligada a la expresio´n a evaluar no aparece ligada ni en el heap ni en
el heap de bloqueos que forman el correspondiente heap ampliado.
La siguiente proposicio´n establece que en una derivacio´n el heap de bloqueos inicial
coincide siempre con el final.
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PROPOSICIO´N 3.2.6. Para cualquier asercio´n derivable
〈Γ,ΓB〉 : θ 7→ E ⇓ 〈∆,∆B〉 : θ 7→ W
se tiene que ΓB = ∆B.
Demostracio´n
Se demuestra fa´cilmente por induccio´n sobre las reglas que se aplican. c.q.d.
3.2.1. Consistencia entre la sema´ntica natural y su extensio´n
A continuacio´n se demostrara´ que la extensio´n dada para la sema´ntica natural es con-
sistente con la sema´ntica expuesta en la Seccio´n 2.1. Esta consistencia se basa en ver que
para toda expresio´n E ∈ Exp el valor obtenido en la sema´ntica extendida es el mismo que el
producido en la sema´ntica original, as´ı como que el valor producido en la sema´ntica original
coincide con el obtenido en la sema´ntica extendida. Para poder demostrarlo es necesario
especificar co´mo pasar de los heaps de Launchbury a los heaps ampliados y viceversa.
Pasar de los heaps ampliados a los heaps de Launchbury es sencillo, basta tomar la
proyeccio´n del heap ampliado Γ. Adema´s la expresio´n a evaluar sera´ aquella que esta´ ligada
a la ligadura que se esta´ evaluando.
DEFINICIO´N 3.2.7. Sea Γ : x 7→ E un heap ampliado en el que se esta´ evaluando la
ligadura x 7→ E y donde Γ = 〈Γ,ΓB〉. Su correspondiente heap de Launchbury y la expresio´n
a evaluar sera´: Γ : E.
2
Sin embargo, pasar de un heap de Launchbury a un heap ampliado no es tan fa´cil. Para
empezar no se dispone de la informacio´n de las ligaduras que se han ido bloqueando a lo largo
de la derivacio´n, ni tampoco de la variable ligada a la expresio´n que se esta´ evaluando. Se
recuerda que dicha informacio´n era necesaria para calcular las dependencias de las creaciones
de proceso y de los canales. Si se asegura que no hay expresiones de dicho tipo entonces
podra´ tomarse como heap ampliado aquel formado por el heap de Launchbury y considerar
que el heap de bloqueos es cualquier conjunto de ligaduras bloqueadas cuyas variables sean
disjuntas a las del heap de partida, la expresio´n a evaluar se ligara´ a una variable que no
este´ en el heap ampliado que se acaba de construir.
DEFINICIO´N 3.2.8. Sea Γ : E un heap de Launchbury en el que se esta´ evaluando la
expresio´n E. Su correspondiente heap ampliado con la ligadura a evaluar vendra´ dado por:
〈Γ,ΓB〉 : x 7→ E
para cualquier ΓB tal que Var(Γ) ∩ Var(ΓB) = ∅ y x es cualquier variable que verifica que
x /∈ Var(Γ) ∪ Var(ΓB).
2
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TEOREMA 3.2.9. Sea E ∈ Exp. Si 〈Γ,ΓB〉 : y 7→ E ⇓ 〈∆,∆B〉 : y 7→ W 2 entonces
Γ : E ⇓ ∆ : W .
Demostracio´n
Se demostrara´ por induccio´n sobre la derivacio´n. Como x#y /∈ Exp se tiene que todos los
heaps ampliados esta´n saturados.
Lambda:
Γ : y 7→ λx.E ⇓ Γ : y 7→ λx.E
Es trivial ver que
Γ : λx.E ⇓ Γ : λx.E.
Aplicacio´n:
Γ + {θ B(x1)7→ x1 x2} : x1 7→ E ⇓ ∆ + {θ B(x1)7→ x1 x2} : x1 7→ λz.E′
∆ + {x1 7→ λz.E′} : θ 7→ E′[x2/z] ⇓ Θ : θ 7→W
Γ + {x1 7→ E} : y 7→ x1 x2 ⇓ Θ : y 7→W
Sean Γ = 〈Γ,ΓB〉, ∆ = 〈∆,∆B〉 y Θ = 〈Θ,ΘB〉.
Por hipo´tesis de induccio´n se tiene que
(1) Γ : E ⇓ ∆ : λz.E ′ y
(2) (∆, x1 7→ λz.E ′) : E ′[x2/z] ⇓ Θ : W .
Utilizando la regla Aplicacio´n de la sema´ntica natural original se puede derivar
(Γ, x1 7→ E) : x1 x2 ⇓ Θ : W .
(1) Γ:E ⇓ ∆:λz.E′
(Γ,x1 7→E):x1 ⇓ (∆,x1 7→λz.E′):λt.E′[t/z] (2) (∆, x1 7→ λz.E ′) : E ′[t/z][x2/t] ⇓ Θ : W
(Γ, x1 7→ E) : x1 x2 ⇓ Θ : W
donde se ha aplicado que E ′[t/z][x2/t] = E ′[x2/z].
Variable: Se demuestra con un razonamiento ana´logo al anterior.
Let: La demostracio´n es trivial teniendo en cuenta que no es necesario renombrar las
variables xi, pues el proceso de normalizacio´n asegura que estas variables no aparecen
en el heap y por lo tanto no puede haber conflictos.
El resto de reglas no son aplicables, puesto que involucran creaciones de proceso o canales,
que no pertenecen al conjunto de expresiones Exp. c.q.d.
Antes de demostrar la consistencia de la sema´ntica extendida en la direccio´n contraria se
demostrara´ una propiedad que se utilizara´ para la demostracio´n del teorema.
PROPOSICIO´N 3.2.10. Si Γ : E ⇓ ∆ : W entonces Var(Γ) ⊆ Var(∆).
2Por supuesto, los heaps Γ,ΓB ,∆ y ∆B so´lo involucran expresiones E ∈ Exp y no contienen canales.
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Demostracio´n
Se demostrara´ por induccio´n sobre la derivacio´n:
Lambda: Trivial que Var(Γ) ⊆ Var(Γ).
Aplicacio´n:
Γ : x ⇓ ∆ : λz.E ′ ∆ : E ′[y/z] ⇓ Θ : W
Γ : x y ⇓ Θ : W
Hay que ver que Var(Γ) ⊆ Var(Θ). Por hipo´tesis de induccio´n se tiene que Var(Γ) ⊆
Var(∆) y Var(∆) ⊆ Var(Θ). Por la transitividad de ⊆ se tiene que Var(Γ) ⊆ Var(Θ).
Variable:
Γ : E ⇓ ∆ : W
(Γ, x 7→ E) : x ⇓ (∆, x 7→ W ) : Ŵ
Hay que ver que Var((Γ, x 7→ E)) ⊆ Var((∆, x 7→ W )). Por hipo´tesis de induccio´n se
tiene que Var(Γ) ⊆ Var(∆), luego Var((Γ, x 7→ E)) = Var(Γ)∪{x} HI⊆ Var(∆)∪{x} =
Var((∆, x 7→ W )).
Let:
(Γ, x1 7→ E1, ..., xn 7→ En) : E ⇓ ∆ : W
Γ : let {xi = Ei}ni=1 in E ⇓ ∆ : W
Hay que demostrar que Var(Γ) ⊆ Var(∆). Por hipo´tesis de induccio´n se tiene que
Var((Γ, x1 7→ E1, ..., xn 7→ En)) ⊆ Var(∆). Ahora bien, Var(Γ) ⊆ Var(Γ) ∪ {xi}ni=1 =




Sea E ∈ Exp una expresio´n. Si Γ : E ⇓ ∆ : W entonces para todo ΓB tal que Var(ΓB) ∩
(Var(Γ) ∪ Var(∆)) = ∅ y para todo x tal que x /∈ Var(Γ) ∪ Var(ΓB) ∪ Var(∆) se tiene que
〈Γ,ΓB〉 : x 7→ E ⇓ 〈∆,ΓB〉 : x 7→ W .
Demostracio´n
Antes de empezar con la demostracio´n, hay que recordar que en Exp se admiten aplicaciones
del tipo (E x) mientras que en EExp se exige que sean de la forma (x y). Cualquier expresio´n
(E x) se puede transformar a la sintaxis restringida mediante el uso de declaraciones locales,
as´ı que se supondra´ que las expresiones E en el enunciado del teorema ya se han transformado.
Se demostrara´ por induccio´n sobre la derivacio´n. Aunque no se indique expl´ıcitamente se
aplicara´ la Proposicio´n 3.2.6 en numerosas ocasiones.
Lambda:
Γ : λx.E ⇓ Γ : λx.E
Al no haber creaciones de proceso, todo heap ampliado esta´ ya saturado, as´ı que es
trivial ver que
〈Γ,ΓB〉 : y 7→ λx.E ⇓ 〈Γ,ΓB〉 : y 7→ λx.E,
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para cualesquiera ΓB e y que verifiquen las hipo´tesis del teorema.
Aplicacio´n:
Γ : x ⇓ ∆ : λz.E ′ ∆ : E ′[y/z] ⇓ Θ : W
Γ : x y ⇓ Θ : W
Por hipo´tesis de induccio´n se tiene que:
(1) 〈Γ,ΓB〉 : x1 7→ x ⇓ 〈∆,ΓB〉 : x1 7→ λz.E ′ y
(2) 〈∆,∆B〉 : x2 7→ E ′[y/z] ⇓ 〈Θ,∆B〉 : x2 7→ W ,
para cualesquiera ΓB, ∆B, x1 y x2 que verifiquen las hipo´tesis del teorema.
Como Γ : x ⇓ ∆ : λz.E ′ entonces existe E ∈ Exp tal que Γ = (Γ∗, x 7→ E) y
Γ∗ : E ⇓ ∆∗ : λz.E ′ con ∆ = (∆∗, x 7→ λz.E ′); si no fuera as´ı x no obtendr´ıa ningu´n
valor. Por lo tanto tambie´n se tiene como hipo´tesis de induccio´n:
(3) 〈Γ∗,Γ∗B〉 : x3 7→ E ⇓ 〈∆∗,Γ∗B〉 : x3 7→ λz.E ′.
Hay que ver que 〈Γ∗,ΓB〉 + {x 7→ E} : t 7→ x y ⇓ 〈Θ,ΓB〉 : t 7→ W pa-
ra cualesquiera ΓB y t tales que Var(ΓB) ∩ (Var(Γ∗) ∪ {x} ∪ Var(Θ)) = ∅ y t /∈
Var(ΓB) ∪ Var(Γ∗) ∪ {x} ∪ Var(Θ). Utilizando la regla Aplicacio´n de la figura 3.5:
〈Γ∗,ΓB〉+ {t B(x)7→ x y} : x 7→ E
(3)
⇓ 〈∆∗,ΓB〉+ {t B(x)7→ x y} : x 7→ λz.E ′
〈∆∗,ΓB〉+ {x 7→ λz.E ′} : t 7→ E ′[y/z]
(2)
⇓ 〈Θ,ΓB〉 : t 7→ W
〈Γ∗,ΓB〉+ {x 7→ E} : t 7→ x y ⇓ 〈Θ,ΓB〉 : t 7→ W
Para poder utilizar las hipo´tesis de induccio´n (3) y (2) hay que asegurar que los con-
juntos de bloqueo y las variables elegidas en la instanciacio´n de la regla de Aplicacio´n
verifican las hipo´tesis del teorema. En el caso de (3), si se tiene que Var(ΓB)∩(Var(Γ∗)∪
{x} ∪ Var(Θ)) = ∅ y t /∈ Var(ΓB) ∪ Var(Γ∗) ∪ Var(Θ) entonces tambie´n se cumple
que (Var(ΓB) ∪ {t}) ∩ (Var(Γ∗) ∪ Var(∆∗)) y x /∈ Var(ΓB) ∪ Var(Γ∗) ∪ Var(∆∗)
ya que por la Proposicio´n 3.2.10 Var(∆∗) ⊆ Var(Θ). Adema´s, con este resultado
se comprueba fa´cilmente que Var(ΓB) ∩ (Var(∆∗) ∪ {x} ∪ Var(Θ)) = ∅ y que t /∈
Var(ΓB) ∪ Var(∆∗) ∪ Var(Θ), que justifica el uso de (2).
Variable:
Γ : E ⇓ ∆ : W
(Γ, x 7→ E) : x ⇓ (∆, x 7→ W ) : Ŵ
Por hipo´tesis de induccio´n se tiene que: 〈Γ,ΓB〉 : y 7→ E ⇓ 〈∆,ΓB〉 : y 7→ W , para
todo ΓB e y que verifiquen las hipo´tesis.
Hay que demostrar que
〈Γ,ΓB〉+ {x 7→ E} : y 7→ x ⇓ 〈∆,ΓB〉+ {x 7→ W} : y 7→ Ŵ
siendo ΓB e y como indican las hipo´tesis, es decir, Var(ΓB)∩(Var(Γ)∪{x}∪Var(∆) = ∅
e y /∈ Var(ΓB)∪Var(Γ)∪{x}∪Var(∆). Adema´s x /∈ Var(Γ)∪Var(∆), ya que si no fuera
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as´ı habr´ıa conflicto de variables y no podr´ıa aplicarse la regla. Por lo tanto, se tiene que
(Var(ΓB)∪{y})∩ (Var(Γ)∪Var(∆)) = ∅ y que x /∈ Var(ΓB)∪{y}∪Var(Γ)∪Var(∆),
lo que permite instanciar la hipo´tesis de induccio´n de forma que se puede aplicar la
regla Variable de la sema´ntica natural extendida:
〈Γ,ΓB〉+ y B(x)7→ E : x 7→ E
HI
⇓ 〈∆,ΓB〉+ {y B(x)7→ x} : x 7→ W
〈Γ,ΓB〉+ {x 7→ E} : y 7→ x ⇓ 〈∆,ΓB〉+ {x 7→ W} : y 7→ Ŵ
Let:
En la regla Let expuesta en la Figura 2.3 debido a la normalizacio´n que realiza Laun-
chbury (2.2) no se realiza ningu´n renombramiento de las variables locales. Sin embargo
se esta´n tomando las expresiones expuestas en la Figura 2.5, y el renombramiento de
las variables locales es necesario, por lo que la regla Let queda ligeramente modificada:
(Γ, {yi 7→ Ei[yj/xj]nj=1}ni=1) : x[yj/xj]nj=1 ⇓ ∆ : W
Γ : let {xi = Ei}ni=1 in x ⇓ ∆ : W
Por hipo´tesis de induccio´n se sabe que:
〈Γ,ΓB〉+ {yi 7→ Ei[yj/xj]nj=1}ni=1 : y 7→ x[yj/xj]nj=1 ⇓ 〈∆,ΓB〉 : W,
donde ΓB e y cumplen las hipo´tesis del teorema.
Hay que demostrar: 〈Γ,ΓB〉 : y 7→ let {xi = Ei}ni=1 in x ⇓ 〈∆,ΓB〉 : W , donde ΓB e
y verifican las hipo´tesis. Aplicando la regla Let de la sema´ntica extendida se tiene:
〈Γ,ΓB〉+ {yi 7→ Ei[yj/xj]nj=1}ni=1 : y 7→ x[yj/xj]nj=1
HI
⇓ 〈∆,ΓB〉 : W
〈Γ,ΓB〉 : y 7→ let {xi = Ei}ni=1 in x ⇓ 〈∆,ΓB〉 : W
No es necesario saturar el heap en las premisas ya que no hay creaciones de proceso.
Con un razonamiento similar al de los casos anteriores y teniendo en cuenta que las
variables yi son frescas, es decir, yi 6= y y yi /∈ Var(ΓB) se puede aplicar la hipo´tesis de




Siguiendo los pasos de los autores de [4] que ampliaron la demostracio´n de Launchbury
en [21] adecua´ndola a la sema´ntica operacional que defininieron para GpH, en este cap´ıtulo
se demuestran la correccio´n, adecuacio´n y determinacio´n de la sema´ntica de Jauja ba´sico.
Antes de empezar a demostrar estas propiedades se probara´ que la sema´ntica operacional
de Jauja ba´sico para un u´nico procesador expuesta en la Seccio´n 3.1 es equivalente a la
sema´ntica natural extendida expuesta en la Seccio´n 3.2.
4.1. Equivalencia entre sema´nticas
En esta seccio´n se demostrara´ que, para cualquier expresio´n extendida E ∈ EExp, el
valor obtenido con la sema´ntica operacional de Jauja ba´sico para un u´nico procesador (Sec-
cio´n 3.1) es el mismo que el obtenido mediante las reglas de la sema´ntica natural extendida
(Seccio´n 3.2).
Para poder estudiar la equivalencia entre las sema´nticas es necesario poder relacionar
los heaps etiquetados de la sema´ntica de Jauja ba´sico, formados por ligaduras etiquetadas
(definicio´n 2.3.2), con los heaps ampliados de la sema´ntica natural (definicio´n 3.2.3).
DEFINICIO´N 4.1.1. Sea H ∈ EHeap un heap etiquetado alcanzable. Se define el heap
ampliado asociado a H, denotado por ΓH como el heap ampliado 〈Γ,ΓB〉 dado por:
Γ = {θ 7→ E | θ I7→ E ∈ LI(H)},
ΓB = LB(H).
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Ana´logamente, sea Γ = 〈Γ,ΓB〉 ∈ AHeap un heap ampliado. Se define el heap etiquetado
asociado a Γ y se denota por HΓ como el heap etiquetado tal que:
LI(HΓ) = {θ I7→ E | θ 7→ E ∈ Γ},
LB(HΓ) = ΓB. 2
A continuacio´n se enuncian unas propiedades sencillas que resultara´n u´tiles para las
demostraciones del resto de esta seccio´n:
PROPOSICIO´N 4.1.2. Sean E ∈ EExp ∪ Chan, Γ ∈ AHeap, θ, τ ∈ Var ∪ Chan tal que
θ /∈ VCh(Γ) y HΓ ∈ EHeap el heap etiquetado asociado a Γ. Si Γ
′
= Γ + {θ α7→ E} entonces
el heap etiquetado asociado a Γ
′
es HΓ′ = HΓ + {θ
α′7→ E} siendo
{
α′ = I si α =′ ′
α′ = α si α = B(τ)
.
Demostracio´n
Trivial por la definicio´n de heap etiquetado asociado. c.q.d.
PROPOSICIO´N 4.1.3. Sean E ∈ EExp, H ∈ EHeap, θ, τ ∈ Var ∪Chan tal que θ /∈ VCh(H)
y ΓH ∈ AHeap el heap ampliado asociado a H. Si H ′ = H + {θ α7→ E} entonces el heap
ampliado asociado a H ′ es ΓH′ = ΓH + {θ α
′7→ E} donde
{
α′ =′ ′ si α = I
α′ = α si α = B(τ)
.
Demostracio´n
Trivial por la definicio´n de heap ampliado asociado. c.q.d.
Antes de enunciar los dos teoremas que establecen la equivalencia se enunciara´n algunos
lemas que sera´n necesarios para su demostracio´n.
LEMA 4.1.4. Sean Γ ∈ AHeap, E ∈ EExp y θ /∈ VCh(Γ) tal que Γ esta´ saturado en θ 7→ E,
entonces si HΓ es el heap etiquetado asociado a Γ se tiene que HΓ + {θ A7→ E} CPI−→1/ .
Demostracio´n
Se demostrara´ por reduccio´n al absurdo:
Supongamos que se puede realizar un paso
CPI−→1, eso significa que existe una creacio´n de
proceso factible τ
I7→ x#y ∈ HΓ, es decir, ¬d(x,HΓ + {θ A7→ E}). Entonces, por la definicio´n
de HΓ se tiene que τ 7→ x#y ∈ Γ y ¬d(x,Γ ∪ {θ 7→ E}) y, por tanto, Γ no estar´ıa todav´ıa
saturado.
c.q.d.
LEMA 4.1.5. Sean Γ ∈ AHeap un heap ampliado, E ∈ EExp y θ /∈ VCh(Γ). Entonces se
cumple que HΓ + {θ A7→ E} CPI=⇒1 Hsat(Γ:θ 7→E) + {θ A7→ E}.
Demostracio´n
Sean Γ = 〈Γ,ΓB〉 y sat(Γ : θ 7→ E) = 〈∆,ΓB〉.
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Por el Corolario 3.1.5 se sabe que no importa el orden en el que se realicen las creacio-
nes de proceso. Sea τ 7→ x#y ∈ Γ tal que ¬d(x,Γ ∪ {θ 7→ E}), entonces por la definicio´n de
la funcio´n de saturacio´n se tiene que
{τ 7→ o, i 7→ y, o 7→ η(x) z, z 7→ i} ∪ η(nh(x,Γ + {θ 7→ E})) ⊆ ∆
.Adema´s, por la definicio´n de heap etiquetado asociado se sabe que τ
I7→ x#y ∈ HΓ y
¬d(x,HΓ + {θ A7→ E}), eligiendo las mismas variables y canales frescos y el mismo renombra-
miento fresco η que se escogen al hacer la saturacio´n, se tiene que
HΓ+{θ A7→ E} CPI−→1 HΓ′ + {θ
A7→ E ′}+ {τ I7→ o, i I7→ y, o I7→ η(x) z, z I7→ i}+ η(nh(x,HΓ + {θ A7→ E}))
De esta forma se demuestra que para cada ”paso de saturacio´n”de Γ en θ 7→ E se puede
realizar una transicio´n
CPI−→1 de forma que las modificaciones en el heap ampliado Γ tengan
su reflejo exacto en las modificaciones de HΓ + {θ 7→ E}. c.q.d.
LEMA 4.1.6. Sean H,H ′ ∈ EHeap heaps etiquetados, E ∈ EExp y θ /∈ VCh(H)∪VCh(H ′)
tal que H + {θ A7→ E} CPI=⇒1 H ′ + {θ A7→ E ′} CPI−→1/ . Entonces, eligiendo de forma adecuada
los renombramientos, variables y canales frescos durante la saturacio´n, se tiene que ΓH′ =
sat(ΓH : θ 7→ E).
Demostracio´n
El razonamiento es ana´logo al anterior; para cada transicio´n
CPI−→1 se demuestra que se puede
realizar un paso de saturacio´n de ΓH en θ 7→ E. Si no se pueden realizar ma´s transiciones
CPI−→1 es que se ha logrado la saturar ΓH . c.q.d.
COROLARIO 4.1.7. Si H + {θ A7→ E} es un heap alcanzable, entonces ΓH esta´ saturado en
θ 7→ E.
Demostracio´n
Por el Lema 3.1.7 se sabe que si H + {θ A7→ E} es alcanzable entonces todas las creaciones
de proceso factibles se han realizado, es decir, H + {θ A7→ E} CPI=⇒1 H + {θ A7→ E} y por el
Lema 4.1.6 se tiene que ΓH = sat(ΓH : {θ 7→ E}), luego ΓH esta´ saturado. c.q.d.
Se recuerda que cada transicio´n =⇒1 en la sema´ntica de Jauja ba´sico para un procesador
se descompone en −→1; CPI=⇒1. A lo largo de la demostracio´n se utilizara´ la siguiente notacio´n:
=⇒1 para indicar que se da un solo paso. Junto al s´ımbolo aparecera´ el nombre de la
regla de tipo −→1 que se aplica en la primera parte de la transicio´n.
=⇒∗1 para indicar que se dan varios pasos (o ninguno).
Cuando se considere oportuno se descompondra´ la transicio´n aplicando primero una
regla de tipo −→1, seguida de CPI=⇒1.
Si se utiliza alguno de los lemas expuestos anteriormente se indicara´ expl´ıcitamente junto al
s´ımbolo de regla o transicio´n que se esta´ aplicando en ese paso.
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TEOREMA 4.1.8. Equivalencia 1.
Sean E ∈ EExp ∪ Chan, Γ, ∆ ∈ AHeap y θ /∈ VCh(Γ). Si Γ : θ 7→ E ⇓ ∆ : θ 7→ W ,
entonces existe un co´mputo tal que HΓ + {θ A7→ E} =⇒∗1 H∆ + {θ A7→ W}.
Demostracio´n
Por induccio´n sobre las derivaciones teniendo en cuenta que, cada vez que se introduzcan
variables, canales y renombramientos frescos, se tomara´n los mismos en ambas sema´nticas.
lambda:
sat(Γ : θ 7→ λx.E) ⇓ sat(Γ : θ 7→ λx.E)
Sea ∆ = sat(Γ : θ 7→ λx.E). La demostracio´n es trivial por la reflexividad de =⇒∗1:
H∆ + {θ A7→ λx.E} =⇒∗1 H∆ + {θ A7→ λx.E}
.
aplicacio´n:
Γ + {θ B(x)7→ x y} : x 7→ E ⇓ ∆ + {θ B(x)7→ x y} : x 7→ λz.E′ ∆ + {x 7→ λz.E′} : θ 7→ E′[y/z] ⇓ Θ : θ 7→W
Γ + {x 7→ E} : θ 7→ x y ⇓ Θ : θ 7→W
Por hipo´tesis de induccio´n:
(1) HΓ + {θ
B(x)7→ x y, x A7→ E} =⇒∗1 H∆ + {θ
B(x)7→ x y, x A7→ λz.E ′} y
(2) H∆ + {x I7→ λz.E ′, θ A7→ E ′[y/z]} =⇒∗1 HΘ + {θ A7→ W}
Hay que demostrar que HΓ + {x I7→ E, θ A7→ x y} =⇒∗1 HΘ + {θ A7→ W}
caso 1: E ≡ λz.E ′. En este caso se tiene que ∆ = Γ ya que al estar E evaluado se
aplica la regla Lambda.




lema 4.1.5, ∆ saturado
CPI
=⇒1
H∆ + {x I7→ λz.E ′, θ A7→ E ′[y/z]}
H∆ + {x I7→ λz.E ′, θ A7→ E ′[y/z]}
HI (2) =⇒∗1 HΘ + {θ A7→ W}
caso 2: E /∈ Val








B(x)7→ x y, x A7→ E}
HΓ + {θ
B(x)7→ x y, x A7→ E}
HI (1) =⇒∗1 H∆ + {θ
B(x)7→ x y, x A7→ λz.E ′}
desb-desact =⇒1 H∆ + {x I7→ λz.E ′ + θ A7→ x y}
β-red. =⇒1 H∆ + {x I7→ λz.E ′ + θ A7→ E ′[y/z]}
HI (2) =⇒∗1 HΘ : θ A7→ W
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variable:
Γ + {θ B(x)7→ x} : x 7→ E ⇓ ∆ + {θ B(x)7→ x} : x 7→ W
Γ + {x 7→ E} : θ 7→ x ⇓ ∆ + {x 7→ W} : θ 7→ Ŵ
Por hipo´tesis de induccio´n HΓ + {θ
B(x)7→ x, x A7→ E} =⇒∗1 H∆ + {θ
B(x)7→ x, x A7→ W}.
Hay que demostrar que HΓ + {x I7→ E, θ A7→ x} =⇒∗1 H∆ + {x I7→ W, θ A7→ Ŵ}
HΓ + {x I7→ E, θ A7→ x}
demanda =⇒1 HΓ + {θ
B(x)7→ x, x A7→ E}
HI =⇒∗1 H∆ + {θ
B(x)7→ x, x A7→ W}
desb-desact =⇒1 H∆ + {x I7→ W, θ A7→ x}
valor −→1 H∆ + {x I7→ W, θ A7→ W}
let:
sat(Γ + {yi 7→ E1[yj/xj]nj=1}ni=1 : θ 7→ x[yj/xj]nj=1) : θ 7→ x[yj/xj]nj=1 ⇓ ∆ : θ 7→ W
Γ : θ 7→ let {xi = Ei}ni=1 in x ⇓ ∆ : θ 7→ W
Sea Γ1 = Γ + {yi 7→ E1[yj/xj]nj=1}ni=1.
Por hipo´tesis de induccio´n: Hsat(Γ1:θ 7→x[yj/xj ]nj=1) + {θ
A7→ x[yj/xj]nj=1} =⇒∗1 H∆ : θ A7→ W .
Hay que demostrar que HΓ + {θ A7→ let {xi = Ei}ni=1 in x} =⇒∗1 ∆ : θ A7→ W .
HΓ : θ







HΓ + {yi I7→ Ei[yj/xj]nj=1}ni=1 + {θ A7→ x[yj/xj]nj=1}
Hsat(Γ1:θ 7→x[yj/xj ]nj=1) + {θ
A7→ x[yj/xj]nj=1}
HI =⇒∗1 H∆ : θ A7→ W
creacio´n de proceso:
Γ + {i 7→ y, o 7→ η(x) z, z 7→ i}+ η(nh(x,Γ∗)) : θ 7→ o ⇓ ∆ : θ 7→ W
Γ : θ 7→ x#y ⇓ ∆ : θ 7→ W
si ¬d(x,Γ∗), donde Γ∗ = Γ ∪ ΓB ∪ {θ 7→ x#y}
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Por hipo´tesis de induccio´n
HΓ + {i 7→ y, o 7→ η(x) z, z 7→ i}+ η(nh(x,Γ∗)) + {θ A7→ o} =⇒∗1 H∆ + {θ A7→ W}.
Adema´s como ¬d(x,Γ∗) entonces la creacio´n de proceso ligada a θ es factible.
Al realizar la creacio´n de proceso se escogera´n las mismas variables y canales frescos y el
mismo renombramiento η.









HΓ + {i I7→ y, o I7→ η(x) z, z I7→ i}+ η(nh(x,Γ∗)) + {θ A7→ o}
HΓ + {i I7→ y, o I7→ η(x) z, z I7→ i}+ η(nh(x,Γ∗)) + {θ A7→ o}
HI =⇒∗1 H∆ + {θ A7→ W}
demanda de creacio´n de proceso:
Γ + {θ B(z)7→ x#y} : z 7→ E′ ⇓ ∆ + {θ B(z)7→ x#y} : z 7→W ′ ∆ + {z 7→W ′} : θ 7→ x#y ⇓ Θ : θ 7→W
Γ + {z 7→ E′} : θ 7→ x#y ⇓ Θ : θ 7→W
si d(x,Γ
∗
) ∧ pld(x,Γ∗) = z 7→ E ′ ∧ z 6= θ, donde Γ∗ = Γ ∪ ΓB ∪ {z 7→ E ′, θ 7→ x#y}
Por hipo´tesis de induccio´n,
(1) HΓ + {θ
B(z)7→ x#y, z A7→ E ′} =⇒∗1 H∆ + {θ
B(z)7→ x#y, z A7→ W ′},
(2) H∆ + {z I7→ W ′, θ A7→ x#y} =⇒∗1 HΘ : θ A7→ W .
Adema´s se tiene que d(x,HΓ + {θ
B(z)7→ x#y, z A7→ E ′}) y pld(x,HΓ + {θ
B(z)7→ x#y, z A7→ E ′}) =
z
I7→ E ′
Hay que demostrar, HΓ + {z I7→ E ′, θ A7→ x#y} =⇒∗1 HΘ + {θ A7→ W}.
HΓ + {z I7→ E ′, θ A7→ x#y}
dem. cp. =⇒1 HΓ + {θ
B(z)7→ x#y, z A7→ E ′}
HI (1) =⇒∗1 H∆ + {θ
B(z)7→ x#y, z A7→ W ′}
desb-desact =⇒1 H∆ + {z I7→ W ′, θ A7→ x#y}
HI (2) =⇒∗1 HΘ : θ A7→ W
comunicacio´n:
La demostracio´n es similar a las anteriores.
Γ + {θ B(ch)7→ ch} : ch 7→ E ⇓ ∆ + {θ B(ch)7→ ch} : ch 7→ W
Γ + {ch 7→ E} : θ 7→ ch ⇓ sat(∆ ∪ η(nh(W,∆)) : θ 7→ η(W )) : θ 7→ η(W )
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si ¬d(W,∆ ∪∆B).
Por hipo´tesis de induccio´n, HΓ + {θ
B(ch)7→ ch, ch A7→ E} =⇒∗1 H∆ + {θ
B(ch)7→ ch, ch 7→ W}.
Hay que demostrar, HΓ + {ch I7→ E, θ A7→ ch} =⇒∗1 Hsat(∆∪η(nh(W,∆)):θ 7→η(W )) + {θ A7→ η(W )}.
HΓ + {ch I7→ E, θ A7→ ch}
demanda =⇒1 HΓ + {θ
B(ch)7→ ch, ch A7→ E}
HI =⇒∗1 H∆ + {θ
B(ch)7→ ch, ch 7→ W}







H∆ + η(nh(W,∆)) + {θ A7→ η(W )}
Hsat(∆∪η(nh(W,∆)):θ 7→η(W )) + {θ A7→ η(W )}
demanda de comunicacio´n:
La demostracio´n es similar a las anteriores. c.q.d.
TEOREMA 4.1.9. Equivalencia 2. Sean E ∈ EExp ∪ Chan y H + {θ A7→ E} un heap
etiquetado alcanzable.
Si H + {θ A7→ E} =⇒∗1 H ′ + {θ A7→ W}, entonces ΓH : θ 7→ E ⇓ ΓH′ : θ 7→ W .
Demostracio´n
Se hara´ por induccio´n sobre el co´mputo para H + {θ A7→ E}.
caso base: No se aplica ninguna regla; por tanto H ′ = H y E ya esta´ en whnf, es de-
cir, E ≡ λx.E ′.
Por ser H + {θ A7→ λx.E ′} un heap etiquetado alcanzable, entonces por el Corolario 4.1.7 ΓH
esta´ saturado en θ 7→ λx.E ′ y se tiene
ΓH : θ 7→ λx.E ′
Lambda
⇓ ΓH : θ 7→ λx.E ′.
regla valor: Si la primera regla del co´mputo es la regla valor, se tiene que E ≡ x, y







H∗ + {x I7→ W, θ A7→ W}
H∗ + {x I7→ W, θ A7→ W} = H + {θ A7→ W}
* Como H+{θ A7→ E} es un heap etiquetado alcanzable la creacio´n de proceso impaciente no
produce ningu´n cambio ya que el heap original H no ten´ıa creaciones de proceso pendientes,
y el cambio de θ
A7→ x (con x I7→ W ∈ H) a θ A7→ W no puede hacer factible ninguna creacio´n
de proceso en H.
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De esta forma, ΓH = ΓH∗ + {x 7→ W} esta´ saturado en θ 7→ x por el Corolario 4.1.7,
igualmente Γ
′
= ΓH∗ + {θ B(x)7→ x} esta´ saturado en x 7→ W . Aplicando la regla Variable,
ΓH∗ + {θ B(x)7→ x} : x 7→ W
Lambda
⇓ ΓH∗ + {θ B(x)7→ x} : x 7→ W
ΓH : θ 7→ x ⇓ ΓH : θ 7→ W
regla demanda: Se necesita que E ≡ τ y H = H∗+{τ I7→ E}. No puede ser que τ B7→ E ∈ H,
ya que por la proposicio´n 3.1.10 el co´mputo se bloquear´ıa y no se alcanzar´ıa ningu´n valor
para θ.
H∗ + {τ I7→ E, θ A7→ τ}
demanda =⇒1 H∗ + {θ B(τ)7→ τ, τ A7→ E}
lema 3.1.13 =⇒∗1 H ′′ + {θ
B(τ)7→ τ, τ A7→ W} (1)
desb-desact =⇒1 H ′′ + {τ I7→ W, θ A7→ τ} (2)
caso 1: τ ∈ Var
(2) valor =⇒1 H ′′ + {τ I7→ W, θ A7→ W}
= H ′ + {θ A7→ W}
A partir de (1), por hipo´tesis de induccio´n se tiene que
ΓH∗ + {θ B(τ)7→ τ} : τ 7→ E ⇓ ΓH′′ + {θ B(τ)7→ τ} : τ 7→ W
Aplicando la regla Variable,
ΓH∗ + {θ B(τ)7→ τ} : τ 7→ E
HI
⇓ ΓH′′ + {θ B(τ)7→ τ} : τ 7→ W
ΓH∗ + {τ 7→ E}︸ ︷︷ ︸
ΓH
: θ 7→ τ ⇓ ΓH′′ + {τ 7→ W}︸ ︷︷ ︸
ΓH′
: θ 7→ W
caso 2: τ ∈ Chan






H ′′ + η(nh(W,H ′′)) + {θ A7→ η(W )}
H ′′′ + η(nh(W,H ′′)) + {θ A7→ η(W )}
= H ′ : θ A7→ η(W )
A partir de (1) por hipo´tesis de induccio´n se tiene
ΓH∗ + {θ B(τ)7→ τ} : τ 7→ E ⇓ ΓH′′ + {θ B(τ)7→ τ} : τ 7→ W
y puesto que el valor no tiene dependencias, se puede aplicar la regla Comunicacio´n
para obtener
ΓH : θ 7→ τ ⇓ ΓH′ : θ 7→ η(W )
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ΓH∗ + {θ B(τ)7→ τ} : τ 7→ E
HI
⇓ ΓH′′ + {θ B(τ)7→ τ} : τ 7→ W
ΓH∗ + {τ 7→ E}︸ ︷︷ ︸
ΓH
: θ 7→ τ ⇓ sat(ΓH′′ + η(nh(W,ΓH′′)) : θ 7→ η(W ))︸ ︷︷ ︸
ΓH′′′ + η(nh(W,ΓH′′))︸ ︷︷ ︸
ΓH′
: θ 7→ η(W )
• subcaso 2.2: d(W,H ′′) ∧ pld(W,H ′′) = z I7→ E ′,
luego d(W,ΓH′′) ∧ pld(W,ΓH′′) = z 7→ E ′
(2) = H ′′′ + {τ I7→ W, z I7→ E ′, θ A7→ τ}
dem. com. =⇒1 H ′′′ + {τ I7→ W, θ B(z)7→ τ, z A7→ E ′}
lem. 3.1.13 =⇒∗1 H iv + {τ I7→ W, θ
B(z)7→ τ, z A7→ W ′}
desb-desact =⇒1 H iv + {τ I7→ W, z I7→ W ′, θ A7→ τ} (3)
Si W no tiene dependencias se procede a realizar la comunicacio´n (como en el
subcaso 2.1). En caso contrario se vuelve a aplicar la demanda de comunicacio´n
hasta que todas las dependencias hayan sido resueltas (como los heaps son finitos
este proceso termina en algu´n momento). Por lo tanto existe un heap etiquetado
final en el que θ obtiene un valor que le ha sido comunicado:
(3) =⇒∗1 H ′ + {θ A7→ W ′′}
Por hipo´tesis de induccio´n se tiene
(1) ΓH∗ + {θ B(τ)7→ τ} : τ 7→ E ⇓ ΓH′′ + {θ B(τ)7→ τ} : τ 7→ W ,
(2) ΓH′′′ + {τ 7→ W, θ B(z)7→ τ} : z 7→ E ′ ⇓ ΓHiv + {τ 7→ W, θ B(z)7→ τ} : z 7→ W ′,
(3) ΓHiv + {τ 7→ W, z 7→ W ′} : θ 7→ τ ⇓ ΓH′ : θ 7→ W ′′.
y aplicando la regla Demanda de comunicacio´n y teniendo en cuenta co´mo se
corresponden los heaps etiquetados y los heaps ampliados , se obtiene el resultado
buscado:




B(τ)7→ τ}︷ ︸︸ ︷
ΓH′′ + {θ B(τ)7→ τ} : τ 7→ W
ΓH′′′ + {τ 7→, θ B(z)7→ τ} : z 7→ E ′
HI (2)
⇓ ΓHiv + {τ 7→ W, θ B(z)7→ τ} : z 7→ W ′
ΓHiv + {z 7→ W ′, τ 7→ W} : θ 7→ τ
HI (3)
⇓ ΓH′ : θ A7→ W ′′
ΓH∗ + {τ 7→ E}︸ ︷︷ ︸
ΓH
: θ 7→ τ ⇓ ΓH′ : θ 7→ W ′′
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demanda de aplicacio´n: En este caso se tiene E ≡ x y y H = H∗+{x I7→ E ′} con E ′ /∈ Val .
H∗ + {x I7→ E ′, θ A7→ x y}
demanda ap. =⇒1 H∗ + {θ B(x)7→ x y, x A7→ E ′}
lem. 3.1.13 =⇒∗1 H ′′ + {θ
B(x)7→ x y, x A7→ λz.E ′′}
desb-desact =⇒1 H ′′ + {x I7→ λz.E ′′, θ A7→ x y}
β-red. =⇒1 H ′′ + {x I7→ λz.E ′′, θ A7→ E ′′[y/z]}
=⇒∗1 H ′′′ + {x I7→ λz.E ′′, θ A7→ W}
= H ′ : θ A7→ W
Por hipo´tesis de induccio´n se tiene
(1) ΓH∗ + {θ B(x)7→ x y} : x 7→ E ′ ⇓ ΓH′′ + {θ B(x)7→ x y} : x 7→ λz.E ′′, y
(2) ΓH′′ + {x 7→ λz.E ′′} : θ 7→ E ′′[y/z] ⇓ ΓH′′′ + {x 7→ λz.E ′′} : θ 7→ W
Utilizando la regla Aplicacio´n,
ΓH∗ + {θ B(x)7→ x y} : x 7→ E ′
HI (1)
⇓ ΓH′′ + {θ B(x)7→ x y}x 7→ λz.E ′′
ΓH′′ + {x 7→ λz.E ′′} : θ 7→ E ′′[y/z]
HI (2)
⇓ ΓH′′ + {x 7→ λz.E ′′}θ 7→ W
ΓH∗ + {x 7→ E ′}︸ ︷︷ ︸
ΓH
: θ 7→ x y ⇓ ΓH′′′ + {x 7→ λz.E ′′}︸ ︷︷ ︸
ΓH′
: θ 7→ W
β-reduccio´n:
Ana´logo a la segunda parte de la regla demanda de aplicacio´n.
let:
H : θ






H + {yi I7→ Ei[yj/xj]nj=1}ni=1 : θ A7→ x[yj/xj]nj=1
H ′′ + {yi I7→ Ei[yj/xj]nj=1}ni=1 : θ A7→ x[yj/xj]nj=1
= H1 : θ
A7→ x[yj/xj]nj=1
=⇒∗1 H ′ : θ A7→ W
Teniendo en cuenta que por hipo´tesis de induccio´n
ΓH′′ + {yi 7→ Ei[yj/xj]nj=1}ni=1 : θ 7→ x[yj/xj]nj=1 ⇓ ΓH′ : θ 7→ W
se puede aplicar la regla let :
ΓH′′+{yi 7→Ei[yj/xj ]nj=1}ni=1︷ ︸︸ ︷
sat(ΓH + {yi 7→ Ei[yj/xj]nj=1}ni=1 : θ 7→ x[yj/xj]nj=1) : θ 7→ x[yj/xj]nj=1
HI
⇓ ΓH′ : θ 7→ W
ΓH : θ 7→ let {xi = Ei}ni=1 in x ⇓ ΓH′ : θ 7→ W
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creacio´n de proceso: Se tiene que E ≡ x#y y se supone que ¬d(x,H + {θ A7→ x#y})
H + {θ A7→ x#y}
creac. proc. =⇒1 H + {i I7→ y, o I7→ η(x) z, z I7→ i}+ η(nh(x,H + {θ A7→ x#y})) + {θ A7→ o}
= H1 + {o I7→ η(x) z, θ A7→ o}
demanda =⇒1 H1 + {θ B(o)7→ o, o A7→ η(x) z}
lem. 3.1.13 =⇒∗1 H ′′ + {θ
B(o)7→ o, o A7→ W}
desb-desact =⇒1 H ′′ + {o I7→ W, θ A7→ o}
(♦) =⇒∗1 H ′ + {θ A7→ W}
(♦) Con un razonamiento ana´logo al de la regla demanda se tiene que θ alcanza el valor W .
Por hipo´tesis de induccio´n se tiene
ΓH1 + {o 7→ η(x) z} : θ
B(o)7→ o ⇓ ΓH′ : θ 7→ W
y adema´s ¬d(x,Γ∗) donde Γ∗ = ΓH ∪ ΓBH ∪ {θ 7→ x#y}. Aplicando la regla Creacio´n de
proceso, se tiene que
ΓH1+{o 7→η(x) z}︷ ︸︸ ︷
ΓH + {i 7→ y, o 7→ η(x) z, z 7→ i}+ η(nh(x,Γ∗)) : θ 7→ o
HI
⇓ ΓH′ : θ A7→ W
ΓH : θ 7→ x#y ⇓ ΓH′ : θ A7→ W
comunicacio´n:
Similar al subcaso 2.1 de la regla demanda.
demanda de creacio´n de proceso:
d(x,H∗) ∧ pld(x,H∗) = z I7→ E donde H∗ = H + {z I7→ E, θ A7→ x#y}
H∗ + {z I7→ E, θ A7→ x#y}
dem.creac. proc. =⇒1 H∗ + {θ B(z)7→ x#y, z A7→ E}
=⇒∗1 H ′′ + {θ
B(z)7→ x#y, z A7→ W ′}
desb-desact =⇒1 H ′′ + {z I7→ W ′, θ A7→ x#y}
=⇒∗1 H ′ + {θ A7→ W}
Teniendo en cuenta que por hipo´tesis de induccio´n
(1) ΓH∗ + {θ B(z)7→ x#y} : z 7→ E ⇓ ΓH′′ + {θ B(z)7→ x#y} : z 7→ W ′







= ΓH∗ ∪ {z 7→ E, θ 7→ x#y}) se puede aplicar la
regla Demanda de creacio´n de proceso para obtener
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ΓH∗ + {θ B(z)7→ x#y} : z 7→ E
HI (1)
⇓ ΓH′′ + {θ B(z)7→ x#y} : z 7→ W ′
ΓH′′ + {z 7→ W ′} : θ 7→ x#y
HI (2)
⇓ ΓH′ : θ 7→ W
ΓH∗ + {z 7→ E} : θ 7→ x#y ⇓ ΓH′ : θ 7→ W
demanda de comunicacio´n:
Similar al subcaso 2.2 de la regla demanda. c.q.d.
4.2. Sema´ntica denotacional esta´ndar
Se comienza dando una ampliacio´n de la sema´ntica denotacional esta´ndar para r-Jauja,
es decir, la sema´ntica denotacional de Abramsky ampliada con la creacio´n de procesos. Se
hace notar que se esta´ trabajando con la sema´ntica mı´nima, pues lo u´nico que se quiere
estudiar por el momento es el valor final de la variable main, por ello, se define la denotacio´n
de la creacio´n de proceso, x#y, como la de la aplicacio´n, x y, ignorando los procesos y
comunicaciones en cuanto a lo que al valor final de ambas expresiones se refiere. Sin embargo,
hay que tener en cuenta la presencia de canales en los heaps que estamos considerando, por
lo que es necesario ampliar la definicio´n de entorno.
DEFINICIO´N 4.2.1. Un entorno, ρ, es una funcio´n que asocia variables y canales a valores,
ρ ∈ Env = Var ∪ Chan 7→ Val⊥,
donde el conjunto de valores, Val⊥, esta´ formado por las expresiones de EExp en whnf y el
valor indefinido (⊥).
2
[[λx.E]]ρ = liftλ.[[E]]ρ[x 7→]
[[x y]]ρ = drop([[x]]ρ)([[y]]ρ)
[[x#y]]ρ = [[x y]]ρ
[[θ]]ρ = ρ(θ)
[[let {xi = Ei}ni=1 in x]]ρ = [[x[yj/xj ]nj=1]]{{y1 7→E1[yj/xj ]nj=1, ..., yn 7→En[yj/xj ]nj=1}}ρ
Figura 4.1: Sema´ntica denotacional de Jauja ba´sico
Para dotar de significado a las expresiones se utiliza la funcio´n sema´ntica:
[[− ]]ρ : EExp ∪ Chan → Env → Val⊥
que viene definida en la Figura 4.1.
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La recursio´n que genera la expresio´n let se captura mediante un entorno definido de forma
recursiva mediante la siguiente funcio´n:
{{. . .}} : Heap → Env → Env
que viene definida como:
{{x1 7→ E1, . . . , xn 7→ En}}ρ = µρ′.ρ unionsq (x1 7→ [[E1]]ρ′ . . . xn 7→ [[En]]ρ′)
donde µ representa el menor punto fijo del operador. No´tese que esta definicio´n so´lo tiene
sentido si el entorno ρ y el heap Γ = {x1 7→ E1, . . . , xn 7→ En} son consistentes, es decir,
en caso de que liguen una misma variable deben hacerlo a valores para los que exista una
cota superior. Esta funcio´n puede verse como un modificador de entornos ya que extiende
el entorno an˜adiendo, de forma adecuada, las ligaduras del heap. Una definicio´n equivalente
viene dada por:
{{∅} ρ = ρ
{{Γ, x 7→ E}}ρ = µρ′.{{Γ}}ρ′ unionsq (x 7→ [[E]]ρ′) unionsq ρ
Por lo tanto si ρ y Γ son consistentes se tiene que ∀x.ρ(x) v ({{Γ}}ρ)(x).
Se define un orden ≤ entre los entornos de forma que ρ ≤ ρ′ significa que
∀x ∈ Var .ρ(x) 6=⊥⇒ ρ(x) = ρ′(x).
As´ı, si ρ ≤ ρ′ entonces ρ′ tiene ma´s variables ligadas que ρ, pero una variable ligada en ρ
tiene el mismo valor en ρ′. El orden de los entornos se fija con respecto a las variables y no a
los canales. Los canales aparecen y desaparecen del heap y son so´lo un medio para mantener
la idea de que dos procesos interactuan entre s´ı comunica´ndose un valor a trave´s de un canal.
En el caso de un heap ampliado, Γ = 〈Γ,ΓB〉 ∈ AHeap, es suficiente con la informacio´n
que se encuentra en Γ. Por ello se define la funcio´n proyeccio´n dada por:
pr : AHeap → Heap
pr(Γ) = pr(〈Γ,ΓB〉) = Γ
.
En el siguiente lema se demuestra que el valor denotacional de una expresio´n coincide
con el de cualquier renombramiento suyo.
LEMA 4.2.2. Sean E ∈ EExp ∪ Chan, ρ ∈ Env y Γ ∈ AHeap un heap ampliado consistente
con ρ. Entonces,
[[E]]{{pr(Γ)}}ρ = [[η(E)]]{{pr(η(nh(E,Γ)))}}ρ
donde η es un renombramiento fresco.
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Demostracio´n
Sean ρ, ρ′ ∈ Env tales que ρ′ ≤ ρ. Si [[E]]ρ 6=⊥, entonces para obtener la denotacio´n de E es
suficiente con conocer ρ′ tal que ∀τ ∈ Var ∪ Chan.τ ∈ VCh(nh(E,Γ)) ⇒ [[τ ]]ρ′ 6=⊥. Por lo
tanto,
[[E]]{{pr(Γ)}}ρ = [[E]]{{pr(nh(E,Γ))}} = [[η(E)]]{{pr(η(nh(E,Γ)))}}
c.q.d.
PROPOSICIO´N 4.2.3. Sea Γ = 〈Γ,ΓB〉 ∈ AHeap un heap ampliado en el que se quiere
evaluar θ 7→ E (donde E ∈ EExp y θ ∈ Var ∪ Chan tal que θ /∈ VCh(Γ)). Entonces
{{pr(Γ)}}ρ ≤ { pr(sat(Γ : θ 7→ E))}}ρ.
Demostracio´n
Esto se debe a que la funcio´n de saturacio´n so´lo modifica pr(Γ) an˜adiendo ligaduras o modi-
ficando la expresio´n ligada a alguna variable o canal, pero nunca eliminando ligaduras. Hay
que ver que el nuevo valor asociado es sema´nticamente equivalente. Se demostrara´ el caso de
las creaciones de proceso factibles.
Sea τ 7→ x#y ∈ Γ tal que d(x,Γ ∪ {θ 7→ E}) entonces τ 7→ o ∈ pr(sat(Γ : θ 7→ E)). Sea
ρ′ = {{pr(Γ)}} y ρ′′ = {{pr(sat(Γ : θ 7→ E))}}, hay que ver que que ρ′(τ) = ρ′′(tau) si ρ′(τ) 6=⊥,
es decir, [[x#y]]ρ′ = [[o]]ρ′′ .
Por un lado se tiene que [[x#y]]ρ′ = [[x y]]ρ′′ , por otro
[[o]]ρ′′ = [[η(x) z]]ρ′′
= drop([[η(x)]]ρ′′)([[z]]ρ′′)






En [21], Launchbury demostro´ que para las expresiones en Exp la sema´ntica operacional
natural es correcta con respecto a la sema´ntica denotacional esta´ndar, es decir, que el signi-
ficado de los te´rminos se conserva a lo largo del co´mputo. En esta seccio´n se va a extender
este resultado para las expresiones extendidas en EExp. En [5] fue suficiente con demostrar
la correccio´n para las nuevas expresiones con las que se extendio´ la sema´ntica natural. Sin
embargo, en este caso se considera oportuno reescribir toda la demostracio´n dada por Laun-
chbury, pues las reglas de la sema´ntica natural extendida son considerablemente distintas a
las de la sema´ntica natural.
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TEOREMA 4.3.1. Sean E ∈ EExp ∪ Chan, Γ = 〈Γ,ΓB〉,∆ = 〈∆,∆B〉 ∈ AHeap y θ /∈
VCh(Γ).
Si Γ : θ 7→ E ⇓ ∆ : θ 7→ W entonces para todo entorno ρ,
[[E]]{{pr(Γ)}}ρ = [[W ]]{{pr(∆)}}ρ ∧ {{pr(Γ)}}ρ ≤ { pr(∆)}}ρ
Demostracio´n
La demostracio´n se hara´ por induccio´n sobre la derivacio´n Γ : θ 7→ E ⇓ ∆ : θ 7→ W .
regla lambda:
La demostracio´n es trivial.
regla variable:
Primero se demostrara´ que {{Γ + {x 7→ E}}}ρ ≤ { pr(sat(∆ + {x 7→ W} : θ 7→ W ))}}ρ.
{{Γ + {x 7→ E}}}ρ
(def.)
= µρ′.{{Γ}}ρ′ unionsq (x 7→ [[E]]ρ′) unionsq ρ
= µρ′.{{Γ}}ρ′ unionsq (x 7→ [[E]]{{Γ}}ρ′) unionsq ρ
(HI)
= µρ′.{{Γ}}ρ′ unionsq (x 7→ [[W ]]{{∆}}ρ′) unionsq ρ
≤ µρ′.{{∆}}ρ′ unionsq (x 7→ [[W ]]{{∆}}ρ′) unionsq ρ
≤ µρ′.{{∆}}ρ′ unionsq (x 7→ [[W ]]ρ′) unionsq ρ
(def.)
= {{∆ + {x 7→ W}}}ρ
(prop. 4.2.3)
≤ {{pr(sat(∆ + {x 7→ W} : θ 7→ W ))}}ρ
A continuacio´n se demostrara´ que [[x]]{{Γ,x 7→E}}ρ = [[W ]]{{pr(sat(∆+{x7→W}:θ 7→W ))}}ρ.
[[x]]{{Γ+{x 7→E}}}ρ
= {{Γ + {x 7→ E}}}ρ(x)
(por def. de ≤) = {{pr(sat(∆ + {x 7→ W} : θ 7→ W ))}}ρ(x)
= [[W ]]{{pr(sat(∆+{x 7→W}:θ 7→W ))}}ρ
regla aplicacio´n:
Primero se demostrara´ que {{Γ + {x 7→ E}}}ρ ≤ {Θ}}ρ:
{{Γ + {x 7→ E}}}ρ
= µρ′.{{Γ}}ρ′ unionsq (x 7→ [[E]]ρ′) unionsq ρ
= µρ′.{{Γ}}ρ′ unionsq (x 7→ [[E]]{{Γ}}ρ′) unionsq ρ
(HI)
= µρ′.{{Γ}}ρ′ unionsq (x 7→ [[λz.E ′]]{{∆}}ρ′) unionsq ρ
≤ µρ′.{{∆}}ρ′ unionsq (x 7→ [[λz.E ′]]ρ′) unionsq ρ
= {{∆ + {x 7→ λz.E ′}}}ρ
≤ {{pr(sat(∆ + {x 7→ λz.E ′} : θ 7→ E ′[y/z]))}}ρ
(HI)
≤ {Θ}}ρ
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A continuacio´n se demostrara´ que [[x y]]{{Γ+{x 7→E}}}ρ = [[W ]]{{Θ}}ρ:
[[x y]]{{Γ+{x 7→E}}}ρ
= drop([[x]]{{Γ+{x 7→E}}}ρ)([[y]]{{Γ+{x 7→E}}}ρ)
= drop([[E]]{{∆+{x 7→E}}}ρ)([[y]]{{∆+{x 7→E}}}ρ)
(HI)
= drop({{∆ + {x 7→ λz.E ′}}}ρ(x))([[y]]{{∆+{x7→λz.E′}}}ρ)
= drop([[λz.E ′]]{{∆+{x 7→λz.E′}}}ρ)([[y]]{{∆+{x 7→λz.E′}}}ρ)
= (λν.[[E ′]]{{∆+{x7→λz.E′,z 7→ν}}}ρ)([[y]]{{∆+{x 7→λz.E′}}}ρ)
= [[E ′]]{{∆+{x 7→λz.E′,z 7→[[y]]{∆+{x 7→λz.E′}} ρ}}}ρ
= [[E ′[y/z]]]{{∆+{x 7→λz.E′}}}ρ
(prop. 4.2.3)




Se comienza demostrando que {{Γ}}ρ ≤ {∆}}ρ:
{{Γ}}ρ
(yi variables frescas) ≤ {{Γ + {yi 7→ Ei[yj/xj]nj=1}ni=1}}
(prop. 4.2.3)
≤ {{pr(sat(Γ + {yi 7→ Ei[yj/xj]nj=1}ni=1 : θ 7→ x[yj/xj]nj=1))}}
(HI)
≤ {∆}}ρ
A continuacio´n se demuestra que [[let {xi = Ei}ni=1 in x]]{{Γ}}ρ = [[W ]]{{∆}}ρ:






j=1]]{{pr(sat(Γ+{yi 7→Ei[yj/xj ]nj=1}ni=1:θ 7→x[yj/xj ]nj=1))}}ρ
(HI)
= [[W ]]{{∆}}ρ
regla creacio´n de proceso:
Sea Γ1 = Γ + {i 7→ y, z 7→ i, o 7→ η(x)z}a + eta(nh(x,Γ)) Se comienza demostrando que
{{Γ}}ρ ≤ {∆}}ρ:
{{Γ}}ρ
(las vars. nuevas son frescas) ≤ {{pr(Γ1)}}ρ
(HI)
≤ {∆}}ρ
A continuacio´n se demuestra que [[x#y]]{{Γ}}ρ = [[W ]]ρ{{∆}}ρ y que coincide con la denotacio´n
de la aplicacio´n.














Se ha aplicado el lema 4.2.2 y que para calcular la denotacio´n de una expresio´n es suficiente
conocer un entorno en el que las variables y canales del heap necesario de la expresio´n no
este´n indefinidas.
Adema´s, por hipo´tesis de induccio´n se sabe que
[[o]]{{pr(Γ1)}}ρ = [[W ]]{{pr(∆)}}
demanda de creacio´n de proceso:
Se probara´ que {{Γ + {z I7→ E ′}}}ρ ≤ {Θ}}ρ
{{Γ + {z E′7→}}}ρ
= µρ′.{{Γ}}ρ′ unionsq (z 7→ [[E ′]]ρ′) unionsq ρ
= µρ′.{{Γ}}ρ′ unionsq (z 7→ [[E ′]]{{Γ}}ρ′) unionsq ρ
(HI)
≤ µρ′.{{∆}}ρ′ unionsq (z 7→ [[W ′]]{{∆}}ρ′) unionsq ρ
≤ µρ′.{{∆}}ρ′ unionsq (z 7→ [[W ′]]ρ′) unionsq ρ
(def.)




Se demuestra que {{Γ + {ch 7→ E}}}ρ ≤ {∆ + η(nh(W,∆))}}ρ.
{{Γ + {ch E7→}}}ρ
= µρ′.{{Γ}}ρ′ unionsq (ch 7→ [[E]]ρ′) unionsq ρ
= µρ′.{{Γ}}ρ′ unionsq (ch 7→ [[E]]{{Γ}}ρ′) unionsq ρ
(HI)
≤ µρ′.{{∆}}ρ′ unionsq (ch 7→ [[W ]]{{∆}}ρ′) unionsq ρ
≤ µρ′.{{∆}}ρ′ unionsq (ch 7→ [[W ]]ρ′) unionsq ρ
(def.)
= {{∆ + {ch 7→ W}}}ρ
(∗) ≤ {{∆ + η(nh(W,∆))}}ρ
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(∗) En este paso se ha tenido en cuenta que los canales no influyen en la definicio´n de ≤ de
los entornos, por ello no importa que el canal ch no este´ en el entorno final. Por otro lado el
entorno ha sido ampliado con las ligaduras de η(nh(W,∆)) que esta´n formadas por variables
frescas (luego es consistente con ∆).
demanda de comunicacio´n:
Se demuestra que {{Γ + {ch 7→ E}}}ρ ≤ {Λ}}ρ.
{{Γ + {ch E7→}}}ρ
= µρ′.{{Γ}}ρ′ unionsq (ch 7→ [[E]]ρ′) unionsq ρ
= µρ′.{{Γ}}ρ′ unionsq (ch 7→ [[E]]{{Γ}}ρ′) unionsq ρ
(HI)
≤ µρ′.{{∆}}ρ′ unionsq (ch 7→ [[W ]]{{∆}}ρ′) unionsq ρ
≤ µρ′.{{∆}}ρ′ unionsq (ch 7→ [[W ]]ρ′) unionsq ρ
(def.)
= {{∆ + {ch 7→ W}}}ρ
(HI)
≤ {Θ + {ch 7→ W}}}ρ
(1) ≤ {{Θ + {ch 7→ W, z 7→ W ′}}}ρ
(HI)
≤ {Λ}}ρ
(1) Por la formacio´n de los heaps z 7→ E /∈ Θ, luego si a dicho heap se le an˜ade dicha ligadura
el entorno obtenido sera´ mayor.
La demostracio´n de [[E]]{{pr(Γ)}}ρ = [[W ]]{{pr(∆)}}ρ en las u´ltimas reglas se realiza razonando
de forma similar a como se ha hecho con las dema´s reglas. c.q.d.
DEFINICIO´N 4.3.2. Sea H ∈ EHeap un heap etiquetado alcanzable. La funcio´n
{{. . .}} : EHeap → Env → Env
viene definida como {{H}} = {{pr(ΓH)}}.
2
TEOREMA 4.3.3. Correccio´n. Sean E ∈ EExp ∪Chan y H+{θ A7→ E} un heap etiquetado
alcanzable. Si H + {θ A7→ E} =⇒∗1 H ′ + {θ A7→ W} entonces para todo entorno ρ,
[[E]]{{H}}ρ = [[W ]]{{H′}}ρ ∧ {{H}}ρ ≤ {H ′}}ρ
Demostracio´n
Aplicando la equivalencia entre ambas sema´nticas dada en el Teorema 4.1.9 y la correccio´n




En la seccio´n anterior se ha probado que si una reduccio´n existe entonces la denotacio´n
de los te´rminos se conserva. En esta seccio´n se quiere ver cua´ndo existe dicha reduccio´n.
El siguiente teorema establece que si una expresio´n E ∈ EExp ∪ Chan evalu´a a un valor
W , entonces su denotacio´n no esta´ indefinida.
TEOREMA 4.4.1. Adecuacio´n I. Sean E ∈ EExp ∪ Chan, Γ,∆ ∈ AHeap y θ /∈ VCh(Γ).
Si Γ : θ 7→ E ⇓ ∆ : θ 7→ W entonces [[E]]{{pr(Γ)}}ρ 6=⊥.
Demostracio´n
Es fa´cil de demostrar por tratarse de un corolario del Teorema 4.3.3. Puesto que W es un
valor entonces W ≡ λx.E ′ y [[λx.E ′]]pr(∆)ρ 6=⊥. c.q.d.
Por otro lado se establece tambie´n que si la denotacio´n de una expresio´n esta´ definida
entonces existira´ una derivacio´n en la que dicha expresio´n obtenga un valor.
TEOREMA 4.4.2. Adecuacio´n II. Sean E ∈ EExp∪Chan y Γ ∈ AHeap. Si [[E]]{{pr(Γ)}}ρ 6=⊥
entonces existe un heap ampliado ∆ ∈ AHeap y un valor W ∈ Val tal que Γ : θ 7→ E ⇓ ∆ :
θ 7→ W (para cualquier θ /∈ VCh(Γ) ∪ VCh(∆)).
Demostracio´n
Sera´ necesario extender la sema´ntica denotacional de recursos, N , dada por Launchbury
en [21]. Se trata de una variante de la sema´ntica denotacional esta´ndar y coincide con e´sta
si se dispone de infinitos recursos.
PENDIENTE
4.5. Determinacio´n
En esta seccio´n se va a demostrar que se obtiene el mismo resultado independientemen-
te de si se aplica la sema´ntica operacional de Jauja ba´sico para un procesador o para n
procesadores.
Por un lado se vera´ que si para la evaluacio´n de la variable principal (main ) es necesario
evaluar una variable o canal θ, entonces θ tambie´n sera´ evaluado aplicando la sema´ntica para
n procesadores.
PROPOSICIO´N 4.5.1. Sea E ∈ EExp una expresio´n extendida. Se supone que
{main A7→ E} =⇒1 H1 =⇒1 H2 =⇒1 . . . y
{main A7→ E} =⇒ K1 =⇒ K2 =⇒ . . . .
Si θ esta´ activa en algu´n heap etiquetado Hi entonces existe j tal que θ esta´ activa en Kj.
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Demostracio´n
Sea Hi con alguna variable o canal activo. Por la proposicio´n 3.1.10 se tiene que
LAB(Hi) = CHi = {main
B(τ1)7→ E1, τ1 B(τ2)7→ E2, . . . , τn A7→ E}
Es decir, τn corresponde a la u´nica ligadura activa en Hi y esta´ demandada por la variable
principal.
En realidad, esto ocurre tambie´n para cada Kj (j ≤ i), porque si en alguno no hubiera
ninguna ligadura activa, entonces el co´mputo estar´ıa completamente bloqueado. As´ı se tiene:
main
A7→ τ1, τ1 A7→ E1, τ2 A7→ E2, . . . , τi A7→ Ei
con τj ∈ Hj.
Basta ver que para cada regla =⇒1 que nos permite pasar de τj A7→ Ej a τj+1 A7→ Ej+1 tiene
su correspondencia en =⇒. c.q.d.
El siguiente teorema establece que el valor obtenido es el mismo independientemente de
la sema´ntica operacional que se utilize.
TEOREMA 4.5.2. Determinacio´n Sea E ∈ EExp. Si {main A7→ E} =⇒∗1 H + {main A7→
W} y {main A7→ E} =⇒ K1 =⇒ K2 =⇒ . . . , entonces
1. existe un i ≥ 1 tal que Ki = K ′i + {main I7→ W ′}




Conclusiones y trabajo futuro
5.1. Conclusiones
En este trabajo se ha querido demostrar la equivalencia entre la sema´ntica operacional
para una pequen˜a parte del lenguaje funcional paralelo Eden (el nu´cleo funcional junto con
la creacio´n de procesos) y una sema´ntica denotacional esta´ndar.
La sema´ntica denotacional esta´ndar solo refleja la relacio´n funcional entrada-salida. Sin
embargo, no se han querido abandonar por completo las caracter´ısticas del modelo opera-
cional que reflejan el paralelismo del lenguaje Eden, ya que aspiramos a poder establecer la
equivalencia entre sema´nticas para Eden en un contexto ma´s amplio.
As´ı, por ejemplo, aunque se han secuencializado por completo los co´mputos, manteniendo
una u´nica hebra activa en cada paso, se ha mantenido la creacio´n impaciente de procesos. Esto
ha obligado a complicar sustancialmente las reglas de la sema´ntica para un u´nico procesador
y tambie´n la extensio´n de la sema´ntica natural de Launchbury. En realidad, esta extensio´n
de la sema´ntica natural representa la transformacio´n de una sema´ntica de paso corto en una
de paso largo. Los efectos colaterales que provoca la creacio´n impaciente de procesos son ma´s
fa´cilmente manejables en un sistema de transiciones de paso corto, pero no lo son tanto en
uno de paso largo. Es por ello que ha habido que incrementar la informacio´n recogida en los
heaps para la extensio´n de la sema´ntica natural.
Si bien el art´ıculo [5] ha servido de inspiracio´n y gu´ıa para este trabajo, la tarea no ha
sido fa´cil e inmediata. Al margen de numerosos errores encontrados en el citado trabajo,
debe tenerse en cuenta que el paralelismo en el lenguaje GpH es mucho ma´s limitado que
en Eden, pues en el primero no existe la nocio´n de proceso, y tampoco hay comunicaciones
porque existe un heap u´nico donde se comparten todas las ligaduras. Todo ello hace que el
proceso de secuencializacio´n del co´mputo y la extensio´n correspondiente de la sema´ntica de
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Launchbury sean mucho ma´s sencillos para GpH.
Las dificultades encontradas durante el desarrollo del trabajo han impedido completar
todos los objetivos perseguidos. Aunque se ha logrado demostrar la equivalencia entre la
sema´ntica natural extendida y la sema´ntica operacional restringida a un u´nico procesador,
y tambie´n la correccio´n de la sema´ntica natural extendida con respecto a la sema´ntica deno-
tacional (teorema 4.3.1); han quedado pendientes tanto la adecuacio´n entre las sema´nticas
operacional y denotacional, como la determinacio´n.
5.2. Trabajo futuro
Este trabajo supone una primera aproximacio´n al objetivo principal perseguido, de de-
mostrar la equivalencia entre las sema´nticas operacional y denotacional de Eden definidas
en [9]. En este sentido, adema´s de completar las demostraciones pendientes (adecuacio´n y
determinacio´n), hay dos l´ıneas claras de continuacio´n del trabajo. Por un lado, ampliar la
demostracio´n de las tres propiedades principales aqu´ı consideradas para la sintaxis completa
de Jauja (el ca´lculo que representa la esencia del lenguaje Eden), es decir, incluyendo el
operador de no determinismo, la comunicacio´n mediante streams y los canales dina´micos. Y
por otro lado, establecer la adecuacio´n y la correccio´n de las sema´nticas no solo en te´rminos
de la relacio´n funcional entrada-salida, sino tambie´n teniendo en cuenta otros aspectos obser-
vables en las sema´nticas de Eden y que son propios del paralelismo, tales como el sistema de
procesos creado durante la ejecucio´n de un programa y las comunicaciones realizadas entre
esos procesos.
Con respecto al primer punto hay que sen˜alar que Eden no es un lenguaje determinista
por lo que la propiedad de determinacio´n dejara´ de tener sentido en cuanto se introduzcan
el operador de no determinismo. Aunque sera´ posible probar un concepto similar basa´ndose
no en el valor final obtenido sino en el conjunto de posibles valores que se pueden producir.
Hay que sen˜alar tambie´n que la sema´ntica denotacional definida para Eden en [9] esta´ ins-
pirada en la propuesta dada en [17] y se trata de una sema´ntica denotacional con continuacio-
nes. Parte del trabajo que queda por realizar es relacionar la sema´ntica denotacional esta´ndar
con la de continuaciones en el sentido de que el valor obtenido al calcular la denotacio´n de
una expresio´n es el mismo. Tambie´n hay que investigar la forma de relacionar el mecanismo
de continuaciones con el de pasos de reduccio´n en la sema´ntica operacional.
Para el estudio de la equivalencia entre ambos tipos de sema´ntica podr´ıa resultar u´til
disponer de una implementacio´n de las mismas en algu´n sistema de demostracio´n automa´ti-
co (como por ejemplo Isabelle (http://www.cl.cam.ac.uk/research/hvg/Isabelle/index.html).
De esta forma se facilitar´ıa la comprobacio´n de muchas propiedades sencillas cuya demos-
tracio´n (en general, por induccio´n) puede resultar larga y tediosa por la cantidad de reglas
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involucradas y casos a considerar.
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