Abstract-We show that the assumptions guaranteeing existence of a solution to the average cost optimality inequalities presented in Schäl [1] for compact action sets can be extended to include the non-compact action set case. Inventory and stochastic cash balance models (with fixed costs) are natural candidates for the application of our results. Extension of the classic models for a general demand distribution are discussed in detail.
I. INTRODUCTION
In a discrete-time Markov decision process the usual method to study the average cost criterion is to find a solution to the average cost optimality equations. A policy that achieves the minimum in this system of equations is then average cost optimal. When the state and action spaces are infinite, one may be required to replace the equations with inequalities, yet the conclusions are the same; a policy that achieves the minimum in the inequalities is average cost optimal. Schäl [1] provides two sets of general conditions that imply the existence of a solution to the average cost optimality inequalities (ACOI). The first, referred to as Assumptions (W) in Schäl [1] , require weak continuity of the transition probabilities. The second group, Assumptions (S), require setwise continuity of the transition probabilities. The purpose of this paper is to relax the assumptions in Schäl [1] so that the results can be applied directly to several problems in the literature; in particular to those related to inventory control.
Recall the typical dynamic state equation for inventory control models x n+1 = x n + a n − D n+1 , n = 0, 1, 2, . . . , (I.1) where x n is the inventory at the end of period n, a n is the decision how much should be ordered, and D n is the demand during period n. Let q(dy|x, a) be the transition probability for the control problem (I.1). Weak continuity of q means that E x k n ,a k n f (x n+1 ) → E x n ,a n f (x n+1 ) for (x n , a n ) where f is any bounded, continuous function and the expectation is taken with respect to q. This holds in most inventory applications in light of (I.1) and Lebesgue's dominated convergence theorem. On the other hand, setwise continuity is too strong. Recall that this means that
Unfortunately, under Assumptions (W) or (S) the results of Schäl [1] require that the action sets are compact. This prevents us from applying them directly since in many inventory control models the action sets are assumed unbounded. In this paper we discuss conditions, under which the compact action set assumption of Schäl [1] can be relaxed.
The inventory control literature is far too expansive to attempt a complete literature review. The reader is pointed to the survey article by Porteus [2] . In the case of inventory control, under the average cost criterion the optimality of (s, S) policies was proved by Iglehart [3] and Veinott and Wagner [4] in the continuous and discrete demand cases, respectively. The latter proof was simplified significantly by Zheng [5] . A more recent paper in average cost inventory models is the work of Beyer and Sethi [6] . The authors reconsider the continuous demand model of Iglehart [3] and verify several assumptions that apparently were not stated in the original work. They also make the observation that most of the work following Iglehart's paper showing that (s, S) policies are optimal in the average cost case assume some bounds on the inventory position after ordering. In the present work we require no such restriction.
Since our results hold for general Markov decision processes (MDPs) (inventory control is just an example) we point the reader to several excellent texts; Sennott [7] and Hernandez-Lerma and Lasserre [8] for countable and general state spaces, respectively. Hernández-Lerma and Lasserre [8] , Chapter 5, and Fernández-Gaucherand [9] present results for non-compact action sets but assume setwise convergence. Moreover, Section 5.7 in Hernández-Lerma and Lasserre [8] provides conditions for the existence of stationary optimal policies for an MDP with weakly continuous transition probabilities but the derivation is The rest of the paper is organized as follows. In Section II we discuss the general Markov decision process framework. Section III explains some related results from Hernández-Lerma and Lasserre [8] and Schäl [1] . Section IV contains the main theoretical contributions of the paper; two sets of assumptions that lead to the convergence of discounted cost optimal values and policies. We formulate the inventory and stochastic cash balance problems in Section V. In this same section, we show that these inventory problems satisfy the assumptions of Section IV. The paper is concluded in Section VI.
II. MODEL DEFINITION
Consider a discrete-time Markov decision process with state space X and action space A. Assume that both X and A are Borel subsets of Polish (complete, separable, metric) spaces. For each x ∈ X the nonempty Borel subset A(x) represents the set of actions available at x. Define the graph of A by
and assume that: (i) Gr(A) is a measurable subset of X × A, and (ii) there exists a measurable mapping φ from X to A such that φ(x) ∈ A(x) for all x ∈ X. The one step cost, c(x, a), for choosing action a ∈ A(x) in state x is presumed a non-negative (or equivalently, bounded below), measurable function on Gr(A). Let q(B|x, a), also measurable on Gr(A), be the transition kernel representing the probability that B ⊆ X is entered next, given that action a is chosen in state x. This means that q(·|x, a) is a probability measure on X for each pair (x, a) ∈ X × A, and q(B|·, ·) is a Borel function on X × A for any Borel subset B ⊆ X.
The decision process proceeds as follows: at time n the current state of the system, x, is observed. A decisionmaker decides which action, a, to choose, the cost c(x, a) is accrued, the system moves to the next state according to q(· | x, a), and the process continues. Let
n × X be the set of histories for n = 0, 1, . . .. A (randomized) decision rule at epoch n = 0, 1, . . . is a regular transition probability π n from H n to A concentrated on A(x n ). In other words, (i) π n (·|h n ) is a probability distribution on A such that π n (A(x n )|h n ) = 1, where h n = (x 0 , a 0 , x 1 , . . . , a n−1 , x n ) and (ii) for any measurable subset B ⊆ A, the function π n (B|·) is measurable on H n . A policy π is a sequence (π 0 , π 1 , . . .) of decision rules. Moreover, π is called non-randomized if each probability measure π n (·|h n ) is concentrated at one point. A policy is called stationary if it is non-randomized and all decisions depend only on the current state. In other words, a stationary policy φ is defined by a measurable mapping φ :
The Ionescu-Tulcea theorem (cf. p. 140-141 of [10] or p. 178 of [8] ) yields that an initial state x and a policy π define a unique probability distribution P π x on the set of all trajectories H ∞ = (X × A)
∞ endowed with the product σ-field defined by Borel σ-fields of X and A. Let E π x be the expectation with respect to this distribution. Define
where α ∈ [0, 1). Equations (II.1) and (II.2) define the infinite horizon expected discounted cost and the long-run average expected cost, respectively. In each case, define the optimal cost
where Π is the set of all policies. A policy φ is called optimal for the respective criterion if its value, v φ α (x) or w φ (x), corresponds to the value on the right hand side of (II.3) or (II.4) for all x ∈ X. One goal of this research is to find conditions under which an optimal stationary policy exists.
It is well known (cf. [10, Proposition 9.8]) that v α (x) satisfies the following discount cost optimality equations (DCOE),
for x ∈ X. In addition, if a stationary policy φ α satisfies the following equations for all
for x ∈ X, then φ α is optimal. According to [1, Proposition 2.1], conditions (W) and (S), explained in the following section, imply the existence of a stationary policy that satisfies (II.6).
For the remainder of the paper, assume that the following condition holds. Assumption (G): There exists a policy π and an initial state x such that
Note that this is equivalent to the General Assumption of Schäl [1] : inf x∈X inf φ∈Π w φ (x) < ∞. Define the following quantities 
for x ∈ X, then the stationary policy φ is average cost optimal for and w(x) = w * for all x ∈ X. Schäl [1] describes conditions to guarantee that (II.9) holds for problems with compact action sets. We study the validity of (II.9) for problems with possibly non-compact action sets. The following condition plays an important role for the validity of (II.9).
Assumptions (B):
Assumption (G) holds and
III. KNOWN RESULTS
In this section, we discuss some closely related results. Schäl [1] studies problems with compact action sets when transition probabilities satisfy either Assumptions (W) below; when the transition probabilities are weakly continuous or Assumptions (S) below; when the transition probabilities are setwise continuous. Each of these conditions together with (B) yield the existence of an optimal policy satisfying (II.9) and the convergence along a subsequence of both the optimal discounted cost and policies to those in the average cost case. By contrast, Hernandez-Lerma and Lasserre [8, section 5.4] do not require a compact action space, but deal only with MDPs whose transition probabilities are setwise continuous.
Let C(A) denote the set of all non-empty compact subsets of A and let P(X) be the set of all probability measures on X. The following are two sets of assumptions are defined in Schäl [1] .
Assumptions (W):
0) X is locally compact with a countable base, 1) A(x) ∈ C(A) for x ∈ X, 2) c is lower semicontinuous on Gr(A), 3) A : X → C(A) is upper semicontinuous, and 4) q : Gr(A) → P(X) is continuous with respect to weak convergence on P(X). 
Assumptions (S):
a) The function u can be defined
For each x ∈ X there exists a subsequence α m of the sequence α(k) such that the mapping φ(x) = lim m→∞ φ αm (x m ) defines a stationary policy that satisfies (II.9) with u defined in (III.1).
2) Under (S),
a) The function u can be defined as [8] .
Assumptions (HL): 1) c is inf-compact on Gr(A).
2) q : Gr(A) → P(X) is setwise continuous, i.e.,
is continuous and bounded whenever g is measurable and bounded. We remark that if (II.9) holds for a stationary policy φ and for a non-negative function u then 
exists for some x ∈ X (such a sequence exists in light of the Lemma on p. 88 of [8] ) Then for all x ∈ X this limit exists and equals w * . Furthermore, the function u can be defined as
(III.4)
IV. MAIN STRUCTURAL RESULTS
We begin by stating assumptions for non-compact action sets; Assumptions (Wu) and (Su) below. These assumptions are similar to Assumptions (W) and (S), respectively. The letter "u" signifies unbounded action sets. In the interest of brevity, the proofs in this section are omitted.
Assumptions (Wu):
0) X is locally compact with a countable base, 1) c is inf-compact on Gr(A), and 2) q : Gr(A) → P(X) is continuous with respect to weak convergence on P(X).
Assumptions (Su): 1) c is inf-compact on A(x), and 2) q(x, ·) : A(x) → P(X) is continuous with respect to setwise convergence on P(X).
We recall that a stationary policy is optimal for the total expected discounted cost criteria if and only if (II. The next definition is an extension of that of locally bounded functions on R n (cf. p. 113 of [13] ). 
The following condition strengthens (B). Assumptions (LB). Assumption (G) holds and there exists α 0 ∈ [0, 1) such that the function r α0 (x) is locally bounded above on X.
We observe that the function Γ α (x) is decreasing in α. Thus, if (LB) hold then the function Γ α is locally bounded for any α ∈ [α 0 , 1). Select an arbitrary α * ∈ [α 0 , 1) such that (IV.1) holds when α = α * and denote Γ = Γ α * .
We say that an MDP is a submodel of another MDP if the only difference between these MDPs is that the sets of available actions of the former MDP are subsets of available actions of the latter MDP. Define the following subsets of the set of available actions in state x
Let Assumptions (LB) hold and α ∈ [α 0 , 1). According to Lemma 4.3, the functionΓ is upper semicontinuous and is therefore measurable. This implies that the graph of the mappingÃ : X → A is Borel, and the set {X, A,Ã(x), q, c} defines a submodel of the original MDP {X, A, A(x), q, c}.
Definition 4.4:
We say that a submodel is equivalent to the original MDP if there existsα ∈ [0, 1) such that, under the α-discounted cost criterion with α ∈ [α, 1), a stationary policy is optimal for the submodel if and only if it is optimal for the original MDP. In the conclusion of this section, we make the following remarks on the average cost optimality inequalities. As was explained above (see the paragraph containing (III.3)), the assumptions of Theorems 3.1, 3.3, and 4.6 imply the existence of a function u : X → [0, ∞) and a stationary policy φ such that
In particular, under the assumptions of Theorem 3.3 a stationary policy that satisfies (IV.2), was constructed in [8, p. 90] . Cavazos-Cadena [14] discuss an important example where (IV.2) holds for a stationary policy φ but the version of these formulae with the equality, replacing the inequality, does not hold because there is strict inequality in at least one state. We recall that [14, Example 3.1] consists of two policies, φ and f. The policy f from [14] satisfies (II.9) but it does not satisfy (IV.2).
V. APPLICATIONS TO INVENTORY CONTROL
We begin by considering the classic inventory control model with a fixed ordering cost. This is then extended to the cash balance problem. As is the case in Ye and Duenyas [15] we define a (K,Q)-convex function.
A. Inventory Control with a Fixed Ordering Cost
Consider a single commodity inventory system where in each period there is the possibility of demand for inventory on hand. A decision-maker must decide how much of the product to order to meet demand. Assume the unmet demand is backlogged and the cost of inventory held or backlogged (negative inventory) is modeled as a convex function. The objective is to minimize the expected discounted or average cost over an infinite horizon. Let where D n ≥ 0 (almost surely) represents demand in the n th period. We assume that E h(y −D) < ∞ for all y ∈ R, where D is a random variable with the same distribution as D n . We notice, that this assumption and the assumed properties of the function h imply that E |D| < ∞.
One should make the important observation that we have only made light assumptions on the demand distribution. That is to say, that unlike all of the literature we found we need not restrict attention to continuous or discrete distributions or even to those that have densities.
In keeping with classic results, we expect that there exists inventory levels s and S such that if the inventory level falls below s, the manager should order up to level S, otherwise no ordering should be done. The difference between the two levels is due to the fact that the fixed cost gives an incentive to order less often. 
That is, there exists average cost optimal (s, S) policies.
B. The Cash Balance Problem with Fixed Costs
The cash balance problem is an extension of the previous inventory problem. The requirement that demand is nonnegative is relaxed and the decision-maker can choose to increase inventory via production or decrease it via scrapping. This scenario models not only the decision of how much cash to hold on-hand for a firm's financial transactions, but also product returns in inventory control. Classic work on this problem was done by Eppen and Fama [16] for the problem without fixed costs and by Girgis [17] and Neave [18] for a single fixed cost (either ordering or scrapping) and with multiple fixed costs, respectively. More recent work to simplify these proofs can be found in Chen and Simchi-Levi [19] and extensions in the case without fixed costs in Feinberg and Lewis [20] .
Assume that all of the quantities defined in the previous section remain in place and add the following
• Q ≥ 0 is the fixed scrapping cost • c − > 0 is the per unit scrapping cost. Without loss of generality assume that K ≥ Q. Moreover, relax the assumption that the per period demand D must be non-negative. We assume only that P (D = 0) > 0 and E h(x − D) < ∞ for any x ∈ R. For consistency we add a superscript to the per unit ordering cost and denote it c + . As is the case in [18] and [19] , assume the existence of x ≤ y ≤ w ≤ z such that 
VI. CONCLUSIONS
In this paper we presented two sets of conditions that lead to the convergence of the optimal discounted cost value function and policies to those in the average cost case. In each case, the results of Schäl [1] serve as the basis for the analysis, but inf-compactness and local boundedness conditions replace the compact action set assumption in Schäl [1] . We then apply the results to the classic inventory and cash balance models. An interesting question that needs to be answered is which of the previous computational results (cf. [6] , [4] , [21] ) extend when the demand distribution is more general? A second possibility is to extend this work to other recent work on combined pricing and inventory decisions (cf. [22] , [23] ). We leave these as potential future research directions.
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