Abstract-The failure rate is essential in power system reliability assessment and thus far, it has been commonly assumed as constant. This is a basic approach that delivers reasonable results. However, this approach neglects the heterogeneity in component populations, which has a negative impact on the accuracy of the failure rate. This paper proposes a method based on risk functions, which describes the risk behavior of condition measurements over time, to compute individual failure rates within populations. The method is applied to a population of 12 power transformers on transmission level. The computed individual failure rates depict the impact of maintenance and that power transformers with long operation times have a higher failure rate. Moreover, this paper presents a procedure based on the proposed approach to forecast failure rates. Finally, the individual failure rates are calculated over a specified prediction horizon and depicted with a 95% confidence interval.
Likewise, the failure rate is also used as the preferred reliability measure. Moreover, the failure rate is used as input parameter for a midterm transformer maintenance scheduler in [7] or in optimal maintenance planning for overhead lines [8] .
All aforementioned methods need accurate component failure rates to gain the best results. Estimation of the failure rate requires failure data from life tests of n identical components to obtain a particular lifetime distribution F (t). However, the long lifetimes and tenuous equipment documentation cause incomplete failure data sets which lead to censoring and truncation when predicting the remaining life of, for example, power transformers [9] . In addition, critical power system components, particularly on transmission level, get replaced before actual failures occur. The accurate estimation of failure rates is therefore rarely possible.
These challenges have led to the use of average or experience failure rates in power system reliability calculations [10] , [11] . Although the use of a constant failure rate is a basic approach, it has produced valuable results for power system planning [12] . However, two disadvantages of this approximation remain. Firstly, a constant failure rate cannot indicate the individual condition of the equipment and therefore might overrate or underrate the actual failure rate [11] . Furthermore, applying a component failure rate to all components of the same type, limits the accuracy of the subsequent maintenance optimization since all components are assumed to be equal which neglects the individual risk. Secondly, it is not possible to identify the impact of maintenance activities. Hence, there is the need to develop methods that can deal with the aforementioned challenges to estimate an individual failure probability for power system components.
Certain attempts have been made to combine the average failure rate with condition-monitoring data [11] , [13] , [14] . Failure rate modelling based on inspection data has been proposed in [11] . This approach presents a failure rate for the best, average, and worst condition score and by using a specific formula, calculates the failure rate as a function of the condition score. Whereas the average failure rate can be found in literature, the failure rate for the best and worst is more difficult to determine [11] . To do so, sufficient historical failure data is required. A Hidden Markov model approach is used in [13] to calculate the failure rate for power transformer based on the condition. However, this method is data intensive since the component needs to be in every predefined state before the transition rates between the states can be computed. Moreover, to calculate an individual failure rate, this method needs to be repeated for each 0885 -8977 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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component in a population which seems not practical. A method to calculate individual failure rates is presented [14] which addresses heterogeneity of components by using a relative risk approach and thereby overcomes the remaining difficulties of the methods described in [11] , [13] . Even though accurate results are presented, the method solely considers single time condition measurements and assumes linearity between condition measurement and the failure rate. Particularly, the time independence of the method does not allow any individual failure rate prediction. In the proposed paper, we formulate a method, based on [14] , for time-dependent condition monitoring data, addressing the non-linearity between the failure rate and the condition information, and use condition measurement information to predict an individual failure rate. The advantage of this method is that no actual failure data is required to calculate the individual failure rates which is especially beneficial for new components.
A. Summary of Contributions
This paper presents the novel concept of individual failure rates while considering condition measurement data as timedependent. The method utilizes available component information in utilities such as the population/baseline failure rate, failure statistics, and measurement uncertainty. Risk functions describe the relative risk of one component towards the population by using condition monitoring information. Applying existing methods to forecast stochastic or non-stochastic condition monitoring data, the individual failure rates can be predicted with a predefined prediction horizon.
B. Article Structure
The following section describes the theoretical aspects of the proposed method. Afterwards in Section III, the method is applied to a population of transmission system power transformers to present its applicability. The case study results are presented in Section IV and further discussed in V. The last section concludes the work.
II. METHOD
In this section, the proposed method is formulated to calculate individual failure rates based on the concept of risk functions. However, this method shall be seen as a general framework and not be limited to the three proposed risk functions since the functional space to describe risks is large.
Suppose a homogeneous population of n non-identical power system components in operation without failure occurrence until time t. Thus far, the unspecified and arbitrary population baseline failure rate function
with T as survival time, f (t) the probability density function, and R(t) the reliability function, is assumed to be the failure rate for each component. A covariate, which failure might depend upon, is an internal or external risk factor which has an impact on the failure rate of the component. This method solely considers internal covariates which are condition measurements such as the temperature or gas and oil results for power transformers. Given the basic and time dependent covariate vector
where λ 0 (t) is an arbitrary unspecific baseline failure rate function and r(t, x i (t)) the relative risk function which connects the basic covariates x i (t) with the baseline failure rate function. When all covariates are zero, r(t, x i (t)) = 1 and then the failure rate for an individual is the baseline failure rate. The purpose of the paper is to define a relative risk function which describes the individual risk of a component but without using actual failures as in the regression approach in [15] . The baseline failure rate is observed from historical failure data of a comparable population η with m distinct failure types j ∈ {1, . . . , m}. A failure type-specific failure rate can be denoted as
Δt (3) which is the instantaneous failure rate of failure type j for the i-th individual with i ∈ {1, . . . , n}. Assuming that all failure types can occur but separately, we get
which is known to be the competing risk approach in survival analysis and further described in [16] . Henceforth, we describe and discuss the proposed method based on the form and idea of eq. (4) .
Let the number of occurrences of each failure type j be known from population η, the vector α = (α 1 , . . . , α m ) denotes the proportion of each failure type j with the property
α j , the competing risk approach can then be written as
Since this is not a regression model where the covariates are tested to assess their significance to failure type j, it must be assumed that each covariate of k internal covariates related to j in
) with p ∈ {1, . . . , k} and x i,j p (t) ∈ >0 is a valid failure indicator of j. The benefit of expressing the competing risk approach in the form of eq. (5) is that λ 0 (t) and α are usually given by population data η. The relative risk function r j (t; x i,j (t)) links the covariate data which is related to the j-th failure type to the baseline failure rate. It is assumed that each internal covariate in vector x i,j (t) is a valid condition indicator of j and has a measurement uncertainty vector ρ = (ρ 1 , ρ 2 , . . . ρ m ) related to it. The concept of the measurement uncertainty ρ is introduced in [14] and describes the assurance of successfully measuring the internal covariates. This leads to the time dependent model
) is a vector of time dependent covariates derived from x i,j (t). This notation is useful since the basic covariates might be transformed such that Z i,j (t) = g(x i,j (t)) where g depends on the internal covariate data being chosen. This transformation might be needed to describe the risk functions in II-A. The model in eq. (6) is presented in time-independent form in [14] . The term relative risk function for r j (t; x i,j (t)) will be avoided hereafter and the general expression risk function is introduced to clearly distinguish between the regression model in eq. 3 and the proposed model in eq. (6).
A. Risk Functions Based on Relative Risk
The differentiation between the population failure rate and the failure rate of the i-th individual is described by r j (t; Z i,j (t)) in eq. (6). This is a relative risk function because if r j (t; Z i,j (t)) > 1 the failure probability increases, when r j (t; Z i,j (t)) < 1 it decreases, and with r j (t; Z i,j (t)) = 1 the failure probability is unchanged. Thus, knowledge of how an individual differs within a population is required. As presented in [17] , an individual's failure rate is dependent on the environment, the operational stress, and its current condition which has been impacted by static and dynamic factors over time. If the condition is an indicator for the failure probability of failure type j, we use the function r j (t; Z i,j (t)) to adjust the population failure rate to gain an individual risk. This section presents different functional types of r j (t; Z i,j (t)). Henceforth, it is assumed that there is only one failure type for the i-th individual, so that the notation for the risk function can be simplified to r(t; Z(t)).
The risk function r(t; Z(t)) is a relative risk function, thus a form of 'reference group' is required. We are interested in how the individual's probability of failure differs from the population or baseline failure rate. It is assumed that if an individual indicates a condition which is different from the average population condition, the failure rate would increase or decrease. Assume that X p (t) = {x p (u) : 0 ≤ u < t} is the covariate history of p in form of a time series until time t and recall that Z(t) is the vector of k transformed time dependent internal covariates related to failure type j. Assuming the i-th individual has been operated under normal external conditions, the calculation of the arithmetic mean over time reflects this normal condition such that
This leads to X(t) = (X 1 (t), . . . , X k (t)) and X n×k is the matrix with all X(t) for every individual. Now, we can calculate the average population condition based on the arithmetic mean of the n individuals in the population. Thus, the vector (8) describes the average population condition for each covariate p with 1 = (1, . . . , 1) 1×n . Likewise, the variance is V = (V ar(X 1 (t)), . . . , V ar(X k (t)) and the average of the variance is
and the average standard deviation is calculated with σ = √ V . The arithmetic mean of all internal covariates in eq. 8 can be used as a reference measure and can be compared to the current measurements Z(t). Now, a risk function S p (t; Z p (t) for the covariate p can be calculated such that S(t; Z(t)) = (S 1 (t; Z 1 (t)), . . . S k (t; Z k (t))). When several covariates exists for failure type j the risk functions must be combined. Thus, the overall risk function is r(t; Z(t)) = S(t; Z(t))w (10) where w = (w 1 , . . . , w k ) ∈ >0 with the property w1 k×1 = 1.
The choice of w p will be discussed in Section II-B.
1) Linear Risk Function:
A straightforward approach is to assume that the relationship between the failure rate and a covariate is linear. This has been proposed in [14] where a positive and negative linear relationship is presented. To calculate a linear risk function, the basic covariate data needs to be transformed with
if there is a linear positive relationship and
if a linear negative relationship between covariate and failure rate exists. The vector x new (t) denotes a reference value for covariate p where the condition would be as new. Thus, we get the linear positive risk function for each covariate with
and the negative linear function is characterized as
2) Non-Linear Risk Function: The linear risk function assumed a linear relationship between covariate and failure rate. However, this assumption might not be plausible for all covariate types. One indicator of the probability of failure is how a internal covariate changes over time. Particularly, a sudden change of the internal covariate might be an indicator of an increased failure rate, whereas a constant change over time might be tolerated. Thus, if the time series X p (t) of covariate p has a moderate and constant slope, the failure rate is not affected. However, if the rate of change changes, it reflects an increased risk. This can be described by the second derivative of X p (t). The basic covariate needs to be standardized to become unit-free and thus
Accordingly the risk function can be modelled as
The exponential form is used in this function to satisfy the failure rate property λ(t; x(t)) ≥ 0.
3) Cumulative Risk Function: Another risk indication is the cumulative deviation of the covariate Z p (t) from its expected value C p . This concept of a risk indicator is proposed in [18] where the deviation between the actual measurement and the expected value of a normal behaviour model is accumulated over time. In the proposed approach, the standardisation is necessary to provide a unit-free risk function and to better interpret the main effects while considering natural variations in the covariate over time. Thus, the covariate x p (t) is standardised with
where the common scale is two times the standard deviation to contain only significant deviations from the mean. The cumulative risk function is thus defined as
4) Selection of Risk Function:
The proposed risk functions can be selected based on the following covariate risk behaviour.
1) High deviation from population: If the condition measurement has a high deviation from the population mean in a negative understanding, it shows an increased probability of failure. This straightforward case is best described by the positive or negative linear risk function. 2) Abrupt change: If the condition measurement suddenly changes from its approximately constant path, this might be an indication for an increase failure rate. Then, the nonlinear function is able to capture this risk type. 3) High volatility: The rapid and severe changes of a condition measurement, the volatility, can describe an upcoming failure. In this case, the cumulative risk function is suitable to identify such risk. Whereas the linear risk function is a rather general approach and applicable for a wide range of condition measurements, the selection of the non-linear and cumulative risk function requires process knowledge of the condition measurement and how it signals a possible failure.
B. Determination of Covariate Significance
When multiple covariate data is available to indicate one particular failure type, the k risk functions in S(t; Z(t)) must be combined with w to a single function r(t; Z(t)) as shown in eq. (10). According to [14] , the weight w p is calculated with
where c p ∈ >0 is the weight score of covariate p and describes the significance as a failure indicator. Depending on the amount of historical covariate and failure data available, different approaches are possible to determine c p . These are sorted from high to low data requirements: 1) Cox (Proportional Hazards) Regression: This model presented in eq. (2) requires failure, covariate, and survival time data to estimate the regression parameters which are an estimate of the covariate effect, given that the covariate is significant. Here, the covariate effect would describe the impact on the failure rate and can be used as c p . 2) Logistic Regression: Similar but without the need of the survival time, the covariates can be regressed towards the failure data to estimate the covariate effect which can be employed as c p . 3) Weights based on expert knowledge: Particularly, missing or incomplete data within the power system domain suggest that the previous regression techniques cannot be applied to estimate the weights c p . Consequently, weights based on expert knowledge are commonly used [11] .
C. Prediction of Stochastic Covariate Behavior
The individual failure rates are estimated based on internal covariates which are stochastic or non-stochastic. Both can be forecasted with a certain confidence level with techniques such as time series analysis, state space models, and Markov Chains in the stochastic case or with a set of different functions in the non-stochastic case as described in [19] . Even though the assumptions on covariate behaviour and models should be case specific [19] , this paper only discusses stochastic covariates modelled with univariate time series analysis. The autoregressive integrated moving average model (ARIMA(p,d,q)) is defined in general form as
with L as the lag operator, t ∼ W N(0, σ 2 ), and φ and θ the autoregressive and moving average parameter, respectively. If d = 0 the model reduces to an ARMA(p,q) model. Using the Box-Jenkins approach [20] , a univariate time series can be modelled as an ARIMA process with the following procedure: Data preparation, model identification and selection, parameter estimation, model validation, and forecasting. Although this procedure is straightforward, it requires experience and can take several iterations until a suitable model is selected. Thus, we refer to [20] for a more detailed description of the procedure.
This covariate forecast can be used in the proposed method to calculate the individual failure rates for the length of the predicted covariate paths with the following procedure. Firstly, the covariates must be modelled with the aforementioned BoxJenkins approach or other techniques. To do so, a time series of the covariate process needs to be accessible and a reasonable forecast horizon must be chosen. Secondly, the time series is forecasted over the prediction horizon. Since the forecast might vary, Monte Carlo simulation is used to calculate up to c sample paths. Thirdly, from these c forecasted covariate paths an average path and the upper and lower confidence levels are computed. Finally, these 3 covariate paths can be used with the proposed method to calculate the individual failure rate for the time over the prediction horizon.
III. CASE STUDY: POWER TRANSFORMER POPULATION
A population of 12 power transformer on transmission level is employed to show the applicability of the method. The power transformer's characteristics such as production year, power rating, and symbol and colour code, used throughout this paper, are shown in Table I . The operation time varies between 12 and 45 years. Historical failure mode statistics of power transformer of the same population are not available. Hence, the failure mode results of the survey conducted in [21] are used with: 1 -dielectric 27.7%, 2 -electrical 27.7%, 3 -thermal 15.2%, 4 -physical chemistry 8.9%, 5 -mechanical 17.0%, and 6-3.9% unknown. We can write this in vector form such that α = (0.277, 0.277, 0.152, 0.089, 0.17, 0.039). These failure mode results are particularly suitable since they include a high share of power transformers on transmission level.
Internal covariates in form of oil and gas analysis have been gathered in yearly intervals from all power transformers in the period 2002 to 2015. More specifically, the following basic covariates x i,j (t) have been chosen for this analysis: x i,2 1 (t) is the breakdown voltage (BDV), x i,2 2 (t) is the dissipation factor or tan delta, x i,4 1 (t) is the water content, x i,4 2 (t) is acidity in the oil, and x i,4 3 (t) the total combustible gases (TCG) which are hydrogen (H 2 ), methane (CH 4 ), acetylene (C 2 H 2 ), ethylene (C 2 H 4 ), ethane (C 2 H 6 ), and carbon monoxide (CO). These covariates are depicted over the power transformer age in Fig. 1 . The covariates BDV and dissipation factor are indicators for electrical failure mode j = 2 and the water content, acidity, and TCG are indicators for the failure mode physical chemistry j = 4 which is described and illustrated in [22] . For all measurements, a confidence level of ρ j = 95% is assumed as probability of successfully measuring the target value which results in ρ = 0.951 1×k . A detailed description of how to set ρ j is given in [14] . Since multiple measurements are related to one failure mode, the significance of the covariates needs to be set in form of weights. The missing failure data of this population and statistical results in general about the significance of the covariates require that the weights are based on expert knowledge, in this case [23] . An overview of the covariates, related information, and calculation of the weights is shown in Table II . Moreover, the baseline failure rate is assumed to be exponentially distributed and thus constant with λ 0 (t) = 0.02.
All covariates are within acceptable ranges except the TCG levels of power transformer T1, T7, and T12 which are higher than normal according to [24] . However, these TCG levels do not indicate trends or the necessity of immediate actions, but suggest further continuous monitoring. Eventually, all population information are gathered to apply the method previously discussed and the results are presented in the next section.
IV. RESULTS
This section presents the calculated and the forecasted individual failure rates of the transformer population described in the previous Section III.
A. Individual Failure Rates Based on Covariate Information
The general method to calculate the individual failure rates can be divided into five steps. These steps are:
1) Gather and set population parameters: The necessary population characteristics and covariate information need to be gathered or set as in Section III.
2) Define common time intervals for covariates:
The covariate information is, in this particular case, not gathered at the exact same point in time for each component. Thus, an expected value for the normal population condition is calculated for each year because the covariate information is gathered once a year for every power transformer. Moreover, the measurement data needs to be resampled due to unevenly spread measurement data. This has been done with linear interpolation. 3) Calculate the expected value for covariate j p for each time interval. 4) Choose a risk function for covariate j p : A risk function should be chosen for each covariate depending on the expected risk behaviour. As discussed later in this paper, an extensive analysis might be required to calculate results for several risk functions. 5) Calculate the individual failure rate for each component i at time t. An example of the results of the expected value for the normal population condition of TCG is shown in Fig. 1-f.) . Fig. 1-f.) depicts the covariates sorted over the years 2002 to 2015 and the expected value and confidence intervals of the normal population condition for each year. The expected value of the normal condition ranges always on the boundary of condition 1 and 2, according to [24] , which is 720 [Microliter/liter].
The individual failure rates have been calculated twice to show the impact of using different risk functions. Firstly, a positive linear risk function has been chosen for measurements 1, 2, and 4 and a negative linear risk function for measurement 3 because a decreasing BDV indicates a declining condition and increased probability of failure. For measurement 5, the TCG, a non-linear risk function has been chosen because a sudden increase of the TCG is associated with a higher probability of failure. The results of the 12 power transformers are depicted in Fig. 2a and  2b . Secondly, the cumulative risk function is assigned to all covariates and the results are depicted in Fig. 2c and 2d .
B. Prediction of Individual Failure Rates
The possibility of predicting the internal covariate behaviour in combination with the proposed method allows us to forecast the individual failure rates for each transformer. Thus, the BoxJenkins procedure has been applied to model the univariate time series of the covariates. Owing to the fact that each covariate has to be modelled separately, only the covariates of power transformers T6 and T9 are selected to show the general principle. The time series of the covariates have been modelled as ARI-MAX and ARMA processes depending on the stationarity of the time series. The validated models are used to forecast the covariate behaviour for a time interval of 5 years. Assuming that the minimum mean square error of the processes is normally distributed, Monte Carlo simulation can be used to calculate the forecast responses. The forecast responses are calculated with a 5 year horizon and 1000 simulation paths. From these 1000 possible forecasts, a mean forecast with 95% prediction intervals can be calculated. The measured and forecasted time series for the covariate water content of transformer T6 and T9 is shown in Fig. 3 . It is recommend to have at least 50 or 100 observations to effectively fit a Box-Jenkins model [25] which is not possible in this case study. However, to generally illustrate the proposed method, the amount of covariate data is sufficient but hence the exact model parameters are not presented in this paper.
The forecasted covariate paths can now be used to calculate the individual failure rates for power transformers T6 and T9. Here, the linear and cumulative risk functions have been chosen and the results simulated in Fig. 4a and 4b , respectively. The nonlinear risk function describes a sudden change in the covariate path which might be due to a specific event. Thus, this function type is unsuitable for this type of forecast.
V. DISCUSSION

A. Case Study
After careful assessment of the obtained covariates, it can be concluded that none of the 12 power transformer is in a critical condition or any action is required. Hence, no unusual high failure rates should be observed from the calculated results in Fig. 2 . Nevertheless, two relevant observations can be drawn [11] and presented in [26] . The failure rate λ(S, t) is a function of the condition score S and time t.
from the results. Firstly, the maintenance impact becomes visible in, for example, Fig. 2b where the IFR of T11 first increases from 2011 to 2012 and suddenly decreases because maintenance was performed on this transformer. Secondly, from Fig. 2b and 2c, where the cumulative risk function has been applied, it can be noted that the IFRs of T3, T9, and T11 are higher compared to the rest which is reasonable since all of them are already operated for over 40 years. This indicates that the choice of the risk function has an impact on the results and consequently affects decision making and the outcome of subsequent calculations. For example, the linear and non-linear risk functions are better suited for maintenance decision making whereas the cumulative risk function reflects a long term view and thus is better for reinvestment decision making.
Applying the method developed in [11] to the available data, of power transformer T10, T11, and T12, for example, results in the failure rates presented in Fig. 5 . To do so, a condition score S is calculated and transformed into a failure rate based on [11] . This has been described in detail in [26] . Comparing the results to the failure rate of T10, T11, and T12 in Fig. 2b to Fig. 5 , the results are similar but an offset might be noted. Fig. 4 depicts the forecasted IFRs with a horizon of 5 years. Applying the linear risk functions for the forecast in Fig. 4a , the predicted IFRs are rather constant but T9 has the wider confidence interval. In Fig. 4b where the cumulative risk functions have been applied, the mean of the IFRs is increasing from 0.033 to 0.040 and 0.041 to 0.051 for T6 and T9, respectively. Again, the confidence interval for T9 is wider than the confidence interval for T6 which can be explained by the greater variations in the covariate paths of T9. The illustration of the predicted IFRs with a mean and confidence interval has the advantage that we can interpret the predicted IFRs with some uncertainty. Moreover, the predicted IFR path for further applications can be chosen based on the risk behaviour of the decision maker. Here, the decision maker can be risk-averse by choosing the upper 95% confidence interval of the IFR, risk-neutral by using the mean of the predicted IFR, or risk-seeking by choosing the lower 95% confidence interval path. Depending on the choice, the results of subsequent calculations can be significantly different. 
B. Theoretical Limitations
The validation of IFRs remains a challenge due to the limited amount of failure data in combination with extensive condition monitoring data required. A validation of IFRs with single time measurements has been conducted in [26] which showed a sensitivity of 77%. Here, the sensitivity describes the ability to correctly estimate failures based on the gathered information of condition measurements. However, conducting a similar validation for the time-dependent case requires to record all condition monitoring over a long interval combined with actual failures. Moreover, the fusion of multiple covariates to one failure mode and an extended set of risk functions would increase the applicability of the method. Particularly, setting the weights of the covariates is in practise highly dependent on expert knowledge. Thus, choosing the weights might be biased. The set of risk functions should be extended to fit more risk behaviour but also should be further assessed and validated.
C. Practical Aspects
In an asset management context, the IFRs are input data to improve system reliability calculations and maintenance planning, scheduling, and optimization but can also be used as decisionmaking tool with caution [14] . Applied to maintenance and replacement decision-making, the IFRs, generally as all failure rates, should be correctly interpreted. A threshold might be determined to support the decision process. In comparison to other decision-making tools such as Health Indices, the IFRs do not provide a linguistic condition classification and the operator needs to interpret and understand the IFRs which prevent immature decisions. Generally, the concept of IFRs gives additional insights to risk management of power system components but is particularly of advantage for new components where little or no failure data exists. The method utilizes the available data in utilities such as an average or constant failure rate of different component types [11] , related failure statistics [21] , or the measurement uncertainty given in standards as presented in Table II . This is illustrated in Fig. 6 . In maintenance optimization the failure rate is used as an input parameter to the optimization algorithm. Traditionally, the average failure rate has been used and is thus equal for all components of the same type. This limits the results of the optimization algorithm. The IFRs are representing the individual probabilities of failure for each component and consequently the maintenance optimization algorithm computes better results.
VI. CONCLUSION
In this paper, the concept of individual failure rates has been further developed by considering time-dependence of internal covariates and introducing new risk functions. In addition, the IFR can be forecasted by predicting the covariate behaviour. Based on the relative risk approach, an expected value of the normal condition can be calculated as a reference value and the actual risk behaviour of each individual component can be estimated. The results illustrate that by applying different risk functions IFRs can be estimated and predicted. Although, the studied power transformer population is in a very good condition, the impact of maintenance becomes visible and by using the cumulative risk function, it can be noted that the power transformer with the longest operation time have higher IFRs. The IFRs can subsequently be used in different methods such as component availability calculations, reliability block diagrams, Markov models, interruption indices as well as in maintenance and investment decision making depending on the chosen risk function.
