e typical case is that one when we have iate data and we want to use the data to quantify the relationship between the two variables. The standard regression model is random variables. The primary interest is in estimating the regression function from the data. In parametric regression, we assume a particular structure on the regression function (polynomial, logarithmic, exponential etc.). Statistical inference involves determining the parameter. Although parametric regression is used widely in practice, in many situations, one might be reluctant to choose a specific form of a model to fit a particular set of data. The field of nonparametric regression has developed to fit a curve to data without assuming any particular structure on the regression function . 
We define as mean of other values
If we note , , we obtain
, which means that the values of variable x lie on the inter-
. Because we wish as these values to be placed in interval [ , we achieve a rescaling of these through linear transforma- . In this situation we ob- 
, by means him we obtain the norm of a function ( )
. The vectors of a set
and we write . A sequence of subspaces
, ; 5) There ex-
constitutes an orthonormal basis for ,
. The fifth property show that
The set 
is a basis for , we get 
, it is easily seen that only finitely many sequence ele-
will be non-zero. Since the
is an orthonormal basis for , the scaling function coefficients can be computed
Far away, we propose to express the coefficients of the approximation of in space in terms of the coefficients of the approximation of in space .
and therefore also since . Because
is an orthonormal basis for , there exists a sequence
, which is called filter, such
(8) and that the sequence elements may be written
. This sequence is a square-summable sequence
), that is . Using (5) and (8), we may show that
(10). Substituting this result into (7) we obtain Applying a usual dilation and usual translations, we obtain
which show that approximation spaces consists of functions that are piecewise constant, more exactly 
It is interesting to note also that the function is also the probability density function for the sum of independent uniform random variables. Therefore, by the Central Limit Theorem, as gets large, the spline function
approaches the probability density function of a normal random variable. The second member of the Battle-Lemarié family begins with the piecewise linear spline . But this function is not orthogonal to its integer translates and therefore the function must be "orthogonalized" to give an appropriate scaling function
Unfortunately, there is no closed form expression for the resulting scaling function, but it is given only in terms of its . The function Φ is piecewise linear, it is not compactly supported, but it does decay exponentially. Mallat gives general formulas for constructing scaling functions for the BattleLemarié family, as well as for computing the
. The resulting scaling functions will be polynomial splines. Another important family of scaling functions is the Daubechies family. They are compactly supported scaling functions. The derivation of this family represents quite a different approach. Thus, we begin with the filters, and then we derive from the filter coefficients the scaling function. Obvious, for compactly supported Φ , only finitely many of the 's will be non-zero. Daubechies approach to constructing scaling functions begins with defining the trigonometric polynomial , depending on the number of nonzero elements in the filter. Clearly, the more non-zero filter elements make the smoother the resulting scaling functions.
Estimation of nonparametric regression
For nonparametric estimation of regression function it can us kernel smoothing, orthogonal series estimation and scaling functions estimation. This paper will focus on only the scaling function version of these methods as applied to nonparametric regression, that is recovery of a regression function as in (1) . f
The estimator of regression function will be the projection of raw estimator , defined in (3), onto the approximation space . Therefore, according to (6), we have 
