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Abstract— Handwriting recognition in the Arabic language 
is considered one of the most challenging problems and the 
accuracies in recognizing still need more enhancements due to 
the Arabic character's nature, cursive writing, style, and size of 
writing in contrast to working with other languages. In this 
paper, we propose a system for Arabic Offline Handwritten 
Character Recognition based on Naïve Bayes classifier (NB). 
Extraction features preceded by divided the image of character 
into three horizontal and vertical zones and 3x3 zones in one and 
two dimensions respectively, then classified by Naïve Bayes. The 
performance of the system proposes evaluated by using the 
benchmark CENPARMI database reached up to 97.05% 
accuracy rate. Experimental results confirm a high 
enhancement inaccuracy rate in comparison with other Arabic 
Optical Character Recognition systems. 
Keywords— Arabic Handwritten Character, Starters and 
Intersections, Minor-Starters, Naïve Bayes Classifier 
I. INTRODUCTION 
The Arabic language is one of the major languages in the 
world, but its complex nature has a little interest by 
researchers, unlike other world languages. [1] [2]. In this 
context, facing more problems, and challenges for the 
handwriting recognition systems in the meeting of its difficult 
work, there is no static representation for the characters, due 
to the persons themselves in the way how they write these 
characters and the styles that they adopt in their writing, 
which they get it by years of experience [3] [4]. Recently, 
recognition has become a mature discipline due to its use in 
sensitive and significant applications [5][6], comparing with 
other languages, the recognition of Arabic characters still the 
hardest application, due to the nature of both cursive and 
unconstrained. In addition, there are no rules to control the 
way, style, and size of writing and in some cases, there is the 
structure of a very similar character very similar characters 
structure which in turn makes the recognition a complex 
issue, due to the huge styles that the humans have in writing 
their characters, Arabic Off-line handwriting character 
recognition faces great challenges [7] [8] [9]  Starting from 
the importance of the characters recognizing process which 
needs an accurate method to ensure that the presented 
solution would provide a near-optimal recognition process. 
Some studies that used different classifiers in the processing 
phase of Arabic and non-Arabic optical character recognition 
systems. 
[10] Presented a model using a back-propagation ANN to
recognize Arabic handwritten character recognition. In this
system, we used the Otsu method to convert the gray-level
images to binary ones and applied the Universe of discourse
and Skeletonization. The features are extracted depending on
the zoning method by dividing the image of character into
horizontal, vertical zones, and 3x3 zones in one and two
dimensions respectively, a result using (CENPARMI) 
database is the highest among other related works. 
A Survey of Arabic handwritten Character Recognition 
system by Encoded Freeman Chain Code offered by [3], It 
focuses on survey OCR in handwritten Arabic language and 
describes approaches for recognizing handwritten isolated 
Arabic characters using Freeman- chain code. The last stage 
of this proposed system is to generate the encoded chain code 
by taking only the first 7 digits and adding additional digits 
at the beginning of the new chain code to classify each 
character. The results of this method achieved a high 
accuracy recognition range from 92% to 97%. The author 
Schol has been working in the field of Arabic handwritten 
character recognition represented by three works published in 
[11] [12] [13], where they built AOCR systems based on the
CENPARMI database. The first system is based on the Bio-
inspired BAT Algorithm that is implemented to decrease the
feature set size and to increase the rate of accuracy. A system
has been tested by four classifiers; artificial neural network
ANN, KNN, Random Forest (RF), and Bayes Network (BN).
The second and also the third systems were built based on
two blocks: pre-processing methodology and statistical,
structural, and features of topological that extracted from the
main and secondary characters, this system used ANN, KNN,
SVM classifiers in two and three systems respectively.
Recently some studies focused on creating Arabic Offline
Handwritten databases for evaluating and matching results
[14] [15] [16].
II. METHODOLOGY
In this study, an efficient optical character recognition system 
is presented for Arabic Off-line handwritten character 
recognition that depends on four essential mechanisms as 
basic building blocks: Preprocessing, Feature extraction, and 
Recognition mechanisms. Firstly, the Preprocessing 
operations are performed on character images to be ready for 
the feature extraction phase. Then, extracted features vectors 
of character image by several techniques. This metric can be 
considered as a strong indicator of a correctly classification 
rate via the Naïve Bayes classifier. Figure 1 illustrates the 
block diagram of our proposed system. 
Fig. 1. Block Diagram    
Fig .2 Skeleton of  Kaaf (ك) character 
Fig. 3 Zoning Along One and Two Dimensions 





























A. Image Pre-processing 
This stage consists of two processes: (i) Binarization:  
Converted the grey images to binary, in this work, we applied 
the Otsu technique [17] but after applying this technique that 
uses the default value (0.5) we lost the useful information of 
the images, so we applied the MATLAB software program to 
selected the intensity scale and calculated by the Otsu 
technique to replace all pixels of the input image with value 
one (White) and other pixels with value zero (Black); (ii) 
Skeletonization: which considered as part of the 
morphological operations, it operates by removing the pixels 
on the object boundaries (character) without allowing the 
object to break apart. The rest of the pixels make up the picture 
skeleton. Figure 2 shows the skeletonization process of the 











B.  Features Extraction 
The main core of this stage is to extract the important 
features to distinguish between the scanned of unknown 
images accurately and efficiently. We have utilized three 
zoning methods. Two of which are employed by [18] to 
recognize the English letters, this study divided the image of 
character into 3 horizontal, vertical, and 3x3 zones then 
extracted the components of each zone separately and 
concatenated those features in one vector, so we make sure 
that all fine details of the skeleton characters have been chosen 
which helps a Naive Bayes Classifier in the next phase. Figure 
3 shows zoning along one and two dimensions of the Kaaf(ك) 
















To distinguish the line segments that will create the 
features of a dataset in the proposed system, the specified 
pixels are determined the starters, intersections, minor starters, 
and the whole skeleton character then traversed pixel by pixel. 
1)Starters and Intersections 
The pixel that has one neighbor is defined as a starter, where 
the pixel under consideration contains all pixels that 
immediately surrounded it which is called the neighborhood. 
Figure 4 elaborates both of these concepts, where the pixel 
under consideration is colored in a darker color rather than 
that of neighbors around it. The neighborhood can come in 
direct or diagonal directions, which means that each pixel has 
eight neighbor pixels: four of them in diagonal, two vertical, 
and the other horizontal. Figure 5 shows the starters and 


















Fig 6. Minor Starters of a Particular Pixel 
 
Fig 7. Pixel direction                    
 
 
Fig. 8 Identified Segments of the 
given zone  
 
















The pixel that has more than two neighbors has defined Minor 
starters. If Skeleton's character is traversed then a Minor 













3) Character Skeleton Traversal  
After zoning phase completion, a traversal process is 
subjected to the character image's skeleton and the line 
segments' extraction procedure is separately presented. The 
starters and intersections first will be detected then 
established in arrays.  In addition, skeleton traversal and 
minor starters are established together at the same time. 
Starting by detecting the list of the starters, the proposed 
system's features are extracted by the novel algorithm 
proposed by [18]. After processing the starters, the line 
segments and minor starters are obtained simultaneously then 
established and memorized to be classified and handled. The 
algorithm will finish after visiting all the character skeleton 
pixels. 
4) Line Segment Information Labeling 
The encoding process of white pixels that composed of 
each segment will take place in the following directional 
manner. After identifying the starters and intersections of 
each segment, the segments of the zone should be labeled, 
which means the directions pixels that compose each segment 
are identified in one of eight directions: Up,  left, right, down, 
up-left, up-right, down- left and down-right. Where the 
directions take the following values illustrated in Figure 7. 
Then the segment takes the label of the most frequent 
direction. As an example, suppose that we have the following 












We can identify two segments in this zone, as illustrated 








However, these segments contain spurious pixels that are 
composed in another direction, thus, we identify the direction 
of each pixel, and the most frequent direction is given as a 
label for that segment as illustrated in Figure 10. As we note, 
the direction (8) which represents downright is the most 
frequent in segment 1, whereas the pixel direction of (7) 
(which represents the right direction) is the most frequent in 
segment 2 as illustrated in Figure. 10 (B). Therefore, we can 
conclude that segment (1) has the label of (8) and segment (2) 
take the label of (7), which are numerical values that will be 














5) Estimation of Feature Vectors through Zoning 
A methodology for compatible feature vector creating is 
improved by [19] who proposed the mentioned feature 
extraction techniques to be used as compatible and uniform 
size inputs Naïve Bayes classifier. The zoning process of the 
character pattern is the first step that is marked with direction 
information into windows of equal size. First, we check the 
matrix of the image, it will be padded floating-point values 
between (-1 and 1) with added background pixels along the 
length of columns and rows if not divisible in an equal 
manner then extracted the direction information that consists 
of line segment direction, line segment direction, intersection 
points, starter points, length and it expressed in for each 
window. The extraction and storing algorithm of the line 
segment information is completed by finding the starting and 
intersection points then extracted the length and number of 
the line segments which create 9 floating-point values as 
input vectors: The number and total length of right and left 
diagonal lines, The number and total length of horizontal and 




This classification phase is built on the Bayes theorem 
proposed by Thomas Bayes. This theorem is used to calculate 
probabilities of a particular problem hypothesis explicitly and 
at the same time, it does not affect by the noise associated 
with input data. The Bayesian classifier has a high capability 
to minimize misclassification probability[20]. 
A. Naïve Bayes  
Naïve Bayes classifier can be described as an independent 
feature model due to the underlying probability theory that 
forms the basis for this type of classifier. Simply, a naïve 
Bayes classifier depends heavily on an essential assumption 
that the presence of a specific feature of a particular class is 
not concerning the presence or absence of any other features 
[21]. 
A) Naïve Bayes Probabilistic Model  
In this type of classifier, the probability model is the 
conditional model that can be mathematically expressed in 
probability Eq. (1) [22]. 
 
𝑃𝑟𝑜(𝐶𝑙𝑎|𝐹𝑒𝑎1,𝐹𝑒𝑎2 , … … … … … … . , 𝐹𝑒𝑎𝑛 ,)   (1) 
 
where over a dependent class variable 𝐶𝑙𝑎 with a small set 
of outcomes (classes) that are conditional on many feature 
variables represented by vector Eq. (2): 
(𝐹𝑒𝑎1 ,𝐹𝑒𝑎2 , … … … … … … . , 𝐹𝑒𝑎𝑛  ) . (2) 
 
Now, using Bayes Theorem will yield in Eq. (3): 
 
𝑃𝑟𝑜(𝐶𝑙𝑎|𝐹𝑒𝑎1 ,𝐹𝑒𝑎2 , … … … … … … . , 𝐹𝑒𝑎𝑛 ) = 
𝑃𝑟𝑜(𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎1 ,𝐹𝑒𝑎2 ,……………….,𝐹𝑒𝑎𝑛 |𝐶𝑙𝑎)
𝑃𝑟𝑜(𝐹𝑒𝑎1 ,𝐹𝑒𝑎2 ,……………….,𝐹𝑒𝑎𝑛 )
    (3)                 
 
                                                                                                                                                 
The mathematical formula in Eq. (3) can be plainly 





      (4) 
 
Practically speaking, the numerator is equal to the joint 
probability that is given by function probability in Eq. (5): 
𝑃𝑟𝑜(𝐶𝑙𝑎, 𝐹𝑒𝑎1 ,𝐹𝑒𝑎2 , … … … … … … . , 𝐹𝑒𝑎𝑛 ) (5) 
 
By repeated application of the basic definition of conditional 
probability, Probability Eq. (5) can be re-written as in Eq. (6): 
= 𝑃𝑟𝑜(𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎1 ,𝐹𝑒𝑎2 , … … … … … … . , 𝐹𝑒𝑎𝑛 |𝐶𝑙𝑎) 
𝑃𝑟𝑜(𝐹𝑒𝑎4,… ,𝐹𝑒𝑎𝑛|𝐶𝑙𝑎, 𝐹𝑒𝑎1  , 𝐹𝑒𝑎2  , 𝐹𝑒𝑎3  ) = 
 𝑃𝑟𝑜(𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑙𝑎1|𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎2,… ,𝐹𝑒𝑎𝑛|𝐶𝑙𝑎, 𝐹𝑒𝑎1  ) 
𝑃𝑟𝑜(𝐹𝑒𝑎3,… ,𝐹𝑒𝑎𝑛|𝐶𝑙𝑎, 𝐹𝑒𝑎1  , 𝐹𝑒𝑎2  ) 𝑃𝑟𝑝(𝐶𝑙𝑎) 
𝑃𝑟𝑜(𝐹𝑒𝑎1|𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎2|𝐶𝑙𝑎, 𝐹𝑒𝑎1) 
𝑃𝑟𝑜(𝐹𝑒𝑎3|𝐶𝑙𝑎, 𝐹𝑒𝑎1, 𝐹𝑒𝑎2) 
𝑃𝑟𝑜(𝐹𝑒𝑎4,… ,𝐹𝑒𝑎𝑛|𝐶𝑙𝑎, 𝐹𝑒𝑎1  , 𝐹𝑒𝑎2  , 𝐹𝑒𝑎3  ) 
=  𝑃𝑟𝑜(𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎1|𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎2|𝐶𝑙𝑎, 𝐹𝑒𝑎1) 
𝑃𝑟𝑜(𝐹𝑒𝑎3|𝐶𝑙𝑎, 𝐹𝑒𝑎1, 𝐹𝑒𝑎2) … 
𝑃𝑟𝑜(𝐹𝑒𝑎𝑛|𝐶𝑙𝑎, 𝐹𝑒𝑎1  , 𝐹𝑒𝑎2  , 𝐹𝑒𝑎3  , … , 𝐹𝑒𝑎𝑛−1)   (6) 
                                                                                                                                    
Now, the assumption of “Naïve “conditional independence 
plays its role as follows: 
Assuming that each feature vector( 𝑭𝒆𝒂𝒊 ) is conditionally 
independent of every other feature vector ( 𝑭𝒆𝒂𝒋  ) in the 
dataset such that 𝒋 ≠ 𝒊, then you get Eq. (7): 
 
𝑃𝑟𝑜(𝐹𝑒𝑎𝑖|𝐶𝑙𝑎, 𝐹𝑒𝑎𝑗) = 𝑃𝑟𝑜(𝐹𝑒𝑎𝑖|𝐶𝑙𝑎) (7) 
 
For each 𝒋 ≠ 𝒊  , therefore the joint probability model can 
be expressed as follows Eq. (8): 
 
𝑃𝑟𝑜(𝐶𝑙𝑎, 𝐹𝑒𝑎1, … . . , 𝐹𝑒𝑎𝑛) =
𝑃𝑟𝑜(𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎1|𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎2|𝐶𝑙𝑎)𝑃𝑟𝑜(𝐹𝑒𝑎3|𝐶𝑙𝑎)(8) 
                                                                                                                                                        
 
Under the assumptions in Eq. (8) above, the conditional 
distribution over the class variable 𝑪𝒍𝒂  can be expressed 
mathematically as in Eq. (9): 








                                                                                                                                                               
(9) 
where Z represents the evidence that we talked about in 
the explanation of the Bayes theorem in terms of simple 
English language, which is a scaling factor that depends only 
on 𝑭𝒆𝒂𝟏, … . . , 𝑭𝒆𝒂𝒏 , thus, it becomes a constant if the values 
of these features variable are known.  
The Equations above represent a manageable model of a 
certain problem, where we can factor it into a so-called class 
prior  𝑷𝒓𝒐(𝑪𝒍𝒂)  and independent probability 
distribution𝑷𝒓𝒐(𝑭𝒆𝒂𝒊|𝑪𝒍𝒂). Then the Classifiers function as 
in Eq. (10): 
classify (𝑓𝑒𝑎𝑖 , … , 𝑓𝑒𝑎𝑛) = argmax Pro( Cla) = 
 (∏ 𝑃𝑟𝑜(𝐹𝑒𝑎𝑖 = 𝑓𝑒𝑎𝑖 |(Cla = cla)
n
i=1  (10) 
 
IV. RESULTS AND DISCUSSION 
This section presents the discussion of results obtained 
from training and testing the proposed Offline Arabic 
handwritten recognition system using the CENPARMI 
database [23] which contains 21426 Arabic characters 
handwritten and divided into 32 sets of characters as Table 1. 
Naïve Bayes classifier has been built for the sake of 
performance enhancement. Table 1 illustrates the accuracy 
rate achieved for each character. 
 
Table 1.   Accuracy Rates For Arabic Characters.  
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As shown in the above table, the results are very promising 
which investigated the total accuracy rate that reached up to 
97.05% for all characters although we get success (Accuracy) 
rate reached up to (100%) for almost all characters. Despite 
the computational complexity of this system, it is suitable for 
real-time applications because the run time is acceptable 
where (0.376214) seconds, which means (0.02144) second for 
each character. From recent studies in the field of pattern 
recognition, a few researchers used the Naïve Bayes classifier 
to classify Arabic Offline handwritten character and 
comparison with classifiers such as ANN, SVM [13] [25] 
[26], etc. So, we will compare the obtained results with 
various classification algorithms and techniques in the same 
database and others because of the highly effective feature 
extraction methods applied in this work. Table 2 is dedicated 
to comparing our results with the results of other systems. 
These results are arranged according to the descend accuracy 
rate. Table 2 shows a brief of the most recent works in Arabic 
handwritten character recognition. As seen, they are organized 
according to years, database, the approach of the 
classification, and accuracy rate. 
 
 
. Table 2.   Comparison with Other Systems That Built On Same 
And Different Database.  
       Character  Year Datasets Approach Rate 
Althobaiti et 
al.[3] 



















Torki et al.[27] 2014 AIA9K 
SVM with  
RBF  kernel 
94.28% 































































From Table 2, various techniques have been proposed for 
Arabic characters [10] [12] [13] and [26] have been used in 
the same database, namely, CENPARMI, with various 
classifiers and achieved a high accuracy rate ranged from 
96.14% to 88%. Our results have superiority and considered 
a strong indicator of our feature extraction techniques 
associated with Naïve Bayes as a classification technique 
proved recognition 97.05 % of characters correctly. The 
reason for this highest result is to implement the method 
proposed by Dileep for Arabic characters and add an extra 
way that divides the image into three vertical zones to 
guarantee examination of all details in the image entering into 
the proposed system. This result motivates us to employ the 
features extraction techniques with other shapes of languages 
character or to integrate our proposed into handwritten Arabic 
text recognition systems to improve further the quality of 
recognition systems. 
V. CONCLUSIONS AND FUTURE WORK 
In this paper, we have introduced a method for off-line 
Arabic handwriting character recognition. In our work, all the 
tiny details of the character image curve are taking into 
account by dividing it into three horizontal, vertical, and 3x3 
zones that prove the high capabilities of the feature extraction 
techniques optimally and enabled us to improve the low 
accuracy rate problem. The accuracy rate obtained considered 
promising results in an off-line Arabic handwritten character 
recognition field. By further investigation, since the 
handwritten Indian and Arabic digits are much easier than the 
isolated handwritten Arabic characters, we recommend using 
our proposed system to recognize it and we expect higher 
performance (fully recognized). In addition, we can use our 
proposed system for isolated printed Arabic character 
recognition and we expect also higher recognition accuracy 
due to its smoothest forms of printed characters. Also, we 
intend to use the proposed system to recognize other types of 
language such as Japanese, Chinees, Persian, and Urdu. 
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