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Abstrakt
Cı´lem te´to diplomove´ pra´ce je popsat a na rea´lna´ data aplikovat neparametricke´ a
semi-parametricke´ metody analy´zy prˇezˇitı´. K dosazˇenı´ tohoto cı´le jsou v pra´ci prˇedstaveny
neparametricke´ metody, a to Kaplanu˚v-Meieru˚v model, Log-rank test a metoda u´mrt-
nostnı´ch tabulek, a da´le semi-parametricky´ Coxu˚v model. Pra´ce se zaby´va´ take´ regresnı´
diagnostikou, zejme´na analy´zou reziduı´, hodnocenı´m vhodnosti modelu a jeho verifikacı´.
Prezentovana´ teorie je nakonec aplikova´na na rea´lna´ le´karˇska´ data.
Abstract
The aim of the diploma thesis is to describe non-parametric and semi-parametric
methods of survival analysis and to test them on the real data. To achieve this, there
are presented non-parametric models including Kaplan-Meier model, Log-rank test and
life-table method, and semi-parametric Cox model. Furthermore the thesis focuses on
regression diagnostic tools, especially residual analysis, a goodness of fit of model and its
verification. Eventually, the presented theory is applied to real oncological data.
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U´vod
V dnesˇnı´ dobeˇ je analy´za prˇezˇitı´ soucˇa´stı´ mnoha odveˇtvı´. Prˇı´klady jejı´ho pouzˇitı´ bychom
mohli najı´t v medicı´neˇ, biologii, ekonomii, demografii, technicky´ch oborech, atd. Jejı´ za´-
sadnı´ charakteristikou je schopnost pracovat s daty v cenzorovane´m tvaru. Hlavnı´m rysem,
ktery´ odlisˇuje data o prˇezˇitı´ od ostatnı´ch typu˚ dat (naprˇ. od klasicke´ho vnı´ma´nı´ u´mrtnosti
jako podı´lu zemrˇely´ch pacientu˚) je jejich cˇasova´ slozˇka. Data o prˇezˇitı´ totizˇ odra´zˇı´ nejen
informaci o pocˇtu, respektive podı´lu sledovany´ch uda´lostı´, ale za´rovenˇ na´s informujı´, kdy
k dane´ uda´losti dosˇlo.
Analy´za prˇezˇitı´ zahrnuje matematicko-statisticke´ metody pro hodnocenı´ doby do
vy´skytu dane´ uda´losti, ktere´ se vsˇak lisˇı´ od standardnı´ho statisticke´ho hodnocenı´, ne-
bot’data popisujı´cı´ dobu do vy´skytu uda´losti majı´ rˇadu specifik.
Cı´lem nasˇı´ pra´ce je sezna´mit se s metodami analy´zy prˇezˇitı´ a ty pote´ aplikovat na re-
a´lna´ data. Ma´me k dispozici onkologicka´ data, ktera´ poskytla onkologicka´ klinika Fakultnı´
nemocnice Ostrava. Sbeˇr dat probeˇhl v obdobı´ 2008 azˇ 2013.
V prvnı´ kapitole se podı´va´me na analy´zu prˇezˇitı´ obecneˇ a definujeme za´kladnı´ pojmy,
v druhe´ kapitole popı´sˇeme neparametricke´ metody, jako jsou Kaplanu˚v-Meieru˚v model,
Log-rank test a metoda u´mrtnostnı´ch tabulek. Ve trˇetı´ kapitole se budeme zaby´vat semi-
parametricky´mi metodami analy´zy prˇezˇitı´, zejme´na Coxovy´m modelem proporciona´lnı´ch
rizik. Cˇtvrta´ kapitole bude zameˇrˇena na regresnı´ diagnostiku, ktera´ je neme´neˇ du˚lezˇita´ jako
samotna´ analy´za dat. A nakonec v pa´te´ kapitole aplikujeme zı´skane´ poznatky na konkre´tnı´
data a vyhodnotı´me vy´sledky.
Vesˇkere´ statisticke´ vy´pocˇty, modelova´nı´ a vykreslova´nı´ obra´zku˚ provedeme ve statis-
ticke´m softwaru R Studio s vyuzˇitı´m balı´cˇku pro analy´zu prˇezˇitı´ – survival .
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Prˇehled pouzˇite´ho znacˇenı´
AIC Akaikeho informacˇnı´ kriterium
βi regresnı´ koeficienty
ci pocˇet cenzorova´nı´ v cˇase ti ≤ t
C doba cenzorova´nı´
di pocˇet sledovany´ch uda´lostı´ v cˇase ti ≤ t
Di(t) deviacˇnı´ reziduum
δ indika´tor cenzury
Eˆi ocˇeka´vany´ pocˇet uda´lostı´
E(X) strˇednı´ hodnota
f (t) hustota pravdeˇpodobnosti
F(t) distribucˇnı´ funkce
H0 nulova´ hypote´za
H1 alternativnı´ hypote´za
h(t) rizikova´ funkce
H(t) kumulativnı´ rizikova´ funkce
h(t,X) Coxu˚v model proporciona´lnı´ch rizik
HR pomeˇr rizik
I(β ) informacˇnı´ matice
IS interval spolehlivosti
KM Kaplanu˚v-Meieru˚v (model)
l(β ) logaritmus parcia´lnı´ veˇrohodnostnı´ funkce
L(β ) parcia´lnı´ veˇrohodnostnı´ funkce
Lim sko´re reziduum
Mi mnozˇina subjektu˚ v riziku v cˇase ti
Mi(t) martingale reziduum
Ri pocˇet pacientu˚ v riziku v dobeˇ ti
S(t) funkce prˇezˇitı´
SE(X) standardnı´ chyba
Rim Schoendfeldovo reziduum
T doba prˇezˇitı´
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TPVP test parcia´lnı´m veˇrohodnostnı´m pomeˇrem
U(β ) sko´rovy´ vektor
var(X) rozptyl
var(X) kovariancˇnı´ matice
X′ transponovana´ matice X
X−1 inverznı´ matice k matici X
z testova´ statistika Waldova testu
z1−α2
100(1− α
2
)% kvantil standardizovane´ho norma´lnı´ho rozdeˇlenı´
ZN zhoubny´ novotvar
∂
∂x
parcia´lnı´ derivace podle x
Kapitola 1
Analy´za prˇezˇitı´
Analy´za prˇezˇitı´ byla ve svy´ch pocˇa´tcı´ch vyuzˇı´va´na pro odhadova´nı´ ocˇeka´vane´ doby do
u´mrtı´ pacienta se smrtelny´m onemocneˇnı´m. V dnesˇnı´ dobeˇ se tato statisticka´ metoda uzˇı´va´
v mnoha dalsˇı´ch odveˇtvı´ch, avsˇak na´zev metody zu˚stal zachova´n. V nasˇem prˇı´padeˇ budeme
pouzˇı´vat tuto metodu v origina´lnı´m vy´znamu, tedy pro analy´zu dat z onkologicke´ho u´stavu.
Analy´za prˇezˇitı´ se obecneˇ zaby´va´ hodnocenı´m doby od pocˇa´tecˇnı´ uda´losti do vy´skytu
jedne´ nebo vı´ce urcˇity´ch uda´lostı´ (time-to-event analysis), (Clark, Bradburn, Love a
Altman, 2003). Pocˇa´tecˇnı´ uda´lostı´ mu˚zˇe by´t narozenı´, zacˇa´tek onemocneˇnı´ nebo naprˇı´-
klad zacˇa´tek le´cˇby. Druhou, tzv. sledovanou uda´lostı´ (event of interest) je naprˇı´klad u´mrtı´,
uzdravenı´ cˇi remise onemocneˇnı´ (neboli vymizenı´ prˇı´znaku˚ a projevu˚ onemocneˇnı´, nikoliv
nemoci samotne´). Zkoumanou na´hodnou velicˇinou je doba mezi teˇmito dveˇma okamzˇiky,
tzv. doba prˇezˇitı´ (survival time) neboli doba do vy´skytu sledovane´ uda´losti. Tuto velicˇinu
oznacˇujeme pı´smenem T . Sledovanou promeˇnnou nejcˇasteˇji by´va´ doba do u´mrtı´ pacienta.
Touto statistickou metodou doka´zˇeme rˇesˇit na´sledujı´cı´ proble´my:
1. bodovy´ a intervalovy´ odhad dob prˇezˇitı´, odhadova´nı´ pravdeˇpodobnostnı´ho rozdeˇlenı´
doby prˇezˇitı´;
2. porovna´va´nı´ dob prˇezˇitı´ mezi neˇkolika ru˚zny´mi skupinami osob (naprˇ. muzˇi a zˇeny),
odhadova´nı´ vlivu le´cˇby na dobu prˇezˇitı´;
3. modelova´nı´ a hodnocenı´ vlivu ru˚zny´ch potencia´lnı´ch rizikovy´ch faktoru˚ na prˇezˇitı´
(naprˇ. veˇk prˇi provedenı´ operace, velikost da´vky le´ku).
1.1 Cenzorova´nı´
Typicky´m rysem analy´zy prˇezˇitı´ je to, zˇe pracuje s neu´plny´mi daty. Studie by´va´ v praxi
veˇtsˇinou ukoncˇena drˇı´ve, nezˇ se u vsˇech pacientu˚ vyskytne sledovana´ uda´lost. To zna-
mena´, zˇe nema´me vsˇechna data kompletnı´ a skutecˇna´ doba do vy´skytu sledovane´ uda´losti
je v teˇchto prˇı´padech nezna´ma´. Toto se nazy´va´ cenzorova´nı´ a data, o ktery´ch vı´me, zˇe
nereprezentujı´ rea´lne´ doby do vy´skytu sledovany´ch uda´losti, nazy´va´me cenzorovana´ data
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(Zva´rova´ & Maly´, 2003).
Cenzorova´nı´ mu˚zˇe nastat z ru˚zny´ch du˚vodu˚. Naprˇı´klad pacient prˇestane spolupracovat,
odsteˇhuje se, nebo u neˇj dojde k uda´losti z jiny´ch nezˇ sledovany´ch prˇı´cˇin. Doba prˇezˇitı´ je
tedy nezna´ma´, avsˇak vı´me, zˇe je delsˇı´ nezˇ doba pozorova´nı´. Dalsˇı´m du˚vodem cenzorova´nı´
je prˇedem stanovena´ doba klinicke´ studie. Zde jsou zna´my doby prˇezˇitı´ jen pro pacienty,
u ktery´ch uda´lost nastala v pru˚beˇhu te´to studie. O ostatnı´ch pak vı´me pouze to, zˇe jejich
doba prˇezˇitı´ je delsˇı´ nezˇ doba pozorova´nı´ do ukoncˇenı´ sledova´nı´.
Cenzorova´nı´ z vy´sˇe uvedeny´ch du˚vodu˚ se nazy´va´ cenzorova´nı´m zprava a v analy´ze
prˇezˇitı´ se vyskytuje nejcˇasteˇji.
Obra´zek 1.1: Cenzorova´nı´
Dalsˇı´m typem je cenzorova´nı´ zleva. Tato situace nastane tehdy, kdyzˇ je pacient do
studie zarˇazen azˇ pote´, co se u neˇj sledovana´ uda´lost vyskytla. Trˇetı´m typem cenzorova´nı´
je intervalove´, jenzˇ je kombinacı´ cenzorova´nı´ zprava a zleva.
Da´le budeme pracovat s daty, jezˇ jsou cenzorova´na zprava. Tento typ cenzorova´nı´ se
objevuje na nasˇich rea´lny´ch datech. To mu˚zˇeme videˇt na Obra´zku 1.1, kde je zna´zorneˇna
situace pro prvnı´ch 20 pacientu˚ studie. Uda´lost (u´mrtı´) je vyznacˇeno „•“ a „+“ znacˇı´
cenzorovany´ za´znam.
Data o prˇezˇitı´ mu˚zˇeme nejle´pe vyja´drˇit dvojicı´ promeˇnny´ch (T , C), kde T je na´hodna´
velicˇina, ktera´ popisuje dobu sledova´nı´ (doba prˇezˇitı´ nebo v prˇı´padeˇ cenzorova´nı´ doba
stra´vena´ ve studii) a C je indika´tor sledovane´ uda´losti, resp. indika´tor cenzorova´nı´, a
naby´va´ hodnot C = 1, pokud uda´lost nastala a C = 0 v prˇı´padeˇ, kdy je doba prˇezˇitı´
cenzorova´na.
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1.2 Du˚lezˇite´ pojmy
K popisu pravdeˇpodobnostnı´ho rozdeˇlenı´ na´hodny´ch velicˇin beˇzˇneˇ pouzˇı´va´me distribucˇnı´
funkci F a hustotu pravdeˇpodobnosti f . V analy´ze prˇezˇitı´ distribucˇnı´ funkce uda´va´
pravdeˇpodobnost, zˇe doba prˇezˇitı´ T je kratsˇı´ nebo rovna t, t ≥ 0, tj.
F(t) = P(T ≤ t). (1.1)
Hustotu pravdeˇpodobnosti zı´ska´me derivacı´ distribucˇnı´ funkce
f (t) =
d
dt
F(t). (1.2)
Funkce prˇezˇitı´
V analy´ze prˇezˇitı´ zava´dı´me navı´c tzv. funkci prˇezˇitı´ (survival function)
S(t) = 1−F(t) = P(T > t). (1.3)
Tato funkce vyjadrˇuje pravdeˇpodobnost, zˇe v dane´m cˇasove´m intervalu (0, t〉 nedojde ke
sledovane´ uda´losti, tedy zˇe doba prˇezˇitı´ T prˇekrocˇı´ hodnotu t.
Na Obra´zku 1.2 je pro srovna´nı´ zna´zorneˇn pru˚beˇh distribucˇnı´ funkce a funkce prˇezˇitı´.
Obra´zek 1.2: Distribucˇnı´ funkce F(t) a funkce prˇezˇitı´ S(t)
Rizikova´ funkce
Jestlizˇe je distribucˇnı´ funkce F spojita´, pak mu˚zˇeme definovat tzv. rizikovou funkci h(t)
(hazard function). Ta prˇedstavuje derivaci podmı´neˇne´ pravdeˇpodobnosti vy´skytu sledovane´
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uda´losti za prˇedpokladu, zˇe do cˇasu t tato uda´lost jesˇteˇ nenastala. Jedna´ se o „okamzˇitou
intenzitu“ sledovane´ uda´losti beˇhem nekonecˇneˇ male´ho cˇasove´ho intervalu de´lky ∆t (Ro-
drı´guez, 2007).
h(t) = lim
∆t→0+
P(t ≤ T < t +∆t|T ≥ t)
∆t
=
f (t)
S(t)
=
f (t)
1−F(t)
, pro F(t) 6= 1 (1.4)
Kumulativnı´ rizikova´ funkce
Integracı´ prˇedchozı´ho vztahu zı´ska´me tzv. kumulativnı´ rizikovou funkci (cumulative
hazard function)
H(t) =
∫ t
0
h(u)du =− lnS(t)+ lnS(0) =− lnS(t). (1.5)
Odtud po u´praveˇ dostaneme
S(t) = e−H(t). (1.6)
Mezi vy´sˇe uvedeny´mi pojmy tedy existujı´ jednoduche´ prˇevodnı´ vztahy. V Tabulce 1.1 jsou
uvedeny hlavnı´ z nich.
F(t) S(t) f (t) h(t)
F(t) − 1−S(t)
∫ t
0 f (x)dx 1− exp
[
−
∫ t
0 h(x)dx
]
S(t) 1−F(t) − 1−
∫ t
0 f (x)dx exp
[
−
∫ t
0 h(x)dx
]
f (t) dF(t)
dt
−dS(t)
dt
− h(t)exp
[
−
∫ t
0 h(x)dx
]
h(t)
dF(t)
dt
1−F(t) −
d(ln(S(t)))
dt
=
−
dS(t)
dt
S(t)
f (t)
1−
∫ t
0 f (x)dx
−
Tabulka 1.1: Prˇevodnı´ vztahy
Kapitola 2
Neparametricke´ metody
Metody v analy´ze prˇezˇitı´ deˇlı´me podle toho, co vı´me o pravdeˇpodobnostnı´m rozdeˇlenı´
na´hodne´ velicˇiny T (doba prˇezˇitı´) do trˇı´ za´kladnı´ch skupin na:
1. parametricke´,
2. neparametricke´,
3. semi-parametricke´.
Pro pouzˇitı´ parametricky´ch metod musı´me zna´t pravdeˇpodobnostnı´ rozdeˇlenı´ doby
prˇezˇitı´. Tyto metody jsou obecneˇ nejjednodusˇsˇı´ a za´rovenˇ poda´vajı´ nejprˇesneˇjsˇı´ informace.
Avsˇak v praxi veˇtsˇinou rozdeˇlenı´ pravdeˇpodobnosti doby prˇezˇitı´ doprˇedu nezna´me, tedy
tyto metody nelze obvykle pouzˇı´t.
Naproti tomu neparametricke´ metody lze pouzˇı´t vzˇdy, protozˇe tyto metody vycha´-
zejı´ jen z nameˇrˇeny´ch hodnot. Jsou obecneˇjsˇı´ nezˇ parametricke´ metody. Nejpouzˇı´vaneˇjsˇı´
mezi neparametricky´mi metodami jsou Kaplanu˚v-Meieru˚v odhad a metoda u´mrtnostnı´ch
tabulek.
Poslednı´m typem jsou semi-parametricke´ metody, ktere´ jsou prˇechodem mezi para-
metricky´mi a neparametricky´mi metodami. Zde nepotrˇebujeme konkre´tnı´ pravdeˇpodob-
nostnı´ rozdeˇlenı´ na´hodne´ velicˇiny T , ale vyuzˇı´va´me prˇedpoklady ohledneˇ vysveˇtlujı´cı´ch
parametru˚ modelu. Nejpouzˇı´vaneˇjsˇı´ metodou v te´to skupineˇ je Coxu˚v model proporcio-
na´lnı´ch rizik.
V te´to pra´ci se budeme podrobneˇji zaby´vat neparametricky´mi a semi-parametricky´mi
metodami, konkre´tneˇ Kaplan-Meierovy´m a Coxovy´m modelem. Tyto dva modely take´
aplikujeme na konkre´tnı´ rea´lna´ onkologicka´ data.
2.1 Kaplanu˚v-Meieru˚v model
Jak uzˇ bylo rˇecˇeno, Kaplanu˚v-Meieru˚v model (da´le KM model) je nejpouzˇı´vaneˇjsˇı´ z ne-
parametricky´ch metod. Vyuzˇı´va´ se pro odhad funkce prˇezˇitı´ na za´kladeˇ pozorovany´ch dat
– 8 –
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(Kaplan a Meier, 1958). Pro tento odhad, te´zˇ nazy´vany´ „product-limit“ odhad, pozˇadujeme
pouze jeden prˇedpoklad – aby doba cenzorova´nı´ byla neza´visla´ na dobeˇ vy´skytu uda´losti.
To znamena´: aby byl pacient v dobeˇ t bez sledovane´ uda´losti, nesmı´ se u neˇj uda´lost vy-
skytnout v zˇa´dne´ dobeˇ t∗ takove´, pro kterou platı´, zˇe t∗ < t. Pro odhad pravdeˇpodobnosti,
zˇe u dane´ho pacienta se do doby t nevyskytne sledovana´ uda´lost, je potrˇeba odhadnout
odpovı´dajı´cı´ pravdeˇpodobnosti pro vsˇechny doby t∗, ktere´ prˇedcha´zely dobeˇ t. Budeme
prˇedpokla´dat n ru˚zny´ch dob prˇezˇitı´ takovy´ch, zˇe t1 < t2 < · · ·< tn < t. Pak mu˚zˇeme vyja´drˇit
pravdeˇpodobnost prˇezˇitı´ azˇ do doby t vztahem
S(t) = P(T > t) = P((T > t1)∩ (T > t2)∩·· ·∩ (T > tn−1)∩ (T > tn)) = (2.1)
= P(T > t1)P(T > t2|T > t1) · . . . ·P(T > tn−1|T > tn−2)P(T > tn|T > tn−1).
Vzhledem k tomu, zˇe se jedna´ o neparametrickou metodu, ma´me k dispozici jako
vstupnı´ informace pouze pozorovane´ hodnoty dob prˇezˇitı´. Pravdeˇpodobnost prˇezˇitı´ doby
ti tedy musı´me vyja´drˇit jen pomocı´ u´daju˚ o pocˇtu u´mrtı´ v dane´m cˇase a pocˇtu pacientu˚
v riziku:
Pˆ(T > ti|T > ti−1) = pˆi =
Ri−di
Ri
= 1−
di
Ri
, (2.2)
kde di je pocˇet sledovany´ch uda´lostı´ v cˇase ti ≤ t a Ri je pocˇet pacientu˚ v riziku v dobeˇ
ti, cozˇ je pocˇet pacientu˚, kterˇı´ prˇezˇili dobu ti−1. Funkci prˇezˇitı´ pak mu˚zˇeme odhadnout
vztahem
Sˆ(t) = pˆ1 · pˆ2 · . . . · pˆn =
R1−d1
R1
·
R2−d2
R2
· . . . ·
Rn−1−dn−1
Rn−1
·
Rn−dn
Rn
. (2.3)
Prˇi odhadova´nı´ pravdeˇpodobnostı´ prˇezˇitı´ jednotlivy´ch dob ti vsˇak musı´me zohlednit
cenzorova´nı´, protozˇe s cenzorovany´mi dobami prˇezˇitı´ nemu˚zˇeme pracovat stejneˇ jako
s kompletnı´m pozorova´nı´m. Tato cenzorovana´ data neprˇispı´vajı´ k di, ale nelze je prˇi hod-
nocenı´ vynechat. Kaplanu˚v-Meieru˚v odhad pracuje s cenzorova´nı´m tak, zˇe tyto pacienty
nezahrnuje do skupiny pacientu˚ v riziku po zaznamenane´m cˇase cenzorova´nı´. To znamena´,
zˇe jestlizˇe je doba t cenzorovana´ a platı´, zˇe ti < t < ti+1, potom se dany´ pacient v dobeˇ ti
zapocˇı´ta´va´ do skupiny subjektu˚ v riziku Ri, ale do na´sledujı´cı´ pozorovane´ doby vy´skytu
sledovane´ uda´losti ti+1 se uzˇ do skupiny v riziku Ri+1 nezahrnuje. Ze vztahu (2.3) tedy
dosta´va´me vy´sledny´ vzorec pro Kaplanu˚v-Meieru˚v odhad funkce prˇezˇitı´:
Sˆ(t) = ∏
ti≤t
pˆi = ∏
ti≤t
(
1−
di
Ri
)
. (2.4)
Soucˇin v rovnici (2.4) vlastneˇ pocˇı´ta´me jen prˇes necenzorovane´ doby prˇezˇitı´. Avsˇak pro
cenzorovane´ doby je pocˇet sledovany´ch uda´lostı´ di = 0, tzn. cenzorovane´ doby prˇezˇitı´ k
tomuto odhadu prˇispı´vajı´ pouze prˇes hodnotu pocˇtu pacientu˚ v riziku Ri. Tento soucˇin lze
tedy teoreticky definovat prˇes vsˇechna pozorova´nı´.
Na Obra´zku 2.1 si mu˚zˇeme prohle´dnout, jak tento odhad funkce prˇezˇitı´ bude vypadat
pro nasˇe konkre´tnı´ onkologicka´ data.
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Obra´zek 2.1: Kaplanu˚v-Meieru˚v odhad funkce prˇezˇitı´
2.1.1 Greenwoodova formule
Podı´vejme se nynı´ na rozptyl Kaplanova-Meierova odhadu funkce prˇezˇitı´. KM odhad je
da´n jako soucˇin pˆi, proto bude lepsˇı´ jej nejprve zlogaritmovat, cˇı´mzˇ dostaneme soucˇet
logaritmu˚ jednotlivy´ch odhadu˚ pˆi (Hosmer, Lemeshow a May, 2008):
var(ln Sˆ(t)) = var(ln∏
ti≤t
pˆi) = var(∑
ti≤t
ln pˆi) = ∑
ti≤t
var(ln pˆi). (2.5)
Pro vy´pocˇet rozptylu logaritmu pˆi vyuzˇijeme maxima´lneˇ veˇrohodny´ odhad pravdeˇpo-
dobnosti pi, tedy 1−
di
Ri
, a tzv. delta metodu (delta method, viz naprˇ. Hosmer, Lemeshow
a May, 2008):
var(ln pˆi) =
(
∂
∂ pi
ln pi|pi=pˆi
)2
var(pˆi) =
(
1
pˆi
)2
pˆi(1− pˆi)
Ri
=
1− pˆi
Ri pˆi
=
di
Ri(Ri−di)
.
(2.6)
Z rovnic (2.5), (2.6) dostaneme
var(ln Sˆ(t)) = ∑
ti≤t
di
Ri(Ri−di)
, (2.7)
pouzˇijeme znovu delta metodu
var(ln Sˆ(t)) =
(
∂
∂ Sˆ(t)
ln Sˆ(t)
)2
var(Sˆ(t)) =
(
1
Sˆ(t)
)2
var(Sˆ(t)) (2.8)
a odsud uzˇ snadno dosta´va´me vzorec pro vy´pocˇet rozptylu KM odhadu funkce prˇezˇitı´, tzv.
Greenwoodovu formuli (Greenwood, 1926)
var(Sˆ(t)) = Sˆ2(t)∑
ti≤t
di
Ri(Ri−di)
. (2.9)
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Greenwoodova formule je nejbeˇzˇneˇji pouzˇı´vany´ vzorec pro odhad rozptylu Kaplanovy-
Meierovy fukce prˇezˇitı´ a take´ jej mu˚zˇeme nale´zt implementovany´ te´meˇrˇ ve vsˇech soft-
warech, ktere´ na´m umozˇnˇujı´ rˇesˇit analy´zu prˇezˇitı´. Nicme´neˇ, existuje mnoho dalsˇı´ch, jako
prˇı´klad zde uvedeme jesˇteˇ Aalenu˚v-Johansenu˚v odhad rozptylu KM funkce prˇezˇitı´ (An-
dersen, Borgan, Gill a Keiding, 2012):
var(Sˆ(t)) = Sˆ2(t)∑
ti≤t
di
R2i
. (2.10)
2.1.2 Intervaly spolehlivosti
S vyuzˇitı´m Greenwoodovy formule mu˚zˇeme sestavit 100(1−α)% interval spolehlivosti
pro Kaplanu˚v-Meieru˚v odhad funkce prˇezˇitı´ Sˆ(t) v cˇase t tak, zˇe doby prˇezˇitı´, za prˇed-
pokladu, zˇe ma´me dostatecˇneˇ mnoho subjektu˚, aproximujeme norma´lnı´m rozdeˇlenı´m,
(Hosmer, Lemeshow a May, 2008):[
Sˆ(t)− z1−α/2
√
var(Sˆ(t)); Sˆ(t)+ z1−α/2
√
var(Sˆ(t))
]
, (2.11)
kde z1−α/2 je 100(1−α/2)% kvantil standardizovane´ho norma´lnı´ho rozdeˇlenı´.
Tento postup je nejpouzˇı´vaneˇjsˇı´, kvu˚li vy´pocˇetnı´ jednoduchosti a dostupnosti. Ma´
vsˇak i velky´ nedostatek – symetrii. V blı´zkosti hodnot 1 a 0 je totizˇ symetrie intervalu
spolehlivosti pro odhad funkce prˇezˇitı´ nevhodna´, protozˇe prˇipousˇtı´ hodnoty prˇezˇitı´ veˇtsˇı´
nezˇ 1 nebo naopak mensˇı´ nezˇ 0. Proto se neˇkdy pouzˇı´va´ sˇka´lova´nı´.
Na Obra´zku 2.2 vidı´me, jak tyto intervaly spolehlivosti vypadajı´ pro nasˇe rea´lna´ data.
Obra´zek 2.2: Kaplanu˚v-Meieru˚v odhad funkce prˇezˇitı´ spolu s intervaly spolehlivosti
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2.1.3 Media´n doby prˇezˇitı´
Media´n doby prˇezˇitı´ (median survival time), definujeme jako dobu t0,5, kdy ma´ funkce
prˇezˇitı´ hodnotu 0,5 (Collett, 2003). Platı´
S(t0,5) = 0,5.
Media´n prˇezˇitı´ je doba, ve ktere´ je pravdeˇpodobnost prˇezˇitı´ 50%, tedy doba, ktere´ se dozˇije
polovina sledovany´ch pacientu˚.
Analogicky mu˚zˇeme definovat i dalsˇı´ kvantily. 100p% kvantil na´hodne´ velicˇiny, je
definova´n jako doba tp, pro kterou platı´
S(tp) = 1− p.
Jako prˇı´klad uva´dı´me 25% a 75% kvantily doby prˇezˇitı´, ktere´ jsou definova´ny jako doby
t0,25 a t0,75, pro ktere´ platı´
S(t0,25) = 0,75 a S(t0,75) = 0,25.
2.2 Porovna´nı´ dvou nebo vı´ce krˇivek prˇezˇitı´
V te´to podkapitole se strucˇneˇ podı´va´me na log-rank test, neparametrickou metodu pro
porovna´va´nı´ dvou nebo vı´ce krˇivek prˇezˇitı´ (nebo rizikovy´ch funkcı´) pro cenzorovana´ data.
Zpravidla platı´, zˇe kdyzˇ krˇivka prˇezˇitı´, ktera´ reprezentuje jednu skupinu subjektu˚ lezˇı´ zcela
nad krˇivkou prˇezˇitı´ reprezentujı´cı´ druhou skupinu, potom podı´l subjektu˚ z prvnı´ skupiny,
u ktery´ch odhadujeme, zˇe jsou nazˇivu, je v kazˇde´m cˇasove´m okamzˇiku vysˇsˇı´ nezˇ podı´l
takovy´chto subjektu˚ v druhe´ skupineˇ. Pomocı´ log-rank testu zjistı´me, jestli je tento rozdı´l
statisticky vy´znamny´.
Na Obra´zku 2.3 si mu˚zˇeme prohle´dnout dva grafy. V leve´m grafu jedna Kaplanova-
Meierova krˇivka prˇezˇitı´ lezˇı´ cela´ nad KM krˇivkou druhe´ skupiny a log-rank test s p-
hodnotou 0,021 potvrdil, zˇe krˇivky se lisˇı´. Vpravo se krˇivky krˇı´zˇı´ a p-hodnota log-rank
testu je rovna 0,464, tedy dosta´va´me vy´sledek, zˇe krˇivky se statisticky vy´znamneˇ nelisˇı´.
Obra´zek 2.3: Porovna´nı´ dvou krˇivek prˇezˇitı´ pomocı´ log-rank testu (Ding, Yang, Lv a dalsˇı´,
2015)
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Tato metoda tedy spocˇı´va´ v tom, zˇe testujeme nulovou hypote´zu o shodnosti dvou nebo
vı´ce krˇivek prˇezˇitı´ proti alternativnı´ hypote´ze, ktera´ tvrdı´, zˇe mezi krˇivkami je statisticky
vy´znamny´ rozdı´l.
Za platnosti nulove´ hypote´zy ma´ testovacı´ statistika Q pro dveˇ krˇivky prˇezˇitı´ asympto-
ticky χ2−rozdeˇlenı´ s jednı´m stupneˇm volnosti (Clark, Bradburn, Love a Altman, 2003):
Q =
(U −E(U))2
Var(U)
∼ χ21 ,
kde
U =
I
∑
i=1
(d1i−E(d1i)) =
I
∑
i=1
(d1i−R1i
di
Ri
),
E(U) = 0,
Var(U) =
I
∑
i=1
Var(d1i) =
I
∑
i=1
R1iR2i(Ri−di)di
R2i (Ri−1)
.
2.3 Metoda u´mrtnostnı´ch tabulek
Dalsˇı´ z neparametricky´ch metod pro porovna´va´nı´ krˇivek prˇezˇitı´ je metoda u´mrtnostnı´ch
tabulek (life-table method). Prˇı´klad u´mrtnostnı´ tabulky si mu˚zˇeme prohle´dnout na Obra´zku
2.4 na na´sledujı´cı´ straneˇ.
Tato metoda je podobna´ KM metodeˇ. Avsˇak zatı´mco de´lka intervalu˚ v Kaplanoveˇ-
Meieroveˇ metodeˇ je za´visla´ na cˇasove´ jednotce meˇrˇenı´ a mu˚zˇe by´t blı´zka´ nule, metoda
u´mrtnostnı´ch tabulek celkovou dobu pozorova´nı´ deˇlı´ na intervaly, jejichzˇ de´lka je pevneˇ
da´na.
Celkova´ doba pozorova´nı´ je tedy rozdeˇlena na k intervalu˚ s indexy j = 1,2, . . . ,k.
Do u´mrtnostnı´ tabulky se pro kazˇdy´ z teˇchto intervalu˚ zaznamena´vajı´ u´daje, ktere´ jsou
potrˇebne´ pro odhad pravdeˇpodobnosti prˇezˇitı´ (Marubini & Valsecchi, 2004):
S j = 1−
d j
R j−
1
2
c j
, (2.12)
kde S j je podmı´neˇna´ pravdeˇpodobnost prˇezˇitı´ pro j-ty´ interval, d j znacˇı´ pocˇet pozoro-
vany´ch uda´lostı´ beˇhem j-te´ho intervalu, R j je pocˇet subjektu˚ v riziku na pocˇa´tku j-te´ho
intervalu a c j prˇedstavuje pocˇet cenzorovany´ch dob beˇhem j-te´ho intervalu.
Postupny´m na´sobenı´m podmı´neˇny´ch pravdeˇpodobnostı´ prˇezˇitı´ pro prˇedesˇle´ intervaly
zı´ska´me kumulativnı´ pravdeˇpodobnost prˇezˇitı´ od pocˇa´tku pozorova´nı´ do konce j-te´ho
intervalu (Holcˇı´k, Komenda & kol., 2015):
S( j) =
j
∏
i=1
Si =
j
∏
i=1
(
1−
di
Ri−
1
2
ci
)
. (2.13)
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Obra´zek 2.4: U´mrtnostnı´ tabulka (Chakraborty, 2013)
Metoda u´mrtnostnı´ch tabulek pocˇı´ta´ s cenzorovany´mi uda´lostmi jinak nezˇ Kaplanova-
Meierova metoda, cozˇ mu˚zˇeme videˇt v rovnici (2.12). KM metoda pocˇı´ta´ s tı´m, zˇe v riziku
jsou vsˇechny subjekty s cenzorovanou dobou prˇezˇitı´. Na druhou stranu metoda u´mrtnost-
nı´ch tabulek prˇedpokla´da´, zˇe v riziku je pru˚meˇrneˇ polovina cenzorovany´ch subjektu˚.
Jestlizˇe ve stejne´m cˇase nastane uda´lost a za´rovenˇ cenzura, pak nenı´ prˇesne´ prˇed-
pokla´dat, zˇe vsˇechny uda´losti prˇedcha´zejı´ vsˇem cenzorova´nı´m. Tı´mto zpu˚sobem pra-
cuje Kaplanova-Meierova metoda a oproti metodeˇ u´mrtnostnı´ch tabulek pravdeˇpodobnost
prˇezˇitı´ mı´rneˇ nadhodnocuje. V teˇchto prˇı´padech je tedy vhodneˇjsˇı´ pouzˇitı´ metody u´mrt-
nostnı´ch tabulek.
Obecneˇ je Kaplanova-Meierova metoda vhodneˇjsˇı´ pro klinicke´ studie, kde pracujeme
s prˇesny´mi u´daji o dobeˇ prˇezˇitı´ pacientu˚. Naopak metoda u´mrtnostnı´ch tabulek je vy´hod-
neˇjsˇı´ v populacˇnı´ch analy´za´ch, kde se u´mrtı´ a cenzorova´nı´ cˇasto vyskytujı´ ve stejne´m
cˇase (kvu˚li neprˇesnosti zaznamena´va´nı´ dob prˇezˇitı´ cˇi velke´mu mnozˇstvı´ pozorovany´ch
subjektu˚).
Kapitola 3
Semi-parametricke´ metody
Jak uzˇ bylo rˇecˇeno, semi-parametricke´ metody jsou jaky´msi prˇechodem mezi parametric-
ky´mi a neparametricky´mi metodami. Pro jejich pouzˇitı´ nepotrˇebujeme konkre´tnı´ pravdeˇ-
podobnostnı´ rozdeˇlenı´ doby prˇezˇitı´ T , ale vyuzˇı´va´me prˇedpoklady ohledneˇ vysveˇtlujı´cı´ch
parametru˚ modelu.
3.1 Coxu˚v model
Coxu˚v regresnı´ model neboli model proporciona´lnı´ch rizik je spolu s Kaplanovy´m-
Meierovy´m modelem dalsˇı´m z nejpouzˇı´vaneˇjsˇı´ch modelu˚ analy´zy prˇezˇitı´. Jeho hlavnı´m
pozitivem je jednoduchost pouzˇitı´ a na´sledneˇ snadna´ interpretace vy´sledku˚. Tento model
se vyuzˇı´va´ v analy´ze prˇezˇitı´ pro odhadova´nı´ vlivu dalsˇı´ch (vysveˇtlujı´cı´ch) promeˇnny´ch na
dobu prˇezˇitı´ pacienta.
Kvu˚li cenzorova´nı´ pouzˇı´va´me modifikovane´ vı´cerozmeˇrne´ metody (jako jsou linea´rnı´
a logisticka´ regrese), slouzˇı´cı´ k nalezenı´ za´vislostı´ mezi vysveˇtlovanou a vysveˇtlujı´cı´mi
promeˇnny´mi. Coxova metoda ma´ velice blı´zko k vı´cena´sobne´ regresi, kde jako za´vislou
promeˇnnou bereme rizikovou funkci. Vy´sledny´ Coxu˚v regresnı´ model mu˚zˇeme sumari-
zovat vyja´drˇenı´m rizika vy´skytu sledovane´ uda´losti v cˇase jako funkce vysveˇtlujı´cı´ch
promeˇnny´ch.
Budeme uvazˇovat zjednodusˇeny´ prˇı´pad, zˇe doby prˇezˇitı´ ti se neopakujı´, tedy zˇe mezi
daty se nevyskytujı´ shody. V praxi je ale beˇzˇneˇjsˇı´, zˇe se shody v doba´ch prˇezˇitı´ vyskytujı´.
Pak musı´me model (respektive metodu odhadu regresnı´ch koeficientu˚) modifikovat (naprˇ.
Breslow, 1974).
Prˇedpokla´dejme, zˇe model obsahuje p vysveˇtlujı´cı´ch promeˇnny´ch. To znamena´, zˇe o
kazˇde´m pacientovi ma´me k dispozici p u´daju˚. Na pocˇa´tku ma´me danou za´kladnı´ riziko-
vou funkci h0(t). Nasˇı´m cı´lem je charakterizovat dane´ho pacienta, tedy vytvorˇit model,
ktery´ by odra´zˇel vliv vybrany´ch vysveˇtlujı´cı´ch promeˇnny´ch X = (X1,X2, . . . ,Xp)
′ na tuto
za´kladnı´ rizikovou funkci (Collett, 2003). Protozˇe rizikova´ funkce naby´va´ vzˇdy kladny´ch
hodnot, musı´me zajistit, zˇe funkce zu˚stane kladna´ i po vstupu vysveˇtlujı´cı´ch promeˇnny´ch
do modelu. Prˇirozenou pomu˚ckou je vyuzˇitı´ exponencia´lnı´ funkce.
– 15 –
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Coxu˚v model proporciona´lnı´ch rizik pak definujeme na´sledovneˇ (Cox, 1972):
h(t,X) = h0(t)e
β ′X , (3.1)
kde β = (β1,β2, . . . ,βp)
′ je vektor regresnı´ch koeficientu˚ popisujı´cı´ u´cˇinky vysveˇtlujı´cı´ch
promeˇnny´ch na prˇezˇitı´ pacienta (parametricka´ cˇa´st modelu) a h0(t) oznacˇuje za´kladnı´
rizikovou funkci, ktera´ je stejna´ pro vsˇechny subjekty a za´visı´ na cˇase (neparametricka´
cˇa´st modelu). Prˇedpokla´da´me, zˇe tato funkce je libovolna´ neza´porna´ funkce a odpovı´da´
rizikove´ funkci, kdyzˇ x = 0.
Regresnı´ koeficienty βk, k = 1,2, . . . , p prˇedstavujı´ vliv vysveˇtlujı´cı´ch promeˇnny´ch
xk, k = 1,2, . . . , p na riziko vy´skytu sledovane´ uda´losti. Prˇesneˇji rˇecˇeno, βk prˇedstavuje
cˇı´selnou hodnotu, o kterou se navy´sˇı´ prˇirozeny´ logaritmus rizikove´ funkce, kdyzˇ se hodnota
k-te´ promeˇnne´ zvy´sˇı´ o jednu jednotku za prˇedpokladu, zˇe ostatnı´ vysveˇtlujı´cı´ promeˇnne´
zu˚stanou stejne´. Kladna´ hodnota regresnı´ho koeficientu na´m rˇı´ka´, zˇe riziko sledovane´
uda´losti je vysˇsˇı´ u pacienta s veˇtsˇı´ hodnotou odpovı´dajı´cı´ vysveˇtlujı´cı´ promeˇnne´. Naopak
za´porne´ zname´nko regresnı´ho koeficientu znamena´, zˇe dana´ vysveˇtlujı´cı´ promeˇnna´ s vysˇsˇı´
hodnotou ma´ protektivnı´ u´cˇinek, tedy zˇe riziko vy´skytu sledovane´ uda´losti je mensˇı´.
3.1.1 Pomeˇr rizik
Jednı´m ze zpu˚sobu˚, jak lze interpretovat vy´stup Coxova modelu, je tzv. pomeˇr rizik HR
(hazard ratio). Pro jake´koliv dva subjekty s vektory promeˇnny´ch X1 = X11,X12, . . . ,X1p a
X2 = X21,X22, . . . ,X2p je definova´n na´sledovneˇ (Klein, 2003)
HR =
h(t,X1)
h(t,X2)
=
h0(t)exp(β
′X1)
h0(t)exp(β
′X2)
= eβ
′(X1−X2). (3.2)
Pomeˇr rizik tedy vyjadrˇuje, jaky´ je pomeˇr rizik dvou subjektu˚ s ru˚zny´mi promeˇnny´mi.
Navı´c, pokud hodnotı´me vliv pouze jedine´ vysveˇtlujı´cı´ dichotomicke´ promeˇnne´, ktera´ na-
by´va´ hodnot jen 0 nebo 1, potom pomeˇr rizik vyja´drˇı´me vztahem HR = eβ
′
.
Protozˇe pomeˇr rizik neza´visı´ na za´kladnı´ rizikove´ funkci (je tedy v cˇase konstantnı´), je
du˚lezˇite´, aby tato neza´vislost byla dodrzˇena i v datech. Graficky to znamena´, zˇe rizikove´
funkce dvou subjektu˚ jsou u´meˇrne´ a nekrˇı´zˇı´ se, tzn. riziko uda´losti jednoho subjektu je
na´sobkem rizika u druhe´ho subjektu po celou dobu pozorova´nı´. Tento jev nazy´va´me pro-
porcionalita rizik. Dodrzˇenı´ tohoto prˇedpokladu je za´sadnı´ prˇi vytva´rˇenı´ Coxova modelu
a jeho porusˇenı´ mu˚zˇe ve´st k nespra´vny´m vy´sledku˚m (podhodnocenı´ nebo nadhodnocenı´
pomeˇru rizik).
3.1.2 Odhad regresnı´ch koeficientu˚
Parametry modelu βi se odhadujı´ neza´visle na za´kladnı´ rizikove´ funkci h0(t). Zkouma´nı´m
hodnot vektoru β lze zjistit, ktere´ vysveˇtlujı´cı´ promeˇnne´ majı´ vliv na pru˚beˇh rizikove´
funkce a krˇivku prˇezˇitı´ prakticky stejneˇ jako v linea´rnı´ regresnı´ analy´ze.
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Metoda parcia´lnı´ veˇrohodnosti
Kvu˚li semi-parametricke´ podstateˇ modelu pouzˇı´va´me pro odhad regresnı´ch koeficientu˚ ne-
standardnı´ metody jako je metoda parcia´lnı´ veˇrohodnosti (partial likelihood method), kde
mı´sto standardnı´ funkce veˇrohodnosti maximalizujeme parcia´lnı´ veˇrohodnostnı´ funkci,
ktera´ je za´visla´ jen na vysveˇtlujı´cı´ch promeˇnny´ch β .
Budeme uvazˇovat n pacientu˚ s k pozorovany´mi dobami prˇezˇitı´. Kvu˚li ocˇeka´vane´mu
cenzorova´nı´ je k ≤ n. Necht’ Mi (i = 1,2, . . . ,k) je mnozˇina pacientu˚ v riziku v cˇase ti
pro serˇazene´ pozorovane´ doby prˇezˇitı´ t1 < t2 < · · ·< tk. Pro jednoduchost prˇedpokla´da´me,
zˇe v kazˇde´m okamzˇiku ti nastala uda´lost pouze pro jednoho pacienta, oznacˇme jej i a
prˇı´slusˇny´ vektor promeˇnny´ch de´lky p tohoto pacienta oznacˇme Xi. Potom h(ti,Xi) bude
rizikova´ funkce pro pacienta i. Podmı´neˇna´ pravdeˇpodobnost, zˇe u pacienta i z mnozˇiny Mi
dojde k vy´skytu uda´losti v cˇase ti, za podmı´nky, zˇe v cˇase ti skutecˇneˇ uda´lost nastala, je
definova´na jako (Klein, 2003):
P(pacient i zemrˇe v cˇase ti| v cˇase ti dosˇlo k jedne´ uda´losti) =
=
h(ti,Xi)
∑ j∈Ri h(ti,Xj)
=
h0(ti)exp(β
′Xi)
∑ j∈Ri h0(ti)exp(β
′Xj)
=
exp(β ′Xi)
∑ j∈Ri exp(β
′Xj)
. (3.3)
Za prˇedpokladu, zˇe pozorovane´ doby prˇezˇitı´ jsou navza´jem neza´visle´, zı´ska´me vyna´sobe-
nı´m teˇchto pravdeˇpodobnostı´ prˇes vsˇechny cˇasy prˇezˇitı´ parcia´lnı´ veˇrohodnostnı´ funkci:
L(β ) =
k
∏
i=1
exp(β ′Xi)
∑ j∈Ri exp(β
′Xj)
. (3.4)
Pro jednodusˇsˇı´ vy´pocˇetnı´ operace zavedeme jesˇteˇ logaritmus parcia´lnı´ veˇrohodnostnı´
funkce:
lnL(β ) = l(β ) =
k
∑
i=1
{
β ′Xi − ln
(
∑
j∈Ri
exp(β ′X j)
)}
=
k
∑
i=1
li, (3.5)
kde li znacˇı´ prˇı´speˇvek k l(β ) odpovı´dajı´cı´ pacientu i.
Maximalizacı´ funkce l(β ) pak zı´ska´me prˇı´slusˇny´ odhad vektoru regresnı´ch koeficientu˚
βˆ = (βˆ1, βˆ2, . . . , βˆp). To provedeme tak, zˇe polozˇı´me prˇı´slusˇne´ derivace l(β ) podle β1 azˇ
βp rovny nule a vyrˇesˇı´me prˇı´slusˇne´ soustavy rovnic:
∂ l(β )
∂βm
=
k
∑
i=1
{
Xim−
∑ j∈Ri X jm exp(β
′Xj)
∑ j∈Ri exp(β
′Xj)
}
= 0. (3.6)
Sko´rovy´ vektor a informacˇnı´ matice
Zavedeme dveˇ charakteristiky, ktere´ souvisı´ s logaritmem parcia´lnı´ veˇrohodnosti a pou-
zˇı´vajı´ se pro testova´nı´ hypote´z o regresnı´ch koeficientech β1,β2, . . . ,βp. Jednou z nich je
sko´rovy´ vektor Ur(β ), ktery´ je tvorˇen slozˇkami (Hosmer, Lemeshow a May, 2008)
Ur(β ) =
k
∑
i=1
∂ li
∂βr
, r = 1,2, . . . , p, (3.7)
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kde li je logaritmus parcia´lnı´ veˇrohodnosti v cˇase ti.
Druhou charakteristikou je informacˇnı´ matice I(β ), ktera´ je typu p× p a na pozici
(r,s) obsahuje za´pornou hodnotu druhe´ smı´sˇene´ parcia´lnı´ derivace l(β ), tedy
Ir,s(β ) =−
∂ 2l(β )
∂βr∂βs
. (3.8)
Navı´c platı´
I(βˆ )−1 = ˆvar(βˆ ), (3.9)
kde I(βˆ )−1 je inverznı´ informacˇnı´ matice a ˆvar(βˆ ) oznacˇuje kovariancˇnı´ matici maxima´lneˇ
veˇrohodne´ho odhadu vektoru regresnı´ch koeficientu˚ β (Hosmer, Lemeshow a May, 2008).
3.1.3 Interval spolehlivosti pro regresnı´ koeficienty
Pro nezna´me´ regresnı´ koeficienty β1,β2, . . . ,βp mu˚zˇeme sestrojit 100(1−α)% interval
spolehlivosti s vyuzˇitı´m 1− α
2
kvantilu standardizovane´ho norma´lnı´ho rozdeˇlenı´ z1−α2
,
ktery´ bude mı´t tvar
〈βˆk− z1−α2 SE(βˆk); βˆk + z1−
α
2
SE(βˆk)〉, (3.10)
kde SE je standardnı´ chyba odhadu a lze ji zı´skat jako odmocninu prvku z diagona´ly
kovariancˇnı´ matice ˆvar(βˆ ), kterou jsme zavedli vztahem (3.9).
Kdyzˇ interval spolehlivosti obsahuje nulu, je to jaky´si indika´tor situace, zˇe platnost
nulove´ hypote´zy (H0 : βk = 0) nejspı´sˇe nezamı´tneme.
3.1.4 Testy hypote´z pro regresnı´ koeficienty
Chceme rozhodnout, jestli vysveˇtlujı´cı´ promeˇnna´ ma´ statisticky vy´znamny´ vliv na dobu
prˇezˇitı´ pacienta cˇi nikoliv. Budeme tedy zkoumat hodnotu odpovı´dajı´cı´ho regresnı´ho ko-
eficientu βk. Pokud bude tento koeficient nulovy´, pak prˇı´mo ze vztahu (3.2) vyply´va´, zˇe
pomeˇr rizik, ktery´ odpovı´da´ dane´ promeˇnne´ se bude rovnat 1. A to na´m rˇı´ka´, zˇe prˇı´tomnost
te´to promeˇnne´ u pacienta nezvysˇuje ani nesnizˇuje riziko vy´skytu uda´losti.
Nulovou a odpovı´dajı´cı´ alternativnı´ hypote´zu o tom, jestli ma´ regresnı´ koeficient pro
k-tou promeˇnnou statisticky vy´znamny´ vliv na riziko vy´skytu uda´losti cˇi nikoliv, mu˚zˇeme
zapsat na´sledovneˇ:
H0 : βk = 0
H1 : βk 6= 0,
cozˇ lze ekvivalentneˇ zapsat jako nulovou a alternativnı´ hypote´zu pro pomeˇr rizik k-te´
promeˇnne´:
H0 : HRk = 1
H1 : HRk 6= 1.
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Pro testova´nı´ hypote´z o vy´znamnosti parametru˚ β mu˚zˇeme pouzˇı´t jeden z na´sledujı´cı´ch
trˇı´ beˇzˇneˇ pouzˇı´vany´ch testu˚.
Test pomocı´ pomeˇru parcia´lnı´ch veˇrohodnostı´
Testovacı´ statistika G testu pomocı´ pomeˇru parcia´lnı´ch veˇrohodnostı´ je da´na vztahem
(Kleinbaum & Klein, 2005):
G = 2
(
l(βˆ )− l(0)
)
, (3.11)
kde βˆ = (βˆ1, βˆ2, . . . , βˆp) je vektor odhadnuty´ch parametru˚, l(0) = −∑
k
i=1 ln(ni) a ni je
pocˇet subjektu˚ v riziku v cˇase t(i).
Statistika G ma´ za prˇedpokladu platnosti nulove´ hypote´zy asymptoticky χ2 rozdeˇlenı´
s jednı´m stupneˇm volnosti (obecneˇ lze najednou testovat r regresnı´ch koeficientu˚, pak by
testova´ statistika meˇla χ2 rozdeˇlenı´ s r stupni volnosti).
Waldu˚v test
Waldu˚v test souvisı´ s maxima´lneˇ veˇrohodny´m odhadem prvnı´ slozˇky odhadnute´ho vektoru
koeficientu˚ βˆ , tedy βˆk. Testovacı´ statistika QW je da´na pomeˇrem odhadu regresnı´ho koefi-
cientu a odpovı´dajı´cı´ standardnı´ chyby, jenzˇ zı´ska´me jako odmocninu prvku z diagona´ly
kovariancˇnı´ matice ˆvar(βˆ ), kterou jsme definovali vztahem (3.9). Statistika QW je tedy
definova´na vztahem (Hosmer, Lemeshow a May, 2008):
QW =
βˆk
SE(βˆk)
(3.12)
a rˇı´dı´ se standardizovany´m norma´lnı´m rozdeˇlenı´m (obecneˇ mu˚zˇeme tento test pouzˇı´t
pro testova´nı´ r koeficientu˚ soucˇasneˇ, pak by QW meˇla slozˇiteˇjsˇı´ vyja´drˇenı´ a rˇı´dila by se
asymptoticky χ2 rozdeˇlenı´m s r stupni volnosti).
Sko´re test
Trˇetı´m testem je sko´re test, ktery´ je zalozˇen na podı´lu derivace prˇirozene´ho logaritmu
parcia´lnı´ veˇrohodnosti za platnosti nulove´ hypote´zy (βk = 0) a odmocniny prvku na pozici
k,k pozorovane´ informacˇnı´ matice (take´ v bodeˇ βk = 0). Testovacı´ statistika QS je tedy
da´na vztahem (Hosmer, Lemeshow a May, 2008)
QS =


∂ l(β )
∂βk√
−∂
2l(β )
∂β 2
k


βk=0
(3.13)
a ma´ standardizovane´ norma´lnı´ rozdeˇlenı´. Kdyzˇ toto zobecnı´me na testova´nı´ r regresnı´ch
koeficientu˚ soucˇasneˇ bude statistika QS mı´t χ
2 rozdeˇlenı´ s r stupni volnosti, stejneˇ jako u
Waldova testu.
Kapitola 3. Semi-parametricke´ metody 20
3.2 Sestavenı´ Coxova modelu
V prˇedchozı´ sekci jsme definovali Coxu˚v model, nynı´ se budeme zaby´vat tı´m, jak jej pouzˇı´t
v praxi. Uka´zˇeme si, jak vybrat vysveˇtlujı´cı´ promeˇnne´, ktere´ do modelu zahrnout.
Jednı´m z nejdu˚lezˇiteˇjsˇı´ch kroku˚ prˇi sestavova´nı´ modelu je vhodny´ vy´beˇr vysveˇtlujı´cı´ch
promeˇnny´ch. Vybı´ra´me z teˇch promeˇnny´ch, u ktery´ch prˇedpokla´da´me vliv na prˇezˇitı´ paci-
entu˚, avsˇak ve vy´sledne´m modelu se pak vyskytujı´ pouze ty s nejsilneˇjsˇı´m vlivem. V te´to
souvislosti je za´sadnı´m te´matem slozˇitost modelu. Vzˇdy by meˇlo platit, zˇe vy´sledny´ model
by meˇl dobrˇe reprezentovat data, ale za´rovenˇ by meˇl by´t i klinicky dobrˇe interpretovatelny´.
Nejpouzˇı´vaneˇjsˇı´ metody pro vy´beˇr promeˇnny´ch do Coxova modelu jsou tyto na´sledujı´cı´
procedury nebo jejich kombinace (Pavlı´k, 2015):
• metoda postupne´ho prˇida´va´nı´ promeˇnny´ch (forward selection) – zacˇı´na´me s mo-
delem, ktery´ obsahuje jednu nebo pouze ma´lo promeˇnny´ch, o ktery´ch vı´me, zˇe majı´
vy´znamny´ vliv na prˇezˇitı´ (naprˇ. stadium na´doru). Tuto sadu postupneˇ rozsˇirˇujeme
s vyuzˇitı´m neˇjake´ho krite´ria.
• metoda postupne´ eliminace promeˇnny´ch (backward elimination) spocˇı´va´ v tom,
zˇe z u´plne´ho modelu, ktery´ obsahuje vsˇechny promeˇnne´, jezˇ jsme schopni do mo-
delu zahrnout, postupneˇ odebı´ra´me jednotlive´ promeˇnne´. To prova´dı´me na za´kladeˇ
neˇjake´ho kriteria, naprˇı´klad testova´nı´m statisticke´ vy´znamnosti jednotlivy´ch pro-
meˇnny´ch.
Pokud ma´me pro modelova´nı´ jen maly´ pocˇet vysveˇtlujı´cı´ch promeˇnny´ch a je tedy
mozˇne´ je do modelu zahrnout vsˇechny, nemusı´me vyuzˇı´t zˇa´dne´ metody pro jejich re-
dukci. Na druhou stranu, jestlizˇe ma´me vysveˇtlujı´cı´ch promeˇnny´ch mnoho, musı´me vyuzˇı´t
vı´cerozmeˇrne´ metody pro vy´beˇr prˇijatelne´ho mnozˇstvı´ promeˇnny´ch. Cı´lem pouzˇitı´ vı´ce-
rozmeˇrny´ch metod je odstranit nadbytecˇne´ informace, ktere´ jsou obsazˇeny v korelovany´ch
promeˇnny´ch.
Kapitola 4
Regresnı´ diagnostika
Regresnı´ diagnostika tvorˇı´ du˚lezˇitou soucˇa´st statisticky´ch metod, ktera´ posuzuje spra´vnost
a vhodnost modelu, tedy zda model spra´vneˇ popisuje vztah mezi souborem promeˇnny´ch
a pozorovany´m vy´sledkem. Pokud pouzˇijeme nespra´vneˇ navrzˇeny´ model, mu˚zˇeme dospeˇt
k matoucı´m nebo zcela nespra´vny´m za´veˇru˚m. Kontrola regresnı´ho modelu je tedy stejneˇ
du˚lezˇity´m krokem jako samotne´ sestavenı´ regresnı´ho modelu.
Regresnı´ diagnostika se zaby´va´ naprˇı´klad zkouma´nı´m splneˇnı´ prˇedpokladu˚ modelu,
hodnocenı´m jeho struktury a hleda´nı´m pozorova´nı´, ktera´ jsou dany´m modelem sˇpatneˇ
vyhodnocena (odlehla´ pozorova´nı´), nebo ktera´ majı´ pomeˇrneˇ znacˇny´ vliv na hodnoty
regresnı´ch koeficientu˚ (vlivne´ body).
4.1 Analy´za reziduı´
Rezidua modelu obecneˇ prˇedstavujı´ rozdı´l mezi pozorovanou a prˇedpokla´danou hodnotou
sledovane´ velicˇiny. Ve statistice vyuzˇı´va´me analy´zu reziduı´ naprˇı´klad k testova´nı´ normality
dat, homoskedasticity rozptylu, neza´vislosti reziduı´ (tedy vhodnosti modelu), cˇi vy´skytu
vybocˇujı´cı´ch hodnot. Prˇi analy´ze prˇezˇitı´ na´s bude zajı´mat analy´za reziduı´ prˇedevsˇı´m z hle-
diska testova´nı´ vhodnosti modelu a pak take´ pro hleda´nı´ vlivny´ch a odlehly´ch pozorova´nı´.
Vysoke´ hodnoty reziduı´ znamenajı´, zˇe model sˇpatneˇ vysveˇtluje cı´lovou promeˇnnou po-
mocı´ promeˇnny´ch vysveˇtlujı´cı´ch. Take´ jejich „systematicke´ chova´nı´ “, acˇ pouze v nı´zky´ch
absolutnı´ch hodnota´ch, je zna´mkou sˇpatne´ho modelu, prˇedevsˇı´m pak nespra´vne´ho vy´-
beˇru vysveˇtlujı´cı´ch promeˇnny´ch. Veˇtsˇinou totizˇ nenı´ vhodne´ do linea´rnı´ho modelu zarˇadit
vsˇechny promeˇnne´, lepsˇı´ mu˚zˇe by´t pouzˇitı´ kvadraticke´ formy modelu nebo danou promeˇn-
nou kategorizovat. Kategorizaci spojity´ch promeˇnny´ch bychom meˇli prova´deˇt obezrˇetneˇ,
jelikozˇ jde o ztra´tu informace, ktera´ mu˚zˇe zpu˚sobit zvy´sˇenı´ variability modelu a ve´st ke
zkreslenı´ vy´sledku˚. Cˇasto je vsˇak tato u´prava nutna´ kvu˚li interpretaci za´veˇru˚ (naprˇı´klad
kategorizace veˇku na: 0–50 let, 51–60 let, 61–70 let, 71 a vı´ce let).
Rezidua modelu prˇezˇitı´ by se meˇla chovat na´hodneˇ, protozˇe reprezentujı´ formu nevy-
sveˇtlene´ variability. Obecneˇ, rezidua odpovı´dajı´cı´ statisticky´m chyba´m by meˇla vykazovat
prˇiblizˇneˇ symetricke´ rozlozˇenı´ okolo nulove´ strˇednı´ hodnoty a rozptyl by meˇl by´t kon-
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stantnı´ shora ohranicˇeny´. Pokud se tedy podı´va´me na grafy reziduı´, nemeˇl by by´t patrny´
zˇa´dny´ trend, tzn. rezidua by meˇla vytva´rˇet rovnomeˇrny´ vodorovny´ pa´s.
Odchylky od vy´sˇe zmı´neˇny´ch prˇedpokladu˚ veˇtsˇinou znamenajı´ fakt, zˇe rezidua obsa-
hujı´ neˇjakou informaci, jezˇ na´m rˇı´ka´, zˇe model je sestaveny´ sˇpatneˇ.
V analy´ze prˇezˇitı´ je interpretace hodnot reziduı´ komplikovaneˇjsˇı´ kvu˚li prˇı´tomnosti
cenzorova´nı´. Pomoci mu˚zˇe graficke´ zna´zorneˇnı´ a vyhlazenı´ trendu (naprˇ. ja´drove´), kvu˚li
asymetricˇnosti reziduı´. Na´sledujı´cı´ rezidua jsou prˇi analy´ze prˇezˇitı´ nejpouzˇı´vaneˇjsˇı´. Jejich
vyuzˇitı´ je obecneˇjsˇı´, proto mı´sto dosud uzˇı´vane´ho oznacˇenı´ „pacient“ zavedeme tato rezidua
pro sˇirsˇı´ pojem – „subjekt“.
4.1.1 Martingale rezidua
Martingale reziduum u sledovane´ho subjektu definujeme jako rozdı´l mezi pozorovany´m
a ocˇeka´vany´m pocˇtem uda´lostı´. Ocˇeka´vany´ pocˇet uda´lostı´ Eˆi je vyja´drˇen kumulativnı´
rizikovou funkcı´ do doby ti. Pro i-ty´ subjekt je tedy reziduum da´no vztahem (Hosmer,
Lemeshow a May, 2008):
Mi(t) = di− Eˆi = di− Hˆ0(ti)exp(X
′
iβˆ ), (4.1)
kde di je pocˇet uda´lostı´ subjektu i v cˇase t (v datech analy´zy prˇezˇitı´ tedy mu˚zˇe naby´vat
hodnot 1 nebo 0).
Hodnoty martingale reziduı´ jsou kladne´ pro subjekty, jejichzˇ doba prˇezˇitı´ byla kratsˇı´
nezˇ jsme predikovali. Naopak za´porne´ hodnoty odpovı´dajı´ subjektu˚m s delsˇı´ skutecˇnou
dobou prˇezˇitı´. Tato rezidua mu˚zˇeme pouzˇı´t i ke graficke´mu hodnocenı´ toho, zda je model
vhodny´. Pokud majı´ rezidua nulovou strˇednı´ hodnotu, pak je model vhodny´.
Martingale rezidua mu˚zˇeme vyuzˇı´t take´ pro identifikaci nelinea´rnı´ho vlivu na´mi vy-
brane´ vysveˇtlujı´cı´ promeˇnne´ a pro vyhodnocenı´, jestli naprˇ. dana´ promeˇnna´ nebyla z mo-
delu vyloucˇena nespra´vneˇ. Pro na´zornou uka´zku nalezneme tato rezidua na Obra´zku 4.1
na straneˇ 23. Jedna´ se o rezidua jednorozmeˇrne´ho Coxova modelu s promeˇnnou GTV,
ktera´ byla vypocˇtena z nasˇich rea´lny´ch dat. Tento model bychom vzhledem k martingale
reziduu˚m oznacˇili za vhodny´.
4.1.2 Deviacˇnı´ rezidua
Martingale rezidua majı´ jednu nevy´hodu – nejsou symetricka´ a maxima´lnı´ hodnota, ktere´
dosahujı´ je jedna. Tento nedostatek mu˚zˇeme odstranit transformacı´, pak zı´ska´me tzv. de-
viacˇnı´ rezidua.
Deviacˇnı´ rezidua majı´ nulovou strˇednı´ hodnotu, stejneˇ jako martingale rezidua. Lisˇı´ se
vsˇak v tom, zˇe jsou symetricky rozlozˇena okolo nuly a tedy i snadneˇji interpretovatelna´.
Pro i-ty´ subjekt jsou definova´na na´sledovneˇ (Marubini a Valsecchi, 1995)
Di(t) = sgn(Mi(t))
√
−2 [Mi(t)+di(t) ln(di(t)−Mi(t))], (4.2)
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Obra´zek 4.1: Martingale rezidua pro promeˇnnou „GTV (ml) - objem prima´rnı´ho na´doru“
kde Mi(t) prˇedstavuje martingale reziduum pro i-ty´ subjekt pacienta v cˇase t a di(t) je
pocˇet pozorovany´ch uda´lostı´ pro subjekt i.
Obra´zek 4.2: Deviacˇnı´ rezidua pro promeˇnnou „GTV (ml) - objem prima´rnı´ho na´doru“
Tato rezidua se pouzˇı´vajı´ prˇedevsˇı´m k identifikaci odlehly´ch pozorova´nı´, tedy teˇch
subjektu˚, u ktery´ch je znacˇny´ rozpor mezi pozorovany´m a prˇedpokla´dany´m rizikem. To si
vysveˇtlı´me v podkapitole 4.3 na straneˇ 29. Na Obra´zku 4.2 vidı´me, jak mu˚zˇe vypadat graf
teˇchto reziduı´. Takto vykreslena´ rezidua predikujı´ vhodny´ model.
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Martingale i deviacˇnı´ rezidua prˇedstavujı´ jednu cˇı´selnou hodnotu na jeden studovany´
subjekt.
4.1.3 Sko´re rezidua
Sko´re rezidua na rozdı´l od vy´sˇe zmı´neˇny´ch dvou typu˚ prˇedstavujı´ cˇı´selny´ vektor obsahujı´cı´
pro kazˇdy´ hodnoceny´ subjekt jedno cˇı´slo pro kazˇdou promeˇnnou zahrnutou do modelu.
Tato rezidua uda´vajı´ odhad zmeˇny regresnı´ch koeficientu˚ v prˇı´padeˇ, zˇe by dany´ subjekt byl
z modelu vyrˇazen. Soucˇet vsˇech sko´re reziduı´ je roven nule. Vysoka´ hodnota sko´re rezidua
indikuje „vlivne´ pozorova´nı´ “, tj. subjekt, ktery´ ma´ velky´ prˇı´speˇvek k odhadu regresnı´ch
koeficientu˚.
Obra´zek 4.3: Sko´re rezidua pro promeˇnnou „GTV (ml) - objem prima´rnı´ho na´doru“
Pro vy´pocˇet pouzˇijeme martingale rezidua a prvnı´ derivaci logaritmu parcia´lnı´ veˇro-
hodnosti definovane´ho v prˇedchozı´ kapitole vztahem (3.5). Pro m-tou promeˇnnou i-te´ho
subjektu jsou rezidua da´na rovnicı´ (Hosmer, Lemeshow a May, 2008)
Lim =
k
∑
j=1
(Xim−Xw jm)dMi(t j), (4.3)
kde Xim prˇedstavuje hodnotu m-te´ promeˇnne´ pro i-ty´ subjekt, Xw jm je jejı´ va´zˇeny´ pru˚meˇr
v mnozˇineˇ subjektu˚ Mi a dMi(t j) je definova´na jako:
dMi(t j) = ddi(t j)−Yi(t j)exp(X
′
jβ )h0(t j) (4.4)
a znacˇı´ zmeˇnu v martingale reziduu pro i-ty´ subjekt v cˇase t j. Cˇı´slo ddi(t j) je zmeˇna
v tzv. cˇı´tacı´ funkci pro i-ty´ subjekt v cˇase t j. Pro cenzorovane´ doby se vzˇdy rovna´ nule
a pro necenzorovane´ naby´va´ hodnoty nula ve vsˇech cˇasech kromeˇ toho, ve ktere´m byla
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pozorova´na uda´lost, tzn. ddi(ti) = 1. Funkce Yi(t j) je indika´tor, zda je subjekt v riziku, tzn.
je rovna jedne´ azˇ do doby, kdy nastane uda´lost, tedy pro t j ≤ ti je Yi(t j) = 1. A hodnota
h0(t j) prˇedstavuje za´kladnı´ riziko v cˇase t j. Situaci si mu˚zˇeme prohle´dnout na Obra´zku
4.3. Sko´re rezidua vykreslujeme oproti hodnota´m dane´ promeˇnne´. Na obra´zku je patrny´
trend, ktery´ je zpu˚soben maly´m pocˇtem subjektu˚ pro vysoke´ hodnoty GTV.
4.1.4 Schoenfeldova rezidua
Schoenfeldova rezidua jsou stejneˇ jako sko´re rezidua tvorˇena vektorem cˇı´sel, tzn. kazˇde´
promeˇnne´ na´lezˇı´ pro jeden subjekt jedna hodnota.
Tato rezidua se vztahujı´ k pozorovane´ dobeˇ prˇezˇitı´ a v te´to dobeˇ prˇedstavujı´ rozdı´l
mezi pozorovanou hodnotou promeˇnne´ Xk u subjektu s nastalou uda´lostı´ a ocˇeka´vanou
hodnotou te´to promeˇnne´, kterou mu˚zˇeme vypocˇı´tat z dat vsˇech subjektu˚ v riziku v dane´m
cˇase t. Soucˇet vsˇech Schoenfeldovy´ch reziduı´ je roven nule.
Schoenfeldova rezidua definujeme pomocı´ prˇı´speˇvku subjektu˚ k derivaci logaritmu
parcia´lnı´ veˇrohodnosti. Pro m-tou promeˇnnou i-te´ho subjektu jsou da´na na´sledovneˇ (Lee
& Wang, 2003):
Rim = δi(Xim−Xwim) = δi
(
Xim−
∑ j∈Ri X jm exp(X
′
jβ )
∑ j∈Ri exp(X
′
jβ )
)
, (4.5)
kde Xim prˇedstavuje hodnotu m-te´ promeˇnne´ pro i-ty´ subjekt, Xwim je va´zˇeny´ pru˚meˇr pro-
meˇnne´ v mnozˇineˇ Ri. Cˇı´slo δ je indika´tor cenzury, cozˇ zde znamena´, zˇe Schoenfeldova
rezidua definujeme pouze pro necenzorovana´ pozorova´nı´.
Obra´zek 4.4: Schoenfeldova rezidua pro promeˇnnou „GTV (ml) - objem prima´rnı´ho na´-
doru“
I v tomto prˇı´padeˇ by rezidua meˇla by´t bez trendu na´hodneˇ rozmı´steˇna ve vodorovne´m
pa´su kolem nuly. Prˇı´klad teˇchto reziduı´ zna´zornˇuje Obra´zek 4.4. Tato rezidua vykreslujeme
oproti hodnota´m cˇasu, logaritmu cˇasu nebo proti Kaplanoveˇ-Meieroveˇ odhadu.
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V transformovane´ formeˇ, kdy pro sˇka´lova´nı´ pouzˇijeme odhad rozptylu Schoenfeldo-
vy´ch reziduı´, je mu˚zˇeme pouzˇı´t k testova´nı´ prˇedpokladu proporcionality rizik. Vı´ce o
sˇka´lovany´ch reziduı´ch mu˚zˇeme nale´zt naprˇ. v publikaci od Hosmera, Lemeshowa a May,
2008.
4.2 Hodnocenı´ vhodnosti modelu
Hodnocenı´ vhodnosti modelu je du˚lezˇity´ a velice obtı´zˇny´ u´kol prˇedevsˇı´m kvu˚li tomu, zˇe
obecneˇ nenı´ specifikova´no, co vhodny´ model je a co nenı´, tzn. zda vhodneˇ popisuje soubor
dat, cˇi nikoliv.
4.2.1 Grønnesbyho a Borganu˚v test
Pro hodnocenı´ celkove´ vhodnosti modelu mu˚zˇeme pouzˇı´t testy dobre´ shody, naprˇı´klad
Grønnesbyho-Borganu˚v test (May a Hosmer, 2004). Ten spocˇı´va´ v tom, zˇe mnozˇstvı´ po-
zorovany´ch uda´lostı´ v prˇedem dane´ skupineˇ ma´ by´t zhruba stejne´ jako mnozˇstvı´ uda´lostı´
ocˇeka´vany´ch. Pak je model povazˇova´n za spra´vny´.
Grønnesbyho-Borganu˚v test vyuzˇı´va´ vy´sˇe zavedena´ martingale rezidua. Nejdrˇı´ve se
data usporˇa´dajı´ a roztrˇı´dı´ do skupin podle hodnot prˇedpokla´dane´ho rizikove´ho sko´re. Pro
kazˇdou skupinu se vypocˇı´ta´ suma reziduı´. Jestlizˇe jsou splneˇny vsˇechny prˇedpoklady a
model je maxima´lneˇ vhodny´ pro datovy´ soubor, soucˇet reziduı´ pro kazˇdou skupinu bude
roven nule. Na´sledneˇ se testuje nulova´ hypote´za prˇedpokla´dany´ch nulovy´ch sum reziduı´
v kazˇde´ skupineˇ.
Grønnesbyho-Borganu˚v test mu˚zˇeme realizovat take´ prostrˇednictvı´m sko´rove´ho testu.
Grønnesbyho-Borganu˚v test je algebraicky ekvivalentnı´ odvozene´mu testu, jezˇ se opı´ra´ o
testova´nı´ vy´znamnosti prˇidane´ indika´torove´ promeˇnne´ pomocı´ sko´rove´ho testu. Subjekty
se opeˇt roztrˇı´dı´ do skupin na za´kladeˇ jejich rizikove´ho sko´re, ze ktery´ch se jedna skupina
vybere za referencˇnı´. V dalsˇı´m kroku se pro kazˇdy´ subjekt v kazˇde´ skupineˇ (kromeˇ refere-
ncˇnı´ skupiny) vytvorˇı´ hodnoty pro indika´torove´ promeˇnne´ a testuje se vy´znamnost jejich
prˇida´nı´ prostrˇednictvı´m sko´rove´ho testu. Testuje se hypote´za, jestli se hodnoty koeficientu˚
prˇı´slusˇı´cı´ indika´torovy´m promeˇnny´m rovnajı´ nule. Jestlizˇe je dany´ model pro data vhodny´,
nemeˇlo by jej prˇida´nı´ indika´torovy´ch promeˇnny´ch vy´znamneˇ ovlivnit (koeficienty jsou
nulove´).
Grønnesbyho-Borganu˚v test ma´ velice blı´zko k testu vhodnosti modelu pro logistic-
kou regresi (Hosmer a Lemeshow, 1999), kde jsou pozorova´nı´ rozdeˇlena do deseti skupin
podle prˇedpokla´dany´ch pravdeˇpodobnostı´. Pote´ se porovna´vajı´ pozorovane´ a prˇedpokla´-
dane´ hodnoty vy´sledne´ promeˇnne´ v kazˇde´ skupineˇ na za´kladeˇ chı´-kvadra´t statistiky s k−2
stupni volnosti.
Oveˇrˇuje se hypote´za, zˇe rozdı´ly mezi pozorovany´mi a prˇedpokla´dany´mi hodnotami vy´-
sledne´ promeˇnne´ jsou nulove´ v kazˇde´ skupineˇ. Kvu˚li podobnosti mezi testy bylo navrzˇeno
roztrˇı´deˇnı´ subjektu˚ do deseti skupin. Prˇı´padneˇ, aby pocˇet prˇedpokla´dany´ch uda´lostı´ v kazˇde´
Kapitola 4. Regresnı´ diagnostika 27
skupineˇ nebyl mensˇı´ nezˇ peˇt (za´kladnı´ prˇedpoklad pro pouzˇitı´ chı´-kvadra´t statistiky), pak
by pocˇet skupin nemeˇl by´t veˇtsˇı´, nezˇ pocˇet uda´lostı´ vydeˇleny´ peˇti.
4.2.2 Akaikeho informacˇnı´ kriterium
Akaikeho informacˇnı´ kriterium slouzˇı´ k porovna´nı´ vı´ce modelu˚ tı´m, zˇe posuzuje jejich
schopnost vysveˇtlit variabilitu v pozorovany´ch datech (Akaike, 1974). Pro kazˇdy´ z porov-
na´vany´ch modelu˚ pocˇı´ta´me hodnotu kriteria
AIC =−2l (β ,(t1,d1),(t2,d2), . . . ,(tn,dn))+2(c+a), (4.6)
kde l (β ,(t1,d1),(t2,d2), . . . ,(tn,dn)) je logaritmus veˇrohodnostnı´ funkce modelu, c znacˇı´
pocˇet vysveˇtlujı´cı´ch promeˇnny´ch v modelu a a je pocˇet parametru˚ dane´ho pravdeˇpodob-
nostnı´ho rozdeˇlenı´.
Akaikeho informacˇnı´ kriterium tedy porovna´va´ veˇrohodnost a za´rovenˇ slozˇitost mo-
delu. Cˇı´m nizˇsˇı´ hodnotu AIC model ma´, tı´m je vhodneˇjsˇı´. Obecneˇ platı´, zˇe cˇı´m vı´ce
promeˇnny´ch je zahrnuto, tı´m roste veˇrohodnost modelu (l (β ,(t1,d1),(t2,d2), . . . ,(tn,dn)))
a tı´m se hodnota kriteria AIC snizˇuje. Na druhou stranu, cˇı´m veˇtsˇı´ pocˇet promeˇnny´ch, tı´m
vysˇsˇı´ bude hodnota druhe´ cˇa´sti vzorce (2(c+a)) a tı´m vı´c bude ru˚st i hodnota AIC. Celkem
to znamena´, zˇe Akaikeho informacˇnı´ kriterium zna´zornˇuje rovnova´hu mezi veˇrohodnostı´
a slozˇitostı´ modelu.
Nevy´hodou AIC je vsˇak to, zˇe pro Coxu˚v model nelze pouzˇı´t. Je to kvu˚li tomu, zˇe Co-
xu˚v model je metoda semi-parametricka´, tudı´zˇ nespecifikuje konkre´tnı´ pravdeˇpodobnostnı´
rozdeˇlenı´ dob prˇezˇitı´. Srovna´nı´ Coxova modelu by bylo velmi zava´deˇjı´cı´ i proto, zˇe tento
model vyuzˇı´va´ metodu parcia´lnı´ veˇrohodnosti.
4.3 Verifikace modelu
Du˚lezˇity´m prˇedpokladem pro korektnost pouzˇitı´ Coxova modelu je provedenı´ na´sledujı´cı´ch
bodu˚:
• testova´nı´ dodrzˇenı´ proporcionality rizik v cˇase (HR je konstantnı´ po celou dobu
trva´nı´ studie),
• vyhodnocenı´ vlivny´ch pozorova´nı´ a jejich celkove´ho dopadu na parametry modelu.
’
4.3.1 Hodnocenı´ proporcionality rizik
Klı´cˇovy´m prˇedpokladem Coxova modelu je proporcionalita rizik kazˇdy´ch dvou pozorova-
ny´ch subjektu˚. Proporcionalita rizik rˇı´ka´, zˇe efekt dany´ch promeˇnny´ch (neboli rizikovy´ch
faktoru˚) se v cˇase nemeˇnı´. Je tedy velmi du˚lezˇite´ oveˇrˇit, jestli tento prˇedpoklad dane´ pro-
meˇnne´ splnˇujı´. Pokud nikoliv, nenı´ vhodne´ pouzˇı´t Coxu˚v model pro dana´ data a je potrˇeba
hledat jine´ mozˇnosti analy´zy. Druhou mozˇnostı´ je nale´zt postup, jak data poupravit, aby byl
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prˇedpoklad splneˇn. Porusˇenı´m proporcionality rizik je odhad pomeˇru rizik HR pro tento
faktor nadhodnocen nebo podhodnocen.
Oveˇrˇenı´ prˇedpokladu proporcionality rizik mu˚zˇeme vyhodnocovat dveˇma zpu˚soby, a to
numericky nebo graficky. K dispozici ma´me mnoho metod. Existujı´ metody, ktere´ vyzˇadujı´
rozdeˇlenı´ dob prˇezˇitı´ nebo kategorizaci vysveˇtlujı´cı´ch promeˇnny´ch, jine´ lze pouzˇı´t prˇı´mo
na nezmeˇneˇny´ pu˚vodnı´ datovy´ soubor. Je cˇisteˇ jen na uzˇivateli, kterou metodu si vybere.
Graficky´ zpu˚sob oveˇrˇenı´ proporcionality rizik je nejjednodusˇsˇı´. Zde budeme pozˇadovat,
aby se Kaplanovy-Meierovy krˇivky prˇezˇitı´ rovnomeˇrneˇ vzdalovaly a nikdy se neprˇekrˇı´zˇily.
Existujı´ ale i propracovaneˇjsˇı´ metody oveˇrˇenı´ proporcionality rizik:
• Graficke´ oveˇrˇenı´ pomocı´ kumulativnı´ rizikove´ funkce
Pouzˇitı´ logaritmu kumulativnı´ rizikove´ funkce je vhodneˇjsˇı´ nezˇ porovna´va´nı´ krˇivek
prˇezˇitı´ (Pavlı´k, 2015). Kumulativnı´ rizikova´ funkce poskytuje jednoduchou pomu˚cku
pro oveˇrˇenı´ jednorozmeˇrne´ proporcionality rizik, protozˇe funkce prˇezˇitı´ vzhledem
k promeˇnne´ k v prˇı´padeˇ Coxova modelu musı´ splnˇovat na´sledujı´ rovnici
Sk(t) = exp(−H0(t)exp(xkβk)), (4.7)
a po zlogaritmova´nı´ tedy platı´
ln(− lnSk(t)) = lnH0(t)+ xkβk. (4.8)
Jestlizˇe bude prˇedpoklad proporcionality rizik splneˇny´, krˇivky pro jednotlive´ hodnoty
promeˇnne´ budou prˇiblizˇneˇ rovnobeˇzˇne´. Vizua´lnı´ oveˇrˇova´nı´ ale nezohlednˇuje vı´ce
faktoru˚ za´rovenˇ, proto tuto metodu nemu˚zˇeme pouzˇı´t pro hodnocenı´ proporcionality
rizik u modelu˚ s vı´ce nezˇ dveˇma promeˇnny´mi.
• Test pomocı´ cˇasoveˇ za´visle´ promeˇnne´ (time-dependent covariate test)
Kdyzˇ prˇida´me do modelu cˇasoveˇ za´vislou promeˇnnou, kterou zı´ska´me transformacı´
pu˚vodnı´ promeˇnne´ (znacˇı´me xk(t) = xkg(t)), dovolı´ na´m to, aby se pomeˇr rizik meˇnil
v cˇase (Ng’andu, 1997). Potom testujeme, zda regresnı´ koeficient takto prˇidane´
promeˇnne´ je statisticky vy´znamny´.
Jestlizˇe koeficient, ktery´ prˇı´slusˇı´ te´to cˇasoveˇ za´visle´ promeˇnne´, bude statisticky vy´z-
namneˇ ru˚zny´ od nuly, pak prˇedpoklad proporcionality rizik neplatı´. Vy´sledek testu
na´m tedy rˇı´ka´, zˇe se v modelu vyskytuje cˇasova´ za´vislost pomeˇru rizik prˇı´slusˇne´ho
k-te´ promeˇnne´.
• Test zalozˇeny´ na sˇka´lovany´ch Schoenfeldovy´ch reziduı´ch (test based on scaled
Schoenfeld residuals)
Jestlizˇe je v prˇı´padeˇ k-te´ promeˇnne´ prˇedpoklad proporcionality rizik splneˇn, meˇla
by by´t rezidua prˇi zna´zorneˇnı´ proti cˇasu na´hodneˇ rozdeˇlena okolo nuly (Marubini,
Valsecchi, 1995). A to tak, zˇe stejneˇ v cˇasech na pocˇa´tku, uprostrˇed i na konci
sledova´nı´.
Pokud tedy prolozˇı´me regresnı´ krˇivku sˇka´lovany´mi Schoenfeldovy´mi rezidui a bu-
deme sledovat cˇasovy´ trend (poprˇ. neˇjake´ schodovite´ zmeˇny cˇi zlomy), pak mu˚zˇeme
proporcionalitu rizik zamı´tnout.
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• Test pomocı´ Pearsonova korelacˇnı´ho koeficientu (test based on Pearson corre-
lation coefficient)
Pocˇetnı´ oveˇrˇenı´ proporcionality rizik mu˚zˇeme prove´st pomocı´ Pearsonova korela-
cˇnı´ho koeficientu mezi cˇasy prˇezˇitı´ a sˇka´lovany´mi Schoenfeldovy´mi rezidui. Ob-
vykle je testova´ statistika pouzˇı´vana´ pro testova´nı´ korelacˇnı´ho koeficientu zalozˇena
na t-testu, nicme´neˇ, pro analy´tzu prˇezˇitı´ pouzˇı´va´ veˇtsˇina softwaru˚ chı´-kvadra´t test
(odvozeno naprˇ. v Grambsch, Therneau, 1994).
4.3.2 Identifikace vlivny´ch pozorova´nı´
Dalsˇı´m meˇrˇı´tkem, zda je model spra´vny´, je vyhodnocenı´ vlivny´ch pozorova´nı´. V analy´ze
prˇezˇitı´ pouzˇı´va´me obdobne´ metody jako v linea´rnı´ a logisticke´ regresi (Hosmer, Lemeshow
a May, 2008).
V klasicke´m modelu identifikujeme vlivna´ pozorova´nı´ (tj. subjekty se sˇpatneˇ pre-
dikovany´mi hodnotami) na za´kladeˇ tzv. pa´kovy´ch bodu˚ (leverage values). Leverage je
diagnosticka´ statistika, ktera´ meˇrˇı´ rozdı´ly hodnot promeˇnny´ch jednotlivy´ch subjektu˚ a pro-
meˇnny´ch cele´ho souboru a vypocˇı´ta´ se jako vzda´lenost mezi hodnotou jedne´ promeˇnne´
a celkovy´m pru˚meˇrem promeˇnny´ch. V analy´ze prˇezˇitı´ se pouzˇı´va´ aproximace leverage
statistiky, a to sko´re rezidua (Kapitola 4.1, strana 24). Jako vlivna´ pozorova´nı´ oznacˇı´me ty
body, ktere´ jsou v grafu sko´re reziduı´ vzda´lene´ od ostatnı´ch (Hosmer, Lemeshow a May,
2008). Tato pozorova´nı´ pak musı´me zkoumat podrobneˇji.
V linea´rnı´ a logisticke´ regresi vysoka´ hodnota leverage statistiky sama o sobeˇ jesˇteˇ
nemusı´ nic znamenat. Nicme´neˇ, subjekty s vysokou hodnotou pro leverage mohou prˇı´lisˇ
ovlivnˇovat odhad regresnı´ch parametru˚.
Pro vysˇetrˇenı´ vlivny´ch pozorova´nı´ mu˚zˇeme pouzˇı´t dalsˇı´ metodu, a to Cookovu vzda´-
lenost. Ta pocˇı´ta´, jak se meˇnı´ hodnoty odhadnuty´ch koeficientu˚ po odstraneˇnı´ konkre´tnı´ho
subjektu z dat. Pokud je hodnota Cookovy vzda´lenost pro konkre´tnı´ subjekt nı´zka´, pak to
znamena´, zˇe pra´veˇ tento subjekt odhad parametru˚ modelu vy´razneˇ neovlivnˇuje. V analy´ze
prˇezˇitı´ se pouzˇı´va´ aproximace Cookovy vzda´lenosti, a to sˇka´lovana´ sko´rova´ rezidua (viz
naprˇ. Hosmer, Lemeshow a May, 2008).
4.3.3 Identifikace odlehly´ch hodnot
Subjekty, u ktery´ch pozorujeme vy´skyt uda´losti prˇı´lisˇ brzy nebo velmi pozdeˇ vzhledem
k ostatnı´m subjektu˚m s podobny´mi vstupnı´mi hodnotami promeˇnny´ch, nazy´va´me odlehla´
pozorova´nı´. K jejich identifikaci mu˚zˇeme pouzˇı´t drˇı´ve zavedena´ deviacˇnı´ rezidua (viz
Kapitola 4.1, strana 22), pomocı´ ktery´ch graficky identifikujeme odlehla´ pozorova´nı´.
Kapitola 5
Analy´za rea´lny´ch dat
V te´to kapitole budeme aplikovat drˇı´ve popsane´ metody na konkre´tnı´ onkologicka´ data,
ktera´ poskytla Fakultnı´ nemocnice Ostrava (FNO). Informace o pacientech byly zazname-
na´va´ny od kveˇtna roku 2008 do cˇervna 2013. Ma´me k dispozici u´daje o 141 pacientech
zaznamena´vajı´cı´ dobu do u´mrtı´. U kazˇde´ho pacienta bylo sledova´no mnoho promeˇnny´ch.
V na´sledujı´cı´m seznamu uva´dı´me ty promeˇnne´, ktere´ MUDr. Jakub Cvek, Ph.D. vybral
jako vhodne´ k vyhodnocenı´.
• pohlavı´: zˇena/muzˇ,
• veˇk,
• progno´za dle NCCN (National Comprehensive Cancer Network), vysveˇtleno nı´zˇe,
• Dg dle MKN10 (Mezina´rodnı´ klasifikace nemocı´ a prˇidruzˇeny´ch zdravotnı´ch pro-
ble´mu˚, desa´ta´ revize):
– C01 = Zhoubny´ novotvar (ZN) korˇene jazyka
– C03 = ZN da´sneˇ
– C04 = ZN u´stnı´ spodiny
– C08 = ZN jiny´ch a neurcˇeny´ch slinny´ch zˇla´z
– C09 = ZN mandle - tonzily
– C11 = ZN nosohltanu (nazofaryngu)
– C13 = ZN hypofaryngu
– C14 = ZN jiny´ch a neprˇesneˇ urcˇeny´ch lokalizacı´ rtu
’
u´stnı´ dutiny a hltanu
– C31 = ZN vedlejsˇı´ch dutin
– C32 = ZN hrtanu
• GTV (ml) – objem prima´rnı´ho na´doru,
• GTVLU (ml) – objem uzlinove´ metasta´zy,
• GTV+GTVLU (ml),
– 30 –
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• KI – vy´konnostnı´ stav: 50 azˇ 100 (viz Tabulka 5.1),
• grading – stupenˇ diferenciace: 0 = nezjisˇteˇno, 1 = dobrˇe diferencovany´ karcinom, 2
= strˇedneˇ diferencovany´ karcinom, nebo 3 = ma´lo diferencovany´ karcinom,
• fyzika´lnı´ da´vka radioterapie,
• biologicky efektivnı´ da´vka,
• doba radioterapie: dny,
• da´vka na frakci: 1,40, 1,45 nebo 1,50
V Tabulce 5.2 na dalsˇı´ straneˇ je souhrnny´ vy´pis teˇchto parametru˚ a prˇevedenı´ ordina´l-
nı´ch dat na kategoria´lnı´, pomocı´ rozdeˇlenı´ hodnot do intervalu˚. Promeˇnnou Dg dle MKN10
jsme po konzultaci s le´karˇem rozdeˇlili do cˇtyrˇ skupin podle diagno´z, ktere´ spolu veˇcneˇ
souvisı´.
hodnota popis
100 norma´lnı´ stav, bez obtı´zˇı´, bez zna´mek onemocneˇnı´
90 schopen norma´lnı´ aktivity, velmi ma´lo symptomu˚
80 schopen norma´lnı´ aktivity s mı´rny´mi obtı´zˇemi, symptomy
70 sobeˇstacˇny´, neschopen norma´lnı´ch aktivit cˇi pra´ce
60 obcˇas vyzˇaduje pomoc, zvla´da´ veˇtsˇinu osobnı´ch potrˇeb
50 cˇasto potrˇebuje pomoc, cˇasto vyzˇaduje le´karˇskou le´cˇi
40 invalidita, vyzˇaduje specia´lnı´ pe´cˇi a pomoc
30 teˇzˇka´ invalidita, indikace k prˇijetı´ do nemocnice
20 teˇzˇce nemocny´, potrˇeba akutnı´ hospitalizace, podpu˚rny´ch opatrˇenı´ a le´cˇby
10 moribundnı´, rychle progredujı´cı´ fata´lnı´ onemocneˇnı´
0 smrt
Tabulka 5.1: Karnofske´ho index (KI), (Karnofsky & kol., 1948). Stupnice je popsa´na
v intervalech po 10, le´karˇ vsˇak mu˚zˇe podle potrˇeby meˇnit sko´re i v rozmezı´ teˇchto hodnot.
Kategorie du˚kazu˚ a konsensu˚ (NCCN Categories of Evidence and Consensus) rozdeˇleny´ch
podle NCCN Guidelines R© & Clinical Resources:
1. Na za´kladeˇ du˚kazu˚ vysoke´ u´rovneˇ panuje podle NCCN jednotny´ konsensus (shoda),
zˇe za´krok je vhodny´.
2. Na za´kladeˇ du˚kazu˚ nı´zke´ u´rovneˇ panuje podle NCCN konsensus (shoda), zˇe za´krok
je vhodny´.
3. Na za´kladeˇ du˚kazu˚ jake´koli u´rovneˇ panuje podle NCCN neshoda, zda je za´krok
vhodny´ cˇi nikoliv.
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na´zev promeˇnne´ varianty pocˇet u´mrtı´ celkem pacientu˚
pohlavı´ zˇena 15 34
muzˇ 55 107
veˇk [40,56] 14 29
(56,59] 13 23
(59,67] 21 49
(67,90] 22 40
progno´za dle NCCN 1 43 89
2 17 32
3 10 20
Dg dle MKN10 C01+C03+C04 24 37
C08+C11+C31 2 7
C09 15 40
C13+C14+C32 29 57
GTV (ml) [0,50] 47 104
(50,100] 13 24
(100,150] 7 10
(150,250] 3 3
GTVLU (ml) [0,5] 39 83
(5,20] 20 34
(20,50] 5 13
(50,100] 2 4
(100,200] 4 7
GTV+GTVLU (ml) [0,50] 33 79
(50,100] 21 35
(100,150] 10 18
(150,200] 3 6
(200,250] 3 3
KI - vy´konnostnı´ stav [50,70] 12 21
(70,89] 38 77
(89,100] 20 43
Grading 0 23 49
1 13 25
2 27 50
3 7 17
fyzika´lnı´ da´vka radioterapie (62,72] 13 39
(72,74) 39 65
[74,77) 18 37
biologicky efekt. da´vka [64,72) 17 35
[72,75) 34 66
[75,80) 19 40
doba radioterapie (dny) [30,35) 5 16
[35,40) 53 109
[40,45] 12 16
da´vka na frakci 1,40 12 38
1,45 40 71
1,50 18 32
Tabulka 5.2: Popis promeˇnny´ch
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5.1 Neparametricka´ analy´za
Nejprve budeme neparametricky´mi metodami porovna´vat vliv ru˚zny´ch promeˇnny´ch na
dobu prˇezˇitı´. Kaplanu˚v-Meieru˚v odhad funkce prˇezˇitı´ na´m uka´zˇe graficke´ srovna´nı´ jed-
notlivy´ch variant promeˇnny´ch. Testova´nı´ rozdı´lnosti cˇasu˚ prˇezˇitı´ v jednotlivy´ch skupina´ch
provedeme pomocı´ log-rank testu – funkce survdiff z balı´cˇku survival.Uvedeme take´
media´ny dob prˇezˇitı´ a jejich intervaly spolehlivosti (IS), ktere´ spocˇı´ta´me pomocı´ funkce
survfit ze stejne´ho balı´cˇku.
5.1.1 Log-rank test
Budeme testovat nulovou hypote´zu H0 o shodnosti dvou cˇi vı´ce krˇivek prˇezˇitı´ proti al-
ternativnı´ hypote´ze H1, ktera´ tvrdı´, zˇe mezi krˇivkami se vyskytuje statisticky vy´znamny´
rozdı´l (Kapitola 2, strana 12). Da´le spocˇı´ta´me media´n doby prˇezˇitı´, tedy dobu, ktere´ se
dozˇije polovina sledovany´ch pacientu˚ (Kapitola 2, strana 12). Pokud media´n, resp. hra-
nice intervalu spolehlivosti media´nu nebudou uvedeny, znamena´ to, zˇe se prˇı´slusˇny´ odhad
funkce prˇezˇitı´, resp. spolehlivostnı´ pa´smo vyskytuje v cele´m definicˇnı´m oboru nad hranicı´
0,5 odhadovane´ pravdeˇpodobnosti prˇezˇitı´.
Vliv pohlavı´
Na Obra´zku 5.1 vidı´me srovna´nı´ Kaplanovy´ch-Meierovy´ch krˇivek prˇezˇitı´ pro muzˇe a zˇeny.
Do vy´zkumu bylo zarˇazeno 34 zˇen a 107 muzˇu˚. Nulova´ hypote´za pro log-rank test rˇı´ka´, zˇe
Obra´zek 5.1: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ zvla´sˇt’pro zˇeny a pro muzˇe
funkce prˇezˇitı´ pro obeˇ pohlavı´ jsou stejne´. P-hodnota na´m vysˇla 0,981, tedy podstatneˇ veˇtsˇı´
nezˇ hladina vy´znamnosti 0,05, tzn. nulovou hypote´zu o shodnosti obou krˇivek nezamı´ta´me.
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Zjistili jsme, zˇe pohlavı´ nema´ statisticky vy´znamny´ vliv na dobu prˇezˇitı´. Tento vy´sledek
jsme ocˇeka´vali, nebot’KM krˇivky se vy´razneˇ nelisˇı´.
V Tabulce 5.3 uva´dı´me media´ny dob prˇezˇitı´ spolu s 95% intervaly spolehlivosti. Hod-
noty media´nu˚ jsou relativneˇ blı´zke´, takzˇe se potvrdilo, zˇe pohlavı´ neovlivnˇuje dobu prˇezˇitı´.
varianta media´n doby prˇezˇitı´ (dny) 95% IS
zˇena 582 (431,−)
muzˇ 476 (359,601)
Tabulka 5.3: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
pohlavı´
Vliv veˇku
Na Obra´zku 5.2 ma´me srovna´nı´ Kaplanovy´ch-Meierovy´ch krˇivek prˇezˇitı´ pro cˇtyrˇi veˇkove´
skupiny. Cˇetnosti a pocˇet u´mrtı´ v jednotlivy´ch skupina´ch nalezneme v Tabulce 5.2 v u´vodu
te´to kapitoly. Log-rank test testuje nulovou hypote´zu, zˇe krˇivky pro vsˇechny veˇkove´ sku-
Obra´zek 5.2: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ zvla´sˇt’pro cˇtyrˇi veˇkove´ skupiny
piny jsou shodne´. P-hodnota na´m vysˇla 0,135, tedy vysˇsˇı´ nezˇ hladina vy´znamnosti 0,05,
tzn. test rˇı´ka´, zˇe veˇk nema´ statisticky vy´znamny´ vliv na dobu prˇezˇitı´.
V Tabulce 5.4 jsou uvedeny media´ny dob prˇezˇitı´ a jejich 95% intervaly spolehlivosti.
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varianta media´n doby prˇezˇitı´ (dny) 95% IS
[40,56] 363 (256,−)
(56,59] 319 (230,−)
(59,67] 531 (476,−)
(67,90] 436 (379,777)
Tabulka 5.4: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
veˇk
Vliv progno´zy dle NCCN
Obra´zek 5.3 zna´zornˇuje srovna´nı´ Kaplanovy´ch-Meierovy´ch krˇivek prˇezˇitı´ pro trˇi skupiny
pacientu˚ podle progno´z dle NCCN. Log-rank opeˇt testuje nulovou hypote´zu o shodnosti
Obra´zek 5.3: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ pro skupiny pacientu˚ podle progno´zy
dle NCCN
krˇivek prˇezˇitı´. P-hodnota na´m vysˇla velice vysoka´: 0,978, tedy nulovou hypote´zu nezamı´-
ta´me. Vy´sledek testu tvrdı´, zˇe neza´lezˇı´, zda ma´ pacient progno´zu podle NCCN kategorie
1, 2 nebo 3 (interpretace jednotlivy´ch kategoriı´ nalezneme na straneˇ 31). Tento vy´sledek
jsem mohli ocˇeka´vat, protozˇe vsˇechny trˇi krˇivky majı´ velice podobny´ pru˚beˇh.
V Tabulce 5.5 jsou uvedeny media´ny dob prˇezˇitı´ a jejich 95% intervaly spolehlivosti.
Media´ny dob prˇezˇitı´ lezˇı´ velice blı´zko sebe, tedy odpovı´dajı´ vy´sledku˚m testova´nı´ log-rank
testem.
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varianta media´n doby prˇezˇitı´ (dny) 95% IS
1 521 (357,657)
2 458 (319,−)
3 476 (359,−)
Tabulka 5.5: Media´ny doby prˇezˇitı´ a 95% IS media´nu˚ pro promeˇnnou progno´za dle NCCN
Vliv diagno´zy dle MKN10
V nasˇich datech se vyskytuje deset ru˚zny´ch diagno´z (C01, C03, C04, C08, C09, C11,
C13, C14, C31, C32). Vzhledem k celkove´mu pocˇtu 141 pacientu˚ je vsˇak teˇchto skupin
prˇı´lisˇ mnoho a je nutne´ agregova´nı´. Po konzultaci s le´karˇem jsme vytvorˇili 4 skupiny
pacientu˚ s diagno´zami, ktere´ spolu veˇcneˇ souvisı´ (C01+C03+C04, C08+C11+C31, C09,
C13+C14+C32). Tabulka 5.6 uva´dı´ prˇı´slusˇne´ media´ny dob prˇezˇitı´ a jejich 95% intervaly
spolehlivosti.
varianta media´n doby prˇezˇitı´ (dny) 95% IS
C01, C03, C04 426 (237,587)
C08, C11, C31 357 (109,−)
C09 657 (379,−)
C13, C14, C32 528 (363,−)
Tabulka 5.6: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
diagno´za dle MKN10
Na Obra´zku 5.4 jsou zna´zorneˇny Kaplanovy-Meierovy krˇivek prˇezˇitı´ pro tyto 4 skupiny.
Log-rank testem budeme opeˇt porovna´vat krˇivky prˇezˇitı´. P-hodnota na´m vysˇla 0,123, tedy
veˇtsˇı´ nezˇ hladina vy´znamnosti 0,05, proto nulovou hypote´zu nezamı´ta´me. Log-rank testem
jsme dosˇli k za´veˇru, zˇe vliv diagno´zy dle MKN10 na dobu prˇezˇitı´ pacientu˚ nenı´ statisticky
vy´znamny´.
Vliv GTV – objemu prima´rnı´ho na´doru
Obra´zek 5.5 zna´zornˇuje porovna´nı´ Kaplanovy´ch-Meierovy´ch krˇivek prˇezˇitı´ pro cˇtyrˇi sku-
piny pacientu˚ podle objemu prima´rnı´ho na´doru. V Tabulce 5.7 nalezneme prˇı´slusˇne´ medi-
a´ny dob prˇezˇitı´ spolu s intervaly spolehlivosti. Mu˚zˇeme si povsˇimnout, zˇe media´ny se od
sebe podstatneˇ lisˇı´.
varianta media´n doby prˇezˇitı´ (dny) 95% IS
[0,50] 531 (436,777)
(50,100] 384 (254,−)
(100,150] 256 (222,−)
(150,250] 109 (98,−)
Tabulka 5.7: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
GTV
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Obra´zek 5.4: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ zvla´sˇt’pro ru˚zne´ skupiny diagno´z
Obra´zek 5.5: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ podle GTV
Log-rank testem testujeme nulovou hypote´zu o shodnosti vsˇech cˇtyrˇ krˇivek prˇezˇitı´.
P-hodnota na´m vysˇla 0,005, tedy nulovou hypote´zu zamı´ta´me. Zjistili jsme, zˇe se krˇivky
lisˇı´ a zˇe za´lezˇı´ na tom, jak velky´ je objem prima´rnı´ho na´doru. Da´le otestujeme, ktere´
dveˇ konkre´tnı´ varianty tuto odlisˇnost zpu˚sobujı´. Pouzˇijeme vı´cena´sobne´ porovna´va´nı´, tedy
log-rank test pro jednotlive´ dvojice. Vy´sledky si mu˚zˇeme prohle´dnout v Tabulce 5.8.
Vidı´me, zˇe statisticky vy´znamny´ rozdı´l se proka´zal u dvojic krˇivek pro objemy prima´rnı´ho
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dvojice intervalu˚ (ml) hodnota testovacı´ statistiky p-hodnota
[0,50], (50,100] 0,5 0,476
[0,50], (100,150] 2,0 0,160
[0,50], (150,250] 12,8 <0,001
(50,100], (100,150] 0,7 0,390
(50,100], (150,250] 5,2 0,022
(100,150], (150,250] 1,5 0,223
Tabulka 5.8: Log-rank test pro dvojice intervalu˚ objemu˚ prima´rnı´ho na´doru (ml)
na´doru [0,50] – cˇerna´ (nejnizˇsˇı´ hodnoty) a (150,250] – modra´ (nejvysˇsˇı´ hodnoty) a take´
pro dvojici intervalu˚ (50,100] – cˇervena´ (druhy´ nejnizˇsˇı´ interval hodnot) a (150,250] –
modra´ (nejvysˇsˇı´ hodnoty). Tyto vy´sledky jsou patrne´ i z grafu. Mu˚zˇeme tvrdit, zˇe doba
prˇezˇitı´ pacientu˚ s nejvysˇsˇı´mi hodnotami GTV, (150,250], je statisticky vy´znamneˇ kratsˇı´
nezˇ doba prˇezˇitı´ pacientu˚ s nı´zky´mi hodnotami GTV, konkre´tneˇ z intervalu [0,100].
Vliv GTVLU – objemu uzlinove´ metasta´zy
Na Obra´zku 5.6 jsou zna´zorneˇny Kaplanovy-Meierovy krˇivky prˇezˇitı´ pro peˇt skupin pa-
cientu˚ rozdeˇleny´ch podle objemu˚ uzlinove´ metasta´zy. V Tabulce 5.9 jsou media´ny dob
prˇezˇitı´ spolu s jejich intervaly spolehlivosti. Log-rank testem opeˇt testujeme nulovou
Obra´zek 5.6: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ zvla´sˇt’pro ru˚zne´ hodnoty GTVLU (ml)
hypote´zu o shodnosti krˇivek prˇezˇitı´. P-hodnota na´m vysˇla 0,078, tedy veˇtsˇı´ nezˇ hladina
vy´znamnosti 0,05, proto nulovou hypote´zu nezamı´ta´me. Podle tohoto testu nema´ objem
uzlinove´ metasta´zy statisticky vy´znamny´ vliv na dobu prˇezˇitı´.
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varianta media´n doby prˇezˇitı´ (dny) 95% IS
[0,5] 529 (431,860)
(5,20] 394 (276,−)
(20,50] - (319,−)
(50,100] 363 (94,−)
(100,200] 246 (163,−)
Tabulka 5.9: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
GTVLU
Vliv GTV + GTVLU
Na Obra´zku 5.7 jsou zna´zorneˇny Kaplanovy-Meierovy krˇivky prˇezˇitı´ pro peˇt skupin pa-
cientu˚ v za´vislosti na soucˇtu objemu˚ prima´rnı´ho na´doru (GTV) a uzlinove´ metasta´zy
(GTVLU). Jde o linea´rnı´ kombinaci prˇedchozı´ch dvou promeˇnny´ch, nicme´neˇ le´karˇi tuto
hodnotu zaznamena´vajı´ zvla´sˇt’, proto ji zde pro u´plnost uvedeme take´. V Tabulce 5.10 jsou
uvedeny media´ny dob prˇezˇitı´ a jejich spolehlivostnı´ intervaly.
Obra´zek 5.7: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ pro soucˇet hodnot GTV a GTVLU
(ml)
Log-rank testem budeme opeˇt testovat nulovou hypote´zu o shodnosti krˇivek prˇezˇitı´.
Dostali jsme p-hodnotu rovnu 0,021, tedy mensˇı´ nezˇ hladina vy´znamnosti 0,05, proto
nulovou hypote´zu zamı´ta´me. To znamena´, zˇe soucˇet objemu˚ prima´rnı´ho na´doru a uzlinove´
metasta´zy statisticky vy´znamneˇ ovlivnˇuje dobu prˇezˇitı´ pacientu˚. Da´le budeme zjisˇt’ovat,
ktere´ konkre´tnı´ krˇivky se odlisˇujı´.
V Tabulce 5.11 vidı´me, zˇe odlisˇnosti mezi krˇivkami na hladineˇ vy´znamnosti 0,05
Kapitola 5. Analy´za rea´lny´ch dat 40
varianta media´n doby prˇezˇitı´ (dny) 95% IS
[0,50] 570 (458,−)
(50,100] 394 (297,−)
(100,150] 261 (240,−)
(150,200] 290 (109,−)
(200,250] 163 (98,−)
Tabulka 5.10: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
GTV+GTVLU
dvojice intervalu˚ (ml) hodnota testovacı´ statistiky p-hodnota
[0,50], (50,100] 1,9 0,168
[0,50], (100,150] 0,7 0,394
[0,50], (150,200] 1,0 0,308
[0,50], (200,250] 12,8 <0,001
(50,100], (100,150] 0,0 0,985
(50,100], (150,200] 0,3 0,596
(50,100], (200,250] 4,9 0,027
(100,150], (150,200] 0,3 0,604
(100,150], (200,250] 2,9 0,091
(150,200], (200,250] 1,4 0,235
Tabulka 5.11: Log-rank test pro dvojice intervalu˚ promeˇnne´ GTV+GTVLU (ml)
se proka´zaly v prˇı´padeˇ pro intervaly [0,50] – cˇerna´ (nejnizˇsˇı´ hodnoty) a (200,250] –
ru˚zˇova´ (nejvysˇsˇı´ hodnoty) a pro (50,100] – cˇervena´ (druhy´ nejnizˇsˇı´ interval hodnot),
(200,250] – ru˚zˇova´ (nejvysˇsˇı´ hodnoty). Mu˚zˇeme rˇı´ct, zˇe doba prˇezˇitı´ pacientu˚ s nejvysˇsˇı´mi
hodnotami GTV+GTVLU, (200,250], je statisticky vy´znamneˇ kratsˇı´ nezˇ doba prˇezˇitı´
pacientu˚ s nı´zky´mi hodnotami GTV+GTVLU, konkre´tneˇ z intervalu [0,100].
Vliv KI – vy´konnostnı´ho stavu
Na Obra´zku 5.8 jsou zna´zorneˇny trˇi Kaplanovy-Meierovy krˇivky prˇezˇitı´ pro pacienty,
ktere´ jsme rozdeˇlili do skupin podle jejich hodnoty KI – vy´konnostnı´ho stavu. V Tabulce
5.12 najdeme hodnoty media´nu˚ dob prˇezˇitı´ spolu s jejich intervaly spolehlivosti. Vidı´me,
zˇe media´n doby prˇezˇitı´ pacientu˚ s hodnotou KI z intervalu [50,70] je podstatneˇ nizˇsˇı´
nezˇ ostatnı´ dva media´ny. Log-rank testem opeˇt testujeme nulovou hypote´zu o shodnosti
varianta media´n doby prˇezˇitı´ (dny) 95% IS
[50,70] 254 (131,−)
(70,89] 528 (379,777)
(89,100] 521 (458,−)
Tabulka 5.12: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
KI
krˇivek prˇezˇitı´. P-hodnota na´m vysˇla 0,046, tedy mensˇı´ nezˇ hladina vy´znamnosti 0,05,
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Obra´zek 5.8: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ podle vy´konnostnı´ho stavu
proto tvrdı´me, zˇe hodnota vy´konnostnı´ho stavu ovlivnˇuje dobu prˇezˇitı´. V Tabulce 5.13 si
mu˚zˇeme prohle´dnout vy´sledky vı´cena´sobne´ho porovna´va´nı´ jednotlivy´ch intervalu˚.
dvojice intervalu˚ hodnota testovacı´ statistiky p-hodnota
[50,70], (70,89] 5,0 0,026
[50,70], (89,100] 4,6 0,032
(70,89], (89,100] 0,0 0,854
Tabulka 5.13: Log-rank test pro dvojice intervalu˚ vy´konnostnı´ch stavu˚
Vidı´me, zˇe statisticky vy´znamny´ rozdı´l se proka´zal u dvojic krˇivek pro vy´konnostnı´
stavy z intervalu˚ [50,70] a (70,89] a take´ pro dvojici intervalu˚ [50,70] a (89,100]. Cˇerna´
krˇivka pro KI z intervalu [50,70] se statisticky vy´znamneˇ lisˇı´ od cˇervene´ (KI ∈ (70,89])
i zelene´ (KI ∈ (89,100]) krˇivky. To znamena´, zˇe pacienti s hodnotami KI nizˇsˇı´mi nezˇ 70
bodu˚ majı´ vy´znamneˇ kratsˇı´ dobu prˇezˇitı´ nezˇ pacienti s vy´konnostnı´m stavem vysˇsˇı´m nezˇ
70. Konkre´tnı´ vy´znam hodnot sko´re KI je uveden v Tabulce 5.1 na straneˇ 31.
Vliv promeˇnne´ grading – stupenˇ diferenciace
Na Obra´zku 5.9 jsou zna´zorneˇny Kaplanovy-Meierovy krˇivky prˇezˇitı´ pro trˇi skupiny pa-
cientu˚ (1 = dobrˇe diferencovany´ karcinom, 2 = strˇedneˇ diferencovany´ karcinom nebo 3
= ma´lo diferencovany´ karcinom). V pu˚vodnı´ch datech jsou skupiny cˇtyrˇi, avsˇak skupina
s hodnotou 0 zahrnuje pacienty, u ktery´ch tato hodnota nebyla zjisˇteˇna, proto ji do testu
nezarˇazujeme. V Tabulce 5.14 jsou uvedeny media´ny dob prˇezˇitı´ spolu s 95% spolehli-
vostnı´mi intervaly.
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varianta media´n doby prˇezˇitı´ (dny) 95% IS
1 357 (255,−)
2 436 (346,777)
3 521 (359,−)
Tabulka 5.14: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
grading
Obra´zek 5.9: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ zvla´sˇt’pro 3 stupneˇ diferenciace
Pomocı´ log-rank testu jsme zjisˇt’ovali, zda jsou krˇivky prˇezˇitı´ shodne´. Podle p-hodnoty
0,40 mu˚zˇeme rˇı´ci, zˇe krˇivky se statisticky vy´znamneˇ nelisˇı´. Podle graficke´ho zna´zorneˇnı´
bychom ocˇeka´vali vy´sledek jiny´, nebot’zelena´ krˇivka (pro hodnotu 3) lezˇı´ te´meˇrˇ cela´ nad
cˇernou krˇivkou (pro hodnotu 1). To by znamenalo, zˇe pacienti s ma´lo diferencovany´m
karcinomem majı´ delsˇı´ dobu prˇezˇitı´ nezˇ pacienti s dobrˇe diferencovany´m karcinomem.
Nicme´neˇ, log-rank test tento rozdı´l vyhodnotil jako statisticky nevy´znamny´.
Vliv fyzika´lnı´ da´vky radioterapie
Na Obra´zku 5.10 jsou zna´zorneˇny Kaplanovy-Meierovy krˇivky prˇezˇitı´ pro trˇi skupiny pa-
cientu˚ podle velikosti fyzika´lnı´ da´vky radioterapie. Tabulka 5.15 uva´dı´ hodnoty media´nu˚
doby prˇezˇitı´ a jejich intervaly spolehlivosti.
P-hodnota 0,271 zı´skana´ log-rank testem na´m uda´va´, zˇe krˇivky se statisticky vy´znamneˇ
nelisˇı´, tedy doba prˇezˇitı´ neza´visı´ na fyzika´lnı´ da´vce radioterapie. To lze vycˇı´st i z Obra´zku
5.10, kde vsˇechny trˇi krˇivky si jsou podobne´ a vza´jemneˇ se krˇı´zˇı´.
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Obra´zek 5.10: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ zvla´sˇt’ pro ru˚zne´ fyzika´lnı´ da´vky
radioterapie
varianta media´n doby prˇezˇitı´ (dny) 95%IS
(62,72] 601 (394,−)
(72,74) 431 (295,570)
[74,77) 531 (359,−)
Tabulka 5.15: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
fyzika´lnı´ da´vka radioterapie
Vliv promeˇnne´ „biologicky efektivnı´ da´vka“
Na Obra´zku 5.11 vidı´me srovna´nı´ Kaplanovy´ch-Meierovy´ch krˇivek prˇezˇitı´ pro ru˚zna´ mnozˇ-
stvı´ biologicky efektivnı´ da´vky radioterapie. V Tabulce 5.16 jsou uvedeny media´ny dob
prˇezˇitı´ spolu s intervaly spolehlivosti. Nulova´ hypote´za pro log-rank test rˇı´ka´, zˇe funkce
varianta media´n doby prˇezˇitı´ (dny) 95% IS
[64,72) 501 (297,−)
[72,75) 384 (295,657)
[75,80) 587 (363,−)
Tabulka 5.16: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
biologicky efektivnı´ da´vka
prˇezˇitı´ jsou pro vsˇechny trˇi skupiny stejne´. P-hodnota na´m vysˇla 0,383, tedy veˇtsˇı´ nezˇ hla-
dina vy´znamnosti 0,05, tzn. nulovou hypote´zu o shodnosti krˇivek nezamı´ta´me. Vy´sledek
testu tvrdı´, zˇe biologicky efektivnı´ da´vka nema´ statisticky vy´znamny´ vliv na dobu prˇezˇitı´
pacientu˚. Toto je zrˇejme´ i z grafu, kde vsˇechny trˇi krˇivky prˇezˇitı´ majı´ velice podobny´
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Obra´zek 5.11: Kaplan-Meieru˚v odhad funkcı´ prˇezˇitı´ podle mnozˇstvı´ biologicky efektivnı´
da´vky
pru˚beˇh.
Vliv doby radioterapie
Na Obra´zku 5.12 jsou zna´zorneˇny trˇi Kaplanovy-Meierovy krˇivky prˇezˇitı´ pro pacienty,
ktere´ jsme rozdeˇlili do skupin podle de´lky doby radioterapie. Tabulka 5.17 uva´dı´ hodnoty
media´nu˚ dob prˇezˇitı´ a jejich intervaly prˇezˇitı´. Mu˚zˇeme si povsˇimnout, zˇe media´n doby
prˇezˇitı´ pacientu˚ s de´lkou doby radioterapie 40 azˇ 45 dnı´ je podstatneˇ nizˇsˇı´ nezˇ u ostatnı´ch
dvou skupin.
varianta media´n doby prˇezˇitı´ (dny) 95% IS
[30,35) 631 (528,−)
[35,40) 529 (384,777)
[40,45] 270 (219,−)
Tabulka 5.17: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
doba radioterapie
Log-rank testem opeˇt testujeme nulovou hypote´zu o shodnosti krˇivek prˇezˇitı´. P-hodnota
na´m vysˇla 0,017, tedy mensˇı´ nezˇ hladina vy´znamnosti 0,05, proto nulovou hypote´zu o
shodnosti krˇivek zamı´ta´me. V Tabulce 5.18 si mu˚zˇeme prohle´dnout vy´sledky vı´cena´sob-
ne´ho porovna´va´nı´ jednotlivy´ch dvojic intervalu˚.
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Obra´zek 5.12: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ podle doby radioterapie
dvojice intervalu˚ hodnota testovacı´ statistiky p-hodnota
[30,35), [35,40) 0,2 0,641
[30,35), [40,45] 5,1 0,024
[35,40), [40,45] 7,2 0,007
Tabulka 5.18: Log-rank test pro dvojice podle de´lky doby radioterapie
Vidı´me, zˇe statisticky vy´znamny´ rozdı´l se proka´zal u dvojic krˇivek pro doby z intervalu˚
[30,35) a [40,45] a take´ pro dvojici intervalu˚ [35,40) a [40,45]. Tedy trˇetı´ skupina (zeleneˇ)
se lisˇı´ od prvnı´ (cˇerneˇ) i od druhe´ (cˇerveneˇ). To znamena´, zˇe doba prˇezˇitı´ pacientu˚ s delsˇı´
dobou radioterapie (40 azˇ 45 dnı´) je statisticky vy´znamneˇ kratsˇı´ nezˇ pro pacienty, u ktery´ch
doba radioterapie trva´ me´neˇ nezˇ 40 dnı´. Tato skutecˇnost ovsˇem mu˚zˇe by´t zpu˚sobena take´
nerovnomeˇrny´m mnozˇstvı´m pacientu˚ ve skupina´ch. V prvnı´ skupineˇ je 16, ve druhe´ 109 a
ve trˇetı´ 16 pacientu˚.
Vliv da´vky na frakci
Na Obra´zku 5.13 jsou zna´zorneˇny Kaplanovy-Meierovy krˇivky prˇezˇitı´ pro pacienty roz-
deˇlene´ do trˇı´ skupin podle velikosti da´vky na frakci. V Tabulce 5.19 jsou media´ny dob
prˇezˇitı´ spolu s jejich intervaly spolehlivosti.
Pomocı´ log-rank testu jsme opeˇt zjisˇt’ovali, zda jsou krˇivky prˇezˇitı´ shodne´. Podle p-
hodnoty 0,533, mu˚zˇeme rˇı´ci, zˇe krˇivky se vy´znamneˇ nelisˇı´. To znamena´, zˇe doba prˇezˇitı´
neza´visı´ na tom, zda da´vka na frakci je 1,40, 1,45 nebo 1,50.
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Obra´zek 5.13: Kaplan-Meieru˚v odhad funkce prˇezˇitı´ zvla´sˇt’pro 3 ru˚zne´ da´vky na frakci
varianta media´n doby prˇezˇitı´ (dny) 95% IS
1,40 601 (394,−)
1,45 458 (324,631)
1,50 476 (358,−)
Tabulka 5.19: Media´ny doby prˇezˇitı´ a 95% intervaly spolehlivosti media´nu˚ pro promeˇnnou
da´vka na frakci
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5.2 Semi-parametricka´ analy´za
Nynı´ budeme pomocı´ semi-parametricky´ch metod, ktere´ byly zavedeny v Kapitole 3, zkou-
mat vliv vsˇech uvazˇovany´ch promeˇnny´ch soucˇasneˇ. Take´ se budeme zaby´vat interakcemi
mezi nimi. K tomu budeme vyuzˇı´vat funkce coxph z balı´cˇku survival.
5.2.1 Coxu˚v model
Krok 1
Prvnı´m krokem prˇi sestavova´nı´ Coxova modelu je smysluplny´ vy´beˇr promeˇnny´ch,
ktere´ budou vstupovat do prvnı´ho vı´cerozmeˇrne´ho modelu. Tyto promeˇnne´ vybı´ra´me na
za´kladeˇ jednorozmeˇrny´ch testu˚. Pro urcˇenı´ statisticky vy´znamny´ch promeˇnny´ch se pou-
zˇı´va´ test parcia´lnı´m veˇrohodnostnı´m pomeˇrem (TPVP), ktery´ jsme zavedli v Kapitole 3 na
straneˇ 19. V prˇı´padeˇ kategoria´lnı´ch promeˇnny´ch je log-rank test ekvivalentnı´ s tı´mto testem.
V tabulce 5.20 je shrnutı´ vy´sledku˚ testu parcia´lnı´m veˇrohodnostnı´m pomeˇrem pro
kategoria´lnı´ promeˇnne´ provedeny´m pomocı´ softwaru R a take´ vy´sledky log-rank testu
z prˇedchozı´ podkapitoly. Ty promeˇnne´, ktere´ budou statisticky vy´znamne´ alesponˇ na
20% vy´znamnostnı´ hladineˇ pote´ zarˇadı´me do prvnı´ho vı´cerozmeˇrne´ho modelu (Hosmer,
Lemeshow a May, 2008).
promeˇnna´ statistika G df p-hodnota TPVP p-hodnota log-rank testu
pohlavı´ 0,00 1 0,982 0,981
progno´za dle NCCN 0,04 2 0,978 0,978
Dg dle MKN10 5,45 3 0,142 0,121
grading 2,81 3 0,422 0,405
da´vka na frakci 1,27 2 0,531 0,534
Tabulka 5.20: Testy pro kategoria´lnı´ promeˇnne´
V Tabulce 5.21 jsou uvedeny vy´sledky testu parcia´lnı´m veˇrohodnostnı´m pomeˇrem a
Waldova testu (Kapitola 3, strana 19) pro spojite´ promeˇnne´. Z obou testu˚ jsme zı´skali
stejne´ za´veˇry.
promeˇnna´ statistika G df p-hodnota TPVP p-hodnota Waldova testu
veˇk 0,24 1 0,622 0,624
GTV 4,41 1 0,036 0,022
GTVLU 2,89 1 0,089 0,059
GTV+GTVLU 6,91 1 0,009 0,005
KI 3,86 1 0,049 0,046
fyz.da´vka 0,02 1 0,887 0,887
biolog.efekt.da´vka 1,56 1 0,211 0,209
doba radioterapie 5,05 1 0,025 0,019
Tabulka 5.21: Testy pro spojite´ promeˇnne´
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Z prvnı´ Tabulky 5.20 vyply´va´, zˇe jedina´ statisticky vy´znamna´ kategoria´lnı´ promeˇnna´
je Dg dle MKN10, z druhe´ Tabulky 5.21 spojity´ch promeˇnny´ch vidı´me, zˇe statisticky vy´z-
namne´ jsou GTV, GTVLU, GTV+GTVLU, KI a doba radioterapie. Promeˇnna´ biologicky
efektivnı´ da´vka prˇekracˇuje mez 20% jen nepatrneˇ a protozˇe se z prakticke´ho hlediska da´
prˇedpokla´dat, zˇe tato promeˇnna´ by vliv na dobu prˇezˇitı´ mı´t mohla, zahrneme ji do sesta-
vova´nı´ modelu. Protozˇe promeˇnna´ GTV+GTVLU je soucˇet dvou promeˇnny´ch, ktere´ jsou
i samostatneˇ vy´znamne´, nebudeme ji do modelu zarˇazovat.
Da´le si musı´me da´t pozor na to, zˇe je rozdı´l pracovat s kategoria´lnı´ nebo spojitou pro-
meˇnnou. Pokud se jedna´ o kategoria´lnı´ promeˇnnou dichotomickou, mu˚zˇeme s nı´ pracovat
stejneˇ jako se spojitou. Pokud vsˇak kategoria´lnı´ promeˇnna´ naby´va´ vı´ce hodnot, musı´me
skupiny prˇeko´dovat na nuly a jednicˇky. Tedy naprˇı´klad promeˇnna´ Dg dle MKN10 nebude
vstupovat jako jedna promeˇnna´, ny´brzˇ jako vı´ce tzv. dummy promeˇnny´ch, oznacˇı´me: dg1,
dg2, dg3, dg4. Promeˇnna´ dg1 bude naby´vat hodnoty 1, pokud se bude jednat o pacienta
s diagno´zou z prvnı´ skupiny (viz Tabulka 5.2, tedy C01, C03 nebo C04), jinak bude
obsahovat nuly. Promeˇnna´ dg2 bude mı´t hodnoty 1 pro pacienty s diagno´zami z druhe´
skupiny (tedy C08, C11 nebo C31), jinak 0. Obdobneˇ pro promeˇnne´ dg3 a dg4. Vsˇechny
tyto promeˇnne´ vsˇak do modelu nezahrneme, zpu˚sobilo by to perfektnı´ multikolinearitu
(dg1 = 1−dg2−dg3−dg4). Pocˇet dummy promeˇnny´ch je tedy vzˇdy o 1 nizˇsˇı´ nezˇ pocˇet
pu˚vodnı´ch kategoriı´. Vynechana´ promeˇnna´ je tzv. referencˇnı´ promeˇnna´ (zde dg1).
Krok 2
Nynı´ jizˇ mu˚zˇeme sestavit prvnı´ vı´cerozmeˇrny´ model (oznacˇı´me M1), a to z teˇchto
promeˇnny´ch: Dg dle MKN10, GTV, GTVLU, KI, biolog.efekt.da´vka a doba radioterapie.
V Tabulce 5.22 jsou uvedeny odhadnute´ koeficienty modelu, z-sourˇadnice a p-hodnoty
Waldova testu. Hodnota l(M1) prˇedstavuje logaritmus parcia´lnı´ veˇrohodnostnı´ funkce
modelu M1.
promeˇnna´ koeficient βˆi z p-hodnota
dg2 -0,181 -0,212 0,832
dg3 -0,952 -2,761 0,006
dg4 -0,395 -1,325 0,185
GTV 0,006 1,768 0,077
GTVLU 0,009 2,142 0,032
KI -0,042 -2,326 0,020
biolog.efekt.da´vka -0,031 -0,647 0,518
doba radioterapie 0,074 1,298 0,194
Tabulka 5.22: Model M1, l(M1) =−285,513
Krok 3
V na´sledujı´cı´m kroku budeme model redukovat. Jako prvnı´ odstranı´me promeˇnnou s
nejvysˇsˇı´ p-hodnotou nad hladinou vy´znamnosti 0,05, tedy promeˇnnou biolog. efekt. da´vka.
Ve skutecˇnosti ma´ nejvysˇsˇı´ p-hodnotu varianta dg2 promeˇnne´ Dg dle MKN10. Jednu va-
riantu kategoria´lnı´ promeˇnne´ vsˇak samostatneˇ vyrˇadit nemu˚zˇeme a protozˇe ostatnı´ dveˇ
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varianty majı´ p-hodnoty nizˇsˇı´, v modelu je ponecha´me.
Takto zı´skany´ model nazveme M2 (Tabulka 5.24) a budeme posuzovat, zda odebra´nı´
promeˇnne´ meˇlo vliv na zmeˇnu modelu. Tuto skutecˇnost budeme posuzovat pomocı´ zmeˇn
hodnot koeficientu˚ (Tabulka 5.23) a testem parcia´lnı´m veˇrohodnostnı´m pomeˇrem
G = 2(l(M1)− l(M2)) = 2(−285,513− (−285,719)) = 0,412.
Tato statistika ma´ p-hodnotu = 0,520, tedy veˇtsˇı´ nezˇ je hladina vy´znamnosti 0,05. A take´
relativnı´ zmeˇny v koeficientech nejsou veˇtsˇı´ nezˇ 20%. Mu˚zˇeme tedy rˇı´ci, zˇe odebra´nı´
promeˇnne´ biologicky efektivnı´ da´vka nemeˇlo vy´znamny´ vliv na zmeˇnu modelu.
promeˇnna´ zmeˇna koeficientu (%)
dg2 -1,9
dg3 -1,1
dg4 3,4
GTV -1,7
GTVLU -2,9
KI -2,6
doba radioterapie 17,8
Tabulka 5.23: Zmeˇny koeficientu˚
promeˇnna´ koeficient βˆi z p-hodnota
dg2 -0,177 -0,208 0,835
dg3 -0,942 -2,741 0,006
dg4 -0,408 -1,375 0,169
GTV 0,006 1,732 0,083
GTVLU 0,008 2,091 0,037
KI -0,040 -2,294 0,022
doba radioterapie 0,091 1,714 0,087
Tabulka 5.24: Model M2, l(M2) =−285,719
Krok 4
V dalsˇı´m kroku budeme model da´le redukovat, protozˇe neˇktere´ promeˇnne´ sta´le prˇesa-
hujı´ vy´znamnostnı´ hladinu 0,05. V modelu M2 jsou to (kromeˇ dvou variant kategoria´lnı´
promeˇnne´, ktere´ ale odstranit nemu˚zˇeme, nebot’ p-hodnota trˇetı´ varianty je velice nı´zka´)
promeˇnne´ GTV a doba radioterapie. Protozˇe p-hodnoty jsou te´meˇrˇ stejneˇ vysoke´, mu˚zˇeme
se individua´lneˇ rozhodnout, kterou promeˇnnou vyloucˇit. Z prakticke´ho hlediska se da´ prˇed-
pokla´dat, zˇe tyto dveˇ promeˇnne´ spolu souvisı´, do modelu bychom tedy meˇli zahrnout tu,
ktera´ je prima´rnı´. Doba radioterapie za´visı´ na velikosti GTV – objemu prima´rnı´ho na´doru
(mimo jine´), proto v modelu ponecha´me pra´veˇ promeˇnnou GTV.
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Takto zı´ska´me model M3 (viz Tabulka 5.26) a opeˇt budeme zjisˇt’ovat, zda odebra´nı´
promeˇnne´ doba radioterapie meˇlo vliv na zmeˇnu modelu. Stejneˇ jako v prˇedchozı´m kroku
toto budeme posuzovat pomocı´ zmeˇn hodnot koeficientu˚ (viz Tabulka 5.25) a pomocı´ testu
parcia´lnı´m veˇrohodnostnı´m pomeˇrem
G = 2(l(M2)− l(M3)) = 2(−285,719− (−287,103)) = 2,768,
statistika G ma´ p-hodnotu rovnu 0,096, tzn. vysˇsˇı´ nezˇ je hladina vy´znamnosti 0,05. Zmeˇny
v koeficientech (Tabulka 5.25) jsou mensˇı´ nezˇ 20%, kromeˇ zmeˇny u jedne´ varianty kate-
goria´lnı´ promeˇnne´ Dg dle MKN10 (konkre´tneˇ dg2).
Dospeˇli jsme k za´veˇru, zˇe odebra´nı´ promeˇnne´ doba radioterapie nemeˇlo statisticky
vy´znamny´ vliv na zmeˇnu modelu.
promeˇnna´ zmeˇna koeficientu (%)
dg2 50,9
dg3 3,0
dg4 18,3
GTV 14,6
GTVLU 1,5
KI 0,6
Tabulka 5.25: Zmeˇny koeficientu˚
promeˇnna´ koeficient βˆi z p-hodnota
dg2 -0,361 -0,416 0,678
dg3 -0,971 -2,832 0,005
dg4 -0,500 -1,724 0,085
GTV 0,006 2,033 0,042
GTVLU 0,008 2,199 0,028
KI -0,041 -2,270 0,023
Tabulka 5.26: Model M3, l(M3) =−287,103
Vsˇechny p-hodnoty modelu M3 uvedene´ v Tabulce 5.26 jsou (azˇ na p-hodnoty dvou
variant kategoria´lnı´ promeˇnne´ dg) nizˇsˇı´ nezˇ hladina vy´znamnosti 0,05. To znamena´, zˇe
vsˇechny promeˇnne´ jsou vy´znamne´ a v modelu je ponecha´me. Kdyby byly neˇktere´ p-hodno-
ty vysˇsˇı´ nezˇ 0,05, pokracˇovali bychom v postupne´m odebı´ra´nı´ tak dlouho, dokud bychom
nedosa´hli tohoto stavu.
Krok 5
V dalsˇı´m kroku budeme do modelu prˇida´vat ty promeˇnne´, ktere´ se prˇi jednorozmeˇrne´m
log-rank testu jevily jako statisticky nevy´znamne´. Acˇ v jednorozmeˇrne´m testu byly ne-
vy´znamne´, v prˇı´tomnosti jiny´ch promeˇnny´ch statisticky vy´znamne´ by´t mohou. Postupneˇ
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tedy budeme do modelu M3 prˇida´vat promeˇnne´: pohlavı´, progno´za dle NCCN, grading,
da´vka na frakci, veˇk a fyz. da´vka.
promeˇnna´ statistika G df p-hodnota
pohlavı´ 0,023 1 0,880
progno´za dle NCCN 0,592 2 0,744
grading 3,239 3 0,356
da´vka na frakci 3,267 2 0,195
veˇk 0,028 1 0,868
fyz. da´vka 0,234 1 0,629
Tabulka 5.27: Testova´nı´ modelu M3 s modelem, ktery´ vznikl prˇida´nı´m jedne´ promeˇnne´ do
M3
V Tabulce 5.27 ma´me uvedeny vy´sledky testova´nı´ statistikou G. Porovna´vali jsme mo-
del M3 s modelem vytvorˇeny´m z M3 prˇida´nı´m jedne´, pu˚vodneˇ nevy´znamne´, promeˇnne´.
Vidı´me, zˇe zˇa´dna´ z teˇchto promeˇnny´ch nenı´ statisticky vy´znamna´ ani prˇi prˇida´nı´ do nasˇeho
vı´cerozmeˇrne´m modelu.
Tı´mto krokem sestavova´nı´ Coxova modelu koncˇı´. Vy´sledny´m modelem je model M3
z Tabulky 5.26 (da´le jen „model“).
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5.3 Aplikace regresnı´ diagnostiky
V te´to sekci na na´sˇ model aplikujeme regresnı´ diagnostiku popsanou v Kapitole 4. Tı´m
zjistı´me, jestli model je nebo nenı´ adekva´tnı´.
5.3.1 Analy´za reziduı´
Martingale rezidua
Velka´ za´porna´ hodnota martingale rezidua znamena´ to, zˇe uda´lost ve skutecˇnosti na-
stala daleko pozdeˇji, nezˇ jsme na za´kladeˇ modelu predikovali. Naopak pokud je reziduum
blı´zke´ hodnoteˇ 1, potom uda´lost nastala podstatneˇ drˇı´ve, nezˇ bychom urcˇili na za´kladeˇ
nasˇeho modelu. Model povazˇujeme za vhodny´, pokud martingale rezidua majı´ nulovou
strˇednı´ hodnotu.
Obra´zek 5.14 zna´zornˇuje martingale rezidua nasˇeho modelu vykreslena´ proti indexu
pacientu˚. Vidı´me, zˇe strˇednı´ hodnota reziduı´ je prˇiblizˇneˇ rovna´ nule a nepozorujeme zde
zˇa´dny´ vy´razny´ trend. Z tohoto hlediska mu˚zˇeme model povazˇovat za vhodny´.
Obra´zek 5.14: Martingale rezidua
Deviacˇnı´ rezidua
Deviacˇnı´ rezidua by meˇla by´t symetricky rozmı´steˇna ve vodorovne´m pa´su s nulovou
strˇednı´ hodnotou.
Na Obra´zku 5.15 si mu˚zˇeme prohle´dnout graf deviacˇnı´ch reziduı´ vykresleny´ch proti
indexu pacientu˚. Vidı´me, zˇe strˇednı´ hodnota je prˇiblizˇneˇ rovna nule a nenı´ patrny´ zˇa´dny´
zrˇetelny´ trend. Tato rezidua dopadla pro na´sˇ model relativneˇ dobrˇe.
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Obra´zek 5.15: Deviacˇnı´ rezidua
Deviacˇnı´ rezidua na´m take´ pomohou odhalit odlehla´ pozorova´nı´ – hodnoty reziduı´
v teˇchto bodech jsou 2,581 (pacient cˇ. 84) a 2,490 (pacient cˇ.104). Prˇi blizˇsˇı´m pohledu
jsme zjistili, zˇe tito pacienti majı´ velice nı´zke´ hodnoty GTV a dokonce nulove´ hodnoty
GTVLU, tedy bychom ocˇeka´vali vysˇsˇı´ hodnoty vy´konnostnı´ho stavu KI. Nicme´neˇ, nenı´
tomu tak a hodnoty KI jsou naopak nı´zke´.
Sko´re rezidua
Na Obra´zcı´ch 5.16, 5.17 a 5.18 si mu˚zˇeme prohle´dnout grafy sko´rovy´ch reziduı´ spo-
jity´ch promeˇnny´ch modelu (GTV, GTVLU a KI) rozdeˇleny´ch do cˇtyrˇ variant kategoria´lnı´
promeˇnne´ Dg dle MKN10. Z teˇchto reziduı´ urcˇı´me vlivna´ pozorova´nı´. Z Obra´zku 5.16
Obra´zek 5.16: Sko´re rezidua pro promeˇnnou GTV
je pro promeˇnnou GTV patrny´ vy´skyt jednoho vlivne´ho pozorova´nı´ u varianty dg3. Jde
o pacienta s cˇı´slem 35, pro ktere´ho je hodnota rezidua 122,575. Z Obra´zku 5.17 urcˇı´me
vlivna´ pozorova´nı´ pro promeˇnnou GTVLU. Jde o jedno pozorova´nı´ s hodnotou rezidua
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Obra´zek 5.17: Sko´re rezidua pro promeˇnnou GTVLU
Obra´zek 5.18: Sko´re rezidua pro promeˇnnou KI
-28,572 u varianty dg4 (pacient cˇ. 104). Na Obra´zku 5.18 jsou videˇt dveˇ vlivna´ pozorova´nı´.
Jedno u varianty dg3 (hodnota rezidua: -5,138, pacient cˇ.1), druhe´ u varianty dg4 (hodnota
rezidua: -5,646, pacient cˇ.104). V Tabulce 5.28 jsou pro trˇi pacienty, u nichzˇ bylo urcˇeno
vlivne´ pozorova´nı´, uvedeny vsˇechny hodnoty promeˇnny´ch nasˇeho modelu.
cˇı´slo pacienta dg GTV GTVLU KI
1 3 45 25 80
35 3 20 200 75
104 4 30 0 50
Tabulka 5.28: Pacienti, u ktery´ch bylo urcˇeno vlivne´ pozorova´nı´
Pacient cˇ. 104 ma´ nı´zke´ hodnoty GTV a GTVLU. Prˇi takovy´ch hodnota´ch bychom ocˇe-
ka´vali vysoky´ vy´konnostnı´ stav KI, ovsˇem zde je tomu pra´veˇ naopak. Obra´cena´ situace je
u pacienta cˇ.35, kde je vysoka´ hodnota GTVLU, ale i vysoky´ vy´konnostnı´ stav. U pacienta
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cˇ. 1 nenı´ na prvnı´ pohled patrna´ prˇı´cˇina, procˇ u neˇj bylo identifikova´no vlivne´ pozorova´nı´.
Dalsˇı´ postup by byl na´sledujı´cı´:
Spocˇı´ta´me zmeˇny v koeficientech modelu, ktery´ vznikne po vyrˇazenı´ teˇchto trˇı´ pacientu˚
s vlivny´mi pozorova´nı´mi. Urcˇı´me promeˇnne´, u ktery´ch je zmeˇna veˇtsˇı´ nezˇ 20% a na´sledneˇ
vyrˇadı´me pacienty, kterˇı´ tyto zmeˇny zpu˚sobili. Tento postup nenı´ pevneˇ dany´, vzˇdy za´lezˇı´
prˇedevsˇı´m na prakticke´ interpretaci teˇchto odchylek. Pokud by to smysl meˇlo, pacienty
s vlivny´mi pozorova´nı´mi v modelu mu˚zˇeme ponechat.
Tento postup zde prova´deˇt nebudeme, protozˇe prˇesahuje ra´mec te´to diplomove´ pra´ce.
Bylo by vsˇak zajı´mave´ se tomuto konceptu veˇnovat v budoucnu a zprˇesnit tak vy´sledky
modelova´nı´.
Schoenfeldova rezidua
Obra´zky 5.19, 5.20 a 5.21 zna´zornˇujı´ Schoenfeldova rezidua nasˇeho modelu pro cˇtyrˇi
varianty kategoria´lnı´ promeˇnne´ Dg dle MKN10 vykreslene´ postupneˇ proti dobeˇ prˇezˇitı´,
logaritmu doby prˇezˇitı´ a Kaplanoveˇ-Meieroveˇ odhadu. Poklesy a ru˚sty na okrajı´ch defi-
nicˇnı´ho oboru, ktere´ jsou zrˇejme´ na Obra´zcı´ch 5.19 a 5.20 jsou zpu˚sobeny nı´zky´m pocˇtem
pacientu˚ pro tyto okrajove´ hodnoty dob prˇezˇitı´, resp. logaritmu˚ dob prˇezˇitı´. Obecneˇ dopadla
tato Schoenfeldova rezidua pro na´sˇ model dobrˇe, strˇednı´ hodnoty jsou jsou rovny prˇiblizˇneˇ
nule.
Obra´zek 5.19: Schoenfeldova rezidua pro 4 varianty kategoria´lnı´ promeˇnne´ Dg dle MKN10
vykreslene´ proti dobeˇ prˇezˇitı´
Na Obra´zcı´ch 5.22, 5.23 a 5.24 jsou zna´zorneˇna Schoenfeldova rezidua nasˇeho modelu
postupneˇ pro spojite´ promeˇnne´ GTV, GTVLU a KI vykreslena´ vzˇdy proti dobeˇ prˇezˇitı´,
logaritmu doby prˇezˇitı´ a proti Kaplanoveˇ-Meieroveˇ odhadu. Na prvnı´ch dvou grafech
Obra´zku 5.22 (promeˇnna´ GTV) je patrny´ velice mı´rny´ stoupajı´cı´ trend. Pro promeˇnnou
GTVLU (Obra´zek 5.23) dopadla rezidua dobrˇe a pro promeˇnnou KI je na druhe´m a trˇetı´m
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Obra´zek 5.20: Schoenfeldova rezidua pro 4 varianty kategoria´lnı´ promeˇnne´ Dg dle MKN10
vykreslene´ proti logaritmu doby prˇezˇitı´
Obra´zek 5.21: Schoenfeldova rezidua pro 4 varianty kategoria´lnı´ promeˇnne´ Dg dle MKN10
vykreslene´ proti Kaplanoveˇ-Meieroveˇ odhadu
grafu Obra´zku 5.24 patrny´ mı´rny´ klesajı´cı´ trend. Uvidı´me, jak dopadnou pro promeˇnnou
KI dalsˇı´ testy a pote´ se rozhodneme, jak s nı´ da´le nalozˇit.
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Obra´zek 5.22: Schoenfeldova rezidua pro promeˇnnou GTV vykreslena´ proti dobeˇ prˇezˇitı´,
logaritmu doby prˇezˇitı´ a proti Kaplanoveˇ-Meieroveˇ odhadu
Obra´zek 5.23: Schoenfeldova rezidua pro promeˇnnou GTVLU vykreslena´ proti dobeˇ
prˇezˇitı´, logaritmu doby prˇezˇitı´ a proti Kaplanoveˇ-Meieroveˇ odhadu
Obra´zek 5.24: Schoenfeldova rezidua pro promeˇnnou KI vykreslena´ proti dobeˇ prˇezˇitı´,
logaritmu doby prˇezˇitı´ a proti Kaplanoveˇ-Meieroveˇ odhadu
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5.3.2 Hodnocenı´ vhodnosti modelu
Pro testova´nı´ celkove´ vhodnosti modelu jsme pouzˇili test dobre´ shody z balı´cˇku gof.
V na´sledujı´cı´ Tabulce 5.29 uva´dı´me p-hodnoty pro jednotlive´ promeˇnne´.
promeˇnna´ p-hodnota
dg2 0,555
dg3 0,162
dg4 0,740
GTV 0,212
GTVLU 0,839
KI 0,025
Tabulka 5.29: Test dobre´ shody
Vidı´me, zˇe vsˇechny p-hodnoty kromeˇ jedne´ jsou veˇtsˇı´ nezˇ 0,05. P-hodnota u KI rˇı´ka´, zˇe
bychom se meˇli na tuto promeˇnnou podı´vat podrobneˇji. Podle dalsˇı´ho testova´nı´ se na´sledneˇ
rozhodneme, co s touto promeˇnnou prove´st.
5.3.3 Hodnocenı´ proporcionality rizik
Pro hodnocenı´ proporcionality rizik pouzˇijeme test, ktery´ jsme zavedli v Kapitole 4 na
straneˇ 28. Testova´nı´ proporcionality rizik bylo provedeno v softwaru R pomocı´ funkce
cox.zph z knihovny survival.
Na Obra´zku 5.25 vidı´me graficke´ zna´zorneˇnı´. V prvnı´ch trˇech grafech (dg2, dg3, dg4)
je patrne´ mı´rne´ kolı´sa´nı´, cˇtvrty´ (GTV) a pa´ty´ (GTVLU) graf se jevı´ bez vy´razne´ho trendu
a v sˇeste´m grafu (KI) si mu˚zˇeme povsˇimnout, zˇe krˇivka roste.
g(t) = t g(t) = ln(t) g(t) = SˆKM(t)
promeˇnna´ df χ2 p χ2 p χ2 p
dg2 1 0,071 0,790 0,009 0,923 0,048 0,826
dg3 1 2,607 0,106 1,177 0,278 1,618 0,203
dg4 1 1,363 0,243 1,905 0,167 0,697 0,404
GTV 1 2,977 0,085 2,247 0,134 2,551 0,110
GTVLU 1 0,010 0,922 0,313 0,576 0,033 0,857
KI 1 5,407 0,020 14,298 <0,001 6,657 0,010
GLOBAL 6 12,793 0,046 19,301 0,004 12,404 0,054
Tabulka 5.30: Sko´re testy proporcionality rizik zalozˇene´ na sˇka´lovany´ch Schoenfeldovy´ch
reziduı´ch (testy pomocı´ Pearsonova korelacˇnı´ho koeficientu
V Tabulce 5.30 jsou zaznamena´ny vy´sledky testova´nı´ proporcionality rizik pro trˇi
ru˚zna´ sˇka´lova´nı´ Schoenfeldovy´ch reziduı´ – hodnoty chı´-kvadra´t statistiky a p-hodnoty
(zde oznacˇeny jako „p“). Vsˇechny trˇi sko´re testy vyhodnotily na vy´znamnostnı´ hladineˇ
0,05 proporcionalitu rizik promeˇnne´ KI jako nesplneˇnou. Toto nesplneˇnı´ je dostatecˇneˇ
vysoke´ na to, aby zpu˚sobilo i porusˇenı´ proporcionality rizik cele´ho modelu (podle dvou
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z teˇchto trˇı´ testu˚). Tato promeˇnna´ vykazovala proble´my jizˇ prˇi analy´ze reziduı´. Promeˇnna´
KI ma´ pravdeˇpodobneˇ nelinea´rnı´ vliv a meˇla by by´t vhodneˇ transformova´na a pote´ by meˇl
by´t vytvorˇen novy´ model.
K nalezenı´ vhodne´ transformace (tzn. vysˇetrˇenı´ linearity spojite´ promeˇnne´ KI) mu˚zˇe
by´t pouzˇita naprˇı´klad metoda vyuzˇı´vajı´cı´ kvartily na´vrhove´ promeˇnne´ (quartile design va-
riable method) nebo metoda frakcˇnı´ch polynomu˚ (fractional polynomials method). Teˇmto
metoda´m se veˇnujı´ naprˇ. Hosmer, Lemeshow a May, 2008. Nicme´neˇ, tato problematika
prˇekracˇuje rozsah te´to diplomove´ pra´ce, proto se jı´ zde zaby´vat nebudeme.
Obra´zek 5.25: Testova´nı´ proporcionality rizik
Kapitola 5. Analy´za rea´lny´ch dat 60
5.4 Interpretace vy´sledne´ho modelu
Vy´sledny´ model obsahuje promeˇnne´ Dg dle MKN10, GTV (objem prima´rnı´ho na´doru),
GTVLU (objem uzlinove´ metasta´zy) a KI (vy´konnostnı´ stav). V Tabulce 5.31 jsou uve-
deny odhadnute´ koeficienty βˆi a dalsˇı´ souvisejı´cı´ hodnoty: (exp(βˆi), standardnı´ chyba,
z-sourˇadnice a p-hodnota Waldova testu).
promeˇnna´ koeficient βˆi exp(βˆi) SE(βˆi) z p-hodnota
dg2 -0,361 0,697 0,869 -0,416 0,678
dg3 -0,971 0,379 0,343 -2,832 0,005
dg4 -0,500 0,606 0,290 -1,724 0,085
GTV 0,006 1,006 0,003 2,033 0,042
GTVLU 0,008 1,008 0,004 2,199 0,028
KI -0,041 0,960 0,018 -2,270 0,023
Tabulka 5.31: Konecˇny´ Coxu˚v model
Vy´sledny´ Coxu˚v model proporciona´lnı´ch rizik je tvaru
h(t) = h0(t)e
−0,361dg2−0,971dg3−0,5dg4+0,006GTV+0,008GTV LU−0,041KI.
Z Tabulky 5.31 mu˚zˇeme rovnou vycˇı´st pomeˇry rizik (definova´no v Kapitole 3, str. 16),
a to ze sloupce hodnot exp(βˆi). Pro spojite´ promeˇnne´ (GTV, GTVLU, KI) tyto hodnoty
uda´vajı´, o kolik bude riziko u´mrtı´ vysˇsˇı´, pokud navy´sˇı´me danou hodnotu o jednotku. Pro
promeˇnnou GTV prˇi navy´sˇenı´ o 1 ml se riziko u´mrtı´ zvysˇuje o 0,6%, prˇi zvy´sˇenı´ GTVLU o
1 ml se riziko u´mrtı´ zvy´sˇı´ o 0,8% a prˇi zvy´sˇenı´ hodnoty KI o 1 bod se riziko u´mrtı´ snı´zˇı´ o 4%.
Z koeficientu˚ modelu βˆi mu˚zˇeme spocˇı´tat odhady pomeˇru˚ rizik pro jednotlive´ spojite´
promeˇnne´ pro ru˚zne´ zmeˇny hodnot. Odhadovany´ pomeˇr rizik naprˇı´klad pro 10 ml na´-
ru˚st hodnoty GTV vypocˇı´ta´me jako exp(10 ·0,006) = 1,062. To znamena´, zˇe pro pacienty
s hodnotou GTV o 10ml vysˇsˇı´ je riziko u´mrtı´ o 6,2% veˇtsˇı´ nezˇ pro pacienty s nizˇsˇı´ hodnotou.
Pro 10 ml na´ru˚st promeˇnne´ GTVLU spocˇı´ta´me odhad pomeˇru rizik na´sledovneˇ: exp(10 ·
0,008) = 1,083, z cˇehozˇ vyply´va´, zˇe pro pacienty s hodnotou GTVLU o 10ml vysˇsˇı´ je
riziko u´mrtı´ veˇtsˇı´ o 8,3%.
Koeficient u promeˇnne´ KI – vy´konnostnı´ stav je za´porny´, odhadovany´ pomeˇr rizik
vypocˇteme jako exp(10 · (−0,041)) = 0,664. Tedy pro pacienty s hodnotou KI o 10 bodu˚
vysˇsˇı´ je riziko u´mrtı´ o 33,6% mensˇı´. Tuto neprˇı´mou u´meˇrnost jsme ocˇeka´vali, nebot’cˇı´m
vysˇsˇı´ je KI, tı´m je vy´konnostnı´ stav pacienta lepsˇı´, tudı´zˇ pomeˇr rizik mensˇı´.
V Tabulce 5.32 jsou souhrnneˇ uvedeny vypocˇtene´ hodnoty odhadu˚ pomeˇru˚ rizik prˇi 10
jednotkove´m navy´sˇenı´ jednotlivy´ch hodnot promeˇnny´ch.
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promeˇnna´ pomeˇr rizik
GTV 1,062
GTVLU 1,083
KI 0,664
Tabulka 5.32: Odhadnute´ pomeˇry rizik pro promeˇnne´ prˇi na´ru˚stu o 10 jednotek
Pro kategoria´lnı´ promeˇnne´ mu˚zˇeme jednodusˇe pocˇı´tat pomeˇry rizik mezi referencˇnı´
promeˇnnou (zde dg1) a ostatnı´mi variantami. Vypocˇteme pomeˇr rizik naprˇı´klad mezi dg1 a
dg3: exp(−0,971) = 0,379. Vy´sledek na´m rˇı´ka´, zˇe pacienti s diagno´zami ze skupiny dg3
majı´ riziko u´mrtı´ o 62,1% nizˇsˇı´ nezˇ pacienti ze skupiny dg1.
Odhady pomeˇru˚ mu˚zˇeme vycˇı´st prˇı´mo z Tabulky 5.31: pro pacienty ze skupiny dg2 je
riziko u´mrtı´ o 30,3% mensˇı´ nezˇ pro pacienty z referencˇnı´ skupiny dg1 a pro pacienty ze
skupiny dg4 je riziko u´mrtı´ o 39,4% mensˇı´ nezˇ riziko pacientu˚ ze skupiny dg1.
Velice snadno spocˇı´ta´me pomeˇry rizik pro ru˚zne´ hodnoty promeˇnny´ch. Meˇjme pacienta
cˇ.1 se zhoubny´m novotvarem korˇene jazyka (C01), cozˇ je varianta dg1 promeˇnne´ Dg dle
MKN10, s objemem prima´rnı´ho na´doru 160ml (GTV), objemem uzlinove´ metasta´zy 40ml
(GTVLU) a vy´konnostnı´m stavem 60 bodu˚ (KI). Pacient cˇ.2 ma´ diagnostikova´n zhoubny´
novotvar mandle (C09), cozˇ je varianta dg3 promeˇnne´ Dg dle MKN10, s objemem prima´r-
nı´ho na´doru 30ml (GTV), objemem uzlinove´ metasta´zy 10ml (GTVLU) a vy´konnostnı´m
stavem 90 bodu˚ (KI). Pomeˇr rizik vypocˇı´ta´me na´sledovneˇ:
HR =
h(t,X1)
h(t,X2)
=
h0(t)e
−0,361·0−0,971·0−0,5·0+0,006·160+0,008·40−0,041·60
h0(t)e−0,361·0−0,971·1−0,5·0+0,006·30+0,008·10−0,041·90
=
=
e0,96+0,32−2,46
e−0,971+0,18+0,08−3,69
=
e1,18
e−4,401
= e5,581 = 265,34
Vy´sledny´ pomeˇr rizik rˇı´ka´, zˇe pro pacienta cˇ.1 je riziko u´mrtı´ prˇiblizˇneˇ 265 kra´t vysˇsˇı´
nezˇ riziko u´mrtı´ pacienta cˇ.2. Za´meˇrneˇ jsme pro demonstraci vybrali extre´mnı´ hodnoty,
nicme´neˇ tı´mto zpu˚sobem mu˚zˇeme vypocˇı´tat pomeˇry rizik pro pacienty s jaky´mikoli hod-
notami promeˇnny´ch.
Shrnutı´
Celkoveˇ tedy podle Coxova modelu mu˚zˇeme rˇı´ci, zˇe pacienti ze skupiny dg3 majı´
nejveˇtsˇı´ sˇanci na prˇezˇitı´ v porovna´nı´ s ostatnı´mi skupinami. Tato skupina obsahuje pouze
jednu diagno´zu C09 – zhoubny´ novotvar mandle.
Podle zı´skany´ch poznatku˚ z Coxova modelu mu˚zˇeme da´le tvrdit, zˇe cˇı´m vysˇsˇı´ bude
objem prima´rnı´ho na´doru (GTV) anebo objem uzlinove´ metasta´zy (GTVLU), tı´m bude
doba prˇezˇitı´ pacienta kratsˇı´. Naopak, cˇı´m vysˇsˇı´ bude hodnota vy´konnostnı´ho stavu (KI),
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tı´m bude doba prˇezˇitı´ pacienta delsˇı´.
V log-rank testu jsme spocˇı´tali, zˇe pokud je hodnota GTV nizˇsˇı´ nezˇ 100ml, potom
je doba prˇezˇitı´ pacienta statisticky vy´znamneˇ delsˇı´. Pro promeˇnnou KI na´m tento test
prozradil, zˇe vy´razneˇ veˇtsˇı´ sˇanci na prˇezˇitı´ majı´ pacienti s hodnotami vysˇsˇı´mi nezˇ 70 bodu˚.
Log-rank test na´m take´ uka´zal, zˇe i promeˇnna´ doba radioterapie ma´ statisticky vy´znamny´
vliv na prˇezˇitı´, a to tak, zˇe pokud je de´lka doby radioterapie me´neˇ nezˇ 40 dnı´, doba prˇezˇitı´
pacientu˚ bude delsˇı´.
Za´veˇr
V ra´mci te´to diplomove´ pra´ce jsme se sezna´mili se za´kladnı´mi pojmy analy´zy prˇezˇitı´,
nejpouzˇı´vaneˇjsˇı´mi neparametricky´mi a semi-parametricky´mi metodami a take´ jsme si
prˇedstavili du˚lezˇite´ na´stroje regresnı´ diagnostiky.
Na´sledovala prakticka´ cˇa´st, kde jsme zı´skane´ poznatky aplikovali na rea´lna´ onkolo-
gicka´ data. Nejprve jsme vyuzˇili neparametricke´ metody, a to log-rank test, ktery´m jsme
hodnotili, zda promeˇnne´ majı´ cˇi nemajı´ vliv na dobu prˇezˇitı´. Da´le jsme si vy´sledky pro-
hle´dli v grafech, kde jsme porovna´vali Kaplanovy-Meierovy krˇivky prˇezˇitı´. Zjistili jsme,
zˇe krˇivky prˇezˇitı´ se statisticky vy´znamneˇ lisˇı´ pro promeˇnne´ GTV, GTV+GTVLU, KI a doba
radioterapie.
Pote´ jsme aplikovali semi-parametrickou analy´zu, konkre´tneˇ Coxu˚v model proporci-
ona´lnı´ch rizik. Sestavili jsme model, ktery´ obsahoval promeˇnne´ Dg dle MKN10, GTV
(objem prima´rnı´ho na´doru), GTVLU (objem uzlinove´ metasta´zy) a KI (vy´konnostnı´ stav).
Ostatnı´ promeˇnne´ vysˇly jako statisticky nevy´znamne´. Zdu˚razneˇme, zˇe vliv promeˇnne´ veˇk
se prˇekvapiveˇ neproka´zal jako statisticky vy´znamny´.
Da´le jsme se zaby´vali regresnı´ diagnostikou, kde jsme zjistili, zˇe sestaveny´ model nenı´
u´plneˇ bezchybny´ a meˇl by se poupravit. Bohuzˇel tato problematika prˇekracˇovala meze te´to
diplomove´ pra´ce, ovsˇem bylo by zajı´mave´ se tomuto te´matu do budoucna vı´ce veˇnovat.
I prˇes tento nedostatek jsme nakonec interpretovali vy´sledky a dosˇli jsme k za´veˇru, zˇe
nejveˇtsˇı´ vliv na prˇezˇitı´ pacientu˚ ma´ promeˇnna´ KI – vy´konnostnı´ stav. Nicme´neˇ, pra´veˇ tato
promeˇnna´ vykazovala proble´my prˇi regresnı´ diagnostice, proto by bylo potrˇeba podrobit ji
dalsˇı´mu analyzova´nı´.
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