The accuracy of QRS detection and premature ventricular beat (PVB) recognition by an on-line computer system was evaluated in a prospective study. Long-term IT IS GENERALLY WELL ACCEPTED that the coronary care unit (CCU) has played a significant role in reducing the in-hospital mortality of patients with acute myocardial infarction. Prior to the establishment of these special treatment units the hospital mortality for acute myocardial infarction was in the range of 30-40%. Data published since the CCU has become a standard treatment area in most hospitals suggest that mortality has now been reduced to 15-20%.' This reduction in mortality is thought to be the result of electrocardiographic monitoring, which has enabled prompt recognition and treatment of many potentially dangerous rhythm disorders. It is tempting to conclude from these studies that there is no longer a rhythm problem in the CCU. Indeed, research in many coronary care units is now primarily concerned with the mechanical properties of the infarcted heart, including the management of pump failure and cardiogenic shock.
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If, in the strictest sense, the rhythm problem in cor-onary care is defined as death from primary ventricular fibrillation, then this problem has very likely been considerably reduced. 6 The task of evaluating the accuracy of this monitoring program has been difficult, but important progress has been reported. 7 The purpose of this report is to describe the accuracy of the AZTEC and QRS recognition system for continuous real-time monitoring of acutely ill patients in a Coronary Care Unit at the University of Chicago. The logic for diagnosis of various dysrhythmias is simpler than that reported previously from Washington University.8 While using the same basic recognition structure, the system in use at the University of Chicago has different advantages and disadvantages. Accuracy of the QRS detection under a variety of conditions was about 99%. Detection accuracy for premature ventricular beats (PVB) was more difficult to measure in a clinically relevant fashion. In general, about 90% of the PVBs were detected correctly and the false positive rate was low. Use of the system in monitoring patients with acute myocardial infarction will be reported later.
Description of the System
The AZTEC and QRS detection algorithms were originally developed at Washington University5' 6 will be recognized as an "R" wave. (Since direction is not a factor in the recognition algorithm, this corresponds to the first large deflection from baseline, whether it is classically a Q, an R, or an S wave.) If a slope is followed by another slope of the same direction, and they are separated by less than 20 msee, the two may be combined into one slope for R wave detection. Other slopes will be accepted as part of the QRS up to a total of 6 slopes. The beginning and termination of the QRS are located by flat segments exceeding chosen values or by the acquisition of six slopes. The parameters associated with the QRS event are the preceding cycle length (time since the previously recognized QRS) and the QRS duration. These data are stored in a circular buffer for use by the rhythm diagnosis program.
Criteria were established for use of the QRS data. A QRS that is normal in duration (an adjustable parameter, but normally 90 msec) and is not premature or delayed is labeled a "normal sinus beat" (NSB) . A QRS exceeding the chosen duration is classified as "wide." A wide QRS that occurs 12.5% or more premature is a "premature ventricular beat" (PVB). Three or more PVBs in a row at a rate greater than In order to test the frequency of missed QRS events or of the recognition of artifacts as QRS events, a direct check was made. In 6 patients with normal sinus rhythm, long monitored periods were observed and beat by beat correlation was obtained between the computer and a direct copy of the ECG. The results are noted in table 1, showing that 484 of 46,925 beats were missed. These patients were selected at random in the CCU, and no effort was made to insure recent application of electrodes or to request that the patients avoid movement. Nevertheless, during most of the monitored period these patients were inactive.
To evaluate the accuracy of QRS detection in a broader range of rhythms, a second study was done on 30 patients in the CCU. These patients were monitored for 10 minute periods during morning rounds or while baths were being given. Again, the incorrectly identify the patient as requiring treatment or as not requiring treatment are more serious than those that do not alter the correct decision. Table 4 is constructed to illustrate this aspect of the error rate. Examined in this fashion, the false negative rate was important in only three patients of the 28, and the false positive rate was never important.
Discussion
It seems likely that computer monitoring of the cardiac rhythm in the CCU will offer distinct advantages over the conventional human/oscilloscope monitor. Some of these advantages include: 1) more accurate recognition of premature ventricular beats; 2) better detection of dangerous dysrhythmias; 3) data storage and retrieval capabilities for summary reports; 4) more consistent performance over long periods of time; 5) potential financial savings by more efficient use of personnel; and 6) quantitative measurement of response to therapy. Although no systems yet provide all of these advantages, there are no technological obstacles to their achievement. We do have potential difficulty in evaluating the accuracy of proposed commercial systems, and a similar caution is wise in this area to that proposed by Pipberger and Cornfield" for selection of commercial ECG analysis systems.
A recent review by Cox et al. 4 has emphasized the problems in developing methods to evaluate the accuracy of rhythm monitoring programs. Some of these problems are apparent in this study. In dealing with such a complex signal as the ECG, one is obliged to compare stages of the computer output with the only known standard -the cardiologist. This leads to uncertainty, in that comparisons are not made on an absolute scale. It also permits bias to be introduced, so that tests must be designed to circumvent this. In this report we have attempted to describe in some detail the methods we have followed and to present the data in alternative ways in order to assist in development of superior evaluative methods.
The QRS detection scheme is essentially the same as reported by Cox et ttPt. had atrial fibrillation with functional RBBB.
Brief samples of ECG data were obtained from 28 patients in the Coronary Care Unit, for a total monitored time of 415 minutes. A direct write-out was obtained for comparison with computer recognition of premature ventricular beats (PVB). A count of PVBs was made by the cardiologist (Card. PVB) and compared with those detected by the computer (Comp. PVB). The errors in each case were separated into false positive and false negative PVBs. The false positive rate is reported as the numbers per minute of monitoring (averaging 0.67). The false negative rate is reported as percent of true PVBs that were missed. While over-all there were 9.55% PVBs missed, the average error rate (determined on a case-by-case basis) was 12.6%. Several of the patients had abnormal rhythms, as noted.
was limited only by the frequency response of the ECG amplifiers. Errors were less than 1%, with a range of 0 to 4%, in the patients studied. This is probably acceptable for rhythm monitoring, but may not be adequate for other tasks such as triggering of cardiac assist devices. For increased accuracy it may be desirable to use two channels of ECG data, with one checking the other.
The method used here for reporting QRS detection errors employs the addition of false positive to false negatives and a comparison of this to true QRS events. This may be acceptable for false negatives, since the system was at risk once each heart beat. But muscle artifacts were independent of the heart beats, and were more properly a function of duration of the monitoring period. Considered in that fashion, false positive QRS events occurred in this study at the rate of 14/hour.
The detection rate for premature ventricular beats is also difficult to evaluate. The over-all false negative Circulation, Volume 50, July 1974 assumption is difficult, but is probably possible. An effort to compare diagnostic accuracy of the computer and the nurse in our CCU will be presented separately.
It was puzzling to find that the false negative rate was apparently lower than that found by Oliver et al.,7 using a similar program. One might expect a balance between sensitivity and errors, but our false positive rate was apparently not higher. A difference in the experimental protocol is that they permitted themselves to adjust only the signal gain when playing back the ECG from magnetic tape. We allowed adjustment of certain parameters in the AZTEC and recognition program if this was done prior to the beginning of real-time data collection. The most important adjustment we made was to set the criterion for "wide QRS" to a value about 30 msec longer than the normal QRS. Probably this accounts for the difference in accuracy, and we suspect that they would have had an equivalent result to ours if there had been adjustment of some parameters. A drawback to parameter adjustment at this time is that a knowledgeable observer needs to assist in initiating the program. However, with greater experience we may learn to have automatic adjustment of some parameters. An additional difference between our study and that of Oliver et al. is that we did not reject studies because of signal noise. In view of the results of our studies, we felt that noise was not an overriding problem in our monitoring unit.
It should be emphasized that these studies were an attempt to validate the accuracy of the present com-puter system. The dual purpose of the work was to provide the basis for further improvement of the system and to determine if clinical studies are feasible. We are not satisfied that we or any other group have yet developed adequate and completely unbiased control studies. Further effort to develop better methods of quality control are needed. At this point we are not prepared to advocate widespread application to patient care of this computer program, or any other so far reported. We do feel that this program is sufficiently reliable to be used for certain research purposes under controlled conditions.
