This tutorial presents the recent advances in multimodal learning for integrated vision and language problems and gives the necessary background.
I. REVIEW OF THE TUTORIAL
Multimodal machine learning aims at developing methods that are capable of dealing with problems which require modeling and integration of multiple, mostly complementary, modalities. In the past few years, recent advances in deep learning have led to unified architectures that can efficiently process multimodal data, with many interesting applications in computer vision, image processing, speech processing and natural language processing.
In this tutorial, we will provide a comprehensive review and analysis of the methods related to multimodal learning techniques, specifically focusing on visual and textual data. We will discuss neural network architectures that have been generally used in computer vision and natural language processing such as convolutional neural networks (CNNs) [8] , recurrent neural networks (RNNs) [5] and transformers [10] along with the deep generative models such as variational auto-encoders (VAEs) [7] and generative adversarial networks (GANs) [4] . Using these architectures as building blocks, we will then cover some newly emerging tasks that combine vision and language such as image captioning [2] , visual question answering [1] , visual dialogue [3] , image synthesis from text [9] , language guided image manipulation [6] .
II. BIOGRAPHY
Aykut Erdem is an Associate Professor in the Department of Computer Engineering at Hacettepe University and a cofounder of the Hacettepe University Computer Vision Laboratory (HUCVL). The broad goal of his research is to explore better ways to understand, interpret and manipulate visual data. His research interests span a diverse set of topics, ranging from image editing to visual data mining, and to multimodal learning for vision and language. He received his BSc and 
