Improve Your Evaluations: Bayesian Methods Use Prior Knowledge in Life Analyses by Meeker, William Q. et al.
Statistics Publications Statistics 
11-2012 
Improve Your Evaluations: Bayesian Methods Use Prior 
Knowledge in Life Analyses 
William Q. Meeker 
Iowa State University, wqmeeker@iastate.edu 
Necip Doganaksoy 
GE Global Research Center 
Gerald J. Hahn 
Follow this and additional works at: https://lib.dr.iastate.edu/stat_las_pubs 
 Part of the Engineering Commons, Probability Commons, and the Statistical Methodology Commons 
The complete bibliographic information for this item can be found at https://lib.dr.iastate.edu/
stat_las_pubs/330. For information on how to cite this item, please visit http://lib.dr.iastate.edu/
howtocite.html. 
This Article is brought to you for free and open access by the Statistics at Iowa State University Digital Repository. 
It has been accepted for inclusion in Statistics Publications by an authorized administrator of Iowa State University 
Digital Repository. For more information, please contact digirep@iastate.edu. 
Improve Your Evaluations: Bayesian Methods Use Prior Knowledge in Life 
Analyses 
Abstract 
In an earlier statistics roundtable column, the authors described how the conclusions you can draw from 
statistical analysis of limited life data can be bolstered by appropriately incorporating engineering 
knowledge and experience into the analysis. Now, let them demonstrate how Bayesian methods can be 
used as an alternative in these evaluations. The preceding analyses provided useful insights. 
Management, however, wanted a more definitive analysis with a single quantitative estimate of reliability 
and the associated statistical uncertainty. There has been a substantial increase hi the use of Bayesian 
methods during the past 20 years. Today, most of these applications use Monte Carlo simulations to 
generate a sample from the desired joint posterior distribution. Traditional methods require various 
assumptions -- for example, a Weibull distribution for time to failure and representative samples and test 
environments -- that demand careful examination. Bayesian methods require the further assumption era 
prior distribution based on existing knowledge. 
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Improve Your Evaluations 
Bayesian methods use prior knowledge in life analyses 
IN AN EARLIER Statistics Roundtable 
column, we described how the conclu-
sions you can draw from statistical 
analysis of limited life data can be 
bolstered by appropriately incorporating 
engineering knowledge and experience 
into the analysis. 1 Now, let's demonstrate 
how Bayesian methods can be used as 
an alternative in these evaluations. 
Recapitulation 
The previous column dealt with a new . 
design for a bearing cage used in aircraft 
engines for which BIO life-the time by 
which 10%ofthe units fail-was required 
to exceed 8,000 hours. The available data 
consisred of field data from 1,703 units, only 
six of which had failed during exposure 
times ranging from 50 to 2,050 hours. 
A Weibull distribution was fitted to the 
lifetime data using maximum likelihood 
(ML) methods. Mostly due to the exten-
sive extrapolation required and the small 
number of failures observed, this analysis 
was highly uninformative, resulting in a 
95% confidence interval on B10 of 2,093 to 
22,144 hours. 
From engineering knowledge and 
analysis of past data, you would expect 
the product hazard rate to increase with 
time in this example, and a Weibull distri-
bution with shape parameter p between 
1.5 and 3 to provide a good flt to the t ime-
to-failure data. We used these insights to 
flt Weibull distributions assuming J} = 1.5, 
~ = 2 and ~ = 3, respectively. Each flt re-
sulted in appreciably shorter confidence 
intervals on B10 and suggested it was 
highly unlikely the 8,000-hour reliability 
goal would be met. 
Weibull probability plot of the bearing 
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This plot shows Bayes' estimates (solid line), the associated 95% credible intervals 
(dashed lines) and the 95% confidence intervals from the non-Bayesian Weibull 
analysis (dotted lines) for the traction failing as a function of time. The plot also 
shows minimum reliability requirement of fewer than 10% failures by 8,000 hours. 
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The Bayesian method 
The preceding analyses provided useful 
insights. Management, however, wanted 
a more definitive analysis with a single 
quantitative estimate of reliability and 
the associated statistical uncertainty. 
This can be achieved by assigning 
prior probabilities to plausible combina-
tions of values of the unknown distr ibu-
tion parameters, usually via a continu-
ous joint distribution, and using Bayes' 
theorem to combine the prior distribution 
and the observed data into a posterior 
joint distribution for the parameters. 
There has been a substantial increase 
in the use of Bayesian methods during 
the past 20 years. Today, most of these 
applications use Monte Carlo simulations 
to generate a sample from the desired 
joint posterior distribution The results 
are used to compute estimates and cred-
ible interval for quantities of interest (for 
example, BIO). Such credible intervals 
describe the statistical uncertainty arising 
from limited data- sintilar to classical 
confidence intervals-but use both the 
prior information and the observed data.. 2 
Applying the Bayesian method 
Choice of a prior distribution. A 
prudent analyst will use only prior 
information that can be justified from 
physics, engineering or other accepted 
knowledge, or information that has 
been supported by past data-and pref-
erably a ll of these. 
In the bearing cage example, you must 
specify a joint prior distribution for the 
two distribution parameters (J} and Tl) 
of the assumed Weibull time-to-failure 
distribution. Based on previous data, 
the engineers thought the bearing cage 
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This plot shows randomly generated sample points from the joint 
prior distribution for 010 and B, and fitted weibull distribution 
likelihood contours for the bearing cage data. 
This plot shows sample points from the joint posterior distribution 
for B10 and B, and fitted Weibull distribution likelihood contours 
for the bearing cage data. 
failures were due to a well-understood 
fatigue mechanism, and they confirmed 
this by analysis of data on similar prod-
ucts. Therefore, they specified a relatively 
well-defined prior distribution for P: a 
lognormal distribution with 99% of its 
probability between 1.5 and 3. 
Instead of assuming a prior distri-
bution for fl, a prior distribution was 
assumed for the more meaningful B10 
(implicitly specifying a joint prior distri-
bution for p and Tl). There was, however, 
little prior information for 810. Therefore, 
a "diffuse" prior distribution-a uniform 
distribution for the logarithm of BIO rang-
ing from log (1 ,000) hours to log (50,000) 
hours-was employed. 3 
Reaults. Samples from the marginal 
posterior distributions for B10 and p 
were obtained via simulation, effectively 
combining the observed data with the 
ADDED DETAILS 
prior distribution. The 95% cred ible 
interval for BIO was taken as the 0.026 
and 0.975 quantiles from the distribution 
of these samples. This yielded the 95% 
credible interval for B10 of 2,575 to 7,004 
hours. Because the upper bound of this 
interval is below 8,000 hours, the Bayes-
ian method, unlike the analysis based on 
the observed data alone, showed the new 
bearing cage design was unlikely to meet 
its reliability goal. 
Further analysis. Figure 1 is a 
Weibull probability plot of the bearing 
cage field-failure data, showing the fitted 
Weibull posterior distribution and the 
associated 95% credible interval for the 
fraction failing as a function of time, 
based on the joint posterior distribution 
of 810 and p. The confidence intervals 
based on analysis of the data alone also 
are shown in Figure 1. The Bayesian 
method provides 
much better preci-
sion, as shown by 
A more detailed version of tt11 s Stat istics Roundtable column 1s 
tM t1lalJle on its webpage at www quall typrogress com 
the appreciably 
narrower dashed 
lines for the credible 
I intervals versus 
those for the non-Bayesian confidence 
intervals in the region of interest (8,000 
hours of life). 
Outlining the method 
Step one-Generate samples from prl• 
or d.istrtbution: Monte Carlo simulation 
is used to generate a large random sample 
of pairs of values ofBiO and ~ from their 
(joint) prior distribution. Figure 2 shows 
the values for the first 500 samples. 
Figure 2 also shows the likelihood of 
the observed data relative to the ML value 
as a function of B10 and p in a contour 
plot. The relative likelihood is proportion-
al to the probability of the observed data 
for different values of BIO and p. Pairs of 
values giving large likelihoods are more 
plausible than pairs with small likeli-
hoods. These contours show what the data 
alone say about BIO and ~-
The upper-right corner of the rectangle 
in Figure 2 marks the best (that is, ML) 
point estimates (3,903 hours for B10 and 
2.035 for~) based on the data alone. Al 
this point, the relative likelihood is equal 
to 1. Also, we can say we are approxi-
mately 90% confident the true values of 
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Bayesian methods require the further assumption 
of a prior distribution based on existing knowledge. 
BIO and ~ lie in the region enclosed by the 
0.1 contour;4 similar statements apply for 
the other contours. 
Step two-Integrate prior Informa-
tion and given data In a posterior dis-
tribution: Each pair of randomly gener-
ated values of BIO and ~ from the assumed 
prior distribution in step one is combined 
with the observed data (represented by the 
relative likelihood contours) to generate a 
sample from the joint posterior distribution 
of BIO and~. 
For some problems, such as our 
example, there is a simple probabilistic 
filtering algorithm to generate a posterior 
distribution sample from a prior 
distribution sample.' Using this method, 
every point in the sample from the prior 
distribution has a corresponding relative 
likelihood between close to 0 (for points far 
away from the ML estimate) and close to I. 
In the filtering algorithm, each prior 
distribution point passes to the pos-
terior distribution with a probability 
corresponding to its relative likelihood, 
based on the observed data. The pairs of 
values of BIO and ~ that pass through this 
filter are accepted as samples from the 
joint posterior distribution for these two 
quantities. 
The first 500 pairs of values after filter-
ing are shown in Figure 3 (p. 65). These 
points are concentrated around the over-
lap of the likelihood contour., (repeated 
in Figure 3) and the prior distribution 
sample points shown in Figure 2. The plot-
ted posterior distribution points in Figure 
3 show much less scatter than the prior 
distribution points in Figure 2, reflecting 
the reduced uncertainty concerning B10 
and P resulting from the observed data. 
The upper-right comer of the rect-
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angle in Figure 3 shows the Bayes' best 
estimates for BIO and~ (4,115 hour., and 
2.097), based on combining the prior 
distribution and the available data-com-
puted as the means of the generated BIO 
and P marginal posterior distributions, 
respectively. 
The simulation analyses use random 
numbers in generating pairs of values from 
the prior distribution for 810 and ~' and 
therefore are not exactly repeatable, due 
to Monte Carlo sampling error. This error 
can be made arbitrarily small by increasing 
the number of Monte Carlo trials. Often, 
I0,000 to 20,000 samples provide reason-
able precision. 
Step three-Use generated values 
of posterior distribution to draw de-
sired inferences: The generated poste-
rior pairs of values for B10 and p obtained 
in step two are used to obtain Bayesian 
point and interval estimates. In our exam-
ple, this yielded a posterior point estimate 
of 4,115 hour., for BIO (compared with the 
ML point estimate of 3,903 hour.,). 
Also, by taking the 0.025 and 0.975 
quantiles of the B10 generated values, the 
9596 credible interval of 2,575 hour., to 
7,004 hours for B10 was obtained. Similar 
methods were used for obtaining a poste-
rior estimate of p and for estimating the 
fraction failing at different times shown in 
Figure I. 
A precautionary note 
Traditional methods require various 
assumptions-for example, a Weibull 
distribution for time to failure and 
representative samples and test 
environments-that demand careful 
examination. Bayesian methods require 
the further assumption of a prior 
distribution based on existing knowledge. 
Users of such methods must be wary of 
wishful thinking masquerading as prior 
information. The selected prior distribu-
tion and how well it represents existing 
knowledge must be carefully scrutinized. 
This should include consideration of 
reasonable alternative prior distributions 
and an evaluation of the sensitivity of the 
findings to such alternatives. QP 
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