A selectivity theory is proposed to help explain how one gender of a species might tend to evolve with greater variability than the other gender. Briefly, the theory says that if one sex is relatively selective, then more variable subpopulations of the opposite sex will tend to prevail over those with lesser variability; and conversely, if one sex is relatively non-selective, then less variable subpopulations of the opposite sex will tend to prevail over those with greater variability. This theory makes no assumptions about differences in means between the sexes, nor does it presume that one sex is selective and the other non-selective. Two mathematical models are presented: a statistical analysis using normally distributed fitness values, and a deterministic analysis using a standard system of coupled ordinary differential equations with exponentially distributed fitness levels. The theory is applied to the classical greater male variability hypothesis.
Introduction
The variability hypothesis (VH), also known as the greater male variability hypothesis, asserts that "males are more likely than females to vary from the norm in both physical and mental traits" [20, p. 1447] . The origin of the hypothesis is often traced back to Johann Meckel in the early eighteenth century, and it was used by Charles Darwin to help explain extreme male secondary sex characteristics in many species. In the first edition of Man and Woman (London, 1894), Havelock Ellis devoted an entire chapter to the variability hypothesis, and "asserted that both retardation and genius are more frequent among males than females" [20, p. 1447] . It should be emphasized that the VH says nothing about differences in means between males and females, and even for some physical attributes where the average values are significantly different, such as height, the variance in human males has been found to be significantly greater than that in females (e.g., [3] ). Not surprisingly, all ten of the ten tallest humans are male, but five of the shortest ten humans are also male (e.g., [23] , [24] ).
The variability hypothesis proved highly controversial during the last century (see below); nevertheless, the past fifteen years have seen a resurgence of research on this topic. Although some of these more recent studies found "inconsistent support for the greater male variability hypothesis" [5, p. 329] , and that"greater male variability with respect to mathematics is not ubiquitous" [12, p. 8801 ], many more (e.g., [1] , [2] , [6] , [8] , [9] , [11] , [13] , [14] , [16] , [21] ) have found VH to be valid in different contexts.
For example, Arden and Plomin "found greater variance . . . [in intelligence] among boys at every age except age two" [1, p. 39] , and Machin and Pekkarinen found greater male variance in both mathematics and reading among boys and girls in thirty-five of the forty countries that participated in the 2003 Programme for International Student Assessment [16] . Halpern et al found that "Males are more variable on most measures of quantitative and visuospatial ability, which necessarily results in more males at both high-and low-ability extremes" [8, p. 1] , and He et al reported that the results of their studies in mainland China "supported the hypothesis that boys have greater variability than girls in creativity test performance" [9, p. 882 ]. Baye and Monseur's studies of gender differences in variance and at the extreme tails of the score distribution in reading, mathematics, and science concluded "The greater male variability hypothesis is confirmed" [2, p. 1], and Strand et al's studies of verbal reasoning, non-verbal reasoning, and quantitative reasoning among boys and girls in the U.K., reported "for all three tests there were substantial sex differences in the standard deviation of scores, with greater variance among boys . . . Boys were over represented relative to girls at both the top and the bottom extremes for all tests" [21, p. 463]. Johnson et al "reviewed the history of the hypothesis that general intelligence is more biologically variable in males than in females . . . and presented data . . . which in many ways are the most complete that have ever been compiled, [that] substantially support" the VH [13, p. 529] .
Even among studies supporting the validity of VH, there has been no clear or compelling explanation offered for why there might be gender differences in variability. Hyde et al report, "the causes remain unexplained" [11, p. 495] , and Halpern et al concluded "the reasons why males are often more variable remain elusive" [8, p. 1] . Some researchers found that the underlying reason for the VH is probably not due to the educational system; e.g., Arden and Plomin found that "differences in variance emerge early -even before pre-school -suggesting that they are not determined by educational influences" [1, p. 39] . Other researchers specifically mention the possibility of biological factors as a likely underlying explanation for the VH: Johnson et al, after providing data that substantially support the VH in general intelligence, concluded that these differences in variability "possibly have roots in biological differences" (among other factors) [13, p. 529] ; and Ju et al, in finding that gender differences in variability in creativity are consistent across urban and rural samples, conjectured that it is "more likely related to biological/evolutionary factors" [14, p. 88] .
Our goal here is neither to challenge nor to confirm the VH, but rather to propose a theory based exactly on such biological/evolutionary mechanisms that might help explain how one gender of a species might tend to evolve with greater variability than the other gender. Note that the precise formal definitions and assumptions here are clearly not applicable in reallife scenarios, and that the contribution here is thus also merely a general theory based on unproved and unprovable hypotheses. This theory is independent of species, and although it may raise red flags for some when applied to homo sapiens, we share the viewpoints of Erikson et al that the "variability hypothesis is not only of mere historical interest but also has current relevance for clinical practice" [5, p. 329] , and of Ju et al that such a study "enriches the discourse on the greater male variability hypothesis" [14, p. 89 ].
Variance Hypothesis Controversies
Strenuous objections have been raised over the years about the implications of VH for certain attributes. Shortly after the groundbreaking work of Ellis in support of the VH, notable opposition appeared. Psychologist Leta Hollingworth, the former doctoral student of nationally known and respected educational psychologist E. L. Thorndike, himself a prominent advocate of the VH, attacked the VH on several statistical and sociological grounds [10] , and according to [20] , was one of the most influential critics of the VH. The heated debates continued throughout the twentieth century, at the end of which psychologist Stefanie Shields asserted "For some scientists, the idea that females would be unlikely to excel suggested that it was unnecessary to provide them with opportunities to do so" and concluded, "Early feminist researchers were largely responsible for its eventual decline" [20, p. 1447-1448] .
Since then the heated conflicts have continued unabated, in spite of its alleged "eventual decline". One of the most widely reported incidents concerned the remarks that Harvard President Larry Summers made at a National Bureau of Economic Research Conference on Diversifying the Science and Engineering Workforce in January 2005. He prefaced his remarks by saying that he would confine himself to "the issue of women's representation in tenured positions in science and engineering at top universities and research institutions" and then observed "It does appear that on many, many different human attributes -height, weight, propensity for criminality, overall IQ, mathematical ability, scientific ability -there is relatively clear evidence that whatever the difference in means -which can be debated -there is a difference in the standard deviation, and variability of a male and a female population" [22] . In other words, Summers was simply reminding his audience of the gist of the VH, that for many attributes, males are overrepresented at both the high and the low ends of the distribution.
His statement caused a firestorm when it was completely misrepresented by both scholars and the press. Yale computer scientist David Gelernter, writing in the Los Angeles Times, stated that Summers had "suggested that, on average, maybe women are less good than men at science, which might explain why fewer females than males are science professors at Harvard . . . [and that] Summers made a statement about averages, not individuals" [7] . These statements were completely false, as science writer Dana Mackenzie pointed out in the Swarthmore College Bulletin, writing "Well, no, he didn't. But in the public debate, that is how his statement was interpreted" [17] . Summers had made no such statement about averages, but merely had suggested that the standard deviation for males appeared to be greater than that of females. That is, the tails of the male distribution curves are heavier at both ends. Not that there are no females in the top echelon, but simply that the relative frequencies of males are greater than those of females, at both ends -in Ellis's terms, more retardation, more genius. The resulting uproar, however, precipitated a no-confidence vote by the Harvard faculty, and prompted Summers's resignation as President.
An even thornier issue is the question of what, if anything, should be done if there is in fact some validity to the VH. For some venues with objective performance measures, the solution is simply to have separate women-only competitions, as is done in the Olympics and the World Chess Championships. In other less clear areas, the approach to the problem, if it is indeed a problem, has also raised controversial remedies even among the proponents of the VH. For example, in 2013 educators He et al suggested that "separate distribution curves and norms should be developed for boys and girls, and different cut-off points should be used for identifying and selecting students for special or gifted programs." There seems to be no end to the controversies, and the authors leave the socio-political debates to others.
An Evolutionary Mechanism for Gender Differences in Variability
The basic idea in this article is very simple.
SELECTIVITY THEORY: In a population with two sexes A and B, both of which are needed for reproduction, suppose that sex A is relatively selective, i.e., will mate only with a top tier (less than half ) of B candidates. Then among subpopulations of B with comparable average attributes, those with greater variability will tend to prevail over those with lesser variability. Conversely, if A is relatively non-selective, accepting all but a bottom fraction (less than half ) of the opposite sex, subpopulations of B with lesser variability will tend to prevail over those with comparable means and greater variability.
Note that this theory makes no assumptions about differences in means between the sexes, nor does it presume that one sex is selective and the other non-selective. If both sexes happen to be selective, for instance, then the best evolutionary strategy for each is to tend to greater variability.
The next example illustrates the underlying ideas of this selectivity theory of gender differences in variability through an elementary hypothetical scenario where the subpopulations have distinct fitness levels, and one is trivially more variable than the other. The two subsequent sections provide detailed models with perhaps more realistic assumptions of fitness levels distributed normally or exponentially; the first uses a probabilistic analysis and the second a standard system of coupled ordinary differential equations as are common in population studies.
To quantify "acceptability" by the opposite sex, it will be assumed here and throughout that each individual in each sex has a real number that reflects its attractiveness to the opposite sex, with a larger number being preferable to a smaller one. Biologists often use the word fitness for this concept, and in some sense this numerical value describes how good its particular genotype is at leaving offspring. Fitness is a relative thing, and in this simplified model, this single number represents an individual's level of reproductive success relative to some baseline level [18] .
Example 3.1. Sex B consists of two subpopulations B 1 and B 2 . Half of the fitness values of B 1 are uniformly distributed between 1 and 2 and the other half are uniformly distributed between 3 and 4, while all of the fitness values of B 2 are uniformly distributed between 2 and 3. Thus B 1 is more variable than B 2 , and they both have the same average fitness.
Suppose first that B 1 and B 2 are of equal size. Then one quarter of sex B (the lower half of B 1 ) has fitness values between 1 and 2 , half of B (all of B 2 ) has fitness between 2 and 3, and one quarter of B (the upper half of B 1 ) has values between 3 and 4. If sex A is relatively selective and will mate only with the top quarter of sex B, then all of the next generation will be offspring of the more variable subpopulation B 1 . On the other hand, if sex A is relatively non-selective and will mate with any but the lower quarter of B, then all of the less variable B 2 will mate, but only half of the more variable B 1 will mate.
Similar conclusions follow if the initial subpopulations are not of equal size. For example, suppose that one third of sex B is the more variable B 1 and two thirds is the less variable B 2 . Then if sex A only mates with the top quarter of B, a short calculation shows that two thirds of the next generation will be offspring of B 1 and one third will be offspring of B 2 , thereby reversing their proportions toward the more variable subpopulation. If sex A will mate with any but the lower quarter of B, then only two ninths of the next generation will be offspring of B 1 and seven ninths will be offsprings of B 2 , thereby increasing the proportion of the less variable subpopulation of sex B.
Note the asymmetry here in the mating probabilities; some intuition behind why this occurs may perhaps be gained from the observation that the upper tier of the more variable population will always be able to mate, whether the opposite sex is selective or non-selective.
To facilitate more mathematically precise notions of these fitness and selectivity ideas, several definitions and notation will be introduced. The fitness of individuals within sexes varies, and its (normalized) distribution is a probability distribution. A key characteristic of the distribution is the proportion of individuals whose fitness exceeds each given threshold. To fix notation using standard statistical terminology, for a (Borel) probability measure P on the real line R, let S P denote the survival function for P (i.e., S P : R → [0, 1] is defined by S P (x) = P (x, ∞) for all x ∈ R). That is, S P (x) is the proportion of a population with fitness distribution P that is above the threshold fitness x.
Next, the notion of one distribution being more (or less) variable than another will be specified. There are many possibilities for such a definition, for instance via standard deviations or first absolute central moments, but those can be quite misleading in the VH context for many distributions. On the other hand, basic comparisons of the survival functions of the two distributions leads to a natural, albeit somewhat restrictive, notion of greater variability. Definition 3.2. Let P 1 and P 2 be (Borel) probability measures with identical medians m, and survival functions S 1 and S 2 , respectively. Then P 1 is more variable than P 2 , written P 1 P 2 , if and only if
That is, P 1 is more variable than P 2 if the proportions of P 1 both above every upper (larger than median) threshold and the proportions below every lower threshold level are greater than those for P 2 . Note that this definition does not require finite standard deviations or symmetry of the two distributions, although the examples provided below have both. Similar conclusions may be drawn about one-sided variability, and this is left to the interested reader. Some assumption on the two distributions (of the same sex) having comparable average attributes is clearly necessary to be able to draw any useful conclusions in the selectivity context; the assumption of identical medians used here is one natural candidate.
2 ) denote a normal (Gaussian, or bell-shaped) distribution with mean µ and standard deviation σ, then N (µ, σ Basic assumption. For each sex, there is an upper proportion p between 0 and 1 of the opposite sex that is acceptable for mating, i.e., if p A is that proportion for sex A, then every member of sex A will mate with individualb ∈ B if and only ifb is in the top p A fraction of B, equivalently, if the proportion of B with {b ∈ B : ν A (b) > ν(b)} is less than p A . If p A < 0.5, then sex A is said to be (relatively) selective, and if p A > 0.5, then A is said to be non-selective. For instance, if p A = 0.25, as in the first part of Example 3.1 then sex A is selective, since it will mate only with the top quarter of sex B, and if p A = 0.75, then sex A is non-selective, since it will mate with any but the bottom quarter of sex B.
N.B. Of course, this severe condition, as well as the above formal assumptions about fitness levels, are clearly not satisfied in real life scenarios, and are simply employed as a starting point for discussion of the general ideas.
A Probabilistic Normal Distribution Model MODEL 1 (Probabilistic, static, normally-distributed values).
Sex B consists of two subpopulations B 1 and B 2 (B = B 1 ∪ B 2 ), of which a proportion β ∈ (0, 1) is of type B 1 (and 1 − β of type B 2 ). Suppose that the fitness values (to sex A) of sex B are normally distributed, i.e., if X 1 and X 2 are the fitness values of two random individuals chosen from B 1 and B 2 , respectively, then X 1 ∼ N (µ, σ This assumption of normality for the underlying distributions of fitness is not essential; this is merely an illustrative example, and chosen because of the ubiquity of the normal distribution in many population studies. In fact, normality in the VH context has already been addressed, but without consensus: "The assumption of normality was extremely important to the validity of the variability hypothesis" [19, p. 748] ; and "the population distribution of general intelligence shows substantial deviations from the normal and that it is better conceptualized as a mixture of two normal distributions" [13, p. 529 ]. , i.e., B 1 is more variable than B 2 . Then (i) If p A < 0.5 , i.e., if sex A is selective, then the probability that a random individual from B 1 is selected for mating by sex A is greater than the probability that a random individual from B 2 is selected.
(ii) If p A > 0.5, i.e., if sex A is non-selective, then the probability that a random individual from B 2 is selected for mating by sex A is greater than the probability that a random individual from B 1 is selected.
Proof. Let X 1 and X 2 denote the fitness values for an individual drawn at random from B 1 and B 2 , respectively, and let S 1 and S 2 denote the survival functions for X 1 and X 2 . First, it will be shown that there exists a unique "threshold" fitness cutoff c * ∈ R such that Thus to see (i), assume that p A < 0.5 and note that
where the first and last equalities in (4) follow by (2) , the third by (3), and the inequality follows since σ The red curve is the distribution of the more variable normal subpopulation B 1 in Example 4.2, the blue curve is the distribution of the less variable subpopulation B 2 , and the vertical green lines are the threshold cutoffs for the opposite sex A, i.e., the value so that exactly 25% (left) of the composite B population has fitness level above that point, and the value so that exactly 75% (right) of the B population has fitness level above that point.
Note that for these two normal distributions, with every cutoff above the common mean value, as shown on the left in Figure 1 , the area under the red curve to the right of the green threshold value is larger than the area under the blue curve to the right of the threshold, even though the blue curve is above the red curve in places. This indicates that when the opposite sex A is selective, a random individual from the more variable subpopulation B 1 is more likely to mate than a random individual from the less variable subpopulation B 2 . Similarly, for every cutoff below the common mean value for the two subpopulations, as shown on the right in Figure 1 , then the area under the blue curve to the right of the green threshold value is larger than the area under the red curve to the right of the threshold, indicating that when the opposite sex A is non-selective, a random individual from the less variable subpopulation B 2 is more likely to mate than a random individual from the more variable subpopulation B 1 . Case 1. Sex A is selective with p A = 0.25. Using a special function calculator (since the survival functions of normal distributions are not known in closed form), it can be determined numerically that the threshold fitness cutoff is c * ∼ = 100.92, S 1 (c * ) ∼ = 0.323, and S 2 (c * ) ∼ = 0.179, i.e., a random individual from subpopulation B 1 has nearly twice the probability of mating than one from the less variable subpopulation B 2 . (See Figure 1, left.) Case 2. Sex A is non-selective with p A = 0.75. Then it can be determined that the threshold fitness cutoff is c * ∼ = 99.08, S 1 (c * ) ∼ = 0.677, and S 2 (c * ) ∼ = 0.821, i.e., a random individual from subpopulation B 2 is about one-fifth more likely to be able to mate than one from the more variable subpopulation B 1 . (See Figure 1, right.) Here again, note the asymmetry in that the selective case is more extreme than the non-selective case, as was seen in Example 3.1.
A Deterministic Birth Process Model
MODEL 2 (Deterministic, continuous sizes, general value distributions, time dependent, pure birth (no death)).
Sex B consists of two growing subpopulations B 1 and B 2 , i.e., B = B 1 ∪ B 2 , whose sizes at time t are x 1 (t) and x 2 (t), respectively, where x i : [0, ∞) → (0, ∞) are strictly increasing and differentiable, i = 1, 2. Suppose that the distributions of values (to sex A) of B 1 and B 2 , respectively, are given by (Borel) probabilities P 1 and P 2 that do not change with the sizes of the subpopulations, i.e., the survival and fitness functions do not change with t.
Growth assumptions. The composite population of sex B is growing at a rate that is proportional to the fraction p A of its members that is acceptable to the opposite sex A, i.e., with the constant of proportionality taken to be 1,
Similarly, both subpopulations B 1 and B 2 are growing at rates proportional to the fractions q i = q i (t) of each subpopulation that are acceptable to sex A at that time, i.e.,
Let S 1 and S 2 be the survival functions for P 1 and P 2 , respectively, which, since P 1 and P 2 are independent of time, are also independent of time. Assume that S 1 and S 2 are both continuous and strictly decreasing, with identical (unique) medians m > 0, so S 1 (m) = S 2 (m) = 0.5. (In other words, exactly half of each subpopulation B 1 and B 2 has fitness value above the median m to sex A, i.e., ν A > m, at all times t > 0, and exactly half of each has fitness values below the median.)
Proposition 5.1. Suppose P 1 P 2 .
(i) If p A < 0.5, i.e., if sex A is selective, then the relative rate of growth of B 1 exceeds that of B 2 ,
Moreover,
(ii) If p A > 0.5, i.e., if sex A is non-selective, then the relative rate of growth of B 2 exceeds that of B 1 ,
Proof of (i). Analogous to the argument for Proposition 4.1, define g : R → (0, 1) by (9) g(c) =
where S 1 and S 2 are the survival functions for P 1 and P 2 , respectively. Since g is continuous and strictly decreasing with g(−∞) = 1, g(m) = 0.5, and g(∞) = 0, for each t > 0 there exists a unique threshold fitness cutoff c * = c * (t) satisfying (10)
where, as before, p A is the upper fraction of sex B that is acceptable to sex A, and c * = c is the ν A threshold fitness cutoff for sex A for the combined populations of sex B = B 1 ∪ B 2 at time t.
Note that S 1 (m) = S 2 (m) = 0.5, so since p A < 0.5, c * > m. Since P 1 P 2 , this implies that S 1 (c * ) > S 2 (c * ). Since S 1 (c * ) and S 2 (c * ) are the proportions of B 1 and B 2 , respectively, that are above the threshold cutoff at time t > 0, (6) implies
which proves (7) . To see that
for all t > 0, so since S 2 (p) < S 1 (p), the continuity of S 1 and S 2 implies the existence of δ > 0 so that
and for all t > 0.
Thus by (11) , 1
so ln x 1 − ln x 2 ≥ δt + α, which implies that
The proof of (ii) is analogous.
Example 5.2. Let the survival functions S 1 and S 2 for subpopulations B 1 and B 2 be given by
, and S 2 (x) = e −2x 2 for x ≥ 0 1 − e 2x 2 for x ≤ 0 , respectively.
Note that, P 1 P 2 , i.e., subpopulation B 1 is more variable than B 2 .
Special Case 1. Sex A is selective and only accepts the top quarter of individuals in sex B, i.e., p A = 0.25. Using (5), (10) and (11), and noting that S 2 (x) = 2S 2 1 (x) for x ≥ 0 yields the following coupled system of ordinary differential equations: Figure 3 illustrates a numerical solution of (12) with the initial condition x 1 (0) = x 2 (0) = 1. Figure 3 : The graphs of x 1 (t) and x 2 (t) and of the ratio x 1 (t)/(x 1 (t) + x 2 (t)) satisfying (12) . Special Case 2. Sex A is non-selective and accepts the top three-quarters of individuals in sex B, i.e., p A = 0.75.
Using (5), (10) , and (11) again, and noting that S 2 (x) = 4S 1 (x) − 2S 2 1 (x) − 1 for x ≤ 0 yields the following system:
See Figure 4 for a numerical solution with the same initial condition x 1 (0) = x 2 (0) = 1. Figure 4 : The graphs of x 1 (t) and x 2 (t) and of the ratio x 1 (t)/(x 1 (t) + x 2 (t)) satisfying (13) .
Once more, note that the selectivity case is more extreme than the non-selectivity case.
Also note that the birth process model above implicitly includes simple birth and death processes, via the simple observation that a population growing, for example, at a rate of eight per cent and dying at a rate of three percent, can be viewed as a pure birth process growing at a rate of five per cent.
Male vs. Female Variability
The selectivity theory of differences in gender variability introduced here explains how current greater or lesser variability could depend on the past selectivity factor of the opposite sex, and as such pertains equally to either sex. If both sexes began with comparable mid-range variability, for example, and if our female ancestors were generally selective (p F < 0.5) or male ancestors were generally non-selective (p M > 0.5), or both, this would have led to relatively greater male variability, i.e., the VH. Thus if there were a biological reason for either or both of such gender patterns in selectivity to have occurred over time, the above selectivity theory would predict a species whose males now generally exhibit more variability than its females.
Humans have been hunter-gatherers for all but 600 of their 10,000-generation history [15] , and if during much of that time males were relatively non-selective or females were selective, the selectivity theory could help explain any perceived evidence of VH in humans today. Why might one gender have been more selective than another? A "basic cross-species pattern is that the sex with the slower potential rate of reproduction (typically females, because of gestation time) invests more in parenting, [and] is selective in mate choices" and the "sex with the faster potential rate of reproduction (typically males) invests less in parenting, [and] is less selective in mate choices" [6, p. 175] . The bottom line is simply that in our model a sex that has experienced relatively intense vetting by the opposite sex will have tended toward greater variability, and a sex that has experienced relatively little vetting by the opposite sex will have tended toward lesser variability, independent of the means or variances of the other sex.
Thus, if this selectivity theory has validity, gender differences in variability are time dependent whenever the two sexes' tendencies in selectivity are evolving. If gender differences in selectivity have been decreasing and are now less significant in humans than they were in prehistoric times, as appears might be the case, this theory would also predict that the gender difference in variability has also been decreasing in modern times, i.e., the VH has been slowly disappearing. Whether or not that is the case, of course, is far beyond the scope of this article, and is a possible topic for future research.
