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ABSTRACT
ALGORITHMS AND ARCHITECTURES FUR IMAGE PROCESSING
J G Harp
Novel algorithms for detecting, classifying and tracking vehicles 
in infra red images are presented and their impl ementation an an array 
of transputers is discussed.
Two classification techniques have been developed; the first, 
Segmentation Analysis, partitions each image into rectangular sub­
images from which several feature parameters are extracted. It is 
hypothesised that those subimages which have features differing 
significantly from the mean feature values will contain objects of 
interest which can be classified from the values of the features. In 
the second technique, ACF Classification, simple parameters are 
derived from the shape of the autocorrelation functions from a 
segmented image. The parameters are then be used to assign the 
segmented regions to the appropriate class of target or background. 
The ACF classification algorithm has been tested against a standard 
data base and has given a performance comparable with a human 
observer.
A computational ly efficient tracking algorithm has been designed 
which matches histograms from successive frames with a histogram from 
a reference image giving significant advantages in execution time
over conventional algorithms. Further improvement in execution time 
can be obtained by combining histogram matching with novel search 
patterns.
The algorithms were initially implemented on a microprocessor 
based image processor to demonstrate feasibility. Following a 
detailed emulation of the Inmos transputer, the algorithms were 
implemented on a multi-transputer network to demonstrate real-time 
image processing.
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CHAPTER 1
INTRCDOCTICN
At the outset of this project, military image processing was in 
its infancy and the initial goal was to develop tracking algorithms to 
allow weapons to automatically lock on to a target. An investigation 
was begun into tracker concepts requiring a minimum of hardware. It 
was quickly realised that a more important objective was to detect 
targets and the scope was widened to develop and apply various methods 
for the detection and discrimination of possible targets from their 
background, to assign those targets to particular classes, and pass 
their co-ordinates to a tracker. If every target can be located and 
identified in each successive frame then this classification process 
is a tracker in its broadest sense.
A novel tracking algorithm based on histogram matching has been 
developed and is described in Chapter 3. Chapter 4 discusses a method 
of classification, named Segmentation Analysis, which led to a 
classification scheme based on the shape of autocorrelation functions, 
decribed in Chapter 5. Chapter 7 outlines hardware architectures 
suitable for image processing, with chapter 8 describing transputer 
based MIMD architectures. Chapter 9 decribes a specific imp 1 ementation 
on an architecture based on the Inmos transputer.
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In military systems there is a growing requirement to replace the 
human operator by an automatic system capable of detecting, 
classifying and tracking military targets. The increasing hazards to 
manned aircraft neccessitate increased sophistication to replace the 
pilot. In reconnaissance or ground attack missions multiple target 
tracking is a difficult task for a pilot particularly when 
concentrating on flying at low altitude and at near supersonic speed 
and during complex air air combat the pilot has to perform several 
such tasks concurrently under severe physical conditions of high-g
of human performance during repetitive or 
monotonous tasks, particularly when in dangerous situations, conflicts 
with the requirements for consistently accurate results.
Additionally, small intelligent munitions such as fire-and-forget 
or lock on after launch missiles, remotely piloted vehicles (RPVs) and 
terminally guided sub-munitions (TGSMs) are more cost effective than 
the complex weapon platforms of ships and aircraft.
Military applications require a passive system to avoid alerting 
subjects under surveillance, a requirement that can be met using 
infra-red sensors which have the capability of day and night operation 
in most weather conditions (the exception being heavy rainfall). 
There is a well developed technology for the manufacture of compact IR 
sensors with a large research and development program in progress to 
produce cheaper and improved devices. A comparison between IR and 
visible images is shown in figure 1.1. The ability of infra-red 
radiation to penetrate smoke, expected to be used as camouflage on a 
battlefield is illustrated in figure 1.1a. In the upper photograph, 
taken using a conventional camera operating in the visible spectrum,
2
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Figure 1.1a Conparision of visible and IR images
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Figure 1.1b Conparision of visible and IR images
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three tanks are obscured by smoke whereas the tanks are clear visible 
in the lower photograph taken in the IR band. In figure 1.1b, two 
tanks on the edge of woodland are compared in the visibie-and IR 
regions. The wavelength of peak emissions, calculated by Wiens 
Displacement Law, occurs at 10 urn for bodies at 300 °K, the typical 
surface temperature of vehicles compared with 0.5 urn wavelength of the 
sun at 6000 °K and therefore the 10-14 urn IR band is the optimum 
choice for maximum sensitivity.
It should be noted that image characteristics are usually 
significantly different in the visible and IR regions; only surface 
details being seen in the visible region whereas in IR Images, moving 
vehicles generate heat and exhausts, engines and wheels tend to 
dominate and the paths of vehicles can be seen. Different algorithms 
are therefore necessary for detection and classification in IR and 
visible images.
The present generation of IR imagers use a rotating mirror to scan 
a small array of detectors and have a resolution of typically 0.1 
milliradians and an image containing 500 x 500 picture elements or 
pixels. The output from the detectors is ccnpatible with television 
video standards (approximately 5 MHz bandwidth) and a temperature 
resolution of 0.1 - 0.2 K. There is a major research program to 
develop staring array imagers to eliminate the bulk and mechanical 
complexity of the scanning mirror. Staring arrays with 32 x 32 pixels 
are now available with arrays of 128 x 128 expected to be in 
production in 2 years. Although passive millimetre wave detectors 
have better performance in heavy rainfall their development is much 
less advanced than IR systems with consequently poorer spatial and 
temperature resolution.
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The algorithms discussed in this thesis have been specifically 
designed for IR systems where small physical size and low power 
consumption are of prime importance but may have applications in other 
image processing environments. In the fast developing field of 
robotics, repetitive monotonous tasks have to be performed quickly, 
consistently and continuously and there is obviously a requirement for 
automation. There are major differences between military and 
industrial applications, for example, industrial applications may have 
a controlled environment with known lighting conditions and it is 
usual ly known what is being imaged, it being required to determine 
size, orientation or tolerance. In military applications the scenario 
is complicated with variable illumination and usually an unknown 
number of camouflaged targets. Industrial applications require a very 
high success rate at very lew cost compared with military applications 
where a lower success rate may be tolerated but small size and low 
power consumption are of overriding importance. Medical applications, 
such as automatic diagnosis from X-ray images have similarities with 
military applications ie poor quality images, and algorithms developed 
for one particular application may have uses in many others.
An automatic image processing system differs from the image pro­
cessing of pictures to be presented to a human observer. To improve 
human performance we need to reduce noise and flicker, emphasise 
objects of interest and adjust dynamic range. In an automatic system 
we require continual data reduction to reduce response time and 
hardware, and usually have only a few outputs such as fire/don't fire, 
accept/reject.
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The human operator response is relatively slow, taking seconds or 
even hours to examine an image, compared with the requirements for 
automatic sytems. These differences have led to different types of 
algorithms although there is some commonality as will be discussed in 
Chapter 2 and future trends will be to mimic the human observer. The
human brain operates in highly parallel manner. The human has
IQ 4    ~~nr~------
typically 10 neurons each with 10 ^ lnteroora^ctionsto its neighbours
- a total of 1014 interconnects communicating at an effective
bandwidth of only 20 Hz. The continued increasing complexity of
integrated circuits may eventually allow human characteristics to be
emulated but costs of internal communications are still exorbitant in
todays computers and the number of between processing
elements will continue to be a limitation for many years.
Connections are still vastly more numerous and more flexible in the
brain than in solid state electronics where they are restricted to two
dimensional surfaces but, as a recent conference has shown [1.1],
image processing scientists may still be able to learn from biological
systems.
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CHAPTER 2
IMAGE PROCESSING CONCEPTS
This chapter is included to illustrate the fundamental principles 
of image processing and will allow appreciation of the algorithms 
discussed in later chapters.
2.1 Introduction
Image processing encompasses a wide variety of techniques and 
applications ranging from image enhancement, where both input and 
output are images with the output being an improved version of the 
input, to pattern recognition where the input is an image but the 
output is either a description, action or decision based on the 
content of the input image.
Seme of the major application areas for image processing are
i) Document processing: recognition of printed or written
characters and bandwidth reduction for facsimile transmission.
ii) Industrial Automation: automatic component assembly
(robotics) and inspection.
iii) Medicine and biology: image reconstruction for computer
tonography, tumour detection, cytology, radiology, automatic 
patient screening.
iv) Satellite remote sensing: metrology, environmental
monitoring, agriculture, land use.
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v) Entertainment: digital television encoding, bandwidth 
reduction (eg Ceefax), enhancement.
vi) Military:
missiles, flight simulators.
Only digital image processing techniques will be considered. 
Although some analogue techniques, such as CCD processors, offer 
conceptually simple solutions they suffer from instability problems 
and usually have to be interfaced to digital hardware at seme stage. 
The availability of a wide range of digital integrated circuits with 
adequate, consistent performance offer many advantages over analogue 
components and by using digital circuits, including microprocessors, 
it is now feasible to implement digital systems with adequate dynamic 
range, low power consumption, and the capability of real time 
operation.
2.2 Automatic Image Processing
There are a number of basic processing stages of which at least 
some are common to most automatic image processing applications. 
These ccrmon stages are shown schematically in figure 2.1.
By cleaning the image of noise, or enhancing contrast, further 
interpretation of the imagery is facilitated. If scene descriptions, 
object detection or pattern recognition is required the image is 
usually segmented to reduce the amount of data passed to succeeding 
stages where features are extracted and pattern recognition performed. 
Picture matching and registration may be the only requirement but may 
be combined with, or depend on, other stages such as detection. 
Transform coding may be an isolated stage but again may make use of 
other stages such as feature selection. There are no hard and fast
8
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Figure 2.1 Basic Image Processing Stages
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boundaries between different stages and depending on the particular 
application, the processes may be separated into distinct operations 
or merged to perform fewer complete processes.
The original image is obtained from a sensor, for example 
television camera, infra-red imager, X-ray machine or sonar array and 
can either be recorded on a video tape recorder then digitised and 
stored on digital tape for processing by computer, or digitised and 
processed in real time or near real time (NRT).
The development and evaluation of image processing algorithms is 
critically dependent an the availability of suitable data which is 
obtained from either field trials (ranging fran the collection of a 
few typical images to gathering large data bases) or by modelling. 
Field trials generally offer the best selection but when carried out 
with the necessary level of supporting instrumentation to provide well 
documented data are extremely expensive and modelling is often used to 
reduce costs. In military applications field trials are usually 
limited to data collection an a small number of currently available 
targets but new types of targets can be modelled and inserted into 
natural backgrounds (Helbren [2.1]). Military trials are generally 
limited to specific range areas which may not be typical of terrains 
that will be encountered in operation. Infra red images are dependent 
on weather and it is difficult to record imagery under all weather 
conditions. Modelling techniques are an alternative to the collection 
of data, for example synthetic targets can be added to real 
environments in known positions and accurate amounts of noise with 
specific statistical distributions can be added. Care is required in 
modelling to ensure realistic images are produced and that the
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synthetic images are free from artifacts. For instance, an edge 
detector may well locate discontinuities between inserted segments of 
an image, and the limitations of the model must be realised.
2.3 Pre-processing
The pre-processing stage may be used for noise reduction (or 
restoration) and/or image modification (or enhancement) to facilitate 
later processing stages.
2.3.1 Noise reduction
Images may be subject to many different types of noise all of 
which will reduce the accuracy of later processing stages or degrade 
the operators performance by causing fatigue or confusion. Some of 
the noise types are:-
i) Quantisation noise (or quantisation error) which is the 
difference between the original image and its digitised version.
It is minimised by a suitable choice of quantisation levels.
ii) Channel noise introduced for example, when an image is 
transmitted or scanned by a vidicon camera, and is generally 
independent of the strength of the picture signal.
iii) Salt and Pepper noise which occurs when images have been 
thresholded or quantised to two levels to give black objects an 
white backgrounds or vice versa. If the original image is noisy, 
black areas will have white spots and white areas black spots.
If the noise can be distinguished from the signal then it is 
relatively easy to remove it whilst still leaving the original image 
intact. For example, if an image which is known to contain only large 
clusters is contaminated with salt and pepper noise then the isolated 
dots can be detected and replaced by the average value of their
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neighbours. More generally, noise reduction is a more difficult 
process and requires some form of knowledge of the noise statistics 
and image structure. Techniques for noise reduction include local 
averaging of pixels and linear filtering. To avoid blurring edges, 
edge enhancement may be performed before filtering or non-linear 
filters such as median filters [2.2] [2.3] may be employed. Mutiple 
frame averaging has proved useful in improving signal-to-noise ratio. 
As an example, McNarry and Skortcn [2.4] have shown that by averaging 
frames over 5 second periods, noise is reduced and thus contrast 
between tissue boundaries is enhanced in echocardiograms.
The noise reduction or smoothing is usually limited by the need 
to maintain as much useful information as possible.
Image quality is usually reduced when an image is converted from 
one form to another, eg imaged, copied, digitised, or displayed, and 
image enhancement techniques are employed to compensate for 
degradation in image quality or to improve the image in some way. 
Types of enhancement are grey level correction (or modification), grey 
scale transformation, geometric correction and sharpening.
2.3.2 Grey Level Correction
Temporal or spatial variation in the image due to vignetting in 
the sensor or non-uniform detector response in staring arrays or 
vidicon photo-cathodes can be compensated by grey level correction. 
These variations, given by the function e(x,y) can be determined by 
calibrating the imager using a uniformly bright scene which should 
give the ideal grey levels f(x,y). The observed levels gc(x,y) can be 
expressed as e(x,y) f(x,y) where f(x,y) is a constant field c. Any 
picture, g(x,y) can then be calibrated to give fc(x,y) using
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f (x,y) = g(x,y)/e(x,y) by dividing each point by e. c
2.3.3 Grey scale transformation
When the high dynamic range of the scene available from the sensor 
is compressed into the limited luminance range of a typical CRT 
display (approximately 20 dB), low contrast details such as targets 
tend to fall below the contrast sensitivity threshold of the human eye 
and are not perceived. The gain and brightness of the CRT can be 
selectively expanded for a particular range of intensities but this 
involves extensive interaction and assumes that the intensity range of 
interest is known. Moreover, the scene intensity ranges may be 
changing in time perhaps due to weather variations or the sensor being 
panned across a scene. The simplest grey level transformation is used 
globally to increase the contrast of the image over a given range of 
grey levels by designing a transform to stretch the grey levels in 
that range, which implies that other grey levels must be compressed. 
However it is camoily the case that grey levels in a cetain range R 
occur frequently whilst those outside R occur infrequently and 
therefore if we stretch R we are increasing the contrast for most of 
the image [2.5]. Local area contrast enhancement [2.6] adaptively 
stretches the intensities in each local area of a scene to the display 
luminance range and may be combined with some form of global 
transformation. An alternative method of contrast stretching is to 
map the grey levels of a picture into colours as is used in later 
chapters (eg figures 5.4 and 5.5). This technique can enhance the 
visibility of an image but if the grey level to colour mapping is not 
chosen carefully then confusion can be caused. We can also transform 
the grey scale of an image to have a specified histogram, for example 
to give a flat histogram with every grey scale occuring equally often.
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Two examples of the requirement for grey scale transformation 
using histogram modification are :-
i) comparing two pictures, f^ and obtained under differing 
lighting conditions. We can compensate by transforming the 
grey levels of f^ so that its histogram matches
ii) When measuring properties of a picture in order to classify 
it or describe it the grey levels can be normalised to sane 
standard histogram to reduce sensitivity to lighting 
conditions.
2.3.4 Geometric Correction
Another pre-processing operation is geometric correction used to 
compensate for pin cushion, barrel, or perspective distortion. The 
distortion is corrected by applying a two dimensional geometric 
transformation of the form :
xT = h^(x,y); y1 = h^x^) 
which specify the new co-ordinates as functions of the original ones. 
In a digital image the new co-ordinates are generally non-integer. If 
the new co-ordinates are rounded and we assign the level of (x,y) to 
the rounded (x’,yf) some pixels of the image will have no grey level 
assigned whilst others will have more than one. By using 
interpolation methods [2.7] this disadvantage can be reduced to sane 
extent.
2.3.5 Sharpening
Blurring, caused by unfocused sensors or transmission through an 
opaque atmosphere, weakens high spatial frequencies more than low ones 
and can be corrected by sharpening or high emphasis filtering. The 
high frequency components of noise are often stronger than those of 
the image signal thus care is needed. If the blurring process is
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known the optimal filtering can be used but more generally a Laplacian 
operator is used.
The Laplacian operator is defined as 
v2f = + iff
3X2 3y2
with the digital form being
v2f(i,j) = A2 f(i,j) + a2 f(i,j)
y
=[f(i+l,j) + f(i-l,j) + f(i,j+l) + f(i,j-1)] - 4f(i,j) 
this is equivalent to convolving the image with the mask (or 
operator) :
1 1/4
1 - 4  1 <» r 1/4 -1 1/4
1 1/4
therefore sharpening is obtained by subtracting a blurred (or 
averaged) version of the image f from f itself. Alternative 
’Laplacians ’ can be defined using other neighbours, for example
1 1 1  
1 - 8  1
1 1 1
Similar picture operators, known as edge detectors, can be used 
for high emphasis filtering to sharpen perimeters of objects, one 
example being the Roberts Cross Operator given by
max (|f(i,j) - f(i+l,j+l)|, i f(i+l,j) - f(i,j+l)0 
often approximated by
|f(i,j) - f(i+l,j+l)| + lf(i+l,j) - f(i,j+1)I
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A second example is the Sobel operator which uses two masks, one for 
the vertical and a rotated version for the horizontal direction :- 
1 0 - 1  1 2  1 
X = 2 0 - 2  Y = 0 0 0
1 0 - 1  -1 -2 -1 
edge magnitude E ■ J F Z F  
often approximated by E' = |X| + *Yj 
and edge direction fS = arctan(Y/X)
The Sobel operator is such a common one that it is often used as a 
benchmark for comparing performance of image processing architectures.
2.4 Segmentation
When it is required to describe specific parts or regions of an 
image or to isolate regions from the surrounding area or background it 
is neccessary to segment the image into those regions of interest. 
For example, to classify a vehicle as being either a tank or a car the 
vehicle is usually segmented from the background before distinguishing 
features are extracted, thus reducing the amount of data passed on to 
succeeding stages. Because there are different image processing 
systems for different problems, each of which may require segmentation 
for different purposes, a diversity of segmentation schemes have been 
devised with typically 50 papers per year being published (Rosenfelds 
annual surveys [2.8] [2.9] [2.10]). Useful current reviews are to be 
found in Di Zenzo [2.11] and Haralick and Shapiro [2.12] In practice 
it is often impossible to design a perfect segmentation stage as 
objects are not always clearly defined and the result of segmentation 
will produce^target areas and non-target areas (/£ false alarms). It 
is possible to use fuzzy set theory [2.13] [2.14] [2.15] whereby we 
assign a probability value to pixels to indicate degree of membership, 
for example we assign value 1 if a pixel definitely belongs to the
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object; a value 0 if it definitely does not belong while pixels with 
intermediate values may belong. It should be noted that these 
techniques are often iterative and invariably require a large amount 
of ccnputation.
Segmentation is a clustering process where clusters of pixels show 
some common property such as intensity, texture or shape. The 
differing properties give rise to several segmentation techniques.
2.4.1 Intensity thresholding
If the image consists of several homogeneous regions then by 
generating a histogram of the intensity distribution, the values of 
the valleys between peaks may be used as threshold values. This 
approach is often applicable to robotics applications with well 
controlled illumination, but in general, practical images are not 
perfectly homogeneous and it is a difficult task to define the 
position of valleys.
2.4.2 Edge based approaches
Pixels may be clustered in regions defined by boundaries. To 
define the boundary, edges are detected using an edge operator, merged 
into streaks, false streaks are eliminated and the remaining streaks 
merged into boundaries. The major problem with this approach is that 
edge operators respond to noise, causing errors in the boundary, and 
therefore the size of the edge operator has to be chosen so that noise 
effects are minimised without loss of accuracy - conflicting 
requirements.
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2.4.3 Region based approaches
Region based approaches cluster pixels by region growing. A seed 
location is chosen and neighbouring pixels are linked to this seed if 
they have some common property. When no more neighbours can be 
attached a new seed is chosen, the process continuing until every 
picture point is attached to a region. Common properties may be 
uniform grey level, grey level distribution over a small 
neighbourhood, or texture. Sklansky [2.16] defines regions of 
constant texture as regions whose local statistics or other local 
properties are constant, or slowly varying, or are approximately 
periodic. Fourier harmonics, transform codes and run length codes 
have been proposed as texture parameters. Region based approaches are 
often iterative and can be very costly in terms of computation time.
Intensity thresholding is the simplest technique of segmentation 
and is the one most frequently used. It is also common practice to 
use combinations of the above approaches for segmentation. For 
example, Mitchell and Lutton [2.17] use 32 grey levels, 16 texture 
values and 8 edge values to generate a three dimensional histogram; 
regions then being assigned to particular combinations of these 
values.
The output of the segmentation stage may be a set of lists for 
the segmented regions where a list describes a particular region. For 
example a list may contain an integer to label or identify the region, 
followed by all the coordinates of the pixels in the region. Such a 
list is known as an object. We now have the option of moving from the 
representation of an image by pixels (pixel space) to a representation 
by lists (object space). Object space may be a more compact way of 
storing and manipulating the information and has implications when
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choosing an image processing architecture as discussed in chapter 7.
2.5 Feature Extraction
Features, or properties, of a segmented section are extracted in 
order to classify or describe objects. For example, components on an 
assembly line may be sorted into groups by calculating two features, 
area and perimeter and using the ratio of perimeter to area as a 
discriminator. Conceptually, there are three categories of feature 
extractor based on :
i) boundaries (shape descriptors)
ii) texture
iii) spatial relationships (syntactic descriptors).
A wide range of shape descriptors have been proposed: chain codes 
(a series of lengths and angles) for describing arcs; Fourier 
components of the functions specified by seme equation such as slope 
versus arc length, or radial distance from centroid versus arc length; 
and spatial moments. Infra-red imagers usually have poor performance 
in detecting edges particularly when targets are camouflaged or 
concealed in woods and therefore shape descriptors are not ideal for 
military IR systems. Texture descriptors are based on the two 
dimensional frequency components and include Fourier harmonics, number 
of changes of gradient and spoke filter outputs. Texture is generally 
more useful in our applications as IR images shew engines, exhausts, 
wheels, tracks etc. and the spatial distribution of these components 
are useful for classifying vehicles. Syntactic descriptors vary from 
simple ones such as the number of blobs in a segment to complex ones 
based on combinations of shape and texture descriptors.
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The output of the feature extractor produces a value for each 
feature for each pattern, which can be represented as a single point 
in an n-dimensional feature space (with n being the number of 
features). If the features of m examples of one class of patterns 
were measured then we would hope to get a compact cluster of m points 
well separated from clusters measured on other classes. An unknown 
pattern could be classified according to which cluster its feature 
values fall within. In practice, patterns seldom form compact 
clusters which are well separated and we need techniques that can 
separate the clusters.
2.6 Detection and Classification
The detection and classification stage assigns segmented regions 
to specific classes. The term detection is used for assignment to one 
of two classes (eg target or background) and classification when the 
assignment is to more than two classes (eg car, bus, lorry or 
background). The term pattern recognition is used when a learning 
stage is incorporated or when a priori knowledge is assumed. The 
objective is to obtain maximum class discrimination using the optimum 
combination of a minimum number of features. The two broad classes of 
pattern recognition are syntactical and statistical.
The way that natural languages are used by humans has led to 
research into language theory and its application to syntactic pattern 
recognition. Syntactic techniques are based on vocabulary and grammar 
to describe the features and their relative positions in a segment or 
image. For example, a tank may be described as a long thin rectangle 
(gun) adjoining a square (turret) above 10 circles (wheels), thus a 
tank can be considered as a syntax obeying a set of rules. Such a 
system of rules can be incorporated into the emergent field of Expert
2 0
Systems or Intelligent Knowledge Based Systems (IKBS) where syntax 
generated from an image can be compared with rules generated by a 
human expert to aid classification. IKBS systems are still in their 
infancy and at present, demand vast amounts of computation time on 
large computers and are not yet applicable to our type of 
applications.
Statistical pattern recognition is based on the numerical values 
of the various features in a pattern rather than the relative 
positions. The syntactic and statistical approaches are related and 
have sane overlap but, at present, statistical techniques are the most 
commonly used. To illustrate a few of the statistical techniques 
available consider the distribution of a single feature for two 
classes as shown in figure 2.2.
P(fl)
P(fljwl)
P(fl|w2)
Class
wl
Class w2
fl
Figure 2.2 Class conditional probabilities of one feature
In this example the feature may be brightness and class wl may be land 
with w2 being sea. We need to know the decision threshold so that a 
region in the image is assigned to class wl if its feature value is 
less than that value. If the statistical properties of the features
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are known (which can imply a large training set of data) the Bayes
Classifier gives optimum performance. The class conditional
probabilities P(fl|wl) and P(f2|w2) are weighted by the a priori
probability of observing wl, P(wl) and w2, P(w2). If a particular
£
value of brightness is observed we now know that the likelihood of this 
coming from the land or sea is
P(Ljfl) =
P(fl|L). P(L)
P(fllL). P(L) + P(fl|W).P(W)
and
P(Wifl) =
P(fl|W).P(W)
P(fl|L).P(L) + P(fljW).P(W)
These are plotted in figure 2.3 below.
P(W) Bayes Decision Boundary
Wl
Most likely
W2
Most likely P(w2|fl)
P(wlifl)
fl
Figure 2.3 Bayes rule classifier
Any measured brightness can new be classified according to the maximum 
likalihood, ie compute P(Ljfl) and P(W|fl) and determine the maximum 
value, ie a discriminant function classifier which has the advantage 
of giving the probability of the answer being correct. Another
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advantage is that the p.d.fs can be updated according to observed 
results and so the classifier can 'learn’ or adapt. This example of a 
single feature (one dimensional) classifier can be applied to multi­
dimensional distributions and the decision thresholds become hyper­
surfaces. These techniques require matrix manipulations, such as 
multiplication and transposition, and may require a large amount of 
computation, precluding their use in small compact systems.
If a priori information is not available or if the feature 
distributions are not known then non-parametric techniques can be 
used, an example being the nearest neighbour rule (NN rule) [2.18], 
which is most valuable when the training set is small. For this 
classifier the training set is represented in feature space by a 
scatter diagram as shown in figure 2.4. When a new pattern occurs 
this is also plotted and the nearest training point is found, the new 
point is then attributed to the same class as this previous (nearest) 
point. An extension is to make a decision when a score of at least N 
of the K nearest neighbours belong to one class (K-NN rule). The NN 
rule and K-NN rule give good performance but can be costly to 
implement.
FI
class 1
o = class 2
F2
Figure 2.4 Typical scatter diagram
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An alternative form of pattern recognition is template matching 
[2.19]. A set of templates representing the various classes is stored 
and by comparing a new pattern with all the stored set the best match 
can be found to identify the pattern; a best match being based on 
cross correlation coefficients. This method can be useful if only a 
small number of templates are necessary, for example in character 
recognition, but for complex images very large quantities of data must 
be stored and a large number of ocmparis o ns are necessary to find the 
closest match. Template matching is not applicable to vehicle 
recognition as many differs*^ orientations, sizes and aspect angles 
have to be stored and compared.
2.7 Matching
Image matching, or registration, is required for a variety of 
applications, for example :
i) To detect motion in scenes
ii) To register images from different sensors, eg satellites 
with multi-spectral sensors. In this application, which may 
be required for classification, the pre-processing may 
include geometric transforms and histogram modification.
iii) Missile tracking when it is required to predict a 
trajectory, and then to auto-lock follow for missile 
guidance.
iv) To obtain 3-D information from images taken from different 
positions.
v ) Map matching where an image is registered with a map for 
aircraft navigation. This is usually dependant on matching 
edges therefore the appropriate preprocessing stage is edge 
enhancement.
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Motion in scenes can be detected and measured by comparing 
successive frames [2.20] [2.21], If successive frames are subtracted 
and displayed moving objects appear white on a black background.
An alternative method of matching is cross correlation [2.22] 
[2.23] discussed in more detail in Chapter 3.
2.8 Transform Coding
Although not relevant to this project, a brief description is 
included for completeness.
Transform coding is used to reduce the large amount of
information available in an image to a smaller subset for transmission
over a channel with a limited bandwidth or for storage in a more
economical form; the aim being to reduce redundant or irrelevant
information and represent the picture using as few bits as possible.
The classical approach is to use Karhunen-Loeve transformation (K-L T).
The K-L T can be implemented digitally by partitioning the image into
rectangular subimages each of which is transformed into uncorrelated
coefficients by first finding the eigen vectors and; corresponding
eigen values. The coefficients are sequency ranked using the eigen
values and the lowest ranks discarded. The remaining coefficients are
quantised and binary code words are assigned. For an N x N image the
4number of computations is proportional to N after the eigen matrices 
have been determined. By using the coefficients derived from a Fast 
Fourier Transform the number of operations (multiplications and 
a c  tions) is reduced to -N^log^ with very similar performance.
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An even more computationally efficient transform is the Hadamard 
2
when N lc^N additions and subtractions are required to produce a 
basis matrix composed of +ls and -Is only.
An alternative to the above orthogonal transforms is predictive 
compression where the difference between the predicted value of a 
pixel, calculated from previous pixels, and its actual value is 
transmitted.
Perhaps the ultimate picture compression can be obtained by 
performing feature extraction and pattern recognition and transmitting 
values of the features of interest or even the final decision output.
2.9 Summary
From the previous sections it can be seen that a large number of 
image processing algorithms have been devised, many of which have only 
been implemented on large mainframe computers taking many hours to 
run. In general, the low level image processing operations such as 
filtering, edge detection and segmentation necessitate fairly simple 
operations on very large amounts of data. The higher level operations 
are typified by more complex operations but on a smaller amount of 
data. This research project has concentrated on low level algorithms 
which can be implemented in real time with a nuniinum of hardware.
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CHAPTER 3
TARGET TRACKING
In this chapter conventional area correlation techniques are 
discussed and a novel tracking algorithm based on histogram matching 
is proposed.
A typical target tracker, shown schematically in figure 3.1, 
consists of a sensor, either a TV camera or an IR imager, whose output 
is displayed on a TV picture monitor, image processing elements and an 
output"to control the sensor. The operator either positions a 
crosswire an the centre of the target to be tracked or positions a box 
around it and when the tracking is to commence switches to track mode. 
The tracker should automatically keep the crosswire on the target and 
continuously output the co-ordinates of the target with respect to the 
sensor boresight. The outputs from the tracker give the error 
differences between target position and boresight direction to allow a 
servo system to maintain the target on the boresight. Should the 
target move with respect to the camera sight line the system will 
follow its motion and the crosswires on the display will remain locked 
onto the target.
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3.1 Area Correlation Techniques
Area correlation techniques have traditionally been used for 
target tracking [2.23] [3.1]. Essentially the method, shown in 
figure 3.2, involves image matching by translational shifts between 
two sets of data, one set, the reference, representing the target to 
be tracked, and the second set from successive frames of image data 
representing the search region. Let the search area, S, have an array 
of L x L pixels which occupy N grey levels and the reference area, R, 
have M x M pixels having the same range of grey levels. M is assumed 
less than L as shown in figure 3.3. to detect the position of 
registration of R with S it is necessary to search S for a sub-image 
which is most similar to R. There are several measures of similarity 
denoted by 0 ie
i) Cauchy-Schwartz Cross Correlation
M M
cs
y y (s.. • r..) 
ft jtl ^  ^
V~M N I M M '£  E  s 2 • £  £  Ryi=l j=l 1J i=l j-1 1J
ii) Sinple Sum
M M
M 1=1 J=1 J
iii) Normalised Absolute Differences
M M
£ £ | s . . - r . .  
ft jti1 ^
*NAD = 1 ' (N-l) • M2
iv) Normalised Squared differences
M M
- V
* = i - 1=1 j=1—  ____ L
NSD (N-l) 2 M 2
2
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where: ff are the picture match coefficients in the range 0 to 1
with 0=1 for perfect match
N is the number of video quantisation grey levels, 
eg N = 64 for 6 bits 
Sy is the (i,j)th element of the search array 
Ry is the (i,j)th element of the reference array 
Gy is a logical variable =1 if Sy = Ry 
otherwise 0.
From figure 3.3 the total number of positions for possible
9
registration of R with S is (L-M+l) . In general an algorithm to
9
register two images will compare the M points of the sub-image S 
with the corresponding M points in R. These calculations will be 
made for every sub-image of S and therefore the number of pairs of
9 9
image elements compared will be M (L-M+l) .
The Cauchy-Schwartz cross correlation method (i) has been used to 
extract known signals from uncorrelated random noise but is non­
optimum for extraction of targets from their structured background. 
This method involves multiplication operations, as does method (iv), 
which are expensive in terms of processing time and hardware. The 
simple sum method is normally used on thresholded images. The 
absolute difference method (iii) is sinple to implement and has been 
used in this project.
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Figure 3.1 Basic components of a tracker system
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Figure 3.2 Schematic diagram of correlation tracker
Subimage S
L
SEARCH AREA S
M
M
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Figure 3.3 Search Area and Reference Sub-image
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Image trackers using this principle have advantages of 
adaptability to diverse types of target characteristics and superior 
performance against images with poor signal to noise ratios. If the 
"goodness of match" deteriorates slowly, for example with target 
magnification due to range reduction, or by obscuration of the target, 
the reference array can be updated. Area correlators suffer from 
several disadvantages, namely :-
i) Fast rotation of the sensor platform causes a poor match which 
is difficult to compensate for in real time.
ii) They require an amount of computation which is equal in 
positions of gross mis-registratian to that in positions close 
to the optimum match.
iii) The amount of computation is dependent on the size of the 
target area.
To overcome these disadvantages and to reduce computation time, a 
Histogram tracking algorithm has been designed by the writer and 
several search patterns investigated.
3.2 Histogram Tracking 
Histogram tracking is a new algorithm developed to be rotational ly 
invariant and faster than existing methods. In this technique, a 
match is found by comparing histograms rather than the pixel-by-pixel 
matching of area correlators. It is implemented by storing an 
amplitude histogram of the reference area to give a reference 
histogram, 1^ . The reference histogram is then compared with 
histograms generated from each sub-image in the search area, hg, using 
the Normalised Absolute Difference metric
where: N is the number of grey levels
o
and: M is the size of the reference area.
The histogram generation is a simple technique and can be 
implemented efficiently din either hardware or software. The number of 
computations is determined mainly by the number of grey levels that 
the picture is digitised to, not by the size of the reference area, 
with a small overhead necessary to generate the histogram. These 
overheads can be reduced by histogram replacement techniques [3.2] 
where instead of generating a new histogram for each sub-image, only 
new points are added and old ones subtracted.
A further advantage of histogram tracking is the reduction in 
memory size compared with conventional correlators. Although memory 
integrated circuits continue to reduce in cost, the saving in volume 
and power consumption is important.
As in conventional systems, the reference histogram can be 
updated if the correlation value falls below some pre-determined 
threshold due to target magnification or obscuration. The accuracy 
can be improved to sub-pixel limits by parabolic interpretation 
techniques such as those described by Voles [3.3] where the 
correlation function is convolved with a polynomial.
3.3 Search Patterns
Conventional area correlation techniques compare the reference 
area with all sub-images in the search area which is inefficient at 
positions of gross mis-match. Two alternative techniques have been
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tried and compared with histogram tracking. The first of these is a
coarse/fine search where the reference area is moved in steps of 4
pixels to find the approximate best match position followed by a fine
search in steps of 1 pixel around this best match position. With a
reference area of 16 x 16 pixels, a conventional search over a typical
9 950 x 50 pixel area requires (50-16+1) M ccmparisians whereas a coarse
9 9search followed by a 16 x 16 fine search requires 9 x 9  M + 16x 16 M 
comparisons, a 73% reduction in computation time.
At positions of gross mis-match a low value of correlation will 
be obtained and it is postulated that this value can be used as an 
estimate of distance from the best match position and can therefore be 
used to predict the step size between computations. When the 
correlation coefficient exceeds a predetermined threshold then a fine 
search is initiated.
3.4 Tracker Assessment
Ideally, to measure the performance of a target tracker we 
require sequential frames of video with the target co-ordinates known 
in each frame. The RMS error between tracker position and target 
position can then be calculated to give a figure of merit. As it 
became apparent that the major requirement in this project was for an 
automatic target cuer, the histogram tracker was empirical ly compared 
with area matching methods using a TV camera and frame store 
controlled by an 8085 microprocessor (described in Appendix 1).
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Three types of reference areas of various sizes were used: areas 
of 8 x 8, 16 x 16, and 32 x 32; crosswires of 8 + 8, 16 + 16, and 
32 + 32; and histograms from 8 x 8, 16 x 16 and 32 x 32 areas. The 
tracking algorithms were tested against
i) synthetically generated targets with various signal to noise
ratios.
ii) Photographs of vehicles produced by a foreward looking infra­
red system (FLIR)
iii) photographs of vehicles taken in the visible spectrum
iv) plastic models.
Target motion was simulated by manual camera movement and by using 
model vehicles mounted on rotating turntable. Reference areas were 
selected by manually positioning a box on the display with a joystick 
control. The reference area was displayed on the monitor with 
tracking indication by a super-inposed crosswire and an inset picture 
showing ainpoint.
3.5 Conclusions
The conclusions from an empirical assessment of the tracking 
algorithms are :
i) Histogram tracking is rotation invariant but less accurate than 
conventional methods, ie + 2 pixels accuracy compared with + 1 
pixel. The loss in accuracy is due to the fact that with 
histogram tracking, the information on relative pixel position is 
not used.
ii) 8 x 8 area tracking with a coarse/fine search pattern works 
satisfactorily with an accuracy of + 1 pixel, and with signal to 
noise ratios as poor as 6 db.
3 4
iii) Predictive searching is fast but can be very inaccurate. At 
poor signal to noise ratios (6 db) lock was lost on 50% of the 
trials. The threshold value to initiate fine search and the step 
increment are critical and require a more detailed analysis of 
the correlation surface.
iv) Crosswire tracking (ie the reference data is a cross shaped 
area of pixels rather than a square area) reduces the computation
o
time by a factor of M /2M but is less accurate and can lose 
lock, particularly during coarse/fine searches.
v) For reference areas greater than 8 x 8 pixels, histogram 
tracking has a speed advantage over area tracking which increases 
with increased area.
Relative timings for the various algorithms to search and track 
a moving target are shown in Table 3.1. An 8 x 8 area correlator 
searching a 256x256 image digitised to 6 bits requires 1.21 seconds 
per frame using the hardware described in appendix 1. This is used as 
the reference to which other timings are normalised in table 3.1. The 
time to read data from the frame store is a major overhead and 
histogram trackers would have a relatively better performance with 
dedicated or more efficient hardware.
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TRACKER
TYPE
SEARCH MODE
CONTINUOUS COARSE/FINE PREDICTIVE
8 x 8 AREA 1 0.69 0.45
16 x 16 AREA 4.02 1.84 0.92
32 x 32 AREA 17.38 6.45 2.77
8 + 8 CROSS 0.32 0.39 -
16 + 16 CROSS 0.70 0.48 -
32 + 32 CROSS 1.07 0.67 -
8 x 8 HISTOGRAM 1.91 1.10 0.61
16 x 16 HISTOGRAM 3.38 1.86 0.92
32 x 32 HISTOGRAM 8.46 4.75 2.11
Table 3.1 Relative timing of tracking algorithms 
The figures show that for a 32x32 reference area, histogram 
tracking, operating in a point by point mode, is twice as fast as a 
conventional area tracker. Using a coarse/fine search pattern the 
execution time can be further reduced by almost a factor of 2.
These subjective assessments agree with a brief analysis of 
correlation surfaces, typical examples being shown in figure 3.4. It 
can be seen that the correlation surface of the histogram tracker has 
a single pronounced peak but not as sharp as that of the area tracker.
This is obviously not an exhaustive study of tracking algorithms 
but histogram tracking appears to have advantages and is worthy of 
further study. In particular a more detailed assessment of its 
performance against a variety of targets and background and at various 
noise levels is necessary* Non-linear preprocessing such as contrast 
enhancement may offer improved performance.
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CHAPTER 4
SEGMENTATION ANALYSIS
4.1 Introduction
A novel method of caribining the detection and classification of 
targets is described. Each frame is segmented into sub-images from 
which features are extracted. We postulate that subimages which have 
features differing significantly from the mean features of the whole 
frame, will contain objects of interest which can be classified from 
the value of the features. Initial experiments have assigned the 
subimage to one of two classes; vehicle or background but the method 
may be extended to compare significantly different features with a 
priori information to recognise targets.
It is assumed that the sensor resolution and image distance is 
such that the target, or targets, occupy a smal 1 proportion of the 
total picture and therefore occupies a local patch or patches of the 
picture. A local patch is defined as a rectangular area chosen to be 
of similar size to expected objects of interest. For our applications 
at ranges of typically 2 km and with 256 x 256 pixels per frame, patch 
sizes of 16 x 16 pixels and 8 x 8 pixels were chosen.
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The picture is divided into pre-determined non-overlapping 
patches. Each patch is examined and several features are extracted 
using simple techniques such as picture operators and transforms. At 
this stage in the project it was not known which (or indeed if any) 
specific characteristics, or features, could be used to detect and 
classify vehicles in thermal images. Hence a wide range of features 
were extracted and measured to determine the most suitable 
characteristics for classification. The features are accumulated in a 
feature matrix from which the mean and variance of each of the 
features can be computed. The features from each patch can then be 
compared with the mean feature value over the whole scene to select 
patches whose statistics differ ’significantly’ from the norm, ie the 
selection of patches containing objects of interest. A schematic 
reresentaticn of the proposed system is shown in figure 4.1. Criteria 
for a significant difference may be N features (N =1,2,....) greater 
than or less than the mean+T Where T is seme threshold value. In seme 
applications the threshold value T and the number of features N may be 
determined recursively to isolate a preset number of patches.
The patches selected are determined by selecting or weighting 
particular features from the feature matrix, ie we can ignore the mean 
intensity level or divide by it to ignore local brightness for non 
self luminous objects or weight the features indicating strong 
vertical or horizontal structures to form a weighted or normalised sum 
of the transformed feature matrix elements. For example, to select 
patches containing vehicles, the features that emphasise 'blobs’ will 
be heavily weighted but to select roads, features that indicate 
straight lines will be used. The particular features selected or 
weighting values can be programmed for a particular mission or could 
be self adapting. For example, if most of the subimage feature values
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Figure 4.2 Target recognition
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indicated that the sensor platform was flying above the sea the 
weighting functions to detect ships would be applied; if feature 
values indicated terrain with roads then weighting functions to select 
regular rows of blobs would be applied to detect conveys of vehicles.
The system can be extended to multiclass target recognition by 
correlating a priori information with the feature matrix as shown in 
figure 4.2.
4.2 Feature Selection
Two characteristics, shape and texture, have been investigated to 
allow separation between background and targets and distinguish 
between classes of targets for the images dealt with here. The 
features selected use a variety of both shape and texture parameters. 
During the initial simulation trials a large number of features were 
used with the objective of irrplementing only the most useful of these.
Initially two pictures were used, P1A and P2A, shown in 
figure 4.3. These pictures are thermal images of military vehicles 
(tanks, armoured personnel carriers and jeeps) against a natural 
background. The original 256 x 256 pixels were segmented into 256 
subimages each of 16 x 16 pixels as shown by the superimposed grids. 
For each of the 16 x 16 subimages the following features were 
extracted :
Features 1-81:
Texture information was extracted using power spectrum frequency 
components calculated using a two dimensional Fast Fourier Transform. 
A 16 point 1-dimensional real data set gives a power spectrum 
containing 9 independent values. (7 values are duplicated 
symmetrically). The 16x16 2-dimensional transform obtained by row 
and column 1-dimensional transforms therefore produces 9x9=81 
features.
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v- *1 ■ The algorithm (in ALGOL) to compute texture is shown' below. - A 
' -V, boolean .variable ’UP1 ’is .used to. determine .the- direction of counting 
(ie up or down) to ensure that true texture is calculated rather 
than just the number of adjacent pixels exceeding a threshold.
For example, with a threshold of 3, a line of 8 pixels with 
intensity values of 0, 1, 5, 9, 15, 15, 15, 15 will have a texture 
value of 1.
Similarly, a line with values 0, 1, 5, 9, 15, 10, 6, 0 will have a 
texture value of 2 whereas the line 0, 1, 5, 5, 9, 15, 10, 6 will 
only have a texture value of 1.
For a line of n pixels:
[l:n] INT line;
PR0C texture = (INT thresh)VOID:
BEGIN INT pixell, pixel2, sum;
BOOL up; 
sum := 0;
pixell := line[l]; pixel2 := line[2];
IF pixel2 > pixell THEN up := TRUE
ELSE up := FALSE FI;
pixell := pixel2;
FOR j FROM 3 TO n DO 
BEGIN
pixel2 := line[j];
IF (pixel2 - thresh) > pixell AND up = FALSE 
THEN sum := sum +1; up := TRUE 
ELSF pixel2 < (pixell - thresh) AND up = TRUE 
THEN sum := sum +1; up := FALSE
FI;
pixell := pixel2 
END;
featurevalue := sum
END;
‘'"IK - ’ •
V, V- -s V S *vt ^ \
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Features 82-85:
Histogram moments calculated from the amplitude histogram h(i) where 
the rth moment is given by :
Features 86 - 87:
Texture parameters in X and Y directions. For each line and column of 
the subimage the gradient between successive pixels is measured. The 
number of sign changes of those gradients exceeding a preset threshold 
(approximately 10% of peak white) is counted and defined as the 
texture parameter. Figure 4.4 is an example of one horizontal line 
with a texture parameter of 2.
7 J i ; ,7 •' 1,7^ / V
v7 Ti(i*) - number .of ,c6mts'bf “intensity-’ •"*> •_ ^ ! V , «*.»■_* /  ^ ‘t ‘ ’'_•<* ' _j
Feature^82 : Mean intensity "= c*,
Feature 83: Standard Deviation =
where L = number of digitisation levels ____  J v ■.r^ rrwri*:ITTW., . f'> fT.,
INTENSITY
THRESHOLD
x
Figure 4.4 Texture measurement
ie a. counter^s^ih^ when - the ‘
* 1 adjacent pixels (differs by’ scnfevpi^et^
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Features 88-89:
Edge Activity which gives an indication of shape information measured 
by applying and summing the Roberts Cross operator and the Sobel 
operator.
1 15 15
F88 =  - g(i+i,j+l)| + |g(i,j+i) - g(i+i,j)j)
450 i=l j=1
1 14 14
F89 = ---- \  >  ( |(g(i,j) + 2g(i,j+l) + g(i,j+2)) —
800 v
1 1 (g(i+2,j) + 2g(i+2,j+1) +g(i+2,j+2))|4-
|(g(i/j) + 2g(i+l,j) + g(i+2),j)) -
(g(i,j+2) + 2g(i+l,j+2) + g(i+2, j+2) ) Q
Features 90-93;
Invariant spatial moments. It has been suggested [4.1], [4.2], [4.3]
that invariant spatial moments can be applied to target
identification. The first four invariants (V1-V4) have been
implemented and are defined :
Spatial moment M = £  x,y)
M  x y
Central nonent p =51 (x-x)p(y-y)^(x,y)
w  x y
where * =
y = ^ / M qq giving ’centre of brightness*
and ju  is invariant to translation.
~pq
Invariant moments are then given by:
1/2VI = (^ 20 + Pq2) = R = radius of gyration
^  " «P td " p02>1/2 + ^ n 2> / r2
^  = ^^30 “ 3^ 12  ^+ 3^^ 21 ” ^ 03^ ^ ^ R
V4 = ((P30 + ^12) + (p21 + ^ 03) ) / R
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Features 94r99: • / ; 1. * f. t -
•Autocorrelation coefficients C-^, (>>, C3 calculated on rows and columns
to give texture information where
±  N-r
CL, = ---  ^  (g(i) - x).(g(i+i} - x)
JN - r  J _  1 ,v,’ T:«7]^ CiT^ Ci > M • o . ■-f-’hca imVvir' columns
column
The above features were calculated and stored in a 16x16x100 array 
for further analysis. It should be noted that there is ,no preprocessing . 
before feature selection whereas‘ideally different'noise > reduction , 
techniques^are -required "before .each type of feature calculationr. ,
4; 3 Target .detection .frail the' feature "Matrix . , •
^ v • • ■ •' . W v,‘*“  TT’ - ■ .
\ . *. t* ... ■- * ” ~t v:-,'1* '-.-rV'V ' : ?*. . .-^v w  ■- v v-- - ■ w  ■ \ - ; r. . ■ r,-..- ■*
Initial detection "analysis has" beOn performed' on pictures P1A and 
f ‘‘ * ' '
P2A: .frpm .the Alabama . data. base. Fran the feature matrix the^ following 1
basic parameters have been printed :
a) for each feature the mean value, standard deviation (sd), minimum
and maximum values and locations of the subimage where maximum and
minimum values occur.
b) all feature values for each subimage both before and after 
normalisation.
c) a schematic picture for each feature. Each subimage is assigned 
a symbol where
- represents areas where the feature value < (mean - sd) 
space " " " » » » < (mean + sd)
+ " " " " " " < (mean + 2sd)
& " " ” " " " > (mean + 2sd)
Thus for each image we display a 16x16 representation for each 
feature. - -
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>d
l
For variable P
iV.
a
is the mean of P
is the value of P scaled with reference to the maximum of P
r-'
ie P = P/max(P)
P  is the value of P scaled with reference to maximum and 
mean values of P 
iej? = max( (P-P), 0)
^  '  ,  * i r " r  ^  \  ^  -If • f i f  • * -* , ' ' ) >' ' V » * * , »
, , , ,. . * < 1 —  , - , • , , I t < f
i ' ie ’if_jthe value of P-P is greater than zero then' P* becomes s
\ > { /  / P-P otherwise P,becomes zjero'" > ►'* \ f • < * "• t*T’ ’
* . * ' s - > 1  ^ r J "», ' *" * i - r  *
Canbinations of features have been investigated : 
a) VK Products. Sevigny [4.4] reports on work where a line-by-line 
and column-by-oolumn analysis of the varaiance-kurtosis product is 
used to estimate target position. For each subimage we compute :
/s/
i) Scaled Variance V = V/ max(V)
ii) Balanced Kurtosis K_= max( (K - K), 0)
scaled to K = K/(max(K)
iii) Balanced skew S = S - S
Then if S > 0 then V.K = V.K else 0 and V.K is printed,
b) Frequency ratios. Pictures indicating the ratios of :
i) lew frequency carponents to mid frequency components
ii) lew frequency components to high frequency components.
The ratios were then plotted as schematic pictures as in (c) 
above.
Using pictures ALA07 and ALA08 as typical examples of the Alabama 
data base there are 15 subimages which contain vehicles. By summing 
all features and using the 50% value as a threshold then all 15 
subimages containing targets are detected correctly but 16 subimages 
not containing targets are falsly classed as targets. Increasing the 
threshold to 60% reduces the detection to 14/15 and the false alarms 
reduce to 5 subimages.
Using VK products and a threshold of the mean plus 2 standard 
deviations then 11 of the 15 target subimages are detected with 6 
subimages falsly classed as targets. These results were not very 
encouraging and it was decided to concentrate on the texture features 
as discussed in the following two chapters.
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4.4 Conclusions
None of the features, or combinations of features, have reliably 
detected the subimage containing targets and rejected non-target 
areas. A contributory factor is that targets extend into adjacent 
areas and subimages that do contain targets also contain background.
The frequency components and autocorrelation coefficients, 
discussed in the following chapter, indicate that there are texture 
differences between target and background and these appear to be the 
most premising features.
r
Invariant moments require a large dynamic range during computation 
and are extremely sensitive to noise and are therefore not worth 
considering further.
4.5 Proposed future work on feature analysis.
Possible topics of research on feature analysis are :
i) Apply preprocessing before calculating features. Different 
features will require different preprocesing.
ii) Calculate weighting functions to allow many features to be combined 
reducing the amount of data produced in each computer run.
iii) To overcome the problem of targets occurring in adjacent 
subimages is it possible to calculate the position of "centre of 
brightness" and image ellipse radii of each subimage (presently a 
by-product of the spatial moment calculation) and then shift the 
grid to choose subimages whose centres coincide with the centre of 
brightness. Although this technique will increase processing 
time, in a real system the iteration could be performed on 
successive frames so that only one set of features will be 
extracted from each frame.
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CHAPTER 5
DETECTION AND CLASSIFICATION USING
AUTO CORRELATION FUNCTIONS
This chapter proposes a novel technique for classifying targets 
using the shape parameters derived from autocorrelation functions.
From the results of the segmentation analysis research, described 
in the previous chapter, it was found that the shape of the 
autocorrelation function could be used as a distinguishing feature to 
classify certain types of targets.
5.1 Introduction
It is hypothesised that by calculating the autocorrelation 
functions of image segments and then deriving a shape parameter a 
measure of structure can be obtained which will distinguish between 
classes of targets and background clutter.
The auto correlation function $  is defined by
For discrete samples the autocorrelation coefficients at displacement 
r are given by
x(t).x(t+20 dt
1 N-r
where N is the number of samples and x the mean intensity
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Note that
(xn - x)2 = S2 = Variance
If Rr is normalised so that Cr = R^Rq
then -1 < C < +1 and Cn = 1. r U
Assuming that the autocorrelation functions (ACFs) for varicsus 
targets and background clutter have the form shown in figure 5.1, 
which is verified in section 6.2, then by calculating Cq, and C2 
the shape of the ACF near to the origin cs/| be character, ised and used 
as a classification parameter; a fairly trivial task requiring a small 
amount of computation that can be implemented in real time. A 
suitable shape parameter, S, has been found to be given by
S = (Cl"C2)/(1“Cl) 
which gives a measure of the rate of change of the ACF. In practice,
it has been found neccessary to use both S and the value of for
discrimination between target types.
The ACF parameters give a measure of the texture, or frequency
content, of a segmented image. Algorithms based on ACF parameters do
not use shape information and therefore do not require accurate 
segmentation or rely on edge detectors or line thinning techniques and 
have been found to be independent of the preceeding segmentation 
stages.
5.2 Algorithms for ACF classification
To verify the hypothesis that targets can be classified from 
their ACFs, pictures have been analysed using the classical pattern 
recognition sequence shown in figure 5.2, with various preprocess and 
segmentation algorithms. V
Ro =
1
N
N£
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target type A
target type B
background
0 1 2 3 4 r
number of pixels displacement 
Figure 5.1 Hypothetical autocorrelation functions
coordinates
min'Jmin max'■‘max
image segment
classify
preprocess
feature
extract
Figure 5.2 Pattern recognition sequence
50
5.2.1 Preprocessing
The initial preprocessing to reduce detector noise consisted of a 
simple weighted average filter. A five element, one-dimensional mask 
with weighting coefficients of 1, 2, 4, 2, 1 was convolved with the 
image on a line by line basis. It is very simple to implement and 
does not require line storage. Its main disadvantage is that it does 
not compensate for variations between lines which occur when imagers 
use an array of parallel detectors which have gain and dc-offset 
differences.
As an alternative, a 3x3 median filter has been used for noise 
reduction, implemented by moving a window over an image and replacing 
the pixel value at the window center with the median value of the 
neighbouring pixels; the output being an image which is generally 
smoother than the original. The median of n numbers, when n is odd, 
is defined as the centre value when the numbers are ranked by size. 
The median can be computed by either sorting the numbers into rank 
order and then selecting the center value, or by generating a 
histogram and then counting to the center value. In many situations, 
the median filter has significant advantages over low pass filters 
namely: i) sharp edges are preserved whereas linear lew pass filtering 
blurs such edges
ii) median filters are very efficient for smoothing spiky noise. 
A mathematical analysis of median filters applied to several noise 
distributions is given by Justussan in reference [5.1]
As with any other filter or operator, various forms of filter 
window can be used, eg line segment, circles, crosses and squares, 
with the cross form having the advantage of requiring fewer sorting or 
ranking operations. In the work reported on here we have only used 
square windows with odd numbers of pixels.
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MATERIAL REDACTED AT REQUEST OF UNIVERSITY
A ccnparis:<£m between weighted average and 3x3 median filters are 
shown in figure 5.3 on a synthetic picture with a signal to noise 
ratio of 12 db and in figure 5.4 on picture ALA02 from the Alabama 
data base. It is seen that median filtering reduces noise without 
blurring edges.
5.2.2 Segmentation
The segmentation stage isolates subsets of the image from the 
background clutter in order to transfer a reduced data set to the 
correlation stage of processing. This stage generally requires two 
operations, the first being seme form of thresholding to isolate the 
sub-image from the background followed by a location operation to 
determine the positions and/or boundaries of those sub-images. Two 
types of thresholding and two location operations have been 
investigated allowing implementations with or without frame stores, 
i) Block Thresholding
The mean and standard deviation are computed for a block of 16 
lines (256x16 pixels) and a threshold equal to the value of the mean 
plus standard deviation was applied. This technique gave drastic 
threshold changes between successive blocks as shown in figure 5.5. 
Targets which overlap adjacent blocks are poorly segmented. The 
technique was modified to smooth the threshold as shown in figure 5.6. 
The smoothed threshold gave inproved segmentation as can be seen in 
figure 5.7. This technique has the advantage of not requiring a frame 
store for implementation in real time systems as the means and 
standard deviations can be accumulated on one frame and applied to the 
succeeding frame, requiring only 16 words of storage (for a frame of 
256 lines) and a small amount of computation during interframe periods 
to calculate the linear smoothing function which then requires a 
further 256 words of storage.
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32
0 32 64 96 128 160 192 224 Line
Figure 5.5 Block thresholding
Threshold
63
32
0 32 64 96 128 160 192 224 Line
Figure 5.6 Smoothed block thresholding
MATERIAL REDACTED AT REQUEST OF UNIVERSITY
The equations opposite assume thattargets have a : higher intensity 
than: background which is usual ly the • case for hot targets in thermal 
images. ' / % ‘ ^ '
A more general, . but untried, . method-of-segmentation -would.be : *
c - s if Js - b/ > threshold 
. or c = 0 if Js - b/ <  threshold ' , ■ ’ • *
CROWN COPYRIGHT
PHOTOGRAPHIC & VIDEO SERVICES
ROYAL SIGNALS & RADAR ESTABLISHMENT 
MALVERN, WORCS. WR14 3PS
REF No 2>...fe23...:..?..2...
ii ) Co-median Filtering 
The technique of co-median filtering has been applied and found 
to give good segmentation results on thermal images. In this method, 
an estimate of the background level is found by passing a large median 
filter over the image and comparing its output with a filtered version 
of the original image as in figure 5.8. The size of the large median 
filter is chosen to be larger than the expected size of targets and is 
typically 31 x 31 pixels. The original image is passed through a 3 x 
3 median filter to smooth noise (ie the preprocessing stage) then 
through the 31x31 background estimating filter. The outputs from the 
two median filters are compared so that the output, c, is given by 
c = s if s - b >  threshold 
or c = 0 if s - b <  threshold 
where s is the output of the 3 x 3  filter
and b is the output of the 31 x 31 filter
with the threshold value being chosen so that approximately 1% of the 
pixels are nan-zero after the ccmparisicn. The threshold value was 
chosen statistically from the Alabama data base but could be 
calculated iteratively when implemented in real systems. For example, 
a threshold value of median+k could be used where k is either preset 
or computed on a frame-by-frame basis.
31x31
MEDIAN
FILTER
thresholded image
COMPARE
IMAGE
3x3
MEDIAN
FILTER
Figure 5.8 Segmentation using co-median filtering
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Narendra [5.2] has shown that a two dimensional median filter can 
be approximated by separating into two filters, each of one dimension 
and applied sequentially, with little loss in performance. In this 
work we have used a 31x1 median filter (ie operating in the horizontal 
direction) followed by a vertically operating 1x31 filter with a 
significant saving in computation time.
iii) Co-ordinate determination
Before feature extraction it is neccessary to determine the 
locations and boundaries of the segmented sub-images. Again this has 
been implemented in two ways depending an whether or not a frame store 
is available. In the first method, invented during this project, the 
segmented image is raster scanned and the line number, horizontal 
start and end positions of all line segments above the threshold are 
stored in a two dimensional array, an example being shown in 
figure 5.11. After all line segments have been stored, the array is 
scanned and a boundary rectangle, or Feret box, is grown around 
touching segments as shown in figure 5.10. As each segment is 
included in a Feret box a flag is set and the array is continuously 
scanned until all flags are set, as shown in the flow chart in figure 
5.12. This method is accurate and does not require a frame store but 
needs many scans of the array.
An alternative, well known [5.3], technique is to scan the 
thresholded image until a segment is found and then to follow the 
border keeping a running record of its extremities. This is a fast 
technique but requires the use of a frame store as the border region 
has to be marked thus corrupting the original image.
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h 
cs 
co 
 ^
in
(x . , y . ) v min' -^rnin
Feret box
(x / Y ) max' -*max
Figure 5.10 Sub-image coordinates
Line array
. X X .  . X X  
X X X X x
. X X X .
• • • • • •  0
1 2 3 4 5 6 7
Figure 5.11 Cooordinate determination
Line X start X end Flag
2 2 3 0
2 6 7 0
3 1 4 0
3 7 7 0
4 2 4 0
60
Start
Is segment flag = 0 ?
no
At end \  
of line array ?
yes
Is end of line 
array reached ?
yes
Increment 
Line pointer
Set line pointer=l
Increment line pointer
Zero the flag
Set target array=0 
TP0INTER=1
get next line segment 
from line array
Set xmin=xst, xmax=xend 
YMIN=YMAX=LINENUM
Get next segment 
(with LINE, XST, XEND) 
with FLAG = 1
Store XMIN, YMIN, 
XMAX and YMAX in 
target array. 
Increment TPOINTER
To check if segment is part of current target : 
IF YMAX=LINE AND XMAX=XST THEN XMAX - XST 
OR ELSE IF YMAX+1 = LINE
AND ( (XEND >=XMIN AND XST<=XMIN)
OR (XST>= XMIN AND XST <= XMAX)) 
THEN the new segment merges
and set XMIN=XST IF XST<XMIN
XMAX=XEND IF XEND>XMAX
Figure 5.12 Flow chart for coordinate determination
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Finally, those sub-images less than 5x5 pixels or greater than 
50x50 pixels in area are eliminated as being either too small or too 
large for targets of interest. As an interactive development aid, the 
Feret box can be displayed superimposed on the original image.
The output of the segmentation stage is a thresholded image file. 
The thresholding has removed background by setting its intensity to 
zero (black) leaving candidate areas with a range of grey scales whose 
positions are given by co-ordinates of Feret boxes. At this stage, 
candidate areas have been processed by the 3 x 3  median filter. With 
a small amount of manipulation four types of data can be passed to the 
classifier. The Feret boxes define candidate areas both on the 
segmented filtered image and also an the original unfiltered image. 
By comparing, as illustrated in figure 5.14, the segmented filtered 
image with original we can obtain an unfiltered but segmented image 
giving the following four data types :
Data D1 Original Image, no filtering.
Feret boxes contain targets and background.
Data D2 Original Image, no filtering.
Feret boxes contain only target areas (no background) 
Data D3 3x3 filtered Image.
Feret boxes contain target and background.
Data D4 3x3 filtered image.
Feret boxes contain target areas only.
Analysis has been performed on the four data types to determine 
the effect of filtering on auto correlation functions and to retain 
the option of different implementations.
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L2D1
FERET BOX 
COORDINATES
COMPARE
CROSS-
COMPARE
CONTOUR
FIND
3X3
MEDIAN
FILTER
31X31
MEDIAN
FILTER
ACF
CALCULATION
Figure 5.13 Derivation of data types.
5.2.3 Classification
To assign the segmented sub-images to one of four classes; tank, 
armoured personnel carrier (APC), jeep, and clutter (background), auto 
correlation coefficients at 1 pixel displacement, C^ , and the shape 
parameter S have been measured.
The value of C^ given in equation 5.2 requires that the mean 
level is known before accumulating sums of products. To avoid 
scanning the image twice, first to find the mean intensity then to
calculate Cr, the coefficients can be expressed as
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1 1 ( ? '  „  ■ ■ \ 1
—  - y >  ----1 C .  g(i)-9(i+r) •“ 3v>- (g(i)+g(i+r)) I + x2 I / R - .
V Nx~r ,vT / J  V
Fr =
 ....
where: = number of lines in subimage, Ymax-Ymin+^
Nx = number of pixels, ^  ^  + 1
m^ax' xmin' ^max an^ I'min
define the position of the Feret box
r = 0, 1, 2, . . .
g(i) = intensity of pixel i
which requires only'one scan'of the image ie’lx can b© found whilst
; 4 \ • - .: ■ - ; ' . . . • 
acOumulating 'the* sums' 1 1’ ** * ’ , *’ ' ,
Correlation coefficients have been calculated in the horizontal 
direction, and S^ , and in the vertical direction C^v and Sy. 
Average values can be derived from
C1A = (C1H + C1V)/2 311,3 SA = (SH + SV )/2
Care is needed in interpreting values calculated in the vertical
direction as detector non-uniformities can cause decorrelation and
degrade the ACFs because the images are formed using a vertical stack
of detectors scanned horizontally.
The classification parameters C^ and S give a measure of texture 
and are dependent on the spatial distributions of hotspots such as 
engine, exhaust and wheels. These parameters should be dependent on 
size and therefore an sub-image size. To ccnpensate for size changes, 
normalised values have been obtained and new classification 
parameters investigated - instead of C^ and we use a combination 
for example :
If x dimension < 12 classify using C^ and
If 12 < x < 18 classify using C2 and S2
If 18 < x < 24 classify using C^ and
If x > 24 classify using C^ and
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where = (C^  - C2)/(l - C^ )
S2 = (C2 - C4)/(l - c2)
s3 = <C3 " C6)/(1 “ C3>
S4 = (C4 ‘ C8)/(1 " C4)
More details are given in the next chapter.
5.3 Simulation of autocorrelation classifier
Programs have been written in ALGOL for an ICL 1906 main-frame 
computer to enable quantitative evaluation of the algorithms, and in 
PL8080 to produce displays for subjective assessment on a 8085 micro­
processor. The 1906 programs consist of ALAOPUS which reads data from 
magnetic tape, pre-processes and calculates feature values which are 
stored on disc file, and ALAPR which reads the feature file and 
performs the classification function. Additional features such as 
area, mean intensity, centre of brightness, ratio of image ellipse 
radii, variance, skewness and kurtosis, have been calculated to enable 
several features to be incorporated into a statistical classifier and 
to allow these features to be compared with ACF features.
In this chapter we have proposed a novel method for classifying 
vehicles and we evaluate this algorithm against a standard data base 
in the following chapter.
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CHAPTER 6
EVALUATION OF ACF CLASSIFIER CN ALABAMA DATA BASE
A control requirement for the development and assessment of image 
processing algorithms is the availability of suitable imagery. 
Ideally, the imagery should be typical of the operating environment in 
which the proposed system is to be employed and should contain a 
representative number of typical targets to enable a statistically 
significant analysis to be undertaken. A further requirement is that 
the image data should be available to other research workers so that 
performance comparisions between different algorithms can be made. 
The Alabama data base ccmes closest to meeting these requirements and 
has been used to evaluate the autocorrelation classification 
algorithm.
6.1 Alabama Data Base
The Alabama data base, described in Appendix II consists of 43 
monospectra 1 images which contain 40 tanks, 29 APCs, 15 jeeps and one 
bus, a total of 85 vehicles, and several other foreground and 
background objects. Each image has been digitised and represents 
absolute temperature with 0.1 K resolution. An image data base is 
described and characterised by information known as the "ground 
truth". For the Alabama data base the ground truth gives target 
location, approximate size, aspect ratio, and relative contrast. The 
data is supplied in standard NATO format [6.1] and has been circulated
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amongst the countries participating in panel III RSG-9 project 
"Discrimination and Classification of Operating Military Targets in 
Natural scenes from thermal imagery" [6.2],
The data base is not a representative one; the images are noisy 
and most of the targets are relatively hot compared with the 
background, but it does enable comparative performance measurements to 
be made. The small number of targets precludes the use of a realistic 
training data set for statistical classifiers and puts a constraint on 
the evaluation of algorithms.
Each image consists of 355x420 pixels from which an area of 
256x256 pixels containing the targets has been selected and analysed.
6.2 ACF Variations between targets and backgrounds
To validate the hypothesis made in section 5.1 that different
classes of targets and backgrounds can be distinguished by the shape
of their autocorrelation functions, horizontal autocorrelation
•»
coefficients have been calculated on all data types (D1 to D4 listed 
in section 5.2.2).
For each candidate area, isolated with a co-median segementer, 
values of autocorrelation coefficients, Cl to C8, are calculated and 
shown in tables 6.1 and 6.2 as parameters 1 to 8. Parameters 9 to 12 
are shape parameters calculated from :
51 = (C1-C2) / (1-C1)
52 = (C2-C4) / (1-C2)
53 = (C3-C6) / (1-C3)
54 = (C4-C8) / (1-C4)
ie measures of ACF convexity computed over 2, 4, 6, and 8 pixels 
displacements respectively.
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Target DATA TYPE D1 DATA TYPE D2
Parameter Mean Var min max Mean Var min max
Cl 0.902 0.001 0.783 0.947 0.756 0.018 0.324 0.898
C2 0.807 0.004 0.634 0.902 0.593 0.022 0.143 0.785
C3 0.714 0.009 0.490 0.860 0.461 0.028 -0.020 0.693
C4 0.572 0.020 0.156 0.767 0.292 0.038 -0.415 0.537
C5 0.450 0.035 -0.182 0.694 0.170 0.038 -0.576 0.397
C6 0.352 0.046 -0.369 0.625 0.076 0.043 -0.562 0.302
C7 0.239 0.052 -0.461 0.540 -0.041 0.060 -0.931 0.230
C8 0.151 0.051 -0.430 0.466 -0.108 0.070 -0.940 0.484
SI 0.992 0.049 0.629 1.720 0.790 0.109 0.183 2.092
S2 1.257 0.102 0.572 2.158 0.807 0.097 0.124 1.605
S3 1.301 0.097 0.603 2.065 0.782 0.112 0.083 1.482
S4 0.217 0.003 0.139 0.345 0.234 0.005 x 0.040 0.382
Cl 0.837 0.005 0.602 0.955 0.687 0.014 0.368 0.908
C2 0.683 0.016 0.372 0.856 0.479 0.022 0.110 0.758
C3 0.540 0.034 0.008 0.771 0.306 0.069 -0.335 0.,598
C4 0.332 0.058 -0.244 0.660 0.078 0.102 -0.703 0.532
C5 0.193 0.073 -0.255 0.615 -0.032 0.117 -0.712 0.526
C6 0.,155 0.074 -0.280 0.609 -0.044 0.154 -0.720 0.,763
C7 0.,117 0.074 -0.385 0.532 -0.035 0.234 -0.647 1.,837
C8 0.115 0.073 -0.464 0.563 0.077 0.309 -0.599 2.516
SI 1.,037 0.224 0.381 2.186 0.791 0.220 0.129 1.,910
S2 1.,185 0.248 0.322 2.182 0.790 0.178 0.188 1.,768
S3 0.922 0.236 0.004 1.869 0.532 0.167 -0.472 1.,427
S4 0.,197 0.006 0.042 0.376 0.153 0.023 -0.480 0.,364
Cl 0.766 0.012 0.556 0.915 0.629 0.046 0.120 0.,878
C2 0.,541 0.034 0.167 0.790 0.363 0.072 -0.183 0.,728
C3 0.,360 0.053 -0.044 0.656 0.203 0.066 -0.234 0.,662
C4 0.,122 0.080 -0.330 0.494 -0.003 0.107 -0.755 0.,549
C5 0.004 0.082 -0.676 0.349 0.020 0.272 -0.969 0.,964
C6 0.057 0.188 -0.783 0.888 -0.160 0.150 -1.230 0.417
C7 -0.,114 0.100 -0.957 0.279 -0.000 0.166 -0.412 1.158
C8 0.014 0.188 -0.630 1.326 -0.147 0.088 -0.798 0.323
SI 1.065 0.142 0.544 1.703 0.877 0.168 0.345 1.631
S2 0.999 0.163 0.508 1.772 0.717 0.268 -0.088 1.708
S3 0.661 0.471 -0.893 1.292 0.531 0.149 -0.150 1.121
S4 0.191 0.016 -0.162 0.359 0.197 0.010 0.029 0.381
Cl 0.512 0.085 -0.246 0.937 0.285 0.083 -0.248 0.846
C2 0.,401 0.079 -0.294 0.900 0.219 0.121 -1.258 0.807
C3 0.457 0.059 -0.196 0.903 0.321 0.146 -1.258 0.,938
C4 0.222 0.083 -0.471 0.836 0.111 0.095 -0.914 0.664
C5 0.,192 0.100 -0.905 0.823 0.102 0.097 -0.746 0.,943
C6 0.,249 0.077 -0.426 0.881 0.217 0.164 -1.016 1.,543
C7 0.,167 0.069 -0.292 0.873 0.065 0.055 -0.413 0.,854
C8 0.,161 0.069 -0.283 1.000 0.035 0.038 -0.393 0.,954
SI 0.,380 0.159 -0.630 1.621 0.191 0.220 -0.813 1.362
S2 0.,422 0.229 -0.169 2.720 0.321 0.551 -0.686 4..178
S3 0.,524 0.387 -0.466 2.745 0.498 4.064 -3.026 15.,200
S4 0.,096 0.009 -0.147 0.271 0.066 0.008 -0.272 0.,274
Table 6.1 Class values for data types D1 and D2
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Target
Parameter Mean
DATA TYPE D3 
Var min max
DATA TYPE D4 
Mean Var min max
T Cl 0.936 0.001 0.851 0.978 0.820 0.012 0.401 0.931
C2 0.838 0.003 0.694 0.935 0.635 0.024 0.131 0.836
C3 0.720 0.009 0.479 0.872 0.458 0.031 -0.006 0.706
C4 0.591 0.020 0.156 0.789 0.300 0.042 -0.363 0.559
C5 0.463 0.036 -0.179 0.708 0.167 0.047 -0.580 0.420
C6 0.345 0.049 -0.393 0.624 0.055 0.047 -0.549 0.300
C7 0.241 0.053 -0.471 0.539 -0.046 0.058 -0.803 0.258
C8 0.154 0.050 -0.450 0.466 -0.126 0.083 -1.441 0.474
SI 1.581 0.066 1.057 2.205 1.167 0.108 0.452 2.317
S2 1.561 0.107 0.788 2.274 1.018 0.127 0.149 1.687
S3 1.380 0.100 0.638 2.271 0.818 0.118 0.089 1.585
S4 0.228 0.003 0.149 0.356 0.256 0.005 0.113 0.524
A Cl 0.898 0.002 0.788 0.961 0.787 0.006 0.560 0.911
C2 0.739 0.013 0.431 0.884 0.541 0.027 0.074 0.756
C3 0.551 0.035 0.044 0.797 0.288 0.062 -0.296 0.613
C4 0.368 0.058 -0.210 0.720 0.095 0.104 -0.615 0.514
C5 0.227 0.072 -0.217 0.654 -0.029 0.135 -0.741 0.546
C6 0.149 0.073 -0.298 0.612 -0.087 0.171 -0.791 0.895
C7 0.121 0.074 -0.336 0.595 -0.023 0.281 -0.749 2.000
C8 0.123 0.079 -0.436 0.558 0.055 0.368 -0.611 2.583
SI 1.633 0.163 0.953 2.509 1.205 0.111 0.624 1.854
S2 1.489 0.206 0.844 2.389 0.998 0.157 0.333 1.905
S3 0.992 0.228 0.089 1.893 0.543 0.197 -0.728 1.411
S4 0.213 0.006 0.084 0.374 0.186 0.026 -0.483 0.362
J Cl 0.819 0.006 0.675 0.926 0.718 0.029 0.266 0.915
C2 0.568 0.032 0.203 0.808 0.394 0.077 -0.300 0.749
C3 0.307 0.063 -0.184 0.647 0.098 0.109 -0.635 0.605
C4 0.095 0.074 -0.369 0.488 -0.097 0.101 -0.640 0.449
C5 -0.013 0.073 -0.676 0.338 -0.032 0.344 -0.925 1.408
C6 -0.022 0.191 -0.952 0.825 -0.284 0.145 -1.277 0.194
C7 -0.165 0.116 -1.098 0.336 -0.036 0.156 -0.469 1.137
C8 0.009 0.146 -0.585 1.140 -0.062 0.073 -0.648 0.387
SI 1.451 0.143 0.796 2.258 1.321 0.175 0.698 2.258
S2 1.202 0.134 0.581 1.798 0.981 0.230 0.127 1.798
S3 0.682 0.475 -0.833 1.280 0.556 0.214 -0.388 1.271
S4 0.211 0.012 -0.094 0.351 0.195 0.008 0.060 0.353
C Cl 0.783 0.032 -0.007 1.000 0.673 0.074 -0.143 1.000
C2 0.597 0.080 -0.130 1.000 0.431 0.133 -0.226 1.000
C3 0.434 0.123 -0.477 1.000 0.282 0.169 -0.657 1.000
C4 0.332 0.150 -0.691 1.000 0.189 0.211 -1.284 1.000
C5 0.277 0.165 -0.764 1.000 0.156 0.230 -1.000 1.000
C6 0.240 0.163 -0.657 1.000 0.220 0.243 -1.021 1.714
C7 0.253 0.149 -0.924 1.000 0.199 0.185 -0.593 1.231
C8 0.225 0.127 -0.485 1.141 0.140 0.168 -0.767 1.002
SI 0.950 0.252 0.000 2.095 0.869 0.522 -0.504 2.667
S2 0.791 0.277 -0.046 1.825 0.832 8.065 -0.346 23.168
S3 0.520 0.560 -0.625 2.872 0.207 0.449 -1.591 3.500
S4 0.151 0.008 -0.064 0.361 0.137 0.009 -0.034 0.325
Table 6.2 Class values for data types D3 and D4
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From the ground truth data the candidate areas from the segmenter 
are assigned to one of four classes (T, A, J, or C for tank, APC, jeep 
or clutter respectively) and values of mean and variance are 
calculated for each class and given in tables 6.1 and 6.2.
To illustrate differences between classes, mean values of Cl to 
C8 are plotted in figures 6.1 to 6.4. From the graphs it is apparent 
that the shape of the autocorrelation functions differ between target 
classes for all four data types and that as they differ, they can be 
used as the basis of a classifier.
Two significance tests, Snedecors test and the analysis of 
variance test, have been used to indicate if the mean values of Cl and 
SI could have occurred by chance. Snedecors F-test for variance 
between two classes is shown in table 6.3 where the measured F-values 
are calculated for each data type. If the measured F-value exceeds 
the F95 value then there is more than 95% probability that the feature 
has discriminated between the two classes. Similarly, if the measured 
F-value exceeds the F99 value then there is less than 1% probability 
that the classes are separated by chance. The results indicate that 
in 33 from 48 cases the difference is significant at the 0.05 level 
with data type D2 being the weakest discriminator with only 6 features 
being significant at the 95% confidence level. The feature Cl appears 
to give better discrimination than SI for all data types.
Snedecors test assumes a normally distributed population and an 
alternative test is the Analysis of Variance described in Appendix 
III. Results are summarised in table 6.4. Let the null hypothesis be 
that the difference of the means of the four classes have been 
obtained from one population ( and the differences we observe are
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occurring by chance). An F-ratio greater than 2.68 is required at the 
0.05 level and an F-ratio greater than 3.96 for significance at the 
0.01 level. If these values are exceeded then there is a low 
probability that the diffevences in means have been obtained by chance 
and the null hypothesis can be rejected. The results shew that 3.96 
is exceeded in every case and therefore the class means are 
significantly different and that autocorrelation coefficients are a 
valid method of classification.
Parameter Classes F95 F99
Measured F for data
D1 D2 D3 D4
Cl T/A 1.9 2.4 5.0 1.29 2.00 2.00
Cl T/J 2.2 2.9 12.0 2.2 6.0 2.42
Cl T/C 1.6 2.1 85.0 4.6 32.0 6.17
Cl A/J 2.3 3.1 2.4 3.29 3.0 4.83
Cl A/C 1.83 2.4 17.0 5.93 16.0 12.3
Cl J/C 2.47 3.75 7.1 1.80 5.33 2.55
SI T/A 1.9 2.4 4.57 2.01 2.47 1.03
SI T/J 2.2 2.9 2.89 1.54 3.82 1.62
SI T/C 1.6 2.1 3.24 2.02 3.82 4.83
SI A/J 2.6 4.0 1.58 1.31 1.14 1.58
SI A/C 1.65 2.2 1.41 1.0 1.55 4.70
SI J/C 2.47 3.75 1.12 1.31 1.76 2.98
Table 6.3 Snedecors F test
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DATATYPE PARAMETER 
C1 S1
D1 32.21 32.16
D2 40.65 22.37
D3 12.14 24.86
D4 4.47 4.25
Table 6.4 F values frcm analysis of variance
6.3 ACF Classification
Fran the data in tables 6.1 and 6.2 scatter diagrams of Cl versus 
SI have been plotted; data types D2 and D4 being shewn in figures 6.5 
and 6.6. Thresholds can be derived from observation to enable a crude 
classifier to be implemented. For data type D2 shown in figure 6.5 
and applying the thresholds shewn by dotted lines we can classify on 
the following conditions
TANK if Cl > .72 and 0.2 < SI < 1.2
APC if 0.64 < Cl < 0.72 and 0.2 < SI < 1.2
JEEP if 0.4 < Cl < 0.64 and SI > 0.2
giving 25 tanks recognised from 35 tanks in the data base
14 APCs recognised from 25 APCs in the data base 
6 jeeps recognised out of 12 
giving a total of 45 vehicles from the 72 detected being classified 
correctly, a success rate of 62% with 12 false alarms wrongly 
classified as vehicles.
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A 1-NN rule classifier has been simulated based on the ’miss-one- 
out1 principle (where the scatter diagram contains all points except 
the one being tested) and ignoring clutter points. Results using Cl 
and SI features are given in table 6.5 and using C2/S2 in table 6.6. 
The unfiltered data assigns 58% of the vehicles to the correct class.
TARGET DATA TYPE
TYPE No D1 D2 D3 D4
Tank 35 28 26 24 20
APC 25 11 12 8 12
Jeep 12 2 4 2 0
Total 72 41 42 34 32
% CORRECT 57% 58% 47% 44%
Table 6.5 1-NN Classifier using features C^ and
TARGET DATA TYPE
TYPE No Dl D2 D3 D4
Tank 35 26 23 24 17
APC 25 11 12 14 6
Jeep 12 5 5 4 1
Total 72 42 36 42 24
% CORRECT 58% 50% 58% 33%
Table 6.6 1-NN Classifier using features C2 and S2
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6.4 Scaled ACFs
It was expected that the shape of the autocorrelation functions 
would be dependent on target size. Many scatter diagrams of Cn 
against Sn have been plotted and are typified by figure 6.7. The 
value of n has been determined by the horizontal length of the target, 
L. For example :-
If L < 11 pixels plot Cl, SI 
If 11 < L < 23 pixels plot C2, S2 
If L > 23 pixels plot C3, S3 
The graphs described above and plots of correlation coefficients show 
no evidence that the shape of the ACF is size dependent.
6.5 Compariso n of features
Sabey [6.3] has used data produced by these autocorrelation 
programs for research into the design of statistical classifiers. 
Using two discriminant functions to select the optimum features from 
those listed in section 5.3 he concludes that the autocorrelation 
coefficients and their rate of change are better than the statistical 
features (eg mean, variance, skewness, kurtosis) and geometrical 
features (eg size, aspect ratio) in separating vehicle classes. Using 
Fisher-vector type classifiers adapted for 3-class discrimination he 
obtained results summarised in table 6.7. These results show an 
increase in performance with increasing numbers of features with the 
best single feature alone contributing most of the performance. The 
performance improves, as expected, with increasing target area 
achieving almost complete success for the 25 images with targets 
having 250 to 484 pixels.
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6.6 Conclusions
Analysis of variance tests have shown that the shape parameters 
of autocorrelation functions differ for different target classes and 
may therefore be used as parameters for classification. The 
parameters and C2 have been tested against the Alabama data base 
and have given success rates better that 60% when classifying three 
types of targets from cluttered backgrounds. For targets having an 
area greater than 250 pixels the ACF classifier has a success rate of 
96% when tested on a limited data base.
Ccnparisiam of classification using filtered and unfiltered data 
show better results using unfiltered data indicating that filtering 
modifies the ACF and reduces the difference. Therefore, if filtering 
is neccessary it has to be optimised to give maximum noise reduction 
with minimum degradation of the ACF.
Typical success rates better than 60% are extremely encouraging 
for many applications and compare favourably with the results obtained 
by other workers using the same data. In the NATO RSG-9 study
i) the Danish group obtained 70% using 1-NN with computationally
demanding moment invariant features,
ii) the German group obtained 64% using a statistical classifier with
17 shape features,
iii) the Norwegians obtained 50% using a Bayesian classifier and two
shape features.
An upper estimate of the expected human performance was made by 
Sabey on the assumption that the limiting resolution is determined by 
data sampling aliasing rather than by perceived noise and obtained an 
estimate of 79% correct classification on the Alabama data base.
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However, human factor trials in the field and laboratory suggest that 
observers often only achieve 0.85 of the expected figures and 
therefore a figure of 67% might be a more practical expectation. 
Sevigny et al [6.2] estimate a likely range of 50% to 60%. For this 
imagery at least, this suggests that the human recognition capability 
can be matched by automatic systems.
Classifier
Number
of
features
Number
of
targets
Number
correctly
classified
Fraction
correctly
classified
Best Single Feature 
(Cx)
1 73 44 0.60
C1H' C1V 2 73 46 0.63
Fisher Vector 2 73 47 0.64
Fisher vector 
Best 5 features
5 73 49 0.67
Fisher Vector 
Best 5 features 
Targets < 150 pixels
5 30 14 0.47
Fisher Vector 
best 5 features 
Targets > 150 pixels
5 43 35 0.81
Fisher vector 
Best 5 features 
targets > 250 pixels
5 25 24 0.96
Table 6.7 Summary of Sabey’s classification results 
from Alabama data.
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CHAPTER 7
ARCHITECTURES FUR IMAGE PROCESSING
7.1 Introduction
Image processing is typified by very large data structures 
requiring very many operations to be performed at high speed. A 
simple computer vision system may involve real-time video data of 256 
x 256 pixels with 8 bits resolution; 5x10^ bits of information. A 
simple Laplacian operator will require almost one million operations 
per image equivalent to 40 mil lien operations per second (MOPs) for 
real time processing. A conventional processor such as the Motorola 
68000 takes of the order of 10 seconds to perform this operation on a 
single image. At the other end of the scale, a typical satellite may 
involve images of 4000 x 4000 pixels from sensors in several spectrum 
bands. Classical machines obviously do not meet the requirements for 
real time image processing.
Historically, the simpler demands of image processing have been 
met by custom designing dedicated systems to perform specific 
operations. Custom designed systems perform those operations for 
which they are specifically designed very rapidly but they are 
expensive, in terms of labour, to design. Their speed is obtained at 
the expense of pnogranmability. As they are not programmable they are
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inflexible which implies that modifications to meet new system 
requirements or to utilise improved algorithms are very expensive and 
take a long time to implement. Such s^ fcems quickly become outdated 
and it is generally accepted that they are not a cost-effective method 
of implementing image processing.
Classical machines; ranging from the large IBM mainframes, 
through the DEC VAX family to microprocessors such as the Intel 8080, 
8086 and Motorola 6800, 68000; are von Neumann (or control flow) 
processors and operate sequentially. They are based on a two-part 
architecture consisting of memory and a central processing unit (or 
CPU). They are limited by the speed at which they can fetch 
instructions and fetch data from memory to CPU, execute that 
instruction and store the result in memory, ie the speed at which they 
can perform is limited by the bandwidth of communication between 
processor and memory [7.1], commonly known as the 'von Neumann 
bottleneck'.
The mainframe machines tend to be too expensive and too slow to 
incorporate into real time image processors but they have all the 
software support, ie powerful editors, debuggers, filing and backup, 
for algorithm development and the vast majority of image processing 
research is performed on this class of computer. General purpose 
microprocessors and microcomputers are cheap and can be readily 
programmed to execute a wide range of algorithms. Their disadvantage, 
again, is that they are slow and incapable of executing realistic 
algorithms in real time. Their low cost makes them ideal for 
applications with lew data rates and simple operations, for example on 
sane production lines, but for most image processing, faster machines
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are required.
In the quest for higher peformance we could attempt to engineer 
von Neumann machines to run faster by using more advanced technology 
such as Josephson junctions or gallium arsenide with the advantage of 
being compatible with existing systems and software. This approach is 
not realistic, without a major scientific breakthrough, as technology 
is already pushed to the limit with small gains in performance costing 
vast amounts of money as has occurred with the CRAY supercomputers. 
The ultimate limitation of the von Neumann architecture is the speed 
at which electrical signals can be transmitted over the physical 
connections between components. We should aim to exploit the advances 
being made in VLSI technology which offers orders of magnitude 
improvement in useable processor complexity, based on multiple 
replications of simply connected processors and memory elements.
It is therefore necessary to develop architectures based on 
parallelism; a conclusion that biological systems reached a few 
million years ago.
7.2 Parallel Processing
Parallel architectures are commonly classified according to 
Flynn1 s taxonomy [7.2]
i) Multiple Instruction stream Single Data stream (MISD)
Several processors simultaneously execute different instruction 
streams on a single data stream. A pipeline system is a typical 
example of a MISD architecture.
ii) Single Instruction stream Multiple Data stream (SIMD)
Several processors simultaneously execute the same instruction on 
multiple data streams, examples being Array Processors.
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iii) Multiple Instruction stream Multiple Data stream (MIMD)
Several processors simultaneously execute multiple instruction 
streams on multiple data.
As an aside, Flynn classes the conventional von Neumann machine 
as a Single Instruction stream, Single data stream (SISD) 
architecture. A schematic representation of Flynns classification is 
shown in figure 7.1.
7.3 MISD Machines
MISD or pipeline machines are based on the partitioning of a 
complete algorithm into elementary tasks that can be executed 
sequentially and such a machine consists of elementary processors 
assigned to each task and executing in parallel. Image data is passed 
into a pipeline of processing stages. Within each stage the same 
operation is performed on every element of the data with different 
stages operating on the data sequentially. Once the pipeline has been 
filled each cycle produces a new result irrespective of the number of 
stages in the chain. The machine runs at the speed of the slowest 
processor and therefore effective partitioning of the algorithm is 
essential as the slowest processor forms a bottleneck. This approach 
has the advantage of using dedicated, ergo fast, processors and 
machines have run at video rates.
The best known example of a MISD machine is the Cytocomputer 
developed by Sternberg [7.3]. Currently, a prototype Cytoccnputer has 
two pipelines, one contains 80 binary stages and the other contains 25 
grey level stages, with the function of each stage being specified by 
a host computer.
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Figure 7.1 Flynns classification
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Custom Integrated Circuits (ICs) have been developed based on 
systolic arrays [7.4] which are a particular implementation of the 
MISD architecture. Plessey Research are marketing an Edge Detector IC 
(PDSP 16401) developed under MoD funding. It is capable of extracting 
edge presence, magnitude and direction. A set of four 3 x 3  masks are 
convolved with the image to produce edge magnitude and edge direction 
with 45 degree resolution. There is an option of applying an external 
threshold to the edge magnitude to give a binary output. The circuit 
accepts three image lines in parallel, each with 10 bits, and operates 
at a data rate of 20 MHz. GEC Hirst Research Centre are developing 
two ICs for low level image processing, again with MoD funding. The 
first, VX4665 performs a 3 x 3 convolution in real time. The 
weighting coefficients are programmable and chips can be cascaded 
using cn-chip circuitry to enable larger operators to be inplemented. 
The second, VX4664 was funded to implement the co-median filtering 
described in chapter 6. It performs a one-dimensional rank ordering 
on 31 pixels. The output can be programmed to give any rank output; 
for median filtering rank 15 would be selected. Chips will be 
cascadeable through a frame store to implement a 2-D separable median 
filter. The target specification for both GEC devices is 20 Mhz 
operation on 10 bit data.
MISD machines have the advantages of not requiring data 
reformatting between stages and simple regular interconnects between 
stages. They are effective for a limited range of low level image 
processing (Lougheed and McCubby [7.5]). However, it is difficult to 
combine more than one image and they perform badly on data dependent 
operations and when applied to high level processing.
/
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7.4 SIMP Machines
A SIMD architecture consists of an array of identical processing 
elements (PEs) all operating under the control of a single control 
unit. All PEs execute the same program in synchronism (lock-step) but 
on different data. The PEs are usually connected in a 2-D array, each 
with its own local memory and a with nearest neighbour connection 
network (either 4-connected or 8-cannected). In the majority of SIMD 
machines the PEs are 1 bit arithmetic units (ALUs) with data paths 
being 1 bit wide. This feature makes them eminently suitable for VLSI 
implementation where a simple cell can be replicated many times.
In 1959, Ungar [7.6] [7.7] proposed a Binary Array Processor 
(BAP) for image processing and many of his ideas have been 
incorporated into later SIMD machines. There are several Array 
processors currently under development or in operation (Reeves [7.8]). 
The ICL DAP (Distributed Array Processor) was one of the first and 
will be used to illustrate the principles of SIMD machines.
7.4.1 The ICL DAP
The DAP [7.9] is made from a large number of identical PEs each 
connected to four neighbours in a square array. The PEs are built 
from an arithmetic and logic unit (ALU) operating an one bit data and 
have associated with them a store (typically 4 Kbits) as shown in 
figure 7.2.
The three elements making the ALU are a general purpose Q 
register, an activity control register A which allows the ALU to be 
turned on or off, and a carry register C, each with the capacity for 
holding a single bit. Each ALU can address its store and its 
neighbours via 1 bit wide data paths. Processors in each row and 
column are connected by row and column highways to a master control
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unit (mcu) such that PEj j has a 1 bit highway directly to bits i and
-LA J
j of the mcu register. The mcu decodes and broadcasts instructions to 
all PEs which then execute that instruction in lock-step. Similarly, 
data can be broadcast along the same row and column highways. 
Figure 7.3 shows the overall configuration of the DAP. DAP can be 
programmed in assembly language (APAL) or DAP-Fortran which utilises 
the parallel processing pcwer available.
N E S W row highway
ALU
in
carry to neighbours 
put
column highway
neighbours mcu
adder
multiplexer
multiplexer
4K x 1
store
Figure 7.2 DAP processing element
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The architecture supports several data and storage manipulation 
modes. For a machine with 32x32 PEs with 4K bits of store, data can 
be stored :
i) in bit-serial mode: Each PE can have a word (upto 4K bits)
stored in its memory and a bit serial operation on 8 bit data 
would take 8 machine cycles (with 1024 bit operations in 
parallel). This mode has the important advantage of only 
performing the number of operations required ie n operations 
on an n bit number, whereas a classical von Neumann machine 
with an m-bit processor always operates on m bits 
irrespective of the data word length.
ii) in vector mode: A word is stored across the PEs and 32 bit
words are operated on 32 at a time.
iii)in matrix mode: each PE stores a one bit word (such as a
binary image) and all 1024 words are operated on in parallel 
in a single cycle.
These modes allcw the DAP to be programmed to perform efficiently on 
many data types.
The first DAP produced in 1974 had an array of 32x32 PEs. 
Production machines delivered in 1980 had 64x64 PEs, each with 4K bits 
of memory, and were integrated into ICL 2900 series mainframes. 
Miniaturised versions, mil-DAP, were delivered in 1986 with 32x32 PEs. 
They can be hosted by a Perq for program development or can operate as 
stand-alone machines. A VLSI version, VDAP, is currently under 
development.
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Table 7.1 shews the performance of mil-DAP executing typical lew 
level image processing algorithms on 256 x 256 pixel images.
Function Time
3x3 Convolution 8 bits 12 ms
3x3 Sobel 8 bits o • CD ms
3x3 Median filter 8 bits 45 ms
Histogram 8 bits 16 ms
Normalise 8 bits 2 ms
max, min, scale
Frame-Frame difference 220 us
Shrink, grow ( 1 iteration) 7 us
Table 7.1 mil-DAP image processing performance.
7.4.2 Other Array processors.
Other examples of SIMD array processors include :
i) CLIP4 (Cellular Logic Image Processor) designed by Duff [7.10], 
as the name implies, for image processing. The system is a caimercial 
product intended primarily for industrial applications and consists of 
96 x 96 PEs, 8-connected, implemented in LSI technology.
ii) MPP (Massively Parallel Processor) designed by NASA to process 
LANDSAT satellite data. The system has been re-designed by Goodyear 
Aerospace (Batcher [7.11]) to contain 16384 PEs in a 128 x 128 matrix.
iii) GRID (GEC Rectangular and Image Data) [7.12] is currently 
under development and intended to have 64 x 64 PEs, 8-connected, 
implemented in VLSI technology.
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iv) GAPP (Geometric Arithmetic Parallel Processor), manufactured by 
NCR [7.13], was originally designed for systolic arrays, and contains 
72 PEs each with 128 bits of memory per chip. The PEs are very 
simple, lacking many of the advanced features (eg activity control) 
that other systems provide.
v) The Connection Machine designed by Hillis [7.14] at MIT is an 
array processor with an additional novel feature - a routing network. 
The basic 1 bit PEs are grouped into 4 x 4  clusters with each cluster 
having a programmable routing circuit. Local neighbourhood 
connections are the same as in the above array processors but long- 
range connections are through the routing network. It is envisaged 
that the clusters will be configured as an N-dimensianal hypercube, 
initially a 12-D hypercube with 4096 clusters, and data will be routed 
using a message switching protocol in the router which is resposible 
for routing messages between chips and delivering them to the 
destination specified by the address. The nearest neighbour 
connections will be optimum for low level operations and it is 
anticipated (but not yet demonstrated) that the routing networks will 
facilitate high level operations. A high level language, GriLisp, has 
been developed to support the parallel operations of the connection 
machine. The performance of the router is dependant on the number and 
pattern of the messages and it will be interesting to see if the added 
complexity gives increased performance.
SIMD architectures are typified by many sinple PEs connected in a 
regular 2-D lattice and their suitability for low level image 
processing has been demonstrated. With the exception of GAPP, the 
minimum configuration is 32x32 PEs costing upwards of £100,000 which 
makes them too expensive for embedded systems. The GAPP chip is cheap
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but lacks flexibility. For high level processing, more powerful PEs 
are required.
7.5 MIMD Machines
A MIMD machine is characterised by a set of independent 
processors, executing different programs and cannunicating with each 
other. The processors invariably have some local memory but also have 
either i) access to common shared memory or ii) access to each others 
memory as shown in figure 7.4. The interconnection network may be 
fixed or switched.
In a survey of MIMD machines in the USA, Hockney [7.14] 
identifies 22 proposed or existing MIMD computers, only a few of which 
have been designed for, or applied to, image processing :
i) ZMOB [7.15] [7.16] consists of 256 identical processors and a 
VAX 11/780 host. Each processor consists of a Z80 microprocessor with 
64K bytes of local memory and a 32 bit floating point arithmetic unit. 
Gonnectian between processors is via a single ring bus 16 bits wide. 
The communication speed is a serious limitation in this design being 
at least an order of magnitude slower than memory access and the 
machine is now being used for logic programming.
ii) CAPITAN [7.17] and DIPOD [7.18] are bus based machines with 
a relatively small number of carpi ex processors (DIPOD 4, CAPITAN <
10). Dipod has a ring bus and 68000 processors interfaced to the bus 
via AMD bit-slice processors. CAPITAN is very similar but is 
constructed with several ring busses. Both are limited by the bus 
bandwidth.
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iii) PASM [7.19], designed at Purdue University, has processing 
elements connected via a switching network to give either a 
generalised cube or a set of independant SIMD processors. The 
proposed prototype will have 16 PEs (32 bit Motorola 68000), 4 
microcontrollers and 4 switch units.
iv) Transputer based machines. The Inmos transputer and its 
programming language occam have been designed to overcome the problems 
in programming and synchronising multiprocessors. The transputer is 
a VLSI processor implemented in 1.75 u CMOS technology. The 
communications strategy with 4 serial channels allows the possibility 
of wafer scale integration when process yield and fault tolerant 
techniques are more advanced; an obvious comment as the Inmos logo is 
a wafer of transputers. Since its introduction in 1985 there has been 
a large amount of research into transputer based systems. The 
transputer appears to offer cost-effective solutions to a wide range 
of applications and is discussed in more detail in the next chapter.
The MIMD processors offer the promise of highly flexible 
architectures but are notoriously difficult to program efficiently and 
are often used in a psuedo SIMD mode (SPrMD, single program multiple 
data) where all processors execute the the same program.
7.6 More on architectures
Although Flynns classification is useful, it is not exhaustive. 
Systolic architectures, mentioned in section 7.2, are special purpose 
architectures consisting of simple processors or cells locally and 
regularly inter-connected. Data streams flow through these cells in 
such a way that they interact at each connection. They embody both 
pipeline and true parallelism concepts. Again, an analogy with
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biology where the word systole describes the heart contraction rhythm 
to pump blood. Systolic arrays pump data to give a regular data flow 
in the network. They have the same disadvantage as pipeline 
processors in that they have to be clocked at the speed of the slowest 
PE. A closely related structure, a Wavefront Processor, has the same 
connectivity as a systolic array but is a data flew driven machine and 
therefore does not require a synchronous clock. A wavefront processor 
has been implemented with transputers by Harp and compared with 
systolic arrays by Brocmhead [7.20].
The classification scheme was conceived to describe control-flow 
operations but new architectures are being developed based on :
i) Data-Flow or Data-Driven models where the process control is 
driven by the availability of data to the processor.
ii) Demand Driven architectures where the process control is driven 
by the process to be performed.
Both seem promising for IKBS applications but in their current state 
of development tend to be very large machines eg the A Ivey Flagship.
Hi 11 is [7.13] in his book on the connection machine raises three 
issues in designing parallel machines :
i) general versus fixed ccmnunications
ii) fine versus coarse granularity
iii) MIMD versus SIMD machines.
Low level image processing algorithms conveniently map on to fixed 
networks of processors connected in regular square or rectangular 
arrays but there may be problems in transferring data to the 
processors in the centre of the array. Higher level operations may be 
more effiently implemented on tree or pyramid structures. 
Reconfigurable networks would appear to have advantages for inputting
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and outputting data and are capable of efficient execution an a wider 
range of algorithms. MIMD processors with flexible interconnections 
appear to have advantages over the fixed topology of SIMD array 
processors.
Important characteristics of a parallel machine are the size and 
number of processors and the communications bandwidth between them. 
Machines with tens or hundreds of relatively large processors are 
coarse grained whereas machines with a thousand or more small and 
simpler processors are classed as fine grained. Fine grained 
processors are potentially faster because the larger number of 
processors allows a higher degree of parallelism and because smaller 
processors need to tranfer less data. The degree of parallelism that 
can be utilised is very much dependent on the algorithm. An image of 
1000 x 1000 pixels would map easily onto a million processor machine 
but this size machine is currently beyond the state-of-the art. 
Compromises have to be made and it is not obvious whether coarse 
grained or fine grained machines are applicable to the widest range of 
algorithms or indeed which is better for image processing.
The main issue in choosing between SIMD or MIMD architectures is 
programmability. The programming language Occam appears to solve the 
difficulties in programming and controlling MIMD machines and, given 
that a MIMD machine can execute in a SIMD mode, but not vice versa, 
MIMD machines are worthy of further consideration. It is interesting 
to note that the more advanced biological nervous systems have evolved 
into richly connected MIMD processors with a degree of 
reconfigurability.
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CHAPTER 8
TRANSPUTER BASED ARCHITECTURES
The Inmos transputer and its prograirming language occam present 
new possibilities in designing and programming highly concurrent 
processors. The work described here and in chapter 9 is intended to 
evaluate the transputer/occam combination for image processing.
8.1 Introduction
As outlined in the previous chapter, MIMD machines have 
a potentially wider range of applications than SIMD because SIMD 
operation is a subset of the MIMD mode. Until the advent of the 
transputer, MIMD machines were limited to a relatively small number of 
processors by the difficulties in programming and synchronising such 
machines. The combination of the transputer and occam, which 
explicitly controls concurrency, was designed to overcome these 
limitations. Additionally, the architecture and communication 
facilities of the transputer were aimed at efficient exploitation of 
VLSI technology.
There is a high expectation that networks of transputers will 
facilitate solutions to a wide range of problems using a standard 
hardware node. Current market forces are keeping the purchase price 
of the transputer high but the price is predicted to fall rapidly
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enabling cost effective machines to be realised in the not too distant 
future. It is not surprising then that there is wide interest in 
occam and the transputer, illustrated by the fact that the Occam User 
Group has grown from 19 members in 1983 to over 1000 in 1986.
The transputer is designed for the efficient implementation of 
occam programs (and incidentally, later versions of the transputer are 
actually designed in occam) and it is appropriate to begin with a 
description of occam.
8.2 Occam
The occam programming language [8.1] [8.2] is derived from Hoares 
model of Cfcrnriunicating Sequential Processes [8.3] and is designed in 
conjunction with the transputer to allow systems consisting of many 
inter-connected processors to be designed and programmed. Occam 
defines the operations in terms of a set of concurrent processes using 
locally defined variables which can communicate via channels.
Channels provide the only method of communication between 
processes. A handshake protocol synchronises communication with data 
transfers only occurring when both the inputting and outputting 
processes are ready. Thus all concurrent processes can run 
synchronously and order is imposed by channel cannunications. This 
communication strategy eliminates the need for shared variables or 
common data and lends itself to an efficient implementation.
The name occam comes from the 14th century philosopher, William 
of Occam who coined the phrase "entities should not be multiplied 
beyond neccessity" which, loosely translated, means "keep things 
simple". The language was designed therefore with simplicity and
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elegance as major goals and is based on five primitive processes : 
assignment eg c := d to assign the expression d to variable c
Input eg chi ? x to input the value x to channel chi
Output eg ch2 ! y to output expression x on channel ch2
SKIP to perform a no-operation
STOP to stop a processes
The primitive processes can be combined into larger processes by 
constructors which specify whether the process are to run sequentially 
or concurrently. The most important constructors are: SEQ to indicate
that processes shall execute sequentially as inconventional 
languages but in occam this has to be stated explicitly; PAR to 
indicate parallel execution of the processes in the succeeding block; 
and ALT to run just one of a set of processes, the particular one 
being determined by channel input. Examples are :
i) to implement processes sequentially
SEQ
a := 2*b
c ! a —  to calculate a then send down channel c
ii) to perform an assignment, input data from channel cl and output
data on channel c2, all in parallel
PAR 
x := n 
cl ? a 
c2 ! b
iii) to assign the value of a to c if input occurs on channel chi
first, if input occurs on ch2 first then c is assigned the value of b
ALT
chi ? a 
c := a 
ch2 ? b 
c := b
The indentations are significant and indicate process structure 
similar to the BEGIN and END commands in other block structured 
languages. Other contractors include the IF statement and replicators
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WHILE and FDR as in conventional languages. As an example, an occam 
program for an n stage first-in, first-out (FIFO) register with each 
stage computing the square of its input can be written as shewn below:
cO cl cn
—  n stage FIFO
CHAN c[n+l] —  to define an array of channels
PAR i = [0 FDR n] —  set each stage executing in parallel
WHILE TRUE —  run continuously
VAR x : —  declare variable x
SEQ —  input data before outputting
c[i] ? x 
c[i+l] ! x*x :
The latest version of the language, occam2, supports data typing 
for integer, byte and real numbers and has facilities for operations 
on multi-dimensional arrays. Channel protocols will eventually be 
included in occam2. Facilities for embedding procedures written in 
Pascal, C, and Fortran into an occam communication harness will also 
be included.
Because of its simplicity, occam lends itself to transformation 
rules and formal proofs [8.4]. The transformation rules allow an 
occam program to be transformed using algebraic rules into a form 
suitable for mathematical analysis. The programs can then be formally 
proved to be error free using mathematical techniques. The latest 
version of the transputer, the T800, was designed in occam and its 
instruction set was proved to be correct before it was committed to 
fabrication.
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A language alone is not enough to implement complex systems. For 
transputer implementations, occam is combined with software tools into 
a Transputer Development System (TDS) running on a host computer. The 
TDS has a compiler to convert from occam to transputer machine code, a 
powerful folding editor, a filing system and tools to extract 
processes for each processor in the target system. A configuration 
utility combines code packets for each processor with system loaders, 
and routing information, into a file which can be loaded into the 
target system for execution. The TDS is supported on several host 
computers including the DEC VAX family and the 68000 based Stride. 
The preferred host is a transputer interfaced to an IBM PC where the 
transputer runs the compiler, and editor etc and the IBM acts simply 
as a keyboard, screen and file handler.
Occam allows several processes to reside on one physical 
processor; hence software channels may or may not correspond to 
physical connections between processes. From the programmers aspect, 
occam is designed to run in the same logical fashion on a single 
processor as an several. Thus occam programs are developed under TDS 
running on a host. After algorithm verification on the host, 
processes are manually allocated to processors and native transputer 
code is generated, configured and down loaded from the host to the 
target system where the program is executed.
There is a problem in this "develop on host, run on target" 
approach in that peripherals (eg frame stores), and their associated 
I/O handling routines on the target array, cannot be verified with 
programs running on the host. The final verification must therefore 
be performed on the target array which can cause difficulties in 
debugging faulty programs as discussed further in chapter 9.
104
8.3 The transputer
The transputer is a computer on a chip (Barron et al [8.5]) 
designed to provide a direct imp 1 ementation of the process model of 
computing as exemplified by occam and in fact the transputer 
architecture is optimised to execute occam. The essential 
characteristics of the transputer are a cpu, memory and communication 
channels (or links), with the cpu and links having the capability of 
operating concurrently.
The T414 transputer [8.6], illustrated in figure 8.1, has a 32 
bit processor capable of 10 MIPs operation with a reduced intruction 
set architecture (RISC). Such an architecture has the advantages of 
being simple and compact, allowing a high silicon packing density, 
and executing the most commonly used instructions at very high speed. 
Current versions of the transputer have 2 Kbytes of 50 ns static RAM 
which can be extended to 4 Gbytes off-chip.
Four links are provided, each operating independently, to give 
memory to memory message or block transfers between transputers. Each 
link implements two occam channels, one for input and one for output. 
Data is transmitted bit-serial ly as a sequence of bytes with each byte 
being acknowledged by the receiver before the next is transmitted. 
Link to link connections between transputers are simply a pair of 
wires. The channels have a programmable data rate of upto 20 Mbits 
per second and as each is only a single wire, a high packing density 
can be obtained. 16 transputers can be accomodated on a double euro­
sized card giving a processor with 32 Kbytes of fast memory capable of 
160 million instructions per second.
The transputer has special instructions to support concurrent 
processing. Although a single processor executes programs
sequentially it implements parallel processes by sharing its time 
between the set of processes which are currently active; the special 
instructions allow the transputer to perform process swopping very 
quickly.
The T414 is one version of a family which includes a 16 bit 
processor, a disc controller (M212) with 2 links and 2Kbytes of memory 
and the T800, a 32 bit floating point transputer with 4Kbytes of 
memory and an on-chip floating point processor, being developed in 
ESPRIT project P1085.
Since a program consists of a set of processes it can be mapped 
onto a system of transputers in a variety of ways. For example, an 
occam program may be executed by a large network of transputers to 
obtain maximum throughput or by a small number, or even a single 
transputer, to reduce cost or size.
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Figure 8.1 Transputer schematic and photograph
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8.4 Transputer networks
The 4 links on the transputer allow several interconection 
topologies to be implemented as shown in figure 8.2. Many existing 
algorithms can be mapped onto a pipeline or series of pipelines and as 
programmers are familiar with this concept it is a frequently used 
network. An n stage pipeline has 2n free (or unused) links and 
therefore does not make optimum use of the transputer communication 
facilities and all the disadvantages of MISD machines apply. Trees 
are suitable for hierarchical processes such as data reduction with 
data being passed up the tree, or sorting with data being passed down 
the tree.
A two dimensional array Is suitable for array structured data, 
such as images or matrices, and is applicable to low level image 
processing. The 2-D array topology is the same as is used in the SIMD 
array processors, fully utilising the four transputer links, and 
mapping techniques developed for SIMD machines apply. Pipelines and 
tree structures can be mapped onto such an array. There are two 
potential problems with large 2-D arrays in transferring data into and 
out of the array and in irregular ccnmunicatians. As an example, if 
the processor at the top left comer is required to communicate with 
the processor at the bottom right at the same time as the top right is 
communicating with the bottom left then data or messages all get 
routed through the centre processors causing a bottleneck. A node of 
totally connected transputers overcomes this problem but the maximum 
node size is five transputers. Data I/O is limited by the ratio of 
links connecting to the outside world to the number of internal 
connections. For a square array of processors of side n the number of
o
processors is n with 4n links connected externally and 2n(n-l) links 
connected internally; as the size of the array^ , n, increases the
overheads in transferring data to the centre increase by a ratio of
n; (n^-n)/2.
To overcome the problems inherent in fixed networks and to 
provide maximum flexibility a reconfigurable array, as is being 
developed in ESPRIT project P1085, can be used.
8.5 Reconfigurable Networks
It was noted in chapter 7 that the granularity and hence the 
ratio of ccrrniunication time to computation time are important issues 
in concurrent processors. The use of reconfigurable networks allows 
the communication time to be reduced by reducing the number of 
intermediate processors that messages or data have to be transferred 
through. A reconfigurable network can be used for many applications 
and this is particularly useful for large multi-processor development 
systems. A further benefit of switched networks is ease of 
programming as the systems developer has the freedom to map his 
algorithms in an optimum way making it easier to conceptualise the 
software. Reconfiguration gives some degree of fault tolerance as 
faulty processors can be by-passed or switched out of the network.
If the configuration is implemented by a software controlled 
switch the topology can be changed statical ly, quasi-statical ly or 
dynamically. In static switching, the topology is set before programs 
are loaded and the application is run with that switch setting. The 
network configuration may be extracted by the TDS configuration 
utility. Quasi-static switching is used when all processors can be 
synchronised at predetermined points in the program; at the 
synchronisation points, all ccnrnunications cease and all processors 
wait for the links connections to be changed. Once the connections 
have been switched then computation resumes. This is particularly
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applicable to image processing where the network may be configured to 
allow images to be input at the maximum data rates, for example 
configured into a pipeline which has maximum 'surface area'. When the 
data has been fed into the system it can be reconfigured into a two 
dimensional array for low level operations which can be executed in a 
SPrMD mode. When all low level functions have been computed by all 
processors the array can be reconfigured into a tree, for example, for 
high level MIMD processing. In a dynamic switching mode, any 
connection between any two processors can be changed at any time 
provided that there is no ccnmunication on that connection. Dynamic 
switching allows new programming methods to be used (for dynamic load 
balancing for example) and transputer networks, which are control flow 
machines, can be used as data driven, data flow or as reduction 
machines.
There will be overheads and inefficiences to be overcome with 
dynamic switching. For example let us take a processor, A, farming 
data to two processors, B and C through one link via a switch with the 
switch being controlled by processor D.
switch
Figure 8.3 Dynamic switching
At some instant A will be connected to B sending data. If C becomes 
idle and requires more data then processor D needs to switch the link
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from A-B to A-C. Processor C has to signal D that it requires data. 
D has to signal A and B that the link is going to be changed and then 
wait until A and B stop communicating. D then changes the link and 
signals A and C that the new connection is made and that they may 
commence communication. If switching is frequent then D will have a 
heavy work load and may prove to be a bottleneck in the system.
If the computation time is very much greater than the 
ccnrnunication time then the communications overhead may be negligible 
and the configuration is irrelevant, ie it doesn't matter which 
topology is used, and reconfiguration is not neccessary. 
Nevertheless, a switchable network aids programme development and 
debugging and gives seme degree of fault tolerance.
8.6 Efficiency of Transputer Networks
In an ideal world, a system designer would be able to take an 
algorithm that executes in t seconds on one processor and transfer it 
to a network of n processors and run it in t/n seconds or less. This 
ideal of 100% efficiency is difficult (but not impossible ) to 
achieve because communications between processors will take a finite 
time in addition to the calculation time. In this case the efficiency 
E is:
time on 1 processor
E = -------------------;-----------.
n * (time on n processors)
and we can use the measure of efficiency to design and compare
algorithms and network topologies. In the context of concurrent
* Ward [8.1] attained 137% efficiency simulating a Fast Fourier 
Transform an an array of transputers. In the single processor case, 
coefficients and data are obtained in the correct sequence by 
computing array indices. When mapped onto an array, the data and 
coefficients are connected by hard channels eliminating the index 
computation stage.
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systems, time has two components; the time tcalc doing useful work and 
the communication time, tCCfTrn , therefore
c^alc
E = --- ---------------
4» .1.ucalc ucamm
In the transputer there is a set 15) time to initiate data transfer and 
an actual communication time
Tccmm = ^setup + ^ccmm 
Once communication has been initiated, transputers allow ccmnunication
on links to be overlapped with calculation time and the efficiency
becomes:
^calc
E = ----------------------- -----
^setup + max ^calc' ^overlap )
We therefore need to minimise the setup time and, assuming tcalc is 
greater than tQverlap, have communications occurring in parallel with 
computation. The setup time for a block of data is, in general, 
independant of the number of words in the block and we aim to make the 
block length as large as possible subject to the contraint that for a 
section of computation tcalc > tQ^^.
The normal method of distributing algorithms to processors is on 
an ad hoc, try it and see, basis. In the first steps to developing a 
methodology, workers at Southampton University use the terminology of 
geometric and algorithmic distributions. The geometric mapping 
exploits the regularity of the data structure to assign blocks of data 
to processors and the methods we have used in chapter 9 come under 
this category. We split the picture into subimages and allocate a 
subimage to each processor. An algorithmic distribution allocates a 
processing step to a processor ref lecting the algorithmic structure 
and the network is usually a series of pipelines.
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Pritchard [8.7] has made efficiency measurements using an 
algorithm for the solution of partial differential equations with data 
in a 40x40 array and obtains the following figures :
No. of Processor Type Execution Time Efficiency
Processors
1 Stride (68000 based) 2.57 s
1 Transputer (T414-G15) 0.143 s 100%
4 Geometric Mapped T414 0.037 s 96%
4 Algorithmic Map T414 0.064 s 56%
Geometric mappings give high efficiency and are easy to code. 
Algorithmic distributions may have advantages for irregular data 
structures but need very careful load balancing and it can be very 
easy to get it very wrong. It is interesting to note that the 
transputer is a factor of 18 times faster than a M68000 based 
computer.
It is difficult to measure the efficiency of image processing 
algorithms as the large data sizes often preclude execution on a 
single processor but the mapping techniques give some guidance. For 
large problems that combine both low and high level processing a 
combination of algorithmic and geometric distributions will be 
neccessary.
8.7 ESPRIT Project P1085
Computers with very large numbers of transputers, possibly 1000, 
have been proposed as a way of implementing very large supercomputers 
for the large scale problems in science and engineering and costing an 
order of magnitude less than the current supercomputers such as the 
Cray and Cyber machines. An Anglo-French collaborative project has 
been initiated with these goals. ESPRIT project 1085, (of which the
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author is project manager) "The development and Application of a Low 
Cost, High performance Multiprocessor machine" [8.8], has the 
objective of producing a multi-transputer machine with supporting 
software and a range of applications to demonstrate its performance. 
The 3 year, 100 man-year project commenced in December 1985 with a 
total budget of approximately £8M.
The project has three major components; hardware, software and 
applications.
8.7.1 Hardware
The machine architecture is modular based on reconfigurable nodes 
of transputers with the configuration being through software 
controlled switches as shewn schematically in figure 8.4.
The basic node, known as a Supemode, consists of 16 core (or 
worker) transputers with all their links connected through a software 
controlled switch. The switch, two VLSI integrated circuits being 
developed by NEC for RSRE, is in the form of a 72x72 crossbar circuit 
and allows the transputers within the node to be configured in any 
topology and allows any of the links to be switched to external 
connections. The switch is controlled by an additional transputer, 
the Control transputer, which also has its links connected through the 
switch. The control transputer has a small bus (13 bits) connected to 
all other transputers within the node for debugging and 
synchronisation and this bus provides harware support for static, 
quasi-static and dynamic switching.
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* = Transputer or Supemode 
M = M212 Disc control transputer 
C = Control transputer
Figure 8.4 Supemode architecture
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The architecture is hierarchical and the components shown as core 
transputers in figure 8.3 can equally well be supemodes with the 
switch now permitting total configuration between nodes. The non- 
blocking rearrangeab 1 e switch allows any topology over whole machine 
and therefore the progranmer does not have to be constrained or even 
to consider the node structure although he may find it convenient to 
do so to aid programming; the node structure is simply a convenient 
hardware module.
The core processors will be the T800 floating point transputers 
being developed in this project by Inmos. The T800 is capable of 32 
bit and 64 bit floating point operations performed by an on-chip 
floating point unit (fpu) with its own microcode control. The fpu can 
execute floating point operations in parallel with integer operations 
in the T4 cpu. Simulation gives the following performance estimates :
Floating point 
Operation
Single Length 
32 bit
Double Length 
64 bit
Add 350 ns 350 ns
Subtract 350 ns 350 ns
Multiply 850 ns 1600 ns
Divide 950 ns 1700 ns
The T800 is pin compatible with the T414, and programs written for the 
T414 will execute on the T800 after reccmpi 1 atian.
The performance goal is a computation rate of of 8 MFLOPs per 
node and progress so far indicates that this will be attained. The 
hierarchical structure allows a single node to be used as a powerful 
workstation with 100 times the computing power of an IBM PC, or nodes 
may be connected together to provide supercomputer performance. Four
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machines are being constructed each with 16 nodes (300 transputers).
A machine with this power can consume a vast amount of data and 
hardware is being developed for fast input and output of data. Data 
will be transferred through a "Fast I/O Node" which, like other nodes 
contains a switch network and 16 transputers. Data from a TV camera 
or radar is fed directly into the transputer memory, reordered by the 
transputers and routed to the processing nodes via the switch to give 
a flexible data path into the machine.
8.7.2 Software
Software for the supemode is based on a three layer model. 
Layer 1 is the baseline software and includes occam-2 and a modified 
TDS. The basic modules are a system environment package which 
maintains a small data base of system components (eg number and type 
of transputers, number of nodes, memory) and an interface between the 
supemode and the host. There are modules for controlling the switch, 
hardware checking, I/O handlers, error handlers and debugging.
The layer 2 software is the higher level support and includes 
full hardware diagnostics and operating system. The operating system 
will, if the research proves successful, extract communications graphs 
from an occam program, extract switch settings from the graphs, 
configure the machine topology and control down loading. Research 
topics in layer 2 include automatic allocation of processes to 
processors and the control of process migration. An advanced 
communication kernel will allow the programmer the freedom to use as 
many links per processor as he requires with links greater than four 
being mapped on to soft channels using a message switching protocol.
The layer 3 software is the high level programming stage and 
includes compilers for parallel Prolog and Fortran.
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8.7.3 Applications
Applications range from digital signal processing where large 
amounts of data have to be operated on in real time to scientific 
applications requiring large numbers of complex operations. Other 
applications include CAD for VLSI design, computer aided manufacture 
(CAM) applied to the control of a steel rolling mill, and image 
synthesis. An image processing application is investigating the 
machine interpretation of hand drawn logic diagrams and scene 
understanding.
A summary of P1085 is given in appendix 5 listing the partners 
and their responsibilities.
8.8 Summary
Transputer based architectures are applicable to a wide range of 
applications and enable high performance machines to be implemented at 
a relatively lew cost. Flexibility and high efficiency, approaching 
100%, are attractive features.
Products based on transputers are now in commercial production. 
The Floating Point Systems T-series computer has up to 64 transputers, 
each with a Weitek floating point co-processor, connected in a fixed 
hypercube network. Meiko are marketting a system with up to 128 
transputers with the topology determined by cable connections as in 
our emulator system described in the next chapter. There are several 
major research projects under way: Esprit project 967 (Padmavatti) 
which will have 64 or 128 transputers with shared memory connected via 
a delta switching network for expert systems research using LISP; 
Alvey Parsifal to provide a parallel simulation facility using 64 or
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128 transputers with half the links configured in a fixed pipeline and 
half the links switched.
Since the launch in October 1985 the price of the transputer has 
fallen by 46% (Electonics Times, 6 November 1986) and many more 
transputer based products and applications are expected to be 
announced.
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CHAPTER 9
IMAGE PROCESSING CN TRANSPUTER ARRAYS
9.1 Introduction
This chapter gives an account of the authors research on 
implementing image processing algorithms in occam on arrays of 
transputers. Algorithms were implemented and assessed initially on 
transputer emulators with encouraging results. This early work was 
followed by performance measurements on arrays of real transputers 
processing real data.
9.2 Transputer Emulation
In order to commence evaluation before before transputers became 
available, transputer emulators have been designed in collaboration 
with Inmos and constructed at RSRE [9.1]. Each emulator consists of a 
circuit board containing an 8 MHz Intel 8086 processor with 
transputer-like communication channels. Five bidirectional ports are 
implemented: four ports operate synchronously (i.e. handshaking) at 
200 Kbaud with system software to ensure that the channel facilities
behave as they will for the transputer itself. A fifth channel is
programmed to operate as an asynchronous RS232 link to enable programs 
to be loaded and for interfacing to terminals etc. Each board has 8 
Kbytes of RAM for program and data storage and 8 Kbytes of ROM for
121
bootstrap loader, monitor and software to control the five I/O ports. 
Additionally, each emulator has a timer chip so that occam timing 
facilities can be implemented in hardware. An important feature is an 
LED indicator mapped into memory space. The emulator system contains 
25 such boards plus two additional boards which have been modified 
specifically for image processing. The two modified boards have an 
additional 64Kbyte of fast dynamic RAM, fabricated on a thick film 
hybrid circuit, which is dual ported between the 8086 processor and 
an output processor. The output processor consists of addressing 
circuits, a digital-to-ana log converter and television pulse 
generation and synchronising circuits, which enable data stored in the 
extra memory to be displayed an a TV monitor. The user determines the 
interconnection topology of the array by the cables linking the 
emulator boards.
Image data is input to the array from either a General Electric 
CID camera interfaced to a commercial frame store, or from a Hewlett 
Packard 9836 computer with the Alabama data base stored on a hard 
disk. The digitised images are transferred from either the frame 
store or Hewlet Packard to a modified emulator board via an RS232 
link.
The emulator system obeys the occam model model of computing. It 
has not been found neccessary to use 8086 assembly language and the 
entire system is programmed in occam. The system is hosted by a 
Sirius computer running under the UCSD p-sytem operating system. 
Programs are developed and verified on the Sirius using an Inmos 
supplied occam development system. After verification, the programs 
are edited to configure the communication paths for the emulator 
system, native 8086 code is generated and then down loaded to the
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array for execution.
The ratio of cpu execution time to I/O time is similar to that of 
the transputer with both operations executing at approximately one 
twentieth of transputer speeds. Photographs of an emulator board and 
an array of 25 emulators are shown in figures 9.1 and 9.2.
The transputer operates at maximum processing speed when both 
data and program are stored in on-chip memory. Our basic philosophy 
has therefore been to engineer algorithms to make optimum use of on- 
chip memory and to avoid using external memory. This is unrealistic 
with current T4 series devices with only 2 Kbytes of internal memory 
but we are premised the T800 with 4 Kbytes of on-chip memory in early 
1987. After coding several algorithms we estimate that a useful 
amount of program can be stored in 2 Kbytes of memory leaving 2 Kbytes 
for data. For larger programs, we suggest storing the code on one 
transputer with a large external memory and then transferring the code 
over links to the processor requiring it for execution This method 
is expected to offer the highest processing rates, as program code is 
generally smaller than image data, thus reducing communication time, 
but this has not been demonstrated as tools are not yet available in 
occam or the TDS.
In our initial work on low level image processing we partition 
an image into sub-images of 32 x 32 pixels, which are each allocated 
to one processor and stored in 1Kbyte of memory. Of the remaining 
3 Kbytes of on-chip memory 1 Kbyte is kept for working space in which 
a processed sub-image may be stored and 2 Kbytes are available for 
program storage.
An image of 256 x 256 pixels partitioned into sub-images of 32x32 
pixels requires an array of 64 transputers if all the image is to be 
processed in parallel. However algorithms have been run on an array
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Figure 9.1 Transputer emulator board.
Figure 9.2 An array of 25 emulator boards.
of 19 emulator boards connected as shown in figure 9.3, to process an 
image of 128x128 pixels. Processor PO inputs digitised images from a 
frame store and distributes them to the array. Processors PI to PI 6 
each handle one sub-image of 32x32 pixels with P17 performing global 
operations. Processor P18 accepts processed images and formats them 
for display.
I DISPLAY |
PA ) ~{P8 \ -{P12V-(P16J
( P 3 j “y O —( p 1 y - - (p i s )
(p2J *y 0 —(pio)-Y 1 >
(f>1 JI—(P5j—(P9 )-- f u
'— I FRAME STORE!—
Figure 9.3 Image processing configuration.
The image is fed to each column of processors from PO. For real 
transputers this operation will take about 5 ms. If data input is 
concurrent with processing of a previous frame, as would be the case 
with transputers, there will be an increase of approximately 4% in 
processing time due to I/O transfers stealing memory cycles. Each 
processor then copies the edges of its sub-image to adjacent 
processors to allow neighbourhood operations as shown in figure 9.4. 
Edge copying occurs in two stages; first horizontal and vertical edges 
are exchanged (solid arrows) followed by the comers (broken arrows).
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Figure 9.4 Exchange of overlaps
The amount of data to be transferred, D,is given by:
D = 2.4n. (p-l)/2 for boundaries + 4.(p-l)/2 for comers.
D = (4n+2)(p-l) words 
for a pxp operator and nxn sub-image 
and the actual storage area required is ( n + (p-l)/2 
In our case, for 32x32 subimages and 3x3 operators we store 34x34 
pixels in each processor. Because all links transfer data 
bidirectional ly and simultaneously the transfer time, t, is 
t = 2P + ( n. (p-l)/2 + (p-l)/2 )/B 
where P is the protocol time taken by the transputer to initiate 
transfer and B is the transputer link data rate.
Thus, for a 32x32 sub-image transfer time is 2P+33/B = 35 us
Again, edge exchanges may be performed concurently with processing if
the algorithm allows.
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After edge exchanges, the processors may perform independently as
determined by their position in the array or by the data being
operated on. The functions implemented initially are :
i) Convolution by a 3 x 3 matrix of weights for smoothing and edgefo, j)
detection. The original pixel intensitiesAare replaced by 
3 3 ^
g(i,j) = ^  .h(i,j).f(i,;j)
i=l j=1
where h(i,j) is the weight vector. This operation requires pixels from 
neighbouring processors.
ii) Median filtering, where each pixel is replaced by the value of 
itself and 8 nearest neighbours, used for noise reduction without edge 
degradation.
iii) Histogramming. Local histograms are computed within each 
processor. Global histograms are obtained by passing local histograms 
to the right in the array. Each processor receives a histogram from 
its left neighbour, adds it to its own local histogram and transmits 
the accumulated histogram to its right neighbour. When the 
accumulated histogram reaches the further most right processor (P17 in 
figure 9.3) global parameters are computed and transferred to all 
processors in the array which can then be used to threshold or 
contrast stretch the image.
iv) Normalisation where the algorithm adaptively stretches the 
intensities in each local area of the image. It requires that the 
intensity of each pixel is scaled by a factor S = D/M where M is 
either the local or global maximum intensity (both have been 
implemented) and D is the maximum intensity to be displayed. The 
global maximum is determined by each processor sending its local 
maximum to the rightmost processor which selects and distributes the 
global maximum.
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v) Thresholding to produce a binary image using mean and median 
values from local patches or from the global image.
vi) Binary image thinning using the Arcelli algorithm [9.1]. The 
algorithm reduces objects in a binary image to pixel wide skeletons 
which can be used for object classification. From the many techniques 
available, the method based on a 3x3 binary mask matching was selected 
as this tests the transputer on logical operations. The masks used 
were :
0 0 x 0 0 0
O i l  and x 1 x where x = don’t care
x 1 x 1 1 x
One iteration of thinning requires the application of each of the 
masks in four different orientations, ie eight matches must be 
searched for. When a match is found, then the central point is 
deleted. The thinning process is repeated until the image undergoes 
no further change. The number of iterations required is dependant on 
object size as one layer of pixels is removed on each iteration and 
different processors will therefore have different execution times.
After each of the above functions have been executed, overlaps 
are exchanged ready for the next operation.
The program is controlled by P17 and its associated terminal. 
The operator is presented with a menu from which he chooses the 
function of each column of the array. In addition to the above 
functions he can choose to input a new image from the camera, or to 
have PO generate a regular pattern with or without added noise. Each 
column of the array can perform a different algorithm, for example,
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column 1 can perform filtering, column 2 can calculate and display 
local histograms, column three can edge detect and column four can 
perform thinning. It was a sirrple task to program this MIMD form of 
operation and has demonstrated that synchronisation is easy to 
control.
9.3 Performance Estimates
Typical execution times for the above algorithms on the emulator 
array is of the order of a few seconds and is limited by bottlenecks 
at the top and bottom of the array. To input a 128x128 image takes 
approximately 250 ms over the RS232 link. Tihe image has then to be 
fed into the array sequentially. Similarly, at the top of the array, 
four transputers feed into the display processor, and, as this 
processor is an 8086, each of these four channels operates 
sequentially. The same constraints apply to communication between 
emulators where input and output is performed sequentially. Absolute 
performance measurements on the emulators canned therefore be 
directly related to transputer performance.
Implementation times for arrays of transputers have been 
estimated using the transputer instruction performance given in the
J
Inmos reference manual [8.6] assuming 20 MHz parts and are shown in 
table 9.1. The table gives predicted execution times for one image of 
256x256 pixels processed by 65 transputers using the algorithms and 
code that has been verified on the emulator array. The time shown for 
the thinning algorithm is for one iteration of the mask set. The 4.6 
ms required to input an image is additional to the figures in the 
table.
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Function Execution time 
Using 65 transputers
3x3 convolution 16 ms
3x3 median filter 48 ms
local histogram (32x32 pixels) 472 us
global histogram 3 ms
normalise with global maximum 3 ms
threshold with local mean 800 us
binary image thinning 16 ms maximum 
8 ms typical
Table 9.1 Predicted transputer performance
These predictions show that it is feasible to perform image 
processing in real time on television images. Inter-processor 
communication times are small. For example when convolving a 3x3 
matrix over 32x32 pixels: of the total time of 16 ms, multiplication 
requires 8.6 ms, array accessing requires 4.5 ms with only 35 us being 
required for the interchange of data representing overlapping regions. 
(The remaining time is used in FOR loops, parenthesis and addition).
9.4 Transputer implementations
Transputers were received in early 1986 and after experience /n 
programming a four transputer array, a 16 tranputer board was 
constructed, primarily for signal processing applications, with the 2 
Kbytes of on-chip memory being too small for general image processing.
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A simple image processor has been constructed using one 
transputer with 256K of memory organised as a 512x512 frame store with 
A/D and D/A converters on one double Eurocard, a tv camera and 
monitor. A simple program to grab one frame, perform simple 
operations such as invert and reorder data occupies 700 bytes of on- 
chip transputer memory and can operate at 5 frames per second. The 
digitised image can be fed from the board via the 4 transputer links 
to an array of transputers for further processing.
A transputer based machine containing 22 transputers was 
purchased from Meiko and has been used for algorithm evaluation. The 
Meiko machine has 20 'worker’ transputers with 4 transputers per 
board. Each transputer has 256 Kbytes of external static RAM and a 
control bus linking it to a 'master' transputer with 1 Mbyte of RAM. 
The master transputer can interrogate the bus for debugging purposes 
and has RS232 interfaces for communication with a host (a 68000 based 
Stride) and terminal. Any of the transputers can be connected to a 
transputer driving a high resolution display.
9.4.1 Low level algorithms
The low level image processing programs for the emulator system 
have been translated and run on a network of 24 transputers.
The transputers are configured as shown in figure 9.5 with the 
algorithms mapped in a hybrid algorithmic and geometric distribution. 
A 4x4 array executes in geometric mode as in the emulator system with 
each processor operating on a subimage plus an overlapping region of 
its neighbours pixels. Transputer T24 can sample and store an image 
in its 256x256 memory, contrast stretch and feed the image via its 4 
links to the columns of the array. Transputers Tl, T2, T3 and T4 
receive the processed image and format it for display and then
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Figure 9.5 Transputer Configuration for basic image processing
transfer the image to the display processor, T23. The array is hosted 
by a Stride microcomputer which down loads the compiled programs 
through a transputer on an Inmos B001 board. An additional processor, 
T22 can accept messages, such as diagnostic and timing information, 
from the array and display them on a terminal.
All the algorithms implemented on the emulator array have been
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translated to run on transputers. In addition the following functions 
have been implemented:
i) removal of isolated pixels (dot clean) by applying a logical 3x3 
operator.
ii) A logical operator to grow line segments using a 2x2 mask.
iii) Sobel operator for edge detection.
iv) Contrast stretch such that the new intensity, g'(i,j) is
g’(i,j) = 255. (g(i, j) - min)/(max-min)
The program is menu driven and various image sizes can be processed to 
enable canparative performance measurements to be made. Using T414A, 
15 Mhz, 7.5 MIPs transputers, the following execution times have been 
achieved :
Function Time (in ms) for Image of size 
128x128 256x256 512x512
3x3 Convolution 36.2 144 593
3x3 Median Filter: 
by sorting 
by histogram
280-340
490-770
1117-1364
2340-2500
4270-5038
9320-11035
Sobel Operator 52.4 203 856
Roberts Edge Detector 23.1 93 377
Threshold with Mean 
Local subimage 14.1 57 226
Threshold with median 
Local subimage 19.3 77 307
Histogram: local 
global
17
8-19
64
30-40
262
120
Thin 18.6-75.3 115-230 624-1517
Grow 7.5 24 100
Dot Clean 34.6 140 600
Contrast Stretch: local 
global
22.8
31.3
92
124
380
500
Invert image 9 37 151
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For images of 128x128 pixels, 256x256 pixels and 512x512 pixels, each 
transputer processes a sub-image of 32x32 pixels, 64x64pixels and 
128x128 pixels respectively.
The basic data operations which limit performance are input the
0
image from the frame store transputer, read and write each pixel, 
exchange overlaps, and display the image. Timings for these basic 
operations are given below :
128x128 256x256 512x512
Read and Write Image 7.9 31.8 128 ms
Input image 64.8 257 1100 ms
Overlap 1.1 2.1 5 ms
Display Image 31.6 128 500 ms
Image input and output will eventually be double-buffered to allow 
concurrent I/O and processing. Memory allocation is that variables 
and data are stored in high memory (on-chip) in the order that they 
are declared followed by code. In this implementation the image 
arrays and program code are stored in external memory. The transputer 
manual indicates that if data and code reside in on-chip memory the 
execution time is two to three times faster than if they were in 
external memory.
The performance of the T414 transputer is degraded by the way 
that occam-2 handles arithmetic operations. With the present version 
of the language, arithmetic can only be performed on 32 bit integer 
data types. The image data is stored as bytes, to reduce storage 
requirements, and has to be coerced to type INT before every operation 
and then converted back to type BYTE for storage, with a consequent 
performance penalty. This explains why the predicted performance in 
table 9.1 is better than the measured performance.
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On a 128x128 image processed by 16 transputers, the time to 
filter, edge detect and threshold is 80 ms. Scaling up from a 4x4 
array to a 8x8 array will allow a 256x256 image to be processed at the 
same speed. The use of on-chip memory will give a speed up of 2, 
giving a time of 40 ms; using 10 MIP transputers reduces this to 30 
ms. A 256x256 image requires two interlaced fields and requires a 
processing time of 40 ms and can therefore be processed in real time. 
The measured performance agrees with the predicted performance figures 
in table 9.1 and we are confident that the algorithms can be fine 
tuned to give higher performance.
9.4.2 Autocorrelation classification
The ACF classifier has been programmed in occam and run on the 
same transputer configuration as used in the previous section. 
Transputers T5 to T20 perform filtering using a 3x3 convolution 
operator followed by segmentation using the local mean as the 
threshold value. Feret boxes are calculated for each segmented patch 
and the coordinates, together with labels and the size of each of the 
segmented areas, are sent to T22 which acts as controller. Fran the 
coordinate values, targets that extend into adjacent processors can be 
identified and merged using the algorithm shown in the flow chart in 
figure 5.12. It is intended that ACF values will then be calculated 
in parallel by each transputer but at the present time the original 
Image and segmented patches are transmitted to T22 where the ACFs are 
calculated. T22 then classifies the segmented patches using simple 
linear thresholds. The image is displayed with Feret boxes 
superinposed and the colour of the Feret boxes indicate target class.
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For a 256x256 pixel image containing 3 vehicles (picture P2A on 
page 42) the following execution times have been measured :
Lew level operations
Setup time 46 ms
Overlap 1.5 ms
Filter, threshold 600 ms 
Locate targets 902 ms max
Merge Areas 1755 ms
ACF calculation, display 9620 ms
Total 13 s
70 patches were segmented of which 47 were rejected as being too 
large or too small for vehicles. Of the remaining 23 patches, all 
three vehicles are classified corectly with no clutter patches 
incorrectly classified as vehicles.
Although we are not exploiting the full parallelism available, 
the complete classification algorithm can be performed in 13 seconds.
9.5 Conclusions
The emulator array has proved a powerful tool for evaluating
parallel architectures and demonstrated that occam can be applied to
real-world problems. Two emulator systems have been sold: a 20-board
system to Plessey Electronic Systems Ltd for research into parallel
processing; and a 4-board system to Twente University, The
Netherlands, for robotics applications. It was found that the
software development environment 'naJL serious deficiencies; the p-
*
system is an interpretive operating system with the result that the 
occam compiler, extractor and configurer run extremely slowly.
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Changes to the full image processing program take typically 40 minutes 
to edit, re-carpile and down-load. It was found convenient to segment 
the software and have two host computers; one being used for editing 
whilst the other was compiling and loading. Inmos have since re­
written the TDS (in occam) to run directly on transputers enabling the 
edit-to-run cycle to be reduced to two or three minutes.
The major parts of algorithms can be checked an the host before 
downloading to the array but peripherals can be only partially checked 
as special instructions have to be incorporated in the run-time 
version of the program. The program has to be edited to drive the 
peripherals and to configure the links, possibly introducing 
programmer errors. When errors did occur, due to either programmer 
errors or hardware faults, they were extremly difficult to locate and 
rectify. For example, if a processors stops it then stops the one it 
is communicating with which then steps the next one until eventually 
the whole array deadlocks and the programmer has no indication where 
the fault originated. Debugging a stopped array is an awesome task. 
We developed two techniques to assist the programmer; one based on 
software and one using the LED indicators on each board. Programs 
are always developed in two stages. A communications harness is first 
implemented, loaded into the array and checked by passing simple 
messages (Is or Os) over all used links. Once the harness is proved 
to work then the computation code is added. The complete code is 
loaded into the array and "wake-up" routines ripple messages through 
the system flashing the LEDs to indicate that all processors are 
functioning correctly. After wake-up, the LEDs are set to a permanent 
state (ON or OFF) and they can then be used by the programmer to 
indicate the state of program execution. These techniques were found 
to be invaluable but more sophisticated tools are neccessary.
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The image processing work on transputer arrays has shown that 
hardware development is a simple task. Conventional microprocessors 
require additional memory and peripheral circuits. The transputer 
does not need "glue" chips and is therefore much easier to design into 
systems. Software is a more difficult task. The penalty for 
increased performance an parallel architectures is a longer software 
development cycle and until more sophisticated tools such as advanced 
operating systems and debuggers are available will remain so. We have 
found that a standard communication harness aids software development. 
The systems designer has to think in terms of parallel systems from 
the outset and we believe that algorithms should be developed in the 
context of parallel architectures. Algorithms developed on and for 
sequential machines need extensive redesign to make optimum use of 
parallel architectures.
The system designer needs to find cost effective solutions by 
balancing the number of processors against performance specifications 
before committing himself to building hardware. Performance measuring 
tools or simulators are neccessary to estimate performance and to 
identify potential bottlenecks. There are considerable problems in 
designing a simulator. A transputer is almost 10 times faster than a 
VAX and so to simulate a one minute run on a 1000 transputer machine, 
such as the Supemode, would require 167 hours of VAX cpu time. 
Perhaps the ideal way is to use a supemode to simulate a supemode 
which inplies that we require instrumentation tools, not simulators, 
ie we run the algorithms on a flexible machine with software 
monitoring the program execution and communication times. This 
approach is not a trivial task as vast amounts of data will be 
produced and will have to be analysed.
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The ICL Mil-DAP with 1024 processing elements has a higher 
performance for low level image processing than an array of 65 
transputers for most operations, (for example, the Sobel operator 
applied to a 256x256 image takes 8 ms on a DAP, using a finely tuned 
algorithm, compared with a predicted 30 ms on 64 transputers). 
Operations requiring many memory transfers such as Median filtering 
are better on transputers because of the fast access to on-chip 
memory. Transputers are more flexible in that cost and performance of 
harware can be optimised for a particular application. Initial work 
indicates that transputers give the system designer more freedom to 
distribute his algorithms and that transputers should be more suited 
to high level operations. The minimum cost of a DAP is of the order 
of £100,000 compared with an equivalent transputer system estimated at 
£50,000.
By implementing a range of algorithms an arrays of transputers we 
have shown that an array of 20 transputers can operate on images at 
near real time. Extrapolating from performance measurements on a 
small array we predict that an array of 65 transputers can perform 
useful image processing functions on 256x256 images at TV frame rates. 
A transputer with 4 Kbytes of on-chip memory (such as the T800) will 
not require external memory and as "glue" chips are not required, 
compact systems can be built. Inmos predict a price of £50 per 
transputer in 1987 therefore real time image processing systems could 
be built on 4 circuit boards for a few thousand pounds which is a 
fraction of the cost of any comparable system. When transputers are 
available in leadless chip carrier packages, a real time image 
processor can be constructed on a single circuit board with obvious 
military advantages.
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CHAPTER 10
CONCLUSIONS
A novel, computationally efficient tracking algorithm based on 
correlation between histograms has been proposed and subjectively 
assessed. Histogram tracking has been demonstrated to be 
approximately twice as fast as conventional area correlators and using 
a coarse/fine search pattern gives almost another factor of two 
increase in speed. The algorithms have been tested using a small 
number of targets and the advantages of superior speed and reduced 
hardware requirements merit a more detailed assessment against a wider 
variety of targets and backgrounds.
A technique of Segmentation Analysis which combines the 
detection, segmentation and feature extraction stages into one 
operation has been conceived and investigated. It is limited by the 
fact that the sub-images contain both target and background and also 
because targets may overlap into several adjacent subimages. A future 
topic of research is to iterate the position of the grid by an amount 
determined by the values of the features. Further work is suggested 
to determine and apply weighting funtions to feature values to allow 
features to be combined to give more powerful classification 
parameters.
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It has been shown that a simple measure of the shape of the 
autocorrelation functions may be used as discrimination features for 
target classification. An algorithm using parameters derived from 
autocorrelation functions has been developed and tested. It has been 
shown that it is possible to recognise vehicles from texture 
information and, because object shape information is not used, it is 
well suited to thermal imagers which may not resolve shape or edge 
details. A detailed evaluation on the Alabama data base has shown a 
success rate of 60% in classifying vehicles in noisy backgrounds which 
is adequate for some military applications. A future topic of 
research is to combine the ACF shape parameters proposed in this 
thesis with other commonly used features, for example based on shape 
information, into a multi-feature pattern recognition system. The 
initial analysis gave results comparable with much more complex 
algorithms, and indeed comparable with human performance on one 
particular data base, with the major advantages of being easily 
implemented. Preliminary trials on other databases look encouraging 
and the algorithm is being routinely used for the classification of 
roads, fields, woods and buildings in Synthetic Aperture Radar 
imaging.
The implementation of the algorithms described here naturally led 
into machine architecture research. After a feasibility study, the 
Inmos transputer was identified as a cost-effective solution to the 
problems of implementing image processing systems. A detailed 
emulation of the transputer justified this approach and a transputer 
based multi-processor machine was constructed. Both low level image 
processing operations and the autocorrelation classification algorithm 
have been written in occam and implemented, demonstrated and evaluated
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on arrays of transputers. Performance measurements of such algorithms 
indicate that image processing can be performed in real time using a 
reasonable number of transputers in compact, relatively cheap, 
hardware.
To obtain maximum performance from parallel processors the 
algorithms have to be tailored to the architecture. It is not good 
enough to simply take an existing algorithm and recode it for a 
parallel machine; the algorithm has to be adapted, and very often 
completely redesigned, for the new architecture. The system designer 
must think in terms of parallelism throughout the system evolution. 
The occam statement "PAR" should mean more than just a few lines of 
parallel code, it should also be interpreted as an instruction to the 
programmer to think PAR.
This work formed the basis of an Anglo-French collaborative 
project which is being funded by the Commission of the European 
Community tinder the Advanced Information Processing program of ESPRIT. 
The 3 year, 100 man-year project commenced in December 1985 with a 
total budget of approximately £8M. ESPRIT project P1085, "The 
Development and Application of a High Performance, Low Cost 
Multiprocessor Machine", has the objective of producing a transputer 
based computer with supporting software and a range of applications 
to demonstrate its performance. The problems identified in this 
thesis in debugging multi-processor systems is one of the research 
topics being addressed. One of the applications in P1085 is image 
processing which will extend the work described here.
142
REFERENCES
1.1 0 J Braddick/ A C Sleigh eds
"Physical and Biological Processing of Images"
Springer Verlag Sep 1982 
(Rank Prize conference to exchange information, ideas and models 
between image processing scientists, biologists and physiologists)
2.1 N J  Helbren, E Lord, D Sully 
"Simulation of Real Time Infra Red Imagery"
IEE Conf Electronic Image Processing, York, 1982
(Techniques for inserting synthetic targets into natural scenes)
2.2 K J Overton, T E Weymouth
"A Noise Reducing Processing Algorithm"
IEEE Conf Pattern Recognition and Image Processing, pp498-507, 
1979
2.3 R T Gray, D R McGaughy, R R Hart
"Median Masking Technique for the Enhancement of Digital Imagers" 
SPIE Vol 207. Application of Digital Image Processing III (1979) 
pp 142-145.
2.4 C A McNarxy, D J Skorton
"Segmentation Based Boundary extraction for Endocardial 
Definition in Cross Sectional Endocardiography"
Proc. NATO ASI "Pattern Recognition Theory and Applications" 
Reidfgl 1982.
(A classic example of a scientific approach to solving an image 
processing problem; ie identify the problem, make a hypothesis, 
test the hypothesis, implement and measure performance)
1
2.5 A Heyer, M Schildwein 
"Digital Image Enhancement"
Phillips Technical Review Vol 38 No 11/12 78/79
2.6 P M  Narenda, R C Fitch
"Real Time Adaptive Contrast Enhancement for Imaging Sensors"
SPIE vol 137 Airborne Reconnaissance III 1978 pp31-35
2.7 A Rosenfeld
"Image Pattern recognition"
Proc IEEE Vol 69 No 5 May 1981 pp 596-614
2.8 A Rosenfeld
"SURVEY Picture Processing: 1980"
Computer Graphics and Image processing 16 1981 pp 52-89
2.9 A Rosenfeld
"SURVEY Picture Processing: 1981"
Computer Graphics and Image processing 19 1982 pp 35-75
2.10 A Rosenfeld
"SURVEY Picture Processing: 1982"
Computer Graphics and Image processing 22 1983 pp 339-387 
(Presents bibliographies of references (900 in 1980, 1000 in 
1981, 1200 in 1982) under the headings of digitisation, 
compression, and approximation; filtering, enhancement 
restoration and reconstruction; hardware and software; pictorial 
pattern recognition; matching and local feature detection; 
segmentation and scene analysis; pattern, texture and shape; and 
formal models)
2
2.11 S Di Zenzo
"Advances in image segmentation"
Image and Vision Computing, vol 1, No 4, 1983 pp 196-210
2.12 R M Haralick, L G Shapiro 
"Image segmentation techniques"
Ccmput. Vision, Graphics and Image Processing vol 29 pp 100-132 
1985
2.13 S K Pal
"Fuzzy Set Theoretic Approach: A tool for speech and Image 
Recognition"
Proc NATO ASI Pattern recognition Theory and Applications.
D ReiagL 1982 pp 103-118
2.14 L A  Zadeh 
"Fuzzy Sets"
Information and control 8 1965 pp 338-353
2.15 R Inigo
"The use of Fuzzy Set Theory in Image Segmentation"
Proc SOUTHEASTOON 1981 pp 669-672
2.16 J Sklansky
"Image segmentation and Feature Extraction"
IEEE SMC-8 No 4, April 1978, pp 237-247
2.17 0 Mitchel, S Lutton
"Segmentation and Classification of Targets in FLIR Imagery"
SPIE Vol 155, 1978, pp83-90
2.18 T M Cover, P E Hart
"Nearest Neighbour Pattern Classification"
IEEE Trans. Information Theory Vol IT-13, No 1, Jan 1967
3
2.19 A Rosenfeld, A C Kak 
"Digital Picture processing"
Academic Press, 1976, pp 296-302
2.20 D J Connor, J O Limb
"Properties of Frame Difference Signals Created by Moving Images" 
IEEE Trans. Comm. Vol OCM-22, No 10 Oct 1974, pp 1564-1575
2.21 C Cafforio, F Rocca
"Tracking Moving Objects in Television Images"
Signal Processing 1. 1979, ppl33-140
2.22 J Fawcett
"A Comparision of Image Tracking Techniques using Correlation"
Proc IEEE Conf National Aerospace and Electronics 1980 pp 892-899
2.23 J J Pearson, D C Hine, S Golesman, C D Kuglin 
"Video Rate Image Correlation Processor"
SPIE Vol 119 Appl of digital Image Processing, 1977 pp 197-205
3.1 R M B Jackson
"Target Tracking Using Area Correlation"
Proc AGARD Conf Image and Data Sensor Processing for Target 
Acquisition and Recognition, 1980 pp 271=278
(Uses dedicated hardware and tracks obscured targets using 
prediction filters)
3.2, »£ 'G Tyan ? ^ v . *
V ■‘•XXXy'l tX
V * * . - *' 4
"Topics dn Applied Physics Volr 43: Two Dimensional Signal
■v^'V ^  ’ I ;v. N.' vf - / . *  *<7.m X  *..' y'*7 v.^r \ V X  X ; ' . ' y X ' y : <: , :\ ' y  *• * V ' » * V :X - ~ X 7,v41
Processing IX" Ed T S Huang, ‘Springer-Verlag 1981 pp 209-211
3.3 R Voles
"Interpolating Sanpled Cross-Correlation Surfaces of Images for 
Fine Registration"
IEE Proc F, Vol 127, 1980 pp401-404
4
4.1 M R  Teague
"Image Analysis via the General Theory of Moments"
J Opt Soc Am, Vol 70, No 8, Aug 1980 pp920-930
4.2 S A Dudani, K J Breeding, R B McGhee 
"Aircraft Identification by Moment Invariants"
IEEE Trans Computer Vol 2-26, No 1, Jan 1977 pp 39-46
4.3 M K Hu
"Visual Pattern recognition by Moment Invariants"
IRE Trans Information Theory, Feb 1962 pp 179-187
4.4 L Sevigny
"Segmentation Algorithms for Detection of Targets in IR Imagery" 
DREV Report 4180/81 Jan 1981
5.1 B I Justusson
"Topics in Applied Physics Vol 43: Two Dimensional Signal 
Processing II"
Ed T S Huang, Springer-Verlag 1981 ppl61-196
5.2 P M Narenda
"A Separable Median Filter for Image Noise Smoothing"
IEEE Trans Pattern Analysis and Machine Intelligence Vol PAM I-3 
No 1, Jan 1981 pp 20-29
5.3 A Rosenfeld, A C Kak 
"Digital Picture Processing"
Academic Press 1976, sect 9.1.2 pp 341-349
6.1 NATO Standardisation Agreement
s
"Tape Format for the tranferral of Multidimensional Data and 
Source Programs"
STANAG 4191 June 1981
5
6.2 L Sevigny, C Hvedstrup-Jensen, M Bdhner, A M Navarro, E Ostevold,
S Grinaker, J Dehne
"Discrimination and Classification of Operating Military Targets 
in Natural Scenes from Thermal Imagery"
Final Report NATO AC/243 (Panel III) RSG-9, July 1980 
(Summary of work by collaborators in RSG-9)
6.3 J Sabey
"Automatic Target Recognition from Thermal Imagery using 
Statistical Techniques"
RSRE Newsletter and Research Review 6, 1982
7.1 J Backus
"Can Progranming be Liberated from the von Neuman Style" 
Ccrmunicatian of the ACM Vol 8 1978 pp 613-641 
(Introduces the phrase 'von Neumann bottleneck’)
7.2 M F Flynn
"Seme Computer Organisations and their Effectiveness"
IEEE Trans. Oomput C-21 1972 pp 948-960
(Architecture classification using SISD, MISD, SIMD, MIMD)
7.3 S R Sternberg
"Parallel Architectures for image processing"
Proc 3rd Inti IEEE CCMPSAC, Chicago 1979, pp 712-717 
(Description of Cytoccmputer)
7.4 H T Kung, C E Leisersan 
"Systolic Arrays"
Introduction to VLSI Systems, eds C A Mead and L A Conway
Adison Wesley, 198x, sec 8.3
(A good introduction to systolic arrays)
6
7.5 R M Lougheed, D L McCubbery
"The Cytocamputer: A practical pilelined image processor"
Proc 7th Ann Inti Symposium on Computer Architectures, La Boule 
France, May 6-8, 1980, pp 271-277
7.6 S H Uhgar
"A computer orientated towards spatial patterns"
Proc IRE Oct 1958, pp 1744-1750
7.7 S H Uhgar
"Pattern detection and recognition1 
Proc IRE Oct 1959, pp 1737-1752
(Description of BAP for image processing applications)
7.8 A P Reeves
"Parallel computer architectures for image processing"
Computer Vision, Graphics and Image processing, Vol 25, Nol, Jan 
1984, pp 68-88
(Good introduction to architectures, uses Flynns classification)
7.9 S F Reddaway
"DAP - a distributed array processor"
1st Ann, Symp. on Comput. Architectures (IEEE/ACM), Florida, 
1973
7.10 M J B Duff
"CLIP4: a large scale integrated circuit array parallel
processor"
3rd Intl. Conf on Pattern recognition, 1976, pp 728-732
7.11 K E Batcher
"Design of a Massively Parallel Processor"
Proc IEEE Trans. Ccmput C-29, 1980, pp 836-840 
(Describes Goodyear MPP)
7
7.12 M M  McCabe, A P H McCabe, B Arembqpula, I N Robinson, A G Corxy 
" New Algorithms and Architectures for VLSI"
GEC Journal of Technology, vol 48, No 2 1982, pp68-75 
(Covers GRID and systolic arrays, sane predictions failed)
7.13 NCR Microelectronis 
"The GAPP Processor"
Data sheets and Application notes 1986
7.14 W D Hillis
"The Connection Machine"
MIT Press 1985
(Superb book, very readable, discusses many issues in parallel 
confuting and indicates performance measures)
7.14 R W Hockney
"MIMD Computing in the USA - 1984"
Parallel Computing 2, 1985, pp 119-136
(survey of proposed and existing MIMD. Proposes classification 
scheme where main subdivision is between Switched and networks. 
Details of 22 systems)
7.15 C Reiger
"ZMDB: Doing it in Parallel"
Proc Workshop Comp. Arch. Pattern Analysis and Image Database 
Management, 1981, pp 119-124
7.16 T Kushner, A Y Yu, A Rosenfeld 
"Image processing on ZMDB" 
ibid pp 88-95
7.17 G Gaillat
"Le Calculateur CAPITAN: 600 MIPs pour l’imagerie temps reel"
Traitment du Signal Vol 1, No 1, 1984
(developed by Matra for real time signal processing)
7.18 A CiSleigh, P K Bailey' \ \ '
v 1 * * * *■ 1 „ * ^  ,
- ^  image understanding development and implementation system"
' - Pa’^tetn Recognition Letters 6; 1987,'ppl01-106 *
7.19 H J Siegel, L J Siegel, F C Kenmerer, P J Mueller Jr, H E Smalley 
Jr, S D Smith
"PASM: A partitionable SIMD/MIMD system for image processing and 
pattern recognition"
IEEE Trans Ccmput. C-30, 1981, pp 934-947
7.20 D S Broomhead, J G Harp, J G McWhirter, K J Palmer,
J G B Roberts
"A practical comparision of the systolic and wavefront array 
processing architectures"
r
Proc. IEEE Int. Conf. on Acoustics Speech and Signal Processing,
Tanpa, Fla, Mar 1985
(Uses transputers for emulation)
8.1 C A R  Hoare
"Gormunicating Sequential Processes"
CACM 21 Vol 8 1978 pp 666-677
8.2 D May 
"Occam"
ACM Sigplan Notices 18 1983
8.3 Inmos
"Occam Programming Manual"
Prentice Hall 1984
| '^cbnical^^no^ • Oxford University, 1986
9
8.5 I M Barron, P Cavill, D May, P Wilson
"Transputer does 5 or more MIPS even when not used in parallel " 
Electronics 17 1983 pp 109-115 
(Introductory article)
8.6 Inmos
"IMS T424 transputer: Reference Manual"
Nov. 1984
r*   • - -■.*<*.-, ; ., ft'
" 8.7 ,DJ Ptitohard. . , • ^ v ‘ ■
! . . „ ». / , , ■ ,/ ' " ' V  • -r ‘ /  * '
paiTallfelism^ nsing transputer arrays"r.
: * ' -  K ' v  „  r It'r ''
{ • ?oProc.-/PARLE Gonf„« Eindoveh,. June 1987. ,
8.8 J G Harp, C R Jesshope, T Muntean, C Whitby-Strevens
"The development and Application of a High Performance, Low Cost 
Multi-processor Machind'
Proc ESPRIT Conference, Brussels 1986
9.1 J G Harp, J B G Roberts, J S Ward
"Signal Processing with Transputer Arrays (TRAPS)"
Computer Physics Communications 37 (1985) pp 77-86
9.2 C Arcelli, L Cordelia, S Levialdi 
"Parallel thinning of binary pictures"
Elect. Lett. 11, 1975, pp 148-149
10
APPENDIX 1
8085 BASED IMAGE PROCESSING HARDWARE
A microprocessor based image processor was designed and 
constructed to enable picture characteristics to be determined and to 
evaluate tracking and detection algorithms. The system is cheap and 
reasonably fast (but not real time) and has been used for interactive 
algorithm development.
A block diagram of the processor is shown in figure Al. Data 
from a television camera is captured in a digital frame store which is 
controlled by a microprocessor. The microprocessor can read data from 
the frame store and either modify the data and write it back to the 
frame store for dispaly on a TV monitor or transmit the data to a 
Hewlett Packard desk computer for further processing or plotting. The 
microprocessor can also generate synthetic pictures with known 
characteristics in the frame store and use this data for evaluating 
algorithms.
1. Frame Store
The frame store, built with commercial matrox modules, consists 
of a digitiser and memory. The digitiser permits one field of a 
standard monochrome video signal to be digitised to 6 bits (64 levels) 
and provide a stream of digital data to the store. The digitiser 
includes a phase locked loop which permits synchronisation with a TV
Al.l
camera. Continuous grabbing of consecutive fields and instantaneous 
freezing of the image is under the control of the microprocessor. The 
memory has a 256x256 pixel resolution with 6 bits grey scale. The 
memory output is fed through a digital to analogue converter and mixed 
with a sync, generator to directly drive a standard TV monitor. The 
memory modules include a phase locked loop which permits the output to 
be synchronised to a TV camera.
The frame store is controlled by several internal registers and 
flags. Data is stored as 256x256 pixels with 6 bit intensity and can 
be addressed by two 8 bit X and Y registers. Pixels can be read or 
loaded at a 350 KHz word rate. An erase/digitise command enables the 
entire display to be preset to a given value or a Yv field to be 
digitised and loaded into the store. A flag register indicates erase, 
digitise and sync blanking status.
2. Microprocessor and peripherals.
The heart of the image processor is an 8 bit Intel 8085 
microprocessor with 16 Kbytes of eraseable ROM for program storage and 
24 Kbytes of RAM for data. Of the 24 K of RAM 16 K is usually 
reserved to store one quarter of the digitised picture from the frame 
store to speed up processing or to allow successive frames to be 
compared. A custom designed interface has been built to generate 
timing and control signals for the frame store. A VDU and monitor 
program allow interactive operation and program development and 
modification.
To input data and to control program execution a keyboard/control 
unit has been built and interfaced to the 8085 through a parallel I/O 
port. A joystick driving two analogue to digital converters is
A1.2
connected to the data bus to control a cross-wire or box to enable 
interactive selection of sections of pictures.
A pseudo-random number generator using an m-sequence shift 
register has been built and interfaced to the data bus. It can be 
initialised and read under program control to add controlled amounts 
of noise to digitised pictures or to generate synthetic pictures.
A 9 track digital tape recorder enables image data to be 
transferred between the microprocessor system and main frame 
computers.
3. Calculator.
The 8085 microprocessor is suitable for controlling and 
reordering data but inefficient for numeric calculations and therefore 
a Hewlett Packard 9830 desk calculator has been interfaced to the 8085 
via a parallel I/O channel. The HP calculator has a printer, graph 
plotter and floppy disc and cassette storage. Data can be transmitted 
to the HP for detailed analysis and graph plotting using BASIC 
language programming.
4. Moving Target Platform
A rotating platform with variable speed control has been built to 
enable moving targets to be simulated. Although it is a crude system 
with unrealistic movement and background, it does allow target 
movement to be evaluated.
5. General purpose software development
Programs for the image processor were written in the language PL 
8080 [reference Al] written at RSRE. PL 8080 is a machine dependant 
language for the Intel 8080 and 8085 microprocessors in the style of 
PL 360. It allows the programmer to retain complete control over the
A1.3
store and register usage but provides the conditional, procedural and 
loop structure normally associated with a high level language. A PL 
8080 compiler, written in Algol 68R is available on the station main 
frame ICL1906 computer with all the facilities of the George operating 
system and a versatile editor.
A suit of general purpose procedures has been written to control 
the microprocessor peripherals, perform basic image processing 
operations, generate characters and symbols and control display 
formats. Examples of peripheral control procedures are :
a. Sensing of control buttons and reading and writing data to and 
from the keyboard.
b. To sense the joystick position and use it to control the
position of a crosswire or box superinposed on the display.
c. To transmit blocks of data from the frame store to the 
calculator.
d. General purpose procedures to transfer blocks of data or 
complete images between the frame store and magnetic tape.
Operations on the picture include :
e. Display of messages, numbers, crosswires, boxes.
f. Selection of small areas of a picture and expanding (or 
zooming) by factors of 2, 4 or 8.
g. Reduction of number of intensity bits by masking or shifting
to either speed up later processing or to show the effects of 
limited dynamic range.
h. Edge detection using Roberts or Sobel operators with variable
thresholding options.
Synthetic pictures with known characteristics can be generated to 
test algorithms. By setting a control parameter all combinations of 
white or fuzzy tanks on black or noisy or digitised backgrounds can be
A1.4
generated. Pseudo-randan noise can be added to digitised pictures to 
give signal to noise ratios of 0 to 36 db in 6 db steps.
Reference.
Al. F E Withers, J A McDermid 
"A users guide to PL 8080"
RSRE Memorandum No 3083
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Figure Al Image Processor Schematic
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APPENDIX II
ALABAMA DATA BASE
1. Description
The Alabama data base consists of 43 thermal images in either the 
8-14 micron or 3-5 micron bands. The data base was collected in 
February 1976 at Redstone Arsenal, Alabama, in relatively clear but 
windy weather with temperatures between 0°C and 3°C during the day and 
-7°C and -2°C at night. These images contain 40 tanks, 29 armoured 
personnel carriers (APC), 15 jeeps and one bus; a total of 85 
vehicles.
The targets are located in open fields (without occlusions) 
surrounded by wooded areas with rolling hills. Ground truth data 
supplied gives coarse location and aspect of each target. For each 
target in the data base, the area, centroid loaction, median 
background intensity (Ij-jg) and average intensity above background was 
measured by USA workers using local ly adaptive segmentation with a 
41x25 pixel background estimater method. Table Al gives these 
measured values.
Each picture consists of 355 x 420 pixels digitised to 8 bits 
(256 grey levels). Photographs of each image are shown in figure Al.
The recording format is as specified in NATO draft STANAG 4191. 
Each picture consists of three records; header 1, header 2, and 
picture data. Header 1 (128 bytes) contains information on the 
country and laboratory of origin and date of recording and gives the 
format for header 2 and the picture data. Header 2 (400 bytes) gives
AII.l
the intensity range of the picture, and approximate positions, 
apspects and types of targets. The picture data (420 blocks each of 
670 bytes) uses 2 bytes/pixel with an offset zero. The header blocks 
are printed in table A2.
Programs have been written for the 1906 computer in Algol 68 to 
convert from magnetic tape to disk file, calculate intensity 
histograms and to select 256 x 256 pixel segments with intensities 
scaled to 6 bits for displaying on the image processor.
A l l . 2
IMAGE Target Centroid 
X Y
Median
Jbg
1= Contrast Area ' Comments 
pixels;
ALA01-8 1 Tank 70 256 j 22 59.13 .73 365
ALA02-8 1 Jeep 1 j Segmented
2 APC 117 283 36 42.49
in• 565 j as one
3 Tank j : object
ALA03-8 1 Tank 231 290 10 69.76 .87 360 j
2 APC 269 289 0 61.63 1.00 232
ALA04-8 1 Jeep 102 251 26 49.61 .66 297
2 Tank 157 259 32 27.22 .46 215 i
ALA05-8 1 Tank 301 352 26 77.91 .74 ,351
ALA06-3 1 Tank 42 244 48 52.13 .64 360
2 APC 82 244 36 36.78 .50 168
3 Jeep 104 247 27 28.22 .50 41
ALA07-3 1 Tank 92 382 84 51.20 .38 ! 517
ALA08-8 1 Tank 153 285 37 71.90 .66 343
2 APC 197 285 26 57.14 .68 222
ALA09-3 1 Jeep 37 247 23 21.68 .48 ; 120
2 Tank 118 241 24 24.63 .51 ; 213
3 APC 189 239 41 17.86 .30 151
ALA10-8 1 Tank !196 246 27 55.45 .67 305
ALA11-8 1 Tank !215 275 14 69.41 .83 411
ALA12-8 1 Tank '136 302 26 63.13 .71 306
2 APC 167 302 24 56.14 .70 205
ALA13-8 1 Jeep ' 89 314 81 26.15 ! .24 124
2 APC 166 315 85 11.83 .12 82
3 Tank 182 311 78 11.88 .12 32
ALA14-8 1 Tank ! 114 311 10 38.29 .79 300
2 APC 1148 312 7 37.73 .84 230
3 Jeep !237 308 2 33.67 .94 79
ALA15-8 1 Tank :136 317 47 66.85 .58 310
ALA16-8 1 APC ;121 333 ■ 27 39.11 .57 100
2 Tank i156 342 ; 30 65.75 .68 319
ALA17-8 1 APC ;135 340 ; 9i 24.80 .23 224
2 Jeep 187 329 1 98 33.62 .33 85
3 Tank 189 344 74 37.02 .25 505
ALA18-8 1 Tank :128 280 68 52.85 .46 317
ALA19-8 1 Tank i140 239 1 28.63 .97 100
2 APC |207 231 o 26.35 1.00 143
ALA20-8 1 Tank j segmented
;i85 211 41 65.13 .62 411 as one
2 Jeep * Object
ALA21-8 1 APC 201 382 15 35.50 : .70 54 j
ALA22-8 1 Tank 105 165 : 9 49.02 . .84 303
2 APC =140 165 ! 7 42.72 : .85 183
3 Jeep 234 156 ; o 28.84 1.00 61 !
ALA23-8 1 Tank 138 311
i--------
81
\
61.83 .43 114
Table Al Measured parameters of targets in the Alabama data base
A l l . 3
IMAGE I Target
i
Centroid 
X Y
Median! 
Ibg |
1= j Contrast! Area Garments
! 1 pixels
• 1
ALA24-8 ! i Tank 87 264 22 ; 33.24 i .60 243
ALA25-3 i l Tank 75 274 45 : 52.67 ! .54 509
ALA26-8 11 Tank 140 338 40 1 66.29 .62 479ALA27-8 : l Tank 113 309 19 j 70.49 I .79 136
! 2 APC 167 312 15 j 84.33 | .94 124
ALA28-3 ! 1 Tank 104 235 47 i 59.27 .56 343
: 2 APC 148 229 35 31.39 .47 143
ALA29-3 1 Tank 169 234 59 90.49 ! .60 266
i 2 APC 202 233 38 54.23 1 .59 80
ALA30-8 : 1 Tank 114 254 37 74.88 1 .56 357
2 APC 148 256 25 61.40 i .70 280
3 Jeep 252 253 0 53.03 1.00 134
ALA31-8 ' 1 Tank 81 216 21 67.44 .70 358
2 APC 116 216 8 67.30 .89 277
3 Jeep 1 215 209 0 68.49 1.00 100
ALA32-8 1 Tank ; 67 303 70 41.45 .37 139
2 APC i 152 305 77 34.48 ! .30 104
3 Jeep ! 169 302 62 39.23 .37 57
ALA33-3 1 Bus 1 90 334 68 27.47 .28 437
\2 APC ! 168 344 ; 62 17.93 .22 127
ALA34-3 ; 1 APC ; 212 226 64 27.82 .30 193
i 2 Jeep : 260 211 41 27.99 .41 124
ALA35-3 1 Jeep j 78 182 68 15.11 .18 44
2 Tank 84 197 53 38.92 .42 344
3 APC ; 120 197 ! 45 31.16 .39 297
ALA36-3 1 Tank : 78 288 ! 44 20.31 .31 443
2 APC i 114 291 | 31 25.76 .45 322
3 Jeep ‘213 292 | 19 26.70 .56 186
ALA37-8 1 Tank j 90 332 ; 16 82.52 .83 350
2 APC ‘131 336 ! 12 33.13 .73 167
ALA38-8 1 Tank j 137 260 ■ 44 70.36 .61 342
2 APC ; 178 264 i  32 35.06 .51 171
ALA39-3 1 Tank 223 340 67 52.87 ! .44 401
2 APC 264 342 53 23.71 .30 194
ALA40-3 1 Tank 241 253 : 41 16.40 .29 181
ALA41-3 1 Tank 127 211 1 34 25.50 .42 316
2 APC 303 231 13 16.07 .53 88
ALA42-8 1 Tank 174 249 31 20.27 .40 210
2 APC Not measured due to border effects in segmenter
ALA43-8 1 Tank 141 319 f 31 15.06 .33 522
2 APC 180 314 j 28
!
12.78 ! .31 229
Table Al (continued) Measured parameters of targets 
in Alabama data base
A l l . 4
MATERIAL REDACTED AT REQUEST OF UNIVERSITY
-r'rtgi r /92
IMAGE 01 FROM ALABAMA DATA BASE-
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
★ 'k’k 'k'k’k'k
\k k
★ *
★ *
k k
* 1 *
* *
'WHERE 1=TANK,SIDE 
MINIMUM GRAY LEVEL=2?30 
MAXIMUM GRAY LEVEL=2877
PRINTED BY STRETCHING GRAY LEVELS 2730-2793 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF I M A G E  1625 HOURS
IMAGE 02 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
* *
* *
* *
★ ^ *■
*2 3 *
* *
★ k * ★ *■* *
WHERE 1=JEEP„3/4REAR 2=APC,SIDE 3=TANK,SIDE 
M I N I M U M  GRAY LEVEL=2750 
MAXIMUM GRAY LEVEL=2B97
PRINTED BY STRETCHING GRAY LEVELS 2750-2832 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1657 HOURS
IMAGE 03 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS 
******* 
k k
* *
★ *
* ★
* 12*
*r * k k k k *:
WHERE 1=TANK,3/4 FRONT 2=APC,3/4 REAR 
MINIMUM GRAY LEVEL=2 730 
MAXIMUM GRAY LEVEL=289D
PRINTED BY STRETCHING GRAY LEVELS 2730-2838 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1756 HOURS
I
I M A G E  0 4  FROM A L A BA MA D A T A  B A S E .
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
k k k k k k k
k ★
★ *
* k
* 1 *
* 2 * 
* k
k k k k k k k
WHERE 1=JEEP,SIDE 2=TANK,SIDE'■
M I N I M U M  G R A Y  LEVEL=2730 
M A X I M U M  G R A Y  LEVEL=?8?0
PRINTED EY STRETCHING'GRAY LEVELS 2730-2821 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF I M A G E  1555 HOURS
IMAGE 05 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
X X *
★ *
* *
* *
★ *
* *
★  1 *
* * * ★ * * *
W H E R E  1=TANK,3/4 FRONT 
MINIMUM GRAY LE VE L=2 61C 
MAXIMUM GRAY LEVEL=2770
PRINTED BY STRETCHING GRAY LEVELS 2610-2761 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1943 HOURS
IMAGE 06 FROM ALABAMA DATA BASE.
A 3-5 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS 
* * * x * * *
x x
* x
* *
* *
*123 *
★ ★
k k k k k k k
WHERE 1=TANK,SIDE 2=APC,SIDE 2=JEEP,SIDE 
MINIMUM GRAY LEVEL=2610 
MAXIMUM GRAY LEVEL=2770
PRINTED BY STRETCHING GRAY LEVELS 2610-2745 LINEARLY OVER THF DISPLAY RANC-E 
TIME OF DAY OF IMAGE 2105 HOURS
I MAGE 0 7  FROM A L ABAMA D A T A  B A S E .
A 3-5 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS 
* * * * * * *
* *
★ x
'X X
X  X
X  X
x 1 X
X X X  X X X X
WHERE 1=TANK,3/4 REAR 
MINIMUM GRAY LEVEL=2590 
MAXIMUM GRAY LEVEL=2750 .
PRINTED EY STRETCHING GRAY LEVELS 2590-2750 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1943 HOURS
IMAGE 0£ FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
k k
k k
k k
k k
X 12 *
X  X
X  X X  X X X X
WHERE 1=TANK,FRONT 2=APC,SIDE 
MINIMUM GRAY LEVEL=2610 
MAXIMUM GRAY LEVEL=277G
PRINTED EY STRETCHING GRAY LEVELS 2610-2762 LINEARLY OVER THE DISPLAY RANGE 
' TIME OF DAY OF IMAGE 195 4 HOURS
IMAGE 09 FROM ALABAMA DATA BASE.
A 3-5 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
* *
★ ★
k k
*1 2 3* 
x x
X X  
X  X X  X  X X  X
WHERE 1=JEEP,SIDE 2 = TANK,SID E 3=APC,SIDE 
MINIMUM GRAY LEVEL=27?0 
"MAXIMUM GRAY LEVEL=2 87C
"‘PRINTED BY STRETCHING GRAY LEVELS 2790-2870 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1646 HOURS
I MAGE 1 0  FROM ALA BA MA  D A T A  B A S E .
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS AEOUT AS FOLLOWS
k k k  k k k  k
k k
k k
k k
* 1 * 
X  X
X  X
*X X  X  X  X  X  X  f
WHERE 1=TANK„3/4 FRONT 
MINIMUM GRAY LEVEL=2 730 
MAXIMUM GRAY LEVEL=2 875
PRINTED EY STRETCHING GRAY LEVELS 2745-2E39 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1614 HOURS
IMAGE 11 FROM ALABAMA DATA BASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS AEOUT AS FOLLOWS
X X X  X  X  X  X
X  X
X  X
X X
X  X
X  1 X
X X
X  X X  X  X X  X
WHERE 1=TANK r3/4 REAR 
MINIMUM GRAY LEVEL=?67G 
MAXIMUM GRAY ,LEVEL=2£3G
PRINTED BY STRETCHING GRAY LEVELS 2670-2769 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 170S HOURS
IMAGE 12 FROM ALABAMA DATA BASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS AEOUT AS FOLLOWS
X X X  X  X X  X  
X X  
X X  
X X
X  X  "
* 1 2 *
X  X
X X X  X  X X  X
WHERE 1=TANKr3/4 REAR 2=APC,3/4 FRONT 
MINIMUM GRAY LEVEL=2 69 0 
MAXIMUM GRAY LEVEL=2S50
PRINTED BY STRETCHING GRAY LEVELS 2690-2850 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1954 HOURS
IMAGE 13 FROM ALABAMA DATA BASE.
AN c-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS 
****** x
X X  
* *
X  *
X *
X  *
*1 23 *
* * * * * * *
WHERE 1=JEEP,SIDE 2=APC,FRONT 3=TANK,FRONT 
MINIMUM GRAY LEVE L=2 77 7 
MAXIMUM GRAY LEVEL=2910
PRINTED BY STRETCHING GRAY LEVELS 2795-2889 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1535 HOURS
IMAGE 14 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
*  X X  *  X *  *
*  X
* *
* *
X X  
X *
* 12 3 +
*  X X  X  X  X  X
WHERE 1=TANKaSIDE 2=-APC,SIDE 3=JEEP,SIDE 
MINIMUM GRAY LEVEL=2 770 
MAXIMUM GRAY LEVEL=2850
PRINTED BY STRETCHING GRAY LEVELS 2770-2841 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1734 HOURS
IMAGE 15 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS AEOUT AS FOLLOWS
X  X *  X  X X  X 
* *
X X  
X X
X X  
X X  
X 'I X  
* * * * * * *
■ WHERE 1=TANK,3/4 FRONT 
MINIMUM GRAY LEVEL=2 610 
"MAXIMUM GRAY LEVEL=277G
'PRINTED BY STRETCHING GRAY LEVELS 2610-2751 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1943 HOURS
I MAGE 1 6  FROM ALA BA MA  DA T A  B A S E .
AN 8-14 MICRON THERMAL IMAGE CONTAIN IMG' TARGETS ABOUT AS FOLLOWS
*★* k k k  k 
* *
k k
k k  
k k
k k .
x 1 2 *
* * * * * * *
WHERE 1=AP C,SID E 2=T ANK,SIDE 
MINIMUM GRAY LEVEL=2670 
'MAXIMUM GRAY LEVEL=2830 
PRINTED BY STRETCHING GRAY LEVELS 2673-2830 LINEARLY OVER THE DISPLAY RANGE 
' TIME OF DAY OF IMAGE 2009 HOURS
IMAGE 17 F RO M  ALABAMA DATA EASE.
AN 8-14 M I C R O N  THERMAL IMAGE CONTAINING TARGETS AEOUT AS FOLLOWS
k k k k  k k k  
k k
k k
k k  
k k
* 2 *
* 1 3 *
X X X  X X X  *
WHERE 1=APC,SIDE 2=JEEP,3/4REAR 3=TANK,SIDE 
M I N I M U M  GRAY LEVEL=273C 
’ MAXIMUM GRAY LEVEL=2 89G 
PRINTED BY STRETCHING GRAY LEVELS 2752-2866 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1654 HOURS
IMAGE 18 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
k k k k k k k
k k
k k
k k
k k
X 1 X
k k
k k k  k k k  k
'WHERE 1=TANK#3/4 REAR 
MINIMUM GRAY LEVEL=259Q 
MAXIMUM GRAY LEVEL=2 75D
PRINTED BY STRETCHING GRAY LEVELS 2590-2746 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1938 HOURS
IMAGE 19 FROM ALABAMA DATA EASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS 
x ***** x 
* *
X *
* *
X  1 2  X
k *
k k  
k k k  k k k  k
W K E RE 1=TANK,3/4 FRONT 2=APC,SIDE 
MINIMUM GRAY LEVEL=279Q 
MAXIMUM GRAY LEVEL=2862
PRINTED BY STRETCHING GRAY LEVELS 2790-2853 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1650 HOURS
IMAGE 20 FROM; ALABAMA DATA BASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
* x x x x x *
* X 
X X
* *
x 12 *
X *
x x
X X *  X X X *
WHERE 1= T A N K,R E A R 2 = JEEP,3/4 REAR 
MINIMUM GRAY LEVEL=2670 
MAXIMUM GRAY LEVEL=2£30
PRINTED EY STRETCHING GRAY LEVELS 2670-2785 LINEARLY OVER ThE DISPLAY RANGE 
TIME OF DAY OF IMAGE 2009 HOURS
IMAGE 2 1 FROM ALABAMA DATA BASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
X X X  * X * *
X *
* *
* *
* *
X X  
x 1 X 
X XX X X* X
WHERE 1=APC,REAR 
MINIMUM GRAY LEVtL=2710 
MAXIMUM GRAY LEVFL=27VG
PRINTED BY STRETCHING GRAY LEVELS 2714-2790 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 2C0h HOURS
IMAGE ?2 FROM ALABAMA DATA EASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
k kk k k k  k
k k
k k
* 1 2  3 *
* *
★ *
* *
WHERE 1=TANK,3/4 REAR 2=APC,3/4 FRONT 3=JEEP,SIDE
MINIMUM GRAY LEVEL=277G 
MAXIMUM GRAY LEVEL-2 830 
PRINTED BY STRETCHING GRAY LEV
IMAGE 23 FROM ALABAMA DATA EASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
X * * * * *  X 
X X  
X X
X X  
X X
x I X
x x
X X X X X X X
WHERE 1=TANK,SIDE 
MINIMUM GRAY LEVE L=27‘0 
MAXIMUM GRAY LEVEL=2890
PRINTED EY STRETCHING GRAY LEVELS 2739-2890 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1607 HOURS
IMAGE 24 FROM ALAE AMA DATA BASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
X X X  X X X X
X X
X X
X X
* X
XI *
X X
X X X X X X X
WHERE 1=TANK,FRONT 
MINIMUM GRAY LEVE L=2 73 0 
MAXIMUM GRAY LEVEL=?t 54
PRINTED BY STRETCHING GRAY LEVELS 2730-2816 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1611 HOURS
I MA GE 2 5  FROM ALA B A MA D A T A  E A S E .
A 5-5 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
X * * * XX X
X  X
X  X
X  X
X  X
X  1 X
X  X
X  X X  X  X X  X
WHERE 1=TANK,SIDE 
MINIMUM GRAY LEVEL=2759 
MAXIMUM GRAY LEVE L=2 890
PRINTED BY STRETCHING GRAY LEVELS 2767-2890 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1640 HOURS
IMAGE 26 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
k kk k k k  k 
k k
k k
k k
k k
k k  
X  1 X
X  X X  X  X X  X
WHERE 1=T ANK,3/4 REAR 
MINIMUM: GRAY LEVEL=?67G 
MAXIMUM GRAY LEVE L=2 830
PRINTED bY STRETCHING GRAY LEVELS 2670-2783 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1709 HOURS
IMAGE 27 FROM ALABAMA DATA BASE.
AN £-14 MICRON THERMAL IMAGE CONTAINING TARGETS AEOUT AS FOLLOWS
k k k k k k k  
k k  
k k
k k  
k k
k k
x 1 2 *
X  X X  X X X  X
WHERE 1=TANK,FRONT 2=APC,FRONT 
MINIMUM GRAY LEVE L=2 610 
MAXIMUM GRAY LEVEL=2770
PRINTED BY STRETCHING GRAY LEVELS 2610-2770 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 2008 HOURS
IMAGE 2 5 FROM ALABAMA DATA BASE.
A 5-5 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
X X X  X X X  X 
X X  
X X
X X
x 12 *
X X
k k
'"WHERE 1=TANK,SIDE 2 = APC,SIDE 
MINIMUM GRAY LEVEL=2610 
M A X I M U M  GRAY LEVEL=2770
PRINTED BY STRETCHING GRAY LEVELS 2610-2770 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 2126 HOURS
IMAGE 29 FROM ALABAMA DATA BASE.
A 3-5 M I C R O N  THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
X X X X XX X 
X X
X X  
X X
x 12 x
X X
X X
k k k k k k k
W.-HERE 1=TANK,REAR 2-APC, REAR 
MINIMUM GRAY LEVEL=259C 
MAXIMUM GRAY LEVEL=2750
PRINTED DY STRETCHING GRAY LEVELS 2590-2750 LINEARLY 0VER THE DISPLAY RANGE 
TIME OF CAY OF IMAGE 2206 HOURS
IMAGE 30 FROM ALABAMA DATA BASE.
AN 8-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
k k k k k k k 
k k
k k
k k
x 12 3* 
x x  
* *
★ ★ ★ k kk k
WHERE 1=TANK,SIDt 2=APC,SIDE 3=JEEP,SIDE 
MINIMUM GRAY LEVEL=2730 
"MAXIMUM GRAY LEVE L-289 0 
PRINTED BY STRETCHING GRAY LEVELS 2730-2847 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1744 HOURS
IMAGE 31 FROM ALABAMA DATA BASE.
AN S-14 MICRON THERMAL IMAGE CONTAINING TARGETS ABOUT AS FOLLOWS
rk icir
* Tfc
k *
*
*12 3 *
* *
★ *
WHERE 1=TANK,SIDE 2=APC,SIDE 3=JEEP,SIDE 
MINIMUM GRAY LEVEL=2730 
MAXIMUM GRAY LEVEL=2S90
PRINTED EY STRETCHING GRAY LEVELS 275C-2E41 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 1724 HOURS
IMAGE 32 FROM ALABAMA DATA BASE.
AN h-14 MICRON THERMAL IMAGE CONTAINING TARGETS AEOUT AS FOLLOWS
* *
k k
* *
* *
*1 23 *
ic ic k ★ ★ k
WHERE 1 =T ANK FRONT 2=APC,FRONT 3=JEEF,SIDE 
MINIMUM GRAY LEVEL=274 2 
MAXIMUM GRAY LEVEL=2£70
PRINTED EY ST RETCHING GRAY LEVELS 2753-2170 LINEARLY OVER THE DISPLAY RANGE 
TIME OF DAY OF IMAGE 153 9 HOURS
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APPENDIX III
ANALYSIS OF VARIANCE
The analysis of variance in a technique of statistical analysis 
enabling us to estimate, if samples are drawn from the same or different 
populations.
The analysis of variance consists of obtaining two independent esti­
mates of variance, one based upon variability between groups (between-group 
variance) and the other based upon variability within groups Cwithin-group 
variance). The significance of the difference between these two variance 
estimates is provided by FisherTs F-distribution.
2 . . ~2 
The between-group variance and withxn-group variance S are given
ii w
by
2 - 2lAe
B - exB B
2
and S = ex /df
w  w w
with the F-ratio given by
f ■- ~sY sl
For the ACF classifier with four classes (k=4) denoted by subscripts
T, A, J and C for Tank, APC, Jeep and Clutter respectively, we can calcu-
2
late the within-group sum squares ex^
when 2e x e X 2 -  ( e X T ) 2 / n T
ex2 = EX2 - (EXA )2/nA
E X j  -  e X j  -  Ce X j ) / n j
e x2 =  e X2 -  ( £ X c )2/ n c
If N is the total number of samples 
ie: N = + nA nj + nc
—  2 . 
and the overall mean is the between-group sum squares exg is
ex2 = e n. (X. - X ^ ^ ) 2 
B 1 1  TOT
(eX^)2 
E " N-
Therefore for the four classes:
2 (eXT)2 (eXA )2 (eXj )2 (eXc)2 (eXtq^)2
e3c =    +   +  + ------------- ----
“B nA nj i>c N
The degrees of freedom of the between-group sums in the number of 
groups (K) minus 1
ie: dffi = K-l = 3
The number of degrees of freedom of the within-groups sums is the 
total N minus the number of groups
df = N-K = 137-3 = 134
w
From the F-distributions for the ACF classifier with 3 and 134 degrees 
of freedom an F-ratio greater than 2.68 is required for significance at the 
0.05 level and an F-ratio greater than 3.96 for significance at the 0.01 
level. If these values are exceeded then there is a low probability that 
the results have been obtained by chance, ie if the null hypothesis is 
that the difference of the means of the four classes have been obtained from 
one population then it can be rejected.
The Algol procedure, ANALVAR, used in analysis of variance is shown 
below.
EEEEEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE EE EE EEEEEEEEEEEEEEE:
EEEEEEEEEEEEEEEtz i  
EEEEEEEEEEEEEEEt.-':
rSIGPROC.J 6H-TT03 EEEEEEEEEEEEEEEEE:
EEEEEEEEEEEEEEEEE:
EEEEEEEEEEEEEEEEE:
EEEEEEEEEEEEEEE EE EEEEEEEEEEEEEEEEEEEEEE EE EEEEEEEEEEEEEEEEE EE EEEEEEEEEEEEEEEEE-: 
LISTING OF :SIGPR0C.JGHALAPR(41/ALG) PRODUCED ON 60CTE2 AT 14.40.20 
#OUTPUT BY LIST FILE IN •:SIGPROC.J6H-TT03’ ON 70CT82 AT 09.34.09 USING U15 
DOCUMENT JGHALAPR
150
VAL;
I U
151
152 ’PROC * ANALVAR='VOID * :
153 •BEGIN* ’REAL' XTrXA,XJ,XC,XTOT,XTT,XAA,XJJ,XCC„XB,XW,F,
154 PRINT((NEWLINE," P XB XW F”>>;
155 'FOR' P ’ B Y * 8 * TO * 9 'DO*
156 ’BEGIN' XT:=XA:=XJ:=XC:=XTCT:=XTT:=XAA:=XJJ:=XCC:=0;
157 ’FOR' I 'TO* TCNT 'DO*
C 158 ’BEGIN’ V A L : = ( P A R A M ’OF’ TARGET Cl3)CP3;
159 XTOT:=XTOT+VAL;
160 •IF’ TC ’OF* TARGETCI3=”T” ’THEN’
161 XT:=XT+VAL; XTT:=XTT+VAL*VAL ’FI’;
162 ’IF’ TC ’OF’ TARGETCI3=”A” ’THEN’
163 XA:=XA+VAL; XAA:=XAA+VAL*VAL ’FI’;
164 ’IF’ TC ’OF’ TARGETC13=”J” ’THEN’
165 XJ:=XJ+VAL; XJJ:=XJJ+VAL*VAL ’FI’;
166 ’IF’ TC ’OF’ TARGETm="C" ’THEN’
167 XC:=XC+VAL; XCC:=XCC+VAL*VAL ’FI*
168 ’END’;
169 VAL:=(XT*XT)/3 5+(XA*XA)/25+(XJ*XJ)/12+(XC*XC)/65;
170 F:=XTT+XAA+XJJ+XCC;
171 XB:=VAL-XTOT*XTOT/TCNT;
172 XW:=F-VAL;
173 F:=(XB/3)/(XW/133);
174 0UTF(STAND0UT^$L<3>,3«4.2>)$/,(P,XB^XW,F)>
175 ’END’
/• 176 *END’;
177
178
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE5 
EEEEEEEEEEEEE EE EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE 
EEEEEEEE'EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE'EE EEEEEEEEEEEEEEE EEEEEEEEEEEEEEE EE E-SEEE 
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APPENDIX IV" ESPRIT PROJECT P1085
THE DEVELOPMENT AND APPLICATION OF A LOW COST HIGH PERFORMANCE
MULTIPROCESSOR MACHINE
SUMMARY
This note gives a brief outline of the SUPERNODE project which is 
being funded under the Advanced Information Processing program of 
ESPRIT. The 3 year, 11 mecu project commenced in December 1985.
The objective of this project is to produce a high performance, low 
cost computer with supporting software and a range of applications to 
demonstrate its performance.
The machine will be modular based on reconfigurable nodes of 
transputers with the configuration being through software controlled 
switches. Single nodes of typically 20 transputers can be used as 
powerful workstations or nodes may be connected together, again 
reconfigurably, to make a machine with upto 64 nodes.
An advanced variant of the transputer is being designed and 
manufactured for high speed manipulation of floating point numbers. 
The performance goal is a computation rate of 8 MFLOPs per node.
Flexibility is obtained by programmably configuring the 
interconnections between the processors. The configurable 
interconnection strategy allows pipeline processing, SIMD processing 
or MIMD processing or any combination of these and thus the machine 
will be suitable for a wide range of applications. A further advantage 
is a degree of fault tolerance through the ability to reconfigure to 
avoid the use of faulty processors. The configurable interconnection 
at each node will be implemented by a software-driven VLSI switching 
circuit, developed during this project.
The initial programming environment is OCCAM, which is both an 
operating system and implementation language. The project is 
investigating the potential of higher level languages and developing 
an advanced operating system to ease the programming burden. 
Necessary diagnostic and support software to allow both hardware and 
software to be debugged is being developed.
Software is being developed for applications in physics and 
engineering problems, CAD, CAM, and image and signal processing to 
demonstrate the feasibility and power of the machine and its software 
environment and to ease the transition to widescale exploitation.
Data I/O will be implemented in two ways: i) by transfer through a 
host processor to the array and ii) via a fast I/O highway directly 
into the array. Item ii) will be a significant R and D item of the 
project.
It is intended to demonstrate that the configurable super-node 
architecture can serve both as a powerful single user work station 
and, because of the characteristic expandability of its architecture, 
as the basis of a very large array of replicated nodes suitable for 
the most computational ly demanding applications.
AIV.l
THE SUPERNODE CONSORTIUM
The work is being carried out by a consortium of 7 partners:
Royal Signals and Radar Establishment
St Andrews Road, Malvern, Worcestershire, WR14 3PS
England. Contact: J G Harp tel: 06845-2733 Ext 2824
Apsis
Chemin de Vieux-Chene, Zirst, 38240 Meylan
France Contact: Y Ansade tel: 76.90.20.03
University of Grenoble
Laboratoire de Genie Informatique (IMAG), BP 68, 38402 Grenoble
France Contact: T Muntean tel: 76.51.48.64
Inmos Ltd
1000 Aztec West, Almondsbury, Bristol BS12 4SQ
England Contact: C Whitby-Strevens tel: 0454-616616
The University 
Southampton S09 5NH
England Contact: AJG Hey tel: 0703-559122 Ext 2069
Telmat SA
ZI Route d'Issenheim, F-68360 Soultz
France Contact: J-M Rest tel: 89.76.51.10
Thom-EMI Central Research Labs
Dawley Road, Hayes, Middlesex UB3 1HH
England Contact: D Watson tel: 01-848-6522
RSRE are prime contractors for the project. They are designing the 
custom integrated circuits (in collaboration with Southampton 
University), the very high speed input/output (in col labor at ion with 
Thom-EMI Central Research Laboratories) and are investigating image and 
signal processing applications. RSRE is also maintaining a central 
software library for the project.
The Electronics department at Southampton University are designing the 
Supemode Architecture and implementing base line software. The Physics 
department are applying the architecture to large scale problems in 
science and engineering.
Inmos is responsible for the design and manufacture of a modified 
version of the transputer for manipulating floating point numbers at 
high speed and for upgrading the OCCAM programming system as required.
Telmat SA are developing and manufacturing prototype systems and 
investigating "Ray Tracing" techniques for image synthesis applications.
IMAG and Thom-EMI are developing languages of a higher level than OCCAM 
to exploit the parallel nature of the architecture with minimum 
programmer effort. IMAG are also developing an operating system. 
Thom-EMI will provide the necessary self-test diagnostics to validate 
machine operation and investigate applications in the area of image 
understanding and signal processing.
Apsis are developing a powerful single-node workstation as an 
accelerator for simulation in CAD for VLSI and a real time processing 
machine for use in Conputer Aided Manufacture in a factory environment.
AIV.2
MATERIAL REDACTED AT REQUEST OF UNIVERSITY
