Trigonometric parallaxes, proper motions, and V J (RI ) KC photometry are presented for 31 stars targeted by the Cerro Tololo Inter-American Observatory Parallax Investigation (CTIOPI ), a program of wide scope aimed at discovering and characterizing nearby stars. The data given are the first that have been obtained with the CTIO 1.5 m telescope, targeting a fainter subset of the CTIOPI input list. We present the first trigonometric parallaxes for 21 systems, of which one is within 10 pc ( LP 647-013 at 9:59 AE 0:22 pc) and six are between 10 and 25 pc. Concurrently with our Cerro Tololo 0.9 m program, we have determined parallaxes for DEN 1048À3956 and LTT 6933 that place them at 4:00 AE 0:03 and 16:24 AE 0:43 pc from the Sun, respectively. We also present an improved parallax for the important nearby triple system GJ 2005ABC, placing it at 7:72 AE 0:15 pc from the Sun. The remaining seven parallaxes are for calibration stars, whose values indicate that our results agree well with other parallax determinations. We present color-magnitude and color-color diagrams that, in combination with theoretical isochrones from the literature and other derived properties of the observed sample, have aided the identification of the general nature of each of our targets. We have in this way discovered five new subdwarfs and several very low mass stars, a few of which may be brown dwarfs.
INTRODUCTION
The nearest stars, being the brightest examples of their types, provide astronomers with much of our understanding of stellar astronomy. For most types of stars, the fundamental framework of stellar astronomy is built on direct measurements of luminosities, colors, temperatures, and masses of stars in the solar neighborhood. By investigating the luminosity function, mass function, kinematics, and multiplicity of stars in the solar vicinity, we can probe the stellar populations of the Galaxy, determine their contributions to its total mass, and estimate the age of the Galactic disk. Furthermore, a more complete census of the solar neighborhood (including precise distance determinations) is highly desirable for upcoming space-based planetary searches that will require well-constrained target lists.
Full comprehension of the overall significance of nearby star studies to astronomy led first to the creation in 1994 of the Research Consortium on Nearby Stars ( RECONS), 2 a program of wide scope aimed at completing the census and understanding the nature, both individually and as a group, of the stellar sample within 10 pc. Then, in 1998, the Nearby Stars Research Project (NStars) was started, with its primary goals being to foster research on nearby stars and to produce a master database of stars in the solar neighborhood to a distance horizon of 25 pc.
Potential applications of the nearest stars are, however, hampered by the fact that the faint members of the solar neighborhood are significantly underrepresented. By 1997, the RECONS list of stars closer than 10 pc indicated that, assuming that the density of stellar systems within 5 pc carried out to 10 pc, 130 systems ($35%) were missing from the 10 pc census ( Henry et al. 1997 ). The problem is worse to 25 pc, a distance at which the incompleteness is anticipated to be $60% for the entire sky and nearly 70% for the southern sky ( Henry et al. 2002) .
Only large trigonometric parallax programs can help remedy this problem, so RECONS started the Cerro Tololo Inter-American Observatory Parallax Investigation (CTIOPI ) in 1999, a 3 yr trigonometric parallax program aimed at discovering some 150 new southern star systems within 25 pc, thereby increasing the population of stars known within that distance by $20%. This survey was carried out at CTIO in Chile, under support of the NOAO Surveys Program, 3 supplemented with Chilean time.
SAMPLE
To make our survey efficient at discovering truly close stars, our input target list was refined as much as possible, selecting candidate nearby stars on the basis of ''closeness'' indicators such as large proper motions and/or a photometric or spectroscopic estimate of their distances. For example, six of the program stars reported here have > 1B0 yr À1 (our so-called MOTION sample, as described in Jao et al. 2005, hereafter J05) , an important sample for the discovery of very nearby stars and high-velocity subdwarfs.
Our targets were then discriminated essentially on the basis of their apparent brightness and two working lists were produced; a bright sample (V $ 10 15) to be observed with the CTIO 0.9 m telescope and a fainter (V $ 15 20) sample to be observed with the CTIO 1.5 m telescope. The first final results from the 0.9 m effort ( hereafter the 0.9 m CTIOPI ) were published in J05. Here we present the first final trigonometric parallaxes and proper motions resulting from observations carried out with the 1.5 m telescope ( hereafter the 1.5 m CTIOPI ). Table 1 gives the J2000.0 coordinates of the targets and information to aid in their identification, such as another common name and spectral types. The coordinates were extracted from Two Micron All Sky Survey (2MASS) scans obtained at an epoch similar to that of our parallax observations. For comparison purposes, however, the coordinates have been transformed to epoch 2000.0, using the proper motions obtained in the present investigation (see Table 2 ). With the exception of LHS 367, the spectral types presented in Table 1 are unpublished classifications obtained by G. Lo Curto et al. (2005, in preparation, hereafter L05) as a result of spectroscopic followup observations being carried out with the ESO 3.5 m New Technology Telescope (see below). The spectral type for LHS 367 is from the unpublished classification given by RECONS (T. Beaulieu et al. 2005 , in preparation, hereafter B05) based on CTIO data.
Finding charts for our targets are given on the RECONS Web site. They were made from images taken in the present survey, thereby showing the position of the program stars at a fairly recent epoch. The finders are 8A2 on a side; north is at the top, and east to the left. They have not been trimmed or centered on the program objects and therefore show exactly how the parallax frames were taken and how the reference system was defined (see x 3). The red circles indicate the parallax investigation targets and the green circles indicate the reference stars used in the final reduction.
Follow-up photometric and spectroscopic observations, necessary to determine accurate optical luminosities and fully characterize the nearby stars discovered, were started more or less simultaneously, using facilities at CTIO, La Silla ( ESO), and Las Campanas Observatory ( LCO). Here we also present the pertinent photometric data, but the spectroscopy will be published elsewhere ( L05) once those observations are completed. We would like to point out that a few of the spectral types given in Table 1 (namely, those for LHS 2065, DEN 1048À3956,  LHS 3003 , and Gl 644C ) are slightly discrepant with those Henry et al. (2004) . It is possible that they could change somewhat after the final analysis.
3. THE ASTROMETRY
Observations
The astrometric observations were all carried out with the same Tektronix 2048 ; 2048 detector (24 m pixels) attached to the Cassegrain focus of the CTIO 1.5 m telescope in its f /13.5 configuration. This combination gives a nominal scale and field of 0B24 pixel À1 and 8A19 ; 8A19, respectively. The exact scale used in all our reductions was 0B2408 pixel À1 , which was determined empirically using the procedure described in Jao et al. (2003) .
Although the 1.5 m telescope CCD controller (Arcon) had the ability to read out the chip using more than one of the four working amplifiers of the Tektronix CCD, only one amplifier was used for readout. This choice was motivated by the suspicion that by using multiple amplifiers the astrometric precision could be degraded. This configuration resulted in a read-out time in excess of 3 minutes. Gain and read noise were 2.2 e À ADU À1 and 3.8 e À , respectively. Analog-to-digital converter saturation occurred at 65,535 ADUs, prior to entering the CCD nonlinear region and before full well was reached. 4 Before initiating the specific parallax observations of each program object (''pi star''), the fields around each of them were explored to establish a preliminary (see x 3.2) parallax reference frame. The preliminary reference frame was selected aiming to achieve a homogeneous distribution of reference stars of similar brightness around the pi star The exploration was carried out in the V, R, and I bandpasses to determine in which filter the brightness of the field stars was comparable to the brightness of the pi star. Once the best bandpass was selected for a given target, the same filter was used throughout the program.
In general, the parallax targets were placed more or less near the center of the chip, but there were cases in which it was necessary to offset the pi star in order to come close to a spatially balanced distribution of reference stars. Once the positioning of a pi star on the chip was decided, all subsequent observations were made placing it within a few pixels of the chosen position. Apart from ensuring that all potential reference stars would be present in all images, this positioning strategy had the added benefit of reducing the effects of optical distortions on the relative positions of the pi star and the reference stars.
To minimize the effects of differential color refraction ( DCR, see x 3.4), a great deal of effort was made to take all parallax frames as close as possible to the meridian. In the case of the brightest targets, the observations were restricted to AE30 minutes from transit, and within that timespan four to six frames were taken. In the case of our faintest program objects (some requiring exposure times as long as 1200 s), they had to be observed within AE60 minutes from the meridian and each time the target was visited only two or three frames could be taken. Exposure times were kept between a minimum of 30 s (to average out transient atmospheric effects) and a maximum of 1200 s (to minimize DCR effects and image distortion caused by imperfect guiding). In some cases the exposure times were determined based on the brightness of the pi star, in others by reference stars brighter than the pi star. In both cases, we always aimed at the highest possible number of counts, restricted of course by the saturation level and by the maximum acceptable exposure time.
Based on previous experience, and given the fine platescale of the CTIO 1.5 m setup, we anticipated that approximately 30 good frames taken over 2 yr would be sufficient to decouple the parallax and proper motion and yield final parallaxes with a precision of about 3 mas. As shown by the results presented in Tables 2 and 3 , this was indeed confirmed. Furthermore, under certain ideal conditions it was possible to reach our goal within a shorter time period and with fewer frames. This latter was quite fortunate, because the instrumental setup that was used in the 1.5 m CTIOPI was retired starting in 2003, so it was not possible to complete all parallax series and other observations as we had originally planned.
To check for consistency and detect possible systematic effects, nine parallax calibration stars of the appropriate brightness that are distributed more or less randomly in the sky were observed throughout our program. Results for seven of them are reported here (see Table 3 ). The results for the remaining two will be discussed in a forthcoming publication ( E. Costa et al. 2005 , in preparation).
First Evaluation of the Data
All CCD frames were first calibrated using standard IRAF (ver. 2.11.3, NOAO, University of Arizona) 5 tasks. For this purpose, zero exposures and dome flats were taken every night.
After sorting all our observations by target, all frames available for a given target were examined, and the best image (in terms of FWHM and signal-to-noise ratio of the pi star) was chosen to perform a reexamination of the preliminary reference frame. In an effort to homogenize the distribution of reference stars, fainter stars were added, increasing the number of reference stars to a maximum of 25. At this point, we definitively confirmed that all of them had a pointlike appearance. In spite of these precautions, in the final reduction it became evident that some of them were not optimum (for a variety of reasons) and had to be rejected.
Using SExtractor ( Bertin & Arnouts 1996) , we then determined the (X, Y ) centroids, the peak flux above background, the ellipticity, and the FWHM of the pi star and reference stars in all images. Given the varied conditions in which the parallax frames were acquired, it was a tricky and time-consuming task to select the appropriate SExtractor search parameters in order to detect the pi star and all reference stars in all images. The results output by SExtractor were then used by a customized program that calculates the parallax factors and takes into account DCR effects (see next sections) to select the frames to be kept for the first iteration in the parallax calculation and to select the so-called ''trail plate'' (see below).
We imposed that, in a given astrometry frame, only reference stars with peak counts between 100 and 65,500, a FWHM smaller than 2B5, and an ellipticity less than 0.2 should be kept for the reference system. In a few marginal situations, these constraints were relaxed, and we accepted less than 100 counts and ellipticities as high as 0.6 ( but objects were still confirmed to be stellar). For a frame to be useful for parallax calculations, at least five reference stars must meet these criteria. Furthermore, to consider a frame as a trail plate candidate, we imposed that all objects of interest should satisfy the above constraints. When more than one image satisfied our requirements, the one with the best FWHM and smallest hour angle was selected as the trail plate. We would like to make clear that these conditions do not apply to the photometric observations (see x 4.1).
Parallax Factors
In order to calculate the parallax factors, a precise ephemeris of the Earth-to-solar system barycenter distance, as well as good recent epoch coordinates for our targets, is required. The former were obtained from the Jet Propulsion Laboratory (JPL DE405, the best currently available) and the latter from 2MASS. The precision of the 2MASS coordinates is good enough for our purposes ($0B1 in both coordinates), and they have the advantage that they correspond to an observational epoch very similar to that of our survey.
Differential Color Refraction
Although most of the observations were made near the meridian, thereby minimizing the effects of refraction, we did take a small number of frames with hour angles greater than $1 hr, in which cases DCR cannot be ignored. These latter correspond to exploration and photometry frames taken with the appropriate exposure time and equipment and frames taken for incomplete refraction series, some of which we deemed necessary to include in the reduction of some targets in order to increase the number of frames available.
To check for consistency, our original plan was to determine the DCR correction using both empirical (see, e.g., Monet et al. 1992 ) and theoretical (see, e.g., Stone 1996) methods as was done in the case of the 0.9 m CTIOPI; this methodology is discussed in detail in J05 and references therein. Both approaches require knowledge of the VRI colors of the pi star and of all the parallax reference stars (see x 4), and the empirical methodology also requires ad hoc VRI refraction series. Unfortunately, because the 1.5 m CTIOPI program ended before appropriate refraction series could be obtained, we were in principle left with a theoretical solution to DCR as our only option. However, given that the filter sets used in the 0.9 m CTIOPI and 1.5 m CTIOPI are declared as identical, it was expected that the empirical DCR curves of both telescopes would be very similar, so the empirical model derived by J05 was used.
For a few of the targets for which all of the available frames had been taken near culmination, we also calculated their parallaxes without considering DCR. Comparison with calculations including a DCR correction show negligible differences. This confirms the reports by other observers (see, e.g., Dahn et al. 2002) that there is no need for a DCR correction if the observations are restricted to AE$20 minutes from the meridian. On the other hand, tests carried out throughout the 0.9 m CTIOPI using exactly the same DCR model applied here clearly show the benefits of including a DCR correction if high hour angle frames are used (see J05, Fig. 3 ).
Relative Parallaxes
The least-squares astrometric solution of the multiepoch frames taken for each pi star leads to the determination of its parallax and proper motion. This was achieved using a modified version of the University of Texas program GAUSSFIT (Jefferys et al. 1987) . More details on the model and the assumptions it uses can be found in J05 and references therein. The procedure requires the selection (as explained above) of one of the frames as trail plate, which defines a fundamental reference system with respect to which all other frames are registered. The true orientation of the trail plate with respect to the International Celestial Reference Frame (Arias et al. 1995) was determined by comparison with the Guide Star Catalog, version 2.2 (GSC2.2, 2001). 6 In general, GAUSSFIT has to be run several times before a satisfactory parallax result is obtained. After each iteration the output is examined to detect high trigonometric parallax and/or high proper motion reference stars, and the results are further analyzed using IDL 7 routines to identify high residual frames and high residual reference stars. The offending frames/objects are deleted on a one-by-one basis and GAUSSFIT rerun each time. A high VRI-based photometric parallax value (see x 3.6) is also a reason to eliminate a reference star from the final solution.
Absolute Parallaxes
Because the measured parallax is affected by the distance of the reference star system, to obtain a better estimation of the true parallax (the ''absolute parallax'') the results were corrected for this effect. Of the various possible ways to determine this correction (see J05 and references therein for a discussion of the advantages and drawbacks of the three most popular methods), we adopted the photometric parallax method. This method requires the availability of VRI photometry (see x 4) for the parallax reference stars and uses previously established relationships between absolute magnitude and color to estimate the distance of the reference stars in each pi star field. The specific relationships between absolute magnitude and color we used were those established between M v and the colors (V À R), (V À I ), and (R À I ) by Henry et al. (2004) for dwarfs on the main sequence (using the RECONS database for main-sequence stars). In this approach, the weighted mean photometric parallax of the reference star system represents the correction from relative to absolute parallax (see J05). The mean of the corrections to absolute is 1.31 mas, and the mean error of these corrections is 0.16 mas.
It should be noted that to adopt this procedure we have to assume that all reference stars are main-sequence dwarfs. Because we lack information about the luminosity class of these stars, inevitably there will be some contamination by giants. To evaluate the effect of this contamination, we have run simulations using a model of the Galaxy (described in Mendez & Guzman [1998] and Mendez & van Altena [1996] ), which gives the predicted number of stars from different populations as a function of position in the Galaxy, apparent magnitude, and color range. Most of our reference stars are in the range 10 V 19, while their colors are in the range 0:0 V À I 3:0. Because our targets are distributed all over the sky, we have calculated the plausible range of expected contamination for different combinations of Galactic latitudes and longitudes. We find that, for latitudes jbj ! 45 , the expected contamination is 10% or less. Therefore, for typically 20 reference stars, we would expect 1 to 2 stars to be giants at intermediate and high Galactic latitudes. The net effect of this contamination is to artificially increase the correction from relative to absolute parallax. We estimate that, in this case, the error introduced to the correction would be $10%, which for an overall correction of 1-2 mas (see Table 2 ) would imply uncertainties of less than 0.2 mas. The worst scenario occurs at very low Galactic latitudes, where the maximum expected contamination is $20%. In this case, the error could be higher but still only of the order of a few tenths of a milliarcsecond. These uncertainties are, however, comparable with the mean error of the photometric parallax method (0.16 mas, given above) and are in all cases much smaller than the typical errors of our final parallaxes. ( The mean error of the final parallaxes is 2.48 mas.) We therefore conclude that contamination of our reference frame by giants is not a serious issue, so additional corrections for this effect have not been included. A quick look at Table 2 shows that the final errors are dominated by the relative parallax errors, not by minor errors in the corrections from relative to absolute parallaxes.
Results and Discussion
Our astrometry results, together with other relevant data, are presented in Table 2 . The first column of Table 2 gives the names of the targets, column (2) the relative parallax and its error, column (3) the correction from relative to absolute parallax and its error, column (4) the absolute parallax and its error, column (5) the proper motion and its error, and column (6) the proper-motion position angle and its error. Columns (7), (8), and (9) give the number of parallax frames that were secured for each target, the timespan during which the targets were observed, and the number of independent observing runs in which they were visited, respectively. Finally, column (10) gives the number of reference stars used in the final reduction process, and column (11) the adopted bandpass. Table 3 presents a comparison of our results with available parallax and proper-motion data. YPC stands for the General Catalogue of Trigonometric Stellar Parallaxes (van Altena et al. 1995) , HIP for the Hipparcos and Tycho Catalogues ( Perryman 1997) , and USNO for the US Naval Observatory ( Harrington et al. 1993) . It should be noted that while the parallax for LHS 1777 published in YPC is the same as that given in the USNO list and is declared to have been taken directly from Harrington et al., there are slight differences between the proper motion and position angle presented in both works. In Table 3 we have included both sets of results for completeness. Figure 1 , created using the data given in Table 3 , illustrates the good agreement between our parallax results and those from other surveys. The largest parallax differences are for LHS 3003 (13.9 mas between our value and the Tinney 1996 value) and for Gl 643 (14.4 mas between our value and the YPC value), a distant companion to Gl 644C. Both of the reference values have errors larger than 5 mas. In the case of LHS 3003, the YPC value is somewhat intermediate between Tinney's and ours, while for Gl 644C our value is well in accordance with that given by YPC and the Hipparcos values for Gl 644ABD and Gl 643.
The unweighted mean difference 1:5 m CTIOPI À others over all the comparison stars (N ¼ 14, including multiple observations of the same target and independent observations at the 0.9 m telescope within CTIOPI for DEN 1048À3956 and LTT 6933) amounts to À2:88 AE 5:47 mas; i.e., it is zero within the calculated standard deviation, while the mean of the differences [( i;1:5 m CTIOPI À i;others )/ i;1:5 m CTIOPI ] corresponds to À1.51 . We therefore conclude that, within the limited number of comparison stars, our results agree quite well with previous determinations.
Particularly important are the comparisons for DEN 1048À 3956 and LHS 1777. Both of our parallax values were obtained in marginal conditions ( LHS 1777 to a lesser extent) in terms of the number of parallax frames that were secured, the timespan during which they were observed, and the number of independent observing runs in which they were visited (see Table 2 ); yet, our results agree well within the declared errors with those from the 0.9 m CTIOPI. This unexpected success can probably be explained by the fine scale of the CTIO 1.5 m setup and by the good reference frames that could be established around these targets.
Notes on Individual Fields
Here we comment on situations that may have affected the quality of the astrometry. ''Inhomogeneous reference frame'' refers to a situation in which all the reference stars are located on one side of the pi star field. ( Finders can be found in the RECONS Web site.) We arbitrarily catalog as ''sparse'' any reference frame with less than 15 reference stars.
GJ 2005.-Inhomogeneous and sparse reference frame. Observed at V to suppress companions at $1 00 to the north. LHS 148.-Sparse reference frame. WT 84.-Sparse reference frame. Various faint, blended companions noticeable only in very good seeing frames. With the present material it is not possible to confirm whether the companions are physical or optical.
LHS 162.-Sparse reference frame. WT 133.-Sparse reference frame. Also, as indicated by their trigonometric distances, the reference system used in the final reduction seems to include various nearby stars ( ! 5 mas).
APMPM J0425À7243.-Sparse reference frame. Faint, blended companion to the northwest, noticeable only in very good seeing frames. With the present material it is not possible to confirm whether it is a physical or an optical companion. Relatively bright, partially blended companion to the northeast. It seems to be an optical companion.
LTT 6933.-Inhomogeneous reference frame. LHS 3346.-Faint, blended companion to the southeast; detectable only in the best seeing frames. With the present material it is not possible to confirm whether it is a physical or an optical companion.
APMPM J1957À4216.-Variability suspected. In early frames this object is clearly brighter. Furthermore, its photometric errors (see Table 4 ) are relatively high; this is in spite of the fact that the star is bright and that all the photometric data is of good quality.
THE PHOTOMETRY

Observations and Reductions
Our pipeline requires knowledge of the VRI colors of the targets and the parallax reference stars in their fields to address DCR and the correction from relative to absolute parallax.
Looking for homogeneity, we originally planned to carry out the photometric observations of the 1.5 m CTIOPI targets with exactly the same setup used to make their parallax observations. However, it soon became evident that, given the relatively large number of targets and the enormous amount of time that was required to obtain adequate photometry of our faintest objects (not to mention the nights lost because of bad weather), a strategy focused on homogeneity would not be possible. It was necessary therefore to use a variety of telescopes to fulfill our needs; namely, the Danish 1.54 m telescope at La Silla ( ESO), the 1.5 and 0.9 m telescopes at CTIO, and the 1.0 m telescope at LCO. Inevitably, our VRI instrumental photometric system varied from one observatory to another, but care was taken to choose from whatever sets of filters were available at each site those known to reproduce the standard VRI Johnson-Kron-Cousins system best. Landolt (1992) and Graham (1982) were observed multiple times each night to determine the transformation of our instrumental magnitudes to the standard VRI system. Although most of these areas include stars of a wide variety of colors, given the very red colors of many of our targets very red standards (also from the Landolt catalogue) were also observed. A few of the standard areas were followed each night up to about 2.2 air masses to determine atmospheric extinction optimally. All program stars were observed during transit, following the sequence VRIIRV. Although time consuming, this latter practice has proved very useful to check for consistency.
The CCD frames were first calibrated using standard IRAF tasks. For this purpose, zero exposures and twilight sky flats were taken every night. Aperture photometry was then performed on each object of interest using the IRAF APPHOT package. (A special procedure was used in the case of targets with close companions-see below.) The optimum aperture size for each night, ensuring a negligible loss of light from the point-spread function (PSF) wings and minimizing light contamination from close objects, was determined by means of the IRAF MKAPFILE task. The best aperture radius turned out to be 4-5 times the average FWHM of the frames.
To put our observations into the standard system, we used the transformation equations
where (v, r, and i ) and (V, R, and I ) are the instrumental and standard magnitudes respectively, (X v , X r , and X i ) are the air masses, and v 1 , v 2 , v 3 , v 4 , etc., are constants. It should be noted that, in the absence of blue passband observations, it was not possible to use (as is the common practice) the (B À V ) color for the standardization of the v magnitude. However, as shown by Bucciarelli et al. (2001) , the (B À V ) and (V À R) colors of the Landolt stars are linearly related and comparable in range, so the use of the (V À R) color in the (v, V ) equation is equally satisfactory.
Equations (1) were applied to the Landolt /Graham standard star magnitudes and solved using the IRAF FITPARAMS task, which performs a least-squares fit to the system. This task can be run interactively, permitting the rejection of problematic observations to control the quality of the fit. Without major intervention, the rms of all fits turned out to be about 0.02 mag. In most cases, the formal errors of the calculated coefficients were significantly smaller than their derived values.
Finally, the above set of transformation equations with their corresponding calculated coefficients was applied to our program stars for their calibration. This was done by means of the IRAF INVERTFIT task, which produces a set of calibrated magnitudes and colors together with their corresponding errors: V, error(V ); (V À R), error (V À R ); and (V À I ), error (V À I ). With the exception of Gl 283A, for which only one photometric observation is available, the IRAF-computed errors were not used because, as pointed out by Bucciarelli et al. (2001) , the final photometric error computed by INVERTFIT does not rigorously treat error propagation, therefore producing a lower limit of the photometric errors.
A few targets turned out to have stars close enough to be included in the ideal aperture chosen to do the photometry, thereby contaminating the instrumental magnitudes. In the case of faint contaminating stars that are not too close to the target, they were simply removed using the IRAF IMEDIT task, which replaces the offending object with an average sky value determined from nearby sky pixels. In those cases in which the contamination was serious ( bright, relatively close stars), a more elaborate procedure was necessary, combining aperture photometry and PSF photometry the latter made using the IRAF DAOPHOT package. In this procedure, we first select a set of 6 to 8 comparison stars in the vicinity of the contaminated target, of similar brightness to the target, and free of close stars. We then carry out both aperture and PSF photometry of the target and the comparison stars, choosing the PSF parameters so as to fit the target's PSF core, excluding the contaminating object. In this way, we produce two sets of instrumental magnitudes: apertures and PSFs. In the cases of the comparison stars, the differences between these values are then averaged by passband to obtain the corrections to be applied to the target's PSF magnitudes. ( This would be equivalent to applying a standard aperture correction.) It should be noted that in the case of very close faint stars, it was not possible to remove them, but given the brightness difference with the targets, their effect is negligible.
Results
The results of our VRI photometry for the pi stars are presented in Table 4 . The first column gives the name of the targets; columns (2), (3), and (4) their average VRI magnitudes (we give magnitudes instead of colors mainly for comparison purposesthey were obtained directly from the IRAF output); and columns (5), (6), and (7) the corresponding standard deviation for all cases with at least three independent measurements. These errors have to be interpreted with caution; it must be kept in mind that they have been derived from a small number of independent observations and, furthermore, that some of our targets could be variable. Finally, column (8) gives the number of times the star was observed. We do not present the VRI photometry of the parallax reference stars here, but it is available on request.
In Table 5 , we give the IJHK s infrared data available for our targets, extracted from the 2MASS and the Deep Near Infrared Survey of the Southern Sky (DENIS), together with the corresponding 2MASS and DENIS identifications. Part of this imported data was used for comparison purposes and to construct color-magnitude and color-color diagrams (CMDs and CoCoDs, respectively; see x 5); the rest is included for completeness. Figure 2 shows the good agreement existing between our KronCousins I-band photometry (I our ) and Gunn i DENIS (I DEN ) observations. For the 12 objects in common, we obtain: I DEN À h I our i ¼ À0:003 AE 0:037 mag. The error bars represent the square root of the DENIS error and our error added in quadrature. There is no obvious dependence with I, but a small trend with (R À I ) is suggested. To further check for consistency, we made a comparison between the 2MASS and DENIS J-band and K s -band photometry for these 12 stars. We obtained J DEN À J 2MASS h i¼ 0:051 AE 0:013 mag and K DEN À K 2MASS h i ¼ À0:006 AE 0:040 mag. No magnitude or color systematic trends were detected. This is in good agreement with the more detailed comparisons between the DENIS and 2MASS photometry done by Carpenter (2001) and Cabrera-Lavers & Garzón (2003) .
COLOR-MAGNITUDE AND COLOR-COLOR DIAGRAMS
In this section we present selected CMDs and CoCoDs that, in combination with theoretical isochrones from the literature and other derived properties of the observed sample, have aided to identify the general nature of each of our targets.
In Figure 3 we present two CMDs: an M R versus R À I CMD constructed with RI data from the present survey and an M J versus I À J CMD constructed combining our I-band data with J-band data from 2MASS. Other magnitude-color combinations tested did not show significant differences. The absolute magnitudes M R and M J and their associated errors, M R and M J , were computed from the usual expressions,
where and are the parallax and its estimated uncertainty in arcseconds for an object of apparent magnitude and error m AE m . The color error bars represent the square root of the corresponding magnitude errors added in quadrature.
For interpretation purposes, we have superposed various theoretical isochrones on our CMDs in Figure 3 . We present two sets of solar metallicity (Z ¼ 0:019, ½Fe/H ¼ 0) isochrones for very low mass stars ( VLMs) and brown dwarfs ( BDs) from models by Chabrier et al. (2000) . The thin solid line is for 0.1 Gyr objects (VLM þ BD in Fig. 3 ) and the dotted line for 5.0 Gyr objects ( VLM in Fig. 3 ). Both sets of models were computed for masses below 0.1 M . The transition between VLMs and BDs in these models occurs for a mass of $0.07 M .
We also present isochrones for 4.5 Gyr solar metallicity red dwarfs ( RDs), from models by Baraffe et al. (1998; thick solid lines) . These isochrones also extend to very low masses, but, in order to avoid misleading comparisons with the VLM / BD isochrones, in Figure 3 we have plotted them only to a lower mass limit of 0.1 M . The motive for this was that, although both sets of isochrones are from the same group of authors, they are not strictly comparable because of differences in the physics of the models. The models by Chabrier et al. (2000) are supposed to supersede those by Baraffe et al. (1998) . To illustrate the effect of age and metallicity on the Baraffe et al. (1998) RD isochrones, we have also superposed a 10 Myr solar metallicity RD isochrone (dot-dashed line) and a 4.5 Gyr Population II abundance RD isochrone (dashed line). Numbers for individual stars in Figure 3 (and also in Figs. 4 and 5; see below) are those from Table 1 .
In the CMDs, the fainter half of our points, including our three latest spectral type targets, LP 647-013 ( No. 3), LHS 2065 ( No. 18), and DEN 1048À3956 ( No. 19) , are consistent with the 0.1 Gyr VLM þ BD isochrone. This seems to imply that we have a large sample of BDs. However, it should be kept in mind that such a straightforward interpretation must be taken with caution. It is difficult from CMDs alone to distinguish young BDs from solar-age VLMs. If the isochrones shown for 5.0 Gyr VLMs are systematically too faint, then most of our targets would be normal stars, as we suspect. It is, of course, also possible that the photometry may be affected by unknown systematic effects. Note that from the Chabrier et al. (2000) models, the most massive BDs (0.07 M ) have M R $ 13:6 and M J $ 9:8 at age 0.1 Gyr. The same massive BDs fade to M R $ 22:1 and M J $ 15:2 at 5.0 Gyr ( beyond the limits of our plots). Finally, the parallax calibration star LHS 2065 is a known flare star, so its slightly deviant position in the M R versus R À I CMD could be explained if it was observed during a flare while the VRI photometry was secured.
With the possible exception of a few objects, our CMDs show no unusual features in the RD regime. Abundance and /or age variations can explain well the overall dispersion around the RD 4. Table 6 , which gives tangential velocities (V tan ) for all our targetsalong with other derived properties, including their distances and their M R and M J absolute magnitudes-shows that all have high V tan , which is consistent with their spectroscopic classification. They will be further discussed in upcoming spectroscopy papers. In Figure 4 we present a M K s versus V À K s CMD, constructed combining data from various sources, that illustrates the position of our targets (circles) in relation to the RECONS sample of nearby stars (asterisks; Henry et al. 2004) and to the Gizis & Reid (1997) sample of subdwarfs with ! 1B0 yr À1 (squares). The line included is an empirical fit tracing the main sequence. A quick look at this figure shows that the six objects that lie below the RD main sequence in our CMDs are in the subdwarf domain (defined by the Gizis & Reid sample). This suggests that LTT 7944 ( No. 29) could be a mild subdwarf, in spite of the fact that our spectrum indicates it is a M3.0 V star and its rather low V tan (85.9 km s À1 ). Further observations are required to settle this interesting discrepancy. It should be noted that the two white dwarfs that stand out in Figure 3 (the parallax calibration stars Gl 223.2 and Gl 283A) have not been included in Figure 4 .
In Figure 5 we present a CoCoD constructed combining our RI data with J-band data from 2MASS. (Other color-color combinations we tested did not show significant differences.) For completeness we have superposed isochrones with the same properties as those used in the CMDs. Perhaps the most interesting feature in our CoCoD is the fact that the five confirmed subdwarfs discussed in the above paragraphs stand out clearly, forming a compact group. The suspected subdwarf (LTT 7944), however, lies quite separate from this group. As was the case in our CMDs, being a flare star the position of LHS 2065 (No. 18) could be explained as we did in the case of our CMD.
Finally, we would like to comment on four objects, APM 216 ( No. 9), CE 440À064 ( No. 20), LTT 6933 ( No. 25), and LHS 3346 ( No. 26) , which lie clearly above the mean locus for lowmass main-sequence stars (see Figs. 3 and 4) . Although their position could be a consequence of the natural spread in metallicity for disk stars and /or possible multiplicity effects, an interesting possibility is that they could actually be pre-mainsequence stars, such as those found in nearby star-forming regions by, e.g., Torres et al. (2000) . The bottom diagram combines I-band data from our survey with J-band data from 2MASS. We have superposed two sets of solar metallicity (Z ¼ 0:019, ½Fe/H ¼ 0) isochrones for very low mass stars and brown dwarfs, from models by Chabrier et al. (2000) . The thin solid line is for 0.1 Gyr objects ( VLM þ BD), and the dotted line is for 5.0 Gyr objects ( VLM ). We also present isochrones for 4.5 Gyr solar metallicity, 10 Myr solar metallicity, and 4.5 Gyr Population II abundance red dwarfs (thick solid lines, dot-dashed lines, and dashed lines, respectively), all from models by Baraffe et al. (1998) . See text for details. The numbers on points correspond to those given in Table 1 . Stars labeled are discussed in the text. The two white dwarfs that stand out are the parallax calibration stars Gl 223.2 and Gl 283A. Henry et al. 2004) and to the Gizis & Reid (1997) sample of subdwarfs with ! 1B0 yr À1 (squares). The line included is an empirical fit tracing the main sequence. The numbers beside the circles are those given in Table 1 . It should be noted that the two white dwarfs that stand out in Fig. 3 have not been included in this figure. 
