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Competitive and combinatorial DNA binding pattern of transcription factors and
nucleosomes at genomic regulatory regions control the key cellular processes such
as transcription, replication and chromatin packaging. Consequently, in order
to reveal the gene expression regulatory mechanisms, it is critical that we un-
derstand how these DNA binding factors (DBFs) are organized in the cell under
speciﬁc conditions. The quantitative models proposed for predicting the complex
combinatorial binding pattern underlying gene expression generally use the DNA
binding aﬃnities and concentrations of the DNA binding factors. These models
have been shown to work well under thermodynamic equilibrium conditions in
lower organisms but when modeling the actual in vivo binding we have to con-
sider the ATP-driven chromatin remodelers actively repositioning, reconﬁguring
or ejecting nucleosomes, the binding cooperativity among transcription factors
and the environment of the cell with ATP-driven molecular components acting
against thermal equilibrium. Moreover, the challenge of correctly determining
DBF concentrations in the cell makes the application of these methods trouble-
some. In this study, we propose a probabilistic method to infer the competitive
and combinatorial DNA occupancy of the factors at each position of an inspected
region by the use of the ChIP-Seq and MNase-Seq high-throughput data which
intrinsically reﬂect the eﬀects of all of the factors related with DBF positioning.
Our method is built upon the enriched read coverage proﬁles observed around the
binding sites and explicitly includes the competition between DBFs. Experiments
we have conducted with 47 DBFs suggest that incorporation of this competition
into the model increases the precision of the binding site estimates.
Keywords: transcription factors, nucleosomes, competitive binding,
Chip-seq, MNase-seq, ENCODE
Language: English
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Abbreviations and Acronyms
ChIP-Chip Chromatin immunoprecipitation with DNA microar-
ray
ChIP-Seq Chromatin immunoprecipitation with massively par-
allel DNA sequencing
DBF DNA binding factor
ENCODE The encyclopedia of DNA elements
MNase Micrococcal nuclease
TF Transcription factor
TSS Transcription start site
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Chapter 1
Introduction
Regulation of the key eukaryotic cellular processes like transcription, repli-
cation and chromatin packaging is dependent on the binding of hundreds of
diﬀerent factors to the genome. These proteins include histone proteins and
transcription factors.
Eukaryotic genome needs to ﬁt in the small volume of the nucleus while
being accessible to the DNA binding factors that control gene expression.
Nucleosomes, which occupy∼ 75−90 of the genome [9], are the basic building
blocks of the chromatin structure which is specially evolved to achieve in this
goal. Nucleosomes are formed by approximately 147bps of DNA wrapping
around a histone octamer, which contains two copies of each of the core
histones: H2A, H2B, H3, and H4 [10]. The 10-50bp long stretches of DNA
that run between nucleosomes are referred to as linker DNA. Figure 1.1
shows the hierarchical chromatin structure. The linear arrangement of the
nucleosomes along the DNA constitutes the primary packing level. With
addition of H1 histone proteins, multiple histones wrap into helical structures
called chromatin ﬁbers which eventually form chromosomes [7].
Transcription factors (TFs) are DNA binding proteins which promote or
inhibit gene expression. The net expression outcome is dependent on the
concentrations and binding aﬃnities of these factors in the cell [8]. DNA
binding domains of the TFs are specialized in recognizing and binding ener-
getically preferable locations of the genome which are called as binding sites.
The proteins which lack DNA binding domains, e.g. coactivators, chromatin
remodelers, histone acetylases, deacetylases, kinases, methylases, are not la-
belled as transcription factors even though they might play important roles
in gene expression regulation [11].
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Figure 1.1: Chromatin structure which enables eukaryotic genomic DNA to
ﬁt into the nucleus of the cell while being accessible to DNA binding factors
that control gene expression. DNA is wrapped around histone octamers form
nucleosomes which are connected by linker DNA [35].
In general, the compactness of the chromatin is inversely proportional to
DNA accessibility of the DNA binding factors. In other words, the more
tightly packaged the DNA, the harder it is for the transcription factors and
other DNA binding proteins to access DNA and perform their functions [7].
Even though some examples have been reported for conﬁgurations where TFs
are able to bind to nucleosomal DNA [1], in most cases TFs cannot bind nu-
cleosomal sequences and hence compete with nucleosomes for DNA access.
Additionally, binding sites of several TFs that control the expression of the
same gene may be overlapping. This again motivates a competition between
diﬀerent TFs. Consequently, in addition to the TF binding preferences, the
sites to which TFs can bind also depend on the competitions between TFs and
nucleosomes as well as the competitions among TFs[2]. Cellular concentra-
tions and binding aﬃnities of these factors generally determine the winners of
these races. Likewise, nucleosome organization is determined by multiple fac-
tors, including the competition with these site speciﬁc DNA-binding proteins,
DNA sequence preferences of the nucleosomes and active chromatin remod-
ellers that reposition or remove nucleosomes [12, 72]. Due to the competitive
binding between TFs and nucleosomes, the organization of nucleosomes play
a signiﬁcant role on transcriptional gene expression regulation.
CHAPTER 1. INTRODUCTION 8
1.1 TF Binding Discovery and Prediction
Many studies have been conducted on both transcription factor binding site
(TFBS) discovery and prediction, and nucleosome positioning. Most of the
computational approaches to TFBS analysis employ position weight matrices
(PWMs) which quantitatively represent TF binding motifs [13](see [14] for a
review). However, since TFBSs are usually short and the sequence changes at
many positions of the binding sites are generally tolerated by TFs, with these
methods suitable sequences are found excessively leading to low accuracy
predictions. It is even claimed that, in a human cell most computationally
predicted TFBS are not available for binding [13]. Many methods that point
out this high false positive rate have been proposed in the literature [1519]
and more ﬂexible models are suggested for the prediction of TFBSs [2025].
Other than the computational methods, high-throughput experimental
methods such as chromatin immunoprecipitation with DNAmicroarray (ChIP-
Chip) [26, 27], chromatin immunoprecipitation with massively parallel DNA
sequencing (ChIP-Seq) [28] have been developed for mapping of protein bind-
ing events. Since an array is restrained to a ﬁxed number of probes, ChIP-Seq
has gained popularity over ChIP-Chip as the sequencing cost has decreased
over time.Currently ChIP-seq is the major TF binding mapping method used
in the ENCODE project. Figure 1.2 displays the ChIP-Seq workﬂow.
In the ChIP-Seq protocol, ﬁrst the target protein is cross-linked with the
DNA site it binds to. Then, the cells are lysed and the DNA is sheared by
sonication or by using endonuclease enzymes. This brings about chunks of
protein-DNA complexes, where the double-stranded DNA is generally 1 kb
or less in length [31]. In the next step, only the complexes with the protein
of interest are ﬁltered out by using an antibody speciﬁc to the target pro-
tein. The cross-linking of protein-DNA complexes is reversed and the DNA
strands are puriﬁed. Oligonucleotide adaptors are then added to the small
stretches of DNA that were bound to the target protein to enable massively
parallel sequencing. Finally, after size selection, all the resulting ChIP-DNA
fragments are sequenced simultaneously using a genome sequencer [31].
In principle, a pool of DNA fragments enriched for the target protein's
binding sites should be produced at the end of the ChIP protocol. High-
throughput sequencing of these fragments generates millions of short tags
which are later mapped to the reference genome [33]. Due to the repetitive
regions of the genome, some of these tags may be mapped to multiple loca-
tions. This should be taken into account during the downstream analysis.
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Figure 1.2: ChIP-Seq workﬂow [30].
CHAPTER 1. INTRODUCTION 10
For single-end sequencing, the average fragment size is estimated by the
distribution of distances between reads on the positive and negative strands
and each read is extended to the average fragment size, while for paired-
end sequencing, the distance between the paired-end reads deﬁnes the actual
length of each fragment. In order to identify the protein binding sites, ChIP-
Sek peak ﬁnders identify genomic locations where mapped sequence tags are
enriched and specify some criteria to distinguish the signiﬁcantly enriched
sites. Various approaches has been proposed for this task, e.g., identifying
regions where extended sequence tags overlap, sliding windows algorithm for
ﬁnding ﬁxed width windows in which the number of tags are enriched, and
searching bimodal pattern in the strand-speciﬁc tag densities (for a review
of peak calling programs see [33]).
1.2 Nucleosome Positioning
Non overlapping positions of the nucleosomes on the DNA constitutes the
nucleosome conﬁguration of a cell[36]. Higher organisms have varying nucle-
osome conﬁgurations in diﬀerent cell types and even in a speciﬁc cell sample,
the exact positions of the nucleosomes within each cell may deviate around
a most preferred position. This variance of nucleosome positions within each
cell in a cell population is referred to as fuzziness [37]. Nucleosome position-
ing aims to assess the most preferred positions, fuzziness and the occupancy
values of the individual nucleosomes. Occupancy value of a nucleosome in-
dicates the frequency with which this genome position is occupied by a nu-
cleosome in a cell population [37]. If a nucleosome is well-positioned, this
means that the nucleosome is present at the same genomic location in most
of the cells in the population.
There are many factors determining the nucleosome positions. These in-
clude the sequence characteristics of the local DNA and the intrinsic sequence
preferences of the nucleosomes, active chromatin complexes that reposition
or delete nucleosomes, competition with other DNA binding factors and the
eﬀects of neighboring nucleosomes (for a review of cis and trans determi-
nants of nucleosome positioning see [38]). In a cell nucleosome positions
can be altered as a response to dynamic environmental factors such as heat
shock or hormonal treatment [37]. Therefore, accurate positioning of nucle-
osomes and studying the nucleosome repositioning mechanisms is a key to
understand how chromatin elements and transcription factors collaborate to
organize the cellular responses to environmental changes [39, 40].
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In order to wrap around the histone octamer the DNA helix is has to ex-
perience a sharp bending. Certain sequences are argued to intrinsically favor
or disfavor this curving. Nucleosomes are more likely to be formed when the
bending is preferred [45, 46]. Based on this observation, numerous studies
have predicted in vivo nucleosome positions directly from DNA sequence,
claiming that nucleosome organizations are encoded in the genomic sequence
to a certain extent [4144]. With the advance of high-throughput sequenc-
ing, new experimental techniques have been designed to measure nucleosome
positions on a genome-wide scale.
Micrococcal nuclease (MNase) digests chromatin at DNA sites that are
not occupied by nucleosomes, because linker DNA in between nucleosomes is
more exposed to the nuclease while nucleosome covered sequences are better
protected from digestion [48]. Figure 1.3 illustrates the digestion process.
This step introduces some biases to the experiment results, because MNase
has a sequence preference to having TA/AT dinucleotide as its cleavage site
[49, 50]. Fortunately, it has been demonstrated that nucleosome protection
is more eﬀective than MNase speciﬁcity in the MNase digestion [36]. After
digestion, the beads are isolated and the nucleosomal DNA is extracted for
high-throughput sequencing. The sequenced reads are again mapped to the
reference genome, followed by some normalization steps. Nucleosomes are
then positioned according to the peaks of the coverage proﬁle, just as in
the ChIP-seq peak calling process. However, the resulting coverage proﬁle
generally exhibits many blurry peaks which involves overlapping and am-
biguous nucleosome positions [34]. This is due to three main reasons: ﬁrstly,
MNase sequence preferences cause some DNA fragment length variation from
the actual nucleosomal DNA size, which is hypothetically 147bp [54]. Sec-
ondly, considering that MNase is a strong enzyme, the digestion outcome is
very easily aﬀected by the MNase concentration and incubation time [5153].
Thirdly, since it is not possible to locate the nucleosomes cell by cell with the
current technologies, the deviation in the nucleosome positions between cells
is directly reﬂected in the experimental results obtained from a population
of cells[54]. Several approaches and tools have been proposed to identify nu-
cleosome positions from MNase-Seq data, such as peak calling [55, 56], and
hidden Markov models [44] (for a recent review of nucleosome positioning
methods see [60]).
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Figure 1.3: MNase digests chromatin at DNA sites that are not occupied by
nucleosomes [47].
1.3 Problem statement
Hypothetically any DNA sequence of a certain length is a candidate binding
site for a DNA binding factor. The binding probability of a factor to a site
is a time-dependent dynamic variable determined by the sequence prefer-
ences of the factor, its concentration in the cell at that speciﬁc time and the
stochastic competitions between diﬀerent factors. Therefore, it would be a
more realistic view of the DNA-protein interactions if the genomic positions
were annotated as binding sites using a probability interval. However, cur-
rent available models generally announce the positions to be either binding
sites or not[2].
Secondly, most of the models of genome binding do not consider diﬀerent
types of factors together simultaneously even though considering the compe-
tition between diﬀerent factors would yield more accurate locations for both
the nucleosomes and the TF binding sites [2]. In addition, methods that
model the competitive and combinatorial binding pattern of transcription
factors and nucleosomes at genomic regulatory regions would be beneﬁcial
for revealing the complex mechanisms of gene expression regulation. The
quantitative models proposed for predicting this complex combinatorial code
generally use the binding aﬃnities and concentrations of the DBFs in the cell
[16]. These models might work well in lower organisms under thermody-
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namic equilibrium conditions but when modeling actual in vivo binding we
have to consider the ATP-driven chromatin remodelers capable of actively
repositioning, reconﬁguring or ejecting nucleosomes [7], the binding cooper-
ativity among transcription factors [8] and the environment of the cell with
ATP-driven molecular components functioning against thermal equilibrium
[57]. Moreover, the challenge of correctly determining DBF concentrations
in the cell makes the application of these methods troublesome [2].
In this study we propose a probabilistic model for generating the combi-
natorial occupancy proﬁle [2] of TFs and nucleosomes in a cell sample. Our
model uses Chip-Seq and MNase-Seq data sets of the TFs and nucleosomes
as input which intrinsically reﬂects the direct and indirect eﬀects of the fac-
tors related with DBF positioning. To our knowledge, ours is the ﬁrst study
which explicitly models the combinatorial conﬁguration of multiple DBFs by
the use of the high-throughput sequencing data.
1.4 Structure of the Thesis
Chapter 2 represents the materials and the enrichment analysis we performed
on ENCODE ChIP-Seq and MNase-Seq GM12878 cell line data which is
prepared by using human lymphoblastoid cell type. Chapter 3 explains our
proposed method in detail and Chapter 4 displays the experiment results.
Finally Chapter 5 discusses about our ﬁndings and concludes the study.
Chapter 2
Materials
In our experiments we used the publicly available GM12878 cell line human
ChIP-Seq and MNase-Seq data sets released by the ENCODE project [58].
GM12878 is a lymphoblastoid cell line produced from the blood of a female
donor with northern and western European ancestry by EBV transformation
[59]. It is one of the two cell lines (other one is K562) for which MNase-
Seq data is published. Currently there are 98 TFs for which ChIP-Seq data
is published in this cell line. The 46 TFs that we used in our experiments
are: ATF2, ATF3, BCL3, BCL11A, BCLAF1, CEBPB, CREB1, CTCF,
EBF1, EGR1, ELF1, ETS1, FOXM1, GABPA, IRF4, MEF2A, MEF2C,
MTA3, NFATC1, NFE2, NFIC, NRF1, NRSF, PAX5, PBX3, PML, POL2,
POL24H8, POU2F2, PU1, RAD21, RFX5, RUNX3, RXRA, SIX5, SP1,
STAT1, STAT5A, TAF1, TBP, TCF3, TCF12, USF1, YY1, ZBTB33, ZEB1.
2.1 Data Preprocessing
2.1.1 ChIP-Seq Data Preprocessing
We downloaded raw ChIP-Seq data ﬁles from UCSC downloads server [61]
in .fastq format and used FastQC [62] to perform quality control checks to
ensure that the raw data looks good and there are no problems or biases
in our data. FastQC provides a QC report which can spot problems which
originate either in the sequencer or in the starting library material. Figure
2.1 displays an example FastQC report summary for the raw data ﬁle of TF
RUNX3. Most of the TFs we used had high quality data according to FastQC
analysis reports. For some TFs, there were overrepresented sequences which
were reported to be the adapter sequences.
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Figure 2.1: FastQC report summary example.
We removed such sequences that were ligated to the 5' or 3' ends of the
library reads by the use of Cutadapt [63] software with the -q 20 -m 36
options which enabled us to trim low-quality ends from reads before adapter
removal and discard trimmed reads that are shorter than 36bps.
After quality check and adapter removal, we aligned the library reads to
the reference genome NCBI GRCh37 (hg19) with the Bowtie software [64].
Reads that were mapped to more than one single location were discarded.
Following that, ﬁrst we converted resulting .sam format ﬁles into .bam ﬁles
with Samtools view software [65] and then used Samtools rmdup to re-
move the duplicate reads. Duplicate removal is important for handling the
possible ampliﬁcation and sequencing errors [55]. Finally, we converted the
duplicate removed .bam ﬁles into .bed format which is the input ﬁle format
of our tool.
In our model we use the reads in 1bp resolution. In other words, each
read is represented by its 5' end coordinate. Samtools only retains the read
with highest mapping quality if multiple reads have identical coordinates
for their 5' and 3' ends and the reads with identical 5' end positions are
kept when their 3' ends are diﬀerent. Considering the trimming steps in our
preprocessing procedure, we only keep one of the reads which have identical
5' positions and discard the others. Therefore, the occupancy value of each
base pair is at most 2 (1 read mapped to the positive strand and 1 read
mapped to the negative strand).
Inputs to our implementation contain the MACS summit reports for the
considered TFs. In each of these reports, in addition to the peak summit
locations, MACS announces the average fragment length of the ChIP-seq
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library. We read that value and shift the reads in the 3' direction by half of
the fragment length to locate the center of each fragment. As a last step,
the shifted 1bp resolution reads are binned (default bin size is 5bp ) and the
number of reads in each bin is used in the model.
2.1.2 MNase-Seq Data Preprocessing
During sonication or endonuclease digestion some regions of open chromatin
are preferentially cut. This preference and errors during sequencing generate
fragments which are mapped to non-speciﬁc background regions throughout
the genome. Therefore, the reads in a ChIP sample contains some back-
ground noise reads as well as the enrichment signal reads. In order to reduce
the eﬀect of the noise in the data, the experiment signal should be analyzed
considering a reference sample. There are two basic methods to generate the
control data for the ChIP-seq experiments. Both of these methods use the
cells from the same sample as used in the ChIP sample. In the ﬁrst method,
the input DNA is produced by cross linking and fragmenting the cell DNA
without immunoprecipitation. The second method includes immunoprecipi-
tation step but uses an antibody that has no speciﬁcity to any protein. The
control data obtained by following the second technique is called IgG con-
trol. Input control ChIP-seq data is published for the ChIP-seq that we used
in our experiments. We preprocess the control data with the same steps used
in preprocessing the sample data. In order to normalize the control data, we
calculate the ratio between the total control tag count and total sample tag
count, and multiply the binned control signal with this ratio before subtract-
ing it from the binned sample signal. -
For the preprocessing of ENCODE GM12878 cell line MNase-Seq data,
we followed the same steps explained in Section 2.1.1, except that for this
data set reads and index were in colorspace and necessary arguments (-c
for cutadapt and -C for bowtie) were speciﬁed to align the reads to the
reference genome hg19.
2.2 Data Enrichment Analysis
2.2.1 ChIP-Seq Data Enrichment Analysis
We performed ChIP-Seq read enrichment analysis around the peak summits
detected by MACS [66] for all of the TFs we considered throughout our exper-
iments. When we inspected the read distributions in 800bp regions centered
at 400 most signiﬁcant peak summits of MACS, we observed that the number
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of reads mapped to the + strand are enriched in a [−w, 0] window and the
number of reads mapped to the - strand are enriched in a [0, w] window where
w was a number close to the average fragment length reported by MACS.
Therefore, when we shifted the 5' end positions of the reads by w/2, the cu-
mulative signal in a w bp window centered at the summits was signiﬁcantly
enriched compared to the background. This observation is compatible with
the assumptions of most of the peak calling algorithms [33]. As an example
of these analyses, Figure 2.2 displays the heat maps for the 1bp resolution
read distribution in 800bp regions centered at 400 most signiﬁcant EBF1
peak summits on chromosome one that were reported by MACS and Figure
2.3 shows the average density proﬁles of these 400 regions. MACS reports
the average fragment length of this TF ChIP-Seq library to be 103bp, and
accordingly we see that there is a signiﬁcant enrichment in a ∼ ±100 region
centered at the summits.
2.2.2 MNase-Seq Data Enrichment Analysis
We also performed a similar analysis on the MNase-Seq data. For that
purpose, we ran DANPOS [37] software on MNase-Seq data for ENCODE
GM12878 cell line, chromosome one and after ordering the nucleosome sum-
mits according to their p-values, we analyzed the 1bp resolution read dis-
tribution at the regions which are centered at 500 most signiﬁcant summit
positions.
Although nucleosome size is 147bp in higher eukaryotes, due to the noisy
nature of existing nucleosome positioning data, the real size of DNA frag-
ments after MNase digestion vary from ∼ 120bp to 210bp [12, 37]. Moreover,
MNase-Seq data is more scattered compared with Chip-Seq data because of
the mobility of the nucleosomes in a cell population. Since we had single-end
sequenced MNase-Seq data, in order to ﬁnd the average fragment length, we
measured the phase shift between the + strand read density and - strand
read density by calculating the cross correlation between + and - density
signals.
Figure 2.4 displays the heat maps for 1bp resolution read distribution
in 600bp regions centered at 500 signiﬁcant nucleosome summit positions
detected by DANPOS and Figure 2.5 shows average 1bp read density proﬁles
of these regions. In Figure 2.5a, we observe the phase-shift value between
+ and - strand density signals to be ∼ 200bp. When the reads were shifted
by 100bp, the enriched regions of the two signals overlap as shown in Figure
2.5b. In this ﬁgure, we see that the number of fragment centers of MNAse-
Seq reads are enriched in a ∼ 75bp window. These MNase-Seq enrichment
analysis results are compatible with the ﬁndings published in [55].
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(a) Reads mapped to + strand.
(b) Reads mapped to - strand.
(c) Reads mapped to both strands.
Figure 2.2: Heat maps displaying the 1bp resolution read distribution in
800bp regions centered at peak summits (most signiﬁcant 400) for EBF1
protein detected by MACS.
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(a) Fragments are unshifted.
(b) Fragments are shifted by d2 , which is 51bp for EBF1.
Figure 2.3: Average 1bp resolution read density proﬁles in 800bp regions
centered at MACS reported peaks summits for EBF1.
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(a) Reads mapped to + strand.
(b) Reads mapped to - strand.
(c) Reads mapped to both strands.
Figure 2.4: Heat maps displaying the 1bp resolution read distribution in
600bp regions centered at nucleosome summit positions (most signiﬁcant
500) detected by DANPOS.
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(a) Fragments are unshifted.
(b) Fragments are shifted by half of the phase shift value between + strand
signal and - strand signal.
Figure 2.5: Average 1bp read density proﬁles in 600bp regions centered at
DANPOS reported nucleosome summits.
Chapter 3
Model Description
3.1 Model Description
Let Θ = {θ1, θ2, ..., θM} be the set of M DBFs consisting of nucleosomes and
M − 1 diﬀerent TFs where θi denotes the DBF i. S = (s1, ..., sL) is the
genome sequence of the nucleotides in the inspected region which is L bp
long. For notational simplicity, L is expected to be a multiple of the bin size
n which is 5bp by default.
Q, which stands for the number of binding sites in S, is unknown. All
binding sites of any DBF θi are assumed to be d δi
n
e × n bp long where δi
is the average motif length of DBF θi. Q = c denotes that there are c
non-overlapping binding sites which can belong to any of the M DBFs. K =
{k1, ..., kc} ⊂ S is the set of start positions of these c non-overlapping binding
sites. Finally, pi ⊂ {θ1, ..., θM}c stands for a conﬁguration indicating which
DBFs hold which binding sites. A tuple consisting of conﬁguration pi with the
corresponding set K, can be referred to as a state. For instance, when c = 3,
M = 7 and S = (4567, ..., 4700) on chromosome one, one such conﬁguration
might be pi = (θ3, θ7, θ3) with the corresponding start positions K = {k1 =
4569, k2 = 4615, k3 = 4690} assuming d δ3n e × n ≤ 15 and d δ
7
n
e × n ≤ 75.
Read density proﬁles of Chip-seq and MNase-seq data, for which the
analysis results were presented in Chapter 2, can be used for assessing the
probability of a conﬁguration pi with a speciﬁed set K. We can denote the
set of binned read density proﬁles of DBFs' high throughput data mapped
to S as D = {d1, ..., dM} where di stands for the binned read distribution
proﬁle of high throughput data for θi along the inspected region S. That is,
when xi,j represents the number of 1bp resolution reads mapped to bin j for
θi:
22
CHAPTER 3. MODEL DESCRIPTION 23
di = (xi,1, xi,2, ..., xi,L
n
). (3.1)
Using Bayes' rule, the probability of the binding site positions K and
conﬁguration pi, given D is:
P (K, pi|D) = P (D|K, pi)P (K, pi)
P (D)
(3.2)
Since D = {d1, ..., dM}, when we assume conditional independence be-
tween read distribution proﬁles given a particular conﬁguration and start
positions Equation 3.2 can be rewritten as:
P (K, pi|D) = P (K, pi|d1, ..., d)
=
P (d1, ..., dM |K, pi)P (K, pi)
P (d1, ..., dM)
=
P (d1|K, pi)...P (dM |K, pi)P (K, pi)
P (d1, ..., dM)
(3.3)
The peak summits reported by MACS provide us empirical prior infor-
mation about the number of possible binding sites of each TF. The prior
probability of TF θi having bi number of binding sites in state (K, pi) is mod-
eled by a Poisson distribution with λi being equal to the number of peak
summits reported by MACS for the inspected region. For the nucleosomes,
we lack such information and we model the prior probability distribution of
the number of nucleosomes in the Lbp long region as Unif[0, L
150
]. Therefore,
the prior P (K, pi) is:
P (K, pi) = Poi(b1|λ1)...Poi(bm−1|λM−1)Unif[bm|0, L
150
] (3.4)
P (di|K, pi) denotes the marginal likelihood of the binned read density
proﬁle of DBF θi along S, given conﬁguration pi and the set of binding site
start positions K.
Based on our observations explained in Chapter 2, we can conclude that
di is composed of bins belonging to enriched and background regions. For
TFs, the enriched regions are assumed to be fragment length long windows
centered (referred to as enriched windows hereinafter) at the binding sites
and are of equal length for all of the binding sites of a speciﬁc TF. Whereas,
for nucleosomes, the middle 75bp window is considered to be the enriched
region of a nucleosome site of 150bp long. When two or more binding sites of
a TF are close to each other, the enriched regions around these binding sites
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overlap forming combined enriched regions (deﬁned later). The likelihood
P (di|K, pi) is the product of the likelihood of the enriched bins P (di−en|K, pi)
and the likelihood of the background bins P (di−bg|K, pi)
P (di|K, pi) = P (di−en|K, pi)P (di−bg|K, pi). (3.5)
Note that, for each di, (K, pi) deﬁnes the enriched and background bins.
Instead of P (di−en(K,pi)|K, pi) and P (di−bg(K,pi)|K, pi) we write P (di−en|K, pi)
and P (di−bg|K, pi) for notational brevity.
Negative binomial distribution is a popular choice for modelling back-
ground read counts [67]. We model the distribution of the background bin
read counts with poisson distribution with gamma prior. The poisson and
gamma distributions being conjugate, the marginal likelihood can be calcu-
lated in closed form using the negative-binomial distribution [68]. For θi, if
we denote the set of indices corresponding to background regions at state
(K, pi) as Ii−bg(K, pi) and assume an independent gamma prior for each bin,
then the the background likelihood P (di−bg|K, pi) can be calculated as the
product of the likelihood of the read counts in each background bin:
P (di−bg|K, pi, λi−bg) =
∏
jIi−bg(K,pi)
P (xi,j|λi−bg)
P (λi−bg|α, β) = Ga(α, β) (3.6)
P (di−bg|K, pi) =
∏
jIi−bg(K,pi)
ˆ
P (xi,j|λi−bg)P (λi−bg|α, β)dλi−bg
=
∏
jIi−bg(K,pi)
ˆ
Poi(xi,j|λi−bg)Ga(λi−bg|α, β)dλi−bg
=
∏
jIi−bg(K,pi)
NB(xi,j|α, β) (3.7)
We have used the empirical Bayes approach and estimated the background
NB parameters by using the bin read counts in a [-2500, + 2500] interval
around the inspected region. For TFs, the bin count values of all bins in this
interval are used for background parameter estimation. However, considering
that 75 to 90 percent of eukaryotic genomic DNA is packaged into nucleo-
somes and each ∼ 210bp (147 for the particle plus ∼ 60bp for the one linker
region ) nucleosomal region has a corresponding 75bp enriched window in our
model, we have used the 85% lowest bin read counts to infer the parameters
of the nucleosome background signal.
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Let Ti,j denote the total read count in enriched window j centered at a
binding site of DBF θi . Based on our observations for distribution of the
total number of reads in enriched windows centered at peak summits reported
by MACS, we model the distribution of Ti,j with poisson distribution with
gamma prior. Given Ti,j, the read counts of the individual bins in the enriched
window, Yi,j, are assumed to follow the multinomial distribution with bin
level probabilities Φ which describes the peak shape around a single binding
site1. Peaks in real data vary in widths, heights, and shapes, possibly due to
various biological and technical factors. Therefore, we use a dirichlet prior
for Φ which provides a ﬂexible model to allow the heterogeneity and variation
in the peak shapes.
When there are bi non-overlapping enriched windows of θi in state (K, pi),
the likelihood of the combination of the enriched regions P (di−en|K, pi) is:
P (di−en|K, pi) =
∏(ˆ
P (Ti,j|λen)P (λen|α′ , β ′)dλen
)
·(ˆ
P (Yi,j|Φ, Ti,j)P (Φ|α∗)dΦ
)
(3.8)
=
∏(ˆ
Poi(Ti,j|λen)Ga(λen|α′ , β ′)dλen
)
·(ˆ
MN(Yi,j|Φ, Ti,j)Dir(Φ|α∗)dΦ
)
(3.9)
=
bi∏
j=1
(
NB(Ti,j|α′ , β ′) · Polya(Yi,j|Ti,j, α∗
)
(3.10)
In equation 3.10, (α
′
, β
′
) are parameters of the gamma distribution which
is the prior for λen. α∗ stands for the prior dirichlet parameters which speci-
ﬁes the template unimodal peak proﬁle. Since each bin has its own speciﬁed
multinomial probability value, number of the parameters in α∗ is equal to
the number of bins in an enriched window. (This bin count is equal to
d fragment length
bin size
e for TFs and d 75
bin size
e for nucleosomes.) For enriched windows
containing only one binding site, to set α∗, we calculate the binned read
distribution signals in windows centered at the 4000 most signiﬁcant peak
summits detected by MACS ( for TFs) or 8000 DANPOS nucleosome peak
summits. Then, we estimate α∗ by ﬁnding the values which maximizes the
likelihood of this array of signals. Since there is no closed-form solution for
1Note that Yi,j is a set of consecutive read counts from di,i.e., Yi,j =
(di,r, di,r+1, ..., di,r+l) = (xi,r, xi,r+1, ..., xi,r+l)
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the maximum-likelihood estimate of Dirichlet-multinomial compound distri-
bution (also known as multivatiate Polya distribution) parameters, we ﬁnd
the maximum-likelihood estimate of α∗by using the L-BFGS-B optimization
algorithm [74] implemented in Python scipy.optimize module. However, for
some DBFs we have observed that the average of this signal array does not
project the read distribution around individual peak summits, which is in
general a unimodal peak centered at the peak summit. Therefore, we de-
cided to use a Gaussian shaped function exp(− (x−z)2
2(2z)2
) for regularizing α∗
while making sure that sum of the parameters in resulting α∗ is equal to the
sum of the parameters in maximum likelihood estimate, i.e., if the number
of bins in the enriched window centered at a single binding site is 2z then:
α∗ = (α∗1, α
∗
2, ..., α
∗
2z) (3.11)
α∗j = exp(−
(j − z)2
8z2
) (3.12)
In some states where two or more binding sites of the same TF are closely
located, the enriched windows, each of which is centering at a diﬀerent bind-
ing site, may overlap. In these cases, the prior Dirichlet parameters for the
combined enriched window are calculated as a combination of the dirichlet
parameters of the individual enriched windows such that the corresponding
parameters of the overlapped bins are summed up.
Integrating out the enriched window speciﬁc multinomial probabilities Φ,
we can obtain the marginal bin counts distribution conditional on total count
of the enriched window Ti,j. This marginalization is computed in closed form
by Polya distribution.
3.2 Monte Carlo Markov Chain Estimation
In addition to the fact that calculating the necessary normalization factor
P (D) is extremely diﬃcult, computing the posterior P (K, pi|D) for all K and
pi is impossible. However, we can draw samples from the target distribution
by using Markov Chain Monte Carlo (MCMC) [69] framework which is scaled
well with the dimensionality of the sample space. For this purpose we use
a Metropolis-Hasting algorithm by which we construct a Markov chain such
that its unique stationary probability distribution P ((K, pi)) converges to
our target distribution P (K, pi|D) irrespective of the choice of the initial
distribution.
A distribution is said to be stationary, with respect to Markov chain
if each step in the chain leaves the distribution stationary [69]. That is,
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with transition probabilities T ((K ′, pi′), (K, pi)), the distribution P ((K, pi)) is
stationary if :
P ((K ′, pi′)) =
∑
((K,pi))
T ((K ′, pi′), (K, pi))P ((K, pi))
In order to guarantee an acceptable approximation of the simulated model,
the Markov chain should have a unique stationary distribution. It is guar-
anteed that P ((K, pi)) is a unique stationary distribution when the following
two conditions are met:
• existence of stationary distribution: Detailed balance condition
is a suﬃcient but not necessary way for ensuring that there exists a
stationary distribution P ((K, pi)). A stationary distribution requires
that each transition T ((K ′, pi′), (K, pi)) is reversible. In other words,
for every pair of states (K, pi), (K ′, pi′), the probability of being in state
(K, pi) and transit to the state (K ′, pi′) must be equal to the probability
of being in state (K ′, pi′) and transit to the state (K, pi):
P ((K, pi))T ((K ′, pi′), (K, pi)) = P ((K ′, pi′))T ((K, pi), (K ′, pi′))
This preliminary constraint on T ((K ′, pi′), (K, pi)) is called irreducibility.
Irreducibility property ensures that for any state of the Markov chain, there
is a positive probability of visiting all other states. That brings transition
kernel T in allowing for moves all over the state-space. In the discrete case
that means no matter what the starting state is, the Markov chain has a
positive probability of eventually reaching any region of the state space.
• uniqueness of stationary distribution: This is guaranteed by er-
godicity property, which requires that every state must be:
 aperiodic: This property ensures that the system does not return
to the same state at ﬁxed intervals.
 positive recurrent: This property ensures that the system will
return to the same state with nonzero probability and expected
recurrence time is ﬁnite.
The notion of positive recurrency is necessarily satisﬁed for irreducible
chains on a ﬁnite space [69]. Therefore, it can be shown that a ﬁnite
state irreducible Markov chain is ergodic if it has an aperiodic state.
In other words, a model is said to hold the ergodic property if there is
a ﬁnite number N such that any state can be reached from any other
state in exactly N steps. When ergodicity property holds, the chain
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will converge to the same stationary distribution P ((K, pi)) no matter
what the initial state is.
Based on these requirements, we deﬁne the proposal distributionG((K ′, pi′)|(K, pi)),
which proposes new state (K ′, pi′) based on the current state (K, pi), as fol-
lows:
• Move 1: with probability p1, propose a new non-occupied and non-
overlapping binding site to a DBF which is randomly chosen among
DBFs that are eligible for having an additional non-overlapping bind-
ing site in the current state. To increase acceptance rate, proposed
binding site is selected by the use of a multinomial probability distri-
bution which always has non-zero set of parameters that are directly
proportional to the chosen DBF's binned read density proﬁle at the
available non-occupied, non-overlapping binding sites.
• Move 2: with probability p2, delete a randomly chosen binding site of
a randomly chosen DBF which has a binding site in the current con-
ﬁguration. Chosen binding site is selected by the use of a multinomial
probability distribution which always has non-zero set of parameters
that are directly proportional to the binned read density proﬁle of the
DBF at its current binding sites.
• Move 3: with probability p3, shift a randomly chosen binding site of
a DBF by 1 bin to the left provided that a binding site of this DBF
exists and the shifted position does not overlap with any other binding
sites
• Move 4: with probability p4, shift a randomly chosen binding site of
a DBF by 1 bin to the right provided that a binding site of this DBF
exists and the shifted position does not overlap with any other binding
sites
• Move 5: with probability p5, swap randomly chosen binding sites of
two TFs with equal motif lengths which have at least one binding site
in the current conﬁguration
where
p1 > 0, p2 > 0, p3 > 0, p4 > 0, p5 > 0
p1 + p2 + p3 + p4 + p5 = 1
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The candidate sample is accepted with probability:
A((K ′, pi′), (K, pi)) = min
{
1,
P (K ′, pi′|D)
P (K, pi|D) ×
G((K, pi)|(K ′, pi′))
G((K ′, pi′)|(K, pi))
}
= min
{
1,
P (d1|K ′, pi′)...P (dM |K ′, pi′)P (K ′, pi′)
P (d1|K, pi)...P (dM |K, pi)P (K, pi)
}
×(3.13){
G((K, pi)|(K ′, pi′))
G((K ′, pi′)|(K, pi))
}
(3.14)
If the candidate sample is accepted at time t, then the next state is
(K ′, pi′) at time t + 1, otherwise the candidate sample (K ′, pi′) is discarded
and the state at t+ 1 is set to (K, pi) and another sample is drawn from the
distribution G((K ′, pi′)|(K, pi)). That is, when a candidate sample is rejected,
the previous sample is included instead in the ﬁnal list of samples, leading
to multiple copies of the samples.
The resulting chain satisﬁes the irreducibility and aperiodicity constraints
which are required for a unique stationary distribution. Since the inspected
region is ﬁnite, the number of all possible DBF binding conﬁgurations is
ﬁnite. We assume that each one step move has a non-zero probability which
makes any state (K, pi) be reached from any other state (K ′, pi′) by following a
ﬁnite number of moves proposed by G. Therefore, irreducibility of the chain
holds. Aperiodicity of our chain is also assured because in each step, there is
a positive probability of choosing the reverse moves of the moves that have
been made so far which makes the probability of moving from (K, pi) back to
(K, pi) in two or more number of steps non-zero. For instance at state (K, pi)
the chain has a non-zero probability of moving to state (K ′, pi′) and stay at
this state for one or more steps and return back to state (K, pi).
3.3 Probabilities of Forward and Reverse moves
In a region consisting of r = L
n
number of bins, B = (b1, ..., bM) vector
contains the number of non-overlapping binding sites for each of theM DBFs
in this region in the current state. For simplicity, lets suppose each DBF has
a motif length equal to the bin size, and thus bi is equal to the number of bins
occupied by the binding sites of DBF θi. When computing the probability
in Equation 3.13, G((K ′, pi′)|(K, pi)) and G((K, pi)|(K ′, pi′)) can be calculated
for 5 possible moves of the proposal distribution as follows:
Forward and Reverse Move Probabilities of Move 1:
In this simpliﬁed case where each DBF has a motif length equal to the
bin size, the expression r −∑Mj=1 bj is equal to the number of candidate
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binding sites in the current state. The probability of a candidate binding
site to be selected is directly proportional to the binned read count of the
selected DBF at this location. By the use of the multinomial distribution,
candidate non-occupied, non-overlapping binding site at kth bin is selected
with non-zero probability xik+2∑
s(xis+2)
where xi,s represents the number of 1bp
resolution reads mapped to bin s for θi. Therefore, the forward and reverse
move probabilities of addition move are:
G((K ′, pi′)|(K, pi)) = p1
m1
(
xik + 2∑
s(xis + 2)
)
(3.15)
G((K, pi)|(K ′, pi′)) = p2
m
′
2
(
xik + 2∑b′z
s (xis + 2)
)
(3.16)
Here m1 represents the number of DBFs which are eligible for having
an additional binding site in the current state. Therefore, it is equal to the
number of DBFs whose motif length is smaller or equal to any of the available
free spaces in the current binding conﬁguration. When motif lengths of DBFs
are some multiples of the bin size, the number of candidate sites should be
calculated accordingly. m
′
2 is the number of DBFs which has at least one
binding site in the proposed state and b
′
z is the number of binding sites of
the selected DBF in the proposed state.
Forward and Reverse Move Probabilities for Move 2:
G((K ′, pi′)|(K, pi)) = p2
m2
(
xik + 2∑bz
s (xis + 2)
)
(3.17)
G((K, pi)|(K ′, pi′)) = p1
m
′
1
(
xik + 2∑r−∑mj=1 b′j
s (xis + 2)
)
(3.18)
Forward and Reverse Move Probabilities for Move 3:
G((K ′, pi′)|(K, pi)) = p3
m3
1
b∗z
(3.19)
G((K, pi)|(K ′, pi′)) = p4
m
′
4
1
b∼′z
(3.20)
Forward and Reverse Move Probabilities for Move 4:
G((K ′, pi′)|(K, pi)) = p4
m4
1
b∼z
(3.21)
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G((K, pi)|(K ′, pi′)) = p3
m
′
3
1
b∗′z
(3.22)
In equations 3.19-3.22, m3 and m
′
3 are the number of DBFs which have
at least one binding site eligible for a left shift in current and next state
respectively. Similarly, m4 and m
′
4 are the number of DBFs which have at
least one binding site eligible for a right shift in current and next state. In
these equations, b∗z and b
∗′
z denote the number of binding sites of the selected
DBF which can be shifted to left in current and proposed states respectively.
Likewise, b∼z and b
∼′
z denote the number of binding sites of the selected DBF
which can be shifted to right in current and proposed states.
Forward and Reverse Move Probabilities for Move 5:
Forward and reverse move probabilities of move 5 are always equal to
each other, which can be computed by the following function:
G((K ′, pi′)|(K, pi)) = G((K, pi)|(K ′, pi′)) = p5
m2(m2 − 1)
1
bx
1
by
=
p5
m
′
2(m
′
2 − 1)
1
b′x
1
b′y
(3.23)
Again m2 and m
′
2 are the number of DBFs which has at least one binding
site in the current and proposed state respectively. Since the total number
of occupied binding sites do not change with this move, m2 is always equal
to m
′
2. Likewise, bxand by are the number of non-overlapping binding sites
of θx and θy which do not change in the proposed state.
The sequence of samples obtained by the employment of our proposal
distribution is used to approximate the posterior distribution P (K, pi|D).
Each sample deﬁnes a conﬁguration pi with the corresponding start positions
K which together specify the binding sites of the M diﬀerent DBFs and the
sites which are not bound by any of the DBFs. When all of the collected
samples are taken into account, an M × L
n
probability matrix A is calculated
where each element aij indicates the binding probability of θi to the sites
in the jth bin of the considered region. Since these probability values are
computed by the use if the MNase-seq and ChIP-seq data, they automatically
reﬂect the sequence preferences and cell concentrations of the DBFs as well
as the eﬀects of the competitive binding and other factors aﬀecting DBFs'
binding locations and binding frequencies.
3.4 Convergence Monitoring
Even though the chain is ergodic as shown above, it is important to monitor
the convergence of the algorithm and make sure that the distribution of the
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chain does not change over time. For this purpose, we periodically ﬁnd the
maximum of the absolute diﬀerence between the posterior distributions of
the samples obtained by two separate chains which are run simultaneously
and stop the chains when this distance is below a user deﬁned maximum
threshold.
Chapter 4
Experiment Results
We applied our model to 46 ChIP-seq data and MNase-seq data at 300 [-
1000, +1000] regions around transcription start sites (TSSs) on chromosome
one. Names of the TFs are listed in the Materials section. These regions are
selected according to their MACS reported peaks abundance.
During our simulations, the convergence threshold for the maximum of
the absolute diﬀerence between the posterior distributions of the two separate
chains is set to be between 0.08−0.1. In the burn-in period, the ﬁrst 200, 000
samples are thrown away. The maximum number of acquired samples is set
to be 26, 000, 000, therefore if the threshold is not reached in the speciﬁed
running time, the posteriors of the chains are calculated based on this number
of accepted samples.
To illustrate a possible outcome of our proposed method, Figure 4.1 dis-
plays chain one and chain two posterior binding probabilities of 45 TFs and
nucleosomes in a [-1000, +1000] interval around a TSS. In each of the sub-
plots, the ﬁrst nine tracks show the probability values for the TFs, track ten
is for the nucleosomes and track eleven stands for the probability values of
each 5bp bin being not occupied by any of the considered DBFs.
The two chains are run as independent processes and the maximum of
the absolute diﬀerence between the chains is checked every 500 seconds by
the main process. At each of these controls, if the threshold value is reached,
the chains are stopped and the output posterior probability distribution is
calculated by taking the mean of the two chains' posteriors. Otherwise,
the algorithm runs until both of the chains accumulate at least 26, 000, 000
accepted samples.
33
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(a) Posterior probabilities of chain one.
(b) Posterior probabilities of chain two.
Figure 4.1: Posterior probabilities for a [-1000, +1000] interval around a TSS.
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Figure 4.2: Time course maximum chain posterior diﬀerence values of 46
DBFs.
The probability values shown in Figure 4.1 are obtained in a simulation
where the convergence threshold was not reached at the end of 349 checks and
the acquired 26, 000, 000 samples were used to estimate the posteriors. Figure
4.2 displays the evolution of the maximum posterior diﬀerence values of 46
DBFs through these 349 time course check points. During our simulations,
we generally observed this kind of exponential decrease in the distance values
between the chains.
As another example, Figure 4.3 displays the posterior probability values
of the two chains in an experiment where the convergence was reached with
a threshold of 0.1. Figure 4.4 shows the convergence monitoring of this
experiment in which all 47 DBFs were utilized.
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(a) Posterior probabilities of chain one.
(b) Posterior probabilities of chain two.
Figure 4.3: Posterior probabilities for a [-1000, +1000] interval around a TSS.
CHAPTER 4. EXPERIMENT RESULTS 37
Figure 4.4: Time course maximum chain posterior diﬀerence values of 47
DBFs.
4.1 Performance Evaluation for Accurate Bind-
ing Site Detection
In order to determine the accuracy of our proposed model in detecting the
binding sites of the TFs, we compared the peaks of our posterior values
with MACS reported results based on the annotated TF motif sites. During
these comparisons, for each TF we identiﬁed as many highest values out of
the posterior probabilities as the number of peaks reported by MACS and
referred the bin locations of these maximum posterior values as our predicted
TF binding sites.
We used the 'factorbookMotifPos' and 'factorbookMotifCanonical' tables
of the hg19 database of the UCSC bioinformatics site to obtain the positions
of the annotated TF motif sites. Then, we measured the distance between
the motif sites and the midpoints of our predicted binding sites, and the
distance between the MACS peak summits and the motif sites. Since, some
of the peaks might have been due to indirect binding to the DNA, we only
considered the distance values which were below 200bp. We calculated all
such distance values for 46 TFs in 300 [-1000, +1000] regions around TSSs. As
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an example, Figures 4.6 and 4.7 display the histograms of the distance values
between the predicted binding locations and ELF1, YY1 motif sites in the
inspected 300 regions respectively. For these TFs, we see that in general our
maximum posterior values are closer to the motif sites than MACS reported
binding sites. Figure 4.5 displays the comparison of the means of these
distance values for all of the considered TFs which has at least two distance
measurements (smaller than 200bp) in total. With these comparisons we
again observe that, our predictions are usually closer to the motif sites than
the MACS reported peak summits.
Figure 4.5: Mean distance values for each TF between MACS reported bind-
ing sites-motif sites versus our predicted binding sites-motif sites.
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(a) Histogram for the distance values between the MACS ELF1 peak summits and anno-
tated ELF1 motif sites.
(b) Histogram for the distance values between our method’s predicted binding sites and
annotated ELF1 motif sites.
Figure 4.6: Histograms for the distance values, which are smaller than 200bp,
between ELF1 motif sites and the binding site predictions.
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(a) Histogram for the distance values between the MACS YY1 peak summits and anno-
tated YY1 motif sites.
(b) Histogram for the distance values between our method’s predicted binding sites and
annotated YY1 motif sites.
Figure 4.7: Histograms for the distance values, which are smaller than 200bp,
between YY1 motif sites and the binding site predictions.
Chapter 5
Discussion
In this study, we proposed a probabilistic model for the organization of DBFs
on DNA using ChIP-seq and MNase-seq data. Our model takes into account
the combinatorial nature of binding probabilities of DBFs to DNA sites, and
annotates the binding sites using a probability interval. Moreover, it includes
the competition between diﬀerent factors, which, according to our results,
increase the precision of binding site estimates. Unlike thermodynamic mod-
els, which also aim to model the combinatorial binding pattern of the DBFs,
our model does not assume thermodynamic equilibrium conditions and in-
trinsically considers in vivo conditions by the use of the high-throughput
ChIP-seq and MNase-seq data. Finally, our proposed method is applicable
on high number of DBFs which is an important advantage for studies that
target integrated analysis of DBFs.
In our experiments, we have used high-throughput ChIP-seq data for 46
TFs and MNase-seq data for nucleosomes and analyzed 300 [−1000,+1000]
regions centered at TSSs. Throughout the experiments, we have observed
eﬃcient convergence statistics of the MCMC chains. In order to evaluate
our binding site predictions, we have compared the distances between the
maximums of the posterior probability distributions and MACS reported
peaks with respect to the annotated motif sites. We have seen that for most
of the TFs, our predictions have smaller mean distance values to the motif
sites.
Our method's bottleneck is the slower mixing time to reach stationary
distribution, which speciﬁcally shows up during integration of high number
of DBFs. Therefore, it is diﬃcult to apply it to large genomic regions. That
being said, we claim that it can be especially useful for the analysis of cis-
regulatory regions like promoters and enhancers.
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