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The invasive dynamics of Aedes aegypti mosquito
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Abstract. A reaction-diffusion-advection model is proposed and inves-
tigated to understand the invasive dynamics of Aedes aegypti mosquitoes.
The free boundary is introduced to model the expanding front of the invasive
mosquitoes in a heterogenous environment. The threshold RD0 for the model
with Dirichlet boundary condition is defined and the threshold RF0 (t) for the
free boundary problem is introduced, and the long-time behavior of positive
solutions to the reaction-diffusion-advection system is discussed. Sufficient
conditions for the mosquitoes to be eradicated or to spread are given. We
show that, if RF0 (∞) ≤ 1, the mosquitoes always vanish, and if R
F
0 (t0) ≥ 1
for some t0 ≥ 0, the mosquitoes must spread, while if R
F
0 (0) < 1 < R
F
0 (∞),
the spreading or vanishing of the mosquitoes depends on the initial number
of mosquitoes, or mosquitoes’ invasive ability on the free boundary. More-
over, numerical simulations indicate that the advection and the expanding
capability affect the mosquitoes’ invasive fronts .
MSC: primary: 35R35; secondary: 35K60
Keywords: Invasive mosquitoes; Reaction-diffusion-advection model;
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1 Introduction
Mosquitoes cause more human suffering than any other organism – over one mil-
lion people worldwide die from mosquito-borne diseases every year. The Aedes
∗The work is partially supported by the NSFC of China (Grant No.11371311, 11501494,
11571301), the High-End Talent Plan of Yangzhou University, China.
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mosquitoes are responsible for transmitting several of the most debilitating mosquito-
borne viruses, among which Aedes aegypti is the primary transmitter. These in-
clude dengue fever [37], Zika [15, 16], chikungunya [6], etc.
There are nearly 400 million people infected by dengue fever each year, and
as a result an estimated 25,000 deaths. And for Zika virus (ZIKV) [16], which
is closely related to dengue, and primarily transmitted to humans through the
bites of infected female mosquitoes from the Aedes genus, almost one in five in-
fected individuals develops symptoms like rash, conjunctivitis, mild fever and joint
pain. Since no effective treatment or vaccine is available to treat or prevent these
mosquito-borne diseases currently, and an infected mosquito is able to transmit
virus in its remaining life, an effective method for the mosquito-borne disease con-
trol is vector eradication.
Aedes aegypti bites primarily during the day, both indoors and outdoors, which
acts most actively for approximately two hours after sunrise and several hours
before sunset, but can also bite at night in well-lit areas. This mosquito can bite
people without being noticed, and prefers biting people but also bites dogs and
other domestic animals, mainly mammals. Thus the mosquito could easily transmit
viruses mentioned above. Aedes aegypti control aims to reduce the density of
adult mosquitoes populations under a threshold where the Aedes aegypti-borne
epidemics could not occur.
As we know, the evolution process of the habitat plays an important role in in-
vestigating the dynamics of invasive species, and to describe this, the free boundary
problems have been studied in many areas [3]. The well-known Stefan condition has
been applied to describe the interaction and expanding process at the boundary, for
example, the spreading of the invasive populations in [7, 9, 11, 18, 19, 31, 32, 36].
To explore the temporal and spatial dispersal of the Aedes aegypti mosquitoes,
Tian and Ruan [29] proposed an advection-reaction-diffusion model with free bound-
ary, based on [28], where the vector mosquitoes population is divided into two life
stages: the winged form (adult female mosquitoes) and an aquatic population
(including eggs, larvae and pupae):

Mt = DMxx − νMx + γA(1−
M
K1
)− µ1M, t > 0, 0 < x < h(t),
M(t, x) = 0, t > 0, x ≥ h(t),
At = r(1−
A
K2
)M − (µ2 + γ)A, t > 0, x > 0,
Mx(t, 0) = 0, Ax(t, 0) = 0, t > 0,
M(t, h(t)) = 0, h′(t) = −µMx(t, h(t)), t > 0,
h(0) = h0,M(0, x) = M0(x), x ∈ [0, h0],
A(0, x) = A0(x), x ∈ [0,∞),
(1.1)
the free boundary h(t) describes the expanding front of mosquitoes, which focuses
on the changing of invasive habitat,M(t, x) and A(t, x) represent the density of the
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winged and aquatic mosquitoes at time t and location x, respectively, D denotes
the diffusion rate as a result of the random walk of the winged mosquitoes, ν is the
advection rate caused by wind, r is the oviposition rate of adult female mosquitoes,
while γ is the rate of maturation from aquatic form into the winged mosquitoes. K1
and K2 are the carrying capacity of winged and aquatic mosquitoes, respectively.
µ1 and µ2 denote, respectively, the death rates of the winged mosquitoes and the
aquatic form. They gave sufficient conditions for mosquitoes to be spreading or
vanishing.
As we can see in (1.1), the environment is assumed to be homogenous, however,
environmental heterogeneity has been recognized as more and more important fac-
tor to the persistence of infectious diseases or the spreading of the invasive species
[2, 17, 23, 36], in particular the authors in [36] divided the environment into two
cases: strong heterogeneous environment and weak heterogeneous environment.
Recently, Allen, et al [2] proposed an SIS reaction-diffusion model to study the dy-
namics of the transmission of infectious diseases in a heterogeneous environment:{
St − dS∆S = −
β(x)SI
S+I
+ γ(x)I, x ∈ Ω, t > 0,
It − dI∆I =
β(x)SI
S+I
− γ(x)I, x ∈ Ω, t > 0,
(1.2)
where S(x, t) and I(x, t) denote respectively, the density of susceptible and infected
individuals at location x and time t. dS and dI denote the positive diffusion rates
for the susceptible and infected individuals. β(x) and γ(x) account for the contact
transmission rate and recovery rate of the disease at x, which are spatial-dependent,
respectively. Their results show that spatial heterogeneity has great influence on
the persistence and extinction of the disease.
Considering the spatial heterogeneity, based on model (1.1), we consider a
reaction-diffusion-advection problem with free boundaries x = g(t) and x = h(t)
to describe the spatial dispersal dynamics of A. aegypti mosquitoes:

Mt = DMxx − νMx + γ(x)A(1 −
M
K1
)− µ1(x)M, t > 0, g(t) < x < h(t),
At = r(x)(1−
A
K2
)M − (µ2(x) + γ(x))A, t > 0, g(t) < x < h(t),
M(t, x) = A(t, x) = 0, t > 0, x = g(t) or x = h(t),
g(0) = −h0, g
′(t) = −µMx(t, g(t)), t > 0,
h(0) = h0, h
′(t) = −µMx(t, h(t)), t > 0,
M(0, x) =M0(x), A(0, x) = A0(x), −h0 ≤ x ≤ h0,
(1.3)
where γ(x), r(x), µ1(x) and µ2(x) are corresponding spatial-dependent rates to
model (1.1), x = g(t) and x = h(t) are the moving left and right boundaries to be
determined, h0 and µ are positive constants, and the initial functions M0 and A0
are nonnegative and satisfy{
M0 ∈ C
2([−h0, h0]), M0(±h0) = 0 and 0 < M0(x) < K1, x ∈ (−h0, h0),
A0 ∈ C
2([−h0, h0]), A0(±h0) = 0 and 0 < A0(x) < K2, x ∈ (−h0, h0).
(1.4)
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Furthermore, we assume
(H) lim
x→±∞
r(x) = r∞, lim
x→±∞
γ(x) = γ∞, lim
x→±∞
µ1(x) = µ1∞,
lim
x→±∞
µ2(x) = µ2∞ and
r∞γ∞
µ2∞ + γ∞
− µ1∞ > 0,
which implies that far sites of the habitat are similar and high-risk. And we assume
that ν < 2D
√
r∞γ∞−µ1∞(µ2∞+γ∞)
µ2∞+γ∞
, which represents the small advection.
This paper is organized as follows. In Section 2, we present the global exis-
tence and uniqueness of the solution to (1.3) by applying the contraction mapping
theorem, comparison principle is also presented. Section 3 deals with some thresh-
olds and the related properties. Section 4 is devoted to sufficient conditions for
mosquitoes to vanish. The case and conditions for mosquitoes to spread are dis-
cussed in Section 5. The paper ends with a brief discussion.
2 Existence and uniqueness
First, we present the following local existence and uniqueness results by using the
contraction mapping theorem, and then we show global existence with the help of
using some suitable estimates.
Theorem 2.1 For any given (M0, A0) satisfying (1.4), and any α ∈ (0, 1), there
exists a T > 0 such that problem (1.3) admits a unique solution
(M,A; g, h) ∈ [C(1+α)/2,1+α(DT )]
2 × [C1+α/2([0, T ])]2;
moreover,
‖M‖C(1+α)/2,1+α(DT ) + ‖A‖C(1+α)/2,1+α(DT ) + ||g‖C1+α/2([0,T ]) + ||h‖C1+α/2([0,T ]) ≤ C, (2.1)
where DT = {(t, x) ∈ R
2 : t ∈ [0, T ], x ∈ [g(t), h(t)]}, C and T depend only on
h0, α, ‖M0‖C2([−h0,h0]) and ‖A0‖C2([−h0,h0]).
Proof: For any given T > 0, we define
GT = {g ∈ C
1([0, T ]) : g(0) = −h0, g
′(t) ≤ 0, 0 ≤ t ≤ T},
HT = {h ∈ C
1([0, T ]) : h(0) = h0, h
′(t) ≥ 0, 0 ≤ t ≤ T}.
Note that the second equation of (1.3) for A has no diffusion term, we can use g, h
and M to represent A. If g(t) ∈ GT , h(t) ∈ HT and M(t, x) ∈ C(DT ), then for
(t, x) ∈ DT , the unknown A can be represented as
A(t, x) := H(t,M(t, x)) = e
−
r(x)
K2
∫ t
0 M(s,x)ds−µ2(x)t−γ(x)tA(0, x)
+
∫ t
0
r(x)M(τ, x)e
r(x)
K2
∫ τ
t
M(s,x)ds+µ2(x)(τ−t)+γ(x)(τ−t)dτ.
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Consider the transformation w(t, y) = M(t, x), γ1(t, y) = γ(x), µ11(t, y) =
µ1(x), where
y =
2h0x
h(t)− g(t)
−
h0(h(t) + g(t))
h(t)− g(t)
,
then problem (1.3) can be transformed into

wt = Awy +Bwyy + γ1(t, y)H(t, w)(1−
w
K1
)
−µ11(t, y)w, t > 0, −h0 < y < h0,
w = 0, h′(t) = − 2h0µ
h(t)−g(t)
∂w
∂y
, t > 0, y = h0,
w = 0, g′(t) = − 2h0µ
h(t)−g(t)
∂w
∂y
, t > 0, y = −h0,
h(0) = h0, g(0) = −h0,
w(0, y) = w0(y) := M0(y), −h0 ≤ y ≤ h0,
(2.2)
where A = A(h, g, y) = y h
′(t)−g′(t)
h(t)−g(t)
+ h0
h′(t)+g′(t)
h(t)−g(t)
− ν 2h0
h(t)−g(t)
, and B = B(h, g) =
4h20D
(h(t)−g(t))2
. This transformation changes the free boundary problem (1.3) to the
initial boundary problem (2.2) in (−h0, h0) with more complex equations.
Similarly as those in [1, 11], the rest of the proof follows from the contraction
mapping theorem together with the standard Lp theory and the Sobolev imbedding
theorem, we omit it here. 
Theorem 2.2 Let (M,A; g, h) be a solution to problem (1.3) defined for t ∈ (0, T0]
for some T0 ∈ (0,+∞). Then the following conclusion hold.
(a) 0 < M(t, x) ≤ K1 and 0 < A(t, x) ≤ K2 for t ∈ (0, T0], g(t) < x < h(t);
(b) There exists a constant C1 independent of T0 such that
0 < −g′(t), h′(t) ≤ C1 for t ∈ (0, T0];
(c) the solution of (1.3) exists and is unique for all t ∈ (0,∞).
Proof: (a) is directly from the comparison principle, see Lemma 2.2 in [1]. The
proof of (b) is similar to that of Lemma 2.2 in [11], where
C1 := max{
1
2h0
,
ν
D
+
√
K1
2D
,
4||M0||C1([−h0,h0])
3K1
}.
For (c), since M,A and g′(t), h′(t) are bounded in (g(t), h(t)) × (0, T0] by con-
stants independent of T0, the maximal existing time of the solution of (1.3) can be
extended to infinity. 
In what follows, we exhibit the comparison principle.
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Lemma 2.3 (The Comparison Principle) Assume that g, h ∈ C1([0,+∞)),M(t, x),
A(t, x) ∈ C([0,+∞)× [g(t), h(t)]) ∩ C1,2((0,+∞)× (g(t), h(t))), and

M t ≥ DMxx − νMx + γ(x)A(1−
M
K1
)− µ1(x)M, t > 0, g(t) < x < h(t),
At ≥ r(x)(1−
A
K2
)M − (µ2(x) + γ(x))A, t > 0, g(t) < x < h(t),
M(t, x) = A(t, x) = 0, t > 0, x = g(t)or x = h(t),
g(0) ≤ −h0, g
′(t) ≤ −µMx(t, g(t)), t > 0,
h(0) ≥ h0, h
′
(t) ≥ −µMx(t, h(t)), t > 0,
M(0, x) ≥M0(x), A(0, x) ≥ A0(x), −h0 ≤ x ≤ h0.
Then the solution (M,A; g, h) to the free boundary problem (1.3) satisfies
h(t) ≤ h(t), g(t) ≥ g(t), t ∈ [0,+∞),
M(t, x) ≤M(t, x), A(t, x) ≤ A(t, x), t ≥ 0, x ∈ [g(t), h(t)].
The pair (M,A; g, h) in Lemma 2.3 is usually called an upper solution to prob-
lem (1.3) and a lower solution (M,A; g, h) can be defined similarly by reversing
all of the inequalities in the obvious places. To emphasize the dependence of the
solution on the expanding capability µ, we rewrite the solution as (Mµ, Aµ; gµ, hµ).
As a corollary of Lemma 2.3, we have the following monotonicity:
Corollary 2.4 For fixed M0, A0, ν, h0, r(x), γ(x), µ1(x) and µ2(x). If µ1 ≤ µ2.
Then Mµ1(x, t) ≤ Mµ2(x, t), Aµ1(x, t) ≤ Aµ2(x, t) in (0,∞) × [gµ1(t), hµ1(t)] and
gµ2(t) ≤ gµ1(t), hµ1(t) ≤ hµ2(t) in (0,∞).
3 The threshold value
In this section, we will give a threshold value for the free boundary problem (1.3),
which is similar to the basic reproduction number in epidemiology. First, we define
a threshold value and present its properties and implications for the following
reaction-diffusion-advection model with Dirichlet boundary condition

Mt = DMxx − νMx + γ(x)A(1−
M
K1
)− µ1(x)M, t > 0, x ∈ (p, q),
At = r(x)(1−
A
K2
)M − (µ2(x) + γ(x))A, t > 0, x ∈ (p, q),
M(t, x) = A(t, x) = 0, t > 0, x = p orx = q.
(3.1)
We linearize (3.1) around (0,0) to obtain

ηt −Dηxx + νηx = γ(x)ξ − µ1(x)η, t > 0, x ∈ (p, q),
ξt = r(x)η − (µ2(x) + γ(x))ξ, t > 0, x ∈ (p, q),
η(t, x) = ξ(t, x) = 0, t > 0, x = p orx = q,
(3.2)
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and consider the following eigenvalue problem

−Dφxx + νφx =
γ(x)
RDA0
ψ − µ1(x)φ, x ∈ (p, q),
0 = r(x)
RDA0
φ− (µ2(x) + γ(x))ψ, x ∈ (p, q),
φ(x) = ψ(x) = 0, x = p orx = q.
(3.3)
As stated in [2, 4], we introduce the threshold value RDA0 by
RDA0 = R
DA
0 ((p, q), D, ν) = sup
ψ∈H10 (p,q),ψ 6=0
{
√√√√ ∫ qp r(x)γ(x)(µ2(x)+γ(x))ψ2dx∫ q
p
(Dψ2x +
ν2
4D
ψ2 + µ1(x)ψ2)dx
}.
The following result follows from variational methods, see Chapter 2 in [4] for
example.
Lemma 3.1 1−RDA0 has the same sign as λ0, where λ0 is the principal eigenvalue
of the reaction-diffusion-advection problem

−Dφxx + νφx = γ(x)ψ − µ1(x)φ+ λ0φ, x ∈ (p, q),
0 = r(x)φ− (µ2(x) + γ(x))ψ + λ0ψ, x ∈ (p, q),
φ(x) = ψ(x) = 0, x = p orx = q.
(3.4)
Proof: Substituting the second equation in (3.4) to the first equation yields
−Dφxx + νφx =
r(x)γ(x)
µ2(x)+γ(x)−λ0
φ− µ1(x)φ+ λ0φ . (3.5)
Let (RDA0 , φ
∗, ψ∗) be the eigen-pair of problem (3.3), that is

−Dφ∗xx + νφ
∗
x =
γ(x)
RDA0
ψ∗ − µ1(x)φ
∗, x ∈ (p, q),
0 = r(x)
RDA0
φ∗ − (µ2(x) + γ(x))ψ
∗, x ∈ (p, q),
φ∗(x) = ψ∗(x) = 0, x = p orx = q,
(3.6)
which reduces to
−Dφ∗xx + νφ
∗
x =
r(x)γ(x)
(RDA0 )
2(µ2(x)+γ(x))
φ∗ − µ1(x)φ
∗ . (3.7)
For convenience, taking Ψ = e−
ν
2D
xφ in (3.5)and Ψ∗ = e−
ν
2D
xφ∗ in (3.7) yields
−DΨxx =
r(x)γ(x)
µ2(x)+γ(x)−λ0
Ψ− µ1(x)Ψ−
ν2
4D
Ψ+ λ0Ψ , (3.8)
and
−DΨ∗xx =
r(x)γ(x)
(RDA0 )
2(µ2(x)+γ(x))
Ψ∗ − µ1(x)Ψ
∗ − ν
2
4D
Ψ∗ . (3.9)
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By the multiply-multiply-subtract-integrate technique, we obtain∫ q
p
r(x)γ(x)
(RDA0 )
2(µ2(x) + γ(x))
ΨΨ∗dx =
∫ q
p
[
r(x)γ(x)
µ2(x) + γ(x)− λ0
+ λ0]ΨΨ
∗dx,
which means that
sign (1−RDA0 ) = signλ0.

With the above definition, we have the following statements.
Theorem 3.2 The following assertions hold.
(a) RDA0 is a positive and monotone decreasing function of ν;
(b) RDA0 → 0 as D →∞;
(c) If Ω1 j Ω2 j R
1, then RDA0 (Ω1) ≤ R
DA
0 (Ω2), with strict inequality if Ω2\Ω1
is an open set. Moreover, lim(q−p)→∞ R
DA
0 ((p, q), D, ν) ≥
√
r∞γ∞
µ2∞+γ∞
ν2
4D2
+µ1∞
provided that
(H) holds;
(d) If r(x) ≡ r∗, γ(x) ≡ γ∗, µ1(x) ≡ µ
∗
1, µ2(x) ≡ µ
∗
2, then
RDA0 =
√√√√ r∗γ∗µ∗2+γ∗
D( π
q−p
)2 + ν
2
4D2
+ µ∗1
.
Proof: The proof of part (a) is from the definition of RDA0 , and part (d) can
be obtained through direct calculations, where( π
q−p
)2 is the principal eigenvalue of
−∆ operator with the null Dirichlet boundary condition in (p, q).
For part (b), by the definition of RDA0 and Poinca´re’s inequality, we have
RDA0 = sup
ψ∈H10 (p,q),ψ 6=0
{√√√√ ∫ qp r(x)γ(x)(µ2(x)+γ(x))ψ2dx∫ q
p
(Dψ2x +
ν2
4D
ψ2 + µ1(x)ψ2)dx
}
≤ sup
ψ∈H10 (p,q),ψ 6=0
{√√√√ ∫ qp rMγM(µm2 +γm)ψ2dx∫ q
p
(Dψ2x +
ν2
4D
ψ2 + µm1 ψ
2)dx
}
≤ sup
ψ∈H10 (p,q),ψ 6=0
{√√√√ ∫ qp rMγM(µm2 +γm)ψ2dx∫ q
p
((D( π
q−p
)2 + ν
2
4D
+ µm1 )ψ
2)dx
}
=
√√√√ rMγM(µm2 +γm)
D( π
q−p
)2 + ν
2
4D
+ µm1
→ 0 as D →∞,
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where fM = supx∈(p,q){f(x)}, f
m = infx∈(p,q){f(x)} for any bounded function f in
(p, q).
The proof of the monotonicity in (c) is similar to that of Corollary 2.3 in [4]. For
the limit part, it follows from the assumption (H) that for any ε > 0, there exists
L0 > 0, when |x| > L0, r∞−ε ≤ r(x) ≤ r∞+ε, γ∞−ε ≤ γ(x) ≤ γ∞+ε, µ1∞−ε ≤
µ1(x) ≤ µ1∞ + ε, µ2∞ − ε ≤ µ2(x) ≤ µ2∞ + ε.
For the case q ≥ 2L0,
lim
(q−p)→∞
RDA0 ((p, q), D, ν)
≥ sup
ψ∈H10 (L0,2L0),ψ 6=0
{
√√√√ ∫ 2L0L0 r(x)γ(x)(µ2(x)+γ(x))ψ2dx∫ 2L0
L0
(Dψ2x +
ν2
4D
ψ2 + µ1(x)ψ2)dx
}
≥ sup
ψ∈H10 (L0,2L0),ψ 6=0
{
√√√√ ∫ 2L0L0 (r∞−ε)(γ∞−ε)(µ2∞+ε)+γ∞+εψ2dx∫ 2L0
L0
(Dψ2x +
ν2
4D
ψ2 + (µ1∞ + ε)ψ
2)dx
}
≥
√√√√ (r∞−ε)(γ∞−ε)(µ2∞+ε)+γ∞+ε
(D( π
L0
)2 + ν
2
4D
+ (µ1∞ + ε)
.
Since ε is arbitrary, letting L0 →∞ yields
lim
(q−p)→∞
RDA0 ((p, q), D, ν) ≥
√
r∞γ∞
µ2∞+γ∞
µ1∞ +
ν2
4D2
.
Similarly, for p ≤ −2L0, we obtain the same result by replacing (L0, 2L0) with
(−2L0,−L0). 
Noticing that the domain (g(t), h(t)) is changing with t, so the threshold value
for the free boundary problem (1.3) will not be a constant and should be changing
with t. As a result, we introduce the threshold value RF0 (t) by
RF0 (t) := R
DA
0 ((g(t), h(t))), D, ν)
= sup
ψ∈H10 (g(t),h(t)),ψ 6=0
{
√√√√ ∫ h(t)g(t) r(x)γ(x)(µ2(x)+γ(x))ψ2dx∫ h(t)
g(t)
(Dψ2x +
ν2
4D
ψ2 + µ1(x)ψ2)dx
}.
Lemma 3.1 together with the above definition shows that
Lemma 3.3 1−RF0 (t) has the same sign as λ0, where λ0 is the principal eigenvalue
of the problem

−Dφxx + νφx = γ(x)ψ − µ1(x)φ+ λφ, x ∈ (g(t), h(t)),
0 = r(x)φ− (µ2(x) + γ(x))ψ + λψ, x ∈ (g(t), h(t)),
φ(x) = ψ(x) = 0, x = g(t) orx = h(t).
(3.10)
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It follows from Theorems 2.2 and 3.2 that
Theorem 3.4 RF0 (t) is strictly monotone increasing function of t, which means
that if t1 < t2, then R
F
0 (t1) < R
F
0 (t2). Moreover, limt→∞ R
F
0 (t) ≥
√
r∞γ∞
µ2∞+γ∞
µ1∞+
ν2
4D2
if
(H) holds and h(t)− g(t)→∞ as t→∞.
Remark 3.1 We have assumed that (H) holds and ν < 2D
√
r∞γ∞−µ1∞(µ2∞+γ∞)
µ2∞+γ∞
in this paper. By Theorem 3.4, we have RF0 (t0) > 1 for some t0 > 0 provided that
h(t)− g(t)→∞ as t→∞.
4 Mosquitos vanishing
It follows from Theorem 2.2 that x = g(t) is monotonic decreasing and x =
h(t) is monotonic increasing, therefore there exist h∞,−g∞ ∈ (0,+∞] such that
limt→+∞ g(t) = g∞ and limt→+∞ h(t) = h∞. The following lemma shows that
both g∞ and h∞ are finite or infinite simultaneously, that is, if h∞ < ∞, then
−g∞ <∞, vice versa.
Lemma 4.1 If h∞ <∞ or g∞ > −∞, then both h∞ and g∞ are finite and
RDA0 ((g∞, h∞), D, ν) ≤ 1 and lim
t→∞
(‖M(t, ·)‖C([g(t), h(t)]) + ‖A(t, ·)‖C([g(t), h(t)])) = 0.
Proof: Without loss of generality, we assume that h∞ < ∞, and prove that
RDA0 ≤ 1, which implies that g∞ > −∞ by Remark 3.1.
Step 1. We first prove that limt→∞ h
′(t) = 0. In fact, the transformation
y = x
h(t)
h0, w(t, y) = M(t,
h(t)
h0
y) = M(t, x) turns problem (1.3) for M(t, x) in
[0,+∞)× [0, h(t)] into a new problem for w(t, y) in [0,+∞)× [0, h0]. Let χ be the
function in C3([0, h0]) satisfying{
χ(y) = 1, h0
2
≤ y ≤ h0,
χ(y) = 0, 0 ≤ y ≤ h0
8
.
Letting z(t, y) = w(t, y) × χ(y), where (t, y) ∈ [0,+∞) × [0, h0], it follows from
the Lp theory of parabolic equations and the Sobolev imbedding theory that there
exists M1 > 0 such that
‖z‖C(1+α)/2,1+α([0,+∞)×[0,h0]) ≤ M1,
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therefore, there existsM2 > 0 such that ‖M‖C(1+α)/2,1+α([0,+∞)×[0,h(t)]) ≤M2. Lemma
2.3 together with the free boundary condition yields that there exists M3 > 0 such
that
‖h‖C1+α([0,+∞)) ≤ M3,
which together with the assumption h∞ <∞ implies that limt→∞ h
′(t) = 0.
Next we assume that RDA0 ((g∞, h∞), D, ν) > 1 by contradiction. Similarly as
Lemma 3.1 in [22], we know that there is ε0 > 0 such that h
′(t) > ε0. This
contradicts the fact limt→∞ h
′(t) = 0.
Step 2. limt→+∞ ||M(t, ·)||C([g(t), h(t)]) = limt→+∞ ||A(t, ·)||C([g(t), h(t)]) = 0.
Let (M(t, x), A(t, x)) denote the unique solution of the problem

M t −DMxx + νMx = γ(x)A(1−
M
K1
)− µ1(x)M, t > 0, g∞ < x < h∞,
At = r(x)(1−
A
K2
)− (µ2(x) + γ(x))A, t > 0, g∞ < x < h∞,
M(0, g∞) = A(0, g∞) =M(0, h∞) = A(0, h∞) = 0, t > 0,
(M(0, x), A(0, x)) = (M˜0(x), A˜0(x)), g∞ ≤ x ≤ h∞,
(4.1)
with
(M˜0(x), A˜0(x)) =
{
(M0(x), A0(x)), g0 ≤ x ≤ h0,
(0, 0), otherwise.
It follows from the comparison principle that (0, 0) ≤ (M,A)(t, x) ≤ (M,A)(t, x)
for t > 0 and x ∈ [g(t), h(t)].
Using the fact RDA0 ((g∞, h∞), D, ν) ≤ 1 in step 1, we find that (0, 0) is the
unique nonnegative steady-state solution of problem (4.1). Choosing the lower
solution as (0, 0) and upper solution as (K1, K2), it is easy to see, by the method
of upper and lower solutions and its associated monotone iterations, that the
time-dependent solution converges to the unique nonnegative steady-state solu-
tion. Therefore, (M(x, t), A(x, t)) → (0, 0) uniformly for x ∈ [g∞, h∞] as t → ∞
and then limt→+∞ ||M(t, ·)||C([g(t), h(t)]) = limt→+∞ ||A(t, ·)||C([g(t), h(t)]) = 0. 
Next, for that the invasive regime of the Aedes aegypti mosquitoes depends on
whether h∞−g∞ =∞ and limt→+∞ (||M(t, ·)||C(g(t),h(t)])+||A(t, ·)||C([g(t),h(t)])) = 0,
we have the following definitions:
Definition 4.1 We say that vanishing occurs or mosquitoes vanish eventually if
h∞ − g∞ <∞ and lim
t→+∞
(||M(t, ·)||C([g(t),h(t)]) + ||A(t, ·)||C([g(t),h(t)])) = 0,
and spreading occurs or mosquitoes spread successfully if
h∞ − g∞ =∞ and lim sup
t→+∞
(||M(t, ·)||C([g(t),h(t)]) + ||A(t, ·)||C([g(t),h(t)])) > 0.
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The next result shows that if h∞ − g∞ <∞, then vanishing occurs.
Lemma 4.2 If h∞−g∞ <∞, then limt→+∞ (||M(t, ·)||C([g(t),h(t)])+||A(t, ·)||C([g(t),h(t)])) =
0.
Proof: Assume that
lim sup
t→+∞
||M(t, ·)||C([g(t),h(t)]) = δ > 0
by contradiction. Then there exists a sequence (tk, xk) in (0,∞)× (g(t), h(t)) such
that M(tk, xk) ≥ δ/2 for all k ∈ N, and tk →∞ as k →∞.
Now we claim that
‖M‖C(1+α)/2,1+α ≤ C, t ≥ 1, (4.2)
||h′||Cα/2([1,+∞)), ||g
′||Cα/2([1,+∞)) ≤ C (4.3)
for any α ∈ (0, 1) and some positive constant C. In fact, straighten the double free
boundary fronts by the transformation
y =
2h0x
h(t)− g(t)
−
h0(h(t) + g(t))
h(t)− g(t)
,
let w(t, y) =M(t, x), then the free boundary problem (1.3) is transformed into the
initial boundary problem (2.2) in (−h0, h0). Using the fact that −g(t) and h(t)
are increasing and bounded, it follows from standard Lp theory and the Sobolev
imbedding theorem ([20, 24]) that for 0 < α < 1, there exists a constant C1
depending on α, h0, ‖M0‖C2[−h0,h0], ‖A0‖C2[−h0,h0], g∞, h∞ such that
‖w‖C(1+α)/2,1+α([τ,τ+1])×[−h0,h0] ≤ C1 (4.4)
for any τ ≥ 1. Note that C1 is independent of τ , by using the free boundary
conditions in (1.3), it is easy to see that (4.2), (4.3) hold. Using (4.3) and the
assumption that h∞ − g∞ <∞ yields
h′(t)→ 0 and g′(t)→ 0 as t→ +∞.
It follows from the free boundary condition that ∂M
∂x
(tk, h(tk))→ 0 as tk →∞.
On the other hand, since −∞ < g∞ < g(t) < xk < h(t) < h∞ <∞, there exists
a subsequence {xkn} which converges to x0 ∈ [g∞, h∞] as n→∞. For convenience,
we denote {xkn} as {xk}, it follows that xk → x0 ∈ [g∞, h∞] as k → ∞. Thanks
to the uniform bound in (4.2), we can obtain that x0 ∈ (g∞, h∞).
Define Wk(t, x) = M(tk + t, x) and Zk(t, x) = A(tk + t, x) for x ∈ (g(tk +
t), h(tk + t)), t ∈ (−tk,∞). According to the parabolic regularity, {(Wk, Zk)} has
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a subsequence {(Wki, Zki)} which converges to (W˜ , Z˜) as i → ∞, and (W˜ , Z˜)
satisfies {
W˜t −DW˜xx = −νW˜x + γ(x)Z˜(1−
W˜
K1
)− µ1(x)W˜ ,
Z˜t = r(x)(1−
Z˜
K2
)W˜ − (µ2(x) + γ(x))Z˜
for t ∈ (−∞,∞), g∞ < x < h∞. Since W˜ (t, x0) ≥ δ/2, we have W˜ > 0 in
(−∞,∞) × (g∞, h∞) by the strong comparison principle. Using the Hopf lemma
at the point (0, h∞) yields W˜x(0, h∞) ≤ −σ
∗ for some σ∗ > 0.
Furthermore, the fact ‖M‖C(1+α)/2,1+α ≤ C implies that
∂M
∂x
(tk + 0, h(tk)) =
(Wk)x(0, h(tk)) → W˜x(0, h∞) as k → ∞, and then W˜x(0, h∞) = 0, which is a
contradiction to W˜x(0, h∞) ≤ −σ
∗ < 0, Thus limt→+∞ ||M(t, ·)||C([g(t),h(t)]) = 0.
Note that A(t, x) satisfies
∂A(t, x)
∂t
= r(x)(1−
A
K2
)M − (µ2(x) + γ(x))A, t > 0, g(t) < x < h(t),
and r(x)(1 − A
K2
)M → 0 uniformly for x ∈ [g(t), h(t)] as t → ∞, we then have
limt→+∞ ||A(t, ·)||C([g(t),h(t)]) = 0. 
Now we give sufficient conditions so that the mosquitoes are vanishing.
Lemma 4.3 If RF0 (∞) ≤ 1, then h∞−g∞ <∞ and limt→+∞ (||M(t, ·)||C([g(t),h(t)])+
||A(t, ·)||C([g(t),h(t)])) = 0.
In this paper we assume that the far site is high-risk and consider small ad-
vection, so if h∞ − g∞ =∞, then R
F
0 (∞) > 1. Therefore R
F
0 (∞) ≤ 1 means that
vanishing happens. The next result shows that if RF0 (0) < 1, vanishing occurs for
small initial values.
Theorem 4.4 If RF0 (0) < 1, then h∞−g∞ <∞ and limt→+∞ (||M(t, ·)||C([g(t),h(t)])+
||A(t, ·)||C([g(t),h(t)])) = 0 provided that ||M0(x)||C([−h0,h0]), ||A0(x)||C([−h0,h0]) are suf-
ficiently small.
Proof: We construct a suitable upper solution to problem (1.3). Since RF0 (0) < 1,
it follows from Lemma 3.3 that there is a λ0 > 0 and 0 < φ(x), ψ(x) ≤ 1 in (−h0, h0)
such that

−Dφxx + νφx = γ(x)ψ − µ1(x)φ+ λ0φ, −h0 < x < h0,
0 = r(x)φ− (µ2(x) + γ(x))ψ + λ0ψ, −h0 < x < h0,
φ(x) = ψ(x) = 0, x = ±h0.
(4.5)
Recalling that φ(h0), ψ(h0) < 0 and φ(−h0), ψ(−h0) > 0 yields that there exist
some positive constants C1 and C2 such that
xφ′ ≤ C1φ, xψ
′ ≤ C2ψ for − h0 < x < h0.
13
Also, there exists L > 0 such that
1
L
≤
φ(x)
ψ(x)
≤ L. (4.6)
In fact, for the right inequality in (4.6), it is easy to see that φ′(h0), ψ
′(h0) < 0,
thus there exists δ1 > 0 such that for x ∈ [h0 − δ1, h0],
φ′(x) <
φ′(h0)
2
< 0, ψ′(x) <
ψ′(h0)
2
< 0.
Setting L1 = max[h0−δ1,h0]{
φ′(x)
ψ′(x)
}, we have
φ′(x)
ψ′(x)
≤ L1,
as a result, we have φ′(x) ≥ L1ψ
′(x) in [h0− δ1, h0], it follows from the mean-value
theorem that
φ(x)
ψ(x)
≤ L1 in [h0 − δ1, h0].
Similarly, setting L2 = max[h0−δ1,h0]{
ψ′(x)
φ′(x)
}, we obtain
ψ(x)
φ(x)
≤ L2 in [h0 − δ1, h0].
Let L3 = max{L1, L2}, it follows that
1
L3
≤
φ(x)
ψ(x)
≤ L3, x ∈ [h0 − δ1, h0].
Similarly, for the left inequality in (4.6), there exist δ2 > 0 and L4 > 0 such that
for x ∈ [−h0,−h0 + δ2],
1
L4
≤
φ(x)
ψ(x)
≤ L4.
For the remain part x ∈ (−h0 + δ2, h0 − δ1), since φ(x), ψ(x) are both positive,
there exists L5 > 0, such that
1
L5
≤
φ(x)
ψ(x)
≤ L5.
Therefore (4.6) holds for L := max{L3, L4, L5}.
Similarly as in [11], we set
σ(t) = h0(1 + δ −
δ
2
e−δt), t ≥ 0,
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and
M = εe−δtφ(xh0/σ(t))e
ν
2D
(1−
h0
σ(t)
)x, −σ(t) ≤ x ≤ σ(t), t ≥ 0.
A = εe−δtψ(xh0/σ(t))e
ν
2D
(1−
h0
σ(t)
)x, −σ(t) ≤ x ≤ σ(t), t ≥ 0.
Since λ0 > 0, it follows from (4.6) and the continuity of the function r(x),
µ1(x), µ2(x) and γ(x) in [−2h0, 2h0] that there exists a small δ > 0 such that
−δ −
νh0
4D
(1 + δ)
h0
2
σ2(t)
δ2 −
h0
2
σ2(t)
δ2
2
C1 +
ν2
4D
(1−
h0
2
σ2(t)
) +
h0
2
σ2(t)
λ0
−L|
h0
2
σ2(t)
γ(y)− γ(x)|+ (µ1(x)−
h0
2
σ2(t)
µ1(y)) ≥ 0,
and
−δ −
νh0
4D
(1 + δ)
h0
2
σ2(t)
δ2 −
h0
2
σ2(t)
δ2
2
C2 + λ0 − L|r(y)− r(x)|
+(µ2(x)− µ2(y)) + (γ(x)− γ(y)) ≥ 0,
where y = xh0
σ(t)
.
Direct computations yield
M t −DMxx + νMx − γ(x)A(1−
M
K1
) + µ1(x)M
≥M t −DMxx + νMx − γ(x)A + µ1(x)M
= −δM −
νx
2D
h0
2
σ2(t)
δ2
2
e−δtM −
xh0
2
σ2(t)
δ2
2
e−δtMφ−1φ′ +
ν2
4D
(1−
h0
2
σ2(t)
)M
+λ0
h0
2
σ2(t)
M + εe−δte
ν
2D
(1−
h0
σ(t)
)xψ(
h0
2
σ2(t)
γ(y)− γ(x))
+εe−δte
ν
2D
(1−
h0
σ(t)
)xφ(µ1(x)−
h0
2
σ2(t)
µ1(y))
≥M(−δ −
νh0
4D
(1 + δ)
h0
2
σ2(t)
δ2 −
h0
2
σ2(t)
δ2
2
C1 +
ν2
4D
(1−
h0
2
σ2(t)
)
+
h0
2
σ2(t)
λ0 − L|
h0
2
σ2(t)
γ(y)− γ(x)|+ (µ1(x)−
h0
2
σ2(t)
µ1(y)))
≥ 0,
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At − r(x)(1−
A
K2
)M + (µ2(x) + γ(x))A
≥ At − r(x)M + (µ2(x) + γ(x))A
= −δA +
νx
2D
h0
2
σ2(t)
δ2
2
e−δtA−
xh0
2
σ2(t)
δ2
2
e−δtAψ−1ψ′ + (λ0A+ r(y)M
−(µ2(y) + γ(y))A)− r(x)M + (µ2(x) + γ(x))A
≥ A(−δ −
νh0
4D
(1 + δ)
h0
2
σ2(t)
δ2 −
h0
2
σ2(t)
δ2
2
C2 + λ0 − L|r(y)− r(x)|
+(µ2(x)− µ2(y)) + (γ(x)− γ(y)))
≥ 0,
for all −σ(t) < x < σ(t) and t > 0.
On the other hand, we can choose ε = δ
2h0
2µe
ν
2D
h0δ
min{ −1
φ′(h0)
, 1
φ′(−h0)
} such that


M t ≥ DMxx + νMx − γ(x)A(1−
M
K1
) + µ1(x)M, −σ(t) < x < σ(t), t > 0,
At ≥ r(x)(1−
A
K2
)M − (µ2(x) + γ(x))A, −σ(t) < x < σ(t), t > 0,
M(t, x) = A(t, x) = 0, x = ±σ(t) t > 0,
−σ(0) < −h0, −σ
′(t) ≤ −µ∂M
∂x
(t,−σ(t)), t > 0,
σ(0) > h0, σ
′(t) ≥ −µ∂M
∂x
(t, σ(t)), t > 0.
If ||M0||L∞(−h0,h0) ≤ εφ(
h0
1+δ/2
)e
ν
2D
δ
2+δ
(−h0) and ||A0||L∞(−h0,h0) ≤ εψ(
h0
1+δ/2
)e
ν
2D
δ
2+δ
(−h0),
then M0(x) ≤ εφ(
x
1+δ/2
)e
ν
2D
δ
2+δ
x = M(0, x) and A0(x) ≤ εψ(
x
1+δ/2
)e
ν
2D
δ
2+δ
x =
A(0, x) for x ∈ [−h0, h0], thus (M(t, x), A(t, x),−σ(t), σ(t)) is an upper solution
of problem (1.3). Applying Lemma 2.3 gives that g(t) ≥ −σ(t) and h(t) ≤ σ(t)
for t > 0. It follows that h∞ − g∞ ≤ limt→∞ 2σ(t) = 2h0(1 + δ) < ∞, and
limt→+∞ (||M(t, ·)||C([g(t),h(t)]) + ||A(t, ·)||C([g(t),h(t)])) = 0 by Lemma 4.2. 
From the proof above, we have the following result, see Lemma 3.8 in [11] for
details.
Theorem 4.5 Suppose RF0 (0)(:= R
DA
0 ((−h0, h0), D, ν)) < 1. Then h∞− g∞ <∞
and
lim
t→+∞
(||M(t, ·)||C([g(t),h(t)]) + ||A(t, ·)||C([g(t),h(t)])) = 0
if µ is sufficiently small.
5 Mosquitos spreading
In this section, we are going to give the sufficient conditions for the mosquitoes to
spread. We first prove that if RF0 (0) ≥ 1, the mosquitoes are spreading.
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Theorem 5.1 If RF0 (0) ≥ 1, then h∞−g∞ =∞ and lim inft→+∞ ||M(t, ·)||C([0,h(t)]) >
0, that is, spreading occurs.
Proof: We first consider the case that RF0 (0) := R
D
0 ((−h0, h0)) > 1. In this case,
the linear eigenvalue problem

−dφxx + νφx = −γ(x)ψ − µ1(xφ) + λ0φ, −h0 < x < h0,
0 = r(x)φ− (µ2(x) + γ(x))ψ + λ0ψ, −h0 < x < h0,
φ(x) = ψ(x) = 0, x = ±h0.
(5.1)
admits a positive solution (φ(x), ψ(x)) with ||φ||L∞ + ||ψ||L∞ = 1, where λ0 is the
principal eigenvalue. It follows from Lemma 3.3 that λ0 < 0.
We construct a suitable lower solution to (1.3) by define
M(t, x) = δφ(x), A(t, x) = δψ(x)
for −h0 ≤ x ≤ h0, t ≥ 0, where δ is sufficiently small such that
λ0 + ||r||L∞
δ
K
< 0,
where K = min {K1, K2}.
Direct computations yield
M t −DMxx + νMx − γ(x)A(1−
M
K1
) + µ1(x)M
= −Dδφxx + νδφx − γ(x)δψ(1−
δφ
K1
) + µ1(x)δφ
= δφ(λ0 + γ(x)
δψ
K1
)
≤ 0,
At − r(x)(1−
A
K2
)M + (µ2(x) + γ(x))A
= −r(x)δφ + r(x)
δφ
K2
δφ+ (µ2(x) + γ(x))δψ
= δψ(λ0 + r(x)
δφ
K2
)
≤ 0.
for all −h0 < x < h0 and t > 0. Then we have

M t ≤ DMxx + νMx − γ(x)A(1−
M
K1
) + µ1(x)M, t > 0, −h0 < x < h0,
At ≤ r(x)(1−
A
K2
)M + (µ2(x) + γ(x))A, t > 0, −h0 < x < h0,
M(t, x) = A(t, x) = 0, t > 0 x = ±h0,
0 = g′(0) ≥ −µMx(t,−h0), t > 0,
0 = h′(0) ≤ −µMx(t, h0), t > 0,
M(0, x) ≤ M0(x), A(0, x) ≤ A0(x), −h0 ≤ x ≤ h0.
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Hence, applying Remark 2.1 yields that M(t, x) ≥ M(t, x) and A(t, x) ≥ A(t, x)
in [−h0, h0]× [0,∞). It follows that lim inft→+∞ ||M(t, ·)||C([g(t),h(t)]) ≥ δφ(0) > 0,
therefore h∞ − g∞ = +∞ by Lemma 3.2.
If RF0 (0) = 1, then for any positive time t0, we have g(t0) < −h0 and h(t0) > h0;
therefore, RF0 (t0) > R
F
0 (0) = 1 by the monotonicity in Lemma 3.4. We then have
h∞ − g∞ = +∞ as above by replacing the initial time 0 with the positive time t0.

Remark 5.1 It follows from the above proof that spreading occurs, if and only if
there exists t0 ≥ 0 such that R
F
0 (t0) ≥ 1.
Theorems 4.5 and 4.6 show that if RF0 (0) < 1, vanishing occurs for small initial
scale of mosquitoes or small expanding capability µ, and Theorem 3.5 implies that
if RF0 (∞) ≤ 1, vanishing always occurs for any initial values. The next result
shows that spreading occurs for large expanding capability µ, see similar results
and the proofs in [8, 11].
Theorem 5.2 Suppose that RF0 (0) < 1. Then h∞ − g∞ = ∞ if µ is sufficiently
large.
Theorem 5.3 (Sharp threshold) Fixed h0, M0 and A0. There exists µ
∗ ∈ [0,∞)
such that spreading occurs when µ > µ∗, and vanishing occurs when 0 < µ ≤ µ∗.
Proof: If RF0 (0) ≥ 1, we have µ
∗ = 0, since in this case spreading always happens
for µ > 0 from Theorem 5.1.
For the remaining case RF0 (0) < 1. We define
µ∗ := sup{σ0 : h∞(µ)− g∞(µ) <∞ for µ ∈ (0, σ0]}.
Theorem 4.5 implies that vanishing happens for all small µ > 0, therefore, µ∗ ∈
(0,∞]. On the other hand, by Theorem 5.2, it is easy to see that spreading happens
for all big µ. Thus we have µ∗ ∈ (0,∞), and spreading happens when µ > µ∗,
vanishing occurs when 0 < µ < µ∗ by Corollary 2.6.
We now claim that vanishing happens when µ = µ∗. Otherwise h∞ − g∞ =∞
for µ = µ∗. Since limt→∞ R
F
0 (t) ≥
√
r∞γ∞
µ2∞+γ∞
ν2
4D2
+µ1∞
> 1, there exists T0 > 0 such
that RF0 (T0) := R
DA
0 ((g(T0), h(T0), D, ν) > 1. By the continuous dependence of
(M,A, g, h) on its initial values, we can find small ǫ > 0 such that the solution of
(1.3) with µ = µ∗−ǫ, denoted by (Mǫ, Aǫ, gǫ, hǫ), satisfies R
DA
0 ((gǫ(T0), hǫ(T0)), D, ν) >
1. This implies that spreading happens for the solution (Mǫ, Aǫ, gǫ, hǫ), which con-
tradicts the definition of µ∗. The proof is complete. 
Next, we consider the asymptotic behavior of the solution to (1.3) when the
spreading occurs.
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Theorem 5.4 Suppose that h∞ = −g∞ =∞, then the solution to the free bound-
ary problem (1.3) satisfies limt→+∞ (M(t, x), A(t, x)) = (M
∗(x), A∗(x)) uniformly
in any bounded subset of (−∞,∞), where (M∗(x), A∗(x)) is the unique bounded
positive solution of the following problem{
−DMxx + νMx = γ(x)A(1−
M
K1
)− µ1(x)M, −∞ < x <∞,
0 = r(x)(1− A
K2
)M − (µ2(x) + γ(x))A, −∞ < x <∞.
(5.2)
Proof: (1) The existence and uniqueness of the stationary solution
It is easy to see that problem (5.2) is equivalent to
−DMxx + νMx = γ(x)
r(x)M
r(x)M
K2
+ µ2(x) + γ(x)
(1−
M
K1
)− µ1(x)M (5.3)
for−∞ < x < ∞. Since h∞ = −g∞ = +∞, it follows from Remark 3.1 that there
exists t0 > 0 such that R
F
0 (t0) = R
DA
0 ((g(t0), h(t0)), D, ν) > 1, therefore, for any L
with L ≥ L0 := max{−g(t0), h(t0)}, we consider the problem{
−DMLxx + νMLx =
γ(x)r(x)ML
r(x)
ML
K2
+µ2(x)+γ(x)
(1− ML
K1
)− µ1(x)ML, −L < x < L,
ML(±L) = 0.
(5.4)
Setting M˜L = K1, MˆL = δφ(x), where (φ(x), ψ(x)) is the corresponding eigen-
function to the principal eigenvalue λ0 of the following problem

−Dφxx + νφx = γ(x)ψ − µ1(x)φ+ λ0φ, x ∈ (−L, L),
0 = r(x)φ− (µ2(x) + γ(x))ψ + λ0ψ, x ∈ (−L, L),
φ(x) = ψ(x) = 0, x = ±L.
(5.5)
We can choose δ sufficiently small such that M˜L and MˆL are upper and lower
solutions to problem (5.4). As a result, there exists ML that solves problem (5.4).
Moreover, for the first equation in (5.4), taking ML = e
ν
2D
xu gives that
−Duxx = −
ν2
4D
u+ γ(x) r(x)u
r(x) e
ν
2D
x
u
K2
+µ2(x)+γ(x)
(1− e
ν
2D
xu
K1
)− µ1(x)u := f(u)u
It is easy to see that f(u) is decreasing, therefore the positive solution is unique.
Using the comparison principle yields that as L increases to infinity, ML in-
creases to a positive solution M∗ to problem (5.3). The uniqueness of positive
solution to problem (5.3) follows from the similar technique in [14].
(2) The limit superior of the solution
We recall that the comparison principle gives (M(t, x), A(t, x)) ≤ (M(t, x), A(t, x))
for (t, x) ∈ (0,∞)× (−∞,∞), where (M(t, x), A(t, x)) is the solution of the prob-
lem

M t = DMxx − νMx + γ(x)A(1−
M
K1
)− µ1(x)M, t > 0, −∞ < x <∞,
At = r(x)(1−
A
K2
)M − (µ2(x) + γ(x))A, t > 0, −∞ < x <∞,
M(0, x) = K1, A(0, x) = K2.
(5.6)
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It is easy to see that (M(t, x), A(t, x)) ≤ (M(0, x), A(0, x)), therefore we have
(M(t + δ, x), A(t + δ, x)) ≤ (M(t, x), A(t, x)) by comparing the initial conditions,
that is, (M,A) is monotone decreasing with respect to t and limt→∞(M,A) =
(M∗(x), A∗(x)) uniformly in any bounded subset of (−∞,∞); therefore we deduce
lim sup
t→+∞
(M(t, x), A(t, x)) ≤ (M∗(x), A∗(x)) (5.7)
uniformly in any bounded subset of (−∞,∞).
(3) The lower bound of the solution for a large time
From step 1, we can deduce that the principal eigenvalue λ0 of

−Dφxx + νφx = γ(x)ψ − µ1(x)φ+ λ0φ, x ∈ (−L0, L0),
0 = r(x)φ− (µ2(x) + γ(x))ψ + λ0ψ, x ∈ (−L0, L0),
φ(x) = ψ(x) = 0, x = ±L0
(5.8)
satisfies
λ0 < 0.
Since h∞ = ∞ = −g∞, for any L ≥ L0, there exists tL > 0 such that g(t) ≤ −L
and h(t) ≥ L for t ≥ tL.
Letting M = δφ and A = δψ, we can choose δ sufficiently small such that
(M,A) satisfies

M t −Mxx + νMx ≤ γ(x)A(1−
M
K1
)− µ1(x)M, t > tL0 , L0 < x < L0,
At ≤ r(x)(1− A
K2
)M − (µ2(x) + γ(x))A, t > tL0 , L0 < x < L0,
M(t, x) = A(t, x) = 0, t > tL0 , L0 < x < L0,
M(tL0 , x) ≤M(tL0 , x), A(tL0 , x) ≤ A(tL0 , x), −L0 ≤ x ≤ L0,
which means that (M,A) is a lower solution of (M,A) in [tL0 ,∞) × [−L0, L0].
We then have (M,A) ≥ (δφ, δψ) in [tL0 ,∞) × [−L0, L0], which implies that the
solution can not decay to zero.
(4) The limit inferior of the solution
We extend φ(x) to φL0(x) by defining φL0(x) := φ(x) for −L0 ≤ x ≤ L0 and
φL0(x) := 0 for x < −L0 or x > L0, and ψ(x) to ψL0(x) by defining ψL0(x) := ψ(x)
for −L0 ≤ x ≤ L0 and ψL0(x) := 0 for x < −L0 or x > L0. Now for L ≥ L0,
(M,A) satisfies


Mt = DMxx − νMx + γ(x)A(1 −
M
K1
)− µ1(x)M, t > tL, g(t) < x < h(t),
At = r(x)(1 −
A
K2
)M − (µ2(x) + γ(x))A, t > tL, g(t) < x < h(t),
M(t, x) = A(t, x) = 0, t > tL, x = g(t) or x = h(t),
M(tL, x) ≥ δφL0 , A(tL, x) ≥ δψL0 , −L ≤ x ≤ L,
(5.9)
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therefore, we have (M,A) ≥ (w, z) in [tL,∞)× [−L, L], where (w, z) satisfies

wt = Dwxx − νwx + γ(x)z(1 −
w
K1
)− µ1(x)w, t > tL, −L < x < L,
zt = r(x)(1−
z
K2
)w − (µ2(x) + γ(x))z, t > tL, −L < x < L,
w(t, x) = z(t, x) = 0, t > tL, x = ±L,
w(tL, x) = δφL0, z(tL, x) = δψL0 , −L ≤ x ≤ L.
(5.10)
System (5.10) is quasimonotone increasing; therefore, it follows from the upper
and lower solution method and the theory of monotone dynamical systems ( [27]
Corollary 3.6) that limt→+∞ (w(t, x), z(t, x)) = (ML(x), AL(x)) ≥ (δφL0 , δψL0)
uniformly in [−L, L], where (ML(x), AL(x)) satisfies

−DMxx + νMx = γ(x)A(1 −
M
K1
)− µ1(x)M, −L < x < L,
0 = r(x)(1− A
K2
)M − (µ1(x) + γ(x))A, −L < x < L.
M(±L) = 0.
(5.11)
Now we claim the monotonicity and show that if 0 < L1 < L2, then (ML1(x), AL1(x))
≤ (ML2(x), AL2(x)) in [−L1, L1]. The result is derived by comparing the initial
conditions and boundary conditions in (5.10) for L = L1 and L = L2.
Letting L → ∞, by classical elliptic regularity theory and a diagonal proce-
dure, we obtain that (ML(x), AL(x)) converges uniformly on any compact subset
of (−∞,∞) to (M∞(x), A∞(x)), which is continuous on (−∞,∞) and satisfies

−DM ′′∞ + νM
′
∞ = γ(x)A∞(1−
M∞
K1
)− µ1(x)M∞, −∞ < x <∞,
0 = r(x)M∞(1−
A∞
K2
)− (µ2(x) + γ(x))A∞, −∞ < x <∞,
M∞(x) ≥ δφL0, A∞(x) ≥ δψL0 , −∞ < x <∞.
(5.12)
It follows from step 1 that M∞(x) =M
∗(x) and A∞(x) = A
∗(x).
Now for any given [−X,X ] withX ≥ L0, since (ML(x), AL(x))→ (M
∗(x), A∗(x))
uniformly in [−X,X ], which is the compact subset of (−∞,∞), as L → ∞, we
deduce that for any ε > 0, there exists L∗ > L0 such that (ML∗(x), AL∗(x)) ≥
(M∗(x)− ε, A∗(x)− ε) in [−X,X ]. As above, there is tL∗ such that [g(t), h(t)] ⊇
[−L∗, L∗] for t ≥ tL∗ . Therefore,
(M(t, x), A(t, x)) ≥ (w(t, x), z(t, x)) in [tL∗ ,∞)× [−L
∗, L∗],
and
lim
t→+∞
(w(t, x), z(t, x)) = (ML∗(x), AL∗(x)) in [−L
∗, L∗].
Using the fact that (ML∗(x), AL∗(x)) ≥ (M
∗(x)− ε, A∗(x)− ε) in [−X,X ] gives
lim inf
t→+∞
(M(t, x), A(t, x)) ≥ (M∗(x)− ε, A∗(x)− ε) in [−X,X ].
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Since ε > 0 is arbitrary, we have lim inft→+∞M(t, x) ≥M
∗(x) and lim inft→+∞A(t, x) ≥
A∗(x) uniformly in [−X,X ], which together with (5.7) imply that limt→+∞ M(t, x) =
M∗(x) and limt→+∞ A(t, x) = A
∗(x) uniformly in any bounded subset of (−∞,∞).

Combining Remarks 3.1 and 5.1, Lemma 4.1 and Theorem 5.4, we immediately
obtain the following spreading-vanishing dichotomy:
Theorem 5.5 Suppose that (H) holds and ν < 2D
√
r∞γ∞−µ1∞(µ2∞+γ∞)
µ2∞+γ∞
. Let
(M(t, x), A(t, x); g(t), h(t)) be the solution of free boundary problem (1.3). Then,
the following alternatives hold:
Either
(i) Spreading: h∞−g∞ = +∞ and limt→+∞ (M(t, x), A(t, x)) = (M
∗(x), A∗(x))
uniformly in any bounded subset of (−∞,∞);
or
(ii) Vanishing: h∞ − g∞ ≤ ∞ with R
DA
0 ((g∞, h∞), D, ν) ≤ 1 and
limt→+∞ (||M(t, ·)||C([g(t),h(t)]) + ||A(t, ·)||C([g(t),h(t)])) = 0.
6 Discussion
In this paper we constructed a reaction-diffusion-advection model with free bound-
aries describing the spatial dispersal of Aedes aegypti mosquitoes, which are di-
vided into two life stages. We have obtained some analytical results about the
invasive dynamics of Aedes aegypti mosquitoes. The introduction of the thresh-
olds RDA0 for the reaction-diffusion-advection problem with Dirichlet boundary
condition and RF0 (t) for the problem with the free boundary is one of our main
results. It is shown that if RF0 (t0) ≥ 1 for some t0 ≥ 0, mosquitoes spreads suc-
cessfully (Theorem 5.1, Remark 5.1). If RF0 (0) < 1, vanishing happens provided
that the initial values of the mosquitoes are small (Theorem 4.4) or the expanding
capability is small (Theorem 4.5), while spreading happens for the large expanding
capability (Theorem 5.2). Another consideration of our work is the environmen-
tal heterogeneity. The complexity of the ecosystem leads to the difference of the
habitats mosquitoes survive in. Therefore, the spatial-dependent rates considered
in our model confirm more to the reality.
During the outbreaks of mosquito-borne diseases, an emergency measure to
reduce the population of Aedes aegypti mosquitoes is insecticides spraying. Min-
imizing the population of Aedes aegypti mosquitoes is one of the most effective
method to control mosquito-borne viruses, such as dengue, Zika, etc. Hence un-
derstanding the spatial dispersal dynamics of Aedes aegypti mosquitoes is of great
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importance. In our model, the free boundary indicates that the spreading or van-
ishing of the mosquitoes depends on the heterogeneity of the habitats, which have
something to do with advection besides the factors discussed above. In this paper
we assumed small advection and presented the spreading-vanishing dichotomy, big
advection, we believe, will cause more complex transmission dynamics and deserves
further study.
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