To probe the stability of the observed ACP in disordered phase with respect to the adjacent HA nanocrystals, we performed TEM analysis of the same region after a 30-day time lapse. During the 30 days, the TEM sample was stored at room temperature in a N2 environment. Figure S1a shows the initial arrangement of ACP (left) and HA nanocrystals (right), as well as the diffraction pattern inset showing the crystallinity of the HA. Figure S1b shows the same region after the 30 day incubation period; the HA nanocrystals on the right appear to have grown, confirmed by the increased (112), (211), (300) intensities in the diffraction pattern inset; we also observe the emergence of (002) reflections after one month, which further proves the formation of crystals. These results demonstrate suggest that biogenic ACP is a precursor for crystalline cHA formation in bone in the observed conditions, as similarly observed by Mahamid et al 1 . Figure S1 . Time lapse micrographs of amorphous and nanocrystalline regions. Deprotonated mineral structure in disordered phase taken before (a) and after (b) a 30 day incubation at room temperature in a nitrogen environment. The electron diffraction pattern after the incubation (b, inset) shows an increase in crystallinity as evidenced by more intense HA reflections and the emergence of the (002) spots when compared to the initial diffraction pattern (a, inset).
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. Figure S1 . Time lapse micrographs of amorphous and nanocrystalline regions. Deprotonated mineral structure in disordered phase taken before (a) and after (b) a 30 day incubation at room temperature in a nitrogen environment. The electron diffraction pattern after the incubation (b, inset) shows an increase in crystallinity as evidenced by more intense HA reflections and the emergence of the (002) spots when compared to the initial diffraction pattern (a, inset).
Size Dependent Model Construction
We propose that the yield strength, , decreases as the probability of having a flaw (i.e. a pore) on the pillar surface increases; that is, surface flaws serve as probabilistic stress concentrators, which initiate failure during compression. This is manifested most prevalently in the larger pillars, with diameters > 500nm. At these nano and micro length scales, it is reasonable to consider bone as a fiber-reinforced composite; hence we should also consider microstructural stress concentrations, i.e. ones that arise from stiff fiber reinforcements in a more compliant matrix. To quantify these effects and to capture their effect on the observed size dependent strength, we calculate the stress concentrations for two different representations of bone: 1) we model the ordered and disordered phases as fiberreinforced composites to evaluate the stress concentrations that arise from stiff fibers and 2) we consider the small-scale samples as a homogenous continuum medium with randomly distributed pores to evaluate the stress concentrations caused by surface flaws, i.e. pores. We then compare the stress concentrations from each of these components and employ the strongest stress concentrator to quantitatively describe the emergent size effects in ordered and disordered phases of bone.
1 Stress concentration from fibers
The stress concentration factor that arises from the stiff fiber reinforcements in a composite, , can be represented as
where is the volume fraction of the fibers, is the close-packing fraction of the fibers based on the assumed packing configuration of the fibers (i.e hexagonal, square, random), and and are the matrix and fiber elastic moduli, respectively 2 . Eq. 1 is only valid for the cases when the fibers are stiffer than the matrix. To employ this principle, we must first define the functional fibril and matrix in the bone composite. The gap and the overlapping regions within the collagen fibril structure, shown and labeled in Figure S2 have been reported to contain some mineral 3, 4 , which gives rise to a mineralized fibril, for which we use the subscript "MF" in our model construction. The mineral external to the fibril can be either tightly bound to the surface of the MF 5 , which gives rise to a coated mineralized fibril, here referred to as CMF, or be a part of the extrafibrillar matrix, which we refer to as "EFM". The CMFs have been experimentally observed in bone, bridging cracks in 6 and on failure surfaces 7 , which suggests that it is important and relevant to calculate the stress concentration due to CMFs, . Figure S2 . a) Hexagonally arranged ordered fibrils with MF radii and some spacing . B) Schematics of the MF and CMF models showing a Reuss, or series, model of the stiffness contributions from the mineral, collagen, and NCPs.
We have not been able to find any literature that reports the elastic properties or volume fractions of CMFs or the complementary EFM; this is likely due to the difficulty of isolating these constituents in experiments and the lack of consensus on the spatial distribution of bone mineral in models and computational efforts. The exact spatial distribution of mineral (intrafibrillar vs extrafibrillar) in bone is still under debate in the literature, ranging from 30% to 75% of the total mineral being extrafibrillar 8, 9 , and the amount of extrafibrillar mineral bound to the surface of the fibril has received little attention 10 . Most elastic models of bone at these nano-and micro-length scales do not take into consideration extrafibrillar mineralization 3, 11 and those that do assume some initial extrafibrillar vs intrafibrillar mineral distribution 10, 12 . Understanding the spatial distributions of bone constituents at these length scales is necessary for calculating . We calculate without assuming an initial mineral distribution by modelling bone as a fiber-reinforced composite in two stages: 1) a MF model with MFs contained in an EFM, composed of non-collagenous proteins(NCPs), mineral, and pores, and 2) a CMF model, in which some mineral from the MF's model EFM is bound to the surface of the CMF, i.e the MF is grown into a stiffer CMF by absorbing mineral from the EFM. These two models are illustrated in Figure S2 .
We use the MF model to determine the volume fractions of each fundamental constituent, i.e. collagen, mineral, and non-collagenous proteins(NCPs), as well as the extrafibrilar vs intrafibrillar distribution the mineral. We accomplish this by using the elastic moduli measured in our experiments as constraints for the eigenstress (Ruess) elastic model of the composite. Next, we re-allocate the mineral from the EFM to the MF to "create" a stiff CMF in a more compliant EFM, which allows us to calculate .
MF model
The ordered phase composite is depicted as hexagonally arranged fibrils in the EFM, similar to the arrangement assumed by Nikolov and Raabe (ref 10 and Fig. S2a ). Then, the elastic modulus of the overall composite in terms of the elastic properties of the MF and the EFM is
where
and
, , and are the elastic moduli of the collagen, mineral, and non-collagenous proteins, respectively.
To account for the porosity in the composite models, we assume that all pores are located in the extrafibrillar space as opposed to within the fibers; the prefactor in Eq.4 accounts for a reduction of caused by the volume fraction of pores in the EFM, . This fraction can be determined from the total pore volume fraction, , measured in our experiments and shown in Supplementary Videos 1&2.
To calculate , we note that in a hexagonal array of fibers, the relative fraction of the matrix as a function of the spacing between the fibers, , is given by
where is the volume fraction of MFs. The average radius of the pores is some linear fraction, , of the spacing between fibrils, so we can relate and through:
Here, is the extrafibrillar linear spacing if no pores were present; we assume to be ~12 nm based on Nikolov and Raabe
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, and is 20.8nm, measured in this work for the ordered phase. It is reasonable to assume that the linear fraction of the pores can be related to their volume fraction in the EFM through 3~, which allows us to calculate = 36.5 , = 0.51 and = 0.096 for the ordered phase.
For the disordered phase, the hexagonal geometrical argument is not applicable, but by constraining the pores to the EFM, we can assume that scales with ; that is is constant across both phases. To calculate the fraction of EFM in the disordered phase, , we scale by the ratio of pore volume fractions in the two phases (Eq.9), resulting in = 0.63. =
Next, we can resolve the remaining volume fractions in Eqs. (2)- (4) in terms of the fraction of total mineral that is extrafibrillar, as . In this context, the fraction of the mineral that is intrafibrillar is
To determine the total mineral volume fraction, , we define the total intrafibrillar mineral fraction, in two ways:
where is the fraction of the MF that is mineral and is the fraction of the total mineral that is intrafibrillar (note and are not equivalent). Equating Eqs. (11a) and (11b), we get
Using similar relations for the EFM, we can solve for the fraction of EFM that is mineral, :
With this series of relations dependent inherently on , all variables that define can be solved for. The main assumed parameter in the MF model is the fraction of the MF that is mineral, that is the amount of mineral that a MF can internally accommodate. We assume this to be ~0.42 as analytically calculated by Jäger and Fratzl (3) and corroborated by Nair et al. (11) via molecular dynamics simulations. We tabulate the elastic properties of the fundamental constituents, , , and , as well as other assumed parameters, used in the calculations presented here in Table 1 . We account for the anisotropy in the elastic contributions of collagen and mineral by using the transverse orientation values of and , respectively, for the ordered phase. For the disordered phase we use the mean values of the transverse and axial and .
Using Mathematica, the system of Eqs. (2)- (4) and (10)- (12) is solved for both the ordered and disordered phase by setting equal to their respective mean elastic moduli as measured in this work via nanoindentation, 16.3 GPa for ordered, and 21.0 GPa for disordered. It is important to note that the Ruess model formulation above accounts for porosity by effectively reducing the and contributions to (Eq. 4) but the flaw volume fraction is initially not an inherent part of . We account for this by adjusting the volume fractions, as shown in Appendix 1. The final resulting volume fractions and distributions are reported in Table 2 for both phases. We calculate that ~68.8% of the mineral is extrafibrillar in the ordered phase and 77.9% in the disordered phase. This falls in line with the literature that suggests most the mineral is located outside the fibril 9, 13 . Although this model only considered dry bone, it is noteworthy that the is just the percentage of total mineral fraction that is outside the fibril and thus could remain constant even if decreased once water is introduced. Table S1 . List of parameters used in the MF and CMF models 
Stress concentration from fibers: CMF model
We formulate the CMF model by increasing the volume fraction of the mineral in the MF, by adding the contribution of the mineral from the EFM, reallocated to the surface of the formed CMF (Fig S2) . This results in increasing the stiffness of the fibril with respect to the EFM; because the volume fractions of the fundamental constituents are constant from the MF to the CMF model, the two model are equivalent in terms of the elastic properties of the composite, = . Similar to the MF model, we define the elastic modulus of the CMF as
where the elastic modulus of the CMF unit and EFM, and are represented as
The first and second terms in Eq.14 are the fractions of the CMF that are collagen and internal mineral, respectively, defined as and The third term in Eq.14 reflects the contribution of the mineral on the external surface of the fibril to the CMF stiffness, accounting for porosity in the EMF as explained in detail in the MF model section.
The remaining mineral in the tissue composes a fraction of the EFM, ; defined as
where the term (1 − ) is the fraction of tissue that is mineral and part of the CMF, with 1 − = .
In a similar fashion to the MF model, the unknown fractions can be solved for in terms of one unknown, in this case ., To determine that yields a CMF that is stiffer than the EFM and calculate a valid stress concentration factor due to CMFs , in Figures S3 and we plot , , and ( Fig  S3a) or (Fig S3a) as functions of for ≤ ≤ , that is from the no reallocated mineral fraction of CMFs to fiber close-packing fraction CMFs. We also plot , the stress
concentration caused by CMFs as a function of . In the context of this model, the physical lower bound for is the fraction at which and are equal and the upper bound is the closepacking fraction of the fibers; this range is shaded and labeled as the -valid region in Figure S3 . For both ordered and disordered phases, only deviates from linearity with respect to near the upper bound of the region; we take the average in this region and calculate to be 1.09 for the ordered phase and 1.08 for the disordered. We now compare this value to the stress concentration that arises from the surface pores calculated in the next section. Figure S3 . a,c) Show the elastic modulus of the CMF, EFM, and corresponding, composite ordered (a) or disordered (c). The composite moduli are constant because an increase in corresponds to r mineral form the EFM to the CMF, thus the overall composite properties do not change. The plots are shown from with the lower bound of corresponding to and the upper bound corresponding to the close packing of the fiber, 0.9069 for hexagonally close packed and ~0.72 for disordered fibers 14 . b,d) Show the stress concentration due to the CMF. The shaded region, showing where is valid, has a lower bound at the fraction at which and are equal and an upper bound at the close packing fraction.
Stress concentration from flaws
We can define the stress concentrations that arise from the internal flaws as and those from surface flaws as . If we assume the flaws to circular pores in an isotropic continuum, we can approximate as the stress concentration due to the internal spherical voids in a continuum body given by Timoshenko and Goodier 15 as = 27 − 15 2(7 − 5 )
where is the Poisson's ratio. Taking = 0.3 for bone 16 , we calculate 2.05 . With a similar assumption of circular pores in an isotropic continuum, we can approximate an upper bound for as the stress concentration of a hole on the side of a thin plate, given by Inglis 17 as
where and are the major and the minor axes of an ellipse, in our case set as equal; we calculate = 3.00
Comparison of stress concentrators
We calculated the stress concentrations that arise from each relevant contribution in small-scale trabecular bone samples: the stiff fiber reinforcements in ordered and disordered phases, = 1.09 and 1.08, respectively, the internal flaws = 2.05, and the surface flaws, = 3.00 for both phases. This shows that the strongest stress concentrators in the system are the surface flaws, or pores, consistent with the experimental observations. This result gives us a starting point to justify the hypothesis that serves as the underlying mechanism for failure initiation occurring at the surface flaws in small-scale bone samples. We postulate in the main body of this manuscript that the surface flaws serve as probabilistic stress concentrators and determine the yield stress, or initiation of failure, of the sample.
Effective stress concentration from surface flaws
In the spirit of a stochastic dislocations source length model constructed by Parthasarathy 18 to predict a "smaller is stronger" size effect observed in polycrystalline metallic pillars, we conceive a 2D model of a cross-section of radius R and of unit thickness. The cross section is orthogonal the pillar axis (Fig. 4b in the main manuscript). We define flaws, all of which we simplify to circles of mean radii . The ℎ flaw is a distance from the surface of the pillar of radius . There is a surface flaw if the minimum of the set distances, , is less than or equal to (Eq. 23). Equivalently, a surface flaw exists if a flaw is at a distance ≤ from the boundary of the cross-section. We also define the cumulative distribution function (CDF) of in Eq. 24 , stating the density of flaws at some distance drops of with the square of that distance from the surface.
We construct Eqs. 25-31 to reflect our hypothesis. In Eq. 25, we define the relation for yield strength, , as a product of the bulk strength and an effective stress concentration factor, and , respectively.
For each phase, ordered and disordered, we take the bulk strength to be the strength of the 3µm pillars. We propose that increases with the probability that a surface flaw exists, denoted as in Eq. 26.
The upper bound for is = 3, as calculated in the previous section.
We substitute Eq. 26 into 25, stating a pillar becomes stronger as the probability of stress concentration due to surface flaws decreases:
We can define the probability, , using the pillar radius by assuming the volume fraction of flaws across the range of pillars is constant. This assumption is reasonable in each phase because the pillars are fabricated in the sub-lamella length scale, meaning the microstructure should be consistent since lamella interfaces are not present. Keeping in mind the 2D simplification of unit thickness (a thin crosssectional slice), we define as the probability that the minimum of the distances of the flaws in the cross-section is less than or equal to .
Eq. 29 shows the number of flaws, , scales with 2 , assuming the volume faction of flaws, , is constant.
To expand the unit thickness cross-section model to a 3D, we can assuming we have independent slices of unit thickness; this is results in rather and flaws for the number of flaws in the full pillar. The corrected probability is shown in Eq. 30. 
The pillars are fabricated to have aspect ratios of 3:1, length to diameter; thus is approximately equal to 6 . We can now summarize the yield strength as a function of pillar radius:
In Matlab, we use image contrast thresholding to identify and quantify the porosity across 42 crosssections in each phase, ordered and disordered. We calculate and measure to be 0.493 for the ordered phase and 0.590 for the disordered phase and to be 20.8 ± 11.0 nm for the ordered phase and = 18.1 ± 9.4 nm for the disordered phase. Videos of the cross-sections used for measuring and within the ordered and disordered phases are provided in Supplemental Videos 1 and 2 and the Matlab script is available in Appendix 2. 
