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ОЦІНКА СПОЖИВЧОЇ ПРИВАБЛИВОСТІ  
ПРОМИСЛОВОЇ ПРОДУКЦІЇ ІЗ ЗАСТОСУВАННЯМ 
 МЕТОДІВ ТАКСОНОМІЇ  
 
Використовуючи методи таксономічної оцінки, пропонується визначити 
ступінь привабливості для споживачів певних марок автомобілів, 
представлених на ринку, з точки зору їх технічних характеристик.  
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таксономічна відстань, таксономія, багатомірні одиниці,  матриця 
спостережень.  
І. Введення 
Оскільки кожен бізнес ведеться заради доходів, а доходи приносять 
покупці, для підприємства дуже важливо розуміти, чого бажають споживачі. У 
ході аналізу вчинків споживачів здійснюється вивчення причин, по яких 
приймаються рішення про покупку. Центральним тут є споживча цінність 
продукту, тобто визначення, наскільки даний продукт важливий для споживача. 
Величина цінностей для споживачів багато в чому залежить від пропонованих 
переваг продукції (переваг з погляду  споживача) у порівнянні з аналогічними 
товарами, представленими на ринку. 
ІІ. Постановка задачі 
Підвищення важливої ролі конкурентної боротьби у різних галузях 
економіки обумовлює необхідність застосування нових методик економічної 
оцінки привабливості певних характеристик промислової продукції. В цьому 
зв’язку в статті приведено механізм застосування таксономічного методу для 
зрівняльної оцінки деяких факторів конкурентоспроможності товарів. 
ІІІ. Аналіз останніх досліджень і публікацій 
У різних літературних джерелах пропонується багато визначень поняття 
„конкурентоспроможність”. Найбільш повним і всеохоплюючим є визначення 
Єврофорума з менеджменту: „Конкурентоспроможність – це реальна та 
потенційна спроможність компаній проектувати, виготовлювати і збувати у тих 
умовах, у яких приходиться діяти, товари, які за ціновими і неціновими 
характеристиками у комплексі більш привабливі для споживачів, чим товари  
конкурентів”. 
Проблеми конкуренції розглядали такі класики економічної теорії, як К. 
Маркс, А. Маршалл, Д.Робінсон, Е. Чемберлен. В подальшому цьому питанню 
приділяли достатньо уваги Д.Рікардо, Дж. Кейнс, Ф.Котлер, Й.Шумпетер, 
Фр.Хайєк, М.Портер, а також Г.Л.Азоєв, П.С.Зав’ялов, І.М.Герчикова, 
М.І.Книш, І.В.Ліпсіц, Ю.Б.Рубин, Р.А.Фатхутдинов та ін. В залежності від 
спрямованості діяльності кожен автор визначив своє бачення привабливості 
товарів для споживача  та свої методи її дослідження. 
ІV. Основні результати дослідження 
Практика оцінювання переваг продукції базується на порівняльному 
аналізі сукупних характеристик товару з товарами-конкурентами. При 
порівнянні продукції споживачі насамперед  оцінюють їхні властивості, а потім 
переваги, які ці властивості забезпечують. Виявити різницю між властивостями 
і перевагами однотипних товарів на ринку часом буває складно. Причому 
наявність певних властивостей у продукту не обов'язково дає йому ті переваги, 
на які розраховують споживачі.  
Для здійснення оцінки привабливості певного продукту для споживача 
необхідно використовувати методи, які дозволяють одержати комплексну 
оцінку характеристик товару. З врахуванням того, що при зрівняльному аналізі 
різних зразків продукції приходиться порівнювати декілька показників товарів, 
які часто мають різні одиниці виміру, часто в таких випадках застосовуються 
методи факторного аналізу, методи рангів, методи ієрархій. Найбільш 
універсальним при вирішенні таких завдань може бути метод таксономії. 
Таксономія - це наука про правила впорядкування і класифікації 
багатомірних об'єктів різної природи. 
Ідея таксономічного впорядкування багатомірних одиниць складається у: 
- визначенні ідеального, з погляду  мети аналізу, багатомірного об'єкта; 
- знаходженні відстані кожної реальної крапки (об'єкта) до ідеальної; 
- упорядкуванні всіх багатомірних крапок (об'єктів)  по ступеню їх 
наближеності до ідеальної крапки і у виборі кращої з багатомірних крапок за 
критерієм мінімуму відстані до ідеальної крапки. 
В основі таксономічних оцінок лежить наступна основна гіпотеза: чим 
ближче між собою значення ознак двох об'єктів, тим більш близькі властивості 
цих об'єктів.  Отже, для оцінки ступеня подібності або розходження об'єктів 
потрібно знайти відстань між об'єктами в просторі координат ознак. Таким 
чином, таксономічна відстань обчислюється або між крапками-одиницями, або 
між крапками-ознаками, але щораз  розташованими в багатомірному просторі. 
Знайдені відстані дозволяють визначити положення кожної крапки щодо інших 
крапок, виконати їхнє впорядкування і класифікацію. 
Однак, розмірності ознак багатомірних крапок, як правило, різні, що не 
дозволяє зрівнювати їхні значення. Крім того абсолютні значення ознак можуть 
розрізнятися на кілька порядків, наприклад,  об’єм двигуна автомобіля (см3) та 
витрата палива на 1 км пробігу (л). У такому випадку облік ознак з малим 
значенням практично не буде впливати на результат обчислень. Тому необхідно 
виконати стандартизацію ознак шляхом переходу їх до нормованих 
безрозмірних значень.  
Вихідним кроком для таксономічних процедур є формування матриці 
спостережень Х  розмірності (m×n), в кожному рядку якої записуються 
значення всіх n ознак конкретної і-й одиниці: 
 ,x,...,x,xX in2i1ii    m,1i   
Матриця спостережень Хmn містить найбільш повну характеристику  
вивчаємої множісті одиниць та має вигляд: 
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де  m – кількість одиниць (точок n-мірного простору), що дорівнює кількості 
рядків матриці;   
n – кількість ознак кожної статистичної одиниці (дорівнює кількості 
стовпчиків матриці). Один стовбець містить значення однієї ознаки; 
xij – значення ознаки за номером  j для одиниці за номером i. 
Ознаки у матриці (1) описують різні властивості об’єктів, можуть бути 
випадковими величинами з різними ступенями розсіювання значень, мають 
різні розмірності. Тому наступним етапом необхідно виконати їх 
стандартизацію шляхом переходу до нормованих безрозмірних значень zij: 
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де  jj xm    -  одиниця  математичного  очікування  ознаки  хj  (за  всіма   
і = 1, …, m одиницями): 
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σj – оцінка середнього квадратичного відхилення ознаки xj 
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У таксономії статистична точність оцінок не обговорюється, тому частіше 
за все використовується зміщена оцінка дисперсії і середнього квадратичного 
відхилення. 
У результаті перетворення кожного значення хij j-ї ознаки за формулами 
(2-4) вихідна матриця (1) перетворюється в еквівалентну матрицю zmn: 
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де всі елементи zij матриці мають нульове значення математичного очікування 
та одиничне значення дисперсії та середнього квадратичного відхилення. 
Після стандартизації перемінних переходять до заключного етапу – 
розрахунку елементів cik вже квадратної матриці Сmm відстаней між всіма т- 
одиницями (рядками) вихідної сукупності одиниць, що представлені в матриці 
Z (згідно формули 5). 
Частіше за все для оцінки відстаней між i-ю та k-ю одиницями (рядками 
матриці Z) використовують: 
1) корінь квадратний з середнього квадрата різниці значень 
однойменних ознак (кількість ознак дорівнює n): 
 


n
1j
2
kjijik zz
n
1
с ;                            (6) 
2) середню абсолютну різницю значень однойменних ознак: 
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та інші. Такі відстані (елементи матриці С) мають наступні властивості: 
сii=0;   cik=cki;   cik≤cir+crk                           (7) 
Таксономічний показник (di) рівня розвитку багатомірної одиниці є 
синтетичною "рівнодіючою" величиною всіх ознак одиниці. Його чисельне 
значення для кожної одиниці визначається із застосуванням стандартизованої 
матриці Z (формула 5) ознак. Чисельне значення таксономічного показника 
рівня розвитку характеризує "видалення" кожної одиниці сукупності від 
сформованого синтетичного "еталону" розвитку (від ідеальної крапки) і 
дозволяє лінійно впорядкувати всі одиниці досліджуваної сукупності. 
Для визначення "еталону" розвитку (ідеальної багатомірної одиниці) всі 
ознаки з погляду  цілей аналізі діляться на два класи: 
1) стимулятори - позитивно впливають на рівень розвитку (або на 
ефективність) кожної досліджуваної одиниці сукупності; 
2) дестимулятори - гальмують розвиток (або знижують ефективність) 
одиниць сукупності.  
Потім для кожної j-ї ознаки в стовпці матриці Z знаходять його краще 
значення  (zоj) серед всіх m одиниць сукупності: 
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"Еталоном розвитку" вважається умовна крапка Z0 ("ідеальна" неіснуюча 
одиниця сукупності) з n координатами знайдених "кращих" (z0j) значень  ознак: 
 n002010 z,...,z,zz  . 
Далі розраховується відстань Cіo від кожної і-й одиниці - крапки 
досліджуваної сукупності - до ідеальної крапки (еталону розвитку): 
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Чим ближче одиниця (Zi) сукупності знаходиться до крапки еталону 
розвитку, тим меншим буде значення Cio. Однак, конкретне значення відстані 
не дає однозначної характеристики ступеня віддаленості одиниці сукупності від 
ідеальної крапки. Більш інформативним є відношення відстані Cio до 
максимально можливої відстані (со) у досліджуваної сукупності багатомірних 
одиниць (di*=ci0/c0). Таке відношення лежить у межах  1;0d*i   і автоматично 
відбиває ступінь близькості і-й одиниці - крапки досліджуваної сукупності - до 
крапки еталона розвитку. Для переходу до безрозмірного показника di потрібно 
знайти статистичну оцінку величини с0. 
Із цією метою спочатку знаходять середнє по всіх одиницях значення 
відстані до ідеальної крапки (оцінка математичного очікування) М[Cio]: 
  


m
1i
0i00i c
m
1
cсМ      (11) 
і оцінку середнього квадратичного відхилення цієї відстані: 
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Оцінку максимальної статистичної відстані рекомендується здійснювати 
за правилом трьох сигм, використовуючи при цьому формулу: 
000 3сс  .     (12) 
Далі для кожної і-й одиниці [Zі] сукупності знаходять значення 
проміжного показника "рівня розвитку": 
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Кінцева формула для показника рівня розвитку: 
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Інтерпретується даний показник у такий спосіб: дана і-а одиниця [Zi] тим 
більше розвинена, чим ближче значення її показника рівня розвитку до 
одиниці. 
Для контролю коректності обчислень передбачається розрахунок 
математичного очікування Мj[zij] і середнього квадратичного відхилення Ϭj 
нормованих значень ознак (табл. 3), які у випадку правильних розрахунків 
повинні рівнятися 0 і 1 відповідно. 
Як приклад  застосування методу таксономії зробимо аналіз ступеню 
привабливості різних моделей автомобілів з погляду сприйняття споживачами 
їхніх технічних характеристик. 
 
 
 
 
Таблиця 1 
Характеристика зразків автомобільної техніки  
за технічними параметрами 
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  1 2 3 4 5 
1 Chevrolet Aveo  86 1498 11,1 176 7,0 
2 Chevrolet Lanos 86 1432 12,5 172 8 
3 Opel Corsa 80 1229 13,9 168 5,8 
4 Kia Ceed 109 1396 11,6 187 6,1 
5 Renault Logan 75 1390 13 162 7 
6 Renault Symbol 75 1390 12,5 170 7,1 
7 Hyundai Sonata 165 1998 10,5 205 8 
8 Zaz Sens 70 1386 17 162 6,9 
9 Chevrolet Lacetti  109 1598 12,4 185 7,1 
10 Daewoo Nexia 85 1498 14,5 175 6,3 
11 Opel Astra  125 1796 8,8 214 7,5 
12 Peugeot 307  110 1587 10,6 190 7,2 
13 Renault Megane  115 1598 10,9 192 6,8 
14 Opel Vectra  140 1796 11,5 197 7,5 
15 Renault Laguna  140 1998 9,9 207 7,9 
 
З погляду  інтересів споживачів всі представлені ознаки варто розбити на 
стимулятори (+) – ознаки № 1,2,4 та дестимуляторы (-) – ознаки № 3,5. 
Матриця спостережень при цьому буде мати вигляд, представлений у 
табл. 2. 
Таблиця 2 
Значення (хіj) ознак зразків автомобільної техніки 
(матриця Х спостережень) 
 
№ зразка 
Ознаки, використовувані для аналізу 
 1 2 3 4 5 
 1 86 1 498 11,1 176 7 
 2 86 1 432 12,5 172 8 
 3 80 1229 13,9 168 5,8 
 4 109 1 396 11,6 187 6,1 
 5 75 1 390 13,0 162 7 
X= 6 75 1 390 12,5 170 7,1 
 7 165 1 998 10,5 205 8 
 8 70 1386 17,0 162 6,9 
 9 109 1 598 12,4 185 7,1 
 10 85 1 498 14,5 175 6,3 
 11 125 1 796 8,8 214 7,5 
 12 110 1 587 10,6 190 7,2 
 13 115 1 598 10,9 192 6,8 
 14 140 1 796 39 944,0 197 7,5 
 15 140 1 998 9,9 207 7,9 
 Тип оз. + + - + - 
 M= 104,67 1572,667 2674,21333 184,1333 7,08 
 Ϭ= 27,541 222,8445 9960,76966 16,0369 0,6358 
 n= 15     
 
Таблиця 3 
Нормовані значення (zij) ознак зразків автомобільної техніки  
(матриця Z) 
  № 
зразка 
Ознаки, використовувані для аналізу Віддалення від крапки Zо 
Ранг  1 2 3 4 5 Cio Di* Di 
 1 -0,678 -0,335 -0,267 -0,507 -0,126 1,223 0,646 0,354 9 
 2 -0,678 -0,631 -0,267 -0,757 1,447 1,495 0,790 0,210 15 
 3 -0,896 -1,542 -0,267 -1,006 -2,013 1,406 0,743 0,257 11 
 4 0,157 -0,793 -0,267 0,179 -1,541 0,983 0,519 0,481 6 
 5 -1,077 -0,820 -0,267 -1,380 -0,126 1,465 0,774 0,226 13 
Z= 6 -1,077 -0,820 -0,267 -0,881 0,031 1,410 0,745 0,255 12 
 7 2,191 1,909 -0,267 1,301 1,447 0,905 0,478 0,522 4 
 8 -1,259 -0,838 -0,267 -1,380 -0,283 1,482 0,783 0,217 4 
 9 0,157 0,114 -0,267 0,054 0,031 0,994 0,525 0,475 7 
 10 -0,714 -0,335 -0,267 -0,570 -1,227 1,155 0,610 0,390 8 
 11 0,738 1,002 -0,268 1,862 0,661 0,820 0,433 0,567 1 
 12 0,194 0,064 -0,267 0,366 0,189 0,982 0,519 0,481 5 
 13 0,375 0,114 -0,267 0,491 -0,440 0,851 0,450 0,550 2 
 14 1,283 1,002 3,742 0,802 0,661 1,316 0,695 0,305 10 
 15 1,283 1,909 -0,267 1,426 1,290 0,892 0,471 0,529 3 
 M= 0,00 0,00 0,00 0,00 0,00 1,16    
 Ϭ= 1 1 1 1 1 0,245 1,893   
 Тип оз. + + - + -  Co   
 Zo= 2,191 1,909 -0,268 1,862 -2,013     
 
 
 Рис. 1. Таксономічний показник привабливості автомобілів  
за технічними параметрами  
 
Графік показує, що за технічними показниками більша частина 
проаналізованих  зразків автомобілів наближається до „еталону розвитку”. 
Кращим зразком є автомобіль під номером 11 (Opel Astra). В якості 
підтвердження вірності отриманих результатів можна привести факт 
нагородження автомобіля Opel Astra у листопаді 2009 року премією «Золотой 
Руль 2009». Оцінювання здійснювалося за результатами тестувань автомобілів 
даного класу технічними експертами, пілотами гоночних команд, опитувань 
власників авто. 
За нашими розрахунками найбільш близькі результати до лідерської 
позиції отримали зразки  під номером 13 (Renault Megane), 15 (Renault Laguna), 
7 (Hyundai Sonata). Група автомобілів з непривабливими показниками 
складається з зразків № 2 (Chevrolet Lanos), 8 (Zaz Sens), 5 (Renault Logan). 
Причина негативного відношення споживачів до даних марок автомобілів може 
полягати в тому, що при низької потужності двигуна вони мають невелику 
максимальну швидкість та значні витрати палива.  
V. Висновки 
Таким чином, вирішення проблеми оцінювання привабливості різних 
об'єктів за певним набором характеристик стає можливим при використанні 
такого методу дослідження багатомірних одиниць, як таксономія. Деяка 
складність у проведенні розрахунків у повному обсязі компенсується наочністю 
отриманих результатів, можливістю ранжирування учасників дослідження, 
визначенням позитивних та несприятливих чинників, які мають вплив на думку 
споживачів під час прийняття ними рішення стосовно привабливості продукції. 
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