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PROPERTY A FOR COARSE SPACES
HIROKI SAKO
Abstract. Property A introduced by Guoliang Yu is an amenability-type prop-
erty for metric spaces. In this article, we study property A for uniformly locally
finite coarse spaces. Main examples of coarse spaces are a metric space, a set
equipped with a discrete group action, and a sequence of finitely generated groups.
The purpose of this article is to give complete proofs to related basic facts.
1. Introduction
The subject of this article is amenability for generalized metric spaces. Property
A for discrete metric spaces was introduced by G. Yu in his study of coarse Baum–
Connes conjecture [Yu00]. Property A is widely recognized as an amenability-type
condition. For discrete groups, amenability depends only on its large scale structure.
Property A is also independent of local features of metric spaces, so it is natural to
consider a new concept of spaces. J. Roe introduced a notion called coarse space in
[Roe03]. The category of coarse spaces encompasses
• a metric space;
• a discrete group;
• a set equipped with a discrete group action (Example 2.3);
• a sequence of finite generated groups with fixed generators (Example 2.4).
In this article, we clarify the definition of property A for uniformly locally finite
coarse spaces, which is not necessarily metrizable. Uniform local finiteness of a
coarse space X means that X has very poor local structure. We prove that the
property can be rephrased in the following context:
• a characterization by Hilbert space;
• nuclearity of the uniform Roe algebra;
• the operator norm localization property (ONL).
This article is not a usual research paper. Ideas in the proofs have already ap-
peared in papers which dealt with property A for metric spaces ([BNW07], [CTWY08],
[HR00], [STY02], [Roe03], [Sak12a]). We give a precise proof for the equivalence be-
tween property A and ONL, which has been proved only for metric spaces. The
general form (Theorem 5.7) of the theorem plays a key role in the paper [Sak12b],
because the argument is not closed in the category of metric spaces. The framework
of coarse spaces is not only necessary but also appropriate.
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2. Definition of Property A
2.1. Coarse space. A coarse space is a set X equipped with a coarse structure C.
The coarse structure C is a family of subsets of X2 and satisfies several requirements.
To describe them, we will use the following notations. For subsets T, T1, T2 ⊂ X2,
the inverse T−1 and the product T1 ◦ T2 are defined as follows:
T−1 = {(x, y) ∈ X2 ; (y, x) ∈ T},
T1 ◦ T2 = {(x, y) ∈ X2 ; ∃z ∈ X, (x, z) ∈ T1, (z, y) ∈ T2}.
Denote by T ◦n the n-th power T ◦T ◦ · · ·◦T . In the case that the subsets are graphs
of partially defined maps, these notations coincide with the usual conventions for
mappings. For subsets Y ⊂ X and T ⊂ X2, let T [Y ] be the subset of X defined by
{x ∈ X ; ∃y ∈ Y, (x, y) ∈ T}.
For a singleton {x}, we simply write T [x] for T [{x}]. A subset Y ⊂ X is called a
T -bounded set if there exists x ∈ X such that Y ⊂ T [x]. If Y is a T2-bounded set,
then T1[Y ] is a (T1 ◦ T2)-bounded set.
Definition 2.1 (Definition 2.3 in [Roe03]). Let X be a set. A family C of subsets
of X2 is called a coarse structure on X if
• ∆X = {(x, x); x ∈ X} ∈ C;
• If T ∈ C, then T−1 ∈ C;
• If T1, T2 ∈ C, then T1 ◦ T2 ∈ C;
• If T1, T2 ∈ C, then T1 ∪ T2 ∈ C;
• If T1 ∈ C and T2 ⊂ T1, then T2 ∈ C.
The pair (X, C) is called a coarse space. Elements of C are called controlled sets or
entourages.
Two elements x, y ∈ X are said to be connected if {(x, y)} ∈ C. If arbitrary two
points are connected, the space X is said to be connected.
Example 2.2. Let (X, d) be a metric spaces. A coarse structure C is defined on X
by C = {T ⊂ X2 ; ∃S > 0, d|T ≤ S}. The space X is connected.
Example 2.3. Let X be a set on which a discrete group G acts. For a finite subset
K ⊂ G, let TK be the orbit of K. That is, TK = {(kx, x) ∈ X2; k ∈ K, x ∈ X}.
The coarse structure CG on X is the collection {T ; ∃ finite K ⊂ G, T ⊂ TK}. If G
is countable and the action on X is transitive, then the coarse structure is realized
by some metric. The group G naturally has a coarse structure defined by the left
transformation action of G.
Example 2.4. Let
{(
G(m), g
(m)
1 , g
(m)
2 , · · · , g(m)k
)}∞
m=1
be a sequence of groups with
fixed k-generators. Define surjective homomorphisms φ(m) : Fk → G(m) from the free
group Fk = 〈g1, · · · , gk〉 by φ(m)(gi) = g(m)i . The set
⊔
∞
m=1G
(m) is equipped with an
Fk-action defined by h · g = φ(m)(h)g, g ∈ G(m). This action gives a coarse structure
on the disjoint union of groups
⊔
∞
m=1G
(m). This coarse space is not connected.
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Definition 2.5. A coarse space (X, C) is said to be uniformly locally finite if every
controlled set T ∈ C satisfies the inequality supx∈X ♯(T [x]) <∞.
The coarse spaces in Example 2.3 and Example 2.4 are uniformly locally finite.
In many references, a metric space whose coarse structure is uniformly locally finite
is called a metric space with bounded geometry.
2.2. Definition of property A. The definition of property A for X is given by a
Følner condition of X × N.
Definition 2.6 (Definition 2.1 of Yu [Yu00]). A discrete metric space X is said to
have property A if for every ǫ > 0 and R > 0, there exist S > 0 and a family of
finite subsets {Ax}x∈X of X × N such that
• Ax ⊂ {y ∈ X ; d(x, y) < S} × N;
• (x, 1) ∈ Ax;
• The symmetric difference Ax △ Ay = (Ax \ Ay) ∪ (Ay \ Ax) satisfies the
inequality ♯(Ax △Ay) < ǫ♯(Ax ∩Ay), when d(x, y) ≤ R.
We define property A for coarse spaces as follows.
Definition 2.7. A uniformly locally finite coarse space (X, C) is said to have prop-
erty A if for every positive number ǫ and every controlled set T ∈ C, there exist a
controlled set S ∈ C and a subset A ⊂ S × N such that
• For x ∈ X, Ax = {(y, n) ∈ X × N ; (x, y, n) ∈ A} is finite;
• ∆X × {1} ⊂ A, where ∆X is the diagonal subset of X2;
• ♯(Ax △ Ay) < ǫ♯(Ax ∩Ay), if (x, y) ∈ T .
The second condition can be replaced with the following:
• For x ∈ X , Ax is not empty.
This is a conclusion of the proof of Theorem 3.1.
3. Characterizations by Hilbert spaces and positive definite kernels
Let X be a uniformly locally finite coarse space. For a controlled set T ⊂ X2 of
X , we define a linear space ET of bounded linear operators on ℓ
2(X) as follows:
ET = {a ∈ B(ℓ2(X)); 〈aδy, δx〉 = 0 if (x, y) ∈ X2 \ T}.
We note that
• if b1 ∈ ET1 and b2 ∈ ET2 , then b1b2 ∈ ET1◦T2 ;
• and that if b ∈ ET , then b∗ ∈ ET−1 .
We also define a C∗-algebra called the uniform Roe algebra C∗u(X) of X , which
plays a key role for characterizations of property A. The algebra C∗u(X) is defined
by
⋃
T :controlledET .
Theorem 3.1. For a uniformly locally finite coarse space (X, C), the following con-
ditions are equivalent:
(1) X has property A;
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(2) For every ǫ > 0, and every T ∈ C, there exists a map η : X → ℓ2(X) assigning
unit vectors such that
• if (x, y) ∈ T , then ‖ηx − ηy‖ < ǫ,
• {(x, y) ∈ X2; y ∈ supp(ηx)} is controlled;
(3) For every ǫ > 0, and every T ∈ C, there exist a Hilbert space H and a map
η : X → H assigning unit vectors such that
• if (x, y) ∈ T , then ‖ηx − ηy‖ < ǫ,
• {(x, y) ∈ X2; 〈ηy, ηx〉 6= 0} is controlled;
(4) For every ǫ > 0 and every T ∈ C, there exists and a positive definite kernel
k : X2 → C such that
• if (x, y) ∈ T , then ‖1− k(x, y)‖ < ǫ,
• {(x, y) ∈ X2; k(x, y) = 0} is controlled.
For basic facts of positive definite kernel (or function of positive type), see Appen-
dix C of the book [BdlHV08]. This theorem for metric spaces is given in [BNW07,
Theorem 3].
Proof. Suppose that X has property A. Let ǫ be an arbitrary positive number and
let T be a controlled set of X . Then there exist a controlled set S and a subset
A ⊂ S × N which satisfy the conditions of Definition 2.7. Define a subset Ax(y) of
N by
Ax(y) = {n ∈ N; (y, n) ∈ Ax} = {n ∈ N; (x, y, n) ∈ A}.
Let ‖ · ‖1 denote the norm of ℓ1(X). For x ∈ X , define vectors ζx, ξx of ℓ1(X) by
ζx(y) = ♯(Ax(y)), ξx = ζx/‖ζx‖1.
For (x, y) ∈ T , we have
‖ξx − ξy‖1 =
‖‖ζy‖1ζx − ‖ζx‖1ζy‖1
‖ζx‖1‖ζy‖1
≤ |‖ζy‖1 − ‖ζx‖1| · ‖ζx‖1 + ‖ζx‖1 · ‖ζx − ζy‖1‖ζx‖1‖ζy‖1
≤ 2‖ζx − ζy‖1‖ζy‖1
≤ 2♯(Ax △ Ay)
♯(Ay)
< 2ǫ.
Define a unit vector ηx of ℓ
2(X) by ηx(y) =
√
ξx(y). Then we have
‖ηx − ηy‖2 ≤
√
‖ξx − ξy‖1 <
√
2ǫ, (x, y) ∈ T.
The set {(x, y) ∈ X2; y ∈ supp(ηx)} is controlled, since it is included in S. Here we
obtain condition (2).
When we denote by S the subset {(x, y) ∈ X2; y ∈ supp(ηx)}, the subset {(x, y) ∈
X2; 〈ηy, ηx〉 6= 0} is included in S ◦ S−1. Therefore (2) implies (3).
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Suppose that (3) holds. For arbitrary ǫ > 0 and T ∈ C, there exists a map
η : X →H such that ‖ηx‖ = 1 and
• if (x, y) ∈ T , then ‖ηx − ηy‖ < ǫ,
• {(x, y) ∈ X2; 〈ηx, ηy〉 6= 0} is controlled.
Define a function k : X2 → C by k(x, y) = 〈ηx, ηy〉. The function k satisfies condition
(4).
For the converse direction, we first prove that condition (4) implies condition (2).
Suppose that condition (4) holds. For arbitrary ǫ > 0 and arbitrary controlled set
T , take a positive definite kernel k : X2 → C satisfying (4). Then there exists
an operator a in C∗u(X) such that 〈aδy, δx〉 = k(x, y). Note that the operator a is
positive. So there exist S ∈ C and b ∈ ES which satisfies ‖a− b∗b‖ < ǫ. For x ∈ X ,
we define a vector ζx ∈ ℓ2(X) by bδx. Since {(x, y) ∈ X2; y ∈ supp(ζx)} is included
in S−1, it is controlled. For (x, y) ∈ T , we have
‖ζx − ζy‖2 = k(x, x)− 2Re(k(x, y)) + k(y, y) < 4ǫ,∣∣1− ‖ζx‖2∣∣ = |1− k(x, x)| < ǫ.
When we define ηx by ζx/‖ζx‖, ‖ηx−ηy‖ is uniformly close to 0 for (x, y) ∈ T . Thus
we obtain condition (2).
Finally, we prove that condition (2) implies condition (1). For arbitrary ǫ > 0
and T ∈ C, take unit vectors {ηx}x∈X satisfying condition (2). We define a positive
element ξx of ℓ
1(X) by ξx(y) = |ηx(y)|2. For (x, y) ∈ T , we have ‖ξx − ξy‖1 ≤
‖ηx + ηy‖2‖ηx − ηy‖2 < 2ǫ. The cardinality of the support supp(ξx) is uniformly
bounded. More precisely, supx∈X ♯(supp(ξx)) < ∞. By replacing ξx, we obtain the
following: there exists a natural number m such that
• |1− ‖ξx‖1| < ǫ;
• If (x, y) ∈ T , then ‖ξx − ξy‖1 < ǫ;
• {(x, y) ∈ X2; y ∈ supp(ξx)} is controlled;
• For every (x, y) ∈ X2, ξx(y) ∈ {n/m;n ∈ N ∪ {0}};
• ξx(x) 6= 0.
Let S denote the controlled set {(x, y) ∈ X2; y ∈ supp(ξx)}. Define A ⊂ S×(N∪{0})
by
A = {(x, y, n);n < m · ξx(y)}.
Then the family of the finite sets {Ax = {(y, n); (x, y, n) ∈ A}}x∈X satisfy
♯(Ax △Ay) = ‖mξx −mξy‖1 < ǫm < ǫ
1− ǫ♯(Ax), (x, y) ∈ T.
We also have
• ♯(Ax △ Ay) < 2ǫ♯(Ax ∩ Ay)/(1− ǫ), (x, y) ∈ T ;
• (x, 0) ∈ Ax.
It follows that X has property A. 
4. Characterization by translation C∗-algebras
We generalize the easier half of Theorem 5.3 in [STY02] in this section.
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Lemma 4.1. Let X be a set and let T be a subset of X2. Suppose that ♯(T [x]), ♯(T−1[x])
are uniformly bounded. Let b be an operator whose matrix coefficients are zero on
X2 \ T . Then we have the following estimate of the operator norm:
‖b‖ ≤ max
{
sup
x∈X
♯(T [x]), sup
x∈X
♯(T−1[x])
}
· sup
x,y∈X
|〈bδy, δx〉|.
This lemma is one version of the Schur tests.
Proof. We denote by bx,y the matrix coefficient 〈bδy, δx〉. Let ξ = (ξx)x∈X and
η = (ηx)x∈X be elements of ℓ
2(X). By the Cauchy–Schwarz inequality, we have
|〈bη, ξ〉| =
∣∣∣∣∣
∑
x,y
ξxbx,yηy
∣∣∣∣∣
≤
∑
x,y
|ξx||bx,y|1/2|bx,y|1/2|ηy|
≤
(∑
x,y
|ξx|2|bx,y|
)1/2(∑
x,y
|bx,y||ηy|2
)1/2
≤ sup
x,y
|bx,y|
(
sup
x
♯(T−1[x])
∑
x
|ξx|2
)1/2(
sup
y
♯(T [y])
∑
y
|ηy|2
)1/2
≤ max
{
sup
y∈X
♯(T [y]), sup
x∈X
♯(T−1[x])
}
· sup
x,y
|bx,y| · ‖ξ‖ · ‖η‖.
Thus we obtain the inequality in the lemma. 
Theorem 4.2. Let X be a uniformly locally finite coarse space. If X has property
A, then the translation C∗-algebra C∗u(X) is nuclear.
The proof is given by a verbatim translation of [Roe03, Proposition 11.41]. For a
controlled set S ⊂ X2, we denote by CS the C∗-algebra
∏
z∈X B(ℓ
2(S[z])). We also
define a unital completely positive map ΦS : C
∗
u(X)→ CS by
ΦS(b) = [[bx,y]x,y∈S[z]]z∈X ,
where bx,y is the matrix coefficient 〈bδy, δx〉.
Proof. For any positive number ǫ and any finite subset F of C∗u(X), we find a
controlled set S and construct a unital completely positive map Ψ : CS → C∗u(X)
such that ‖Ψ ◦ ΦS(b) − b‖ < ǫ, for b ∈ F . Since CS is nuclear, the construction
provides the proof. By approximating elements of F , we may assume that for every
b ∈ F the supports of the matrix coefficients [bx,y = 〈bδy, δx〉]x,y∈X are included in a
controlled set T .
Define δ > 0 by
ǫ
maxb∈F ‖b‖ ·max{sup ♯(T [x]), sup ♯(T−1[x])} . By Theorem 3.1,
there exists a map η : X → ℓ2(X) assigning unit vectors such that
• If (x, y) ∈ T , then ‖ηx − ηy‖ < δ;
• S = {(x, z) ∈ X2; z ∈ supp(ηx)} is controlled.
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Define Ψ : CS → C∗u(X) by
Ψ([[c(z)x,y]x,y∈S[z]]z∈X) =
[∑
z∈X
ηx(z)c
(z)
x,yηy(z)
]
x,y∈X
.
If x /∈ S[z] or if y /∈ S[z], we define c(z)x,y by 0. It is routine to prove that Ψ is unital
and completely positive. For b ∈ F , the operator Ψ ◦ ΦS(b) is expressed as[∑
z∈X
ηx(z)bx,yηy(z)
]
x,y∈X
= [〈ηy, ηx〉bx,y]x,y∈X .
Therefore the matrix coefficients of Ψ ◦ΦS(b) are not zero only on the controlled set
T . For (x, y) ∈ T , |1− 〈ηy, ηx〉| = |〈ηy, ηy − ηx〉| < δ. It follows that
‖Ψ ◦ ΦS(b)− b‖ = ‖ [(1− 〈ηy, ηx〉)bx,y]x,y∈X ‖
≤ max{sup ♯(T [x]), sup ♯(T−1[x])} · sup
(x,y)∈T
|(1− 〈ηy, ηx〉)bx,y|
< max{sup ♯(T [x]), sup ♯(T−1[x])} · δ‖b‖
< ǫ.
The second line is due to Lemma 4.1. 
The converse is also true. In the paper [Sak12b], the author proves the following
stronger claim:
Theorem 4.3. Local reflexivity of C∗u(X) is equivalent to property A of X.
Local reflexivity is weaker than exactness and nuclearity for general C∗-algebras.
As a consequence, all the following properties of C∗u(X) are equivalent: nuclearity,
exactness, and local reflexivity.
5. Characterization by the operator norm localization
Roughly speaking, Theorem 3.1 means that a space X has property A if and
only if its large scale structure can be described by a Hilbert space. The coarse
amenability of X can be further rephrased in terms of operator norms.
5.1. Definitions of the operator norm localization property. Chen, Tessera,
Wang and Yu defined the operator norm localization property in [CTWY08, section
2]. The original definition is given for metric spaces. For a general uniformly locally
finite coarse space X , we define the property as follows.
Definition 5.1. A uniformly locally finite coarse space (X, C) is said to have the
operator norm localization property (ONL) if for every c < 1 and T ∈ C, there exists
a controlled set S satisfying condition (β): for every operator a ∈ ET , there exists a
unit vector η ∈ ℓ2(X) such that supp(η) is an S-bounded set and c‖a‖ ≤ ‖aη‖.
This definition is analogous to condition (iv) in [Sak12a, Proposition 3.1]. We
may replace ‘for every c < 1’ with ‘there exists c < 1.’
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Lemma 5.2. A uniformly locally finite coarse space X has ONL, if and only if there
exists 0 < c < 1 such that for every controlled set T , there exists a controlled set S
satisfying condition (β).
Following an idea in [CTWY08, Proposition 2.4], we give a proof.
Proof. Assume thatX satisfies the property in Lemma 5.2 with respect to a constant
c < 1. Let κ be an arbitrary real number less than 1 and let T be an arbitrary
controlled set. Replacing T by ∆X ∪ T ∪ T−1, we may assume that T is symmetric
and includes ∆X . Choose a natural number n satisfying κ
n < c.
By the assumption on X , there exists S satisfying the following condition: for
every b ∈ ET ◦2n , there exists a unit vector ξ ∈ ℓ2(X) such that supp(ξ) is an S-
bounded set and c‖b‖ ≤ ‖bξ‖. Let a ∈ ET be an arbitrary operator of norm 1.
Since the matrix coefficients of (aa∗)n are located on T ◦2n, there exists a unit vector
ξ ∈ ℓ2(X) such that supp(ξ) is S-bounded and that c‖(aa∗)n‖ ≤ ‖(aa∗)nξ‖. Since
the norm of (aa∗)n is 1, we have
κn < c ≤ ‖(aa
∗)nξ‖
‖(aa∗)n−1ξ‖ · · ·
‖(aa∗)2ξ‖
‖(aa∗)ξ‖
‖(aa∗)ξ‖
‖ξ‖ .
It follows that there exists j = 0, 1, · · · , n− 1 such that κ < ‖(aa∗)j+1ξ‖/‖(aa∗)jξ‖.
By letting η = a∗(aa∗)jξ/‖a∗(aa∗)jξ‖, we have the inequality
κ‖a‖ = κ < ‖(aa∗)j+1ξ‖/‖(aa∗)jξ‖ ≤ ‖aa∗(aa∗)jξ‖/‖a∗(aa∗)jξ‖ = ‖aη‖.
The support of a∗(aa∗)jξ is (T ◦2n−1 ◦S)-bounded. Thus we obtain condition (β) for
κ, T , and T ◦2n−1 ◦ S. 
To characterize ONL, we use ‘ET ’ and ‘ΦS ’ in the proof of Theorem 4.2.
Lemma 5.3. A uniformly finite coarse space X has ONL if and only if the following
condition holds: For every ǫ > 0 and a controlled set T , there exists a controlled set
S satisfying ‖(ΦS|ET )−1 : ΦS(ET )→ ET‖ < 1 + ǫ.
Proof. Assume that X has ONL. For arbitrary ǫ > 0 and a controlled set T , there
exists S which satisfies the condition (β) for c = (1 + ǫ)−1 and T .
It follows that for every non-zero operator a ∈ ET , there exists a unit vector
η ∈ ℓ2(X) whose support is S-bounded and satisfies ‖a‖ ≤ (1 + ǫ)‖aη‖. Since
a ∈ ET , supp(aη) is included in the subset T [supp(η)]. Hence there exists a unit
vector ξ such that ‖aη‖ = 〈aη, ξ〉 and that the supports of ξ, η are included in a
common (T ◦ S)-bounded set. There exists x ∈ X satisfying
‖a‖ ≤ (1 + ǫ)〈aη, ξ〉 ≤ (1 + ǫ)‖[ay,z]y,z∈T◦S[x]‖ ≤ (1 + ǫ)‖ΦT◦S(a)‖,
we get ‖(ΦT◦S |ET )−1‖ ≤ 1 + ǫ.
Conversely, suppose that for every c < 1 and a controlled set T , there exists
a controlled set S satisfying ‖(ΦS |ET )−1 : ΦS(ET )→ ET‖ < 1/c. Then for every
operator a ∈ ET , there exists an S-bounded set S[x] satisfying
c‖a‖ ≤ ‖[ay,z]y,z∈S[x]‖.
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Take a unit vector η ∈ ℓ2(S[x]) such that ‖[ay,z]y,z∈S[x]‖ = ‖[ay,z]y,z∈S[x]η‖. The
vector η satisfies c‖a‖ ≤ ‖aη‖. It follows that condition (β) holds true for c < 1, T ,
and S. We conclude that X has ONL. 
Let us recall the notions of completely positive map and completely bounded map.
Definition 5.4. A closed subspace E of a unital C∗-algebra is called an operator
system, if
• For every element a of E, a∗ is also an element of E;
• The unit of the ambient C∗-algebra is an element of E.
A linear map Φ from E to a C∗-algebra C is said to be completely positive, if the
map Φ(n) = Φ⊗ id : E ⊗Mn(C)→ C ⊗Mn(C) is positive for every n.
For controlled set T ⊂ S The subspaces ET ⊆ C∗u(X) and ΦS(ET ) ⊆ DS are
examples of operator systems. The map ΦS : ET → CS is completely positive.
Definition 5.5. Let B be a C∗-algebra and let F be an operator system. A lin-
ear map Ψ: F → B is said to be completely bounded if the increasing sequence
{‖Ψ(n) : F⊗Mn(C)→ B⊗Mn(C)‖} is bounded. The number ‖Ψ‖cb = supn∈N‖Ψ(n)‖
is called the completely bounded norm of θ.
The norms ‖Ψ‖ and ‖Ψ‖CB are not identical in general, but we have the following.
Lemma 5.6. ‖(ΦS|ET )−1 : ΦS(ET )→ ET ‖CB = ‖(ΦS|ET )−1‖.
Proof. For a natural number n, we denote by ((ΦS|ET )−1)(n) the linear map
(ΦS|ET )−1 ⊗ id : ΦS(ET )⊗M(n,C)→ ET ⊗M(n,C).
It suffices to show that
‖((ΦS|ET )−1)(n)‖ ≤ ‖(ΦS|ET )−1‖ for every n ∈ N.
Take an arbitrary positive number K satisfying K < ‖((ΦS|ET )−1)(n)‖. There exists
an operator a ∈ ET ⊗M(n,C) satisfying
K < ‖a‖, ‖ΦS ⊗ idM(n,C)(a)‖ = 1.
We claim that there exist isometries V,W : ℓ2(X)→ ℓ2(X)⊗ Cn satisfying
V δx,Wδx ∈ Cδx ⊗ Cn and K < ‖W ∗aV ‖ ≤ ‖a‖.
Indeed, there exist unit vectors ξ =
∑
δx ⊗ ξx and η =
∑
δy ⊗ ηx such that
K < |〈aξ, η〉| < ‖a‖.
We define isometries V,W by
V (δx) =
{
δx ⊗ ξx/‖ξx‖, if ξx 6= 0,
δx ⊗ δ1, if ξx = 0, W (δx) =
{
δx ⊗ ηx/‖ηx‖, if ηx 6= 0,
δx ⊗ δ1, if ηx = 0.
Then we have K < |〈aξ, η〉| ≤ ‖W ∗aV ‖ ≤ ‖a‖.
Observe that the matrix coefficients of W ∗aV are zero on X2 \ T and that
‖ΦS(W ∗aV )‖ ≤ ‖Φ(n)S (a)‖ = 1.
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It follows that K < ‖W ∗aV ‖/‖ΦS(W ∗aV )‖ ≤ ‖(ΦS|ET )−1‖. We obtain the inequal-
ity ‖((ΦS|ET )−1)(n)‖ ≤ ‖(ΦS|ET )−1‖. 
5.2. Property A and ONL. The author proved in [Sak12a, Theorem 4.1] that the
operator norm localization property is equivalent to property A for a metric space
with bounded geometry. More generally, this theorem is also valid for uniformly
locally finite coarse spaces.
Theorem 5.7. A uniformly locally finite coarse space X has property A, if and only
if X has the operator norm localization property.
Proof. We first assume that X has property A. Take an arbitrary controlled set
T ⊂ X2 and ǫ > 0. Define δ > 0 by ǫ
max{sup ♯(T [x]), sup ♯(T−1[x])} . By Theorem
3.1, there exist unit vectors {ηx}x∈X ⊆ ℓ2(X) satisfying the following:
• if (x, y) ∈ T , then ‖ηx − ηy‖ < ǫ,
• S = {(x, z) ∈ X2; z ∈ supp(ηx)} is controlled.
Recall that the C∗-algebra CS is defined by
∏
z∈X B(ℓ
2(S[z])). We also use the unital
completely positive maps ΦS : C
∗
u(X) → CS and Ψ : CS → C∗u(X) in the proof of
Theorem 4.2. For an operator b ∈ ET , and the matrix coefficient of Ψ ◦ Φ(b) at
(x, y) ∈ T is 〈ηy, ηx〉bx,y. By Lemma 4.1, the following inequality follows:
‖Ψ ◦ ΦS(b)− b‖ ≤ max{sup ♯(T [x]), sup ♯(T−1[x])} · sup
(x,y)∈T
|〈ηy, ηx〉bx,y − bx,y|
≤ ǫ‖b‖.
Since Ψ is contractive, we have ‖ΦS(b)‖ ≥ ‖Ψ ◦ ΦS(b)‖ ≥ (1 − ǫ)‖b‖. Then there
exists x ∈ X such that ‖b|ℓ2(S[x])‖ ≥ (1 − 2ǫ)‖b‖. It follows that there exists a unit
vector ξ ∈ ℓ2(S[x]) such that ‖bξ‖ ≥ (1− 2ǫ)‖b‖. We conclude that X has ONL.
Now assume that X has ONL. By Lemma 5.3 and Lemma 5.6, for any controlled
set T and ǫ > 0, there exists a controlled set S such that
‖(ΦS|ET )−1 : ΦS(ET )→ ET‖CB < 1 + ǫ/2.
It is easy to check that (ΦS |ET )−1 is unital and self-adjoint. By Corollary B.9 of
the book [BO08], there exists a unital completely positive map Ψ: BS → B(ℓ2(X))
which satisfies ‖(ΦS|ER)−1 −Ψ|ΦS(ER)‖CB < ǫ.
Define a function k on the set X2 by k(x, y) = 〈Ψ ◦ ΦS(ex,y)δy, δx〉, where ex,y is
the rank 1 partial isometry which maps δy to δx. Since Ψ◦ΦS is completely positive,
for every x(1), x(2), · · · , x(n) ∈ X and λ1, λ2, · · · , λn ∈ C, we have
0 ≤
〈
(Ψ ◦ ΦS)(n)



 ex(1),x(1) · · · ex(1),x(n)... . . . ...
ex(n),x(1) · · · ex(n),x(n)





 λ1δx(1)...
λnδx(n)

 ,

 λ1δx(1)...
λnδx(n)

〉
=
n∑
i,j=1
λiλjk(x(i), x(j)).
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It follows that k is a positive definite kernel on X . The support of k is included in
the controlled set S, because ΦS(ex,y) = 0 if (x, y) /∈ S. For (x, y) ∈ T , we have
|1− k(x, y)| = |〈(ex,y −Ψ ◦ ΦS(ex,y))δy, δx〉| ≤
∥∥((ΦS|ER)−1 −Ψ)(ΦS(ex,y))∥∥ < ǫ.
It follows that X satisfies condition (4) in Theorem 3.1. 
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