In this research, real robots are used to model the emergence and development of a symbolic communication system in a group of social agents. It is shown that as the predefined symbols of the language are transmitted among the robots, variations due to embodiment arise in the learned symbols. As a result of these variations, transmissibility of the randomly generated symbols of the language decreases. We introduce multiple cycles of iterated imitation during which the symbols of the language evolve and adapt to the uncertainties in robots' sensors and actuators. Specific structures emerge in the learned symbols and transmissibility of the language increases. This process is proposed as a model that explains how structural syntax emerges and evolves in a symbolic communication system.
Introduction
Adaptation to the environment and to changing conditions is crucial for the survival of all organisms. Starting with their existence, all organisms have to react to changing conditions that take place around them. We can roughly identify two main levels of adaptive processes. First, we have evolution, which operates on the level of populations or species. Adaptation, in the evolutionary sense, is the process that a population becomes better suited to its habitat (Darwin, 1859) . As evolution works on the level of populations or species, it takes place on a very long time period during which many generations pass by.
Second, we have lifetime learning of individuals. Compared to evolution, adaptation through learning takes place in a much shorter time period, which is limited to individual lifetimes. Based on the source of learning during lifetime of organisms, we can identify two different learning methods. First, individual learning in which the learning process purely depends on the individual activities, and second, social learning in which individuals learn from others. In nature, these different adaptive mechanisms work in coordination. Individuals learn to use their motor system efficiently by interacting with environment. At the same time, social learning provides individuals model behaviors that can enhance their learning activities. One of the most important type of social learning is imitation as it allows certain skills and behaviors to be transferred between individuals. The adaptive value of imitation is widely studied by biologist (Zentall, 2001) . There is continuous debate on the correct definition of imitation and whether it is unique to humans.
Imitation in robotics research offers many benefits for increasing the performance of robotic agents. Perhaps most importantly, Dautenhahn, Nehaniv, and Alissandrakis (2003) claimed that imitation in robotics holds the promise of overcoming the need to program every behavior a robot needs to perform. A robot that is able to imitate can learn new behaviors by watching the demonstration of those behaviors. Learning by imitation is more effective in environments with changing dynamics as, in this kind of environments, it is impossible to estimate every situation that the robot will encounter and predevelop all necessary modules for every different situation. Demiris and Hayes (1996) claimed that learning by imitation can be used to reduce the solution space for the tasks that the agent trying to solve. An agent can learn the solution to a problem by using a reinforcement signal as it interacts with the environment. However, the presence of an expert can be used to increase the learning speed of the agent during the individual learning process. The expert can demonstrate the solution, which can be learned by the agent by imitation. In addition, they argued that learning by imitation does not require the expert to spend extra time and effort in training others, as the expert can continue to perform its task, while other agents copy its actions.
As a result of these high expectations, imitation has been used to train robotic agents in many research. These research mainly contributes to the area of imitation learning in which a human or robot demonstrator is used to train a robot. Some example research that used imitation learning to train robots are as follows: Guenter and Billard (2007) , Nicolescu and Mataric (2007) , Billard, Calinon, Dillmann, and Schaal (2008) , Breazeal, Buchsbaum, Gray, Gatenby, and Blumberg (2005) , Erbas, Winfield, and Bull (2014) .
Apart from supporting skill transmission between individuals, imitation has a social dimension as it allows individuals to become a part of a social community. Bakker and Kuniyoshi (1996) stated that imitation provides agents with an efficient means of nonverbal communication. Agents can learn from or communicate with other agents that has different morphologies because communication via imitation takes place at a higher level (in terms of behaviors) rather than a lower level (such as motor commands). Steels (2003) utilized social learning to evolve grounded communication for robots. He stated that preprogrammed communication is inadequate for the new generations of robots and simulated agents as this method fails in reacting to dynamically changing environments in which the robots or simulated agents operate. Instead, robots should be able to adapt themselves to any situation by self development. For that purpose, he stated that we need to develop models for implementing artificial communication systems that evolve and adapt to the need of their users. The artificial languages that are generated for robots may express meaning that is irrelevant to humans but meaningful to robots. To develop grounded communication for robots, he utilized ''talking head experiments'' in which robots are able to generate and self-organize a shared lexicon and perceptually grounded categorization of the objects in the environment expressed by the lexicon. In another research, Beals and Steels (2013) used computer simulations including simulated agents playing language games. It was shown that a grammatical agreement system can originate and get culturally transmitted in a process of social learning in a simulated group of agents. Spranger and Steels (2015) utilized locative spatial language to draw the attention of a learner robot. With the guidance and feedback of the tutor, the robot can incrementally learn a predefined lexicon and categorization system. De Greeff and Belpaeme (2011) examined the development of shared meaning spaces between artificial agents with perceptual differences. On simulation, they altered the perceptual abilities of agents with a random factor. They claimed that the agents can agree on a shared lexicon by a series of language games by acquiring rule-based inferences based on the results of the games. The models for tutor feedback mechanisms further discussed by Nevens and Spranger (2017) . They analyzed two different feedback mechanisms, namely, gaze or pointing, and proposed a mixed paradigm that combines these two methods. They presented experiments on simulation in which agents learn the meaning of a lexicon by the help of different types of supervision methods. Vogt (2015) examined the evolution and propagation of conceptual spaces from a set of dimensions in a group of simulated agents. He presented language games in which a predefined categorization system was learned by agents through adaption via rule-based inferences. He claimed that different conceptual spaces or categorization systems can emerge through language games.
In another research that is particularly relevant to our research, Steels, Spranger, van Trijp, Hfer, and Hild (2012) examined self-organization and evolution of a lexicon among humanoid robots. They presented experiments during which robots ask each other to perform certain bodily actions. The experiments start with a mirror-learning phase in which the robots learn to categorize their own actions by forming mappings between visual body images and motor behaviors of their own. At the end of this phase, all robots learn a set of static gestures of their body parts. In the second phase of the experiments, which is called action games, the robots learn a lexicon that is mapped with each learned body posture through a mechanism of interaction and supervision. It is shown that, once the link between body postures and motor commands are formed, it is straightforward for the robots to learn a shared lexicon through interaction. In another research, Steels and Spranger (2008) presented experiments in which, instead of initially matching body postures with motor commands, robots match predefined image schemes of their body positions with a lexicon though interaction.
In contrast to the research presented above, in this research, we aim to investigate the emergence and evolution of a highly transmissible symbolic language that is robust to the uncertainties of the real robots' sensors and actuators. In the previous research on the same field, the robots or simulated agents learn a lexicon or a predefined categorization system, which becomes grounded through interaction. However, in these research, there is no possibility of variations in the learned behaviors during imitation. The tranferred symbols or behaviors are designed to be learned by agents or robots, which then becomes the source of the shared lexicon. In our research, two mechanisms, namely, random selection and noisy social learning by embodied imitation, play crucial roles in the emergence of specific structures in the learned behaviors. As a result of variations on the learned symbols, the transmissibility of these symbols increases as they become better suited to the environment and perceptual abilities of the robots. In addition, in this research, there is no feedback or supervision mechanism that would enable the robots to agree on a shared lexicon. Instead, the lexicon of the language purely evolves through interaction and noisy social learning among robots.
In recent years, there has been a growing interest in developing computational models to explore the origin and evolution of language (Christiansen & Kirby, 2003) . Experimental studies are shown to discuss or support different theoretical perspectives on the language evolution. In some of these research, imitation capability is seen as a social preadaptation for communication. Kirby (2007) claimed that the language must be transmitted from generation to generation through a repeated cycle of use and learning. As the language evolves, the compositional syntax may emerge, not because of its utility, but rather because it ensures that the language can be transmitted successfully. It is shown that by allowing agents to choose over the semantics of linguistic expressions, it is possible to observe meanings and symbols culturally evolve. In another research, Kirby, Cornish, and Smith (2008) argued that language evolves so that it can be transmitted between individuals with high fidelity. They designed experiments in which human participants learn an artificial language by iterated learning. It is shown that as the symbols of the language are transmitted among participants, the language evolves in such a way that it becomes easier to learn and increasingly structured.
The experiments presented in this research were similar to Kirby et al.'s (2008) experiments with human participants on iterated imitation. However, by using real robots, we are able to examine the cause and effects of embodied imitation. We use an artificial group of real robots that can imitate each other to develop a basic symbolic communication system that is grounded in the sensori motor system of the group members. The robots use their on-board sensors to achieve imitation, so the imitation is embodied, and no other type of communication is allowed. As the sensors and actuators of robots are not perfect, imitation provides variation in the imitated behaviors. These variations serve as the substrate for the emergence of new behaviors in the robot collective. During multiple cycles of iterated imitation, the robots, in effect, agree on the structure of the imitated behaviors and so they can self develop a symbolic communication system with symbols that can be transmitted with high fidelity. As a result, we have shown that a communication system that is robust and transmissible can emerge through open-ended imitation cycles in a group of robots.
To have a consistent communication system between social agents, the agents should be able to recognize the elements of the lexicon of the communication system when these elements are demonstrated by others. The problem of recognizing shared behaviors is also known as the mirror problem (Oztop, Kawato, & Arbib, 2013) . Since the discovery of mirror neurons, the mirror problem has been extensively examined by many neuroscientists and psychologists. The study of the mirror neurons have shown that there are some special circuits in the brain that become active when both a specific action is executed or demonstrated. However, there is still no proved theory that explains how mirror neurons can form such circuits. In our research, action sequences model the symbols of an artificial language between robots. In order to allow robots to recognize the symbols of the language, we develop a similarity function that compares two distinct action sequences and calculates the level of similarity between them. By using the similarity function, the robots are able to recognize the demonstrated symbols, albeit imperfectly because of the errors in perception. As we examine how successful the robots are in recognizing the demonstrated symbols, we are able to evaluate the transmissibility of learned symbols in the robot collective.
This article proceeds as follows: In ''Artificial group of real robots'' section, we present the experimental setup by introducing the artificial group of real robots that are used in the experiments and the embodied imitation algorithm that is implemented on these robots. In ''Imitation games'' section, we describe the notion of imitation games during which we examine the transmissibility and propagation of a randomly generated symbolic language. In ''Experiments on imitation games'' section experiments in which a group of robots play imitation games are presented and we discuss the results of these experiments. In ''Extended imitation games with iterated imitation cycles'' section, imitation games are extended with iterated imitation cycles during which the symbols of the language evolve as a result of variations caused by imitation errors. In ''Experiments on extended imitation games'' section, we repeat imitation game experiments with the evolved symbols and we discuss the effects of noisy social learning on the transmissibility of the learned symbols. Finally, ''Conclusion'' section concludes the article and presents some further research questions.
Artificial group of real robots
The artificial group of real robots that are used in the experiments are e-puck (Mondada et al., 2009 ) miniature robots. E-puck robots are successfully used in evolutionary robotics by some researchers (De Greeff & Nolfi, 2010) . The robots are 7 cm in diameter and 5 cm in height. They are equipped with two stepper motors, two wheels of 41 mm diameter, eight proximity sensors, a CMOS (complementary metal oxide semiconductor) image sensor, an accelerometer, a microphone, a speaker, and a ring of colored LEDs. Therefore, the robots have the necessary apparatus for embodied movement imitation. With their Li-ion battery, they have upto 3 h of autonomy. The robots are enhanced with a Linux extension board (Liu & Winfield, 2011) . The board has a USB port that is used for connecting a wireless network card. The robots are also fitted with colorful hats so that the robots are able to ''see'' each other by marking the regions of the specified color of their hat in their field of vision ( Figure 1 ). The robot operating system (ROS; Quigley et al., 2009 ) is installed on Linux-board enhanced e-puck robots. For the image processing that is necessary for embodied imitation, Cmvision image processing library of ROS is utilized.
Embodied imitation on real robots
A robot that imitates is able to observe and replicate a movement pattern that is enacted by a demonstrator robot. The demonstrated movement patterns consist of a number of straightforward moves and turns between these forward moves. A sample demonstrated movement pattern is shown in Figure 2 . As the demonstrator enacts a specific movement pattern, the imitator watches and replicates the movement of the demonstrator.
Embodied imitation algorithm that runs on the robots has two phases: Observation phase and reconstruction phase. During the observation phase, following operations are performed:
The imitator captures multiple frames from its image sensor every second. In each frame, the imitator determines the region with the predefined color of the demonstrators hat ( Figure 3 ). For that purpose, blobFinder tool of Cmvision image processing library is used. The size of the colored region is compared with previously calculated size at a specific distance. In this way, the relative distance of the demonstrator to the imitator is estimated. If the demonstrator moves out of field of vision of the imitator, imitator robot rotates itself to keep it in its field of vision.
Observation phase ends when the demonstration is completed. The output of the demonstration phase is a list of relative positions (Figure 4 ) of the demonstrator.
During the reconstruction phase, the output of the demonstration phase, which is a list of relative positions of the demonstrator, is processed. Following operations are executed.
The Euclidean distances between consecutive relative positions are calculated. The demonstrator would seem static in the field of vision of the imitator, when it is rotating at its position. Two or more consecutive relative position, which correspond to the same position on the arena are marked as rotation points. All relative position between two consecutive rotation points are marked as straight line segments. A simple linear regression algorithm is applied to relative positions that constitute each straight line segment. In this way, the direction and length of each straight line segment is estimated.
By combining straight line segments and turns between them, the observed movement pattern is reconstructed ( Figure 5 ). Figure 2 shows a sample demonstrated path and Figure 5 shows its copy. As can be seen, the copy has some slight discrepancies compared with the original demonstrated movement pattern. As the sensors and the actuators of the robots are not perfect, the variations that arise from embodiment cause copies of the demonstrated movement patterns to differ from their originals. For instance, compared to the original movement pattern, the second and third straight line segments of the copy are slightly shorter, while the fourth one is slightly longer and first and third turning angles are slightly wider, while the second turning angle is slightly narrower.
To calculate the level of similarity between a demonstrated movement pattern and its copy, a degree of similarity function is developed. As stated above, the movement patterns that are demonstrated consist of straight line segments and turns. To calculate the degree of similarity, three components of the demonstrated movement pattern and the copy are compared. These components are number of straight moves, the length of each straight move, and the turning angle between each consecutive straight move. First, The similarity of number of moves is calculated by A copy of the path that is shown in Figure 2 . The copy consists of a 19 cm forward move, followed by 116°c lockwise turn, 9 cm forward move, 109°counterclockwise turn, 9 cm forward move, 174°counterclockwise turn, and finally 16 cm forward move. Points p 3 to p 8 are used to construct first straight line segment, points p 10 to p 13 are used to construct the second straight line segment, points p 15 to p 18 are used to construct the third straight line segment, and points p 20 to p 23 are used to construct the fourth straight line segment.
where N original is the number of straight line segments in the original demonstrated movement pattern N copy is the number of straight line segment in the copy. Next, the similarity of movement length is calculated by
where L n original is the length of nth straight move in the original movement pattern and L n copy is the length of nth straight move in the copy. Similarly, similarity of turns is calculated by
where A n original is the angle of nth turn in the demonstrated movement pattern and A n copy is the angle of nth turn in the copy. Finally, similarity of two distinct movement patterns is calculated as the combination of Q number of moves , Q length , Q turn S imitation = S number of moves + S length + S turn 3 ð4Þ
As stated above, in a sample imitation run, the movement pattern shown in Figure 2 is demonstrated by a demonstrator robot, and the new copy of this movement pattern is shown in Figure 5 . When we compare the original movement pattern with its copy, we get the following results for this imitation run: S number of moves = 1, S length = :8833, S turn = :9432, and S imitation = :9422, which shows that the copy is of high quality as it captures the number of moves, straight move distances and turn angles with high fidelity. To be able to evaluate each copy, a copy with S imitation higher than :8 is accepted as a high-quality copy, while a copy with S imitation less than :8 is accepted as a lowquality copy. As the sensors and actuators of the robots are not perfect, it has been observed that during all imitation runs, the copy has, either slight or high, variances compared with the original demonstration. The effects of the variances that are present in the copies are examined in the next section.
Imitation games
During an imitation game, four e-puck robots, robot1, robot2, robot3, and robot4, are asked to learn an artificial language made up of movement patterns that represent four symbols of the language (symbol A , symbol B , symbol C , and symbol D ). The randomly generated symbol consists of four straight moves of 10 cm to 20 cm and three turns of 30°to 180°between the straight moves. Each symbol has a fixed meaning according to which, when a specific symbol is demonstrated, the robots turn on a different set of its LEDs for 2 s. Symbol A is matched with LED 1 and LED 2 , symbol B is matched with LED 3 and LED 4 , symbol C is matched with LED 5 and LED 6 , and finally, symbol D is match with LED 7 and LED 8 . The robots first observe multiple demonstrations of each symbol, while recording new copies and learning the meaning of each symbol. Then, they use the learned symbols to communicate with each other.
An imitation game consists of two phases: learning and guess-the-symbol. During learning phase, following operations are executed:
A fifth robot (the teacher) is programmed to enact the symbols of the artificial language. It is placed 80 cm away from the four robots. The four robots that constitute the artificial group of robots are programmed to copy the demonstrations of the teacher, by using the embodied imitation algorithm presented in ''Artificial group of real robots'' section. The teacher enacts each symbol 5 times while other robots copy the demonstrations. Each time a symbol is enacted, the teacher declares the meaning of the symbol by turning its corresponding LEDs on for 2 s. The five copies of a symbol in the memory of a specific robot is called the image set of the demonstrated symbol in that robot. For instance, the copies of symbol A in the memory of robot 1 is the image set image 1 A . Each learned symbol is matched with its meaning.
In this way, the teacher enacts each of the four symbols 5 times, therefore, at the end of observation episode, each robot has five copies of each of the four symbols, in their respective image sets. The pseudocode of the robots during the learning phase is shown in Algorithms 1 and 2.
In guess-the-symbol phase, following steps are executed:
Each of the four robots, in turn, becomes the demonstrator. The demonstrator selects one of the symbols. It randomly selects one of the copies of the selected symbol from its respective image set. Other robots (Imitators) copy the demonstrated movement pattern. The imitators compare the newly observed copy with copies in the image sets that are saved in their memory, by using the similarity of imitation function that is presented in ''Artificial group of real robots'' section. The most similar movement pattern to the new copy is determined and the image set that the most similar movement pattern belongs to is declared as the guess of the imitator. For instance, if the new copy is most similar to a copy in image A , then the imitator estimates that the newly demonstrated symbol is symbol A . All imitators declare their guesses by turning on the corresponding LEDs. The demonstrator declares which symbol it has demonstrated by turning on the corresponding LEDs. The imitators, which are able to guess the demonstrated symbol correctly, gets one point.
In effect, we check if the learned symbols of the artificial language are transmissible among the robots. If the learned symbols are highly transmissible, the imitators should be able to recognize the demonstrated symbols. The guess-the-symbol phase is repeated 80 times during which each robot becomes the demonstrator 20 times. The pseudocode of the robots during the guessthe-symbol phase is shown in Algorithms 3 and 4.
Experiments on imitation games
In these experiments, four robots play imitation games to learn an artificial symbolic language. Figure 6 shows the artificial group of robots on the arena during an imitation game. The randomly generated symbols of the artificial language consist of four straight line segments of length 10 cm to 20 cm and three turns of 30°t o 180°between those straight line segments. The symbols of the language, symbol A , symbol B , symbol C , and symbol D , are shown in Figure 7 . Although the randomly generated symbols look quite different from each other, they have similar properties. For instance, both symbol A and symbol B have two consecutive clockwise turns. Symbol B and symbol C have a counterclockwise turn followed by a clockwise turn. When we examine the length of straight line segments in each symbol, it can be seen that some straight line segments have the exact same length.
As stated above, during the learning phase of the imitation game, a teacher robot demonstrates each symbol of the language 5 times, while the four robots watch these demonstrations and construct the image sets of each symbol. Figure 8 shows the image set image 1 A , which is the image set of symbol A in robot 1 . As can be seen, although the angles and move lengths are slightly distorted, first, second, fourth, and fifth copies are high-quality copies (calculated S imitation values are .91, .88, .93, and .93, respectively). However, the third copy, with five straight line segments, is a low-quality copy (S imitation is .76). Figure 9 shows the image set image 1 B (image set of symbol B in robot 1 ). As can be seen, the robot 1 is less successful in imitating this symbol. Only the fourth copy is relatively high quality (S imitation is .82) and first, second, third, and fifth copies are low quality (S imitation is .70, .72, .70, and .52, respectively). Table 1 shows the analysis of the imitation process during the observation episode of this imitation game. As can be seen, on average, the copies of symbol A and symbol C have the highest S imitation value (average S imitation for the copies of symbol A and symbol C are .9 and .89, respectively). Therefore, the robots have relatively higher success when they copy the demonstrations of these two symbols. Copies of symbol D have slightly lower S imitation value (average S imitation is .84). However, the copies of symbol B have much lower S imitation compared with the copies of other three symbols (average s imitation is .68). The relative difference in the average S imitation value of the symbols can be explained as follows: symbol B covers a relatively small portion of the experiment arena. When it is enacted, the robots move through the same locations multiple times as the symbol has two intersecting points. The robots do not move into distinctively separate regions of the arena while enacting symbol B , and so the inferred copies of this symbol are more prone to errors. symbol B has two straight moves (first and third moves) that are short and have similar directions. When the image sets of this symbol are examined, it can be observed that the robots have difficulty in determining the relative length of these two moves as the errors in one of them affects the other one. As a result the overall shape of the copies of this symbol are highly distorted, which causes a low S imitation value.
Although symbol A and symbol C can be copied with high fidelity, it does not necessarily mean that two distinct copies of these symbols are highly similar. For instance, in Figure 10 , a copy of symbol C in robot 2 (S imitation = :85) and a copy of symbol C in robot 4 (S imitation = :92) are shown. Both of these are highquality copies of the demonstrated symbol C . However, when we compare these two copies to each other, they are quite dissimilar (S imitation = :79). This is due to the fact that, the type of errors made by robot 2 in the first copy is not the same as the type of errors made by robot 4 in the second copy. As a result, the difference between two copies of the same symbol accumulates causing a similarity gap between the two copies of the same symbol.
As stated in the previous section, the learning phase of an imitation game is followed by the guess-thesymbol phase. During the guess-the-symbol phase, a demonstrator demonstrates a copy of one of the symbols and the imitators attempt to estimate the demonstrated symbol. Table 2 shows the results for the guessthe-symbol phase of this experiment. As can be seen, the robots are able to estimate the symbol in approximately half of the demonstrations (126 successful guesses over 240 tries, .52 success rate). The robots have the highest success rate when the copies of symbol C are demonstrated (success rate .75) and the lowest success rate is achieved when the copies of symbol B are demonstrated (success rate .33).
A number of factors affect the success rate of the robots during the imitation game. As stated above, the robots watch demonstrations of each symbol, and they record what they inferred from the demonstrations. Each robots has its own perceptual abilities and they observe the demonstrations from slightly different view angles. As a result, a robot may have different type of imitation errors compared with others. Dissimilarities in the copies of the same symbol decrease the chance of success of the robots in the guess-the-symbol episode. In effect, the robots do not yet possess a shared lexicon that would enable them to communicate effectively. It is true that all robots interacted with the demonstrator as they watch the demonstration of the symbols; however, what a specific robot inferred from these demonstrations is completely unknown to other members of the group. As shown in Table 1 , some of the symbols of the language can be learned with high fidelity. However, this does not necessarily mean that the learned symbols are highly transmissable. The robots have not interacted with each other by using the learned symbols, so the different versions of the learned symbols are not yet grounded in the collective memory of the group.
Extended imitation games with iterated imitation cycles
To examine the effects of variances that arise during imitation, we have introduced iterated imitation phase to imitation games. During the extended games, the robots again start with the observation phase during which they observe the demonstrations of the four symbols and build the image sets of each symbol. However, before going into guess-the-symbol phase, they have iterated imitation phase. An iterated imitation phase consists of multiple imitation cycles. Following operations are executed during each cycle:
A specific symbol, symbol X , is selected. One of the four robots is selected as the demonstrator. The other three robots are declared as imitators.
The demonstrator randomly selects a copy of symbol X from the image set of symbol X in its memory, and enacts the selected copy. The imitators observe the demonstration and save the new copy in the image set of symbol X in their memory. In this way, the image set of each symbol is updated with the new copy replacing the oldest copy in the image set.
The usage of a limited image set size of five copies is motivated as follows. A limited memory size allows us to observe both evolution and propagation of learned symbols. As multiple imitation cycles pass by, the evolved symbols and their high-quality copies propagate among the group and so they become grounded in the collective memory of the robots. In addition, we are able to examine the effects of iterated imitation cycles by comparing the results of imitation games with and without iterated imitation cycles on robots that have the same memory size. The effects of different memory architectures on the evolution of behaviors are further discussed in Erbas, Bull, and Winfield (2015) .
During an imitation cycle, each robot, in turn, is selected as demonstrator once. For each symbol, we Figure 11 . Sample symbol evolution tree. Copies of robot 1 are shown as rectangles, copies of robot 2 are shown as circles, copies of robot 3 are shown as triangles, and copies of robot 4 are shown as diamonds. High-quality copies (i.e., S imitation .:8 are shown in dark color and low-quality copies are shown in gray.
have eight iterated imitation cycles during which the robots change role as demonstrator and imitator. The pseudocode of the robots during the iterated imitation phase is shown in Algorithm 5. The approach that is taken in iterated imitation phase of the imitation games is a version of the diffusion chains (Kirby et al., 2008) method that is widely used in studies on iterated learning. In experiments that implement diffusion chains, each participant observes and replicates a specific behavior, and the replicated behavior is then observed and replicated by another participant. In this way, the diffusion of behaviors in a group of social agents can be examined. In our research, each robot observes and replicates the interpretation of each symbol of the artificial language and the replicated symbols are then observed and replicated by other robots. In this way, we examine the evolution of each symbol during multiple cycles of iterated imitation.
In order to visualize the evolution of symbols during multiple cycles of iterated imitation, we will use symbol evolution trees. Figure 11 shows a sample symbol evolution tree. In this sample run, the robot 1 (shown with a rectangle) first is selected as the demonstrator. Robot 1 selects and then enacts a copy (copy 1 ) of symbol A . The other tree robots observe this demonstration and the new copies are copy 2 of robot 2 (shown with a circle), copy 3 of robot 3 (shown with a rectangle), and copy 4 of robot 4 (shown with a diamond). Copy 2 and copy 4 are high-quality copies (shown in dark color), while copy 3 is a low-quality copy (shown in gray). The new copies are recorded in the relative image sets of symbol A in the respective image sets of imitators. Then, robot 2 is selected as the demonstrator, and it randomly selects and enacts copy 3 . Once again the other robots observe the demonstration of copy 3 and the new copies are copy 5 of robot 1 , copy 6 of robot 3 , and copy 7 of robot 4 . Copy 6 and copy 7 are high-quality copies, but copy 5 is a low-quality copy. Figure 12 shows symbol evolution tree of symbol A . The iterated imitation episode of symbol A starts with robot 1 enacting fourth copy of symbol A (copy 4 ) in its respective image set. The new copies are copy 21 of robot 2 , copy 22 of robot 3 , and copy 23 of robot 4 . These new copies are saved in the respective image sets of symbol A in each robot. Then, robot 2 randomly selects and enacts second copy of symbol A (copy 7 ) in its respective image set and the new copies are copy 24 of robot 1 , copy 25 in robot 3 , and copy 26 of robot 4 . An iterated imitation cycle is completed when each robot becomes demonstrator once. During the phase, we have eight cycles for each symbol, in which robots change their role as demonstrator and imitator. For each symbol, we have 96 new copies and the image set of each robot is updated at each imitation cycle.
At the end of the iterated imitation episode of symbol A , we have five new copies in each of the respective image sets of robots. These evolved copies of symbol A that constitute the final image sets of robots are shown at the end of thick-blue arrows. These are the copies numbered 97 to 116 and they form the image sets of symbol A in each robot. As can be seen, 19 of these copies are of high quality, only one of them is of low quality (only copy 102 ). These copies of symbol A are highly similar to each other and are grounded in the memory of each robot.
A close lookup on the symbol evolution tree of symbol A reveals some further interesting facts. Eight of the copies in the final image sets of robots are descendants of copy 78 and the remaining 12 copies are descendants of copy 77 . When we look closely on these copies, we observe that two types of specific structure have emerged. The descendants of copy 78 are movement patterns with four straightforward moves and three turns. In Figure 13 , samples of the descendants of copy 78 from the final image sets of each robot (copy 108 of robot 1 , copy 103 of robot 2 , copy 97 of robot 3 , and copy 98 of robot 4 ) are shown. As can be seen, all these copies have the same structure and they are highly similar to each other. Figure 14 shows samples of descendants of copy 77 (copy 111 of robot 1 , copy 112 of robot 2 , copy 113 of robot 3 , and copy 116 of robot 4 ) from the final image sets of each robot. As can be seen, all the sample copies have the same structure and are highly similar to each other. As these copies can be imitated with high fidelity, they are culturally transmitted to all robots and so they become grounded in the image set of each robot.
Another fact is that the evolved copies of symbol A are quite dissimilar to the original symbol A . During each iterated imitation cycle, the robots, by enacting a copy of symbol A , declare what they infer from the previous demonstrations of symbol A . The new copy is then imitated by other robots. In this way, as the robots interact with each other via embodied imitation, each robot actively gets involved in the evolution of the symbol. As the evolved versions of symbol A are more robust to the uncertainties in the sensors and the actuators of the robots, they can be transmitted among the robots with high fidelity, which explains the high level of similarity in the copies of the symbol in the image sets of all robots. Figure 15 shows symbol evolution tree of symbol B . When we examine the copies in the final image set of the robots, we see that 13 of the final 20 copies are high-quality copies. Interestingly, four of the seven low-quality copies belong to the same robot, robot 2 . The other three robots, in effect, seem to have partially agreed on the structure of symbol B . However, robot 2 is not part of this agreement on the structure of symbol B . Figure 16 shows samples of the high-quality emergent copies of symbol B from the final image set of each robot. As can be seen, all of these copies have the same structure with three forward moves of similar length and two turns with similar turning angles.
At the end of iteration imitation phase, all symbols have emergent structures that is the product of noisy social learning among the robots. When the image sets of all robots are examined, it can be seen that 19 copies of symbol A , 13 copies of symbol B , 17 copies of symbol C , and 15 copies of symbol D are of high quality. These highly similar copies are not only similar to each other, but also are grounded in the collective memory of the robots. As they are robust to uncertainties of the robots' sensors and actuators and as they are suitable to the perceptual abilities of the robots, they propagated to all members of the collective.
In Figure 17 , we examine how the average S imitation value changes during the iterated imitation phase. As can be seen, after an initial period of fluctuation, there is an increase in the average S imitation value. This is due to the fact that the evolved versions of the learned symbols have specific, emergent structures, which make them easier to be copied. The evolved symbols, if chosen for demonstration by chance, can be copied with high fidelity. As a result, we observe clusters of symbols with specific structure that are grounded in the memory of the robots. As we have a limited-size memory, evolved symbols and their high-quality copies start to Figure 12 . Symbol evolution tree of symbol A . Copies of robot 1 are shown as rectangles, copies of robot 2 are shown as circles, copies of robot 3 are shown as triangles, and copies of robot 4 are shown as diamonds. High-quality copies (i.e., S imitation .:8) are shown in dark color and low-quality copies are shown in gray. The copies that constitute the final image sets of robots are shown at the end of thick-blue arrows.
dominate the collective memory of the group. Random selection mechanism, in effect, favors the evolved symbols that are more robust to uncertainties of robots' sensors and actuators.
Experiments on extended imitation games
To compare the performance of robots in the imitation games with and without iterated imitation phase, we repeat the guess-the-symbol phase of the games with evolved image sets. Once again, the robots, in turn, become the demonstrator, and they randomly choose copies from the image sets of each symbol. Then, the imitator robots estimate which symbols are demonstrated and each robot with a correct estimate gets one point. Table 3 shows the results for guess-the symbol phase of the extended imitation game. As can be seen, the robots are able to estimate the correct symbol in 74% of the demonstrations (178 successful guesses over 240 tries). The robots achieve the highest performance when symbol A is demonstrated (success rate .87). This result is in accordance with the observation that 19 of the copies in the final image sets of symbol A are of high quality. As the emergent structure of symbol A is grounded in the memory of all robots, the robots are highly successful in recognizing symbol A when it is demonstrated. Occasionally, imitation errors cause an unsuccessful estimate, however, with the evolved image sets of symbol A , the probability of having a low-quality copy is low. When symbol B is demonstrated, the success rate of the robots has considerably increased (success rate .63). As can be seen in Figure 15 , 13 of the copies of the final image sets of robots are of high quality and four of the remaining seven low-quality copies belong to robot 2 . An interesting observation is that, in accordance with the results shown in Figure 15 , when robot 2 demonstrates symbol B , the success rate of imitators is very low (three successful guesses over 15 tries, success rate is .2). Robot 2 randomly chooses the copy of symbol 2 to enact and as four of the copies in the image robot 2 2 are of low quality, there is 80% chance that it will choose a lowquality copy. When a low-quality copy is demonstrated by robot 2 , the imitators have difficulty in estimating the demonstrated symbol as this version of the symbol is not grounded in the memory of other robots. In comparison, the robots have a much higher success rate when robots other than robot 2 demonstrates symbol B (35 successful guesses over 45 tries, success rate .78). The grounded version of the evolved symbol B can be imitated and recognized by all robots with high fidelity.
In Figure 18 , we graphically compare the performance of the robots in the guess-the-symbol phase with and without iterated imitation phase. As can be seen, for all robots, we have a higher success rate with iterated imitation phase. When we examine the rate of success for the demonstrations of distinct symbols, it can be seen that for symbol A , symbol B , and symbol D , the rate of success is higher with iterated imitation phase, while the rate of success for symbol C stays approximately same. During the iterated imitation phase, variations in the imitated symbols cause the symbols to evolve and adapt to the uncertainties in the robot's sensors and actuator. As the symbols evolve, structures, which increase the transmissibility of the symbols, emerge in the robot collective. The evolved symbols can be copied with high fidelity and high-quality copies of the evolved symbols spread to all member of the robot collective.
As a result of this process, the evolved symbols become grounded in the memory of all group members and hence, their transmissibility increases.
Conclusion
In this research, we use a group of real robots to examine the development of a simple symbolic language in a group of agents that can imitate each other. We present an experimental setup in which robots play imitation games to learn and communicate with a simple symbolic language. In the first version of imitation game experiments, it is shown that as the symbols are transmitted among robots, variations arise in the imitated symbols, and these variations cause the new copies of the symbols to differentiate from their originals. As a result, transmissibility of the randomly generated symbols of the language decrease and robots have difficulty in recognizing the symbols when they are demonstrated by other group members. With the extended version of imitation game experiments, we introduce iterated imitation phase during which the symbols of the language evolve and adapt to the uncertainties in the robots' sensors and actuators. It is shown that as the symbols evolve, specific structures emerge in the imitated symbols and transmissibility of the symbols increase. As a result, the evolved symbols of the language can be transmitted with high fidelity. This process is proposed as a model that explains how structural syntax emerges and evolves in a symbolic communication system. It should be noted that the robots do not intentionally agree on the structure of the evolved symbols. Instead of a predefined agreement system, we have random selection mechanism and noisy social learning that eventually leads to emergent structure in the imitated symbols. Noisy social learning that provide variations in the imitated symbols and random selection method are the principal mechanisms by which the symbols of the language can adapt to be better fitted to the environment and perceptual abilities of the robots.
The research presented in this article is different from other research about language evolution on robots or simulated agents because of a number of reasons. First, the robots in our research do not learn a predefined lexicon or categorization system. The Figure 15 . Symbol evolution tree of symbol B . Copies of robot 1 are shown as rectangles, copies of robot 2 are shown as circles, copies of robot 3 are shown as triangles, and copies of robot 4 are shown as diamonds. High-quality copies (i.e., S imitation .:8) are shown in dark color and low-quality copies are shown in gray. The copies that constitute the final image sets of robots are shown at the end of thick-blue arrows.
lexicon of the simple protolanguage solely evolves through interactions between the robots. The variations in the learned behaviors causes the lexicon to evolve and become grounded in the collective memory of the group. In this sense, the experiments presented are similar to Kirby et al.'s (2008) experiments on human participants about iterated learning. However, by using real robots, we have a number of benefits:
Real robots, with their less-than-perfect sensors and actuators, provide natural variation in the imitation process, and these variations allow new behaviors to emerge in the robot collective. In a simulated environment, it would not be possible to observe natural variation and unexpected emergence. The level and characteristics of emergence in a simulation would be limited to the level of variance that is artificially introduced. Humans are excellent imitators. In an experiment with human participants, it would be possible to observe that imitated symbols undergo change during iterated learning. However, this could be the result of participants interpreting the actual meaning and syntax of the symbols shown to them. On the contrary, robots cannot imitate perfectly because of their limited perception. Data about the imitative activity, including internal data and calculations of the robots, can easily be extracted and examined. Therefore, it is possible to examine the sources and effects of variations that arise during imitation.
Second, we do not have any supervision or feedback mechanisms that would canalize the robots into a shared lexicon. The symbols of the language are randomly generated and they are not designed to be easily copiable. We have noisy social learning, which causes variations in the learned behaviors. In addition, we have random selection mechanism that, in effect, favors emergent behaviors that are more robust to uncertainties of the robots' sensors and actuators. Finally, we have limited memory, which can be dominated by the emergent behaviors. As these behaviors can be copied with high fidelity, they easily become grounded in the collective memory of the group.
There are a number of research questions that can be further explored with the approach taken in this research. In the section that we examine the evolution of symbols during iterated imitation phase, we have a limited number of imitation cycles at the end of which we check the structure of the evolved symbols. These experiments can be extended with a larger group of robots and with free-running experiments that include a higher number of imitation cycles. With free-running experiments, we can have generations of evolved symbols so that the evolution of the structure of the symbols can be examined. Furthermore, the movement imitation algorithm that is presented in this research can be extended to include feedback from the demonstrator. In this way, we can examine different selection Figure 18 . Comparison of the success rate of the robots with and without iterated imitation phase.
strategies that are based on the success of imitation. In addition, the experiments can be repeated in different environmental contexts (i.e., in a darker environment or on a larger arena) or with different settings (robots placed close to each other or far away from each other) so that we can examine the effects of these different settings on the structure of the evolved symbols. This article presents some further research questions in extended context of imitation learning in robotics. As stated by Steels (2003) , preprogrammed communication may be inadequate for the new generation of socially learning robots as this method fails in reacting to fast-changing environments. We may need to design tools to construct lexical agreement systems that are robust to inherited uncertainties of the physical systems. In terms of human-computer interaction, when introducing artificial agents into a social environment shared with humans, instead of teaching the agents a predesigned humanlike language, we may develop highly adaptive communication systems that emerge as a result of interactions between humans and the agents. Noisy social learning via embodied human-to-robot or robot-to-robot imitation can be one of the key mechanisms needed to remove the communication barrier between artificial agents and humans.
