Evaluating deterioration in performance of control systems using closed loop operating (data is addressed.
Introduction
Although enormous research effort has been directed towards design and analysis of controllers, relatively little work has addressed the problem of evaluating the performance of closed loop systems. Nevertheless, automatic monitoring of control loop performance is extremely important for practical control applications, wherein changes in equipment or operating conditions may result in deterioration of a controller which originally functioned well. In a typical chemical manufacturing facility, thousands of control loops are used to track set points and reject disturbances, and manual supervision of (each loop is an unwieldy task. As a single control engineer may be responsible for over a thousand controllers, efficient tools are needed to automatically identify controllers which may need to be re-designed.
Recently, attention has been focused on the problem of assessing control performance from closed loop data [2, 3, 4, 51. The methods developed in the cited references focus on estimating the theoretically limiting variance which can be achieved using feedback and feedforward control, and are only applicable to stable discrete time systems whose only zeros outside Minimum Variance. For processes whose only non-invertible zeros lie at infinity, the minimum variance closed loop response is a moving average process of order d where d is the number of delays. Minimum variance control could then be expressed by the impulse response constraints: 
k=O
Although in general this amounts to an infinite number of constraints at each frequency, approximating with a finite discretization of 6 is usually acceptable.
Filtered coefficient constraints. Consider the case where rejection of step-like disturbances is important, but due to controller bandwidth limitations or modeling errors, high frequency oscillations must be tolerated. A meaningful performance criterion should not depend on high frequency phenomena. By constraining the low frequency components of the closed loop impulse response coefficients, this feature may be built into the performance criterion. In general, filtering introduces phase distortion. As a result, the filtered time response may look quite different from the unfiltered time response, even when the time response is band-limited by the filter cutoff frequency. When a filter with linear phase is used, the phase distortion results in a time shift of the time response coefficient for which one can easily compensate [lo] . An FIR low pass filter with linear phase can be designed using the method of McClellan and Parks [ll] , which has been incorporated in MATLAB as the command remez [12] . Implementing such a linear filter on the impulse response coefficients will result in a delayed approximation of the response to low frequency disturbances. Thus, meaningful performance constraints will take the form 
(4)
Although 4 is an infinite dimensional vector, realistic performance criteria will restrict d,t to be arbitrarily small for t 2 t*, where t* is not too large, implying that d, can be accurately approximated by a finite impulse response model of reasonable length when the system is performing satisfactorily. In this paper, we will consider performance criteria of the form (4) with d, a t*-dimensional vector, along with the implicit as-
Generalized Likelihood Ratio Test
Performance evaluation of control systems can be viewed as choosing between two hypotheses: 1) The closed loop behavior is satisfactory, and 2) The closed loop behavior is unsatisfactory. A common scheme in hypothesis testing methods involves evaluating the likelihood of the observations given each separate hypothesis. The hypothesis which results in the largest likelihood of the observed event is then chosen. This method has found wide use in detection problems [13] and is the basis of many common schemes, such as the cumulative sum, or CUSUM, algorithm.
To address the performance hypothesis test, we propose the following method. Let 0 be a parameterization of closed loop models. The noise signal e generates via 0 the effect of unmeasured disturbances on the output. We will assume that the noise is Gaussian, with zero mean and its covariance (T is part of the model parameterization. This allows the association of a probability density function with the model 9 E 0. (In this paper, 9 will denote a model, whereas 4 denotes the impulse response coefficients of the model.) Let YL(t) be the vector containing the L most recent measurements,
Given a model 8, we denote the probability of y~( t )
by
P e ( Y L (t)).
Let OO be a parameterization of all transfer functions corresponding to acceptable performance levels.
Let 01 be another parameterization which is general enough that it contains models that correspond to satisfactory performance, as well1 as models corresponding to unsatisfactory behavior. By calculating the two probabilities Po = P(YL(t)P E OO), P I = p(YL(t)le E 0 1 1, and a decision can be made by choosing the most probable hypothesis.
Consider now the idealized situation where good performance corresponds to exactly one closed loop model, 80, and poor performance corresponds to a different model 81. In this simplified case, the likelihood ratio of the two models can easily be calculated using the probability density functions PO, and pe, :
In a more typical situation, the set of models with good performance 0 0 contains many models, as does the parameterization 01. A common way to deal with compound hypothesis testing problems is to replace the single probability density function pe by the density function corresponding to the most likely hypothesis in the set, i.e. supe@PQ. Replacing the densities with their maxiimum likelihood estimates results in Generalized Likelihood Ratio, or GLIt criterion:
In the case of Gaussian white noise, the supremum is achieved by minimizing the sum of squares of the residuals, that is so that the GLR is always less than one. This implies that the test cannot be applied directly aa "Choose the hypothesis which is shown by the GlLR to be more likely." In the following section, we 'discuss several ways to select thresholds for the GLR which also depend on the sample data.
Threshold Selection
With the performance criterion as in (4), the natural parameterization for O0 is that of moving average models. For this reason, we focus on restricting the structure 00 to be a moving average model in this paper. For the test to be meaningful, 01 must contain models which are not contained in 0 0 , but if this is true and the model structures are nested, 00 C 01, the GLR will be less than one and frequently quite small. One solution to this dilemma may be to avoid nested model structures. However, when the underlying unconstrained structure for 00 and the structure of 0 1 are much different, comparing the two may not lbe reasonable. Often, considering nested models may be more convenient, and in the following section we discuss three different modifications to the generalized likelihood criterion so that it is meaningful for nested structures.
Confidence Limit
Let V(Y,&) be as in (7) By using a second order approximation for V ( Y , 61 + do), a threshold for the GLR can be derived from this criterion (see [I] for derivation):
evaluated at el, and denotes the largest eigenvalue.
The matrix J is guaranteed to exist since C1 is symmetric and positive definite. Using this threshold, the good performance hypothesis is accepted when
Constraint softening approach
In the previous section, the covariaye matrix for the unconstrained parameter estimates 01 was used to determine a GLR threshold for accepting one hypothesis over another. An alternative approach would be to use the covariance to modify the constraints used for 00.
Constraints of the form #k < b k can be softened by using the covariance of the unconstrained estimates, resulting in constraints of the form: This feasibility problem can easily be solved via the following linear program:
LP 1
We make a brief comparison between this method and the one of the previous section. To implement the former, both an unconstrained and a constrained optimization of V ( Y , 0 ) must be solved, as well as an eigenvalue problem, whereas for the latter, only one unconstrained optimization of V ( Y , 6) is required, but a linear program is also needed. In most cases, solution of LP 1 may be easier than the constrained optimization of V.
Each test measures the distance in the parameter space from the unconstrained optimum of V to another point. When the covariance matrix is diagonal, these two measurements are equivalent in the following sense. Let D20(6) and Dm0(6) be defined in the following way: then for any SO, there exists 61 and 62 such that However, when C1 is not diagonal, such an equivalence does not exist, and points which are "near" 81 with the 2-norm measure may not be near with the oo-norm measure. This will especially be true in the case where C1 is ill-conditioned. In this case, incorporating the directionality of 
Conclusions
In this paper, we have shown how many common and practical controller performance criteria can be expressed as lineax constraints on the closed loop impulse response coefficients. Using this type of criterion, performance monitoring can be formulated as a generalized likelihood ratio test. Evaluating the GLR involves solving a constrained as well as an unconstrained mod61 identification problem. In order to evaluate performance, the GLR must be compared to a threshold. Seve.ra1 methods for threshold selection were discussed.
