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In this paper a sufficient condition is given for the oscillation of a system 
of second order self-adjoint linear differential equations 
[~(t)x’l’ + Q(t)x = 0, (1) 
x an n-vector, or, equivalently, (cf. [4, p. 711) the oscillation of the matrix 
equation 
[WX’]’ + Q(W = 0, (2) 
where X is a II x n matrix. The n x n matrices R(t) and Q(t) are symmetric, 
continuous, and positive definite on [a, co), a > 0. 
Equation (2) is termed oscillatory if the determinant of any prepared 
matrix solution of (2) has arbitrarily large zeros. By a prepared matrix 
solution X = X(t) is meant a solution matrix that satisfies 
X*(t)R(t)X’(t) = x*‘(t)R(t)x(t), (3) 
where “*” indicates transpose. Notice that any matrix solution Y(t) satisfies 
Y*(t)R(t)Y’(t) - Y*‘(t)R(t)Y(t) = c, (4) 
where C is a constant matrix. Merely differentiate Eq. (4) and use the 
symmetry of R(t) and Q(t). This definition is the usual one and is motivated 
by the Morse separation theorem: 
THEOREM I. The number of zeros of the determinant of any nontrivial 
prepared matrix solution of (2) on a given interval (open or closed) d#ers from 
that of any other nontrivial prepared matrix solution by at most n. 
By nontrivial is meant a matrix solution whose determinant does not vanish 
identically on any open interval, i.e., does not contain the zero vector solution 
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of (1) as a linear combination of the column vectors (cf. [3], where prepared 
is called conjugate). From [3] the most general prepared solution matrix, 
W>, of (2) h w ose determinant is not zero at t = c, is given by Y(t)A, 
det A f 0, and Y(t) is defined as a solution matrix of (2) such that Y(c) = 1, 
the identity, [R(c)Y’(c)]* = R(c)Y’(c). Such an X(t) is shown in [3] to be 
nontrivial. The matrix Eq. (2) will be oscillatory if given any b 3 a, there 
exists a vector solution of (1) which is the zero vector at b and is the zero vector 
for some c > b. 
For the scalar equation, 
Wr’l’ + 4w = 07 
Leighton’s well-known condition [2] that 
s 
m 
s 
co 
r-l(s) ds = a a4(s)ds= +co 
insures oscillation. Consider the following trivial example of a system of two 
equations: 
(erztxl’)’ + e-2tx1 = 0 
(e2tx2’)’ + e2tx2 = 0. 
A prepared matrix solution is given by the diagonal matrix with entries et and 
e& and this system is not oscillatory. Yet the follwong conditions all hold: 
(i) si R-l(s) ds and s: Q(S) ds are unbounded matrices, 
(ii) det sz R-l(s) ds = det sz Q(S) ds = + co, 
(iii) sr det R-l(s) ds = sz det Q(s) ds = + co, 
(iv) jz Tr R-l(s) ds = sz Tr Q(s) ds = + co (actually equivalent to (i) 
with our hypothesis on R(t) and Q(t)). 
69 C.f: R-l(s) WC and CJ: Q(s) d ) s c are unbounded for some constant 
unit vector c (c* = I/ d/2(1, 1) will do). 
We are thus forced to consider some nontrivial generalization of the scalar 
equation. 
Before continuing, the following comments may be useful. If A(t) is a 
continuous n x n symmetric matrix then the characteristic roots, h, ,..., An , 
of A(t) will be continuous if defined by size, that is, x,(t) > ... > x,(t). The 
corresponding characteristic vectors, however, may not be continuous at 
points where the roots are multiple. (It is easy to see that if a root is simple at 
some point, then its corresponding characteristic vector will be continuous 
in a neighborhood of that point.) If a symmetric matrix A(t) has a derivative 
which is positive definite (negative definite), then each characteristic root if 
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defined as above will be monotone increasing (decreasing). Finally, si A(s) ds, 
t > (I, is positive definite if A(t) is positive definite. The diagonal matrix with 
entries a, ,..., a, , on the diagonal will be denoted by diag(a, ,..., a,). We are 
now prepared for the general oscillation theorem. 
THEOREM 1. Let U(t) be the subspace generated by the characteristic vectors 
of $, Q(s) ds whose corresponding characteristic roots are unbounded. Let V(t) 
be the subspace generated by the characteristic vectors of JL R-l(s) ds whose 
corresponding characteristic roots are unbounded. If U(t) has a nonzero asymptotic 
projection onto V(t), then (1) and (2) aye oscillatory. 
By U(t) having a nonzero asymptotic projection onto V(t) is meant that 
there exists a unit vector u(t) E U(t) and a sequence t, -+ +oo such that 
u(t) = &(t)%(t) + *.. + kL(th(t) with B12(tk) + ..- + BT2(tk) 3 c > 0, 
where xl(t),..., x,(t), are the characteristic vectors of si R-l(s) ds and 
+)l..., x,(t), are those characteristic vectors that generate V(t). Thus it 
also might be geometrically thought of as U(t) not being asymptotically 
orthogonal to V(t). 
Notice that U(t) and V(t) are not necessarily unique since it is irrelevent 
how U(t) and V(t) are defined for small t. However, for large t, both U(t) 
and V(t) are unique since the roots of J-i R-l(s) ds and jz Q(s) ds which actually 
determine V(t) and U(t) are unbounded and thus eventually distinct from the 
bounded ones. 
There exists a one-to-one correspondence between subspaces and 
projections. Thus there exists two unique projection matrices, Pi(t) and 
Ps(t), such that Pi(t) siQ(s) d s and P2(t) jt R-l(s) ds have precisely those 
characteristic roots of szQ(s) ds and s: R-l(s) ds, respectively, that are 
unbounded. Euclidean space E can be written as E = U(t) @ Ul(t) = 
V(t) @ VI(t) where “@” indicates direct sum, and Pl(t)x = x if x E U(t) 
and Pl(t)x = 0 if x E Ul(t). Also P2(t)x = x if x E V(t) and P2(t)x = 0 if 
x E VI(t). Thus it is easy to see that U(t) having an asymptotic projection on 
V(t) is equivalent to there existing a sequence t, -+ +CO such that 
]I P,(t,)P,(t,)jl >, E > 0. An explicite formula for Pi(t) is given by 
where y(t) is a rectifiable simple closed curve in the complex plane whose 
interior for fixed t contains all the unbounded characteristic roots of ji Q(s) ds 
and whose exterior contains all the bounded ones. Similarly, for P2(t). 
The following lemma is needed, a proof of which can be found in [5]. 
LEMMA. If X(t) is a nonsingular prepared matrix solution of (2) on some 
SECOND-ORDER DIFFERENTIAL EQUATIONS 439 
interval [b, OO), then X’(t) is nonsingular on some interval [c, CO), c > b. 
Furthermore, if S(t) = R(t)X’(t)X-l(t), then the following two equations are 
satis$edfor all t 3 c: 
S(t) = S(c) - j” S(s) R-l(s) S(s) ds + jc Q(s) ds - j” Q(s) ds, (5) 
c a (I 
S-l(t) = S-l(c) + j” S-l(s) Q(s) S-l(s) ds - jc R-‘(s) ds + j” R-l(s) ds. (6) 
c a a 
Returning to the proof of the theorem, we assume contrary to the theorem 
that X(t) is a nonsingular prepared matrix solution of (2) on [b, CO). The 
Lemma then applies and Eqs. (5) and (6) are satisfied. Furthermore, since X(t) 
is prepared, it follows readily from (3) that S(t) is symmetric and thus its 
unit characteristic vectors form an orthonormal set for any t. 
Let {ri(t)}E1 , {Ai(t)}~~l , {qt(t)}~cl , be the real and continuous roots of 
.f: R-l(s) ds, W, and si Q(s) ds, respectively, defined by size as in the 
comments preceding the statement of Theorem 1. Let {xt(t)}~zl , { yi(t)}~zl ,
{zi(t)}tl , be the corresponding sets of orthonormal characteristic vectors. 
Let O,(t) be the orthogonal matrix whose columns are yl(t),..., m(t), and 
O,.(t) the orthogonal matrix whose columns are q(t),..., xn(t). Assume further 
that xl(t),..., q.(t), generate V(t) and thus the corresponding roots ri(t), 
i=l ,..., r, are unbounded. Then for some orthogonal matrix A(t) = (aii(t)), 
O,(t) = WMt), (7) 
or 
Consider the n terms 
at(t) = 4(t) + a-* + aR(t), i = I,..., n. 
Let {tJ be the sequence given in the statement of the Theorem (actually in the 
definition of “nonzero asymptotic projection” following the theorem). 
Since each of the terms in (8) is bounded by one, there exists a subsequence 
of (tk}, which, we may assume, is again {tK), such that ai converges for 
i = l,..., n. Then at least T of the terms in (8) do not go to zero. Otherwise, 
at most (r - 1) do not go to zero, i.e., (n - r + 1) do go to zero. Therefore, 
(n - I + 1) of the vectors y,(tJ,..., y,(tJ would be asymptotic to a linear 
combination of (n - r) of the vectors q(tJ,..,, x,(tJ, which is impossible 
since WkNL and {xi(tk)}ftl are two sets of orthonormal vectors. Thus there 
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exists an s > r such that (by relabelling the yi , if necessary) lim,,, ai 
exists and does not equal zero for i = l,..., s. Thus 
bi ati = 0 ifboth i<r and j>s. (9) m 
Now from (6), 
diag(h;‘(t),..., &l(t)) = o,*(t) [S-l(c) - /; R-l(s) ds] O,(t) 
+ o,*(t) s” S-l(s) Q(s) S-l(s) dSO&) 
c 
+ o,*(t) It R-l(s) dsO,(t). (10) 
a 
Now using (7), the last term on the right of (10) is A*(t) diag(r,(t),..., r,(t))A(t), 
and the i-th diagonal element of this last matrix is 
Since lim,,, ri(t) = +co for i < Y and the first s terms in (8) do not go to 
zero, 
i = l,..., s. 
Now the first term on the right of (10) . b IS ounded (i.e., all elements in the 
matrix are bounded) since O,(t) is bounded. The second term on the right 
side of (10) is positive definite since Q(t) is, so that this second term has 
positive diagonal elements. Thus 
liy=%up h;‘(l) = +co, i = l,..., s. 
But from (6), s-l(t) has a positive definite derivative, thus 
$n-$(t) = +co, i = l,..., s. (11) 
We may assume that u(t) is, in fact, a characteristic vector of cQ(s) ds, 
that is, one of the z<(t), say z.,(t). 
Now let u(t) = O,(t)p(t), for some vector /3(t). Then if y(t) is defined by 
/3(t) = A(t)r(t), consider the possibility that 
f=? r&k> = O, j = l,..., s. (12) 
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(Here y*(t) = (yr(t),..., m(t)). Then (12) and (9) imply that 
p pi(h) = 0, i = l,..., r. m 
But this contradicts the definition of u(t) in the theorem. Thus for some 
p < s, lim,,, y,,(tJ # 0. Now since y,,(t) is bounded, a subsequence of 
y,(t,), which may also be called r,,(t&, converges to some number not zero. 
Thus lim,=, yU(tk) exists and does not equal zero for some p < s. Now define 
a*(t) = (cd&),..., an(t)) by y,(t) = 0,(+(t), where O,(t) is the orthogonal 
matrix with columns zr(t),..., zn(t). Note that 01, = (y, , z,) = (y,, , u) = 
<yu , O,Ay) = (yLc , 00) = (3: , Cc1 YiYi) = yu , where (x9 Y> is the usual 
inner product of x and y. Thus 
Fp 4k) exists and #O. (13) m 
From (5) we have 
W) = r,*(t) [W + s: Q(s) ds] r,(t) 
- r,*(t) s” S(s) R-l(s) W k,(t) - r,*(t) s” Q(s) &Y~W (14) 
c a 
The last term becomes 
Recalling that u(t) = z,(t), and thus Km,,, q”(t) = $-co, and (13), we 
obtain 
liF:nf (-$r Q(t) q,(t)) = -co. 
This gives limt,, inf h,(t) = - CCJ for some p < s, since the first term on the 
right of (14) is bounded and the second term is negative. Since by (5) S’(t) 
is negative definite, 
$ii A,(t) = -co for some p < S. 
But this contradicts (11) and the theorem is established. 
This theorem has two corollaries which have appeared in other places. 
The first is due to the author [4, p. 74; 5, p. 14301. The second is due to 
Etgen [I, p. 2971. 
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THEOREM 2. If lim ri(t) = +co f or r roots and lim Q*(t) = + 00 for q 
roots and r + q > n, then (1) and (2) are oscillatory. 
The hypothesis of this theorem guarantee that U(t) and V(t) in the 
terminology of Theorem 1 have a nonzero intersection, thus yielding the 
required projection. 
THEOREM 3. If R-l(t) = Q(t) and J:Q(s) ds is unbounded, then (1) and (2) 
are oscillatory. 
Here U(t) = V(t) and unboundedness of a positive definite matrix is 
equivalent to unboundedness of a characteristic root; thus, the required 
projection is clear. 
The following trivial example illustrates a case when neither Theorem 2 
nor 3 yields any information while Theorem 1 indicates oscillation: 
x; + 4X, = 0 
(t%,‘) + t-2X, = 0. 
A prepared matrix solution is diag(sin 2t, sin t-l) and this system is oscillatory. 
However, in the terminology of Theorem 2, r + q = 2 = n and thus does 
not apply. But in the terminology of Theorem 1, V(t) = xl(t) = zl(t) = U(t), 
where zl(t) = (1,O). 
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