In this work, we consider the approximate reconstruction of high-dimensional periodic functions based on sampling values. As sampling schemes, we utilize so-called reconstructing multiple rank-1 lattices, which combine several preferable properties such as easy constructability, the existence of high-dimensional fast Fourier transform algorithms, high reliability, and low oversampling factors. Especially, we show error estimates for functions from Sobolev Hilbert spaces of generalized mixed smoothness. For instance, when measuring the sampling error in the L 2 -norm, we show sampling error estimates where the exponent of the main part reaches those of the optimal sampling rate except for an offset of 1/2 + ε, i.e., the exponent is almost a factor of two better up to the mentioned offset compared to single rank-1 lattice sampling. Various numerical tests in medium and high dimensions demonstrate the high performance and confirm the obtained theoretical results of multiple rank-1 lattice sampling.
Introduction
High-dimensional integrals are often treated numerically by applying a cubature formula. Commonly used methods are equally weighted cubature formulas, called quasi-Monte Carlo rules, which average a specific set of sampling values of the integrand. One established type of these methods are lattice rules, where the sampling nodes have a group structure, cf. [23, 6] . In particular, the simple structure of so-called rank-1 lattices allows for theoretical analysis, which was already exploited in early contributions, see e.g. [17, 29] . Later, component-bycomponent construction approaches rediscovered in [24] distinctly improved the applicability and shifted rank-1 lattice rules into the focus of research, again.
Furthermore, these lattice rules have been widely used for the approximation of highdimensional periodic functions by approximately computing a subset of the Fourier coefficientŝ
of a suitable periodic function f : T d → C based on sampling values, where T d ≃ [0, 1) d is the d-dimensional torus. Due to the preferable properties of rank-1 lattices mentioned above, many contributions estimate approximation errors for rank-1 lattice sampling, cf. e.g. [18, 25, 26, 20, 21, 14, 15, 3] . We stress on the fact that these theoretical results may be of particular relevance in practice since the structure of lattices allows for a very efficient simultaneous computation of Fourier coefficients using fast Fourier transforms (FFTs), cf. [22, 1] . The arithmetic complexity of these FFTs is almost linear in the amount of data, i.e. the number of sampling values, that has to be handled. This is one of the reasons, why recent research focuses on estimates on the relation of the number of used sampling values to the approximation errors.
One of the most recent results for rank-1 lattices is a negative one, i.e., the relation of the number of used sampling values to the approximation error is far away from the optimum in highly interesting approximation settings, cf. [3] . Moreover, approximation errors in a best possible order of magnitude require specific rank-1 lattices that need to be determined. Different component-by-component methods allow for the construction of suitable rank-1 lattices, cf. e.g. [19, 4, 9] . However, these construction methods require a number of arithmetic operations that is at least linear in the number of sampling nodes within the rank-1 lattice, and thus, also suffer from the necessarily huge number of sampling nodes.
In order to avoid this huge oversampling, which is caused by the structure of single rank-1 lattices, a new type of spatial discretizations for multivariate trigonometric polynomials was developed recently, cf. [13] . Roughly speaking, one joins multiple rank-1 lattices in order to determine a sampling scheme. Exploiting the structure of each of the joined rank-1 lattices, a fast Fourier transform algorithm arises in a natural way.
Based on this specific type of spatial discretizations for multivariate trigonometric polynomials, we investigate the arising sampling method as a sampling operator for functions belonging to specific function spaces. In this paper, we specify first approximation properties of this new sampling method, that is based on the approximation of Fourier coefficients using a set of rank-1 lattice rules that fulfills certain properties. The construction of those sampling sets is easy and very efficient, cf. [12] . Due to the structure of the sampling sets, the computation of the aforementioned approximants is eminently efficient and also simple, cf. [16, Algorithm 2] . Moreover, numerical tests indicate that the Fourier transform is stable, cf. [13, 12] .
The main focus of our considerations is on the decay of worst case approximation errors for sampling methods (worst case sampling errors) for increasing numbers of function samples. For a sampling set G := {x 1 , . . . , x M }, M ∈ N, normed function spaces F and Y , we denote the best possible worst case sampling errors measured in the norm of the target space Y for functions belonging to the source space F as
Here, A denotes possibly non-linear sampling operators that constitute an approximation of f ∈ F in Y using at most M sampling values f (x j ), x j ∈ G. Then, we define the general sampling numbers by
which is the best possible worst case sampling error one can achieve using at most M sampling values. Additional restrictions on the algorithms or the sampling sets will result in specific sampling numbers, that are at least as big as g M (F, Y ).
In particular, the sampling number for linear operators, that we will denote by g lin M (F, Y ), can be determined by restricting the operators A to linear ones. For specific choices of source and target spaces the sampling numbers g lin M (F, Y ) are well known up to some logarithmic gaps, cf. columns four in Tables 1.1 and 1. 2, and hence, are used for comparison. For an overview on this topic we refer to [2, 5] and the references therein.
In this paper, we deal with a fixed structure of the sampling sets
so-called multiple rank-1 lattices, cf. [13, 12] , which are the union of single rank-1 lattices
To this end, we define the corresponding sampling numbers
for sampling sets consisting of multiple rank-1 lattices Λ. Furthermore, we analyze a fixed linear algorithm A mr1l , cf. [16, Algorithm 2] . For that reason, the results of this paper are upper bounds on the number g mr1l M (F, Y ). An additional restriction on the sampling sets Λ, i.e., L = 1, leads to the definition of the sampling numbers
for sampling sets G that are exactly one rank-1 lattice. These sampling numbers are already investigated in [3] and serve for comparison to the results for multiple rank-1 lattices.
Suitable function spaces F and Y allow for detailed estimates of the corresponding sampling numbers. In this paper we mainly deal with commonly used Hilbert spaces, cf. e.g. [2, 3] . Using the notation from [14] , we consider the periodic Sobolev spaces of generalized mixed smoothness
with dominating mixed smoothness β ≥ 0, isotropic smoothness α ≥ −β, and weight parameter γ ∈ (0, 1] d , where the weights ω α,β,γ are defined by of the Wiener algebra A(T d ) = A 0,0,1 (T d ) with dominating mixed smoothness β ≥ 0, isotropic smoothness α ≥ −β, and weight parameter γ ∈ (0, 1] d , where the weights ω α,β,γ are defined in (1.4). We remark that the embedding A(T d ) ֒→ C(T d ) holds, cf. e.g. [28, Remark 3.1] .
In Section 3, we require the following embeddings between subspaces A α,β,γ (T d ) of the Wiener algebra A(T d ) and periodic Sobolev spaces of generalized mixed smoothness H α,β,γ (T d ).
Lemma 2.1. ([14, Lemma 2.2])
. Let a function f ∈ A α,β,γ (T d ) be given, where the smoothness parameters α, β ∈ R, β ≥ 0, α > −β, and the weight parameter γ
where ζ denotes the Riemann zeta function. Therefore, we have the continuous embeddings
If the Fourier coefficientsf k decay in a certain way, one may approximate f by a Fourier partial sum S I f with respect to a frequency index set I ⊂ Z d , |I| < ∞, defined by As frequency index sets I, we use the weighted frequency index sets
where N ≥ 1 is the refinement, T ∈ (−∞, 1) is the shape parameter, γ is the weight parameter as specified in (1.4) and the weights ω α,β,γ (k) are defined as in (1.4). As a natural extension for T = −∞, we define the weighted frequency index set
The number of degrees of freedom when reconstructing S I f is |I|. Correspondingly, we bound the cardinalities of the frequency index sets I 
for fixed parameters d and T , where the constants only depend on d and T .
However, in practice, the Fourier coefficientsf k of a function f are often hard to compute or even unknown. Then, one may approximate the Fourier coefficientsf k based on sampling values of f . Two possible sampling strategies are considered in the next sections.
Reconstructing (single) rank-1 lattices
First, we start with definitions from [12] using slightly adapted symbols in this work.
The sampling sets G which are used in this work are based on so-called rank-1 lattices Λ(z, M ) as defined in (1.3), where z ∈ Z d and M ∈ N are called generating vector and lattice size of Λ(z, M ), respectively. For an arbitrary multivariate trigonometric polynomial
with frequencies k supported on an index set I ⊂ Z d , |I| < ∞, we can reconstruct all the Fourier coefficientsp k , k ∈ I, from samples along a rank-1 lattice G := Λ(z, M ) if the Fourier matrix A(G, I) := e 2πik·x x∈G,k∈I has full column rank, see e.g. [11, 10] . This is the case if and only if Λ(z, M ) is a reconstructing rank-1 lattice for I, i.e., the reconstruction property
is fulfilled.
Using sampling values of p along a reconstructing rank-1 lattice Λ(z, M ) for I, the reconstruction can be performed in a fast way by applying a one-dimensional fast Fourier transform,
followed by the simple index transform Moreover, a reconstructing rank-1 lattice Λ(z, M ) can be easily constructed using a simple component-by-component construction method, cf. [11] . However, the construction method has rather high computational costs and may require O(d|I| 3 ) arithmetic operations. Furthermore, under mild assumptions, the number of samples M is bounded by |I| ≤ M ≤ |I| 2 , where this number tends more to the upper bound for many interesting structures of frequency index sets I. For instance, for the axis cross I :
|I| 2 is a necessary condition for a reconstructing rank-1 lattice, cf. [10, 3] .
Applying (2.2) and (2.3) on sampling values of continuous periodic functions f : T d → C for a given frequency index set I ⊂ Z d and rank-1 lattice Λ(z, M ), we obtain all the approximated Fourier coefficientsf
is the (integer) dual lattice of the rank-1 lattice Λ(z, M ). Based on the approximated Fourier coefficientsf
, we define the rank-1 lattice sampling operator S
We stress on the fact that the reconstruction property (2.1) is equivalent to the requirement that the sampling operator S
reproduces all trigonometric polynomials p with frequencies supported on I, i.e., S Λ(z,M ) I p = p holds for p ∈ Π I . For various approximation settings, the errors for single rank-1 lattice sampling have already been investigated, cf. e.g. [25, 19, 20, 14, 15, 28, 3] . When estimating the sampling error
f , one usually splits this error into the truncation error and aliasing error, f − S
Applying the triangle inequality on the norm •|Y of the target space Y yields
If the employed single rank-1 lattice Λ(z, M ) is a reconstructing one for the frequency index set I, theoretical upper bounds on the truncation error f − S I f |Y and aliasing error
f |Y are of comparable order of magnitude in many cases. However, the main issue when using reconstructing single rank-1 lattices Λ(z, M ) as sampling schemes is the (asymptotically) large oversampling M ≫ |I| for the arising structures of frequency index sets I in highly interesting approximation settings. This large oversampling leads to sampling errors of lower order with respect to M , compare e.g. the sampling numbers g 
Reconstructing multiple rank-1 lattices
Recently, in [13, 12] , a modified approach was presented, which allows for drastically reducing the number of samples when reconstructing arbitrary multivariate trigonometric polynomials p. This approach uses rank-1 lattices Λ(z, M ) as building blocks and builds sampling sets based on multiple instances. The corresponding sampling sets G are called multiple rank-1 lattices and they can be constructed by simple and efficient randomized construction algorithms, cf. 
M ℓ many distinct nodes. If Λ allows for the reconstruction of all multivariate trigonometric polynomials p with frequencies supported on a frequency index set I, it will be called reconstructing multiple rank-1 lattice for I.
In simplified terms, the basic idea is that each of the rank-1 lattices Λ(z ℓ , M ℓ ), ℓ = 1, . . . , L, should be a reconstructing one for some index set I ℓ ⊂ I and that L ℓ=1 I ℓ = I. We remark that this condition is not sufficient in general and we require additional properties.
The construction approach utilized in this work is [12, Algorithm 4] , which tries to determine a reconstructing multiple rank-1 lattice Λ for a given index set I such that the properties
Algorithm 1 Reconstruction of a multivariate trigonometric polynomial p from sampling values along reconstructing multiple rank-1 lattice fulfilling properties (2.7).
Input: 
are fulfilled. Under mild assumptions, the algorithm returns a multiple rank-
, where the lattice sizes M ℓ ≈ c |I|, c > 1, and L log |I|. With high probability, Λ fulfills properties (2.7) and the construction requires O(|I|(d + log |I|) log |I|) arithmetic operations, see also [12, Corollary 3.7] . At this point, we stress on the facts that the oversampling factor L ℓ=1 M ℓ /|I| does not depend on the dimension d and that checking the reconstruction properties (2.7) can be efficiently performed during construction in [12, Algorithm 4] .
Besides the small cardinalities and fast construction algorithms, a further main advantage of reconstructing multiple rank-1 lattices is the existence of a direct and fast inversion method for computing Fourier coefficientsp k from samples, cf. Algorithm 1.
Similar to the approach for single rank-1 lattices Λ(z, M ) in Section 2.2, we apply Algorithm 1 on sampling values (f (x j ))x j ∈Λ of continuous periodic functions f :
is a reconstructing multiple rank-1 lattice fulfilling properties (2.7) for a given frequency index set I. We denote byf Λ k , k ∈ I, the approximated Fourier coefficients returned by Algorithm 1. Correspondingly, we define a sampling operator by
The main focus of this paper are upper bounds on norms of sampling errors f − S Λ I f as discussed in the next section, which immediately result in the estimates of the sampling numbers g mr1l 
Multiple rank-1 lattice sampling and error estimates
In this section, we show estimates on sampling errors f −S Λ I f in specific norms, when sampling along multiple rank-1 lattices Λ fulfilling properties (2.7) and applying Algorithm 1. We use the splitting approach (2.6), which leads to already estimated bounds on truncation errors f − S I f , see e.g. [3, 28] and the references therein. Subsequently, we determine the corresponding aliasing errors
Moreover, for each frequency k ∈ I, we define the index set
Then, the approximated Fourier coefficientsf Λ k , k ∈ I, computed by applying Algorithm 1 on f , are given bŷ
k+h .
Consequently, the aliasing error S I f − S Λ I f can be characterized by
and can be estimated by
Proof. Since we have f (
Taking the averagingf
in Algorithm 1 and aliasing formula (2.4) into account, representation (3.1) follows. Exploiting the properties of the index sets I ℓ := {k ∈ I : ∄h ∈ I \ {k} with k · z ℓ ≡ h · z ℓ (mod M ℓ )}, ℓ = 1, . . . , L, and L Λ k yields
Next, we estimate
. . , L}. First we require the reconstruction properties (2.7) and we fix ℓ ∈ {1, . . . , L}. We deduce
by contradiction, similarly as in the proof of [3, Lemma 6] . Having the reconstruction properties (2.7) fulfilled, we assume that there exist frequencies k ∈ I ℓ , k ′ ∈ I \ {k} and
which is in contradiction with the reconstruction properties (2.7).
In particular, setting h ′ := 0, results in k + h ∈ I for all k ∈ I ℓ and h ∈ Λ(z ℓ , M ℓ ) ⊥ . Moreover, due to the reconstruction property (2.7) and the inclusion
Consequently, we observe that the sets
are pairwise disjoint and do not contain elements from I. Altogether, this yields
for each ℓ ∈ {1, . . . , L} and the upper bound in (3.2) follows.
Combining these results with the proof techniques from [14] , we estimate sampling errors for multiple rank-1 lattice sampling. 
be given, where the refinement N ≥ 1, the dominating mixed smoothness β ≥ 0, the isotropic smoothness α > −β, the shape parameter T := − α β with T := −∞ for β = 0 and the weight parameter γ ∈ (0, 1] d . Moreover, the approximated Fourier coefficients are computed by Algorithm 1. Then, the sampling error is bounded by
Λ is constructed by [12, Algorithm 4] ), then the sampling error is bounded by
where the constants may depend on the dimension d, the shape parameter T and the weight parameter γ, as well as by
where the constants may depend on the dimension d, the smoothness parameters α, β, and the weight parameter γ.
f , we estimate the sampling
We estimate the truncation error f − S I , and the choice T = −α/β for β > 0, we obtain
For β = 0, we proceed analogously. Next, we estimate the aliasing error. Applying Lemma 3.1 results in the estimate
|f k | and we proceed as in the estimate of the truncation error, which yields (3.5). The assumed upper bounds on L and M imply L log N log M . Additionally, taking the cardinalities |I 
where we define T t := 0 for t = 0.
Proof. First, we apply inequality (2.6) in the H r,t,γ (T d ) norm on f − S Λ 
We apply [14, Lemma 3.2] settingα := α − r andβ := β − t. This yields
and consequently the first summand in (3.6) follows. Next, we estimate the aliasing error analogously to the proof of [14, Theorem 3.4]. Since we have the aliasing formula (3.1) in Lemma 3.1 and due to the concaveness of the square root function, we estimate
Applying [14, Lemma 2.4] with − r t =:T ≤ T , we estimate max k∈I
where we define T t := 0 for t = 0. Incorporating the weights ω α,β,γ (k), we infer
Applying [14, Lemma 3.2] withα := α andβ := β, we continue
and we obtain (3.6).
In the following, we discuss the parameter combinations that lead to best possible main rates of the approximation errors with respect to the refinement N in (3.6). 
where the constants may depend on the parameters d, r, t, α, β, T .
Using the embeddings in Lemma 2.1 and shiftingβ := β − λ yields results for continuous functions belonging to Sobolev spaces H α,β,γ (T d ) of generalized mixed smoothness.
and a multiple rank-1 lattice
be given, where the refinement N ≥ 1 and the weight parameter γ
. Λ is constructed by [12, Algorithm 4]). Then the sampling error is bounded by
where the constants may depend on the dimension d and the smoothness parameters r, t, α, β, λ.
Remark 3.6. The given interval for T is one crucial restriction of Corollary 3.5. In particular, there exist parameter combinations, where the interval is empty and thus the corollary does not help. Nevertheless, many neglected parameter combinations can be treated by applying Theorem 3.3. However, we only restricted the considerations in Corollary 3.5 to the cases, where we get error rates that are best possible with respect to the refinement N . Consequently, the assertions of Corollary 3.5 only hold for carefully chosen parameter combinations. Table 3 .1 presents these combinations. It turns out, that all adequate parameter combinations imply that T = − α β−λ is the best possible choice of this shape parameter. Accordingly, the frequency index set I d,T,γ N only depends on α and β − λ, and thus, the smoothness parameters possible parameter choices parameter restrictions Remark 3.7. In contrast to the approximation estimates concerning sampling based on single rank-1 lattices, cf. columns three in Tables 1.1 and 1.2, higher dominating mixed smoothness β of the function under consideration results in upper bounds of the sampling error that behave best possible with respect to the increase of β. However, comparing to the known lower and the best possible upper bounds, the sampling rates g mr1l M for multiple rank-1 lattices suffer from an offset λ in the exponent of the main terms that is slightly larger than 1/2, cf. columns four in Tables 1.1 and 1.2. This offset is caused by the proof strategy that uses embeddings of the Hilbert spaces of generalized mixed smoothness in subspaces of the Wiener algebra. In the next section, we present numerical tests where we do not recognize the offset λ. This is one of the reasons why we conjecture that optimal upper bounds of the sampling errors for the source spaces H α,β,γ (T d ) do not suffer from this offset. However, further improvements on the assertions in Corollary 3.5 require completely different proof techniques, which are -at least for the authors -currently not available.
Numerical results
In this section, we perform numerical tests in up to 20 dimensions. and sgn denotes the signum function, sgn(x) := x/|x| for x = 0 and sgn(0) := 0. We have
Test functions G
We approximate the test functions G Table 6 .2]. The reconstructing multiple rank-1 lattices Λ are generated by [12, Algorithm 4] .
Since the methods based on rank-1 lattices involve an oversampling, i.e., since they require more samples than there are degrees of freedom |I|, we start by investigating the oversampling factors M/|I|, where M denotes the number of samples. Moreover, we display the oversampling factors for the reconstructing multiple rank-1 lattices Λ generated by [12, Algorithm 4] as solid lines and filled markers. We observe that the initial oversampling factors are distinctly larger for small to medium cardinalities |I d,0,1 N | compared to the single reconstructing rank-1 lattices Λ(z, M ). However, the oversampling factors for the reconstructing multiple rank-1 lattice Λ grow slower and for larger cardinalities |I d,0,1 N |, the multiple rank-1 lattices yield smaller oversampling factors. As discussed in [12] , the multiple rank-1 lattices generated by [12, Algorithm 4] have an oversampling factor of only O(log |I|) with high probability. Additionally, we plot this upper bound in Figure 4 .1a and we observe that the obtained oversampling factors for the multiple rank-1 lattices Λ seem to behave accordingly. We remark that reconstructing multiple rank-1 lattices Λ have another important advantage over single rank-1 lattices. There are distinctly faster construction algorithms available, such as [12, Algorithm 4], requiring only O(|I|(d + log |I|) log |I|) arithmetic operations with high probability in contrast to O(|I| 3 + d|I| 2 log |I|) arithmetic operations for reconstructing single rank-1 lattices. For instance, the generation of the reconstructing single rank-1 lattice Λ(z, M ) for I = I Next, we compare the resulting sampling errors when using the reconstructing single and reconstructing multiple rank-1 lattices as sampling sets as discussed above. theor. single d=5 d=6 d=8 theor. mult. Additionally, we consider the tensor-product test functions
, where the one-dimensional function g 3 : T → C is defined by
Since the Fourier coefficients ( g 3 ) k of g 3 are zero for odd frequencies k ∈ (2Z + 1), we consider hyperbolic cross index sets "with holes" I = I 1b, using single rank-1 lattices requires less samples for comparable sampling errors, whereas multiple rank-1 lattices are better suited for larger frequency index sets I. However, we emphasize once more that building the reconstructing multiple rank-1 lattices typically requires distinctly less runtime, see also Example 4.1. number of samples M rel sampl err L2 d=7 d=10 d=15 d=20 
Kink test functions using dyadic hyperbolic cross frequency index sets
In this section, we compare sampling along single and multiple rank-1 lattices with sparse grid sampling. For the latter, we use the Matlab ® toolbox [7] . Since this implementation uses a different type of hyperbolic cross index sets, we introduce additional notation and convert the theoretical results from Section 3. The dyadic (non-symmetric) hyperbolic crosses are defined by .44] when using reconstructing single rank-1 lattices, see also [3] . Similarly, the results in Theorem 3.2 and Corollary 3.5 for reconstructing multiple rank-1 lattices can be easily adapted. Now, we approximate the scaled periodized (tensor product) kink function similar to [8] . We remark that we have g ∈ A For multiple rank-1 lattice sampling, the obtained errors seem to decay faster by about an additive factor of 1/2 in the main term, i.e., we may not observe the term λ > 1/2. Additionally, we consider the relative L 2 (T d ) sampling errors in dimensions d = 6, . . . , 9 and visualize the error values in Figure 4 .6. Here, we observe for increasing dimension d, that the sparse grids yield a worse pre-asymptotic behavior compared to the single and multiple rank-1 lattices. For instance for d = 9, the relative L 2 (T d ) sampling errors are still greater than 1 when using approximately 10 million samples, whereas the corresponding errors are smaller by one order of magnitude when using single or multiple rank-1 lattices. 
