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Abstrat
Wiebe's riterion, whih reognizes omplete intersetions of dimen-
sion zero among the lass of noetherian loal rings, is revisited and ex-
ploited in order to provide information on what we all C.I.0-ideals (those
suh that the orresponding quotient is a omplete intersetion of dimen-
sion zero) and also on hains of C.I.0-ideals.
A orrespondene is established between C.I.0-ideals and a ertain kind
of matries whih we all x-nie, and a hain of C.I.0-ideals orresponds
to a fatorization of some x-nie matrix.
When the loal ring A itself is a omplete intersetion of dimension
zero, a C.I.0-ideal is neessarily of the form (0 : bA) for some b ∈ A. Some
riteria are provided to reognize whether an ideal (0 : bA) is C.I.0 or not.
When y is a minimal generator of the maximal ideal of A, it is also proved
that the ideals yA and (0 : yA) are C.I.0 simultaneously and that this is
the ase exatly when the ideal (0 : yA) is prinipal. These C.I.0-ideals of
the form (0 : yA), y being a minimal generator of the maximal ideal, are
investigated. They are of interest beause the smallest nonnull C.I.0-ideal
in a strit hain of C.I.0-ideals of the maximal length is neessarily of that
form, and their existene has some impliations for a realization of the
ring, i.e. for the way the ring an an be viewed as a quotient of a regular
loal ring.
MSC: 13E10, 13H10.
Keywords: Complete intersetion, Gorenstein, Artinian loal ring, An-
nihilator, Chain.
Introdution
A noetherian loal ring is alled a omplete intersetion if its ompletion with
respet to its maximal-adi topology is the quotient of a regular loal ring by an
ideal generated by a regular sequene. Complete intersetions are Gorenstein
and omplete intersetions of dimension zero are reognised byWiebe's riterion.
Here we are interested in the proper ideals of a noetherian loal ring A suh
that the orresponding quotient is a omplete intersetion of dimension zero and
all them zero-dimensional omplete intersetions ideals (C.I.0-ideals). How an
we produe them, how an we produe the elements of A, the annihilator of
whih is a C.I.0-ideal, and what an we say about hains of C.I.0-ideals ? It
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turns out that Wiebe's riterion, together with the arguments of its proof, also
produes some answers to these questions.
This riterion states that a noetherian loal ring A with a sequene x =
(x1, · · · , xn) generating its maximal ideal is a omplete intersetion of dimension
zero if and only if there is a matrix ψ ∈ An×n suh that the row-matrix x · ψ
is null while det(ψ) is nonnull. When this is the ase, det(ψ) generates the
sole of A. We all suh a matrix ψ an x-Wiebe matrix for A. With Wiebe's
riterion we an see that an x-Wiebe matrix for a ring enodes the struture
of the ring. And it turns out that the fatorizations of the x-Wiebe matries
of A orrespond to the hains of C.I.0-ideals in A, just like the fatorizations
of an element generating the sole of a Gorenstein loal ring of dimension zero
orrespond to the hains of Gorenstein ideals in that ring.
The rst setion introdues notations, desribes linkage of ompletely se-
quent sequenes in an arbitrary ommutative ring with unit and ontains some
more fats on regular sequenes in a Gorenstein loal ring.
In the seond setion, we present a slight extension of Wiebe's riterion in
the form we need. We inlude a somewhat simplied proof whih also allows
us to keep, for later use, the information given by the arguments. Doing so we
show that these C.I.0-ideals are stemming from what we all x-nie matries. By
an x-nie matrix of a noetherian loal ring A with a sequene x = (x1, · · · , xn)
generating its maximal ideal, we mean a matrix ϕ ∈ An×n suh that its deter-
minant does not belong to the ideal generated by the entries of the row-matrix
x ·ϕ. On the way, and in analogy with Wiebe's riterion, we also provide rite-
ria to reognize when the annihilator of an element is a C.I.0-ideal. We provide
many examples and small appliations.
In the intermediary third setion we ollet some fats about hains of Goren-
stein ideals in a zero-dimensional Gorenstein loal ring. They orrespond to
fatorizations of an element generating the sole 0 : M of the ring so that their
lengths are bounded by max{i |M i 6= 0}.
The fourth setion is onerned with hains of C.I.0-ideals. They are treated
in analogy with the Gorenstein ase.
To an inlusion I0 ⊂ I1 of C.I.0-ideals in any ring orresponds a fatorization
of an x-nie matrix belonging to I0, the rst fator orresponding to I1 while
the determinant of the seond fator generates, modulo I0, the annihilator of
I1/I0.
Consequently, when the ring A itself is a omplete intersetion of dimension
zero, we an produe every C.I.0-ideal and the prinipal ideal of whih this is
the annihilator by fatoring the x-nie matries belonging to the null ideal (i.e.
the x-Wiebe matries). Moreover, and in analogy with the Gorenstein ase,
we have a orrespondene between hains of C.I.0-ideals and fatorizations of
x-Wiebe matries.
At the end of the setion we raise some problems onerning the length of the
hains of C.I.0-ideals in a zero-dimensional omplete intersetion A. We know
that these lengths are bounded and we have an example of suh an A with
strit saturated hains of C.I.0-ideals of dierent length. But when do we have
a strit hain of C.I.0-ideals of the maximal length? We show that the existene
of suh a hain is related to questions onerning the minimal generators of the
maximal ideal: when is their annihilator not only Gorenstein but also C.I.0 ?
The fth setion ontains partial answers to the questions raised before. In
a zero-dimensional omplete intersetion A we rst investigate those minimal
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generators y of the maximal ideal, the annihilator of whih is C.I.0. It turns out
that, if y is a minimal generator of the maximal ideal M of A, then the ideals
yA and 0 : yA are C.I.0-ideals simultaneously, and that it is the ase exatly
when the ideal 0 : yA is also prinipal. Moreover, the existene of suh a y has
some impliations for the realizations of A.
In the sixth setion we provide a tentative lassiation of C.I.0-ideals and
a desription of the set of x-nie matries belonging to a given C.I.0-ideal.
The last setion ontains another suient ondition under whih the ideal
generated by a minimal generator of the maximal ideal of a omplete intersetion
of dimension zero is itself a C.I.0-ideal.
The seond author would like to thank Larry Smith, Göttingen. During a
workshop there, we beame aware that, from dierent perspetives, we had ome
aross similar problems. Larry pointed out [11℄ and other referenes, and made
a preliminary version of [4℄ available. In fat, proposition 1.2 is our attempt to
understand proposition VI.3.1 in this Trat.
We put this text in the arXiv, while not submitting it for publiation now. It
does not have the tight format of a researh paper. It reads more like a relaxed
ramble through a pleasant ountry side, through familiar opses and less known
spinneys. We stop by the wayside to ask questions, examine examples of the
vegetation and are not in muh of a hurry. Also, though we do provide some
insight, ertain rather natural problems remain unsolved.
1. Linkage of ompletely sequent sequenes and
appliations
Preliminaries and notations 1.1. Let a = (a1, · · · , an) be a sequene of ele-
ments of a ommutative ring A with unit. The ideal generated by this sequene
will be denoted by J(a) (or simply by (a1, · · · , an) in the examples where suh a
matrix notation is harmless). We alternatively view a as a sequene or as a row
matrix. Sometimes we also identify a map Am → An with its matrix γ in the
anonial bases, doing so, we view An as a set of olumn matries (An ≡ An×1),
so γ ∈ An×m.
Now let ϕ ∈ An×n be a square matrix of size n, so that J(a ·ϕ) ⊆ J(a). We
denote by det(ϕ) the determinant of ϕ, by ϕt the transpose of ϕ and by ϕc the
transpose of the ofator matrix of ϕ. Thus ϕc is the adjoint matrix of ϕ with
ϕ · ϕc = ϕc · ϕ = diag(det(ϕ)). From a · ϕ · ϕc = det(ϕ) · a, we dedue that
det(ϕ) ∈ J(a · ϕ) : J(a).
Muh more an be said when the sequene a · ϕ = (b1, · · · , bn) = b is om-
pletely sequent, whih means that the Koszul homology Hi(b, A) = 0 for i ≥ 1,
equivalently that the Koszul ohomologyHi(b, A) = 0 for i < n. In this ase, we
note that the sequene a is also ompletely sequent. Indeed, for any A-module
W , let h−(a,W ) = inf{i | Hi(a,W ) 6= 0}, h−(a,W ) is a natural number or ∞;
as J(b) ⊆ J(a), we have n ≤ h−(b,W ) ≤ h−(a,W ), see [9℄ or use ( [10℄, 5.3.11
and 6.1.6).
The following is probably well-known, part of it an be found in ([11℄, Satz
2) with a somewhat dierent argument, in a slightly more restrited situation
it an also be found in ([4℄, VI.3.1).
3
Proposition 1.2. Let a = (a1, · · · , an) and b = (b1, · · · , bn) be two sequenes
of elements of a ommutative ring A (with unit), suh that J(b) ⊂ J(a) and
suh that the sequene b is ompletely sequent. Let ϕ ∈ An×n be any matrix
with b = a · ϕ.
Then the sequene a is also ompletely sequent and
J(b) : J(a) = J(b) + det(ϕ)A, (1)
J(b) : (J(b) + det(ϕ)A) = J(a). (2)
Moreover, if J(a) 6= A, then det(ϕ /∈ J(b).
Proof. We already know that det(ϕ) ∈ J(b) : J(a), we also know that both
Koszul omplexes K.(b, A) and K.(a,A) are exat in positive degrees (see 1.1)
and provide nite free resolutions of A/J(b) and A/J(a). Let z ∈ J(b) : J(a).
Multipliation by z gives a ommutative diagram, where p is the natural sur-
jetion
A −→ A/J(b)
‖ ↓ p
A −→ A/J(a)
z ↓ ↓ f
A −→ A/J(b)
We lift p and f into maps of Koszul omplexes, ∧ϕ being a lifting of p :
K.(b, A) : 0 → A
bt
→ An → · · · → An
b
→ A → 0
↓ ∧ϕ ↓ det(ϕ) ↓ ↓ ϕ ‖
K.(a,A) : 0 → A
at
→ An → · · · → An
a
→ A → 0
↓ ζ ↓ c ↓ ↓ ↓ z
K.(b, A) : 0 → A
bt
→ An → · · · → An
b
→ A → 0
Both maps ζ ◦ ∧ϕ and multipliation by z are liftings of f ◦ p, they are thus
homotopi and we have a map g : An −→ A suh that (z − c ◦ det(ϕ)) = g ◦ bt.
Consequently (z − c · det(ϕ)) ∈ J(b) and J(b) : J(a) ⊆ J(b) + det(ϕ)A. The
other inlusion being already known, we have the rst equality.
On the other hand, we have
(J(b) : J(a))/J(b) ≃ HomA(A/J(a), A/J(b)) ≃ H
0(a,A/J(b)).
Now we split o the resolution of A/J(b) given by the Koszul omplexK.(b, A),
this give short exat sequenes
0→ A
(b1,··· ,bn)
t
→ An →Mn−1 → 0, · · · , 0→M1 → A→ A/J(b)→ 0,
where Mi denotes the i
th
sysygy of A/J(b). We apply the long exat sequene
of the Hi(a, ·) to these short exat sequenes. As h−(a,A) ≥ n and Hn(a,A) =
A/J(a), we obtain isomorphisms
H0(a,A/J(b)) ≃ H1(a,M1) ≃ · · · ≃ H
n−1(a,Mn−1)
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and a ommutative diagram with exat rows
0 −−−−→ Hn−1(a,Mn−1) −−−−→ H
n(a,A)
Hn(a,(b1,··· ,bn)
t)
−−−−−−−−−−−→ Hn(a,An) −−−−→ · · ·∥∥∥ ∥∥∥
A/J(a)
(b1,··· ,bn)
t
−−−−−−−→ A/J(a)n
In this diagram, the map Hn(a, (b1, · · · , bn)
t) is null sine J(b) ⊆ J(a), so that
we have
(J(b) : J(a))/J(b) ≃ H0(a,A/J(b)) ≃ Hn−1(a,Mn−1) ≃ H
n(a,A) = A/J(a).
With identity (i) in the proposition, we obtain
(J(b) + det(ϕ)A)/J(b) ≃ A/J(a),
whih gives
J(a) = AnnA((J(b) + det(ϕ)A)/J(b)) = J(b) : (J(b) + det(ϕ)A).
This last equality implies det(ϕ) /∈ J(b) when J(a) 6= A.
This proposition an be viewed as a result in linkage theory, as it desribes
a partiular ase of linkage of perfet ideals.
Remark 1.3. In the situation of the above proposition, det(ϕ) generates
Ann(J(a)/J(b)) modulo J(b), moreover, det(ϕ) belongs to the initial Fitting
ideal of J(a)/J(b) viewed as an A-module. This follows from the desription
of the initial Fitting ideal whih we now reall.
In general, if W is a nitely presented A-module and if Am
f
→ An
p
→W → 0
is a presentation of W (i.e. an exat sequene), then the initial Fitting ideal
δA0 (W ) of W is In(θ), the ideal generated by the n × n-minors of a matrix θ
representing f . Equivalently, δA0 (W ) is generated by the elements of the shape
det(g), where g : An −→ An is a map with p ◦ g = 0.
This initial Fitting ideal ofW is an invariant ofW , and we have Ann(W )n ⊆
δA0 (W ) ⊆ Ann(W ), see [5℄ . Moreover, when W is an A¯-module for some
homomorphi image A¯ of A, the initial Fitting ideal of W , viewed as an A¯-
module, is the image of δA0 (W ) in A¯.
With these remarks we obtain the following.
Corollary 1.4. In the situation of the proposition, let us denote by (·) the
images modulo J(b). We have: δA¯0 (J(a)/J(b)) = det(ϕ)A¯.
Proof. We just saw that our initial Fitting ideal δA¯0 (J(a)/J(b)) is generated by
the elements det(ϕ1), where ϕ1 ∈ A
n×n
runs among the matries suh that
a¯ · ϕ1 = 0, equivalently suh that J(a · ϕ1) ⊆ J(b). For suh a matrix ϕ1, we
saw in 1.1 that det(ϕ1) ∈ J(b) : J(a) and the latter is J(b) + det(ϕ)A by the
proposition. The onlusion follows.
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Corollary 1.5. Let (S,M ′,K) be a regular loal ring with its maximal ideal and
residue eld, and let x′ = (x′1, · · · , x
′
n) be a sequene generating M
′
minimally.
Let a′ = (a′1, · · · , a
′
n) be a maximal regular sequene in S and let ϕ
′
be any
matrix with a′ = x′ · ϕ′. Let A = S/J(a′), so that A is a omplete intersetion
of dimension zero, let M = M ′/J(a′) and let ϕ be the image of ϕ′ in A. Then
(i) socle(A) = 0 :A M = det(ϕ)A ≃ K,
(ii) det(ϕ′) /∈ J(x′ · ϕ′),
(iii) δA0 (M) = det(ϕ)A 6= 0,
(iv) det(ϕ′) ∈ I ′ for every ideal I ′ of S′ ontaining J(x′ · ϕ′) properly.
Terminology 1.6. Note that an artinian loal ring has two natural invariants,
its embedding dimension, namely the minimal number of generators of its
maximal ideal M , and its exponent, whih is min{r ∈ N0 |M r = 0}.
Corollary 1.7. Let A be a omplete intersetion of dimension 0 and embedding
dimension n. Let M be the maximal ideal of A. Then Mn 6= 0, i.e. the exponent
of A is stritly greater than its embedding dimension.
Proof. We an write A = S/J(a′), where S and a′ are as in orollary 1.5 of whih
we preserve the notations, thus dim(S) = n. Sine the embedding dimension of
A is the dimension n of S, J(a′) ⊂M ′2 and the matrix ϕ′ has its entries in M ′,
thus det(ϕ) ∈Mn, but det(ϕ) 6= 0.
Let us go bak to proposition 1.2, searhing for some partial onverse. More
preisely, in the situation of this proposition 1.2, we retain that, if J(a) 6= A and
if the sequene b = a·ϕ is regular, then so is the sequene a and det(ϕ) /∈ J(a·ϕ),
and we wonder about a onverse to this?
We shall see that it holds under some rather restritive though very inter-
esting hypothesis, see the important proposition 2.1.
We note that it fails in general, see the following.
Example 1.8. Let A = K[[X,Y, ]], where K is a eld. Put a = (X2, Y ),
ϕ =
(
1 0
0 X
)
. The sequene a is regular, the sequene a · ϕ = (X2, XY ) is
not regular and det(ϕ) = X /∈ J(a ·ϕ). However, the primary deomposition of
the ideal J(a · ϕ) is (X2, XY ) = (X2, Y ) ∩ (X) and det(ϕ) = X belongs to the
primary omponents of minimal height of the ideal J(a · ϕ).
Now we present a partial onverse to proposition 1.2. First we reall some
elementary fats about linkage in a Gorenstein loal ring.
Denition 1.9. An ideal I of a noetherian loal ring is alled purely unmixed
or of pure height if its primary omponents have all the same height.
In general, the purely unmixed ideal Iu assoiated to I is the larger ideal
whih is the intersetion of all the primary omponents of I of minimal height
(these are uniquely determined).
The following is well-known.
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Lemma 1.10. Let I be a grade g ideal in a Gorenstein loal ring A and let
y = (y1, · · · , yg) be a maximal regular sequene ontained in I.
Then J(y) : I is a purely unmixed ideal of grade g and J(y) : (J(y) : I) = Iu.
Proof. Reall that grade and height oinide for an ideal in a Gorenstein loal
ring. Reall also that the ideal J(y) : I is always purely unmixed and that
I = J(y) : (J(y) : I) in the ase I itself is purely unmixed, these fats are well
known and an be found in many papers, see for example [6℄ or [8℄.
If the ideal I is not purely unmixed, let I = Q1 ∩ · · · ∩Qk ∩Qk+1 ∩ · · · ∩Qℓ
be a primary deomposition of I, where grade(Qi) = g for 1 ≤ i ≤ k and
grade(Qj) > g for k < j ≤ ℓ. With these notations we have Iu = Q1 ∩ · · · ∩Qk.
As grade(Qk+1 ∩ · · · ∩ Qℓ) > g, the regular sequene y = (y1, · · · , yg) an be
extended to a regular sequene y′ = (y1, · · · , yg, z) ontained in Qk+1∩· · ·∩Qℓ.
We then have z · Iu ⊂ I, this implies ∀t ∈ J(y) : I, t · z · Iu ⊂ J(y) and also
t · Iu ⊂ J(y) sine the sequene y
′
is regular. Thus J(y) : I ⊂ J(y) : Iu; the
other inlusion being obvious we have the wanted equality.
Proposition 1.11. Let A be a Gorenstein loal ring and let a = (a1, · · · , an)
and b = (b1, · · · bn) be two sequenes in A suh that J(b) ⊆ J(a) and
grade(J(b)) < grade(J(a)) . Let ϕ ∈ An×n be any matrix suh that J(a · ϕ) ⊆
J(b).
Then det(ϕ) ∈ J(b)u.
Proof. Let y = (y1, · · · , yg) be a maximal regular sequene in J(b), g =
grade(J(b)). Sine det(ϕ) · J(a) ⊂ J(b) by 1.1, we have
∀t ∈ J(y) : J(b), t · det(ϕ) · J(a) ⊆ J(y).
Sine J(a) ontains an element z regular on A/J(y) beause grade(J(b)) <
grade(J(a)), we also have
∀t ∈ J(y) : J(b), t · det(ϕ) ∈ J(y).
Thus det(ϕ) ∈ J(y) : (J(y) : J(b)) and this last ideal is the purely unmixed
ideal J(b)u, see 1.10.
Remark 1.12. In the situation of proposition 1.11, we also have
δ0A(J(a)/J(b)) ⊆ J(b)u (see the desription of the initial Fitting ideal given
in 1.3).
Corollary 1.13. Let A be a Gorenstein loal ring and let a = (a1, · · · , an) be
a regular sequene in A. Let b = (b1, · · · bn) be another sequene in A suh that
J(b) ⊆ J(a) and let ϕ ∈ An×n be any matrix suh that b = a · ϕ.
Then the sequene b is regular if and only if det(ϕ) /∈ J(b)u.
Proof. If the sequene b is regular, then the ideal J(b) is purely unmixed, equal
to J(b)u, and det(ϕ) /∈ J(b)u by proposition 1.2.
If the sequene b is not regular, then grade(J(b)) < grade(J(a)) and the
onlusion follows from proposition 1.11.
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2. Wiebe's riterion
Here is another onverse to proposition 1.2. It is also a key argument in Wiebe's
riterion ([11℄, Satz 1 and its proof), see also ([1℄, theorem 2.3.16 and its proof).
Proposition 2.1. (Wiebe)Let S be a regular loal ring with a sequene x =
(x1, · · · , xn) in S generating its maximal ideal M minimally. Let ϕ ∈ S
n×n
and
x · ϕ = a = (a1, · · · , an).
Then det(ϕ) /∈ J(x · ϕ) if and only if the sequene a = x · ϕ is a maximal
regular sequene in S.
Proof. The if part is in proposition 1.2.
So assume that the sequene a is not regular and let us then prove that
det(ϕ) ∈ J(x · ϕ).
For every natural number t, we rst onstrut indutively a sequene a′′ =
(a′′1 , · · · , a
′′
n) in M
t+1
suh that the modied sequene a′ = a + a′′ is regular.
Assume we already onstruted a′′1 , · · · , a
′′
i , 0 ≤ i < n. Let p1, · · · , ps be the
distint assoiated prime ideals of J(a′1, · · · , a
′
i), enumerated in suh a way that
ai+1 ∈ p1∩· · ·∩pr and ai+1 /∈ pr+1∪· · ·∪ps, 0 ≤ r ≤ s. These prime ideals have
all height i < n = dimS. With prime avoidane, we pik b ∈M t+1\(p1∪· · ·∪ps)
and c ∈ (pr+1 ∩ · · · ∩ ps) \ (p1 ∪ · · · ∪ pr). We then put a
′′
i+1 = bc and we observe
that a′i+1 = ai+1 + bc /∈ (p1 ∪ · · · ∪ ps). Thus the sequene (a
′
1, · · · , a
′
i, a
′
i+1) is
regular. We now have our sequene a′′.
As the sequene a′′ has its entries in M t+1, we have a matrix ϕ′′ ∈ Sn×n
with entries in M t suh that a′′ = x · ϕ′′. We put ϕ′ = ϕ + ϕ′′, so that
a′ = x · ϕ′. As ϕ and ϕ′ are equivalent modulo M t, so are their determinants:
det(ϕ) − det(ϕ′) ∈M t.
Put I = J(x · ϕ), I ′ = J(x · ϕ′). We have: I ′ ⊆ I +M t+1 ( I +M t, the seond
inlusion is strit beause, by assumption, dim(S/I) > 0. Beause the sequene
a′ = x · ϕ′ is regular, we then have: det(ϕ′) ∈ I +M t (1.5 (iv)).Then we also
have det(ϕ) ∈ I+M t. As this holds for every natural number t, we obtain with
Krull's intersetion theorem what we want: det(ϕ) ∈ I = J(x · ϕ).
The ondition on ϕ in the above proposition will play a entral role in the
study of C.I.0-ideals. Let us retain it.
Denition 2.2. Let A be a noetherian loal ring with a sequene x =
(x1, · · · , xn) generating its maximal ideal (not neessarily minimally).
A matrix ϕ ∈ An×n is alled x-nie when det(ϕ) /∈ J(x · ϕ). An x-nie
matrix ϕ is said to belong to the ideal J(x · ϕ) and two x-nie matries are
alled equivalent if they belong to the same ideal.
We shall also need the following.
Denition 2.3. When the loal ring A is a homomorphi image of a regular
loal ring S, A ≃ S/Q, we say that (S,Q) is a realization of A. Let x =
(x1, · · · , xn) be a sequene in A generating its maximal ideal M (not neessarily
minimally).By an x-realization (S,Q, x′) of A , we mean a realization (S,Q)
of A with a sequene x′ = (x′1, · · · , x
′
n) in S generating the maximal ideal M
′
of S minimally, and suh that the image of x′i in A is xi.
With Cohen's struture theorem, every omplete loal ring with a sequene
x as above has an x-realization.
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We are ready to present a slight extension and a more preise version of
Wiebe's riterion, in the form we want for later use. In partiular, we state
some fats for rings of positive dimension.
Theorem 2.4. Let A be a noetherian loal ring with a sequene x = (x1, · · · , xn)
generating its maximal ideal M (not neessarily minimally).Let I be an ideal in
A, put A¯ = A/I and let us denote by (·) the images modulo I. Then the following
onditions are equivalent:
(i) the ring A¯ is a omplete intersetion of dimension 0,
(ii) δA¯0 (M) 6= 0,
(iii) there is a matrix ϕ ∈ An×n with J(x · ϕ) ⊆ I and det(ϕ) /∈ I.
When these onditions are satised, let ϕ be a matrix as in (iii), let (S,Q, x′)
be an x¯-realization of A¯, and let ϕ′ ∈ Sn×n be a matrix whose image in A¯ is ϕ.
Then:
(a) the sequene x′ ·ϕ′ is a maximal regular sequene in S and Q = J(x′ ·ϕ′),
(b) 0 :A¯ M = det(ϕ)A¯ = δ
A¯
0 (M),
() ϕ is an x-nie matrix belonging to I: I = J(x · ϕ) and J(x · ϕ) : M =
J(x · ϕ) + det(ϕ)A.
Proof. (i)⇒ (ii). This is a onsequene of orollary1.5 (iii).
(ii) ⇔ (iii). This follows from the desription of the initial Fitting ideal
given in 1.3 and lifting from A¯ to A.
(iii)⇒ (i), (a), (b). Let ˆ¯A be the M -adi ompletion of A¯, A¯ ⊆ ˆ¯A and let
(S,Q, x′) be an x¯-realization of ˆ¯A, ˆ¯A = S/Q.
A S
↓ ↓
A/I = A ⊆ Aˆ = S/Q
Let ϕ′ be a lifting of ϕ in S. As by assumption J(x¯ ·ϕ) = 0 and det(ϕ) 6= 0,
we have J(x′ · ϕ′) ⊆ Q and det(ϕ′) /∈ Q.
Thus det(ϕ′) /∈ J(x′ ·ϕ′), the sequene x′ ·ϕ′ is a maximal regular sequene in
S, see proposition 2.1, and det(ϕ′) belongs to every ideal of S ontaining stritly
J(x′ ·ϕ′), see orollary 1.5(iv). But det(ϕ′) /∈ Q, so the inlusion J(x′ ·ϕ′) ⊆ Q
is in fat an equality, this takes are of (a). Moreover we just saw that
ˆ¯A = S/Q
is a omplete intersetion of dimension 0, thus A¯ also has dimension 0 and we
have A¯ = ˆ¯A = S/J(x′ · ϕ′). Now (b) follows from orollary 1.5(i)(iii).
(iii)⇒ (c). We already proved the equivalene of (i), (ii), (iii). So let ϕ be
a matrix as in (iii). As det(ϕ) /∈ J(x · ϕ), this equivalene, applied to the ideal
J(x · ϕ) of A, tells us that this ideal is also a C.I.0-ideal. As we already proved
(iii) ⇒ (b), we know that the sole of A/J(x · ϕ) is generated modulo J(x · ϕ)
by det(ϕ), whih gives us the last equality in (). But this sole is ontained in
every non null ideal of the zero-dimensional omplete intersetion A/J(x · ϕ).
As det(ϕ) /∈ I, the inlusion J(x · ϕ) ⊆ I is in fat an equality.
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Remark 2.5. Note that we have reovered, in dimension 0, a well-known fat:
when a omplete intersetion is the quotient of a regular loal ring S, it is the
quotient of S by an ideal generated by a regular sequene.
We now retain the ondition on ϕ met in the above proof.
Denition 2.6. Let A be a noetherian loal ring with a sequene x =
(x1, · · · , xn) generating its maximal ideal (not neessarily minimally). An x-
Wiebe matrix for the ring A, if it exists, is an x-nie matrix ψ belonging to
the null ideal, i.e. a matrix ψ suh that J(x · ψ) = 0 and det(ψ) 6= 0.
We summarize the information given by the preeding theorem.
Corollary 2.7. A noetherian loal ring A is a omplete intersetion of dimen-
sion 0 if and only if it has an x-Wiebe matrix for some (every) sequene x
generating its maximal ideal. When this is the ase, the determinant of an
x-Wiebe matrix generates the sole of the ring.
More generally, for any noetherian loal ring A with a sequene x generating
its maximal ideal, an ideal I of A is a C.I.0-ideal of A if and only if there is an
x-nie matrix ϕ belonging to it, i.e. a matrix ϕ suh that det(ϕ) /∈ J(x ·ϕ) = I.
When this is the ase, let us denote by (·) the images modulo I. The matrix ϕ
is then an x¯-Wiebe matrix for A¯ = A/I and socle(A¯) = det(ϕ)A¯.
Reall 2.8. In a zero-dimensional Gorenstein loal ring A, the funtion whih
assigns to eah ideal of A its annihilator is an order-reversing involution of the
set of ideals of A, see 1.10. Under this involution, the Gorenstein ideals (i.e. the
proper ideals suh that the orresponding quotient is Gorenstein ) orrespond
to the nonnull prinipal one's, see [7℄. This in essene goes bak to Maaulay
([3℄, Ch. IV), see also ([4℄, II.2 and VI.2).
As a C.I.0-ideal of A is also a Gorenstein ideal, this raises a question. For
whih b ∈ A is Ann(b) = 0 : bA a C.I.0-ideal ?
The question makes sense whatever the loal ring A is, though only loal
rings of depth null do have an element b the annihilator of whih is a C.I.0-ideal.
The answer again lies in Wiebe's riterion. More information on this will be
provided in orollary 4.6.
Corollary 2.9. Let A be a noetherian loal ring with a sequene x =
(x1, · · · , xn) generating its maximal ideal M, and let 0 6= b ∈ A.The follow-
ing onditions are equivalent:
(i) Ann(b) is a C.I.0-ideal,
(ii) ∃ϕ ∈ An×n suh that b · x · ϕ = (0, · · · , 0) and b · det(ϕ) 6= 0,
(iii) b · δA0 (b ·M) 6= 0.
Moreover, any matrix ϕ satisfying (ii) is an x-nie matrix belonging to Ann(b):
J(x · ϕ) = 0 : bA and J(x · ϕ) : M = J(x · ϕ) + det(ϕ)A.
Proof. (i)⇔ (ii) and the last assertion. This follows from theorem 2.4. Indeed,
the ondition J(x · ϕ) ⊆ Ann(b) and det(ϕ) /∈ Ann(b)" is equivalent with (ii).
(ii) ⇔ (iii). This follows from the desription of the initial Fitting ideal
given in 1.3.
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We now take some time for examples and remarks.
Remark 2.10. To obtain the x-Wiebe matries of the zero-dimensional om-
plete intersetion A with its sequene x = (x1, · · · , xn) generating its maximal
ideal, we take an x-realization (S,Q, x′) of A. With the preeding theorem, ap-
plied to the ideal Q of S, we know that this ideal Q is generated by a maximal
regular sequene, say a′ = (a′1, · · · , a
′
n). We an write a
′ = x′ · ψ′, for some
matrix ψ′ ∈ Sn×n. The image of ψ′ in A is an x-Wiebe matrix of A and it
follows from theorem 2.4 that every x-Wiebe matrix is obtained in that way.
Thus an x-Wiebe matrix for the ring A enodes the struture of A. This
is partiularly lear in the ase where the ring A is of equal harateristi and
has thus a oeient eld K. In that ase A is a quotient of a ring of formal
power series S = K[[x′1, · · · , x
′
n]], A = S/Q for an ideal Q of S generated by a
maximal regular sequene, every element a ∈ A an be written as a polynomial
expression in the xi's with oeients in K and any suh writing gives us an
element a′ ∈ S′ the image of whih in S/Q is a. Given an x-Wiebe matrix ψ
of A, it is then easy to lift it into an x′-nie matrix ψ′ ∈ Sn×n and one this
is done we have a minimal set of generators x′ · ψ′ of the ideal Q = J(x′ · ψ′).
The most simple is the x-Wiebe matrix ψ, the most simple is our minimal set
of generators of the ideal Q.
We note that, if ψ is an x-Wiebe matrix for the ring A and if θ is an invertible
matrix of the same size, then ψθ is also an x-Wiebe matrix for A. But the set
of the x-Wiebe matries of A may be larger than the set {ψθ | θ invertible}.
(The equivalene lass of an x-nie matrix will be desribed in 6.10 .)
Note also that the invertible matries of the right size are exatly the x-nie
matries belonging to the maximal ideal of A.
Example 2.11. Let A = K[X,Y ]/(XY,X3 + Y 3), where K is a eld, and
let us denote by x, y the images of X and Y in A. This ring A is loal with
maximal ideal generated by the sequene (x, y) and is a omplete intersetion
of dimension zero. Here are two (x, y)-Wiebe matries for A
ψ1 =
(
y x2
0 y2
)
ψ2 =
(
0 x2
x y2
)
.
We do not have a matrix θ suh that ψ2 = ψ1θ (look at the (2,1)-entries:
x /∈ y2A).
Remark 2.12. In a noetherian loal ring with a sequene x generating its
maximal ideal, we an have a matrix β of the right size whih is not x-nie,
though the ideal J(x ·β) is a C.I.0-ideal. But then we shall have another matrix,
say ϕ, not unique, whih is x-nie and for whih J(x ·β) = J(x ·ϕ). The easiest
example of this phenomenon is the null matrix of the right size in a omplete
intersetion of dimension 0.
Example 2.13. (Wiebe) Let A = K[[X,Y, Z]]/(X2, Y 2, Z2), where K is a eld.
As usual, denote by x, y, z the images of X , Y , Z in A. The ring A is loal
with maximal ideal M generated by the sequene (x, y, z).
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Here the matrix

 x 0 00 y 0
0 0 z


is an (x, y, z)-Wiebe matrix of A,
and we have: 0 : M = xyzA = M3 6= 0, M4 = 0.
Let c ∈ K and ϕ =

 1 0 0−c y 0
0 0 z


.
We have: (x + cy) · (x, y, z) · ϕ = (cxy, xy, xz + cyz) · ϕ = (0, 0, 0) and
(x + cy) · det(ϕ) = xyz 6= 0. With orollary 2.9, we nd that Ann(x + cy) =
J((x, y, z) · ϕ) = (x − cy)A is a C.I.0-ideal.(Diret omputations work as well.)
Look now at the element x+y+z of A. When the harateristi of K in not
2, a diret omputation shows that Ann(x+ y+ z) = J(xy − xz, xy− yz), thus
the Gorenstein loal ring A/Ann(x+ y + z) has embedding dimension 3, while
the third power of its maximal ideal is null, suh a ring annot be a omplete
intersetion, see orollary 1.7.
We end this setion with small but funny appliations of the ideas developed
here.
Proposition 2.14. Let A be a noetherian loal ring of embedding dimension
2 and let (x, y) be a sequene generating its maximal ideal. If xy = 0 and
xA ∩ yA 6= 0, then A is a omplete intersetion of dimension 0.
Proof. Indeed, ∃c, d ∈ A with xc = yd 6= 0. Now the matrix
(
c 0
−d x
)
is an
(x, y)-Wiebe matrix of A.
Note that the onditions xy = 0 and xA ∩ yA 6= 0 are satised for the ring
of the example 2.11.
In example 2.13 we have seen a omplete intersetion of dimension zero with
a Gorenstein ideal whih is not a C.I.0-ideal. Suh a phenomenon annot our
in embedding dimension two. Indeed, a grade two ideal I of a regular loal ring
S suh that the quotient ring S/I is Gorenstein is always a omplete intersetion
ideal.
In partiular, we have the following proposition, whih again goes bak to
Maaulay. It will be useful to provide and understand some examples (see 3.4).
We present a rather unusual proof of it based on the preeding onsiderations.
Proposition 2.15. A Gorenstein loal ring A of dimension 0 and embedding
dimension at most 2 is a omplete intersetion.
Proof. The ase of embedding dimension less than 2 is obvious. So, let (x, y)
be a sequene generating minimally the maximal ideal M of A. The quotient
ring A/xA, having embedding dimension 1, is the quotient of a disrete valua-
tion ring. Thus the zero-dimensional ring A/xA is a omplete intersetion and
Gorenstein, and the ideal 0 : xA is prinipal, say 0 : xA = zA for some z ∈ M .
Let c ∈ A be an element whih generates, modulo xA, the sole of A/xA.
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We have: xz = 0, xA = 0 : zA, c /∈ xA, c ·M ⊆ xA. Thus cz 6= 0 and
yc = xd for some d ∈ A.
With this we see that the matrix
(
z −d
0 c
)
is an (x, y)-Wiebe matrix for
A.
We also note that the entries of this matrix are not invertible.
With the above proof we reover a probably rather well-known fat, whih
an also be viewed as a fat onerning the intersetion of two algebrai plane
urves, maybe slightly generalized.
Corollary 2.16. Let S be a regular loal ring of dimension two, of maximal
ideal M ′.
For any parameter ideal Q ⊂ M ′2 of S, for all x′ ∈ M ′ \M ′2, there exist
z′ ∈M ′, g′ ∈M ′2 suh that the sequene (x′z′, g′) generates Q.
Proof. Let (x′, y′) be a sequene in S generating M ′ minimally. The ring A =
S/Q is a omplete intersetion of dimension zero and embedding dimension two,
and its maximal ideal M is minimally generated by the sequene (x, y), where
x, y denote the images of x′, y′ in A. We lift the (x, y)-Wiebe matrix for A
ψ =
(
z −d
0 c
)
given by the above proof into a matrix ψ′ =
(
z′ −d′
0 c′
)
∈
Sn×n. With (2.4 (a)) we have that the ideal Q of S is generated by the sequene
(x′, y′) · ψ′ = (x′z′, c′y′ − d′x′).
In higher dimension, we shall have an analogous result as soon as the quotient
ring S/Q has a minimal generator of its maximal ideal, the annihilator of whih
is C.I.0, see 5.5.
3. Chains of Gorenstein ideals
In this intermediary setion we ollet some fats about hains of Gorenstein
ideals. In an Gorenstein ring of dimension zero they orrespond to a fator-
ization of an element v generating the sole of the ring. As C.I.0-ideals are
Gorenstein, this will also yield a few basi fats about hains of C.I.0-ideals, the
objet of the next setion. And sine in this paper we are mainly onerned
with C.I.0-ideals, most of our examples will be C.I.0-examples.
Observations 3.1. Let A be a zero-dimensional Gorenstein loal ring . We
reall that the Gorenstein ideals of A are exatly the annihilators of the nonnull
prinipal one's, see 2.8, and that the maximal ideal M is the annihilator of the
sole 0 : M of A whih is prinipal.
Thus an inlusion of Gorenstein ideals in A
I0 ⊆ I1
orresponds to an inlusion of nonnull prinipal ideals
b1A = 0 : I1 ⊆ 0 : I0 = b0A
In this situation, we write b1 = c · b0 for some c in A.
We then have
I0 : I1 = I0 + cA.
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Indeed, c · I1 ⊂ I0 beause b0 · c · I1 = b1 · I1 = 0. On the other hand, if
t ·I1 ⊂ I0 for some t ∈ A, then b0 ·t ·I1 = 0, b0 ·t ∈ 0 : I1 = b1A and b0 ·t = b1 ·a
for some a ∈ A. But then we have b0 · t = b0 · c · a and t− ca ∈ I0.
And we onlude that the inlusion I0 ⊆ I1 is strit exatly when c is not
invertible (I0 = I1 ⇔ I0 : I1 = A⇔ I0 + cA = A⇔ c is invertible).
Thus a fatorization of any nonnull element b ∈ A orresponds to a hain of
Gorenstein ideals with 0 : bA as its largest term and onversely.
On the other hand, remember that a loal artinian ring A is Gorenstein of
exponent t + 1 if and only if 0 : M = sole(A) = vA = M t for some nonnull
v ∈ A, that this v then is a produt v = at · · · a1 with eah ai ∈ M \M
2
, and
that this sole vA is ontained in every nonnull ideal of A.
So let v be an element of A generating its sole. For any Gorenstein ideal
I0 = 0 : b0A of our Gorenstein loal ring A, b0 6= 0, we thus an write v = hb0
for some h ∈ A. By the above suh an h generates modulo I0 the sole of A/I0
and every fatorization
h = cj · · · c1
orresponds now to a hain of Gorenstein ideals with I0 = 0 : b0A as its smaller
term
I0 ⊂ I1 ⊂ · · · ⊂ Ij = M
where Ii = 0 : (ci · · · c1b0)A for 1 ≤ i ≤ j.
In partiular, a strit saturated hain
0 ⊂ I1 ⊂ · · · ⊂ Is = M
of Gorenstein ideals orresponds to a strit saturated hain of nonnull prinipal
ideals and to a fatorization
v = as · · ·a1
of any element v ∈ A generating the sole of A, in suh a way that
Ii = 0 : (ai · · ·a1)A
We note that the elements ai ourring in the fatorization are not invertible
beause the hain we started with was strit, and we onlude that M s 6= 0.
This gives us a bound on the length of hains of Gorenstein ideals in A. We
also note that these ai's annot be written as a produt of two non invertible
elements beause the hain was saturated.
Now, if our Gorenstein loal ring A has exponent t+1, i.e. if 0 : M = vA =
M t, sine this nonnull element v generating the sole of A may be written as a
produt of t elements of M , we have a hain of Gorenstein ideals of the maximal
length t. However, we may have a strit saturated hain of C.I.0-ideals of length
less than t, as we shall see in the examples below.
First we summarize part of our observations.
Proposition 3.2. Let A be a zero-dimensional Gorenstein loal ring with max-
imal ideal M .
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(i) A nonnull Gorenstein ideal (0 : bA) ontains stritly another nonnull
Gorenstein ideal exatly when the element b an be written as a produt of two
non invertible elements.
(ii) A hain of Gorenstein ideals 0 ⊂ I1 ⊂ · · · ⊂ Ir = M orresponds to a
fatorization v = ar · · · a1 of an element v generating the sole (0 : M) of A in
suh a way that Ii = 0 : (ai · · · a1).
In this orrespondene we have Ii−1 : Ii = Ii−1 + aiA
and Ii : M = Ii + (ar · · · ai+1)A.
The hain is strit if and only if the ai's are non invertible.
(iii) Assume that the exponent of A is t + 1, whih means M t 6= 0 and
M t+1 = 0, then any strit hain of Gorenstein ideals has length at most t and
there is a hain of the right length t.
In partiular, if 0 6= b ∈ M i, then M t+1−i ⊆ (0 : bA), so that
exponent(A/(0 : bA)) ≤ (t+1− i) and a hain of Gorenstein ideals with (0 : bA)
as its smaller term has length at most t− i.
In the above, we note that the inequality "exponent(A/(0 : bA)) ≤ (t+1−i)"
may be strit, see 3.7.
Example 3.3. Let A = K[X,Y, Z, T ]/(X2, Y 2, Z2, T 2), where K is a eld . As
usual, denote by x, y, z, t the images of X , Y , Z, T in A. This ring A is a
Gorenstein loal ring (and even a omplete intersetion of dimension zero) with
maximal ideal M generated by the sequene (x, y, z, t). Here M4 6= 0,M5 = 0
and 0 : M = (xyzt)A, our ring A has exponent 5 and we have a strit hain of
Gorenstein ideals of length 4.
But we shall provide a nonnull element of M2 whih annot be written as
the produt of two non invertible elements of A. With the above proposition
we know that the annihilator of suh an element is a Gorenstein ideal, minimal
among the nonnull Gorenstein ideals of A, and we also know that every strit
saturated hain of Gorenstein ideals passing through this annihilator has length
at most 3.
We laim that (xy + xz + zt) is suh an element. Indeed, as our ring A is
graded, if (xy+ xz+ zt) is the produt of two non invertible elements, it is also
the produt of two elements of degree 1 and we have
xy + xz + zt = (ax+ by + cz + dt) · (a′x+ b′y + c′z + d′t),
for some a, b, c, d, a′, b′, c′, d′ ∈ K.
We must have ab′ + ba′ = 1, so one at least of the two elements ab′, ba′ is
invertible, say ab′ 6= 0.
We must have cd′ + dc′ = 1, so again one of the two elements cd′, dc′ is
nonnull, say cd′ 6= 0 (the ase where dc′ is nonnull is similar to this one).
We also have bc′ + cb′ = 0. Sine c 6= 0 6= b′, we also have bc′ 6= 0 and we
may write b′ = ub, c′ = −uc for some 0 6= u ∈ K.
We now have 0 = bd′ + db′ = bd′ + dub and we already know that
b 6= 0 6= d′. Thus we also have d′ = −ud and d 6= 0.
We also have ad′ + da′ = 0. With the preeding we then have −uad+
a′d = 0 and we already know d 6= 0. We obtain a′ = ua.
Finally, sine we also have ac′+ca′ = 1, we obtain −uac+ca′ = 1 and
a′ − ua = c−1, in ontradition with a′ = ua
Note that the Gorenstein ideal I = 0 : (xy + xz + zt)A is not a C.I.0-
ideal. Indeed, omputations show that I ⊂ M2, thus the quotient ring A/I
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has embedding dimension 4, while its exponent is at most 4 sine 0 6= I ⊃
Sole(A) = M4. Suh a ring annot be a omplete intersetion of dimension
zero, see 1.7. (In fat, with 3.5, we exatly have exponent(A/I) = 3.)
Example 3.4. Let A = Q[X,Y ]/(X3, Y 3]], where Q is the eld of rational
numbers. This ring is Gorenstein loal, (it is even a omplete intersetion of
dimension zero), with our usual notations its maximal ideal M is generated by
the sequene (x, y) and we have M4 6= 0, M5 = 0 and (0 : M) = (x2y2)A,
this ring A has exponent 5.
With arguments similar to those used in the preeding example, we see that
the element x2 + y2 annot be written as the produt of two elements in M .
Here again, as in the preeding example, any strit saturated hain of Gorenstein
ideals passing through (0 : (x2 + y2)A) has length at most 3, though we have
other strit hains of length 4.
But this example is also a C.I.0-example. Indeed, the embedding dimension
of A is 2, so that every Gorenstein ideal of A is also a C.I.0-ideal, see proposition
2.15. We have here a omplete intersetion of dimension zero and exponent 5
with a strit saturated hain of C.I.0-ideals of length less than 4.
Let us now provide an (x, y)-nie matrix belonging to (0 : (x2 + y2)A). Let
ϕ =
(
y −x
0 y
)
. We have (x2+y2)·(x, y)·ϕ = (x2+y2)·(xy,−x2+y2) = (0, 0)
and (x2+y2)det(ϕ) = x2y2 6= 0. We onlude with 2.9 that ϕ is an x-nie matrix
belonging to (0 : (x2 + y2)A) = (xy, y2 − x2).
Finally, let us here exhibit another phenomenon. Under the orrespondene
between hains of Gorenstein ideals and fatorizations of an element v gener-
ating the sole observed in 3.1, it is quite lear that a strit saturated hain of
Gorenstein ideals orresponds to a fatorization of v whih annot be rened, in
whih all the fators are not produts of two non invertible elements. However
the onverse is not true. In our ring A, the sole is generated by x2y2. The
length three fatorization x2y2 = (x2 + y2) · y · y annot be rened, though the
orresponding hain 0 ⊂ (0 : yA) ⊂ (0 : y2A) ⊂ (0 : vA) = M is not saturated
and may be rened to 0 ⊂ (0 : yA) ⊂ (0 : y2A) ⊂ (0 : y2xA) ⊂ (0 : vA) = M ,
this extended hain orresponding to the length four fatorization v = x ·x ·y ·y.
This example will be revisited in 4.15.
Remark 3.5. It is worthwhile to note that the zero-dimensional Gorenstein
loal rings rings in the preeding examples are positively graded, with the
maximal ideal generated by the homogeneous elements of degree 1, while their
homogeneous elements of degree zero form a eld .
A zero-dimensional Gorenstein loal ring, when positively graded, enjoys
more symmetry and has nier properties than a non-graded one. We now reall
some of them.
So let A be a positively graded zero-dimensional Gorenstein loal ring, and
let t + 1 be the exponent of A, whih means that its maximal ideal satises
M t 6= 0, M t+1 = 0.
We rst note that the sole (0 : M) = M t of A, whih is prinipal isomorphi
to K = A/M , is a homogeneous ideal. We also note that, if 0 6= v ∈ M t, then
v is homogeneous of degree t and generates M t.
Moreover, if we have a fatorization of suh a v generating M t, v = hb,
where b is homogeneous of degree i, 0 < i ≤ t, then we also have v = ht−ib,
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where hj denotes the degree j omponent of h. Thus ht−i generates modulo
(0 : bA) the sole of the graded Gorenstein loal ring A/(0 : bA). This implies
that M t−i * (0 : bA) and that (A/(0 : bA)) has exponent exatly (t + 1 − i)
(sine obviously M t+1−i ⊂ (0 : bA)).
With the above we also an see that the multipliation in A indues an exat
pairing
M i/M i+1 ×M t−i/M t−i+1 →M t ≃ K = A/M
so that the K-vetor spaes M i/M i+1 and M t−i/M t−i+1 have the same nite
dimension. This again was already observed by Maaulay in [3℄.
A non graded example without the above property will be given in 3.7.
We now provide some easy fats onerning hains of Gorenstein ideals of
the maximal length and those minimal nonnull Gorenstein ideals whih an be
the starting point of a suh a hain. This will also be useful in the next setion
where we shall look at the more partiular hains of C.I.0-ideals.
Proposition 3.6. Let A be a Gorenstein loal ring of dimension zero and expo-
nent t+1 and let v be an element generating the sole of A: 0 : M = M t = vA.
(i) Let 0 ⊂ I1 ⊂ · · · ⊂ It = M be a strit hain of Gorenstein ideals of the
maximal length t and let v = dt · · · d1 be a fatorization of v assoiated to this
hain as in 3.2.
Then eah di is a minimal generator of the maximal ideal M of A and
exponent(A/Ii) = exponent(A)− i.
In partiular the Gorenstein ideal I1 is the annihilator of a minimal generator
of the maximal ideal and exponent(A/I1) = exponent(A)− 1.
(ii)(a) Let I be another Gorenstein ideal of A suh that exponent(A/I) =
exponent(A) − 1.
Then the prinipal ideal (0 : I) is generated by an element y ∈M \M2.
(b) Conversely, if A is positively graded with its maximal ideal generated
by the homogeneous elements of degree 1, and if y is a homogeneous minimal
generator of the maximal ideal, then the Gorenstein ideal (0 : yA) has the prop-
erty that exponent(A/(0 : yA)) = exponent(A) − 1.
Proof. (i) With 3.1 or 3.2 we know that the di's are non invertible. Sine
their produt generates M t, we must have di /∈M
2 ∀i, 1 ≤ i ≤ t,.
With 3.1 or 3.2 we have (0 : d1A) = I1.
Sine the nonnull ideal I1 ontains the sole 0 : M = M
t
of A, we have
exponent(A/I1) ≤ t. On the other hand, A/I1 ontains a strit hain of Goren-
stein ideals of length t − 1, so with 3.2 we also have exponent(A/I1) ≥ t. The
general assertion on exponent(A/Ii) is obtained by iteration.
(ii)(a) Let (0 : I) = yA and write v = hy, where v generates the sole M t
of A. By hypothesis we have M t−1 * I and we know with 3.1 that h generates
modulo I the sole of A/I whih is ontained in any nonnull ideal of A/I. From
this we onlude h ∈M t−1+ I. This, together with yI = 0 and v = hy, implies
y /∈M2, but y ∈M sine I 6= 0.
(b) This follows from 3.5 sine here y is homogeneous of degree 1.
As announed after 3.2, we note that the onverse of (ii)(a) in the above
proposition fails in general, see the following.
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Example 3.7. Let A = K[X,Y ]/(XY, Y 2 − X3), where K is a eld and let
x, y be as usual the images of X and Y in A.
This ring is again a omplete intersetion of dimension zero, thus Gorenstein.
With our usual notations its maximal idealM is generated by the sequene (x, y)
and we have xy = 0, y2 = x3, y3 = x4 = 0, sole(A) = M3 = x3A = y2A. This
ring has exponent 4.
In this ring we have y · (x, y) ·
(
1 0
0 y
)
= (0, 0) and y · det
(
1 0
0 y
)
6= 0.
With 2.9, this tells us that the Gorenstein ideal 0 : yA is also a C.I.0-ideal, that
0 : yA = J((x, y) ·
(
1 0
0 y
)
) = xA. But the quotient ring A/xA ≃ K[Y ]/(Y 2)
has exponent 2 < 4− 1, though y ∈M \M2.
4. Matrix fatorizations and hains of C.I.0-ideals
Now we turn to hains of C.I.0-ideals in any noetherian loal ring A with a
sequene x = (x1, · · · , xn) generating its maximal ideal. We know that C.I.0-
ideals orrespond to x-nie matries, though this orrespondene is not bijetive,
there are a lot of x-nie matries belonging to the same C.I.0-ideal. Anyway,
we shall see that the fatorizations of the x-nie matries belonging to a C.I.0-
ideal I orrespond to the asending hains of C.I.0-ideals starting at I, just like
the fatorizations of an element v generating the sole of a zero-dimensional
Gorenstein loal ring A orrespond to the hains of Gorenstein ideals in A.
First we look at an inlusion I0 ⊆ I1 of C.I.0-ideals in A and we explore the
relationships between the x-nie matries belonging to I1 and those belonging
to I0.
Proposition 4.1. Let A be a noetherian loal ring with a sequene x =
(x1, . . . , xn) generating its maximal ideal M . Let ϕ0 be an x-nie matrix be-
longing to a C.I.0-ideal I0 and assume we have a fatorization ϕ0 = ϕ1 · γ.
Then we have:
(i) ϕ1 is an x-nie matrix and J(x · ϕ0) ⊆ J(x · ϕ1),
(ii) J(x · ϕ1) : M = J(x · ϕ1) + det(ϕ1)A,
(iii) J(x · ϕ0) : det(γ) = J(x · ϕ1),
(iv) J(x · ϕ0) : J(x · ϕ1) = J(x · ϕ0) + det(γ)A.
Moreover, the inlusion (i) is strit if and only if the matrix γ is not invert-
ible, while J(x · ϕ1) 6= M if and only if ϕ1 is not invertible.
Proof. Assume that the matrix ϕ1 is not x-nie. Then det(ϕ1) ∈ J(x · ϕ1) and
there is a olumn matrix α ∈ An×1 with det(ϕ1) = x · ϕ1 · α. We then have
det(ϕ0) = det(γ) ·det(ϕ1) = det(γ) ·x ·ϕ1 ·α = (x ·ϕ1 ·γ ·γ
c) ·α = (x ·ϕ0) ·(γ
c ·α)
where γc denotes the adjoint matrix of γ. This means that det(ϕ0) ∈ J(x ·ϕ0),
in ontradition with the hypothesis on ϕ0. Thus ϕ1 is x-nie and I1 = J(x ·ϕ1)
is a C.I.0-ideal ontaining I0.
The equality (ii) is already known, see orollary 2.7.
We also have: det(γ)·x·ϕ1 = x·ϕ1·γ·γ
c = (x·ϕ0)·γ
c
, so that det(γ)·J(x·ϕ1) ⊆
J(x ·ϕ0). Moreover det(γ) ·det(ϕ1) = det(ϕ0) /∈ J(x ·ϕ0). Corollary 2.9 applied
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to the ring A/I0 and the image of det(γ) in that ring gives the third equality,
and the last one follows with reall 2.8
Finally, when γ is not invertible we see with equality (iv) that the inlusion
(i) is strit and when ϕ1 is not invertible we see with equality (ii) that J(x·ϕ1) 6=
M .
As we are looking at matrix fatorizations, the following terminology will be
onvenient.
Denition 4.2. Let A be a ommutative ring (with unit) and let γ ∈ An×n be
a non invertible matrix. We say that this matrix γ is deomposable (in A) if
it an be written as the produt of two non invertible matries of An×n. If not,
we say that γ is indeomposable (in A).
Remark 4.3. The above proposition tells us that, when an x-nie matrix ϕ0 is
deomposable, the orresponding ideal I0 is stritly ontained in another C.I.0-
ideal I1 6= M . We shall see in a moment that, if we have a strit hain of C.I.0-
ideals I0 & I1 & M , then there is a deomposable x-nie matrix belonging to
I0. However some other x-nie matries belonging to this same ideal I0 may be
indeomposable. The easiest example of this phenomenon is an indeomposable
x-Wiebe matrix for a loal ring of embedding dimension at least two. ( Observe
that a noetherian loal ring of embedding dimension at least two always has a
non trivial quotient of embedding dimension one and thus a non trivial C.I.0-
ideal I, 0 6= I 6= M , sine a noetherian loal ring of embedding dimension one is
neessarily a omplete intersetion). Suh an example will be given at the end
of this setion, see 4.14.
Before going the other way, we need some preliminaries.
Lemma 4.4. Let A be a noetherian loal ring with a sequene x = (x1, · · · , xn)
generating its maximal ideal, let I be an ideal of A and let us denote by (·) the
images modulo I.
Let ϕ ∈ An×n be a matrix suh that the matrix ϕ is an x-nie matrix.
Then the matrix ϕ itself is an x-nie matrix and J(x · ϕ) ⊇ I.
Proof. The hypothesis on ϕ means that det(ϕ) /∈ J(x·ϕ)+I. We apply theorem
2.4((iii), ()) to the ideal J(x · ϕ) + I of A and obtain that the matrix ϕ is an
x-nie matrix belonging to the C.I.0-ideal J(x·ϕ)+I, that J(x·ϕ) = J(x·ϕ)+I,
so that I ⊆ J(x · ϕ).
Proposition 4.5. Let A be a noetherian loal ring with a sequene x =
(x1, · · · , xn) generating its maximal ideal M . Let I0 ⊆ I1 be two C.I.0-ideals of
A and let ϕ1 be an x-nie matrix belonging to I1, I1 = J(x · ϕ1).
Then there is a matrix γ ∈ An×n suh that the matrix ϕ0 = ϕ1 · γ is an
x-nie matrix belonging to I0, I0 = J(x · ϕ0).
Proof. We denote by (.) the images modulo I0 and we take an x¯-realization
(S,Q, x′) of A¯.
A
!!C
CC
CC
CC
CC
S
}}
A/I0 A¯ S/Q
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With remark 2.5, we know that the ideal Q of S is generated by a maximal
regular sequene, say b′ = (b′1, · · · , b
′
n).
We now take a matrix ϕ′1 ∈ S
n×n
suh that its image in S/Q = A¯ is ϕ1. As
the matrix ϕ1 is an x¯-matrix belonging to I¯1, the matrix ϕ
′
1 is an x
′
-nie matrix
and J(x′ ·ϕ′1) ⊇ Q, see the above lemma 4.4. We thus have a matrix γ
′ ∈ Sn×n
suh that b′ = x′ · ϕ′1 · γ
′
. As det(ϕ′1 · γ
′) /∈ J(b′) = Q, see proposition 1.2, the
matrix ϕ′1 · γ
′
is an x′-nie matrix belonging to Q.
Let now γ ∈ An×n be a matrix suh that γ¯ is the image of γ′ in A¯n×n, the
matrix γ is the one we are looking for. Indeed , ϕ1 · γ¯ is an x¯-Wiebe matrix for
A¯, thus J(x · ϕ1 · γ) ⊂ I0. On the other hand, with lemma 4.4 again, we have
that ϕ1 · γ is x-nie and I0 ⊂ J(x · ϕ1 · γ). Thus the matrix ϕ0 = ϕ1 · γ is an
x-nie matrix belonging to I0.
The partiular ase when the ring A itself is a omplete intersetion of dimen-
sion zero deserves attention. In that ase, when one puts I0 = (0), propositions
4.1 and 4.5 provide new informations about the C.I.0-ideals and their annihila-
tors.
Corollary 4.6. Let A be a zero-dimensional omplete intersetion with a se-
quene x = (x1, · · · , xn) generating its maximal ideal M , not neessarily mini-
mally.
(i). An ideal I of A is a C.I.0-ideal if and only if there are matries ϕ, γ ∈
An×n suh that I = J(x · ϕ) and ϕ · γ is an x-Wiebe matrix for A.
In that ase, ϕ is an x-nie matrix belonging to I, I : M = I + det(ϕ)A
and 0 : I = det(γ)A.
(ii). The annihilator of an element b ∈ A is a C.I.0-ideal if and only if there
are matries ϕ, γ ∈ An×n suh that b = det(γ) and ϕ · γ is an x-Wiebe matrix
for A.
In that ase, the matrix ϕ is x-nie and J(x · ϕ) = 0 : bA.
We now look at hains of C.I.0-ideals. With 4.1 and 4.5, we obtain a C.I.0
version of 3.2.
Corollary 4.7. Let A be a zero-dimensional omplete intersetion with a se-
quene x = (x1, · · · , xn) generating its maximal ideal M , not neessarily mini-
mally.
To every fatorization in An×n of some x-Wiebe matrix of A
ψ = ηt · · · η1
orresponds a hain of C.I.0-ideals
0 = I0 ⊂ I1 ⊂ · · · ⊂ It−1 ⊂ It = M
where Ii = J(x · ηt · · · ηi+1) = 0 : det(ηi · · · η1) for 1 ≤ i < t.
This orrespondene is onto, but far from one to one, nevertheless the above
hain is strit if and only if the matries ηi are not invertible for 1 ≤ i ≤ t.
Under this orrespondene, we also have
Ii−1 : Ii = Ii−1 + det(ηi)A and Ii : M = Ii + det(ηt) · · · det(ηi+1)A.
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Example 4.8. Let A = K[X,Y ]/(XY, Y 2 −X3) be the ring of 3.7.
Here is a fatorization of an (x, y)-Wiebe matrix orresponding as in 4.7 to
the hain 0 ⊂ xA ⊂M :(
y −x2
0 y
)
=
(
1 −x2
0 y
)
·
(
y 0
0 1
)
Remark 4.9. In the situation of the orollary 4.7, given a fatorization ψ =
ηt · · · η1 of an x-Wiebe matrix ψ of the ring, it is not easy to reognize at rst
sight if the orresponding hain of C.I.0-ideals is saturated or not. Of ourse,
when this hain is saturated, all the matries ηi ourring in the fatorization
are indeomposable. However, as in the Gorenstein ase (see 3.4), the onverse
is not true, it might happen that all the matries ηi are indeomposable while
the orresponding hain is not saturated.
Here again, as in 4.3, the easiest example of this phenomenon is an indeom-
posable x-Wiebe in embedding dimension at least two. A less trivial example
will be given at the end of this setion (see 4.15).
Now we are faed with some problems onerning the length of the hains
of C.I.0-ideals (whih are also hains of Gorenstein ideals).
Reall that, in a omplete intersetion of dimension zero and exponent t+1,
whih means that the maximal ideal satises M t 6= 0 and M t+1 = 0, every
strit hain of C.I.0-ideals has length at most t, see 3.2 , and that we already
have an example with a strit saturated hain of C.I.0-ideals of length less than
t, see 3.4. However, some hain problems remain, at least for us.
Questions 4.10. Let A be a omplete intersetion of dimension zero and ex-
ponent t + 1, whih means that its maximal ideal M satises M t 6= 0 and
M t+1 = 0.
(i) Do we always have a strit hain of C.I.0-ideals of the maximal length
t ? If not, under whih onditions do we have suh a hain ?
(ii) If moreover the embedding dimension of A is n (so that n ≤ t, see
1.7), do we have at least a strit hain of C.I.0-ideals of length n ? If not, under
whih onditions ?
(iii) If moreover exponent(A) = embedding dimension(A) + 1, what an
we say about these hains ?
Remarks 4.11. In the partiular ase when the omplete intersetion of di-
mension zero with a sequene x generating its maximal ideal M has a diagonal
x-Wiebe matrix, all the entries of whih are monomials in the xi's (suh a ring
ould be alled a monomial omplete intersetion of dimension zero) or just
produts of elements in M \M2, this matrix has a fatorization of the right
length and with 4.7 we do have a strit hain of C.I.0-ideals of the maximal
length. Of ourse, the existene of suh an x-Wiebe matrix has strong onse-
quenes for an x-realization (S,Q, x′) of our ring. With 2.4 it means that the
ideal Q of the regular loal ring S may be generated by elements whih are om-
pletely fatorizable, i.e. produts of elements in M ′ \M ′2 (where M ′ denotes
the maximal ideal of S).
The ase of embedding dimension 1 is obvious beause a loal ring of em-
bedding dimension 1 is a quotient of a disrete valuation ring. In that ase
every ideal is prinipal and C.I.0, there is only one strit saturated hain of
C.I.0-ideals and it has the maximal length.
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In embedding dimension 2, where Gorenstein ideals are C.I.0 (2.15), we
already know that there is a strit hain of C.I.0-ideals of the maximal length
(3.2).
We already notied that it is easy to provide a non trivial C.I.0-ideal when
the embedding dimension of our ring is at least 2. (Indeed, let x = (x1, · · · , xn)
be a sequene generating the maximal ideal M minimally, with n ≥ 2 . The
ideal I generated by the sequene (x2, · · · , xn) is a non trivial ideal, 0 6= I 6= M ,
it is also a C.I.0-ideal sine the quotient A/I has embedding dimension 1.)
Sine C.I.0-ideals are Gorenstein, we already obtained in 3.6 some informa-
tion about the hains of C.I.0-ideals whih have maximal length (when these
exist) and those ideals whih an be taken as the starting point of suh a hain.
In partiular, 3.6 gives the following.
Proposition 4.12. Let A be a omplete intersetion of dimension zero and
exponent t + 1 and assume there is in A a strit hain of C.I.0-ideals of the
maximal length t.
Then there is in A a minimal generator of the maximal ideal M the annihi-
lator of whih is a C.I.0-ideal.
Proof. If 0 ⊂ I1 ⊂ · · · ⊂ It = M is a hain of C.I.0-ideals and if ψ = ηt · · · η1
is a fatorization of an x-Wiebe matrix ψ of A assoiated to this hain as in
4.7, then I1 = (0 : det(η1)A. As the fatorization det(ψ) = det(ηt) · · · det(η1)
is assoiated to the hain as in 3.2, we then know with 3.6 that det(η1) ∈
M \M2.
Thus in 4.10 question (i) is related to another question onerning the min-
imal generators of the maximal ideal.
Question 4.13. In a omplete intersetion A of dimension zero, do we have a
minimal generator y of the maximal ideal, the annihilator of whih is not only
a Gorenstein ideal but also a C.I.0-ideal ? And what an we say about suh a
y, about the ring A, when suh a y exists in A ?
These questions will be the objet of the next setion.
Now we just reall that we already have examples where the annihilator of
some minimal generator of the maximal ideal is not a C.I.0-ideal, see Wiebe's
example 2.13.
Here are the other promised examples.
Example 4.14. Let A = Q[X,Y ]/(X2, Y 2), where Q is the eld of rational
numbers. This ring is a omplete intersetion of dimension zero and exponent
3, with our usual notations its maximal ideal M is generated by the sequene
(x, y) and (0 : M) = xyA.
Here are two (x, y)-Wiebe matries for A:
ψ∗ =
(
x 0
0 y
)
and ψ =
(
x −y
y x+ y
)
.
The rst one is learly deomposable, while the seond one is not.
Let us see this. Assume ψ is the produt of two non-invertible square ma-
tries, then both fators have determinants in M \M2 and , with lemma 5.4,
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we also have a fatorization of one of the following forms
ψ = β
(
1 c
0 d
)
or ψ = β˜
(
e 0
f 1
)
, where d, e ∈M \M2.
In the rst ase, we have ψ
(
1 −c
0 1
)
= β
(
1 0
0 d
)
, whih gives
{
−cx− y = ad
−cy + x+ y = bd
, where a = β12, b = β22.
As our ring is graded, we may take the degree one omponent of these equalities,
we obtain {
−c0x− y = a0d1
−c0y + x+ y = b0d1
, where c0, a0, b0 ∈ Q.
From this we dedue a0 6= 0 6= b0, putting u = b
−1
0 a0 we now obtain
−c0x− y = u(−c0y + x+ y), so that
{
−c0 = u
−1 = u(−c0 + 1)
This gives us: u(u+ 1) = −1. Sine this last equation has no solutions in Q,
the rst ase is exluded.
In the seond ase we have ψ
(
1 0
−f 1
)
= β˜
(
e 0
0 1
)
, so that
{
x+ fy = a′e
y − f(x+ y) = b′e
, for some a′, b′ ∈ A.
As in the rst ase, we take the degree one omponents of these equalities, put
u = b′−10 a
′
0 and obtain
x+ f0y = u(y − f0x− f0y) so that
{
1 = −uf0
f0 = u(1− f0)
This again gives equations −u−1 = u(1+u−1), −1 = u(u+1)without solutions
in Q. The seond ase is also exluded.
Example 4.15. Let A = Q[X,Y ]/(X3, Y 3) be the ring of 3.4.
The matrix ψ =
(
x2 − y2 −2xy
xy y2 + 2x2
)
is an (x, y)-Wiebe matrix for A and
has a fatorization
ψ = η2 · η1, where η2 =
(
x −y
−y 2x
)
, η1 =
(
x −y
y x
)
.
The elements det(η2) = 2x
2 − y2, det(η1) = x
2 + y2 are both indeomposable
(this an be seen with arguments similar to those used in 3.3, 3.4, we are work-
ing over the eld of rational numbers). Thus the matries η2 and η1 are also
indeomposable. However, the orresponding hain
0 ⊂ (0 : det(η1)) ⊂M
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is not saturated.
Indeed, let us put I1 = (0 : det(η1)). We already saw in 3.4 that I1 =
(x2 − y2, xy) is a C.I.0-ideal minimal among the nonnull C.I.0-ideals of A, but
the ring A/I1 ≃ Q[X,Y [/(X2 − Y 2, XY ) has a non trivial C.I.0-ideal sine it
has embedding dimension 2.
Here is another fatorization of another (x, y)-Wiebe matrix orresponding
to a strit saturated hain of C.I.0-ideals starting at I1
ψ˜ =
(
x 0
−y 1
)
·
(
1 0
0 x
)
· η1 =
(
x2 −xy
0 x2 + y2
)
.
5. About hains of C.I.0-ideals of the maximal length
We have seen in 4.12 that, in a omplete intersetion A of dimension zero and
exponent t+ 1, the existene of a hain of C.I.0-ideals of the maximal length t
is related to the existene of some minimal generator y of the maximal ideal M
of A, the annihilator of whih is a C.I.0-ideal.
So we rst look at those minimal generators y of the maximal ideal whih
have the above property, when they exist. It will turns out that the prinipal
ideal yA (y ∈ M \M2) is itself C.I.0 as soon as its annihilator is C.I.0, that
this ondition on y admits dierent formulations and has some onsequenes on
the realizations of the ring A, see 5.5. This will be a onsequene of our matrix
fatorizations together with a nie result of Kunz [2℄ .
Theorem 5.1. (Kunz) Almost omplete intersetions are not Gorenstein.
In this theorem, a noetherian loal ring is alled an almost omplete interse-
tion if its ompletion with respet to the maximal adi topology is the quotient
of a regular loal ring by a grade g ideal minimally generated by g+1 elements,
i.e. an ideal minimally generated by a non regular sequene (z1, · · · , zg+1),
where the subsequene (z1, · · · , zg) is regular.
Corollary 5.2. In a omplete intersetion of dimension zero, a prinipal Goren-
stein ideal is always a C.I.0-ideal and the annihilator of a prinipal C.I.0-ideal
is again a prinipal C.I.0-ideal.
When we fatorize matries, we sometimes enounter diagonal matries. We
need a notation for them.
Notation 5.3. An s × s diagonal matrix γ with γii = ai will be denoted by
diag(a1, · · · , an).
To ontinue our program, we need an elementary tehnial lemma.
Lemma 5.4. Let A be a noetherian loal ring with maximal ideal M and let
γ ∈ An×n be a matrix suh that d = det(γ) ∈M \M2.
(i) There is an invertible matrix θ ∈ An×nsuh that the matrix (θγ− In) has
only one nonnull olumn (here In denotes the (n×n)-identity matrix), in other
words suh that θγ has the following form
 Ir · 00 d 0
0 · Is

 , r + s+ 1 = n.
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(ii) There are invertible matries θ1, θ2 ∈ A
n×n
suh that the matrix θ1γθ2
is diagonal of the form diag(d, 1, · · · , 1).
Proof. We shall perform the usual operations on the rows (on the olumns)
of our matrix γ whih amount to multiply it on the left (on the right) by an
invertible matrix.
(i) First suppose that all the entries γi1 in the rst olumn of γ belong toM ,
then at least one of the orresponding (n−1)×(n−1)minors is invertible. After
a row's permutation the minor belonging to the new (1, 1)-entry is invertible.
Then some operations on the last n−1 rows of this new matrix gives us a matrix
of the form
(
· · · ·
.
.
. 1n−1
)
One last row operation gives then the form desribed
in (i) (with r = 0).
This ase having been handled, now assume that one of the entries γi1 in
the rst olumn is invertible, a row operation bring it at the (1,1) plae, some
row's operations gives us a new matrix of the form
(
1 · · ·
0 γ˜
)
, where γ˜ ∈
A(n−1)×(n−1) and where det(γ) = ud for some u /∈M . An indution on the size
n of the matrix allows us to bring the matrix γ˜ in the form desribed in (i), we
then nish with some last row operations.
(ii) Some olumn operations transform the matrix θγ obtained in (i) into
a diagonal matrix. We then bring its non-invertible entry at the rst plae with
a row and a olumn operation.
Theorem 5.5. Let A be a omplete intersetion of dimension zero and let y be
any minimal generator of the maximal ideal M of A. Let us put I1 = (0 : yA).
The following onditions for y are equivalent:
(i) The ideal I1 = (0 : yA) is a C.I.0-ideal.
(ii) The ideal I1 = (0 : yA) is prinipal.
(iii)The prinipal ideal yA is a C.I.0-ideal.
(iv) For any (for some) sequene x = (x1, · · · , xn) generating the maximal
ideal M of A, there is an x-Wiebe matrix ψ of A suh that its entries in the
rst olumn are all multiple of y, in other words there is an x-Wiebe matrix of
the form ψ = ϕ1 · diag(y, 1, · · · , 1) (where ϕ1 is an x-nie matrix belonging to
I1).
(v) For any (for some) sequene x = (x1, · · · , xn) generating the maximal
ideal M of A, for any (for some) x-realization (S,Q, x′) of A, A = S/Q, and for
all y′ ∈ S mapping onto y, the ideal Q of S is generated by a maximal regular
sequene of the form (y′z′, a′2, · · · , a
′
n).
Proof. (i) ⇒ (iv) Let x = (x1, · · · , xn) be any sequene generating the max-
imal ideal of A and let ϕ be an x-nie matrix belonging to the C.I.0-ideal
I1 = (0 : yA). We have a matrix γ ∈ A
n×n
suh that ψ˜ = ϕγ is an x-
Wiebe matrix for A and I1 = (0 : det(γ)), see 4.5, 4.6. With 2.8 we then
have yA = det(γ)A so that y = det(γ)u for some invertible u ∈ A (remember
y ∈M \M2). Thus det(γ) ∈M \M2.
With the lemma we have invertible matries θ1, θ2 ∈ A
n×n
suh that θ1γθ2 =
diag(y, 1, · · · , 1). Now the matrix ψ = ψ˜θ2 is still an x-Wiebe matrix for A and
has a fatorization ψ = (ϕθ−11 ) · diag(y, 1, · · · , 1). Thus the x-Wiebe matrix ψ
has the form desribed in (iv).
25
(iv) ⇒ (ii) In the given fatorization of the x-Wiebe matrix ψ, the rst
fator ϕ1 is an x-nie matrix belonging to (0 : yA) = I1, see 4.6 again, thus this
ideal I1 is generated by the sequene x ·ϕ1, say x ·ϕ1 = (z, a2, · · · , an). But the
sequene x · ψ = x · ϕ1 · diag(y, 1, · · · , 1) = (yz, a2, · · · , an) is the zero sequene
sine ψ is an x-Wiebe matrix. Thus we have yz = 0 and ai = 0 for 2 ≤ i ≤ n,
in partiular we have I1 = zA, I1 is prinipal.
(ii) ⇒ (iii) If the ideal (0 : yA) is prinipal, its annihilator yA is Goren-
stein prinipal and thus C.I.0, see 5.2.
(iii)⇒ (i) This is ontained in 5.2.
(iv)⇒ (v) In an x-realization (S,Q, x′) of A, see 2.3 for the notations, we
take an element y′ whih maps onto y, we also take a matrix ϕ′1 ∈ S
n×n
whih
maps onto the matrix ϕ1 given by (iv) and we put ψ
′ = ϕ′1 · diag(y
′, 1, · · · , 1),
so that the image of ψ′ in An×n is the x-Wiebe matrix ψ. With 2.4(a), we know
that the sequene x′ ·ψ′ is a maximal regular sequene in S generating the ideal
Q. But x′ ·ψ′ = x′ ·ϕ′1 · diag(y
′, 1, · · · , 1). Thus, if x′ ·ϕ′1 = (z
′, a′2, · · · , a
′
n), the
ideal Q is generated by the regular sequene (y′z′, a′2, · · · , a
′
n).
(v) ⇒ (iii) This a onsequene of the following well-known fat (after a
permutation of our regular sequene).
Fat 5.6. In any ommutative ring A (with unit), if (a1, a2, · · · , an−1, yz) is a
regular sequene generating an ideal Q, then both sequenes (a1, · · · , an−1, y)
and (a1, · · · , an−1, z) are regular, generating ideals I1 and I2 respetively, and we
have Q ⊂ I1 ∩ I2, Q : I1 = I2, Q : I2 = I1, I1/Q = (yA+Q)/Q, I2/Q =
(zA+Q)/Q. (Note that "regular" here an be replaed by "ompletely seant"
and that this fat then may be viewed as a very partiular ase of 1.2.)
In the above theorem, the hypothesis that y is a minimal generator of the
maximal ideal annot be dropped without harm, there are non prinipal C.I.0-
ideals, but their annihilator is in M2.
When we have in our ring A a minimal generator of the maximal ideal M
whih generates a C.I.0-ideal, it is a good idea to take it as the rst element of
a sequene x = (x1, · · · , xn) generating M . Doing so, we have with (5.5,(iii)⇔
(iv)) an x-Wiebe matrix for A the rst olumn of whih is a multiple of x1,
but we also obtain another x-Wiebe matrix the rst olumn of whih is


z1
0
.
.
.
0

,
where (0 : x1A) = z1A. More preisely we have the following.
Corollary 5.7. Let A be a omplete intersetion of dimension zero with a se-
quene x = (x1, · · · , xn) generating its maximal ideal M minimally, and let us
denote by (·) the images modulo x1A.
Then the following onditions are equivalent.
(i) The ideal x1A is C.I.0.
(ii) There is an x-Wiebe matrix for A of the form
ψ =
(
z1 · · ·
0 ψ∗
)
.
When these onditions are satised, let ψ be a matrix as in (ii).
We then have:
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(a) (0 : x1A) = z1A,
(b) ψ∗ is an (x2, · · · , xn)-Wiebe matrix for A¯ = A/x1A.
Proof. (i) ⇒ (ii) Let (S,Q, x′) be an x-realization of A. If x1A is a C.I.0-
ideal, we know with 5.5 that the ideal Q of S is generated by a maximal regular
sequene of the form (x′1z
′
1, a
′
2, · · · , a
′
n) whih may be written
(x′1z
′
1, a
′
2, · · · , a
′
n) = (x
′
1, x
′
2, · · · , x
′
n)·ψ
′, with ψ′ =
(
z′1 · · ·
0 ψ′∗
)
, ψ′∗ ∈ S(n−1)×(n−1).
We take the image ψ of ψ′ in A. With 2.1 we know that ψ is an x-Wiebe matrix
for A and it has the wanted form.
(ii) ⇒ (i), (a), (b) In the given x-Wiebe matrix ψ, we replae z1 by 1,
we obtain a matrix ϕ1 for whih J(x · ϕ1) = x1A and a fatorization ψ =
ϕ1 · diag(z1, 1, · · · , 1). We onlude with 4.6 that x1A is a C.I.0-ideal with
(0 : x1A) = z1A.
To nish, we take images modulo x1A. We know with 2.7 that ϕ1 is an
(x1, x2, · · · , xn)-Wiebe matrix for A¯ and we onlude that ψ∗ is an (x2, · · · , xn)-
Wiebe matrix for A¯.
With 5.5 we are also able to omplete the information given in 3.6 about
strit hains of C.I.0-ideals of the maximal length and those C.I.0-ideals whih
an be taken as the starting point of suh a hain.
Corollary 5.8. Let A be a omplete intersetion of dimension zero and exponent
t+ 1.
(i) Let I be a Gorenstein ideal with exponent(A/I) = t.Then:
I is a C.I.0-ideal ⇔ I is prinipal ⇔ (0 : I) is a prinipal C.I.0-ideal gener-
ated by some y ∈M \M2.
(ii) Assume we have in A a strit saturated hain of C.I.0-ideals of the
maximal length t: 0 ⊂ I1 ⊂ · · · ⊂ It = M . Then the following holds.
(a) Ii/Ii−1 is a prinipal C.I.0-ideal of A/Ii−1.
The ideal Ii−1 : Ii is also a C.I.0-ideal of A for all i, 1 ≤ i ≤ t, more preisely
(Ii−1 : Ii)/Ii−1 is a prinipal C.I.0-ideal of the quotient ring A/Ii−1 generated
by a minimal generator of its maximal ideal.
(b) In partiular there is a sequene z = (z1, · · · , zt) generating M (not
minimally if embedding dimension(A) < t) suh that Ii = z1A+ z2A+ · · · ziA ,
1 ≤ i ≤ t.
And for any suh sequene, there is an upper triangular z-Wiebe matrix for
A with main diagonal diag(d1, · · · , dn) suh that Ii−1 : Ii = Ii−1 + diA, di ∈
M \M2.
(iii) Conversely, assume we have a sequene z = (z1, · · · , zt) generating
the maximal ideal M of A and an upper triangular z-Wiebe matrix with main
diagonal diag(d1, · · · , dt), where di ∈M, 1 ≤ i ≤ t.
Then the ideals Ii = (z1A + z2A + · · · + ziA) are C.I.0-ideals, they form a
strit saturated hain and Ii−1 : Ii = Ii−1 + diA.
Proof. (i) We know with (3.6(ii)(a)) that the ideal 0 : I is prinipal, generated
by a minimal generator of the maximal idealM of A, say 0 : I = yA, y ∈M \M2.
Thus I = (0 : yA) and we onlude with 5.5.
(ii)(a) This follows from (i) applied to the ideal Ii/Ii−1 of A/Ii−1, sine with
3.6 we know that exponent(A/Ii) = exponent(A/Ii−1)− 1.
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(ii)(b) The existene of the sequene z suh that Ii = z1A+ · · ·+ziA is lear
from (ii)(a).
We take images modulo I1 = z1A and denote them by (·), so A¯ = A/I1. An
indution on the exponent gives us an upper triangular matrix ψ∗ ∈ A(t−1)×(t−1)
suh that ψ∗ is a (z2, · · · , zt)-Wiebe matrix for A¯ of the wanted form, whih
means that J((z2, · · · , zt) · ψ
∗) ⊂ z1A, that det(ψ
∗) /∈ z1A and that, if
diag(d2, · · · , dt) is the main diagonal of ψ
∗
, we have Ii−1 : Ii = Ii−1+diA, 2 ≤
i ≤ t.
Now let β =
(
d1 0
0 ψ∗
)
, where (0 : I1) = d1A. It is easy to see that
J(z ·β) ⊂ z1A. This implies that we have a sequene (a2, · · · , an) suh that the
matrix
ψ =
(
d1 a2 · · · an
0 ψ∗
)
satises J(z · ψ) = 0. As det(ψ∗) /∈ z1A = 0 : d1A, we also have det(ψ) =
d1det(ψ
∗) 6= 0, thus ψ is the z-Wiebe matrix we were looking for.
(iii) Let ψ be an upper triangular z-Wiebe matrix with main diagonal
diag(d1, · · · , dn), where the di's are in M . Sine det(ψ) = d1 · · · dt generates
the sole M t of A, we rst note that di ∈M \M
2
for all i, 1 ≤ i ≤ t.
We fatorize ψ:
ψ = ϕ1 · diag(d1, 1, · · · , 1), where ϕ1 =
(
1 · · ·
0 ψ∗
)
.
We observe that J(z · ϕ1) = z1A, we write I1 = z1A and we onlude with 4.6
that I1 is a C.I.0-ideal, that 0 : I1 = d1A.
We now take images modulo z1A and denote them by (·).
From det(ψ) = d1det(ψ
∗) 6= 0, we dedue that det(ψ∗) /∈ z1A and we then
observe that ψ∗ is an upper triangular (z2, · · · , zt)-Wiebe matrix for A¯.
Sine exponent(A¯) < exponent(A) = t + 1 and det(ψ∗) ∈ M t−1, we also
have exponent(A¯) = t.
We now onlude with an indution on the exponent.
Later on, we shall also see in 7.4 some strange onditions under whih a
prinipal ideal generated by a minimal generator of the maximal ideal is C.I.0.
Here are some other suient onditions.
Lemma 5.9. Let A be a omplete intersetion of dimension zero with maximal
ideal M and assume we have in A two elements y, z ∈M \M2 suh that yz = 0.
Then the prinipal ideals yA and zA are both C.I.0-ideals and 0 : yA =
zA, 0 : zA = yA.
If moreover A is positively graded and if y, z are homogeneous, then
exponent(A/yA) = exponent(A/zA) = exponent(A)− 1.
Proof. Let x = (x1, · · · , xn) be a sequene generating the maximal ideal of A
minimally, let (S,Q, x′) be an x-realization of A (see 2.3 for the notations), and
let y′, z′ ∈ S be suh that their images in A are y, z respetively. We denote as
usual by M ′ the maximal ideal of S.
We have y′, z′ ∈ M ′ \M ′2 and y′z′ ∈ Q by onstrution, Q ⊂ M ′2 by the
minimality of the sequene x, and we also have y′z′ ∈ M ′2 \M ′3 sine M ′ is
generated by a regular sequene. Thus y′z′ is a minimal generator of Q. On
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the other hand we know with 2.4 that Q is generated by a regular sequene,
we then know that every sequene generating Q minimally is regular. Thus
Q is generated by a regular sequene of the form (a′1, a
′
2, · · · , a
′
n−1, y
′z′). We
onlude with 5.6.
The seond assertion follows from the rst and (3.6 (ii)(b)).
We now turn to a partiular lass of omplete intersetions (where we have
some hope to enounter the onditions of 5.9). The following terminology is
justied by 1.7.
Denition 5.10. We shall say that a omplete intersetion A of dimension zero
has minimal exponent if exponent(A) = embedding dimension(A) + 1.
For the rings in this partiular lass, the suient ondition in 5.9 is also
neessary.
Proposition 5.11. Let A be a omplete intersetion of dimension zero and
minimal exponent n + 1 and let y be a minimal generator of its maximal ideal
M .
Then yA is a C.I.0-ideal if and only if there is an element z ∈M \M2suh
that yz = 0.
In that ase (0 : yA) = zA.
Proof. The if part and the last assertion is ontained in 5.9.
Assume now that yA is a C.I.0-ideal. Sine the nonnull ideal (0 : yA)
ontains the sole (0 : M) = Mn of A, we have exponent(A/(0 : yA)) ≤
n. Sine (0 : yA) is also a C.I.0-ideal, see 5.5, we then have with 1.7
embedding dimension(A/(0 : yA)) < n, whih means that (0 : yA) ontains
a minimal generator of M .
We now omplete the information given in 5.5 and 5.8.
Proposition 5.12. Let A be a omplete intersetion of dimension zero and
minimal exponent n+ 1.
(i) Assume we have in A a C.I.0-ideal I suh that exponent(A/I) =
exponent(A) − 1.
Then both ideals I and (0 : I) are prinipal C.I.0-ideals and eah of them is
generated by a minimal generator of the maximal ideal M .
(ii) There is in A a strit saturated hain of C.I.0-ideals of the maximal
length n if and only if there is a sequene z = (z1, · · · , zn) generating the maxi-
mal ideal M of A minimally and an upper triangular z-Wiebe matrix for A..
Proof. (i) With 5.8 we already know that I and (0 : I) are prinipal C.I.0-
ideals and that (0 : I) = yA for some y ∈M \M2. With 5.11 we then have that
I ontains a minimal generator z of M and we onlude that I = zA.
(ii) This is a diret onsequene of 5.8, remember that, when a sequene
z generates M minimally, all the entries of a z-Wiebe matrix belong to M .
Observation 5.13. If A is a omplete intersetions of dimension zero and
minimal exponent n, if x = (x1, · · · , xn) is a sequene generating the maximal
ideal M of A minimally and if (S,Q, x′) is an x-realization of A, we note that
the ideal Q of S is generated by elements in M ′2 \M ′3, where M ′ denotes the
maximal ideal of A.
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Indeed, Q is generated by a maximal regular sequene whih may be written
(a′1, · · · , a
′
n) = x
′ · ψ′ for some matrix ψ′ ∈ Sn×n. Sine Q ⊂ M ′2 by the
minimality of the sequene x, we see that all the entries of any suh ψ′ belong
to M ′. If one of these generators a′i of Q is in M
′3
, then we an take ψ′ suh
that one of its olumns has its entries in M ′2. But the image of this ψ′ in A
is an x-Wiebe matrix ψ for A with det(ψ)A = 0 : M = Mn 6= 0. This implies
that eah olumn of ψ must have at least one entry outside M2.
6. Towards a lassiation of C.I.0-ideals
In this setion A is again a noetherian loal ring with a sequene x =
(x1, · · · , xn) generating its maximal ideal M , and we assume that A is om-
plete in its M -adi topology, so that it has an x-realization.
The set of n × n matries with entries in A, with its ring struture, will be
denoted by Mn(A). Again we often identify a map A
m → An with the n ×m
matrix representing it on the anonial bases.
Now let ϕ1, ϕ2 ∈Mn(A). When do we have the inlusion J(x·ϕ1) ⊂ J(x·ϕ2),
when do we have the equality?
Of ourse, we have the inlusion if and only if there is a matrix γ in Mn(A)
suh that x · (ϕ1 − ϕ2 · γ) = 0, but we an say more, at least when one of the
matries involved is x-nie. Before, we need some preliminaries.
Denition 6.1. Let δ be the matrix representing the seond boundary map
in the Koszul omplex K·(x,A), so that δ ∈ A
n×
n(n−1)
2 , x · δ = 0. By the
x-Koszul ideal we mean the right-ideal in the ring Mn(A) dened by
Nx,A = {α ∈Mn(A) | α an be fatored through δ} = {α ∈Mn(A) | im(α) ⊂ im(δ)}.
An(n−1)2
δ // An x // A
An
β
dd
α
=={{{{{{{{
Here of ourse we have replaed matries by the maps they indue on the ap-
propriate free bases wherever onvenient.
In general, the x-Koszul ideal is smaller than the right-annihilator ideal of x
in Mn(A), these two ideals oinide exatly when the Koszul omplex K·(x,A)
is exat in degree one, i.e. when the sequene x generating the maximal ideal of
A is regular (whih means that the sequene x generate minimally the maximal
ideal of A and that the ring A is regular).However, this x-Koszul ideal is enough
for our purpose, as we shall see.
Remark 6.2. We note that an n × n matrix belongs to the x-Koszul ideal if
and only if eah olumn of it belongs to the image of the seond boundary map
δ in the Koszul omplex.
With a little reetion, we also see that, if A¯ is a homomorphi image of A
and x¯ is the image of x in A¯, then Nx,A maps onto Nx¯,A¯ . (Indeed, if α = δ · β
belongs to Nx¯,A¯, then δ · β belongs to Nx,A and maps onto α.)
Proposition 6.3. Let ϕ1, ϕ2 ∈Mn(A) and assume that the matrix ϕ2 is x-nie.
Then J(x · ϕ1) ⊂ J(x · ϕ2) if and only if ϕ1 ∈ ϕ2 ·Mn(A) +Nx,A.
Proof. The if part is obvious. So assume that J(x · ϕ1) ⊂ J(x · ϕ2). We
take an x-realization (S,Q, x′) of A, A ≃ S/Q, and we take matries ϕ′1, ϕ
′
2
in Mn(S) the images of whih in Mn(A) are ϕ1 and ϕ2 respetively. Thus
J(x′ ·ϕ′1) ⊂ J(x
′ ·ϕ′2)+Q. But Q ⊂ J(x
′ ·ϕ′2) sine the matrix ϕ2 is x-nie, see
lemma 4.4, we thus have J(x′ ·ϕ′1) ⊂ J(x
′ ·ϕ′2) and there is a matrix γ
′ ∈Mn(S)
suh that x′ · ϕ′1 = x
′ · ϕ′2 · γ
′
. This implies that ϕ′1 − ϕ
′
2 · γ
′ ∈ Nx′,S sine the
sequene x′ is regular on S. As the image of Nx′,S in Mn(A) is Nx,A, we obtain
what we wanted.
One point is in order and the preeding leads us to a new denition
Denition 6.4. A submodule of the right Mn(A)-module Mn(A)/Nx,A is said
to be x-nie if it is yli and an be generated by the image of an x-nie matrix.
With the above and the haraterization of C.I.0-ideals given in orollary
2.7, we have the following.
Theorem 6.5. (i) Let ϕ1, ϕ2 ∈Mn(A) be two x-nie matries.
Then these matries are equivalent, i.e. J(x · ϕ1) = J(x · ϕ2)
⇔ ϕ1 ·Mn(A) +Nx,A = ϕ2 ·Mn(A) +Nx,A.
(ii) The map from the set {ϕ ∈ Mn(A) | ϕ is x-nie} to the set of x-nie
submodules of Mn(A)/Nx,A given by
ϕ1 7→ (ϕ1 ·Mn(A) +Nx,A)/Nx,A
indues a bijetion preserving inlusion between the set of C.I.0-ideals of A and
the set of x-nie submodules of Mn(A)/Nx,A.
Our next aim is the study of all generators of a given x-nie submodule of
Mn(A)/Nx,A, are they all image of an x-nie matrix?
And, in analogy with 4.1, is it true that a submodule of Mn(A)/Nx,A on-
taining an x-nie one is also x-nie? To provide a positive answer we need again
some preliminaries.
Lemma 6.6. Let ϕ be an x-nie matrix. Then
(i) ∀α ∈ Nx,A, ϕ+ α is an x-nie matrix (equivalent to ϕ).
(ii) If γ ∈Mn(A) is suh that ϕ− ϕ · γ ∈ Nx,A, then γ is invertible.
Proof. Let again (S,Q, x′) be an x-realization of A, A ≃ S/Q, and let ϕ′, γ′ in
Mn(S) be two matries, the images of whih in Mn(A) are ϕ and γ respetively,
let also α′ ∈ Nx′,S be a matrix the image of whih is α (the existene of suh
an α′ follows from 6.2).
(i) As ϕ is x-nie, we have that Q ⊂ J(x′ · ϕ′) and that the matrix ϕ′
is x′-nie, see lemma 4.4, so that the sequene x′ · ϕ′ is a maximal regular
sequene in S, see proposition 2.1. But x′ ·ϕ′ = x′ · (ϕ′ +α′), so 2.1 again gives
us det(ϕ′ + α′) /∈ J(x′ · (ϕ′ + α′)) = J(x′ · ϕ′). Going bak into A we obtain
det(ϕ+ α) /∈ J(x · (ϕ+ α)).
(ii) Assume now that ϕ−ϕ ·γ ∈ Nx,A. Then ϕ ·γ is x-nie equivalent to ϕ
by (i) and J(x·ϕ) = J(x·ϕ·γ), so that Q+J(x′ ·ϕ′) = Q+J(x′ ·ϕ′ ·γ′). As above,
sine the matries ϕ and ϕ ·γ are x-nie, we also have J(x′ ·ϕ′) = J(x′ · (ϕ′ ·γ′))
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and both sequenes x′ · ϕ′ and x′ · ϕ′ · γ′ are maximal regular sequenes in S
generating the ideal J(x′ · ϕ′) minimally. But any matrix obtained by writing
the elements of a minimal set of generators of a nitely generated A-module as
linear ombinations of the elements of another minimal set of generators of this
module is invertible beause its determinant is invertible. Thus γ′ is invertible
and so is γ.
Corollary 6.7. Let β ∈Mn(A). If any single olumn of β belongs to the image
of the seond boundary map δ in the Koszul omplex K·(x,A), then the matrix
β is not x-nie.
Proof. We an write β = β1+α, where α ∈ Nx,A and β1 is a matrix, one olumn
of whih is null. As det(β1) = 0, β1 is not x-nie and so is β.
The onverse of the above orollary is false. Here is an example.
Example 6.8. Let A = K[[X,Y ]]/(X2 + Y 2, XY ), where K is a eld, and let
us denote as usual by x, y the images of X,Y in A. This ring A is a omplete
intersetion of dimension zero with (x, y)-Wiebe matrix ψ =
(
x 0
y x
)
.
Now let β =
(
x 0
0 y
)
, we have det(β) = xy = 0, the matrix β is not
(x, y)-nie though its olumns do not belong to im(δ) =
(
−y
x
)
A.
Here are some answers to the questions raised before 6.6.
Proposition 6.9. Let ϕ1, ϕ2 ∈Mn(A).
If the matrix ϕ1 is x-nie and if ϕ1 ∈ ϕ2 ·Mn(A) + Nx,A, then the matrix
ϕ2 is also x-nie and and J(x · ϕ1) ⊂ J(x · ϕ2).
Proof. We write ϕ1 = ϕ2 · γ +α, where γ ∈Mn(A) and α ∈ Nx,A. With 6.6 we
know that the matrix ϕ2 · γ is x-nie and we obtain that ϕ2 is also -x-nie with
proposition 4.1. The inlusion is obvious.
Corollary 6.10. Let I be a C.I.0-ideal of the ring A and let ϕ be an x-nie
matrix belonging to it: I = J(x · ϕ). Then
(i) the equivalene lass of ϕ, i.e. the set of all x-nie matries belonging to
I is the set
{ϕ · θ + α | α ∈ Nx,A, θ ∈Mn(A), θ is invertible}
(ii) this equivalene lass is also equal to
{ϕ′ ∈Mn(A) | ϕ ·Mn(A) +Nx,A = ϕ
′ ·Mn(A) +Nx,A}
In partiular, every generator of an x-nie submodule of the right Mn(A)-module
Mn(A)/Nx,A is the image of an x-nie matrix.
Proof. (i) With the lemma we have that the matries of the form ϕ ·θ+α, where
θ ∈Mn(A) is invertible and α ∈ Nx,A, are x-nie matries belonging to I.
Conversely, let ϕ1 be another x-nie matrix belonging to I. With theorem
6.5, we obtain ϕ ·Mn(A) +Nx,A = ϕ1 ·Mn(A) + Nx,A and we an write
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ϕ1 = ϕ · θ + α, ϕ = ϕ1 · θ1 + α1, where θ, θ1 ∈Mn(A) and α, α1 ∈ Nx,A.
We then have ϕ1 = (ϕ1 · θ1+α1) · θ+α and ϕ1−ϕ1 · θ1 · θ ∈ Nx,A. Now lemma
6.6 tells us that the matrix θ1 · θ is invertible and so is θ.
(ii) A matrix ϕ′ as in (ii) is neessarily x-nie by the previous proposition
and is an x-nie matrix belonging to I, this gives us one inlusion. The other
inlusion is theorem 6.5.
The above proposition 6.9 also give us the following.
Corollary 6.11. Any yli right submodule of Mn(A)/Nx,A ontaining an
x-nie submodule is x-nie.
The ase when the ring A itself is a omplete intersetion of dimension zero
deserves attention.
Theorem 6.12. Assume that the ring A is a omplete intersetion of dimension
zero and let M0 be the x-nie submodule of Mn(A)/Nx,A orresponding to the
null ideal of A, thus M0 = (ψ ·Mn(A) + Nx,A)/Nx,A, where ψ is an x-Wiebe
matrix for A.
Then the C.I.0-ideals of A are in bijetion with the yli submodules of
Mn(A)/Nx,A ontaining M0.
7. Last remarks
In a regular loal ring S with a sequene x′ = (x′1, · · · , x
′
n) generating its max-
imal ideal minimally, the x′-nie matries orrespond to the maximal regular
sequenes in S and give us a desription of the elements of the orresponding
sequene, see 2.1. In partiular any x′-nie matrix ϕ′ belonging to a C.I.0-ideal
I ′ of S gives us a minimal set of generators of the ideal I ′ = J(x′ · ϕ′), the
matrix ϕ′ enodes the struture of the zero-dimensional omplete intersetion
S/J(x′ · ϕ′).
In the same way, in a ring A with a sequene x = (x1, · · · , xn) generating its
maximal ideal, an x-nie matrix enodes the struture of the quotient A/J(x·ϕ),
see 2.10.
In view of this the following has perhaps some interest. At least, it will
provide onditions under whih the ideal generated by a minimal generator of
the maximal ideal is a C.I.0-ideal.
Remark 7.1. Let x be a sequene generating the maximal ideal of a omplete
noetherian loal ring A. In view of orollary 6.10, we may perform some olumn
operations on an x-nie matrix ϕ without aeting its equivalene lass, whih
means that the matrix ϕ1 obtained after these operations is sill an x-nie matrix
belonging to J(x · ϕ).
First we have what we all the olumn operations, we may permute two
olumns of an x-nie matrix ϕ, we may multiply one olumn of it by an invertible
element of the ring, we may add to one of its olumns a salar multiple of another
olumn of the matrix. These operations amount to multiply our matrix on the
right by an invertible matrix and do not aet its equivalene lass.
We may also play with the image of the seond boundary map δ in the
Koszul omplex K·(x,A). We may add a olumn matrix belonging to im(δ) to
one of the olumns of an x-nie matrix ϕ, doing so we still have an x-nie matrix
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equivalent to the one we started with, see 6.6. Indeed, this amount to replae
the matrix ϕ by a matrix of the form ϕ+ α, where α ∈ Nx,A.
Lemma 7.2. Let x = (x1, · · · , xn) be a sequene generating the maximal ideal
of a omplete noetherian loal ring A. An x-nie matrix ϕ is always equivalent
to an x-nie matrix of the form
ϕ1 =
(
xr11 0 · · · 0
.
.
. φ∗1
)
, r1 ≥ 0.
Moreover, let us put H1,x = (x2A + · · · + xnA). For suh a matrix ϕ1, the
following holds.
(i) The natural number r1 is determined by
r1 = max{i ∈ N | x
i
1 /∈ (H1,x + J(x · ϕ))}
.
(ii) (J(x · ϕ) : det(φ∗1)A) = (H1,x + J(x · ϕ)).
Proof. We note that eah entry of the matrix ϕ is a polynomial expression in the
xi's with invertible oeients. We reall that, ∀i ≥ 2, im(δ) ontains a olumn
matrix whose rst entry is (−xi), whose i
th
entry is x1, the other entries being
null. Thus, for all y ∈ H1,x = (x2A+ · · ·xnA), there is in im(δ) a olumn matrix
with y as its rst entry.
With 7.1 and the above, we may add to eah olumn of ϕ a olumn belonging
to im(δ) in order to obtain a matrix equivalent to ϕ of the form

u1x
s1
1 u2x
s2
1 · · · unx
sn
1
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . .

 ,
where u1, u2, · · · , un
are invertible or null
and where s1, s2, · · · , sn ≥ 0.
To obtain the wanted form ϕ1, we just have to perform on this last ma-
trix some olumn operations whih amount to multiply it on the right by an
invertible matrix.
By denition the sequene x · ϕ1 generates the ideal J(x · ϕ1) = J(x · ϕ),
so the relation xr1+11 ∈ (H1,x + J(x · ϕ)) is lear. Assume that we also have
xr11 ∈ (H1,x + J(x · ϕ)). Then we an add to the rst olumn of ϕ1 a olumn
matrix belonging to im(δ) in order to obtain another x-nie matrix β belonging
to J(x · ϕ) and suh that its (1,1) entry satises β1,1 ∈ J(x · ϕ). But then
det(β) = β1,1 · det(φ
∗
1) ∈ J(x · ϕ) = J(x · β), whih is exluded for an x-nie
matrix. This proves (i).
We now fatorize the matrix ϕ1
ϕ1 = ϕ2 · γ, where ϕ2 = diag(x
r1
1 , 1, · · · , 1), γ =
(
1 0 · · · 0
.
.
. φ∗1
)
.
We observe that J(x ·ϕ2) = (H1,x+J(x ·ϕ)), we reall that J(x ·ϕ) = J(x ·ϕ1)
and we onlude with 4.1 that (J(x · ϕ) : det(φ∗1)A) = (H1,x + J(x · ϕ)).
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We may apply the lemma to an x-Wiebe matrix. Here is a partiular ase.
Corollary 7.3. Assume the ring A is a omplete intersetion of dimension
zero, embedding dimension n ≥ 2 and minimal exponent n + 1, whih means
that its maximal ideal satises Mn 6= 0, Mn+1 = 0, and let x = (x1, · · · , xn)
be any sequene generating the maximal ideal M minimally. Then
(i) A has an x-Wiebe matrix of the form
ψ1 =
(
x1 0 · · · 0
.
.
. ψ∗1
)
.
(ii) x21 ∈ (x2A+ · · ·xnA).
(iii) (0 : det(ψ∗1)A) = (x2A+ · · ·+ xnA).
Proof. The entries of any x-Wiebe matrix ψ for A belong to M sine the se-
quene x generates M minimally, and the determinant of an x-Wiebe matrix
generates the sole Mn = (0 : M) of A. Thus, for the x-Wiebe matrix ψ1 given
by 7.2 we must have det(ψ∗1) ∈M
n−1
, so that r1 = 1.
The other assertions follow now from 7.2.
When we looked at hains of C.I.0-ideals in a omplete intersetion of dimen-
sion zero, we already ame aross questions onerning the minimal generators
of the maximal ideal, see 5.5, 4.13 .
Now the above lemma will give us suient onditions on a minimal gener-
ator of the maximal ideal to generate a C.I.0-ideal.
Proposition 7.4. Let A be a omplete intersetion of dimension zero and let
x1 be a minimal generator of the maximal ideal M of A.
If, for some sequene x = (x1, · · · , xn) starting at x1 and generating M
minimally, we have
(0 : x1A) * (x2A+ · · ·+ xnA),
then the prinipal ideal x1A is a C.I.0-ideal.
Proof. Assume that the ideal x1A is not C.I.0 and let x = (x1, · · · , xn) be any
sequene starting at x1 and generating M minimally.
With lemma 7.2, we have an x-Wiebe matrix for A of the form
ψ =
(
xr11 0 · · · 0
.
.
. ψ∗
)
.
We replae the rst olumn of ψ by


1
0
.
.
.
0

, we obtain a new matrix β for whih
J(x · β) = x1A (remember that ψ was an x-Wiebe matrix, J(x ·ψ) = 0) . With
our assumption on x1A, this matrix β is not x-nie, thus det(β) = det(ψ
∗) ∈
x1A. We take annihilators and onlude with 7.2: (0 : x1A) ⊆ (0 : det(ψ
∗)A) =
(x2A+ · · ·xnA).
Here is a partial onverse of the above proposition.
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Corollary 7.5. Let A be a omplete intersetion of dimension zero and minimal
exponent n, whih means that its maximal ideal satises Mn 6= 0,Mn+1 = 0,
and let x1 be a minimal generator of the maximal ideal.
Then the ideal x1A is a C.I.0-ideal if and only if there is a sequene x =
(x1, · · · , xn) starting at x1 and generating M minimally suh that (0 : x1A) *
(x2A+ · · ·+ xnA).
Proof. The if part is 7.4.
Assume now that the ideal x1A is C.I.0. With 5.11 we know that 0 : x1A =
zA for some z ∈ M \M2, so that the images of x1 and z in the vetor spae
M/M2 over A/M are nonnull. We distinguish two ases.
If z ∈ x1A+M
2
, then, for any sequene x = (x1, · · · , xn) starting at x1 and
generating M minimally, we have z /∈ (x2A+ · · ·xnA).
If z /∈ x1A + M
2
, then (x1, x1 + z) is a subsequene of a sequene x =
(x1, x1 + z, x3, · · · , xn) generating M minimally and for suh a sequene x we
have z /∈ ((x1 + z)A+ x3A+ · · ·xnA).
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