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The large j asymptotic behavior of 4-dimensional spin foam amplitude is investigated for the
extended spin foam model (Conrady-Hnybida extension) on a simplicial complex. We study the most
general situation in which timelike tetrahedra with timelike triangles are taken into account. The
large j asymptotic behavior is determined by critical configurations of the amplitude. We identify
the critical configurations that correspond to the Lorentzian simplicial geometries with timelike
tetrahedra and triangles. Their contributions to the amplitude are phases asymptotically, whose
exponents equal to Regge action of gravity. The amplitude may also contains critical configurations
corresponding to non-degenerate split signature 4-simplices and degenerate vector geometries. But
for vertex amplitudes containing at least one timelike tetrahedron and one spacelike tetrahedron,
critical configurations only give Lorentzian 4-simplices, while the split signature and degenerate
4-simplices do not appear.
I. INTRODUCTION
Spin foam models arise as a covariant formulation of
Loop Quantum Gravity (LQG), for a review, see [1–
5]. A spin foam can be regraded as a Feynmann dia-
gram with 5-valent vertices, corresponding to quantum
4-simplices, as building blocks of the discrete quantum
spacetime. The boundary of a 4-simplex contains 5 tetra-
hedra. As one of the popular spin foam models, the
Lorentzian Engle-Pereira-Rovelli-Livine/Freidel-Krasnov
(EPRL/FK) model comes with a gauge-fixing within
each tetrahedron such that in the local frame the time-
like normal vector of the tetrahedron reads u = (1, 0, 0, 0)
in a 4D Minkowski spacetime with signature (−1, 1, 1, 1),
known as the "time-gauge". As a result, this model is
subject to the restriction that tetrahedra and triangles
are all spacelike [6], such that, the tetrahedra lives in a
Euclidean subspace. As a result, such spin foam models
only correspond to a special class of 4D Lorentzian trian-
gulations. However, in the extended spin foam model by
Conrady and Hnybida, some tetrahedron normal vectors
are chosen to be spacelike u = (0, 0, 0, 1). As a result, the
model contains timelike tetrahedra and triangles which
live in 3D Minkowski subspaces [7–9].
The semiclassical behavior of spin foam model is de-
termined by its large-j asymptotics. Recently there have
been many investigations of large-j spin foams, in par-
ticular the asymptotics of EPRL/FK model [10–18], and
models with cosmological constant [19, 20]. It has been
shown that, in large-j asymptotics, the spin foam am-
plitude is dominated by the contributions from critical
configurations, which gives the simplicial geometries and
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discrete Regge action on a simplicial complex. The re-
sulting geometries from the above analysis only have
spacelike tetrahedra and spacelike triangles. Recently,
the asymptotics of the Hnybida-Conrady extended model
with timelike tetrahedron was investigated in [21]. The
critical configurations of the extended model give simpli-
cial geometries containing timelike tetrahedra. But the
limitation is that all the triangles are still spacelike within
each timelike tetrahedron.
In this paper we extend the semiclassical analysis of ex-
tended model to general situations, in which we take into
account both timelike tetrahedra and timelike triangles.
Our work is motivated by the examples of geometries
in classical Lorentzian Regge calculus, and their conver-
gence to smooth geometries [22–24]. In all examples the
Regge geometries contain timelike triangles. In order to
have the Regge geometries emerge as critical configura-
tions from spin foam model, we have to extend the semi-
classical analysis to contain timelike triangles.
In our analysis, we first derive the large-j integral form
of the extended spin foam model with coherent states
for timelike triangles. The large-j asymptotic analysis
is based on the stationary phase approximation of the
integral. The asymptotics of the integral is a sum of
contributions from critical configurations.
Before coming to our main result, we would like to
mention some key assumptions for the validity of the re-
sult: The following results are valid when we assume ev-
ery timelike tetrahedron containing at least one spacelike
and one timelike triangle. It is the case in all Regge geom-
etry examples mentioned above. Our results also apply
to some special cases when all triangles in a tetrahedron
are timelike. Moreover all tetrahedra in our discussion
are assumed to be nondegenerate. Here we don’t con-
sider the critical configurations with a degenerate tetra-
hedron. Finally, the Hessian evaluated at every critical
ar
X
iv
:1
81
0.
09
04
2v
3 
 [g
r-q
c] 
 16
 A
pr
 20
19
2configuration is assumed to be a non-degenerate matrix.
The main result is summarized as follows: Firstly for
a single 4-simplex and its vertex amplitude, it is impor-
tant to have boundary data satisfy the length matching
condition and orientation matching condition. Namely,
(1) among the 5 tetrahedra reconstructed by the bound-
ary data (by Minkowski Theorem), each pair of them
are glued with their common triangles matching in shape
(match their 3 edge lengths), and (2) all tetrahedra have
the same orientation. The amplitude has critical con-
figurations only if these 2 conditions are satisfied, oth-
erwise the amplitude is suppressed asymptotically, The
critical configurations have geometrical interpretations as
geometrical 4-simplices, which may generally have one of
three possible signatures: Lorentzian, split, or degnerate.
• When the 4-simplex has Lorentzian signatures:
The contribution at the critical configuration is
given by a phase, whose exponent is Regge action
with a sign related to orientations, i.e. the vertex
amplitude gives asymptotically
Av ∼ N+eiS∆ +N−e−iS∆ (1.1)
up to an overall phase depending on the bound-
ary coherent state. The Regge action in the 4-
simplex reads S∆ =
∑
f Afθf with Af the area
of triangle f . θf relates to the dihedral angle Θf
by θf = pi−Θf . The area spectrum is different be-
tween timelike and spacelike triangles in a timelike
tetrahedron.
Af =
{ nf
2 timelike triangle
γjf spacelike triangle
(1.2)
nf ∈ Z+ satisfies the simplicity constraint nf =
γsf where sf ∈ R+ labels the continuous series
irreps of SU(1, 1). jf ∈ Z+/2 labels the discrete
series irreps of SU(1, 1). N± are geometric factors
depend on the lengths and orientations of the re-
constructed 4 simplex.
• The reconstructed 4-simplices have split signatures:
The vertex amplitude gives asymptotically
Av ∼ N+eiγ−1S∆ +N−e−iγ−1S∆ (1.3)
up an overall phase. Here S∆ =
∑
f Afθf where θf
is a boost dihedral angle.
• The reconstructed 4-simplices are degenerate (vec-
tor geometry) and there is a single critical point.
The asymptotical vertex amplitude is given by a
phase depending on the boundary coherent states.
It is important to remark that for a vertex ampli-
tude containing at least one timelike and one spacelike
tetrahedron, critical configurations only give Lorentzian
4-simplices, while the split signature and degenerate 4-
simplex do not appear. The last 2 cases only appear
when all tetrahedra are timelike in a vertex amplitude.
The situation is similar to Lorentzian EPRL/FK model,
where the Euclidean signature and degenerate 4-simplex
appear because all tetrahedra are spacelike.
Our analysis is generalized to the spin foam amplitude
on a simplicial complex K with many 4-simplices. We
identify the critical configurations corresponding to sim-
plicial geometries with all 4-simplices being Lorentzian
and globally oriented. The configurations come in pairs,
corresponding to opposite global orientations. Each pair
gives the following asymptotic contribution to the spin
foam amplitude (up to an overall phase)
N+e
iSK +N−e−iSK (1.4)
where
SK =
∑
f bulk
Afεf +
∑
f boundary
Af (θf + pfpi) (1.5)
is the Regge action on the simplicial complex, up to a
boundary term with pf ∈ Z (pf is the number of 4-
simplices sharing f minus 1). The additional boundary
term pfAfpi doesn’t affect the Regge equation of motion.
Here the simplicial geometries and Regge action gener-
ally contain timelike tetrahedra and timelike triangles.
εf is the deficit angle. εf and θf at timelike triangles are
given by
εf = 2pi −
∑
f
Θf (v), θf = pi −
∑
f
Θf (v) (1.6)
Θf (v) is the dihedral angle within the 4-simplex at v. It is
a rotation angle between spacelike normals of tetrahedra,
because the tetrahedra sharing a timelike triangle are all
timelike.
To obtain (1.4), we have assumed each bulk triangle
is shared by an even number of 4-simplices. This as-
sumption is true in many important examples of classical
Regge calculus.
This paper is organized as follows. In section II, we
write the coherent states for timelike triangles in large
j approximation and express the spin foam amplitude
in terms of the coherent states. In section III, we derive
and analyze the critical equations. The critical equations
are reformulated in geometrical form for a timelike tetra-
hedron containing both spacelike and timelike triangles.
Then in section IV, we reconstruct nondegenerate sim-
plicial geometries from critical configurations. In section
V, the critical configurations for degenerate geometries
are analyzed. Finally in section VII, we derive the differ-
ence between phases evaluated at pairs of critical config-
urations corresponding to opposite orientated simplicial
geometries.
II. SPINFOAM AMPLITUDE IN TERMS OF
SU(1,1) CONTINUOUS COHERENT STATES
The spin foam models are defined as a state sum model
over simplicial manifold K and it’s dual, which consists
3of simplicies σv, tetrahedra τe, triangles f , edges and ver-
tices (v,e and f are labels for vertices, edges and faces
on the dual graph respectively). A triangulation is ob-
tained by gluing simplicies σ with pairs of their bound-
aries (tetrahedrons τ). The phase space associated with
manifold K are
PK = T ∗SL(2,C)L, (ΣIJf , hf ) ∈ T ∗SL(2,C) (2.1)
for a Lorentzian model, where L is the number of tri-
angles, hf ∈ SL(2,C) is the holonomy along the edges
and ΣIJf ∈ sl(2,C) is its conjugate momenta. hf can be
decomposed as
hf =
∏
v⊂∂f
gevgve′ (2.2)
where gve ∈ SL(2,C) and gev = gve−1. ΣIJf is subject to
the simplicity constraint
γ
1 + γ2
(ue)
I((1− γ∗)Σf IJ) = 0 (2.3)
where ue is a 4 normal vector associated to each tetrahe-
dron te, γ is a real number known as the Immirizi param-
eter, and ∗ is the Hodge dual operator. Geometrically,
the simplicity constraint implies that, each triangle f in
tetrahedron te is associated with a simple bivector
Bf =
γ
1 + γ2
(1− γ∗)Σf (2.4)
The state sum is defined over all quantum states of the
physical Hilbert space on a given K, given as
Z(K) =
∑
J
∏
f
µf (Jf )
∏
v
Av(Jf , ie) (2.5)
Here J = ~jf represents the combination of labels of the
SL(2,C) irreps associated to each triangle. ie is the in-
tertwiner associated with each tetrahedron
ie ∈ InvG[VJ1 ⊗ · · · ⊗ VJ4 ] (2.6)
which impose the gauge invariance. The vertex ampli-
tude Av(Jf , ie) associated with each 4 simplex σv cap-
tures the dynamics of the model, while the face ampli-
tude µf (Jf ) is a weight for the J sum.
Usually a partial gauge fixing is taken to the above
models, which corresponding to pick a special normal
u for all of the tetrahedra ∀e, ue = u . As a result,
the intertwiners associated with each tetrahedron defined
above is replaced by the intertwiners of the the stabilizer
group H ∈ G. There are two different gauge fixing:
• u = (1, 0, 0, 0), H = SU(2) , EPRL/FK models
• u = (0, 0, 0, 1), H = SU(1, 1), Conrady-Hnybida
Extension
which, after impose the quantum simplicity constraint
(2.3) lead to the following conditions [6, 7, 25]
• u = (1, 0, 0, 0), spacelike triangles
ρ = γn, n = j (2.7)
• u = (0, 0, 0, 1), spacelike triangles
ρ = γn, n = j (2.8)
• u = (0, 0, 0, 1), timelike triangles
ρ = −n/γ, s = 1
2
√
n2/γ2 − 1 (2.9)
Here (ρ ∈ R, n ∈ Z/2) are labels of SL(2,C) irreps,
j ∈ N/2 is the label of SU(2) irreps or SU(1, 1) discrete
series and s ∈ R is the label of SU(1, 1) continous series,
we will give a brief introduction of SU(1, 1) and SL(2,C)
representation theory later. As a result, the area spec-
trum is given by
Af =
{ nf
2 timelike triangle
γjf spacelike triangle
(2.10)
The spin foam vertex amplitude can be expressed in
the coherent state representation:
Av(K) =
∑
jf
∏
f
µ(jf )
∫
SL(2,C)
∏
e
dgνe
∏
(e,f)
∫
S2
dNef
〈
Ψρfnf (Nef )
∣∣D(ρf ,nf )(gevgve′) ∣∣Ψρfnf (Ne′f )〉 (2.11)
Here N is the unit vector in a sphere or hyperbolid which
labels the coherent states |Ψρn〉 of SL(2,C) in the uni-
tary irrep H(ρ,n). By SU(1, 1) decomposition of SL(2,C)
unitary irrep, SL(2,C) irrep is isomorphic to a direct sum
of irreps of SU(1, 1). The area of timelike triangles is re-
lated to SU(1, 1) spin s and the Immirzi parameter γ by
Af = γ
√
s2 + 1/4 which is consistent with the spectrum
from canonical approach [7, 26]. However, the solution
of quantum simplicity constraint (2.3 on timelike trian-
gles induced a Y -map where the physical Hilbert space
H ∈ H(ρ,n) is isomorphic to continuous series of SU(1, 1)
with spin s fixed by (2.9). As a result, the area spectrum
is now given by
Af = γ
√
s2 + 1/4 =
nf
2
(2.12)
which is quantized.
4In the following, we first give a brief introduction of
the SU(1, 1) and SL(2,C) representation theory. Then
we write the SL(2,C) states explicitly using continuous
SU(1, 1) coherent states in terms of spinor variables. Fi-
nally we derive the integral from of spin foam amplitude
on timelike triangles with a spin foam action.
A. Representation theory of SL(2,C) and SU(1, 1)
group
SL(2,C) group has 6 generators J i and Ki with com-
mutation relation
[J i, J i] = ijk J
k, [J i,Kj ] = ijk K
k,
[Ki,Kj ] = −ijk Jk
(2.13)
The unitary representations of the group are labelled by
pairs of numbers (ρ ∈ R, n ∈ Z+) from the two Casimirs
C1 = 2( ~J
2 − ~K2) = 1
2
(n2 − ρ2 − 4)
C2 = −4 ~J · ~K = nρ
(2.14)
The Hilbert space H(ρ,n) of unitary irrep of SL(2,C) can
be represented as a space of homogeneous functions F :
C2\{0} → C with the homogeneity property
F (βz1, βz2) = β
iρ/2+n/2−1β∗iρ/2−n/2−1F (z1, z2) (2.15)
The inner product in H(ρ,n) is given by
〈F1|F2〉 =
∫
CP1
pi((F1)
∗F2ω) (2.16)
where pi : C2 \ {0} → CP1. ω is the SL(2,C) invariant
2-form defined by
ω =
i
2
(z2dz1 − z1dz2) ∧ (z¯2dz¯1 − z¯1dz¯2) (2.17)
SU(1, 1) group is a subgroup of SL(2,C) with genera-
tors ~F = (J3,K1,K2). ~F and ~G = i~F = (K3,−J1,−J2)
transform as Minkowski vectors under SU(1, 1). The
Casimir reads Q = (J3)2 − (K1)2 − (K2)2. The unitary
representation of SU(1, 1) group is usually built from the
eigenstates of J3 which is labelled by j,m:
〈jm|jm′〉 = δmm′ (2.18)
where m is the eigenvalue of J3 and j related to the
eigenvalues of the Casimir Q.
The unitary irrep of SU(1,1) contains two series: the
discrete series and continuous series. For the discrete
series, one has
Q |jm〉 = j(j + 1) |jm〉 , with j = −1
2
,−1,−3
2
, ...
(2.19)
The eigenvalue m of J3 takes the values
m = −j,−j + 1,−j + 2.... or m = j, j − 1, j − 2....
(2.20)
The Hilbert spaces of spin j are denoted by D±j with
m><0. For the continuous series, Q takes continuous value
Q |jm〉 = j(j + 1) |jm〉 (2.21)
where j = −1/2+is and s is a real number s ∈ R+. Thus
in continuous case, we can use s instead of j to represent
the spin. The eigenvalues m takes the values
m = 0,±1,±2, ... or m = ±1
2
,±3
2
, ... (2.22)
The irreps of this series are denoted by Cs where  =
0, 1/2 corresponding to the integer m and half-integer m
respectively.
Instead of |jm〉, one may also choose the generalized
continuous eigenstates |jλσ〉 of K1 as the basis of the
irrep Hilbert space [27]:
〈jλ′σ′|jλσ〉 = δ(λ− λ′)δσσ′ (2.23)
where σ = 0, 1 distinguish the two-fold degeneracy of the
spectrum and λ here is a real number. For continuous
series irreps, Casimir Q takes
Q |jλσ〉 = j(j + 1) |jλσ〉 = −
(
s2 +
1
4
)
|jλσ〉 . (2.24)
B. Unitary irreps of SL(2,C) and the
decomposition into SU(1, 1) continuous state
The Hilbert spaceH(ρ,n) can be decomposed as a direct
sum of irreps of SU(1, 1). The decomposition can be de-
rived from the homogeneity property and the Plancherel
decomposition of SU(1, 1). As shown in [28], the func-
tions F in the SL(2,C) Hilbert space satisfying (2.15)
can be described by pairs of functions fα : SU(1, 1) →
C, α = ±1 via
F (z1, z2) =
√
pi(α〈z, z〉)iρ/2−1fα(vα(z1, z2)), (2.25)
where vα is the induced SU(1, 1) matrix
vα =

1√
〈z,z〉
(
z1 z2
z¯2 z¯1
)
, α = 1
1√
−〈z,z〉
(
z¯2 z¯1
z1 z2
)
, α = −1
(2.26)
with 〈z, z〉 = z†σ3z = z¯1z1−z¯2z2 being SU(1, 1) invariant
inner product. Here α is a signature
α =
{
1, |z1| > |z2|
−1, |z1| < |z2| (2.27)
5Then H(ρ,n) is isomorphic to the Hilbert space
L2(SU(1, 1))⊕ L2(SU(1, 1)) with inner product
〈
(f+1 , f
−
1 )
∣∣(f+2 , f−2 )〉 = ∑
α
∫
dv(fα1 (v))
∗fα2 (v) (2.28)
where dv is the SU(1,1) measure.
The function f in SU(1, 1) continuous series represen-
tations with continuous basis reads
fαjλ(z) =
{ √
2j + 1(Djn/2,λ(v(z)), 0), α = 1√
2j + 1(0, Dj−n/2,λ(v(z))), α = −1
(2.29)
Noticed that here we assume s 6= 0. Djmλ is the Wigner
matrix with mixed basis (2.18) and (2.23)
Djmλσ(v) = 〈j,m| v(z) |j, λ, σ〉 (2.30)
Recall the quantum simplicity constraint (2.9),
ρ = −n/γ, s = 1
2
√
n2/γ2 − 1 (2.31)
Asymptotically, when s 1, we have
ρ ∼ −2s ∼ −n
γ
(2.32)
Since n is discrete, s and ρ are also discrete. Using the
representation matrix of continuous series of SU(1, 1),
and some transformations of hypergeometric function
and asymptotic analysis, we prove that when n 1 and
λ = −s (the detailed derivation is shown in Appendix
A),
Djn
2 ,−s(v) =
1√
s|γ + Im(v¯1v2)|
×(
T˜ j+σ
(v1 − v2√
2
)n
2−is(v1 − v2√
2
)−n2−is
−T˜ j−σ
(v1 + v2√
2
)n
2 +is
(v1 + v2√
2
)−n2 +is)
(2.33)
where
√
2T˜ j±σ =
√
2Sjn/2,−s,σ/T
j
±σ are some phases:
T˜±T˜± = 1/2 1. The detailed definition of S
j
n/2,−s,σ and
T j±σ are given in (A8) and (A46).
The m = −n/2 case in (2.29) can be obtained by the
relation
Dσj−m,λ(v) = −(−1)σe−ipimDσjm,λ(v¯) (2.34)
When α = 1, we would like to write elements of vα ∈
SU(1, 1) introduced in (2.26) as
v1 − v2√
2
=
〈z¯, l+0 〉√〈z, z〉 , v1 + v2√2 = 〈z¯, l
−
0 〉√〈z, z〉 . (2.35)
1 Here we ignore the regulator in (A43) for the zero points of
|γ + Im(v¯1v2)| since it will appear naturally as the integration
contribution from this 1/2 singularity in the inner product. One
can check Appendix A for details.
where
l±0 =
1√
2
(n1 ± n2) = 1√
2
(
1
±1
)
(2.36)
Notice that, 〈l+0 , l+0 〉 = 〈l−0 , l−0 〉 = 0, 〈l−0 , l+0 〉 = 1, thus
they form a null basis in C2. Similarly, for α = −1, we
have
v1 − v2√
2
= − 〈l
+
0 , z¯〉√−〈z, z〉 , v1 + v2√2 = 〈l
−
0 , z¯〉√−〈z, z〉 (2.37)
With this notation, we finally obtain
F
(ρ,n)
−s,σ,α(z) =
√
piαn/2+σ+1
√
s
√
α〈z, z〉
√
|α(γ − i)〈z, z〉+ 2iα〈z¯, l−0 〉〈l+0 , z¯〉|
×
(
T˜ j+σ(α〈z, z〉)iρ/2+is(〈l+0 , z¯〉〈z¯, l+0 〉)
−is
( 〈z¯, l+0 〉
〈l+0 , z¯〉
)n
2
− T˜ j−σ(α〈z, z〉)iρ/2−is(〈l−0 , z¯〉〈z¯, l−0 〉)
is
( 〈z¯, l−0 〉
〈l−0 , z¯〉
)n
2
) (2.38)
One can check the homogeneity property (2.15):
F (λz) = λm+iρ/2−1λ¯−m+iρ/2−1F (z) (2.39)
6The coherent state is built from the reference state λ = −s, and we choose σ = 1, according to [8],
Ψ
(ρ,n)
g˜,α (z) = D
(ρ,n)(g˜)F
(ρ,n)
−s,1,α(z) =
√
ipiS˜jm,−s,σα
−2is+m√|〈z, z〉|√|(γ − i)〈z, z〉+ 2i〈z¯, l−〉〈l+, z¯〉|×(
T˜ j+1〈z, z〉iρ/2+is(〈l+, z¯〉〈z¯, l+〉)−is
( 〈z¯, l+〉
〈l+, z¯〉
)n
2
− T˜ j−1〈z, z〉iρ/2−is(〈l−, z¯〉〈z¯, l−〉)is
( 〈z¯, l−〉
〈l−, z¯〉
)n
2
) (2.40)
where g˜ ∈ SU(1, 1), and l± = g˜−1†l±0 is defined though
〈l±0 , g˜tz〉 = 〈g˜−1†l±0 , z¯〉 = 〈l±, z¯〉 (2.41)
C. Spinform amplitude
Now we can write down explicitly the inner product
between the coherent states appearing in the amplitude
(2.11) by inserting (2.40) and using (2.16):
〈
Ψ
(ρf ,nf )
g˜e′f δ
∣∣∣D(ρf ,nf )(gve′gev) ∣∣∣Ψ(ρf ,nf )g˜ef δ 〉 = ∑
α
∫
CP1
ωzvfΨ
(ρf ,nf )
g˜e′fδα
(
gtve′zvf
)
Ψ
(ρf ,nf )
g˜efδα
(
gtevzvf
)
=
∫
CP1/〈Z,Z〉=0
ωzvf
hvefhve′f
(
Nf+e
Svf+ +Nf−eSvf− +Nfx+eSvfx+ +Nfx−eSvfx−
) (2.42)
where N are some normalization factors, ω is the SL(2,C) invariant measure defined in (2.17). The exponents read
Svf± = Sve′f± − Svef±, Svfx± = Sve′f± − Svef∓ (2.43)
with
Svef± = sf
[
γ ln
〈Zvef , l±ef 〉
〈l±ef , Zvef 〉
∓ i ln 〈Zvef , l±ef 〉〈l±ef , Zvef 〉+ i(−1± 1) ln 〈Zvef , Zvef 〉
]
(2.44)
where Zvef = g†vez¯vf . l
±
ef here is defined as l
± =
v(Nef )
−1†l±0 with l
±
0 defined in (2.36), and v(Nef ) ∈
SU(1, 1) which encoding the unit normal. 〈Zve′f , Zve′f 〉
has the same sign as 〈Zvef , Zvef 〉. The integrand is in-
variant under the following gauge transformations:
gve → gvgve, zvf → λvf (gTv )−1zvf (2.45)
gve → svegve, sve = ±1 (2.46)
gve → gveve, l±ef → vel±ef , (2.47)
where gv ∈ SL(2,C), ve ∈ SU(1, 1), and λvf ∈ C \ {0}.
It’s worth to point out that both Svf± and Svfx± are
purely imaginary, and they are all proportional to sf
which will be uniform scaled later to derive the asymp-
totics. The real valued function h is given by
hvef = |〈Zvef , Zvef 〉|
√√√√∣∣∣∣∣γ − i + 2〈l
−
ef , Zvef 〉〈Zvef , l+ef 〉
〈Zvef , Zvef 〉
∣∣∣∣∣
(2.48)
hvef can be 0 when we integrate over z on CP1 and
SL(2,C) group elements g in (2.11), and the zeros of h
are exactly the points where we define the principle value,
i.e. at 〈Z,Z〉 = 0. However, as shown in Appendix B,
the singularities due to h are of half order thus the final
integral is remain finite at these points.
III. ANALYSIS OF CRITICAL POINTS
As we shown above, the actions Svf± and Svfx± are
pure imaginary, and they are proportional to sf . Thus we
7can use stationary phase approximation to evaluate the
amplitude in the semi-classical limit where s is uniformly
scaled by a factor Λ → ∞. Note that the denominator
h defined by (2.48) in (2.42) contains 1/2 order singular
point at 〈Z,Z〉 = 0, as shown in Appendix B. Then the
integral is of the following type
I =
∫
dx
1√
x− x0 g(x)e
ΛS(x) (3.1)
Here g is an analytic function which does not scale with
Λ. There are two different asymptotic equations for such
type integral according to the critical point xc located
exactly at the branch point x0 or away from it. Accord-
ing to [29], if xc located exactly at x0, the leading order
contribution will locate at the critical points (which is
also the branch points), and the asymptotic expansion is
given by
I ∼ g(xc)pie
ipi(µ−2)/8
Γ(3/4)
(
2
Λ|detH(xc)|
)1/4
eΛS(xc) (3.2)
where H(xc) is the Hessian matrix at xc, and µ =
sgn detH(xc).
As we explain in the following sections, the critical
points of Eq.(2.42) are always located at the branch
points, when every tetrahedron containing the timelike
triangle f also contain at least one spacelike triangle. It
is quite generic to have every tetrahedron contain both
timelike and spacelike triangles in a simplicial geometry.
In addition, in case that we consider tetrahedra with all
triangles timelike, for a single vertex amplitude, the crit-
ical point is again located at the branch points, when the
boundary data give the closed geometrical boundary of a
4-simplex (i.e. the tetrahedra at the boundary are glued
with shape matching). We don’t consider the possibility
other than (3.2).
A. Equation of Motion
Since both Svf± and Svfx± are purely imaginary, their
critical points, or namely critical configurations, are solu-
tions of equations of motion. The equations of motion are
given by variations of S’s respects to spinors z, SU(1, 1)
group elements v and SL(2,C) group elements g.
Before calculating the variation, we would like to in-
troduce a decomposition of spinor Z. We first introduce
following lemmas:
Lemma III.1. Given a specific l+ satisfying 〈l+, l+〉 =
0, there exist l˜−, s.t. 〈l+, l˜−〉 = 1, 〈l˜−, l˜−〉 = 0. For
two elements l˜−1 and l˜
−
2 satisfying the condition, they are
related by
l˜−1 = l˜
−
2 + iηl
+, η ∈ R (3.3)
This is easy to proof since 〈l˜− + iηl+, l˜− + iηl+〉 =
η2〈l+, l+〉+ 〈l˜−2 , l˜−2 〉− iη〈l+, l˜−〉+ iη〈l˜−, l+〉 and 〈l+, l˜−+
iηl+〉 = 〈l+, l˜−〉+ iη〈l+, l+〉.
Lemma III.2. For a given l+ and l˜− defined by Lemma
III.1, l+ and l˜− form a null basis in two dimensional
spinors space.
This lemma is proved by using the fact that given l+
and l˜−, there exists a SU(1, 1) element g˜, such that l+ =
g˜l+0 and l˜
− = g˜l−0 , and the fact that l
+
0 and l
−
0 forms a
null basis.
With Lemma III.2, for a given l+ or l−, we have
Theorem III.3. For given l+ and l˜− defined by Lemma
III.1, spinor Zvef always can be decomposed as
Zvef = ζvef (l˜
∓
ef + αvef l
±
ef ) (3.4)
where ζvef ∈ C and αvef ∈ C.
At the vertex v, from the action Svef+ (Svef−), we
only have l+ (l−) enters the action, thus we can choose
arbitrarily l˜∓vef to form a basis. By Lemma III.1, we can
always write l˜′∓vef = l˜
′∓
vef + i Im(αvef )l
±
ef s.t.,
Zvef = ζvef (l˜
∓
vef + Re(αvef )l
±
ef ). (3.5)
Im(α) is basis dependent. It is easy to check that if we
replace Z inside the action (2.43) by the decomposition
(3.4), the action is independent of Im(α), which means
that Im(α) is a gauge freedom.
We will drop the tilde on l˜ in the following. One should
keep in mind that we have the freedom to choose the l−
(l+) such that for some vertices v, Im(αvef ) = 0.
From the decomposition of Zvef , there is naturally a
constraint. By the fact Zvef = g†vez¯vf , we have
z¯vf = g
−1†
ve Zvef = g
−1†
ve′ Zve′f . (3.6)
In terms of decomposition of Zvef
g−1†ve (l
±
ef +αvef l
∓
ef ) =
ζve′f
ζvef
g−1†ve′ (l
±
e′f +αve′f l
∓
vef ) (3.7)
This can be written as
gve J (l
±
ef+αvef l
∓
ef ) =
ζ¯ve′f
ζ¯vef
gve′ J (l
±
e′f+αve′f l
∓
ef ) (3.8)
where we used the anti-linear map J :
J(a, b)T = (−b¯, a¯), JgJ−1 = −JgJ = g−1† (3.9)
1. variation respect to z
From the definition of SU(1, 1) inner product, for ar-
bitrary spinor u we have
δz¯〈u, Z〉 = δz¯(u†ηg†z¯) = (gηu)†δz¯,
δz〈Z, u〉 = δz((g†z¯)†ηu) = (δz)T (gηu)
(3.10)
8Then it is straight forward to see the variation of Svef
leading to
δz¯Svef± =(
nf
2
± isf )
(gveηl
±
ef )
†
〈l±ef , Zvef 〉
− i(ρf ± sf ) (gveηZvef )
†
〈Zvef , Zvef 〉
(3.11)
and
δzS = −δz¯S (3.12)
which comes from the fact that S is pure imaginary. With
the definition of Svf in (2.43), after inserting the decom-
position, we obtain the following equations
δSvf+ = (γ − i)sf (
gveηl
+
ef
ζ¯vef
− gve
′ηl+e′f
ζ¯ve′f
) = 0 with Z = ζ(l− + αl+) (3.13)
δSvf− = −isf ( gveηnvef
Re(αvef )ζ¯vef
− gve′ηnve′f
Re(αve′f )ζ¯ve′f
) = 0 with Z = ζ(l+ + αl−) (3.14)
δSvfx+ = −(γ − i)sf
gve′ηl
+
e′f
ζ¯ve′f
− isf gveηnvef
Re(αvef )ζ¯vef
= 0 with Ze′ = ζ(l− + αl+) & Ze = ζ(l+ + αl−) (3.15)
δSvfx− = (γ − i)sf
gveηl
+
vef
ζ¯vef
+ isf
gve′ηnve′f
Re(αve′f )ζ¯ve′f
= 0 with Ze = ζ(l− + αl+) & Ze′ = ζ(l+ + αl−) (3.16)
where
nvef := l
+
ef + i (γ Re(αvef ) + Im(αvef )) l
−
ef (3.17)
Note that nvef here satisfies Lemma. III.2 and can form
a basis with l−ef given in Svef−.
2. variation respect to SU(1, 1) group elements vef
Since l± = v−1†l±0 with v ∈ SU(1, 1), the variation
respect to l± is the variation respect to the SU(1, 1) group
element v. If we considering a small perturbation of v
which is given by v′ = ve−iF
i
, where F i are generators of
SU(1, 1) group, we have v′−1 = eiF
i
v−1. The variation
is then given by
δv−1 = iF iv−1, δv−1† = iv−1†(F i)† (3.18)
Thus for arbitrary spinor u, we have
δ〈u,m〉 = δ〈u, v−1†m0〉 = i〈u, v−1†F †i m0〉
δ〈m,u〉 = δ〈v−1†m0, u〉 = i〈v−1†F †i m0, u〉
(3.19)
When Sef = Svef± − Sv′ef±, the variation reads
δS =i(
nf
2
∓ isf )
(
〈Zv′ef , v−1†ef F †i l±0 〉
〈Zv′ef , l±ef 〉
− 〈Zvef , v
−1†
ef F
†
i l
±
0 〉
〈Zvef , l±ef 〉
)
+ i(
nf
2
± isf )
(
〈v−1†ef F †i l±0 , Zvef 〉
〈l±ef , Zvef 〉
− 〈v
−1†
ef F
†
i l
±
0 , Zv′ef 〉
〈l±ef , Zv′ef 〉
) (3.20)
While Sef = Svef± − Sv′ef∓, we have
δS =i(
nf
2
)
(
〈Zvef , v−1†ef F †i l±0 〉
〈Zvef , l±ef 〉
− 〈Zv
′ef , v
−1†
ef F
†
i l
∓
0 〉
〈Zv′ef , l∓ef 〉
+
〈v−1†ef F †i l±0 , Zvef 〉
〈l±ef , Zvef 〉
− 〈v
−1†
ef F
†
i l
∓
0 , Zv′ef 〉
〈l∓ef , Zv′ef 〉
)
+ isf
(
〈v−1†ef F †i l±0 , Zvef 〉
〈l±ef , Zvef 〉
+
〈v−1†ef F †i l±0 , Zv′ef 〉
〈l±ef , Zv′ef 〉
+
〈Zv′ef , v−1†ef F †i l∓0 〉
〈Zv′ef , l∓ef 〉
+
〈Zvef , v−1†ef F †i l±0 〉
〈Zvef , l±ef 〉
) (3.21)
9Since F i = 1/2(iσ3, σ1, σ2, ) is SU(1, 1) generators, we have
(F 0)†l±0 =
i
2
√
2
(
1 0
0 −1
)(
1
±1
)
= i2 l
∓
0 (3.22)
(F 1)†l±0 =
1
2
√
2
(
0 1
1 0
)(
1
±1
)
= ± 12 l±0 (3.23)
(F 2)†l±0 =
1
2
√
2
(
0 −i
i 0
)(
1
±1
)
= ∓ 12 l∓0 (3.24)
Then in the first case we only left with one equation, which reads
0 = (
nf
2
∓ isf )
(
〈Zv′ef , il∓ef 〉
〈Zv′ef , l±ef 〉
− 〈Zvef , il
∓
ef 〉
〈Zvef , l±ef 〉
)
+ (
nf
2
± isf )
(
〈il∓ef , Zvef 〉
〈l±ef , Zvef 〉
− 〈il
∓
ef , Zv′ef 〉
〈l±ef , Zv′ef 〉
)
(3.25)
After inserting the decomposition Z = ζ(l∓ + αl±) cor-
respondingly, we get
0 =(
nf
2
∓ isf ) (α¯v′ef − α¯vef ) + (nf
2
± isf ) (αv′ef − αvef )
=2isfγ Re(αv′ef − αvef )± 2isf Im(αvef − αv′ef )
(3.26)
The solution reads
γ Re(αvef )∓Im(αvef ) = γ Re(αv′ef )∓Im(αv′ef ) (3.27)
Here Im(α) is the decomposition of Z respect to l∓ef spec-
ified by vef . Note that in this case, we only have l+ef (l
−
ef )
in the action, thus there is an ambiguity of vef . However,
changing vef corresponds to adding the same constant to
both Im(αv) and Im(α′v), thus the relation is kept un-
change. After absorbing Im(α) into l˜ by a redefinition,
the equation actually tells us that,
l˜∓vef − l˜∓v′ef = ±γ(Re(αvef )− Re(αv′ef ))l±ef (3.28)
which fixes the transformation of l˜vef between vertices
and removes the ambiguity between different vertices v in
the bulk. With this redefinition, it is easy to see that nvef
defined in (3.17) satisfies nvef = nve′f , thus we ignore the
v variable and define
nef := nvef = nv′ef (3.29)
In the mixing case there will be two different equations
for F2 and F3, which leads to
0 =
nf
2
(
Re
〈Zv′ef , l±〉
〈Zv′ef , l∓ef 〉
− Re 〈Zvef , l
∓〉
〈Zvef , l±ef 〉
)
± isf
(
i Im
〈Zv′ef , l±〉
〈Zv′ef , l∓ef 〉
+ i Im
〈Zvef , l∓〉
〈Zvef , l±ef 〉
)
(3.30)
0 =
nf
2
(
Re
〈Zv′ef , l±〉
〈Zv′ef , l∓ef 〉
+ Re
〈Zvef , l∓〉
〈Zvef , l±ef 〉
)
± isf
(
i Im
〈Zv′ef , l±〉
〈Zv′ef , l∓ef 〉
− i Im 〈Zvef , l
∓〉
〈Zvef , l±ef 〉
)
(3.31)
The equations give the solution
γ Re(αv′ef )± Im(αv′ef ) = 0, with Zv′ef = ζv′ef (l±ef + αv′ef l∓ef )
γ Re(αvef )∓ Im(αvef ) = 0, with Zvef = ζvef (l∓ef + αvef l±ef )
Here l+ and l− completely fix the group element v. α
corresponds to the decomposition of Z with these l+ and
l−. The nvef in this case is simply nvef = l+ef .
3. variation respect to SL(2,C) elements g
With the small perturbation of g which is given by
g′ = geL, the variation of SL(2,C) group element g is
given by
δg = gL, δg† = −L†g† (3.32)
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where L is a linear combination of SL(2,C) generators,
L = iF
i + ˜iG
i = (i + i˜i)F
i. Here F s are SU(1, 1)
lie algebra generators defined as above, and we use the
fact that in spin 1/2 representation G = iF . 1 Then for
arbitrary u, we have
δ〈u, Z〉 = δ〈u, g†z¯〉 = 〈u, L†g†z¯〉 = 〈u, L†Z〉
δ〈Z, u〉 = δ〈g†z¯, u〉 = (L†g†z¯)†ηu = 〈L†Z, u〉. (3.33)
The variation leads to
δS =
∑
f
ef (v)
(
−(nf
2
∓ isf )
(
〈L†Zvef , l±ef 〉
〈Zvef , l±ef 〉
)
+ (
nf
2
± isf )
(
〈l±ef , L†Zvef 〉
〈l±ef , Zvef 〉
)
−i(ρf ± sf )
( 〈L†Zvef , Zvef 〉+ 〈Zvef , L†Zvef 〉
〈Zvef , Zvef 〉
)) (3.34)
where ef (v) = ±1 is determined according to the face
orientation is consistent to the edge e or opposite (up to
a global sign). We have
ef (v) = −e′f (v), ef (v) = −ef (v′). (3.35)
We write ef (v) = +1 in the following for simplicity, and
recover general  at the end of the derivation.
From the property of SU(1, 1) generator,
ηFη = −F † (3.36)
we have
〈F †Z, u〉 = −Z†Fηu = −Z†ηF †u = −〈Z,F †u〉 (3.37)
Then (3.34) can be written as
∑
f
(
nf
2
∓ isf )
(
〈Zvef , F †l±ef 〉
〈Zvef , l±ef 〉
)
+ (
nf
2
± isf )
(
〈l±ef , F †Zvef 〉
〈l±ef , Zvef 〉
)
= 0
(3.38)
and∑
f
−(nf
2
∓ isf )
〈Zvef , F †l±ef 〉
〈Zvef , l±ef 〉
+ (
nf
2
± isf )
〈l±ef , F †Zvef 〉
〈l±ef , Zvef 〉
− 2i(ρf ± sf ) 〈Zvef , F
†Zvef 〉
〈Zvef , Zvef 〉 = 0
(3.39)
After inserting the decomposition of Z and solution of
simplicity constraint, we have the following equations:
For both S±, (3.38) becomes
0 = δFS±
= ∓2i
∑
f
sf 〈l∓ef ∓ i(γRe(αvef )∓ Im(αvef ))l±ef , F †l±ef 〉
(3.40)
(3.39) will leads to different equations for different actions
S± due to the appearance of 〈Zvef , F †Zvef 〉 term. The
variation of S+ reads
0 = δGS+
=−2γ
∑
f
sf 〈l−ef − i(
1
γ
Re(αvef )− Im(αvef ))l+ef , F †l+ef 〉,
(3.41)
while the variation of S− reads
δGS− = 2i
∑
f
sf
〈nvef , F †nvef 〉
Re(αvef )
+ 2γ
∑
f
sf 〈nvef , F †l−ef 〉.
(3.42)
4. summary
As a summary, after we introduce the decomposition
of Z as (3.4):
Zvef = ζvef (l˜
∓
ef + αvef l
±
ef ) (3.43)
and a spinor n as (3.17)
nvef := l
+
ef + i (γ Re(αvef ) + Im(αvef )) l
−
ef (3.44)
the equation of motion is given by the following equations
• parallel transport equations
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Svf+ :
gveηl
+
ef
ζ¯vef
=
gve′ηl
+
e′f
ζ¯ve′f
, g−1†ve (l
−
ef + αvef l
+
ef ) =
ζve′f
ζvef
g−1†ve′ (l
−
e′f + αve′f l
+
vef ) (3.45)
Svf− :
gveηnvef
Re(αvef )ζ¯vef
=
gve′ηnve′f
Re(αve′f )ζ¯ve′f
, g−1†ve (l
+
ef + αvef l
−
ef ) =
ζve′f
ζvef
g−1†ve′ (l
+
e′f + αve′f l
−
vef ) (3.46)
Svfx+ :
gveηnvef
Re(αvef )ζ¯vef
= −(1 + iγ)gve
′ηl+e′f
ζ¯ve′f
, g−1†ve (l
+
ef + αvef l
−
ef ) =
ζve′f
ζvef
g−1†ve′ (l
−
e′f + αve′f l
+
vef ) (3.47)
Svfx− : −(1 + iγ)
gveηl
+
vef
ζ¯vef
=
gve′ηnve′f
Re(αve′f )ζ¯ve′f
g−1†ve (l
−
ef + αvef l
+
ef ) =
ζve′f
ζvef
g−1†ve′ (l
+
e′f + αve′f l
−
vef ) (3.48)
Here Svf± = Sve′f± − Svef±, Svfx± = Sve′f± − Svef∓ with Svef± is the action given in (2.44), the same for
Sef± and Sefx±.
• vertcies relations
Sef± : γ Re(αvef )∓ Im(αvef ) = γ Re(αv′ef )∓ Im(αv′ef ) (3.49)
Sef±x : γ Re(αvef )∓ Im(αvef ) = γ Re(αv′ef )± Im(αv′ef ) = 0 (3.50)
• closure constraints
0 = −2i
∑
f /w S+(x)
sf 〈l−ef − i(γ Re(αvef )− Im(αvef ))l+ef , F †l+ef 〉+ 2i
∑
f /w S−(x)
sf 〈nef , F †l−ef 〉 (3.51)
0 = −2γ
∑
f /w S+(x)
sf 〈l−ef − i(
1
γ
Re(αvef )− Im(αvef ))l+ef , F †l+ef 〉+ 2
∑
f /w S−(x)
isf
〈nef , F †nef 〉
Re(αvef )
+ γsf 〈nvef , F †l−ef 〉
(3.52)
B. Bivector representation
For given spinors l− and l+, there is a 3-vector vi as-
sociated to them
vi = 2〈l+, F il−〉 (3.53)
From which we can define a SU(1, 1) valued bivector in
spin- 12 representation
V = 2〈l+, F il−〉F i = −2(l+)†(F i)†ηl−F i = −1
2
(l+)†σiηl−σi = −ηl− ⊗ (l+)† + 1
2
〈l+, l−〉I2 (3.54)
where we use the fact ηFη = −F † and the completeness
of pauli matrix. Since 〈l−, F l+〉 = −〈l+, F l−〉,
V = −2〈l−, F il+〉Fi = ηl+ ⊗ (l−)† − 1
2
〈l+, l−〉I2 (3.55)
From the fact
Ki = −Ki = J0i, J i = Ji = 1
2
0ijkJ
jk (3.56)
where J i = ∗Ki. We have in spin 1/2 representation
∗ → i and J i = iKi. The bivector can be encoded into
SL(2,C) bivector that in spin-1 representation reads
V IJ =
 0 −v
1 −v2 0
v1 0 v0 0
v2 −v0 0 0
0 0 0 0
 , (3.57)
Then (∗V )IJ reads
(∗V )IJ =
 0 0 0 v
0
0 0 0 −v2
0 0 0 v1
−v0 v2 −v1 0
 = (vIef ∧ uJ) (3.58)
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where the encoded 4-vector vIef := (v
0,−v2, v1, 0), uI =
(0, 0, 0, 1). Clearly one can see that
vI = i(
〈
l−
∣∣ σˆI ∣∣l+〉+ uI) (3.59)
where σˆ = (σ0,−σ1,−σ2,−σ3).
Since 〈l+, F il−〉 = 〈l+0 , v†F iv−1†l−0 〉, in this sense, vi is
nothing else but the SO(1, 2) rotation of 3 vector v0 =
(0, 0, 1) with group element v−1†.
Similarly, we can define
W± = 2i〈l±, F il±〉F i = −iηl± ⊗ (l±)† (3.60)
with
W±IJ = w±Ief ∧ uJ , w±I :=
〈
l±
∣∣ σˆI ∣∣l±〉 (3.61)
Here w±Ief is a null vector w
±I
ef w
±
ef I
= 0.
We introduce SO(1, 3) group elements G given by
Gve = pi(gve) (3.62)
where pi : SL(2,C) → SO(1, 3). Since the action (2.43)
is invariant under the transformation gve → ±gve, two
group elements related to gve are gauge equivalent if they
satisfy
G˜ve = GveI
sve , sve = {0, 1} (3.63)
where I is the inversion operator. With this gauge trans-
formation, we can always assume Gve ∈ SO+(1, 3).
We can write the critical equations in terms of bivec-
tors. The detailed analysis is in Appendix C. Given any
solution to the critical equations, we can define a bivector
Xvef = −2i〈l−, F il+〉Fi − iα¯vef 〈l+, F il+〉Fi
= Vef − (Im(αvef ) + Re(αvef )∗)W+ef
(3.64)
or
Xvef = −2i〈n, F †il−〉Fi − i + γ
(1 + γ2) Re(αvef )
〈n, F †in〉Fi
= −Vef − 1− γ∗
(1 + γ2) Re(αvef )
W+ef
(3.65)
corresponding to their action is composited by Svef+ or
Svef−. Here Vef is a spacelike bivector and Wef is a null
bivector. In spin-1 representation, we can express the
above bivector as
XIJef = (∗)(v˜Ivef ∧ u˜Jvef ) (3.66)
where
v˜vef =
{
vef − Im(αvef )w+ef , Svef+
vef − γ(1+γ2) Re(αvef )w
+
ef , Svef−
(3.67)
u˜vef =
{
u+ Re(αvef )w
+
ef , Svef+
u+ 1(1+γ2) Re(αvef )w
+
ef , Svef−
(3.68)
with
vef =
{ −2i〈l−ef , F il+ef 〉, Svef+
−2i〈nef , F il−ef 〉 Svef−
, (3.69)
w+ef =
{
2〈l+ef , F il+ef 〉, Svef+
2〈nef , F inef 〉 Svef− (3.70)
The bivector Xvef satisfies the parallel transport equa-
tion:
gveXvefg
−1
ve = gve′Xve′fg
−1
ve′ (3.71)
This corresponds to
Xf (v) := gveXvefgev = v
I
ef (v) ∧N Ie (v) (3.72)
where
vIef (v) := Gvev˜vef , N
I
e (v) = Gveu˜vef (3.73)
The closure constraint in terms of the bivector variable
then reads
2
∑
f
γef (v)sfXf (v) =
∑
f
ef (v)Bf (v) = 0 (3.74)
where Bf = 2γsfXf = nfXf with B2f = −n2f . Note that
the closure constraint is composed by two independent
equations enrolling v˜ and w+∑
f
ef (v)v˜vef = 0,{ ∑
f ef (v) Re(αvef )w
+
ef = 0, Svef+∑
f ef (v)(Re(αvef )
−1w+ef = 0, Svef−
(3.75)
C. Timelike tetrahedron containing both spacelike
and timelike triangles
The timelike tetrahedron in a generic simplicial geom-
etry contains both spacelike and timelike triangles. For
spacelike triangles, the irreps of SU(1, 1) are in the dis-
crete series, in contrast to the continuous series used in
timelike triangles. The simplicity constraint is also dif-
ferent from (2.9). This leads to different face actions on
triangles with different signature, and the total action is
expressed by the sum of these actions. The action on
spacelike triangle and corresponding critical point equa-
tions have already been derived in [21]. The results are
reviewed in Appendix D.
The variations with respect to zvf and vef give equa-
tions of motions (3.71) for timelike triangles and (D20)
for spacelike triangles respectively. In addition, for time-
like triangles, solutions should satisfy (3.27), (3.32) or
(3.32).
The variation respect to SL(2,C) group element gve
involves all faces connected to e, which may include both
spacelike and timelike triangles. In general, from (3.40 -
3.42) and (D13-D14), the action including different types
of triangles gives
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δFS =− 2i
∑
f /w S+(x)
sf 〈l−ef − i(γ Re(αvef )− Im(αvef ))l+ef , F †l+ef 〉
+ 2i
∑
f /w S−(x)
sf 〈nef , F †l−ef 〉 − 2
∑
f /w Ssp
jf 〈ξ±ef , F †ξ±ef 〉 = 0
(3.76)
−2γ
∑
f /w S+(x)
sf 〈l−ef − i(
1
γ
Re(αvef )− Im(αvef ))l+ef , F †l+ef 〉
+ 2
∑
f /w S−(x)
isf
〈nef , F †nef 〉
Re(αvef )
+ γsf 〈nvef , F †l−ef 〉+ 2iγ
∑
f /w Ssp
jf 〈ξ±ef , F †ξ±ef 〉 = 0
(3.77)
Summation of the two equations leads to
(1 + γ2)
∑
f /w S+(x)
sf Re(αvef )〈l+ef , F il+ef 〉+
∑
f /w S−(x)
sf
〈nef , F inef 〉
Re(αvef )
= 0 (3.78)
This equation only involves timelike triangles. Since
w+ief = 〈l+ef , F il+ef 〉 (or w+ief = 〈nef , F inef 〉 in S−(x)
case) are null vectors, the above equation implies sum-
ming over null vectors equal to 0. In a tetrahedron con-
tains both timelike and spacelike triangles, the number
of timelike triangles, which is also the number of null
vectors here, is less than 4. If one has less than 4 null
vectors sum to 0 in 4-dimensional Minkowski space, then
they are either trivial or colinear. The only possibility to
have a nondegenerate tetrahdron from (3.78) is that all
the timelike faces are in the action S+ and set Re(α) = 0.
The solution reads
Re(αvef ) = 0 & ∀f∈te , Sf = S+(x). (3.79)
It means that in order to have critical point, the action
associated to each triangle f of the tetrahedron te must
be S+ or S+x, other actions do not have stationary point.
The closure constraint is now given by (3.76) minus (3.77)
−2i
∑
f /w S+(x)
sf 〈l−ef + i Im(αvef )l+ef , F il+ef 〉 = 0
− 2
∑
f /w Ssp
jf 〈ξ±ef , F iξ±ef 〉 = 0
(3.80)
The parallel transport equations for timelike triangles
still keep the same form as (3.13-3.15). After we impose
condition (3.79), the parallel transport equation becomes
gvel
+
ef ⊗ (l−ef + i Im(αvef )l+ef )†gev
= gve′ l
+
e′f ⊗ (l−e′f + i Im(αve′f )l+e′f )†ge′v
(3.81)
One recognize the same composition of spinors l−ef +
i Im(αvef )l
+
ef in (3.80) and (3.81). This is exactly the
spinor satisfying Lemma (III.1). Recall (3.27), coming
from the variation respect to SU(1, 1) group elements
vef , we have
Im(αvef ) = Im(αv′ef ) (3.82)
in S+ case or Im(αvef ) = 0 in Sx+ case respectively.
However, recall for S+ case, there is an ambiguity in
defining l˜− and Im(α) from lemma III.1. This ambi-
guity does not change the action, and gives the same
vector vi = 〈l˜−ef , F il+ef 〉. Thus we can always remove
the Im(αvef ) by a redefinition of l−ef , which does not
change the geometric form of the critical equations. With
(3.82), this redefinition will extended to both end points
of the edge e. Thus we always make the choice that
Im(αvef ) = 0 and drop all Im(αvef ) terms in (3.80) and
(3.81)
In bivector representation, we can build bivectors for
timelike triangles,
Xef = ∗(vef ∧ u), (3.83)
with vef a normalized vector defined by vIef =
i(
〈
l+ef
∣∣∣ σˆI ∣∣∣l−ef〉 − uI). The parallel transportation equa-
tion implies we can define a bivector Xf (v) independent
of e
Xf (v) = GveXefGev (3.84)
Clearly in this case we have
Ne ·Xf (v) = 0, with Ne = Gveu (3.85)
For spacelike triangles, the bivector is defined in (D18).
One see they have exactly the same form as in the time-
like case and follow the same condition, except now
vIef =
〈
ξ±ef
∣∣∣ σˆI ∣∣∣ξ±ef〉− 〈ξ±ef ∣∣∣ξ±ef〉uI instead. With bivec-
tors Xef and Xf , (3.80) becomes (after recover the sign
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factor ef (v))
∑
f /w S+(x)
ef (v)sfXf (v)−
∑
f /w Ssp
ef (v)jfXf (v) = 0
(3.86)
In summary, the critical equations for a timelike tetra-
hedron with both timelike and spacelike triangles imply a
nondegenerate tetrahedron geometry only when timelike
triangles have action S+(x). Suppose we have a solution
(jf , gve, zvf ), one can define bivectors
Bef = 2AfXef = 2Af ∗ (vef ∧ u) (3.87)
where
vIef =
 −i(
〈
l+ef
∣∣∣σI ∣∣∣l−ef〉− uI) for timelike triangle〈
ξ±ef
∣∣∣σI ∣∣∣ξ±ef〉− 〈ξ±, ξ±〉uI for spacelike case ,
(3.88)
and
Af =
{
γsf = nf/2 for timelike triangle
γjf = γnf/2 for spacelike triangle
(3.89)
We define Bef (v) as
Bf (v) := GveBefGev (3.90)
The critical point equations imply
Bef (v) = Be′f (v) = Bf (v) (3.91)
Ne ·Bf (v) = 0 (3.92)∑
f∈te
ef (v)Bf (v) = 0 (3.93)
where N Ie = GveuI , ef (v) = ±1 and changes it’s sign
when exchanging vertex and edge variables.
D. Tetrahedron containing only timelike triangles
Starting from the critical equations derived above, we
can see what happens when all faces appear inside the
closure constrain is timelike. For simplicity, we will use
S+ action as an example, the other cases will follow sim-
ilar properties as they can be written in similar forms as
S+.
Suppose we have a solution to critical equations with
all the face actions being S+. As we have shown above,
the solution satisfies two closure constraints,∑
f
sf (vef + Im(αvef )w
+
ef ) = 0, (3.94)∑
f
sf Re(αvef )w
+
ef = 0 (3.95)
Clearly here we have family of solutions generated by the
continuous transformations
Re(αvef )→ C˜ve Re(αvef ),
Im(αvef )→ Im(αvef ) + Cve Re(αvef )
(3.96)
In other words, the closure constraint only fixes α up to
Cve and C˜ve.
Back to the bivectors inside the parallel transportation
equation, it is easy to see, the bivector can be rewritten
as
X = V + (Im(α) + Re(α)∗)W+ = X0 + Re(α)(C + C˜∗)W+ (3.97)
where X0 = V + Im(α0vef ) for some given Im(α
0
vef ). Suppose we have a solution to some fixed C and C˜, the parallel
transported bivector then reads
GveXefGev = GveX
0
efGev + Re(α)(C + C˜∗)GveW+efGev = ∗((Gvev˜vef ) ∧ (Gveu˜vef )) (3.98)
From the fact that in spin-1/2 representation ∗ → i, we
define c := C + iC˜.
From the parallel transported vector v˜f := Gvev˜vef
and u˜f := Gveu˜vef , one can determine a null vector w˜f
related to face f = (e, e′) uniquely up to a scale by
w˜f .v˜f = w˜f .u˜f = 0 (3.99)
From the definition of v˜ and u˜, we see that wef .u˜vef =
wef .v˜vef = 0 and the same relation for e′. Since G ∈
SO+(1, 3) which preserves the inner product, we then
have
w˜f ∝ Gvewef ∝ Gve′we′f (3.100)
Suppose a solution to critical equations determines a
geometrical 4-simplex up to scaling and reflection with
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normals Ne(v) = Gveu (Appendix E for the geometrical
interpretation of the critical solution. We suppose the
solution is non-degenerate here. The degenerate case will
be discussed in Sec. V). From this 4-simplex, we can get
its boundary tetrahedron with faces normals vgef (v) =
Gvev
s
ef . For two edges e and e
′ belong to the same face
f , Ne and Ne′ determine uniquely a null vector (up to
scaling), which is perpendicular to Ne and Ne′ . Then
from (3.99) and (3.100), the vector is proportional to w˜f .
Then it implies that,
vsef = v˜ef + defwef (3.101)
The tetrahedra determined by vsef (by Minkowski Theo-
rem) satisfy the length matching condition, which further
constrain def . 10 def ’s are over-constrained by 20 length
matching conditions. def = 0 corresponds to a solution if
the boundary data (relating to v˜ef ) also satisfy the length
matching condition. We have the parallel transportation
equation:
gveX
0
efgev + defgveW
+
efgev = gve′X
0
e′fge′v + de′fgve′W
+
e′fge′v (3.102)
However, from (3.98) we know that
gveX
0
efgev + Re(αef )cvegveW
+
efgev = gve′X
0
e′fge′v + Re(αe′f )cve′gve′W
+
e′fge′v (3.103)
which means
(Re(αvef )cve − def )gveW+efgev = (Re(αve′f )cve′ − de′f )gve′W+e′fge′v (3.104)
They are 10 complex equations, with 5 complex cve, thus
again give an over-constrained system.
A special case is that the boundary data itself satisfy
the length matching condition. In this case, def = 0
correspond to a critical solution. It can be further proved
that (3.104) with def = 0 implies
∀e cve = 0 (3.105)
The condition is nothing else but (3.79), and it is easy to
see that in this case the critical equations reduce to (3.87
- 3.91).
IV. GEOMETRIC INTERPETATION AND
RECONSTRUCTION
The critical solutions of spinfoam action are shown to
satisfy certain geometrical bivector equations, we would
like to compare them with a discrete Lorentzian geome-
try. The general construction of a discrete Lorentzian ge-
ometry and the relation with critical solutions for space-
like triangles were discussed in detail in [14] and [21]. We
will see that our solutions, which include timelike trian-
gles, can be applied to a similar reconstruction procedure.
We demonstrate the detailed analysis in Appendix E. The
main result is summarized here. The result is valid when
every timelike tetrahedron contains both spacelike and
timelike triangles. It is also valid for tetrahedra con-
taining only timelike triangles in the special case with
Eq.(3.105).
The following condition at a vertex v implies the non-
degenerate 4-simplex geometry:
5∏
e1,e2,e3,e4=1
det(Ne1, Ne2, Ne3, Ne4) 6= 0 (4.1)
which means any 4 out of 5 normals are linearly inde-
pendent. Since Ne = Gveu, the above non-degeneracy
condition is a constraint on Gve. Here u = (0, 0, 0, 1) or
u = (1, 0, 0, 0) for a timelike or spacelike tetrahedron.
Then we can prove that satisfying the nondegeneracy
condition, each solution Bef (v) at a vertex v determines
a geometrical 4-simplex uniquely up to shift and inver-
sion. The bivectors B∆ef (v) of the reconstructed 4-simplex
satisfy
B∆ef (v) = r(v)Bef (v) (4.2)
where r(v) = ±1 relates to the 4-simplex (topological)
orientation defined by an ordering of tetrahedra. The
reconstructed normals are determined up to a sign
N∆ve = (−1)sveNve (4.3)
We can prove that for a vertex amplitude, the solution
exists only when the boundary data determines tetra-
hedra that are glued with length-matching (the pair of
glued triangles have their edge-lengths matched).
Given the boundary data, we can determines geometric
group elements G∆ ∈ O(1, 3) from reconstructed normals
N∆. Then it can be shown that, after one choose sv and
sve, such that
∀e det G∆ve = (−1)sv = r(v). (4.4)
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G∆ve relates to Gve by
Gve = G
∆
veI
sve(IRu)
sv (4.5)
where RN is the reflection respecting to normalized vec-
tor N defined as
(RN )
I
J = IIJ −
2N INJ
N ·N (4.6)
The choice of sve = ±1 corresponds to a gauge freedom
and is arbitrary here. Condition 4.4 is called the orien-
tation matching condition, which essentially means that
the orientations of 5 boundary tetrahedra determined by
the boundary condition are required to be the same.
For a vertex amplitude, the non-degenerate geometric
critical solutions exist if and only if the length matching
condition and orientation matching condition are satis-
fied. Up to gauge transformations, there are two gauge
inequivalent solutions which are related to each other by
a reflection respect to any normalized 4 vector eα (this
reflection is referred to as the parity transformation in
e.g. [12–15])
B˜ef (v) = Reα(Bef (v)), s˜v = sv + 1 (4.7)
which means
G˜ve = ReαGve(IRN ) (4.8)
Geometrically the second one corresponds to the re-
flected simplex. These two critical solutions corre-
spond to the same 4-simplex geometry, but associates
to different sign of the oriented 4-simplex volume V (v).
sgn(V (v)) is referred to as the (geometrical) orientation
of the 4-simplex2, which shouldn’t be confused with r(v).
This result generalizes [21] to the spin foam vertex am-
plitude containing timelike triangles.
The reconstruction can be extended to simplicial com-
plex K with many 4-simplices, in which some critical so-
lutions of the full amplitude correspond to nondegenerate
Lorentzian simplicial geometries on K (see Appendix E).
But similar to the situation in [14, 15], 4-simplices in K
may have different sgn(V (v)). We may divide the com-
plex K into sub-complexes, such that each sub-complex
is globally orientated, i.e. the sign of the orientated vol-
ume sgn(V ) is a constant. Then we have the following
result
For critical solutions corresponding to simplicial ge-
ometries with all 4-simplices globally oriented, picking
up a pair of them corresponding to opposite global ori-
entations, they satisfy
G˜f =
{
RueGf (e)Rue internal faces
Ire1+re0Rue1Gf (e1, e0)Rue0 boundary faces
(4.9)
where Gf =
∏
v⊂∂f Ge′vGve is the face holonomy. We
will use this result to derive the phase difference of their
asymptotical contributions to the spin foam amplitude.
Note that, the asymptotic formula of the spinfoam ampli-
tude is given by summing over all possible configuration
of orientations.
V. SPLIT SIGNATURE AND DEGENERATE 4
SIMPLEX
This section discusses the critical solutions that violate
the non-degeneracy condition (4.1). We refer to these so-
lutions as degenerate solutions. If the non-degeneracy
condition is violated, then in each 4-simplex, all five
normals Ne of tetrahedra te are parallel, since we only
consider nondegenerate tetrahedra [21]. When it hap-
pens with all te timelike (or spacelike), with the help
of gauge transformation Gve → GGve, we can write
Ne(v) = Gveu, u = (0, 0, 0, 1), where all the group vari-
ables Gve ∈ SO+(1, 2). However, when the vertex am-
plitude contains at least one timelike and one spacelike
tetrahedron, the non-degeneracy condition (4.1) cannot
be violated since timelike and spacelike normals certainly
cannot be parallel. Therefore the solutions discussed in
this section only appear in the vertex amplitude with
all tetrahedra timelike. Moreover, these degenerate so-
lutions appears when the boundary data are special, i.e.
correspond to the boundary of a split signature 4-simplex
or a degenerate 4-simplex, as we see in a moment.
When the tetrahedron contains both timelike and
spacelike triangles, the closure constraint (3.78) concern-
ing w involves at most 3 null vectors, which directly leads
to Re(αvef ) = 0 as the only solution. For degenerate
solutions, the bivector Xf (v) = gveXefgev in (3.84) be-
comes
Xf (v) = ∗Gve(vef∧u)Gev = Gvevef∧u = vgvef∧u (5.1)
The parallel transportation equation (3.91) becomes
vgf (v) = v
g
ve = v
g
ve′ = 2AfGvevef . (5.2)
Thus, the degenerate critical solutions satisfy
vgf (v) = v
g
ve = v
g
ve′ ,
∑
f
ef (v)v
g
f (v) = 0 (5.3)
and the collection of vectors vgf (v) is referred to as a
vector geometry in [12].
In the case that all triangles in a tetrahedron are time-
like, we use Svf+ as an example. The degeneracy implies
Gveu = Gve′u = u,. The parallel transportation equa-
tion (3.98) becomes
2 sgn(V (v)) is a discrete analog of the volume element compatible to the metric in smooth pseudo-Riemannian geometry.
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(Gvev˜vef −Gve′ v˜ve′f ) ∧ u = cve Re(αvef )Gvew+ef ∧ u− cve′ Re(αve′f )Gve′w+e′f ∧ u. (5.4)
cve = Cve + iC˜ve is the factor which solves the closure
constrain with a given normalization of Re(αvef ), e.g.
∑
f Re(αvef ) = 1 as shown in (3.96). (5.4) directly leads
to
Gve(v˜vef + Cve Re(αvef )wef ) = Gve′(v˜ve′f + Cve Re(αvef )wef ) (5.5)
C˜ve Re(αvef )Gvewef = C˜ve′ Re(αve′f )Gve′we′f (5.6)
Notice that from (5.5), since wef is null and wef ·vef = 0,
we have
Gvewef ∝ Gve′we′f . (5.7)
It implies that (5.6) is only a function of C˜. However, at a
vertex v, there are only 5 independent C˜ variables out of
10 equations. Thus (5.6) are over constrained equations
and give 5 consistency condition for Gve unless C˜ = 0.
Actually one can show that, there is no solution when
C˜ 6= 0. We give the proof here. For simplicity, we only
focus on a single 4-simplex.
Suppose we have solutions to above equations with
C˜ 6= 0, then the following equations hold according to
(5.5), (5.6) and the closure constraint (C14)
vgf (v) = v
g
ef (v) = v
g
e′f (v),
∑
f⊂te
ef (v)v
g
ef (v) = 0 ,
wgf (v) = w
g
ef (v) = w
g
e′f (v),
∑
f⊂te
ef (v)w
g
ef (v) = 0,
(5.8)
where
vgef (v) = Gvev˜ef + Ci Re(αvef )Gvewef
wgef (v) = C˜i Re(αvef )Gvewef
(5.9)
Suppose vg satisfy the length matching condition. From
above equations, v˜gef = v
g
ef + aw
g
ef with arbitrary real
number a are also solutions. This means v˜g should
also satisfy the length matching condition. However the
transformation from v to v+aw changes the edge lengths
of the tetrahedron, and the length matching condition
gives constraint to a. This conflict with the fact that a
is arbitrary to form the solution. It means that we can
not have a solution with C˜ 6= 0 and length matching
condition satisfied.
Thus, when boundary data satisfies the length match-
ing condition, the only possible solution of (5.6) is C˜ve =
0. This corresponds to Re(α) = 0 thus only possible with
action S+. One recognizes that this is the same condi-
tion as in the case of tetrahedron with both timelike and
spacelike triangles, e.g. (3.79). In this case Cve thus
Im(α) can be uniquely determined by the closure and
length matching condition. The critical point equations
again becomes (5.2) and (5.3)
In the end of this section, we introduce some rela-
tions between the vector geometry and non-degenerate
split signature 4-simplex. As shown in Appendix E 6,
the vector geometries in 3 dimensional subspace V can
be map to the split signature space M ′ with signature
(−,+,+,−) (flip the signature of u = (0, 0, 0, 1)), with
the map Φ± : ∧2M4′ → V for bivectors B,
Φ±(B) = (∓B − ∗′B) ·′ u. (5.10)
Φ± naturally induced a map from g ∈ SO(2, 2) to the
subgroup h ∈ SO(1, 2), defined by
Φ±(gBg−1) = Φ±(g)Φ±(B) (5.11)
If the vertex amplitude has the critical solutions being
a pair of non-gauge-equivalent vector geometries {G±ve},
they are equivalent to a pair of non-gauge-equivalent
{Gve ∈ SO(M ′)} satisfying the nondegenerate condi-
tion. One of the non-degenerate {Gve} satisfies G±ve =
Φ±(Gve), while the other {G˜ve} satisfies
Φ±(G˜) = Φ±(RuGRu) = Φ∓(G) (5.12)
When the vector geometries are gauge equivalent, the
corresponding geometric SO(M ′) solution is degenerate.
In this case the reconstructed 4 simplex is degenerate and
the 4 volume is 0.
VI. SUMMARY OF GEOMETRIES
We summarize all possible reconstructed geometries
corresponding to critical configurations of Conrady-
Hnybida extended spin foam model (include EPRL
model) here. We first introduce the length matching con-
dition and orientation matching condition for the bound-
ary data. Namely, (1) among the 5 tetrahedra recon-
structed by the boundary data (by Minkowski Theorem),
each pair of them are glued with their common triangles
matching in shape (match their 3 edge lengths), and (2)
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all tetrahedra have the same orientation. The amplitude
will be suppressed asymptotically if orientation matching
condition is not satisfied.
For given boundary data satisfies length matching con-
dition and orientation matching condition, we may have
the following reconstructed 4 simplex geometries corre-
sponding to critical configurations of Conrady-Hynbida
model:
• Lorentzian (− + ++) 4 simplex geometry: recon-
structed by boundary data which may contains
– both timelike and spacelike tetrahedra,
– all tetrahedra being timelike.
– all tetrahedra being spacelike.
• Split signature (−++−) 4 simplex geometry: This
case is only possible when every boundary tetrahe-
dron are timelike.
• Euclidean signature (+ + ++) 4 simplex geome-
try: This case is only possible when every boundary
tetrahedron are spacelike.
• Degenerate 4 simplex geometry: This case is only
possible when all boundary tetrahedron are time-
like or all of them are spacelike.
When length matching condition is not satisfied, we
might still have one gauge equivalence class of solutions
which determines a single vector geometry. This solu-
tion exists again only when all boundary tetrahedron are
timelike or all of them are spacelike.
Our analysis is generalized to a simplicial complex K
with many 4-simplices. A most general critical configura-
tion of Conrady-Hnybida model may mix all the types of
geometries on the entire K. One can always make a par-
tition of K into sub-regions such that in each region we
have a single type of reconstructed geometry with bound-
ary. However, this may introduce nontrivial transitions
between different types of geometries through boundary
shared by them as suggested in [14]. It is important to re-
mark that, if we take the boundary data of each 4 simplex
to contain at least one timelike and one spacelike tetra-
hedron, critical configurations will only give Lorentzian
4-simplices.
VII. PHASE DIFFERENCE
In this section, we compare the difference of the phases
given by a pair of critical solutions with opposite (global)
sgn(V ) orientations on a simplical complex K. Recall
that the amplitude is defined with SU(1,1) and SU(2)
coherent states at the timelike and spacelike boundary.
When we define the coherent state, we have a phase am-
biguity from K1 direction in SU(1,1) (or J3 direction in
SU(2)), thus the action is determined up to this phase.
Thus the phase difference ∆S is the essential result in
the asymptotic analysis of spin foam vertex amplitude.
The phase difference at a spacelike triangle has already
been discussed in [21], we only focus on timelike triangles
here.
Given a timelike triangle f , in Lorentzian signature,
the normalsNe andNe′ are spacelike and span a spacelike
plane, while in split signature they form a timelike sur-
face. The dihedral angles Θf at f are defined as follows:
In Lorentzian signature, the dihedral angle is Θf = pi−θf
where
cos θf = N
∆
e ·N∆e′ , θf ∈ (0, pi) (7.1)
While in split signature, the boost dihedral angle θf is
defined by
cosh θf = |N∆e ·′ N∆e′ |, θf ≷ 0 while N∆e ·′N∆e′ ≷ 0;
(7.2)
A. Lorentzian signature solutions
As we shown before, when every tetrahedron has both
timelike and spacelike triangles, the critical solutions only
comes from S+. So we focus on S+ action.
From the action (2.43), after inserting the decomposi-
tion (3.4), we find
Svf+ =
nf
2
ln
ζvef ζ¯ve′f
ζ¯vefζve′f
− isf ln ζve
′f ζ¯ve′f
ζ¯vefζvef
= −2iγsf (arg(ζve′f )− arg(ζvef )− 2is ln |ζve
′f |
|ζvef |
=− 2isf (θe′vef + γφe′vef )
(7.3)
where θ and φ are defined by
θe′vef := ln
|ζve′f |
|ζvef | ,
φe′vef := arg(ζve′f )− arg(ζvef )
(7.4)
The face action at a triangle dual to a face f then reads
Sf =
∑
v∈∂f
Svf = −2isf
∑
v∈∂f
θe′vef + γ
∑
v∈∂f
φe′vef

(7.5)
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We start the analysis from faces dual to boundary trian-
gles (boundary faces) and then going to internal faces.
1. Boundary faces
For critical configurations solving critical equations
(we keep Im(α) = 0 by redefinition of l−ef ), they satisfy
gveηl
+
ef =
ζ¯vef
ζ¯ve′f
gve′ηl
+
e′f (7.6)
gveJl
−
ef =
ζ¯ve′f
ζ¯vef
g−1†ve′ Jl
−
e′f . (7.7)
We then have
Gf (e1, e0) ηl
+
e0f
(7.8)
= e
−∑v∈pe1e0 θe′vef+i∑v∈pe1e0 φe′vef ηl+e1f
Gf (e1, e0) Jl
−
e0f
(7.9)
= e
∑
v∈pe1e0
θe′vef−i
∑
v∈pe1e0
φe′vef Jl−e1f
where Gf (e1, e0) is the product of edge holonomy along
the path pe0e1
Gf (e1, e0) := ge1v1 ...ge′v0gv0e0 (7.10)
Suppose we have holonomies G and G˜ from the pair of
critical solutions with global sgn(V ) orientation, then one
can see
G˜−1G ηl+e0f (7.11)
= e
−∑v∈pe1e0 ∆θe′vef+i∑v∈pe1e0 ∆φe′vef ηl+e0f
G˜−1G Jl−e0f (7.12)
= e
∑
v∈pe1e0
∆θe′vef−i
∑
v∈pe1e0
∆φe′vef Jl−e0f
For a single 4-simplex, the above equations read
(g˜e′v g˜ve)
−1(ge′vgve) ηl+e0f =
ζ¯ ′vef
ζ¯ ′ve′f
ζ¯vef
ζ¯ve′f
ηl+ef (7.13)
= e−∆θe′vef+i∆φe′vef ηl+ef
(g˜e′v g˜ve)
−1(ge′vgve) Jl−e0f =
ζ¯ ′ve′f
ζ¯ ′vef
ζ¯ve′f
ζ¯vef
Jl−e0f (7.14)
= e∆θe′vef−i∆φe′vef Jl−e0f
which lead to
gve(g˜e′v g˜ve)
−1ge′v gve ηl+e0f (7.15)
= e−∆θe′vef+i∆φe′vef gve ηl+e0f
gve(g˜e′v g˜ve)
−1ge′v gve Jle0f (7.16)
= e∆θe′vef−i∆φe′vef gve Jl−e0f
We can define an operator Tef by
Tef := ηl
+
ef ⊗ (l−ef )† =
∣∣∣ηl+ef〉〈l−ef ∣∣∣ (7.17)
From the facts
〈
l−ef
∣∣∣ηl+ef〉 = 〈l−ef , l+ef 〉 = 1,〈l−ef ∣∣∣Jl−ef〉 =
0, the action of this operator leads to
Tef
∣∣∣ηl+ef〉 = ∣∣∣ηl+ef〉〈l−ef ∣∣∣ηl+ef〉 = ∣∣∣ηl+ef〉
Tef
∣∣∣Jl−ef〉 = 0 (7.18)
From the definition of (3.64) (with α = 0), by using (3.55)
and (3.60), one then see
Xef
∣∣∣ηl+ef〉 = 12 ∣∣∣ηl+ef〉 , Xef ∣∣∣Jl−ef〉 = −12 ∣∣∣Jl−ef〉
(7.19)
Then we have
2Xf gve
∣∣∣ηl+ef〉 = 2gveXefgevgve ∣∣∣ηl+ef〉 = gve2Xef ∣∣∣ηl+ef〉 = gve ∣∣∣ηl+ef〉 (7.20)
2Xf gve
∣∣∣Jl−ef〉 = 2gveXefgevgve ∣∣∣Jl−ef〉 = gve2Xef ∣∣∣Jl−ef〉 = −gve ∣∣∣Jl−ef〉 . (7.21)
From (7.15) and (7.16), it is easy to see
gve(g˜e′v g˜ve)
−1ge′v = e−2∆θe′vefXf+2i∆φe′vefXf (7.22)
For a general simplicial complex with boundary, given
a boundary face f with two edges e0 and e1 connecting
to the boundary, and v is the bulk end-point of e0 if we
define
Gf (e1, e0) = Gf (v, e1)
−1gve0 (7.23)
It can be proved that
Gf (v, e1)Xe1fGf (v, e1)
−1 = gve0Xe0fge0v (7.24)
which is the generalization of the parallel transportation
equation within a single 4-simplex. Then we can apply
the same derivation as the single-simplex case by replac-
ing gve′ → G(v, e1), which leads to
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gveG˜f (e1, e0)
−1Gf (e1, e0)gev = e−2
∑
v∈∂f ∆θe′vefXf+2i
∑
v∈∂f ∆φe′vefXf . (7.25)
2. Internal faces
The discussion of internal face f is similar to the
boundary case, we have
Gf ηl
+
ef = e
−∑v∈∂f θe′vef+i∑v∈∂f φe′vef ηl+ef (7.26)
Gf Jl
−
ef = e
∑
v∈∂f θe′vef−i
∑
v∈∂f φe′vef Jl−ef (7.27)
where Gf is the face holonomy
Gf :=
←∏
v∈∂f
ge′vgve. (7.28)
By the action of bivector Xef in (7.19),
e−
∑
v∈∂f θe′vef2Xef+i
∑
v∈∂f φe′vef2Xef
∣∣∣ηl+ef〉 (7.29)
= e−
∑
v∈∂f θe′vef+i
∑
v∈∂f φe′vef
∣∣∣ηl+ef〉
e−
∑
v∈∂f θe′vef2Xef+i
∑
v∈∂f φe′vef2Xef
∣∣∣J l−ef〉 (7.30)
= e
∑
v∈∂f θe′vef−i
∑
v∈∂f φe′vef
∣∣∣J l−ef〉
Compare to (7.26) and (7.27), we see that
Gf = e
−∑v∈∂f θe′vef2Xef+i∑v∈∂f φe′vef2Xef (7.31)
Given Gf and G˜f from a pair of critical solutions with
opposite sgn(V ) orientation, we find
gveG˜
−1
f Gfgev = e
−2∑v∈∂f ∆θe′vefXf+2i∑v∈∂f ∆φe′vefXf
(7.32)
3. Phase difference
For a pair of globally orientated (constant sgn(V )) crit-
ical solutions with opposite orientation, from (7.5) we
have
∆Sf = −2isf
∑
v∈∂f
∆θe′vef + γ
∑
v∈∂f
∆φe′vef
 (7.33)
where ∆θ and ∆φ are determined by
gveG˜
−1
f Gfgev = e
−2∑v∈∂f ∆θe′vefXf+2i∑v∈∂f ∆φe′vefXf
(7.34)
Gf ≡ Gf (e1, e0) if f is a boundary face. Since γsf =
nf/2 ∈ Z/2, we may restrict
∑
v∈∂f
∆φe′vef ∈ [−pi, pi]. (7.35)
because ∆Sf is an exponent.
After projecting to SO+(1, 3),
gveG˜
−1
f Gfgev → GveG˜−1f GfGev, i→ ∗ (7.36)
For spacelike normal vector u = (0, 0, 0, 1), from it is easy
to see G and G˜ are related by
G˜ = Re0GRuI ∈ SO+(1, 3) (7.37)
and
G˜f = RueGfRue (7.38)
for both internal and boundary triangles f . The equation
then leads to
GveG˜
−1
f GfGev = GveRuG
−1
f RuGfGev = RNeRNe′ (7.39)
for both internal and boundary triangles f . Ne and Ne′
here are given by
Ne = Gveu, Ne′ = Gve(G
−1
f u), (7.40)
thus Ne′ is the parallel transported vector along the face.
Therefore in both internal case and boundary case, we
have
RNeRNe′ = e
−2∑v∈∂f ∆θe′vefXf+2∗∑v∈∂f ∆φe′vefXf
(7.41)
On the other hand, from the fact that, RN = GRuG,
and the fact that G∆ve = GIsve(IRu)sv, we have
RNeRN ′e = RN∆e RN∆e′
(7.42)
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Since RN∆ is a reflection respect to spacelike normal N∆,
we have (see Appendix F)
RN∆e RN∆e′
= e
2θf
N∆e ∧N∆e′
|N∆e ∧N∆e′ | (7.43)
where f is the triangle dual to the face determined by
edges e and e′. θf ∈ [0, pi] satisfies N∆e · N∆e′ = cos(θf ).
From the geometric reconstruction,
Bf = nfXf = − 1
V ol∆
rW∆e W
∆
e′ ∗ (N∆e′ ∧N∆e ), (7.44)
Since |Bf |2 = −n2f , we have∣∣∣∣ 1V ol∆ rW∆e W∆e′
∣∣∣∣ |N∆e′ ∧N∆e | = nf (7.45)
Thus
Xf =
Bf
nf
= σf
∗(N∆e′ ∧N∆e )
|(N∆e′ ∧N∆e )|
(7.46)
where σf = −rsign(W∆e′W∆e ). Since Ne and Ne′ are
both spacelike, we have σf = −r. Keep in mind that
r is the orientation and is a constant sign on the (sub-
)triangulation. Therefore
e
2r
∑
v∈∂f ∆θe′vef
∗(N∆
e′∧N
∆
e )
|N∆
e′∧N
∆
e |
+2r
∑
v∈∂f ∆φe′vef
N∆
e′∧N
∆
e
|N∆
e′∧N
∆
e | = e
2θf
N∆e ∧N∆e′
|N∆e ∧N∆e′ | (7.47)
which implies∑
v∈∂f
∆θe′vef = 0,
− r
∑
v∈∂f
∆φe′vef = θf mod pi
(7.48)
The phase difference is then
∆Sf = 2irAfθf mod ipi (7.49)
where Af = γsf = nf/2 ∈ Z/2 is the area spectrum of
the timelike triangle.
The ipi ambiguity relates to the lift ambiguity from
Gf ∈ SO+(1, 3) to SL(2,C). Some ambiguities may
be absorbed into gauge transformations gve → −gve.
Firstly we consider a single 4-simplex, (7.48) reduces to
∆θe′vef = 0 and ∆φe′vef = −θf mod pi ( Here we use
the notation that we move the orientation r from ∆φ in
(7.48) to the definition of ∆S. Keep in mind ∆S always
depends on the orientation r). However it is shown in
Appendix G that this ambiguity can indeed be absorbed
into the gauge transformation of gve, i.e. if we fix the
gauge,
∆φe′vef = −θf (v) mod 2pi, (7.50)
where θf (v) is the angle between tetrahedron normals in
the 4-simplex at v. Although this fixing of lift ambiguity
only applies to a single 4-simplex, it is sufficient for us to
obtain ∆S∆f unambiguously. Applying (7.50) to the case
with many 4-simplices∑
v∈∂f
∆φe′vef = −
∑
v∈∂f
θf (v) mod 2pi (7.51)
Since θf (v) relates to the dihedral angle Θf (v) by θf (v) =
pi−Θf (v), for an internal f ,
∑
v∈∂f ∆φe′vef relates to the
deficit angle εf = 2pi −
∑
v∈∂f Θf (v) by∑
v∈∂f
∆φe′vef = (2−mf )pi − εf mod 2pi (7.52)
where mf is the number of v ∈ ∂f . Similarly, for a
boundary f ,
∑
v∈∂f ∆φe′vef relates to the deficit angle
θf = pi −
∑
v∈∂f Θf (v) by∑
v∈∂f
∆φe′vef = (1−mf )pi − θf mod 2pi (7.53)
As a result, the total phase difference is
exp(∆Sf ) = exp
{
2ir
∑
f bulkAf [(2−mf )pi − εf ]
+ 2ir
∑
f boundaryAf [(1−mf )pi − θf ]
}
(7.54)
The exponent is a Regge action when all bulk mf are
even, i.e. every internal f has even number of vertices.
Obtaining Regge calculus only requires all bulk mf ’s to
be even, while boundary mf ’s can be arbitrary, since the
boundary terms Af (1 − mf )pi doesn’t affect the Regge
equation of motion.
The above phase difference is for a general simplicial
complex, the result for a single 4-simplex is simply given
by removing the bulk terms and letting all boundary
mf = 1.
4. Determine the phase for bulk triangles
For the internal faces in the bulk, we can determine
the phase at critical point uniquely.
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Recall (7.31, the holonomy Gf (v) = gveGf (e)gev at
vertex v reads
Gf (v) = e
−∑v∈∂f θe′vef2Xf (v)+i∑v∈∂f φe′vef2Xf (v)
(7.55)
Recall (E73) as we shown in Appendix E, for edges El1(v)
and El1(v) of the triangle f in the frame of vertex v,
Gf (v)El1(v) = µEl1(v),
Gf (v)El2(v) = µEl2(v)
(7.56)
where µ = (−1)
∑
e⊂∂f se = ±1. Here se is defined as se =
sve + sv′e + 1 for edge e = (v, v′) with sve ∈ {0, 1}. With
edges El1(v) and El1(v), the bivector Xf (v) at vertex v
can be expressed as
Xf (v) =
∗(Ne′(v) ∧Ne(v))
|Ne′(v) ∧Ne(v)| =
El1(v) ∧ El2(v)
|El1(v) ∧ El2(v)| (7.57)
From (7.56) and (7.57), with the fact that eXf (v) is a
boost, one immediately see µe = 1 and
Gf (v) = e
i
∑
v∈∂f φe′vef2Xf (v) = e
2r
∑
v∈∂f φe′vef
N∆
e′∧N
∆
e
|N∆
e′∧N
∆
e |
(7.58)
where we use (7.46). As we proved in Appendix F, there
exists spacelike normalized vector N˜ in the plane span
by Ne and Ne′ such that
Gf (v) = RNRN˜ (7.59)
From (7.38),
GveG˜f (e)Gf (e)Gev = GveRuGf (e)RuGf (e)Gev
= RNGf (v)RNGf (v)
(7.60)
Then it is straightforward to show
GveG˜f (e)Gf (e)Gev = RNGf (v)RNGf (v)
=RNRNRN˜RNRNRN˜ = RN˜RN˜ = 1
(7.61)
Thus
e2
∑
v∈∂f (φ˜e′vef+φe′vef )∗Xf = 1 (7.62)
which leads to∑
v∈∂f
(φ˜e′vef + φe′vef ) = 0 mod pi (7.63)
The pi ambiguity here relates to the lift ambiguity again.
Note that, fixing of lift ambiguity to these 4-simplicies
sharing the triangle f as in the Appendix G leads to
gveG˜f (e)Gf (e)gev = 1. Then we have∑
v∈∂f
(φ˜e′vef + φe′vef ) = 0 mod 2pi (7.64)
where the pi ambiguity is fixed. Combine with (7.52), we
have ∑
v∈∂f
φe′vef = −
∑
v∈∂f
φ˜e′vef
=
(2−mf )pi − εf
2
mod pi
(7.65)
As a result, the total phase for bulk triangles is
exp(Sf ) = exp
{
ir
∑
f bulk
Af [(2−mf )pi − εf ]
}
(7.66)
Again, the exponent is a Regge action when all bulk mf
are even, i.e. every internal f has even number of ver-
tices.
Note that, the above derivation assumes a uniform ori-
entation sgn(V ), but the asymptotic formula of the spin-
foam amplitude is given by summing over all possible
configurations of orientations. As suggested by [14], at a
critical solution, one can make a partition of K into sub-
regions such that each region has a uniform orientation,
so that the above derivation can be applied.
B. split signature solutions
In this subsection, we focus on a single 4-simplex. We
consider a pair of the degenerate solutions g±ve which
can be reformulated as non-degenerate solutions in the
flipped signature space (−++−) here. When degenerate
solutions are gauge equivalent, there exists only a single
critical point, then there is a single phase depending on
boundary coherent states.
Since (7.25) and (7.32) hold for all SL(2,C) elements
which solve critical equations, they also hold for degen-
erate solutions g±ve. Thus from (7.22), we have
g±evg
∓
evg
∓
ve′g
±
e′v = e
∓2∆θe′vefX±f ±2i∆φe′vefX±f
= e∓2∆θe′vefX
±
f
(7.67)
Notice that since all g±ve ∈ SU(1, 1) ⊂ SL(2,C), we have
2∆φe′vef = 0 mod 2pi (∗X±f generates rotations in vg-
u plane).
From (E87), we have
Φ±(gev g˜ev g˜ve′ge′v) = Φ±(gev)Φ±(g˜ev)Φ±(g˜ve′)Φ±(ge′v) = g±evg
∓
evg
∓
ve′g
±
e′v (7.68)
Since G˜ve = RuGveRu, we have
Φ±(RNeRNe′ ) = G
±
evG
∓
evG
∓
ve′G
±
e′v (7.69)
For Xf in flipped signature space M ′, from the defini-
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tion of Φ± in (5.10), we have
Φ±(∗′Xf ) = ±Φ±(Xf ) = ±vg±ef = ±Φ±(X±f ) (7.70)
where we know X±f = v
g±
ef ∧ u in degenerate case, and
X±f can be regarded as bivectors in so(V ) ∼ ∧2V . Then
we have
Φ±(e2∆θe′vef∗
′Xf ) = e∓2∆θe′vefX
±
f (7.71)
where we identify the SO(1, 2) acting on V to the one
acting on M ′.
Therefore, ∆θ contribution to the phase difference in
degenerate solutions {g±} is identified to the ∆θ written
in flipped signature solutions {g} satisfying Φ±(g) = g±.
∆θ is given by
RNeRNe′ = e
2∆θe′vef∗′Xf (7.72)
where Xf is the bivector from flipped signature solutions
Xf =
Bf
nf
= −r ∗
′(N∆e′ ∧N∆e )
| ∗ ‘(N∆e′ ∧N∆e )|
(7.73)
From the fact that geometrically,
RNeRNe′ = RN∆e RN∆e′
= e
2θf
N∆e ∧N∆e′
|N∆e ∧N∆e′ | , (7.74)
where θf ∈ R is a boost dihedral angle. We have
−r∆θe′vef = θf , 2∆φe′vef = 0 mod 2pi (7.75)
the phase difference is
∆S∆f = 2irsfθf = 2ir
1
γ
Afθf mod pii (7.76)
We can again fix the pii ambiguity by using the method
in Appendix G. There is no ambiguity in θf since it is a
boost angle. As a result,
exp(∆Sf ) = exp
(
2ir
1
γ
Afθf
)
(7.77)
The generalization to simplicial complex is similar to
the non-degenerate case, by substituting every g and g˜
there with g±.
VIII. CONCLUSION AND DISCUSSION
The present work studies the large-j asymptotics limit
of spin foam amplitude with timelike triangles in a most
general configuration on a 4d simplicial manifold with
many 4-simplicies. It turns out the asymptotics of spin
foam amplitude is determined by critical configurations
of the corresponding spinfoam action on the simplicial
manifold. The critical configurations have geometrical
interpretations as different types of geometries in sepa-
rated subregions: Lorentzian (−+++) 4-simplicies, split
(− − ++) 4-simplicies or degenerate vector geometries.
The configurations come in pairs which corresponding to
opposite global orientations in each subregion. In each
sub-complex with globally oriented 4-simplicies coming
with the same signature, the asymptotic contribution to
the spinfoam amplitude is an exponential of Regge ac-
tion, up to a boundary term which does not affect the
Regge equation of motion.
An important remark is that, for a vertex amplitude
containing at least one timelike and one spacelike tetra-
hedron, critical configurations only give Lorentzian 4-
simplicies, while Euclidean and degenerate vector geome-
tries do not appear. In all known examples of Lorentzian
Regge calculus, the geometries are corresponding to such
configuration, for example, the Sorkin triangulation [30]
where each 4-simplex containing 4 timelike tetrahedra
and 1 spacelike tetrahedron. Since such configuration
only gives Regge-like critical configurations which is sup-
posed to be the result of simplicity constraint in spin
foam models [5], the result could open a new and promis-
ing way towards a better understanding of the imposition
of simplicity constraint. Furthermore, Such configuration
also naturally inherits the causal structure to spin foam
models, which may open the possibility to build the con-
nection between spin foam models and causal sets theory
[31] or causal dynamical triangulation theories [32, 33].
With this work, the asymptotics of Conrady-Hnybida
spin foam model, with arbitrary timelike or spacelike
non-degenerate boundaries, is now complete. In the
present work we mainly concentrate on the case where
each tetrahedron contains both timelike and spacelike
triangles, which is the case in all Regge calculus geome-
try examples. The geometrical interpretation of the case
where tetrahedron containing only timelike triangles is
much more complicated and we only identify its crit-
ical configurations on special cases with the boundary
data satisfies length matching condition and orientation
matching condition. Further investigation is needed for
all possible critical configurations in such case.
Moreover, in the present analysis we do not give the
explicit form of measure factors of the asymptotics for-
mula, which is important for the evaluation of the spin
foam propagator and amplitude. The measure factor in
EPRL model is related to the Hessian matrix at the crit-
ical configuration [34, 35]. However, the measure factor
for the triangulation with timelike triangles is a much
more complicated function of second derivatives of the
action, due to the appearance of singularities. A further
study of such kind multidimensional stationary phase ap-
proximation, in particular, the derivation of the measure
factor would be interesting.
The present work opens the possibility to have Regge
geometries in Lorentzian Regge calculus emerges as crit-
ical configurations from spin foam model, which may
leads to a semi-classical effective description of spin foam
model. Especially, this may lead to a effective equation of
24
motion for symmetry reduced models, e.g., FLRW cos-
mology or black holes, from the semi-classical limit of
spin foam models.
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Appendix A: Derivation of representation matrix
This appendix shows the wigner matrix of continuous series in unitary irreps of SU(1,1) group in the large s
approximation. We begin with the introduction of the wigner matrix of continuous series given in [36]. Then by
transformations of hypergeometric functions and saddle point approximation we obtain the representation matrix in
large s limit.
1. Wigner matrix
First let us introduce the parametrization of the SU(1, 1) group element v:
v(z) =eiφJ
3
eitK
2
eiuK
1
=
(
v1 v2
v¯2 v¯1
)
(A1)
where
v1 = e
iφ
2
(
cosh
(
t
2
)
cosh
(u
2
)
− i sinh
(
t
2
)
sinh
(u
2
))
(A2)
v2 = e
iφ
2
(
i cosh
(u
2
)
sinh
(
t
2
)
− cosh
(
t
2
)
sinh
(u
2
))
(A3)
Note that the generators defined here is complex version of what we used in the main part. In this parametrization,
the wigner matrix which defined as
Djmλσ(v) = 〈j,m| v |jλσ〉 (A4)
can be expressed by [36]
Djmλσ = e
imφdjmλσe
iλu = eimφSjmλσ
(
T jmλF
j
m,iλ(β)− (−1)σT j−mλF j−m,iλ(β¯)
)
eiλu (A5)
where
F jm,iλ(β) = (1− β)(m−iλ)/2β(m+iλ)/22F1 (−j +m, j +m+ 1;m+ iλ+ 1;β) (A6)
T jmλ =
1
Γ(−m− j)Γ(m+ 1 + iλ) (A7)
Here 2F1(a, b, c, z) refers to Gaussian hypergeometric function, and Γ(z) is the Gamma function. Normalization factor
Sjmλσ reads
Sjmλσ =
√
Γ(m− j)
Γ(m+ j + 1)
2j−1Γ(−j + iλ)
iσ sin(pi/2(−j − iλ+ σ))) (A8)
with β = (1− i sinh(t))/2.
Above equation (A5) can be written in terms of normalized spinors v = (v1, v2) in SU(1, 1) inner product 〈v, v〉 = 1.
According to the parametrization, we have
v1 + v2 = e
−u2 + iφ2
(
cosh
(
t
2
)
+ i sinh
(
t
2
))
, v1 − v2 = eu2 +
iφ
2
(
cosh
(
t
2
)
− i sinh
(
t
2
))
(A9)
Wigner matrix D can be written in terms of v and v¯
Djmλσ = S
j
mλσ
(
T jmλF
j
m,iλ(v)− (−1)σT j−mλF j−m,iλ(v¯)
)
(A10)
with
F jm,iλ(v) =2
−m(v1 + v2)(m−iλ)(v1 − v2)(m+iλ)×
2F1 (−j +m, j +m+ 1;m+ iλ+ 1; (v¯1 + v¯2)(v1 − v2)/2)
(A11)
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2. Asymptotics of Gauss hypergeometric function
According to (A5), we need to evaluate the hypergeometric function
2F1 (−j +m, j +m+ 1;m+ iλ+ 1;β) , 2F1 (−j −m, j −m+ 1;−m+ iλ+ 1; 1− β) (A12)
The function itself is complicated. However, we only need the asymptotics behavior with j ∼ m ∼ λ  1 in our
case. According to (2.29), m is chosen to be n/2 which related to j = −1/2 + is by simplicity constraint (2.9).
Correspondingly, λ is also chosen to be related to s.
a. Transformation of original function
First we would like to transform the original function to a more convenient form. According to the transformation
properties of hypergeometric function, we have
2F1 (−j +m, j +m+ 1;m+ iλ+ 1;β) = (1− β)−m+iλ2F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β) (A13)
2F1 (−j −m, j −m+ 1;−m+ iλ+ 1; 1− β) = (β)m+iλ2F1 (j + iλ+ 1,−j + iλ;−m+ iλ+ 1; 1− β) (A14)
sin(pi(−m+ iλ))
piΓ(m+ iλ+ 1)
2F1 (−j +m, j +m+ 1;m+ iλ+ 1;β)
=β−m−iλ 2
F1 (j − iλ+ 1,−j − iλ;m− iλ+ 1; 1− β)
Γ(m− iλ+ 1)Γ(j + iλ+ 1)Γ(iλ− j) (A15)
− (1− β)−m+iλ 2F1 (j + iλ+ 1,−j + iλ;−m+ iλ+ 1; 1− β)
Γ(−m+ iλ+ 1)Γ(−j +m)Γ(j +m+ 1)
sin(pi(m+ iλ))
piΓ(−m+ iλ+ 1) 2F1 (−j −m, j −m+ 1;−m+ iλ+ 1; 1− β)
=(1− β)m−iλ 2F1 (j − iλ+ 1,−j − iλ;−m− iλ+ 1;β)
Γ(−m− iλ+ 1)Γ(j + iλ+ 1)Γ(iλ− j) (A16)
− (β)m+iλ 2F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β)
Γ(m+ iλ+ 1)Γ(−j −m)Γ(j −m+ 1)
From (A14) and (A15), we have
2F1 (−j −m, j −m+ 1;−m+ iλ+ 1; 1− β) = Γ(−m+ iλ+ 1)Γ(−j +m)Γ(j +m+ 1)×(
− (β)
m+iλ sin(pi(−m+ iλ))
piΓ(m+ iλ+ 1)
2F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β)
+
(1− β)m−iλ
Γ(m− iλ+ 1)Γ(j + iλ+ 1)Γ(iλ− j) 2F1 (j − iλ+ 1,−j − iλ;m− iλ+ 1; 1− β)
) (A17)
Similarly, from (A13) and (A16), we have
2F1 (−j +m, j +m+ 1;m+ iλ+ 1;β) = Γ(m+ iλ+ 1)Γ(−j −m)Γ(j −m+ 1)×(
− (1− β)
−m+iλ sin(pi(m+ iλ))
piΓ(−m+ iλ+ 1) 2F1 (j + iλ+ 1,−j + iλ;−m+ iλ+ 1; 1− β)
+
β−m−iλ
Γ(−m− iλ+ 1)Γ(j + iλ+ 1)Γ(iλ− j) 2F1 (j − iλ+ 1,−j − iλ;−m− iλ+ 1;β)
) (A18)
Then in terms of (A13) and (A17), the function djmλσ can be written as
djmλσ(β) =S
j
mλσ
[
(1 + (−1)σ tan(pi(−m+ iλ)))
× (1− β)
(−m+iλ)/2β(m+iλ)/22F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β)
Γ(−m− j)Γ(m+ iλ+ 1)
− (−1)σ β
(−m−iλ)/2(1− β)(m−iλ)/22F1 (j − iλ+ 1,−j − iλ;m− iλ+ 1; 1− β)
Γ(m− iλ+ 1)Γ(j + iλ+ 1)Γ(iλ− j)Γ−1(j +m+ 1)
] (A19)
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Now we only need to evaluate the hypergeometric function 2F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β), since
2F1 (j − iλ+ 1,−j − iλ;m− iλ+ 1; 1− β) is nothing else but the complex conjugation of the previous one. Simi-
lar, start from (A14) and (A18), we have
djmλσ(β) =S
j
mλσ
[
(− tan(pi(m+ iλ))− (−1)σ)
× (1− β)
(−m+iλ)/2β(m+iλ)/22F1 (j + iλ+ 1,−j + iλ;−m+ iλ+ 1; 1− β)
Γ(m− j)Γ(−m+ iλ+ 1)
+
β(−m−iλ)/2(1− β)(m−iλ)/22F1 (j − iλ+ 1,−j − iλ;−m− iλ+ 1;β)
Γ(−m− iλ+ 1)Γ(j + iλ+ 1)Γ(iλ− j)Γ−1(j −m+ 1)
] (A20)
Clearly the two expression obey the relation djmλσ(β) = −(−1)σdj−mλσ(β¯)
b. Saddle point approximation
From (A19), we need the large s approximation of the hypergeometric function
2F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β). Here we will only concentrate on the the parameters such that m = n/2 = γs
and λ ∼ s are satisfied. In this choice, all the parameters will scale together with s. A choice of λ is λ = −s. The
generalization to parameters where m and λ scales with Λ but takes different value is straight forward. Noted the
smearing of λ requires to calculate λ = −s0 +  where  λ.
For simplicity, we will transform the original function as
2F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β)
=(1− β)−1/22F1
(
j + iλ+ 1, j +m+ 1;m+ iλ+ 1;
β
β − 1
)
with λ = −s,m = γs, γ > 0
=(1− β)−1/22F1
(
1
2
,
1
2
+ (γ + i)s; (γ − i)s+ 1; β
β − 1
) (A21)
We will use the integral representation for Hypergeometric functions [37]:
2F1(a, b; c; z) =
Γ(1 + b− c)Γ(c)
2piiΓ(b)
∫ 1+
0
tb−1(t− 1)c−b−1
(1− zt)a dt, if c− b /∈ N & Re(b) > 0 (A22)
The validity region for these equations is | arg(1 − z)| < pi. In (A22), the integration path is the anti-clockwise loop
that starts and ends at t = 0, encircles the point t = 1, and excludes the point t = 1/z. In our case, we have
Re(c − b) = 1/2 and Re(b) = 1/2 + m = 1/2 + γs which satisfy the requirement. Thus with (A22) we rewrite the
original hypergeometric function as
2F1
(
1
2
,
1
2
+ (γ + i)s; (γ − i)s+ 1; β
β − 1
)
=
G(s)
2pii
∫ 1+
0
dtf(t, β)esΨ(t) (A23)
where Ψ(t) and f(t, β) are
Ψ(t) = (γ + i) ln t− 2i ln(t− 1), f(t, β) =
(
t(t− 1)(1− βt
β − 1)
)− 12
(A24)
and G(s) is
G(s) =
Γ( 12 + 2is)Γ((γ − i)s+ 1)
Γ( 12 + (γ + i)s)
∼
√
2pi(γ − i)s((γ − i))(γ−i)s(2i)2is
((γ + i))(γ+i)s
(A25)
Here we use the asymptotic formula of Γ functions
Γ(z) ∼
√
2pizz−1/2e−z (A26)
Note that |G(s)| ∼ √s exp(−pis). We will see later the contribution form exp(−pis) will cancel the contribution form
| exp(sΨ(t))| at the saddle point t0.
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FIG. 1. The value of Re(Φ(t)) (dash line) and the steepest decent and ascend path (black line) over the t-complex plane for
γ = 0.1. The blue line shows the position of possible poles tβ of f
Clearly when β/(β − 1) 6= 1, we have three branch points t = 0, t = 1 and t = (β − 1)/β for f(t, z) and two branch
points t = 0 and t = 1 for Ψ(t). The branch cuts for Ψ(t) on the real axis are given by (−∞, 0] and (0, 1], which can
be seen in Fig. 1. We need to exclude the point tβ = (β − 1)/β from the path.
There is one saddle point t0 given by the solution of the equation Ψ′(t) = 0
t0 =
γ + i
γ − i (A27)
consequently, at the saddle point Re(Ψ(t0)) = pi. The steepest decent and ascend curves are shown in Fig. 1. The
original integration path then can be deformed as the steepest decent curve and two equal real part curve of Ψ(t).
The corresponding value at the saddle point t0 reads
esΨ(t0) =
(
γ + i
γ − i
)(γ+i)s(
2i
i + γ
)−2is
, f(t0, β) =
(2i)i√
2i
(
γ − i(1− 2β)
1− β
)− 12−i( γ + i
(γ − i)3
)− 12
(A28)
and
Φ′′(t0) =
−i(γ − i)3
2(γ + i)
, α = arg(nΨ′′(t0)) =
pi
2
− arg
(
sgn(γ + i)
sgn(γ − i)3
)
, θ =
pi − α
2
(A29)
Then by the saddle point approximation we have
I =
G(n)
2pii
∫
C
dtf(t)esΨ(t) ∼ e
sΨ(t0)+iθ
√
n
(
f(t0)
√
2pi
|Φ′′(t0)| +O(s
−1)
)
, as s→∞
∼
√
γ − i
(
γ − i(1− 2β)
1− β
)−1/2
+O(s−1/2)
(A30)
Note that the generalization to λ = −s0 + δ or s = s0 + δ leads to a modification with
(
γ−i(1−2β)
1−β
)−iδ
.
We also need to consider the branch point tβ = (β − 1)/β. When it lives outside the contour C, the integration
over contour C is exactly the path required by (A22). Thus in this case we get the asymptotics of the hypergeometric
function with usual saddle point method as (A30). However, when (β − 1)/β inside the contour, we need to deform
the contour to exclude the branch point and the branch cut due to (β− 1)/β. A possible way is we choose the branch
cut along one of the steepest decent path start at (1− β)/β, and deform the contour C exclude the branch point and
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branch cut, which may gives a non-trivial contribution to the asymptotic expansion. Since tβ = (β − 1)/β is a 1/2
order branch point, according to [38], in this case, the contribution comes from branch point is given by
I1 ∼ 2
√
pi
G(n)
2pii
esΨ(tβ)f(tβ , β)
(
tβ − β − 1
β
) 1
2
(
1
s|Ψ′(tβ)|
) 1
2
+O(s−1/2)
∼ (1− β)(γ+i)s β(−γ+i)s
√
2(γ − i)(−1)γs22is((γ − i))(γ−i)s
((γ + i))(γ+i)s
√
1− β
| − i(1− 2β) + γ| +O(s
−1/2)
(A31)
Since the asymptotics contribution contains power of s in terms of esΨ(t), the full asymptotics of the function will
comes from the largest Re(Ψ(t)) of t0 and tβ . In our case, tβ is in the negative imaginary half plane
tβ =
β − 1
β
=
β¯
β
(A32)
And it is easy to show
Re(Ψ(tβ)) =
{ −pi, t < 0
pi t > 0
(A33)
When t > 0, the contribution from tβ is lower than t0 in arbitrary order after multiply by power s, and the final result
is given by (A30). The contribution form the branch point only exist when sinh(t) + γ < 0 < 0 and the contribution
reads
I = I0 − I1 (A34)
And in this case the final asymptotics is given by the sum of (A30) and (A31). A special case is when the branch
point locates near the critical point |t0 − tβ | ≤ 0 , where the result is
I ∼ G(n)
2pii
(
pieipi(−1/4+θ/2)
Γ(1/4)
f(t0)
(
t0 − β − 1
β
) 1
2
(
2
s|Ψ′′(t0)
)− 14
esΨ(t0) +O(s−3/4)
)
∼ 2
√
pis1/4
Γ(1/4)
(−i(γ − i)(γ + i))1/4 +O(s−1/4)
(A35)
Note that, for the continuos of the approximation on β, we have 0 ∼ s−1/2. Fig (2) shows the error level of above
asymptotics result when s = 100.
c. Result
Now we can write out the final result, according to (A21), we have
2F1 (j − is+ 1,−j − is;n/2− is+ 1;β(t)) ∼
√
γ − i(1 + i)√
2(iγ + (1− 2β)) +O(s
−1/2) (A36)
From (A19), for sinh(t) > −γ we have
d0
j
n/2,−iλ,σ ∼Sjmλσ
(
1√
s(γ − i(1− 2β)) +O(s
−1)
)(
(1− (−1)σi) (1− β)(−n2 +iλ)/2β(n2 +iλ)/2
Γ(−n2 − j)Γ(n2 + iλ+ 1/2)
−(−1)σ β
(−n2−iλ)/2(1− β)(n2−iλ)/2
Γ(j + iλ+ 1)Γ(iλ− j)
) (A37)
where we use the approximation
Γ(−n
2
− j)Γ(n
2
+ iλ+ 1) ∼ 2pi
√
(γ − i)s(−(γ + i)s)−(γ+i)s((γ − i)s)(γ−i)se2is (A38)
Γ(
n
2
− iλ+ 1)Γ(j + iλ+ 1)Γ(iλ− j)Γ−1(j +m+ 1) ∼
√
2pi
√
(γ + i)s(−2is)−2ise2is (A39)
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FIG. 2. The function 2F1 (j + iλ+ 1,−j + iλ;m+ iλ+ 1;β) as shown in (A21 ) and it’s asymptotics result I given as (A30),
(A34) and (A35) respectively, with t ∈ [−3, 3], s = 100, γ = 1. The absolute error is defined as  = |(|I| − |2F1|)|/|2F1|.
for sinh(t) < −γ, the contribution from the extra branch point reads
d1
j
n/2,−is,σ ∼Sjmλσ
( √
2√
s|γ − i(1− 2β)| +O(s
−1)
)(
(1− (−1)σi) (1− β)(n2−iλ)/2β(−n2−iλ)/2√
2Γ(j + iλ+ 1)Γ(iλ− j)
−(−1)σ
√
2β(
n
2 +iλ)/2(1− β)(−n2 +iλ)/2
Γ(−n2 − j)Γ(n2 + iλ+ 1/2)
) (A40)
One check the final result is approximately
djn/2,−is,σ = d0
j
n/2,−is,σ − d1jn/2,−is,σ ∼ Sjmλσ
(
1√
s|γ − i(1− 2β)| + +O(s
−1)
)
×(
(1− (−1)σi) (1− β)(−n2 +iλ)/2β(n2 +iλ)/2
Γ(−n2 − j)Γ(n2 + iλ+ 1/2)
− (−1)σ β
(−n2−iλ)/2(1− β)(n2−iλ)/2
Γ(j + iλ+ 1)Γ(iλ− j)
) (A41)
When |γ − i(1− 2β)| < , which means the branch point near the saddle point, we have
djn/2,−is,σ ∼Sjmλσ
(
2
√
pi(−i(1 + γ2))1/4s1/4
Γ(1/4)
√
s
+O(s−3/4)
)(
(1− (−1)σi) (1− β)(−n2 +iλ)/2β(n2 +iλ)/2
Γ(−n2 − j)Γ(n2 + iλ+ 1/2)
−(−1)σ β
(−n2−iλ)/2(1− β)(n2−iλ)/2
Γ(j + iλ+ 1)Γ(iλ− j)
) (A42)
3. full representation matrix
According to (A10), now we can write out D matrix in terms of group elements v:
Dm,λ(z) =
Sjm,λ,σ√
s0
(
H(|γ + Im(v¯1v2))| − )√|γ + Im(v¯1v2))| +H(− |γ + Im(v¯1v2))|)2
√
pi(1 + γ2)1/4s
1/4
0√
piΓ(1/4)
)
(
T j+σ
(v1 − v2√
2
)m+iλ(v1 − v2√
2
)−m+iλ
− T j−σ
(v1 + v2√
2
)m−iλ(v1 + v2√
2
)−m−iλ)
+O(s−3/4)
(A43)
where H is the Heaviside step function
H(x)
{
0 x ≤ 0
1 x > 0
(A44)
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 is defined as
 =
Γ(1/4)2
4pi
√
(1 + γ2)s
(A45)
such that D is continuous for v. Note that the contribution from |γ + Im(v¯1v2))| <  is actually a regulator of the 1/2
order singular points because of |γ + Im(v¯1v2))|. In the inner product this regulator naturally arises as the asymptotics
with 1/2 order singular points. In this sense, we can ignore the regulator since we are only interested in the inner
product in the amplitude. The constant is given by
T j+σ =
1− (−1)σi
Γ(−m− j)Γ(m− j) (A46)
T j−σ =
(−1)σ
Γ(j + iλ+ 1)Γ(iλ− j) (A47)
with S given in (A8). In the asymptotics limit, we have
SjmλσS
j
mλσ ∼
pi
2 cosh(2pis)
, (A48)
T j1T
j
1 ∼
2 cos(pi(−m− is)) cos(pi(m− is))
pi2
∼ cosh(2pis)
pi2
, when s 1 (A49)
T j2T
j
2 ∼
cosh(2pis)
pi2
. (A50)
where we use the asymptotic approximation of Gamma function
lim
z→∞
Γ(z + )
Γ(z)z
= 1 (A51)
Form the parity property of representation matrix, we have
Dσj−m,λ(v) = −(−1)σe−ipimDσjm,λ(v¯) (A52)
Appendix B: Analysis of singularities and corresponding stationary phase approximation
In this appendix we concentrate on the analysis of singularities appears in the denominator of the integrand of
vertex amplitude.
1. Analysis of singularities
For simplicity, we consider one vertex case for some v mainly. As we show, the amplitude enrolls the integration in
the form
I =
∫ ∏
e
dgve
∫ ∏
f
Ωvf
∏
f
1
hvefhve′f
eSvf (B1)
where h is a real valued function
hvef = |〈Zvef , Zvef 〉|
√√√√∣∣∣∣∣γ − i(1− 2〈l
−
ef , Zvef 〉〈Zvef , l+ef 〉
〈Zvef , Zvef 〉 )
∣∣∣∣∣ (B2)
Here each dual face is determined by two edges f = (e, e′). Note that the square root part inside hvef is the spinor
representation for the square root term inside the wigner d matrix:∣∣∣∣∣γ − i(1− 2〈lef , Zvef 〉〈Zvef , l
+
ef 〉
〈Zvef , Zvef 〉 )
∣∣∣∣∣ = |γ + Im(v1v¯2)| (B3)
32
The zero sets of h is given by 〈Zvef , Zvef 〉 = 0 or |γ + Im(v1v¯2)| = 0.
We can rewrite the original 〈Zvef , Zvef 〉 as
〈Zvef , Zvef 〉 = 2 Re(〈l−ef , Zvef 〉〈Zvef , l+ef 〉) = Re(f) (B4)
where we define f as
f := 2〈l−ef , Zvef 〉〈Zvef , l+ef 〉 (B5)
In this notation hvef becomes
hvef = |Re(f)|
√
|γ + Im(f)
Re(f)
| = |f || cos(φf )|
√
|γ + tan(φf )| (B6)
Suppose the function f are linearly independent to each other. This requirement is the same as require the
boundary tetrahedron l±ef is non degenerate. In this case, we can define a coordinate transformation among the set
of the original coordinates (z, g) → (Re(f), Im(f), z′, g′). The coordinate transformation only transfer among the
number of f variables and leaves the left invariant, e.g. we only transfer 40 variables in one vertex case and leave the
other 4 invariant. The elements of Jacobian matrix of the transformation J(f) is given by
∂(Re(fvef ))
∂z
=
∂(Re(fvef ))
∂z¯
= δz〈Zvef , Zvef 〉 = (gveηZvef )T (B7)
∂(Im(fvef ))
∂z
= i(δz〈Zvef , Zvef 〉 − 2δz〈l−ef , Zvef 〉〈Zvef , l+ef 〉 = i((gveηZvef − 2gηl+ef 〈l−ef , Zvef 〉)T (B8)
∂(Re(fvef ))
∂g
= δg〈Zvef , Zvef 〉 = 〈L†Zvef , Zvef 〉+ 〈Zvef , L†Zvef 〉 (B9)
∂(Im(fvef ))
∂g
= i(〈L†Zvef , Zvef 〉+ 〈Zvef , L†Zvef 〉 (B10)
− 2〈l−ef , Zvef 〉〈L†Zvef , l+ef 〉 − 2〈l−ef , L†Zvef 〉〈Zvef , l+ef 〉)
where L represents generators of SL(2,C). Note that δg〈Zvef , Zvef 〉 is zero when L are SU(1, 1) generators. However,
the Jacobian is non zero in general, e.g. in one vertex case of vertex v, we have the non-trivial contribution from
terms like
∂g1(13, 14, 15), ∂g2(21, 24, 25), ∂g3(31, 32, 35), ∂g4(42, 43, 45),
∂z(12, 23, 34, 41, 51, 52, 53, 54)
(B11)
where 12 is the representation of ef label in terms of numbers labelling edges and corresponding faces (e1, e2). Apart
from those 0 in (B9), other zeros of matrix elements only possible when Z = ζl±. The Jacobian matrix in this case
is given by (Z = ζl+ as an example),
∂(Re(fvef ))
∂z
=
∂(Re(fvef ))
∂z¯
= (gveηZvef )
T (B12)
∂(Im(fvef ))
∂z
=
∂(Im(fvef ))
∂z¯
= −i(gveηZvef )T (B13)
∂(Re(fvef ))
∂g
= 〈L†Zvef , Zvef 〉+ 〈Zvef , L†Zvef 〉 =
{
0, L = F
2〈Zvef , L†Zvef 〉, L = iF (B14)
∂(Im(fvef ))
∂g
= i(〈Zvef , L†Zvef 〉 − 〈L†Zvef , Zvef 〉) =
{
2i〈Zvef , L†Zvef 〉, L = F
0, L = iF
(B15)
Clearly the Jacobian matrix is still well defined and leads to non zero Jacobian.
After this coordinate transformation, the original integration becomes
I =
∏
v
∫
Ω′
J(f)
∏
e,f
d Re(fvef )d Im(fvef )
∏
f
eSvf
|Re(fvef )||Re(fve′f )|
√
|γ + Im(fvef )Re(fvef ) |
√
|γ + Im(fve′f )Re(fve′f ) |
(B16)
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With a further polar coordinate transformation
ρvef =
√
Re(fvef )2 + Im(fvef )2, φvef = arg(fvef ) ∈ [0, pi/2) (B17)
whose Jacobian is given by
J1vef =
1
ρvef
(B18)
The Jacobian is well defined except on the points where |f | = 0. After the coordinates transformation, we have
I =
∫
Ω′
∏
e,f
∫
dρvef
∫ pi/2
0
dφvef
1
J(ρ, φ)
∏
f
eSvf
| cos(φvef )|| cos(φve′f )|
√|γ + tan(φvef )||γ + tan(φve′f )| (B19)
Clearly all possible singular points are 1/2 order. The singular points due to |γ + tan(φve′f )| and due to | cos(φve′f )|
are separated. The integration respects to ρ does not have singularities.
2. Multidimensional Stationary phase approximation
In appendix A, we already use the saddle point approximation when there is a branch point appearing in the
non-scaled function g(x). When adapting to the stationary phase approximation, for the 1/2 order singular point
locates exactly at the critical point, the result is the following:
I =
∫
g(x)√
x
eΛS(x) ∼ g(xc)pie
ipi(µ−2)/8
Γ(3/4)
(
2
Λ|S′′(xc)|
)1/4
eΛS(xc) (B20)
where Λ ∼ ∞ and S is pure imaginary. Note that the dominate part here is given by the −1/4 order of Λ instead
of −1/2 as in the asymptotic formula without singularities. The regulator appears in (A43) is exactly this 1/4 order
difference.
However, this asymptotic formula only hold for single variable integral. We will generalize this single variable
approximation to multi variables case. Recall Fubini’s theorem:
Theorem B.1. Let w = f(x1, x2, . . . , xn) be a n variable valued complex function. If the integral of f on the domain
B =
∏n
i In where In are intervals in R is absolutely convergent:∫
B
|f(x1, x2, . . . , xn)|d(x1, x2, · · · , x2) <∞, (B21)
then the multiple integral will give the same result as the iterated integral,∫
A×B
|f(x, y)|d(x, y) =
∫
A
(
∫
B
f(x, y)dy)dx =
∫
B
(
∫
A
f(x, y)dx)dy (B22)
The result is independent of the iterate order.
Here from (B19) we have the integral in the form
I =
∫
dnx
j∏
i=1
(xi)
−1/2g(x)eiS(x) (B23)
where S(x) ∈ R, x ∈ Rn, j < n and g(x) is analytic. j < n illustrates the fact that only in a subspace of the total
variables space will have singularities. Then in a closed region M where the stationary phase points (solutions of
δS = 0) exists, we have ∫
M
dnx|
∏
i
(xi)
−1/2g(x)eiS(x)| ∼
∫
M
dnx|
∏
i
(xi)
−1/2g˜(x)| <∞ (B24)
From Fubini’s theorem, we then can write the multi-dimensional integral as iterated integral. For the original variables,
since the singularities exist only in a subspace of the total variables space, we can always perform a coordinate
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transformation, such that variables with singularities are separated from those do not have, as we show in (B19).
Then the final result is given by performing the stationary phase approximation iteratively. Each step one may use
the usual stationary phase approximation or the one with singularities. The lowest order of the total integration is
given by picking lowest order approximation of each single integration.
However, due to technical reason, we would like to derive the saddle point equations directly from S(x) instead of
evaluate it iteratively. According to the approximation, each single valued integral is dominated by the phase S(x0)
where x0 is the solution of saddle point equation δxS(x) = 0. Then iteratively, the saddle points are given by
δx1S(x1, x2, . . . , xn) = 0,
δx2S(x
0
1, x2, . . . , xn) =
(
δx1S(x)
∂x01
∂x2
+ δx2S(x)
) ∣∣∣
x1=x01
= δx2S(x)|x1=x01 = 0,
...
δxnS(x
0
1, x
0
2, . . . , xn) = δxnS(x)|x1=x01,x2=x02,...,xn−1=x0n−1 = 0
(B25)
where x0i (xi+1, . . . , xn) is the solution of the corresponding equation of motion δxi(x01, . . . , x0i−1, xi, xi+1, . . . , xn) re-
spect to xi. As one can see from (B25), the above equation of motion is nothing else but we solve the original equation
of motion {En = δS(x)} iteratively. Thus they have the same solutions. The saddle points given by the two method
will coincide to each other. Note that, for variables whose saddle points are near the singularities, the induced measure
which contains second derivatives of the action will be given in the order 1/4 in contrast to 1/2 for those do not have
singularities. As a result, there is no general Hessian term in contrast to the previous EPRL approximation, and the
measure is more involved as some special functions of second derivatives of the action. As a result finally we have
order I ∼ g(Λ)Λ−a/2−b/4 for b variables have singular points.
Appendix C: Analysis of critical points in bivector representation
In this appendix we will analysis and reformulate the critical point equations we get in Sec. III in bivector
representation. The analysis is done for all possible actions appearing in the amplitude (2.42).
a. Svf+ case
From (3.8) and (3.13) in Svf+ case,
gveηl
+
ef =
ζ¯vef
ζ¯ve′f
gve′ηl
+
e′f gve J Z˜vef =
ζ¯ve′f
ζ¯vef
gve′ J Z˜vef (C1)
we have
gveηl
+
ef ⊗ (l−ef + αvef l+ef )†gev = gve′ηl+ef ⊗ (l−e′f + αve′f l+e′f )†ge′v (C2)
with the fact that 〈l+, l+〉 = 0 and 〈l−, l+〉 = 1. With (3.54), the above equation can be written as
gve(Vef + iα¯vefW
+
ef )gev = gve′(Ve′f + iα¯ve′fW
+
e′f )ge′v (C3)
In spin-1 representation, this equation reads
gve(Vef + (Im(αvef ) + Re(αvef )∗)W+ef )gev = gve′(Ve′f + (Im(αve′f ) + Re(αve′f )∗)W+e′f )ge′v (C4)
We can define a bivector Xvef
Xvef = Vef + (Im(αvef ) + Re(αvef )∗)W+ef (C5)
Easy to check X is a simple bivector which can be expressed as
X = ∗(v + Im(α)w+) ∧ (u− Re(α)w+) = ∗(v˜ ∧ u˜) (C6)
Here by the definition of v and w, we have
v˜I = (v˜0,−v˜2, v˜1, 0) , w˜I = (w+0,−w+2, w+1, 0) , (C7)
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where
v˜i = −2〈l− + i Im(α)l+, F il+〉, w+i = 2i〈l+, F il+〉 (C8)
One can check v˜I v˜I = u˜I u˜I = 1, thus X is timelike. (C4) implies
(Gvev˜vef ) ∧ (Gveu˜vef ) = (Gve′ v˜ve′f ) ∧ (Gve′ u˜ve′f ). (C9)
which reminds us define
Xf (v) := GveXvefGev = Gve′Xve′fGe′v (C10)
Noted that, from this equation, we have
(Gveu)IX
IJ
f (v) = −Re(αvef )(Gvew+ef )J (C11)
which is 0 only when Re(αvef ) = 0.
Go back to equations we get from the variation respecting to g, clearly (3.40) and (3.41) can be written as∑
f
ef (v)〈l− + i Im(α)l+, F il+〉 = 0 (C12)∑
f
ef (v) Re(α)〈l+, F il+〉 = 0 (C13)
In terms of 4 vectors v˜ and w, these equation reads∑
f
ef (v)Gvev˜vef = 0
∑
f
ef (v) Re(αvef )Gvew
+
ef = 0 (C14)
where v˜ is defined by (C7). Then we can write (C14) as∑
f
ef (v)Xf (v) = 0 (C15)
which is a closure condition to bivectors.
b. Svf− case
In this case, from (3.8) and (3.14) we have
gve ηnvef =
ζ¯vef Re(αvef )
ζ¯ve′f Re(αve′f )
gve′ ηnve′f (C16)
gve J Z˜vef =
ζ¯ve′f
ζ¯vef
gve′ J Z˜vef (C17)
where nef := l+ef + i(γ Re(αvef ) + Im(αvef ))l
−
ef . Note with equation (3.32), we see n does not change for different
vertex v: nef (v) = nef (v′). n defined here satisfies the relation in Lemma III.1, thus according to Lemma III.2,
{n, l−} forms a null basis. With n and l−, Z˜ can be rewritten as
Z = l+ + αl− = n+ (1− iγ) Re(α)l− (C18)
This leads to the tensor product equation
gve
ηnef
Re(αef )
⊗ (nef + (1− iγ) Re(αvef )l−ef )†gev = (e→ e′) (C19)
The right part of above equation means exchange all the e in left part to e′.
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In terms of bivector variables, according to (3.54), we have
gve(Vef +
(i− γ)W+ef
(1 + γ2) Re(αvef )
)gev = (e→ e′) (C20)
Noted now V is the space-like bivector generated by n with l− and W+ is null bivector generated by n with itself.
Again bivector Xvef := Vef − (γ − ∗)Wef/((1 + γ2) Re(α)) is a simple bivector. Xvef can be written as
Xvef = ∗((vef − γ
(1 + γ2) Re(αvef )
w+ef ) ∧ (u−
γ
(1 + γ2) Re(αvef )
w+ef )) = ∗(v˜vef ∧ u˜vef ) (C21)
where
v˜I = (v˜0,−v˜2, v˜1, 0), w+i = 2i〈n, F in〉 (C22)
Here
v˜i = 2〈n, F i(l− − iγn
(1 + γ2) Re(α)
)〉, w+i = 2i〈n, F in〉 (C23)
v˜I v˜I = u˜
I u˜I = 1 implies X is timelike.
Then (C19) leads to
Xf (v) := GveXvefGev = Gve′Xve′fGe′v (C24)
which is the parallel transport of X between edge e and e′. With (C21), we can write Xf (v) as
Xf (v) = Gvev˜vef ) ∧ (Gveu˜vef (C25)
Note here again we have
(Gveu)IX
IJ
vf = −
1
(1 + γ2) Re(α)
(Gvew
+
ef )
J (C26)
which is some null vector and can not be 0.
Form (3.40) and (3.42), we have the following equations of motion from variation respecting to g
∑
f
ef (v)〈n, F †(l− − iγn
(1 + γ2) Re(α)
)〉 = 0
∑
f
ef (v)
〈n, F †n〉
Re(α)
= 0 (C27)
In terms of 4-vectors,
∑
f
ef (v)Gvevef = 0
∑
f
ef (v)
Gvew
+
ef
Re(α)
= 0 (C28)
which leads to ∑
f
ef (v)Xf (v) = 0 (C29)
c. Svfx case
We will use Svfx− as an example, the Svfx+ will be exactly the same but switch e and e′ here. From the critical
point equations (3.8) and (3.15),
(γ − i)sf
gveηl
+
vef
ζ¯vef
= −isf gve
′ηnve′f
ζ¯ve′f Re(αve′f )
,
gveζ¯vefJ (l
−
ef + αvef l
+
ef ) = gve′ ζ¯ve′fJ (l
+
e′f + αve′f l
−
e′f )
(C30)
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With the equation (3.32) from the variation respecting to SU(1, 1) group elements vef , in this case n = l+, and Z˜ve′f
can be written as Z˜ve′f = l+e′f + (1− iγ) Re(αve′f )l−e′f .
The tensor product between the two equations leads to
(iγ + 1)gve(ηl
+
ef ⊗ (l−ef )† + α¯vefηl+ef ⊗ (l+ef )†)gev = gve′ ηnve′f ⊗ (
nve′f
Re(αve′f )
+ (1− iγ)l−e′f )† ge′v
= gve′ (
ηnve′f ⊗ nve′f
Re(αve′f )
+ (1 + iγ)ηnve′f ⊗ (l−e′f )†) ge′v
(C31)
In bivector representation
gve(Vef + iα¯vefW
+
ef )gev = gve′ (Ve′f +
(i− γ)W+ve′f
Re(αe′f )(1 + γ2)
) ge′v (C32)
Easily to see one recovers the corresponding bivectors in Svf± case respectively. Thus the equation implies
Xf (v) := gveXvefgev = gve′Xve′fge′v (C33)
with Xvef defined by (C6) and Xve′f defined by (C21). The closure constraint, in these case, are the combination of
corresponding equation in (C14) or (C28) according to their representations in S+ or S−. Then we still have∑
f
ef (v)Xf (v) = 0 (C34)
Appendix D: Brief review of critical point equations with spacelike triangles in timelike tetrahedra
In this appendix we briefly summarize the critical point equations for spacelike triangles in a timelike tetrahe-
dron. The result was derived in [21]. As we described before, spacelike faces corresponding to the discrete series
representation of SU(1, 1) group. In this case, the simplicity constraint implies
ρf = γjf , nf/2 = jf (D1)
with areas spectrum asymptotically given by Af = γ
√
jf (jf + 1) ∼ ρf = γjf .
The embedded coherent state reads
f jαξ = (α〈z, z〉)iρ/2−1−j(α〈ξα, z¯〉)−2j (D2)
where α = ± = 〈z, z〉 for spinors z. ξ are spinors defined as
ξα = v−1†ξα0 , with
{
ξ+0 = (1, 0)
T
ξ−0 = (0, 1)
T , v ∈ SU(1, 1) (D3)
With these coherent states, it’s immediately to see the action reads
S±vf = iγjf ln
〈Zvef , Zvef 〉
〈Zve′f , Zve′f 〉 − jf ln
〈ξ±e′f , Zve′f 〉
2〈Zvef , ξ±ef 〉
2
〈Zvef , Zvef 〉〈Zve′f , Zve′f 〉
(D4)
Here we use the simplicity constraint ρf = 2γjf . Zvef is again defined by Zvef = g†vez¯vf The real parts of the action
reads
ReS = −jf Re ln 〈ξe
′f , Zve′f 〉2〈Zvef , ξef 〉2
〈Zvef , Zvef 〉〈Zve′f , Zve′f 〉 ≤ 0
(D5)
From ReS0 = 0, we have
Zvef = ζvefξ
±
ef (D6)
Due to Zvef = g†vez¯vf , this equation leads to
gveJξ
±
ef =
ζ¯ve′f
ζ¯vef
gve′Jξ
±
e′f (D7)
The variation of the action reads
δSvf = jf (1 + iγ)
δ〈Zvef , Zvef 〉
〈Zvef , Zvef 〉 + jf (1− iγ)
δ〈Zve′f , Zve′f 〉
〈Zve′f , Zve′f 〉 − 2jf
(
δ〈ξ±ef , Zvef 〉
〈ξ±ef , Zvef 〉
+
δ〈Zve′f , ξ±ef 〉
〈Zve′f , ξ±e′f 〉
)
(D8)
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a. critical point equation
Note that the variation takes the same properties as in timelike triangle case, where the variation respects to z
leads to
δzS = jf (1 + iγ)
(gveηZvef )
T
〈Zvef , Zvef 〉
+ jf (1− iγ) (gve
′ηZve′f )
T
〈Zve′f , Zve′f 〉 − 2jf
(gve′ηξ
±
e′f )
〈Zve′f , ξ±e′f 〉
(D9)
After inserting (D6), we have
gveηξ
±
ef =
ζ¯vef
ζ¯ve′f
gve′ηξ
±
e′f (D10)
One can check that the variation respects to SU(1, 1) group elements vef is trivial. The variation respects to SL(2,C)
group elements gve leads to
δS =
∑
f+
jf (1 + iγ)
〈L†Zvef , Zvef 〉+ 〈Zvef , L†Zvef 〉
〈Zvef , Zvef 〉 − 2jf
〈ξ±ef , L†Zvef 〉
〈ξ±ef , Zvef 〉∑
f−
jf (1− iγ) 〈L
†Zvef , Zvef 〉+ 〈Zvef , L†Zvef 〉
〈Zvef , Zvef 〉 − 2jf
〈L†Zvef , ξ±ef 〉
〈Zvef , ξ±ef 〉
(D11)
Applying (D6), we have
δS =
∑
f+
jf (1 + iγ)
(
〈L†ξ±vef , ξ±vef 〉+ 〈ξ±vef , L†ξ±vef 〉
)
− 2jf 〈ξ±ef , L†ξ±ef 〉+∑
f−
jf (1− iγ)
(
〈L†ξ±vef , ξ±vef 〉+ 〈ξ±vef , L†ξ±vef 〉
)
− 2jf 〈L†ξ±ef , ξ±ef 〉
(D12)
where f± means face f is incoming or outing edge e correspondingly. This leads to six equations with the generators
of SL(2,C) group, which reads
δS = −2
∑
f
ef (v)jf 〈ξ±ef , F †ξ±ef 〉 (D13)
δS = 2iγ
∑
f
ef (v)jf 〈ξ±ef , F˜ †ξ±ef 〉 (D14)
Again ef (v) here is the signature determined up to a global sign by
ef (v) = −e′f (v), ef (v) = −ef (v′) (D15)
for the triangle f shared by the tetrahedra te and te′ .
b. geometrical interpretation
We can define a vector from ξef
nief = −2i〈ξ±ef , F iξ±ef 〉 (D16)
which is the SU(1, 1) action on the unit time-like vector n0 = −2i〈ξ±0 , F iξ±0 〉 = {±1, 0, 0}. The encoding of this vector
in four dimensional Minkowski space is given by
nIef = {n3ef ,−n2ef , n1ef , 0} =
〈
ξ±ef
∣∣∣σI ∣∣∣ξ±ef〉− 〈ξ±ef ∣∣∣ξ±ef〉 (D17)
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Clearly nIef is timelike vector and future directed with ζ
+
ef while past directed with ζ
−
ef .
Then there is a nature SL(2,C) bivector defined by
Xef = −2i〈ξ±ef , F iξ±ef 〉Ei = −i(ηξ±ef ⊗ (ξ±ef )† −
1
2
I2) (D18)
which in spin-1 representation reads
XIJef =
 0 n
1 n2 0
−n1 0 n3 0
−n2 −n3 0 0
0 0 0 0
 = ∗(nIef ∧ uI) (D19)
Clearly from (D7) and (D10), Xef satisfy the parallel transport equation
Xf (v) = gveXefgev = gve′Xe′fge′v (D20)
and satisfies
(Gveu).Xf (v) = 0 (D21)
The bivector is then again scaled as Bf (v) = 2AfXf (v) = 2γjfXf (v), where |Bf | = 2Af . The equation (D13) and
(D14) then can be written as equations of Bf :
δgS =
i
2γ
∑
f
ef (v)Bf (v) = 0 (D22)
δg˜S =
1
2
i
∑
f
ef (v)Bf (v) = 0 (D23)
Appendix E: Geometric interpretation and reconstruction
In this appendix we summarize the geometric reconstruction theorems for tetrahedron with spacelike triangles only
in [12–15, 21], and extend them to general tetrahedron may contains also timelike triangles. We start with a single
simplex σv corresponding to a vertex v, and then generalize the result to general simplicial manifold with many
simplices. For simplicity, we introduce a short hand notation for a single simplex σv:
Ni := Nei(v) B
G
ij = −BGji = eiej (v)Beiej (v) BGij = ∗(vGij ∧Ni) (E1)
where eiej represents the face determined by the dual edge ei and ej , and i = 0, 1, ..., 4, and vij here is the trianlges
normal scaled with the area : v2ij = ±4A2ij .
Note that here we will assume our boundary data to be a geometric boundary data, which means they satisfy length
matching condition and orientation matching condition. The detailed meaning of these conditions will become clear
later. The geometric boundary data is necessary to get a Regge like geometric solution. For non-geometric boundary
data, there will be at most one solution up to gauge equivalence, which is an analogy to the result in EPRL model
[12, 13].
1. non-degenerate condtion and classification of the solution
To begin with, we would like to introduce the non-degenerate condition. We will first consider non-degenerate
simplicies and then move to degenerate case. For the boundary data, non-degenerate means for a boundary tetrahedron
any 3 out of 4 face normal vectors nef span a 3-dimensional space. With non-degenerate boundary data, for any 3
different edges i, j, k in a 4 simplex one of the following holds
• Nei = ±Nej and Nej = ±Nek ,
• Nei 6= Nej
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The first case can be further proved that leads to all Ni are parallel by using the closure constraint of Bij . This result
was first proved in [12] and later by [21].
The only non-degenerate case is then specify by the following non-degeneracy condition
5∏
e1,e2,e3,e4=0
det(Ne1, Ne2, Ne3, Ne4) 6= 0 (E2)
which means any 4 out of 5 normals are linear independent and span a 4 dimensional Minkowski space. Since
Ne(v) = gveN
0, it is easy to see the non-degenerate condition is actually a constraint on {gve}.
2. Nondegenerate geometry on a 4-simplex
For simplicity, we start with one 4-simplex σv in 4 dimensional Minkowski space M = R4 here. For each 4-simplex
σv dual to the vertex v, we associate it with a reference frame. In this reference frame, the 5 vertices of the 4-simplex
[p0, p1, p2, p3, p4] have the coordinates pi : (xIi ) = (x0i , x1i , x2i , x3i ). Based on these coordinates, we introduce vectors yi,
a as well as covector A in an auxiliary space R5,
yi = (x
I
i , 1)
T , and a = (0, ..., 0, 1)T , A = aT (E3)
We define the k + 1 vector in R5
V˜α0,...,αk = yα0 ∧ ... ∧ yαk (E4)
where αi ∈ {0, · · · , 5}. With covector A, for k-vectors Ω in R5 satisfying AxΩ = 0, we can identify it with a k-vector
in M . For example, since AxAxV˜α0,...,α5 = 0, we then induce a 4-vector in M from V˜α0,...,α5 ,
Vα0,...,α5 = AxV˜α0,...,αk = (yα1 − yα0) ∧ ... ∧ (yα5 − yα0) (E5)
This vector is actually 4! times the volume 4-vector of 4-simplex:
Vα0,...,α4 = (xα1 − xα0) ∧ ... ∧ (xα4 − xα0) = Eα1α0 ∧ ... ∧ Eα5α0 (E6)
EIαiα0 = x
I
αi − xIα0 is the edge vector related to the oriented edge lαiα0 = [pαi , pα0 ]. Notice that the volume 4-vector
comes with a sign respecting to the order of points.
We further define 3-vector and bivector by skipping some points
Vi = (−1)iV0...ˆi...4 (E7)
Bij = AxV˜0...ˆi...n =
{
(−1)i+j+1V0...ˆi...jˆ...4 i < j
(−1)i+jV0...jˆ...ˆi...4 i > j
(E8)
where iˆ means omitting ith elements. We have the following properties for Vi and Bij∑
i
Vi = 0, (E9)
Bij = −Bijm ∀i
∑
j 6=i
Bij = 0, (E10)
One can further check that Bij can be written as
Bij =
1
2
(−1)sgn(σ)ijkmnEmk ∧ Enk (E11)
And one has B2ij = ±4A2ij with Aij is the area of the corresponding spacelike or timelike triangles in non-degenerate
case.
Suppose the volume 4-vector of 4-simplex V0,...,4 is non-degenerate. In this case any 4 out of 5 yi are linearly
independent. One can introduce a dual basis yˆi and y˜i defined by
yˆiyyj = δij , yˆi = y˜i + µiA, y˜iya = 0 (E12)
41
with properties ∑
i
yˆi = A,
∑
i
y˜i = 0 (E13)
y˜i here can be regarded as covectors belong to M . With y˜i, we have
Vi = −y˜iyV0...4, Bij = y˜jyy˜iyV0...4 (E14)
Thus covectors y˜i are conormal to subsimplices Vi. And by using Hodge star, we have
Vi = −V ol ∗ y˜i, Bij = −V ol ∗ (y˜j ∧ y˜i) (E15)
where the volume V ol > 0 is the absolute value of the oriented 4-volume
V4 := det(V0,...,4) = sgn(V4)V ol (E16)
It can be shown that
1
V4
= ijkl det(y˜i, y˜j , y˜k, y˜l) (E17)
and the co-frame vector Eij is given by
Eij = V4ijklm(v) ∗ (y˜k ∧ y˜l ∧ y˜m) (E18)
If the subsimplices Vi are non-degenerate, by introducing normalized vectors Ni, we can write y˜i as
y˜i =
1
V ol
WiNi, Ni ·Ni = ti, Wi > 0 (E19)
where ti = ±1 distinguish spacelike or timelike normals respectively. This leads to
Bij = − 1
V ol
WiWj ∗ (Nj ∧Ni),
∑
i
WiNi = 0 (E20)
In order to make the normal out-pointing, we redefine the normalized normal vectors Ni by
N∆i = −tiNi, W∆i = −tiWi
∑
i
W∆i N
∆
i = 0 (E21)
such that N∆i are out-pointing.
3. Reconstruct geometry from non-degenerate critical points
We begin with the reconstruction of normals. Recall in critical point equations (3.91), normals Ne satisfying
∀f∈teηIJNeIBf (v)JK = 0 (E22)
If there is another normal vector N satisfy the same condition for some edge e, easy to see we have
∀f∈te Bf (v) ∼ ∗(N ∧Ne) (E23)
which means for an edge e, Bef are proportional to each other. This clearly contrary to the fact that we have a non
degenerate solution. Thus, for given bivectors which are the solution of the critical point equation, if we require a
vector N satisfies
∀f∈teηIJN IBf (v)JK = 0 (E24)
for a edge tetrahedron te, we then have N = ±Ne after normalization. The condition (E24) is sufficient and necessary.
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Considering a 4-simplex σv at some vertex v, the critical point equation (3.91) can be written in short hand notation
we introducing in (E1) as
Bf (v) = B
{G}
ij = −BGji, NixB{G}ij = 0,
∑
j
B
{G}
ij = 0 (E25)
Now we give normalized vectors Ni satisfying non-degenerate condition. If we require the bivectors satisfy (E25),
they are uniquely determined up to a constant λ ∈ R
B′ij = λWiWj ∗ (Nj ∧Ni) (E26)
Here Wi ∈ R are non zero and determined by ∑
i
WiNi = 0 (E27)
The proof is stated first in [14] and later [21]. Note that the bivector Bij is independent of the choice of signature
of normal vectors N since the sign of W and N will change simultaneously. λ can be fixed up to a sign by the
normalization of B′ij
|Bf |2 = −4γ2s2f = −4A2f (E28)
Then it can be proved that non-degenerate geometric solution determines 4 simplex specified by bivectors B∆
uniquely up to shift and inversion such that
B∆ij = rB
{G}
ij (E29)
where r = ±1 is the geometric Plebanski orientation. The construction can be done as follows. With given 5 normals
Ni, we take any 5 planes orthogonal to Ni. With the non-degeneracy condition, they cut out a 4 simplex ∆′ which is
uniquely determined up to shifts and scaling. According to (E20) and (E26), bivectors of the reconstructed 4 simplex
B∆
′
ij related to Bij as
B∆
′
ij = λB
{G}
ij (E30)
Then the identity of the normalization will determines the scaling up to a sign
B
{G}
ij = rB
∆′
ij = −
1
V ol
rW∆i W
∆
j ∗ (N∆j ∧N∆i ) (E31)
where V ol is the 4! volume of the 4-simplex.
Let us move to the boundary tetrahedron. Since Ge is a SO(1, 3) rotation, it action then keeps the shape of
tetrahedrons. Thus the tetrahedron with bivectors Bij = ∗(vij ∧ ui) has the same shape with the tetrahedron with
face bivectors B{G}ij = Gi ∗ (vij ∧ ui). For given vij , when the boundary data is non-degenerate, we can cut out a
tetrahedron with planes perpendicular to vij in the 3 dimensional Minkowski space orthogonal to u. Clearly, the face
bivectors of this tetrahedron satisfy
Bij = λ
′
ij ∗ (vij ∧ u) (E32)
with λ′ij arbitrary real number. However, from the closure constraint, we have∑
j:j 6=i
B′ij = ∗(
∑
j:j 6=i
λ′ijvij) ∧ u = 0 (E33)
Since ∀j vij .u = 0, the above closure equation implies∑
j:j 6=i
λ′ijvij = 0 (E34)
which according closure with vij leads to
∃λ : λ′ij = λ (E35)
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Thus, for every edge ei, there exists a tetrahedron determined uniquely up to inversion and translation with face
bivectors
Bij = ri(vij ∧ u) (E36)
in the subspace perpendicular to Ni with ri = ±1.
The edge lengths of the tetrahedron is then determined uniquely by vij . We denote lijk
2 the signed square lengths
of the edge between faces ij and ik. The length matching condition can be expressed as
l2(ijk) := l
i
jk
2
= ljik
2
= lkij
2
(E37)
The non-degenerate solution exists if and only if the lengths satisfy length matching condition. In case when length
matching condition is satisfied, we can write l2(ijk) using the missing indices different from i, j, k as l
2
(ml), with this
notation, one introduce lengths Gram matrix of the 4 simplex
Gl =

0 1 1 · · · 1
1 0 l201 · · · l204
1 l210 0 · · · l224
...
...
...
. . .
...
1 l240 l
2
41 · · · 0
 (E38)
The signature of Gl corresponds to the signature of reconstructed 4 simplex. We denote the signature as (p, q). Based
on Gl is degenerate or not, we have
• If Gl is non degenerate, then there exist a unique up to rotation, shift and reflection non degenerate 4 simplex
with signature (p, q). There are two non-equivalent 4 simplex up to rotations and shift. The normals of two
reconstructed 4 simplicies {Ni} and {N ′i} are related by
N ′i = (−1)siGNi = GIsiNi (E39)
• If Gl is degenerate, then there exist a unique up to rotation and shift degenerate 4 simplex with signature (p, q).
The 4 volume in this case is 0.
The signature here is related to the signature of boundary tetrahedron. For all boundary tetrahedra being timelike,
the possible signatures are Lorentzian (−+ ++), split (−+ +−) or degenerate (−+ +0). For all boundary tetrahedra
being spacelike, the possible signatures are Lorentzian (− + ++), Euclidean (+ + ++) or degenerate (0 + ++).
For boundary data contains both spacelike and timelike tetrahedra, the only possible reconstructed 4 simplex is in
Lorentzian signature (−+ ++).
4. Gauge equivalent class of solutions
Suppose we have a non-degenerate geometric boundary data and the 4 volume is non-degenerate, then we can
reconstruct geometric non-degenerate 4-simplex up to orthogonal transformations. Suppose we have this reconstructed
4-simplex with geometric bivectors B∆ij with normals N∆i . From these normals, we can introduce
v∆ij = −
1
V ol
(
W∆i W
∆
j N
∆
j −
W∆i W
∆
j N
∆
i ·N∆j
(N∆i )
2
N∆i
)
(E40)
Easy to check that v∆ij ·N∆i = 0 and B∆ij = ∗(v∆ij ∧N∆i ). Thus these are nothing else but normals of faces of the ith
tetrahedron recovered from bivectors B∆ij . Easy to check that we have
v∆ij · v∆ik = vij · vik (E41)
by the fact that B∆ij ·B∆ik = Bij ·Bik. We can introduce group elements G∆i ∈ O for each i satisfy
G∆i u = N
∆
i , ∀j:j 6=i G∆i vij = v∆ij (E42)
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Note that there are only 4 independent conditions out of 5.
We would like compare these group elements G∆i obtained from B∆ij with Gi from critical point solution. From
reconstruction of bivectors and normals, we know that
B∆ij = (−1)sB{G}ij , Ni = (−1)siN∆i (E43)
where (−1)s with s ∈ {0, 1} and si ∈ {0, 1}. The condition leads to
∗ (Givij ∧Ni) = B{G}ij = (−1)sB∆ij
= (−1)s ∗ (v∆ij ∧N∆i ) = ∗((−1)s+siv∆ij ∧Ni)
(E44)
Since Ni · v∆ij = Ni ·Givij = 0, we have
Givij = (−1)s+siv∆ij , GiN = (−1)siN∆i (E45)
which implies
Gi = G
∆
i I
si(IRN )
s (E46)
For Gi ∈ SO, we have detGi = 1, then from (E46)
detG∆i = (−1)s (E47)
Since there is only one reconstructed 4 simplex up to rotations from O, thus two G∆ solutions are related by
G∆
′
i = GG
∆
i , G ∈ O (E48)
which means
∀i detG
∆′
i
detG∆i
= detG (E49)
This condition reminds us to introduce an orientation matching condition for boundary data where the reconstructed
4 simplex have
∀i detG∆i = r r ∈ {−1, 1} (E50)
We call the boundary data as the geometric boundary data if it satisfy the length matching condition and orientation
matching condition.
After we choose reconstructed 4 simplex, we have fixed the value of s by
r = (−1)s (E51)
and it is Plebanski orientation. However si is still arbitrary.
With (E46) and (E47), we can identify the geometric solution and reconstructed 4-simplicies. Up to SO rotations,
there are two reconstructed 4 simplices. The two classes of simplicies solutions are related by reflection respect to any
normalization 4 vector eα
BG˜ij = Reα(B
{G}
ij ), s
′ = s+ 1 (E52)
which means
G˜i = ReαGi(IRu) ∈ SO(1, 3) (E53)
With the gauge choice that Gi ∈ SO+(1, 3), we can rewrite (E53) as
G˜i = Re0I
riGiRu (E54)
such that G˜i ∈ SO+(1, 3). It is direct to see ri = 0 for u timelike and ri = 1 for u spacelike.
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5. Simplicial manifold with many simplicies
The above interpretation and reconstruction are with in single 4-simplex case. Now we will generalize the result to
simplicial manifold with many simplicies. We will consider two neighboring 4 simplicies where there corresponding
center v and v′ are connected by a dual edge e = (v, v′). For a short hand notation, we will use prime to represent
the parallel transported bivector and normals from simplex with center v′ to v, e.g. N ′i = Gvv′Ni(v′). We denote the
edge e = (v, v′) as e0.
Since Ne(v) = Gveu and Ne(v′) = Gv′eu, we have Ne(v) = Gvv′Ne(v′) for G = (v, v′). From the reconstruction
theorem, with (E43), we have
N∆0 = (−1)s0+s
′
0N ′∆0 (E55)
From the parallel transport equation Xf (v) = gvv′Xf (v′)gv′v, with the fact ef (v) = −ef (v′), we have
B
{G}
0i = −r(v)
1
V ol
W∆i W
∆
0 ∗ (N∆i ∧N∆0 ) = r(v′)
1
V ol′
W ′∆i W
′∆
0 ∗ (N ′∆i ∧N ′∆0 ) (E56)
where B∆0i is the geometric bivector corresponding to the triangle f dual to face determined by e, ei, e′i. Now similar
to (E40), we can define
v∆0i(v) = −
1
V ol
(
W∆0 (v)W
∆
i (v)N
∆
i (v)−
W∆0 (v)W
∆
i (v)N
∆
0 (v) ·N∆i (v)
(N∆0 (v))
2
N∆0 (v)
)
(E57)
which satisfies v∆0i(v) ·N∆0 (v) = 0. The geometrical group elements Ω∆vv′ ∈ O(1, 3) is defined from
v∆0i(v) = Ω
∆
vv′v
∆
0i(v
′), N∆0 (v) = Ω
∆
vv′N
∆
0 (v
′) (E58)
(E56) now reads
B
{G}
0i = r(v) ∗ (v∆0i(v) ∧N∆0 (v)) = −r(v′) ∗ (Gvv′v∆0i(v′) ∧Gvv′N∆0 (v′)) (E59)
From (E55) and (E59), with the fact that, v∆0i(v) ·N∆0 (v) = Gvv′v∆0i(v′) ·Gvv′N∆0 (v′) = 0, we have
v∆0i(v) = −(−1)s0+s
′
0r(v)r(v′)Gvv′v∆0i(v
′), N∆0 (v) = (−1)s0+s
′
0Gvv′N
∆
0 (v
′) (E60)
Compare with (E58),
Ω∆vv′ = Gvv′II
s0+s
′
0(IRN0(v′))
s+s′ , det Ω∆vv′ = (−1)s+s
′
(E61)
where s and s′ is determined by (−1)s = r(v) and (−1)s′ = r(v′). Note that, from the fact N0(v′) = G0(v′)u =
Is
′
0N∆0 (v
′), and RN = GRuG−1, we have RN∆0 = RN0 . One can check that the (E61) can be written as
Ω∆vv′ = II
s0+s
′
0Is+s
′
GveR
s+s′
u Gev′ = IG
∆
veG
∆
ev′ (E62)
which coincide with the geometric solution for single simplex. Note that, after fixing a pair of compatible values of
s and s′, another pair of compatible values are given by s + 1 and s′ + 1 due to the common tetrahedron te shared
by two 4 simplices. This is nothing else but reflecting simtounesly every 4 simplex connects with each other. Then
according to (E53), these two possible non gauge equivalent solutions are related by
G˜f =
{
RueGf (e)Rue internal faces
Ire1+re0Rue1Gf (e1, e0)Rue0 boundary faces
(E63)
where Gf =
∏
v⊂∂f Ge′vGve is the face holonomy.
For a simplicial manifold, we will introduce the consistent orientation. For two 4 simplex σv and σv′ share
a same tetrahedron te, we say they are consistently oriented if their orientation satisfies [p0, p1, p2, p3, p4] and
−[p0, p1, p2, p3, p4]. Therefore we have 01234(v) = −01234(v′) for the orientation in (E11). The orientated volume
then contains a minus sign in V ′.
From (E55) and (E56), we have
N ′∆i = −(−1)s0+s
′
0r(v)r(v′)
W∆i W
∆
0 V ol
′
W ′∆i W ′
∆
0 V ol
N∆i + aiN
∆
0 (E64)
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where ai are some coefficients s.t.
∑
iW
′∆
i N
′∆
i = −W ′∆0 N ′∆0 . We introduce y˜ where y˜i = 1V olW∆i N∆i , then
BG0i = −r(v)V ol ∗ (y˜i ∧ y˜0), y˜′i = −(−1)s0+s
′
0r(v)r(v′)
W∆0
W ′∆0
y˜i + a˜iy˜0 (E65)
where a˜i are coefficients s.t.
∑
i y˜i = −y˜0. We then have
− 1
V ′
= det
(
y˜′0, y˜′1, y˜′2, y˜′3
)
= (−r(v)r(v′))3
(
W∆0
W ′∆0
)2
V ol
V ol′
det(y˜0, y˜1, y˜2, y˜3) = −r˜(v)r˜(v′)
(
W∆0
W ′∆0
)2
1
V ′
(E66)
where we define r˜(v) = r(v)sgn(V (v)). The equation results in r˜(v) = r˜(v′) = r˜. Therefore r˜ = sgn(V (v))r(v) is
a global sign on the entire triangulation after we choose compatible orientation. The equation also implies |W∆0 | =
|W ′∆0 |. With the fact that normal vectorN∆0 andN ′∆0 are in the same type (spacelike or timelike), we haveW∆0 = W ′∆0
. Thus (E64) leads to
N ′∆i = −(−1)s0+s
′
0sgn(V V ′)
W∆i W
∆
0 V ol
′
W ′∆i W ′
∆
0 V ol
N∆i + aiN
∆
0 = µeN
∆
i + aiN
∆
0 (E67)
where we define a sign factor µe := −(−1)s0+s′0sgn(V V ′). One can see that, for a edge Elm in the tetrahedron te
shared by σv and σv′ , we have
E′lm = V
′lmjk(v′) ∗ (y˜′j ∧ y˜′k ∧ y˜′0) = µeV lmjk(v) ∗ (y˜j ∧ y˜k ∧ y˜0) = µeElm (E68)
The equation thus implies the co-frame vectors on all edges of tetrahedron te at neighboring vertices v and v′ are
related by
El(v) = µeGvv′El(v
′) (E69)
Since El(v′) ⊥ N0(v′), the relation is a direct consequence of (E61) with the fact r˜(v) = r˜(v′) = r˜. This relation
shows that, the vectors E in a tetrahedron shared by two 4 simplicies σv and σv′ satisfies
gl1l2 := ηIJE
I
l1(v)E
J
l2(v) = ηIJE
I
l1(v
′)EJl2(v
′) (E70)
where gl1l2 is the induced metric on the tetrahedron and it is independent of v. If the oriented volume of these two
neighboring 4-simplices are come with the same signature, i.e. sgn(V (v)) = sgn(V (v′)), We can associated a reference
frame in each 4 simplex σv and the frame transformation is given by Ωvv′ = µeGvv′ ∈ SO(1, 3). The matrix Ωe=(v,v′)
is a discrete spin connection compatible with the co-frame then. Note that, since r˜(v) = r(v)sgn(V (v)) is a global
sign, globally orienting sgn(V (v)) will make r = r(v) a global orientation on the dual face.
Let us go back to the original geometric rotation Ω∆vv′ . Suppose we orient consistently all pairs of 4 simplicies on
the simplicial complex K. We then choose a sub-complex with boundary such that, with in it the oriented volume
sgn(V ) is a constant. Then for the holonomy along edges of an internal face, we have
Ω∆f (v) = Ω
∆
v0vnΩ
∆
vnvn−1 · · ·Ω∆v1v0 = InIs0n+sn,n−1+···+s10Gv0vnGvnvn−1 · · ·Gv1v0 = µeGf (v) (E71)
while for a boundary face,
Ω∆f (vn, v0) = Ωvnvn−1 · · ·Ωv1v0 = InIsn,n−1+···+s10Gv0vnGvnvn−1 · · ·Gv1v0 = µeGf (vn, v0) (E72)
where n is the number of internal edges belong to the face f . Here µe = In
∏
e∈f I
se = ±1, se=(v,v′) = sve + sve′ is
independent from orientation.
Suppose the edges of the triangle due to face f is given by El1(v) and El2(v), then from (E69) and (E71-E72), we
have
Gf (v)El(v) = µeEl(v), or Gf (vn, v0)El(v0) = µeEl(vn) (E73)
For the normals N0(v) and N1(v) which othrognal to the triangle due to f , from (E67) and (E71-E72), we have
Gf (v)N1(v)
∆ = aN0(v)
∆ + bN1(v)
∆, GfN1(v) · El1(v) = GfN1(v) · El2(v) = 0, (E74)
For boundary faces with boundary tetrahedron ten and te0 , similarly, we have
Gf (vn, v0)Ne0(v0) · El1(vn) = Gf (vn, v0)Ne0(v0) · El2(vn) = 0 (E75)
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6. Flipped signature solution and vector geometry
Now let us consider degenerate case, where the 4 volume is 0 and Gi can be gauge fixed to its subgroup Gi ∈ SO(1, 2)
for timelike tetrahedron. In this case, the 4-normals of boundary tetrahedra are then gauge fix to be ∀i Ni = u. We
can introduce a auxiliary space M4′ with metric g′µν from M4 by flipping the norm of u
g′µν = gµν − 2uµuν (E76)
where gµν is the metric in M4. We will use prime to all the operations in M4
′. For the norm of u, we have
t = u · u, t′ = −t = u ·′ u (E77)
Notice that for the subspace V orthogonal to u, the restriction of both scalar product coincide. Thus for vectors in
V we can use both scalar product. The Hodge dual operation satisfies ∗′2 = −∗2 = t = −t′.
For the subspace V , we can introduce maps Φ±
Φ± : Λ2M4
′ → V, Φ±(B) = t′(±B − t′ ∗′ B) ·′ u = (∓B + ∗′B) ·′ u (E78)
where B is a bivector in M4′. Clear for a vector v ∈ V , we have
Φ±(∗′(v ∧ u)) = v (E79)
The map Φ± naturally induce a map from G ∈ SO(2, 2) to the subgroup h ∈ SO(1, 2), which defined by
Φ±(GBG−1) = Φ±(G)Φ±(B) (E80)
where
Φ±(G) ∈ O(V ) (E81)
Easy to see when G = h ∈ SO(1, 2), we have Φ±(h) = h. And one can further prove that the condition is sufficient
and necessary as shown in [21].
Clearly for given bivectors B{G}ij = Gi ∗ (vij ∧ u) in M ′, if B{G}ij = −B{G}ji , we have
v
{G}±
ij = −v{G}±ji , v{G}±ij = Φ±(G)vij = Φ±(B{G}ij ) (E82)
and the closure
∑
iB
g
ij = 0 leads to ∑
i
v
{G}±
ij = 0 (E83)
One can prove the condition is necessary. In other words, if we have g±i such that v
{G}±
ij = −v{G}±ji , we can always
build unique Gi ∈ SO(M ′) (up to Isi ) which constitute a SO(M ′) solution.
In summary we see that there is an 1-1 correspondence between
• pair of two non-gauge equivalent vector geometries,
• geometric SO(M ′) non-degenerate solution.
The two vector geometries are obtained from SO(M ′) solutions {gve} as g±ve = Φ±(gve). This is the flipped signature
case for a Gram matrix with given geometric boundary data. For example, with all boundary tetrahedra timelike,
the signature of reconstructed non-degenerate 4 simplex is split (−+ +−).
From the reconstruction for non-degenerate solutions, we have the orientation matching condition for the geometric
group elements G∆± ∈ O(V ) where
G∆±i vij = v
∆±
ij , v
∆±
ij = Φ
±(B∆ij ) (E84)
One can show that, in flipped signature case, this condition becomes
detG∆ve = detG
∆±
ve (E85)
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Since the critical point solutions are in 1-1 correspondence with reconstructed 4 simplicies up to reflection and shift.
As a direct result from (E53), for non-degenerate boundary data satisfying length matching condition and orientation
matching condition, there are two gauge inequivalent solutions corresponding to reflected 4 simplicies which are related
by
G˜ = RuGRu (E86)
where G˜ and G represent two gauge equivalent series. Two non-equivalent geometric SO(M ′) non-degenerate solutions
then satisfy
Φ±(G˜) = Φ±(RuGRu) = Φ∓(g) (E87)
Finally, when the SO(M ′) solution is degenerate, we can assume Ni = u by gauge transformations. In this case,
we see Φ+(G) = Φ−(G) = h. Thus the vector geometries are gauge equivalent. The inverse is also true. When
the vector geometries are gauge equivalent, we have Φ+(G) = Φ−(G), which means there exists Gi (uniquely up to
gauge transformations) such that after gauge transformations Ni = Giu = u. This corresponds to the degenerate
reconstructed 4 simplex with zero 4-volume.
Appendix F: Derivation of rotation with dihedral angles
In this appendix, we prove the following equation
RNiRNj = Ωij = e
2θij
Ni∧Nj
|Ni∧Nj | (F1)
which is used in Sec. VII. For two normalized spacelike vector Ni, Nj , N Ii NiI = NJj NjJ = 1, compatible with (7.1)
and (7.2), we have
N Ii NjI = cos θij , (F2)
|Nj ∧Ni|2 = −| ∗Nj ∧Ni|2 = sin2(θij) (F3)
For Ni, Nj are timelike and the signature of plane span by Ni ∧Nj is mixed in flipped signature case, we have
N Ii NjI = cosh θij , (F4)
|Nj ∧Ni|2 = | ∗′ Nj ∧Ni|2 = − sinh2(θij) (F5)
Now from
(RN )
I
J = I −
2N INJ
N ·N = I − 2tN
INJ (F6)
where we define t := N INI . Easy to see for a vector v in Ni ∧Nj plane,
RNiRNjv = (I − 2tNKi NiI)(I − 2tN IjNjJ)vJ
= v − 2t(Ni · v)Ni − 2t(Nj · v)Nj + 4(Ni ·Nj)(Nj · v)Ni
(F7)
which leads to
RNiRNj −RNjRNi = 4(Ni ·Nj)Ni ∧Nj (F8)
Tr
(
RNiRNj
)
= 4(Ni ·Nj)2 − 2 (F9)
Let us introduce spacetime rotations Ω ∈ SO±(1, 3). For connected components in Lorentzian group, two group
elements Ω and Ω′ are equal is they satisfy
Ω− Ω−1 = Ω′ − Ω′−1, Tr(Ω) = Tr(Ω′) (F10)
The space rotation can be written using bivectors as
Ωij = e
2θij
Ni∧Nj
|Ni∧Nj | = cos(2θij) + sin(2θij)
Ni ∧Nj
|Ni ∧Nj | (F11)
49
and for spacelike normal vectors we have
Ωij − Ωji = 2 sin(2θij) Ni ∧Nj|Ni ∧Nj | = 4(Ni ·Nj)(Ni ∧Nj) (F12)
Tr(Ωij) = 2 cos(2θij) = 2(2 cos
2(θij)− 1) = 4(Ni ·Nj)2 − 2 (F13)
while for timelike normal vectors span a mixed signature plane, Ω is a boost,
Ωij = e
2θij
Ni∧Nj
|Ni∧Nj | = cosh(2θij) + sinh(2θij)
Ni ∧Nj
|Ni ∧Nj | (F14)
with
Ωij − Ωji = 2 sinh(2θij) Ni ∧Nj|Ni ∧Nj | = 4(Ni ·Nj)(Ni ∧Nj) (F15)
Tr(Ωij) = 2 cosh(2θij) = 2(2 cosh
2(θij)− 1) = 4(Ni ·Nj)2 − 2 (F16)
Notice that here |Ni ∧Nj | is defined as
|Ni ∧Nj | =
√
||Ni ∧Nj |2|, (F17)
Thus in both case we have
RNiRNj = Ωij = e
2θij
Ni∧Nj
|Ni∧Nj | (F18)
where θij is angle between normals and related to the dihedral angle by (7.1) and (7.2).
Appendix G: Fix the ambiguity in the action
In this appendix we show how to choose the SL(2,C) lift to fix the ambiguity in the action. Note that here we only
fix the ambiguity for single 4-simplex σv with boundary data, where the deficit angle Θf = θf is the angle between
normals. The ambiguity (in one 4 simplex σv with boundary) which due to odd nf can be expressed as
∆S −∆S∆ = ir
∑
f :nf odd
∆φ−Θf non degenerate case
∆φ split signature case (G1)
The procedure we use here is an extension of the one used for spacelike triangles in [21].
a. non-degenerate case
Suppose we have a non-degenerate solutions {G0ve ∈ SO(1, 3)} with normals v0ef of triangles of non-degenerate
boundary tetrahedra. The area of these triangles is given by spins γs0f =
n0f
2 . Define the following continuos path
Gve(t), vef (t), u(t) = u = (0, 0, 0, 1)
T , (G2)
where ∀eG0ve = Gve(0), v0ef = vef (0). Such that
• ∀t ∈ [0, 1], {Gve(t)} is a solution of critical point equations with boundary data where the normals of triangles
of boundary tetrahedra are vef (t),
• ∀t 6= 1 boundary data is non-degenerate, and vef (1) 6= 0,
• ∀t 6= 1 solution {Gve(t)} is non-degenerate,
• for t = 1, pair of solutions {Gve(t)} and {g˜ve(t) = Reαgve(t)Ru} are gauge equivalent.
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In this path, the function
f(t) =
∑
f :nf odd
∆φeve′f (t)− rΘf (t) mod 2pi (G3)
takes values in {0, pi} and changing continuously with the phase the difference from stationary points determined by
{Gve(t)} and {G˜ve(t) = ReαGve(t)Ru}. Thus f(t) is a constant. Since at t = 1, we have two geometric solutions are
gauge equivalent to each other, which means the lifts gve, g˜ve of solutions satisfy
∀e g˜ve = (−1)rveggve, rve = {0, 1} (G4)
From (7.22),
(−1)rve+rve′ = gve(g˜e′v g˜ve)−1ge′v = e−2∆θe′vefXf+2i∆φe′vefXf (G5)
which leads to ∆φeve′f (1) = (rve + rve′)pi mod 2pi since we have (2Xf )2 = 1. We shall consider a subgraph of spin
network which contains those odd n links. The subgraph has even valence nodes. Thus we can decompose into Euler
cycles. In those cycles every link of odd n will appears exactly once. For a Euler cycle consisting edges with odd n,
every edge will be counted twice, thus we have∑
e∈cycle
∆φeve′f (1) =
∑
e∈cycle
2rvepi = 0 mod 2pi (G6)
Also, from the fact that two geometrical solution is gauge equivalent ∀e G˜ve = GGve, we have RNeRNe′ =
Gve(G˜e′vG˜ve)
−1Ge′v = 1, thus
Θf (1) = r˜fpi mod 2pi, r˜f = r˜ve + r˜ve′ ∈ {0, 1} . (G7)
which can be fixed again using Euler cycles as for ∆φ.
The path can be achieved by deforming solutions in the following way: First choose a timelike plane with simple
normalized bivector V at some vertex v satisfies
∀fV ∧ ∗Bf 6= 0 . (G8)
The path is made by contracting the two directions in ∗V , and we donate the t = 1 as the limit for contracting
directions to 0. From above condition we have limt→1Bf exist and keep nonzero. The dual action of the shrinking
on geometric normal vectors N∆ also have a limit which is their normalized components lying in ∗V plane (after
normalization). By suitable definition of boundary data, we can assume Gve(1) = lim→1Gve(t) exist. Now we end
up with a highly degenerate 4-simplex which contained in a 2d plane and all bivectors are proportional to V .
b. split signature case
The treatment concerning degenerate solutions following the similar method. Start form the non-degenerate bound-
ary data, where normals of triangles of boundary tetrahedra are given by v0ef and area of these triangles are related to
spins nf/2. Suppose from these boundary data, we can reconstruct a non-degenerate 4-simplex in flipped signature
space M ′. In this case, we have two non-gauge equivalent solutions {g±ve}. We define the following path
g±ve(t), vef (t), u(t) = u = (0, 0, 0, 1)
T , (G9)
where ∀eg0±ve = g±ve(0), v0ef = vef (0). The path satisfies
• ∀t ∈ [0, 1], {g±ve(t)} are solutions of critical point equation with boundary data given by vef (t),
• ∀t ∈ [0, 1] boundary data is non-degenerate, e.g. the boundary tetrahedron is non-degenerate,
• ∀t 6= 1 solutions {g±ve} are non-gauge equivalent thus we have a non-degenerate reconstructed 4-simplex in M ′
• for t = 1, the reconstructed 4-simplex is degenerate in M ′.
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Now the constant function f(t) ∈ {0, pi} reads
f(t) =
∑
f :nf odd
∆φeve′f (t) mod 2pi (G10)
Following the same argument in non-degenerate case, we have for the lifts
g+ve(1) = (−1)rveg−ve(1) (G11)
Based on the same consideration using Euler cycles, we have
f(1) =
∑
f :nf odd
∆φeve′f (t) = 0 mod 2pi (G12)
Thus we have
∆S0 −∆S∆0 = 0 mod 2pi (G13)
The path is built by the following way: We choose a spacelike normal such that, in flipped signature space
∀fN ∧Bf 6= 0. (G14)
The path is then made by contracting in the direction of N in the flipped space M ′. The contraction leads to a
continuos path of non-degenerate solutions in M ′ until t = 1 where the 4-simplex is degenerate.
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