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ABSTRACT
In this work, we consider the problem of K-sparse graph signal re-
covery on perturbed circulant graphs, simulating network clusters
within a large network, as an extension of the framework of sampling
and reconstructing signals with a finite rate of innovation (FRI) in
the classical domain to the graph domain. In light of the fact that the
GFT-basis on a circulant graph G = (V,E) is, up to a permutation,
given by the columns of the DFT-matrix, we develop a reconstruc-
tion approach, whereby we employ a variation of Prony’s method,
along with further iterative denoising involving Cadzow’s algorithm,
to recover the sparse graph signal represented on the vertices of G.
In particular, given a dimensionality-reduced approximation of the
GFT of a K-sparse graph signal x ∈ RN lying on the vertices of a
perturbed circulant graph G, defined as y = CUHx, where C and
U represent an appropriate coefficient matrix and the partial GFT-
basis, respectively, we can perfectly reconstruct x. We give prelimi-
nary results and discuss generalizations to arbitrary graphs.
Index Terms— finite rate of innovation, circulant graph, graph
signal processing
1. INTRODUCTION
The field of graph signal processing has sought to provide an ex-
tension, and possible alternative, to traditional signal processing, by
establishing comparable concepts, properties, and operations in the
graph domain, motivated by the appealing potential of graphs to cap-
ture complexity beyond the classical domain when used for the rep-
resentation and processing of large data sets. Hereby, prior research
has focused on developing a wide range of equivalencies, such as
basic operations on graph signals ([2],[3]), graph-dependent down-
sampling strategies ([2],[3], [4]) as well as graph wavelets ([5], [6])
and filterbanks ([7], [8], [9]), in addition to further analytic explo-
rations of the smoothness and compressibility of graph signals with
respect to the given graph ([10], [11]).
The class of circulant graphs, has been particularly noted for its set
of properties, which facilitate downsampling and shifting operations
([3], [9], [12]). In addition, the graph spectral representation, or
Graph Fourier Transform (GFT), on undirected, circulant graphs, is,
up to a permutation, given by the DFT-matrix. This has inspired our
investigation ofK-sparse graph signal recovery on network clusters
as an extension to FRI-sampling and reconstruction of sparse sig-
nals in the classical domain. Given a large network, we propose to
model individual network clusters as (un-)weighted and undirected
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circulant subgraphs, which are linked via inter-connecting edges on
a main graphG = (V,E), and are subject to perturbations in form of
the addition and/or removal of randomly chosen edges. We present
a variation of Prony’s method [13] in a novel model of blockwise re-
construction operations with dimensionality reduction, whereby we
operate on each subgraph individually. We give preliminary results
and propose the nearest circulant approximation scheme ([14], [15])
for generalizations to arbitrary graphs. This paper is organized as
follows: we begin with a brief summary of the preliminaries in Sec-
tion 2, following which we enlarge upon our novel framework for
the reconstruction of sparse graph signals on (perturbed) circulant
graphs in Section 3. Section 4 contains preliminary experimental re-
sults for the developed method, and in Section 5wemake concluding
remarks.
2. PRELIMINARIES
We provide a short overview of basic results, which we will draw on
in the main body of this work.
2.1. FRI-Signal Sampling and Reconstruction in the Classical
Domain
The class of FRI-signals, comprising non-bandlimited signals with a
finite rate of innovation, can be sampled and perfectly reconstructed
using kernels of compact support, which satisfy certain Strang-Fix
conditions, and a local reconstruction algorithm (Prony’s method)
[13]. In the discrete time domain, consider a signal x ∈ RN with
||x||0 = K, and define the measurement vector y in the Fourier
domain, such that y = Fx, where F ∈ CN×N is the DFT-matrix.
Then the signal samples yn are given by
yn =
1√
N
K−1∑
k=0
xcke
−i2pickn/N =
K−1∑
k=0
αku
n
k (1)
where xck is the weight of x at index ck, and αk = xck/
√
N
and uk = e−i2pickn/N represent the amplitudes and locations re-
spectively. We can then perfectly reconstruct the vector x based on
M = 2K consecutive sample values of y using Prony’s method. If
the signal at hand contains noise, such as in form of additive Gaus-
sian noise n, giving yˆ = y + n, we require a larger number of
samplesM ≥ 2K as well as need to apply denoising schemes, such
as Cadzow’s algorithm [17], to achieve perfect reconstruction.
2.2. Graph Signal Processing
In this paper, we consider a graph G = (V,E), defined by a vertex
set V , |V | = N , and an edge set E, which is undirected, connected
and (un-)weighted, without self-loops. The graph G is character-
ized by its adjacency matrix A, with Ai,j > 0 if there is an edge
between nodes i and j, and Ai,j = 0 otherwise, and its degree
matrix D, which is diagonal with entries Di,i =
∑
j Ai,j . The
non-normalized graph Laplacian matrix L = D − A of G, has
a complete set of orthonormal eigenvectors {ul}N−1l=0 , with corre-
sponding nonnegative eigenvalues {λl}N−1l=0 , specified in increasing
order 0 = λ0 < λ1 ≤ · · · ≤ λN−1.
A graph signal x is a real-valued scalar function defined on the
vertices of a graph G, with sample value x(i) at node i, and can be
represented as the vector x ∈ RN [2]. Analogously to the classical
domain, the Graph Fourier Transform (GFT) XG of a graph signal
x defined onG, is the representation in terms of the graph Laplacian
eigenbasis U = [u0| · · · |uN−1]: XG = UHx, where H denotes
the Hermitian transpose [2].
A circulant graph G is characterized by a generating set S =
{s1, . . . , sM}, with 0 < sk ≤ N − 1, such that there exists an edge
between nodes (i, (i + sk)N ), for every sk ∈ S; alternatively, any
graph defined through a circulant graph Laplacian matrix is circulant
[3].
2.3. Circulant Matrix Theory
In the general setting of a non-circulant, arbitrary graph, we need
to establish a means to detect the nearest circulant structure as deter-
mined by a given error norm. In particular, the Chan circulant matrix
([14], [15]) gives the nearest circulant matrixC ∈ RN×N to a given
adjacency matrix A ∈ RN×N in Frobenius norm ||A − C||F , by
averaging over diagonals. LetΠ be a circulant matrix with first row
pi = [0 1 0 . . . 0]; the nearest circulant matrix C, with first row
c = [c0 c1 . . . cN−1], to a given A is then determined by the fol-
lowing Frobenius inner product:
ck :=
1
N
〈A,Πk〉F = tr(ATΠk), k = 0, . . . , N − 1 (2)
The GFT-basis on circulant graphs can be expressed as a permuta-
tion of the columns of the DFT-matrix due to the circulant structure
of the graph Laplacian [12], however, as a result of the occurring
eigenvalue multiplicities, it is not unique. In general, a circulant ma-
trixC, with first row c = [c0 c1 . . . cN−1], is diagonalizable by the
DFT-matrix, with the following resulting spectrum of corresponding
eigenvalues λj :
λj = c0 + c1ωj + c2ω
2
j + · · ·+ cN−1ωN−1j , (3)
where ωj = e−
i2pij
N , j = 0, ..., N − 1.
The eigenvalue multiplicity distribution of a circulant graph G with
an arbitrary generating set S, is not generally defined, and can only
be determined by applying the exhaustive search approach; however
one can infer the following basic result on the occurrence of odd and
even multiplicities of eigenvalues of circulant matrices [18]:
Definition 1: LetB ∈ Rn×n be a real, symmetric, circulant matrix.
Then, B has n orthogonal eigenvectors and n eigenvalues. If n is
odd, there is one eigenvalue with odd multiplicity, and if n is even,
there are either two eigenvalues or none with odd multiplicity. All
other eigenvalues have even multiplicity.
As an example, we consider the eigenvalue distribution of the
simple cycle, which is defined as: λk = 2 − 2 cos
(
2pik
N
)
, k =
0, · · · , N −1. All eigenvalues occur with multiplicitymi = 2, with
the exception of λ0 = 0 (and λN = 4 if N is even) withm0 = 1.
3. SPARSE GRAPH SIGNAL RECONSTRUCTION
Inspired by the framework of sampling and reconstructing sparse
signals within the FRI framework in the classical domain, we wish
to consider extensions to the graph domain by sampling and recon-
structing sparse graph signals on the vertices of network clusters,
representing groups of strongly connected entities, within large net-
works. In our proposed approach, we model the aforementioned
clusters as undirected, (un-)weighted circulant subgraphs, which are
connected through few edges on a large main graphG = (V,E), and
subjected to perturbations in form of the addition and/or removal of
randomly generated edges, simulating randomness and complexity
of realistic clustered networks. Hereby, we operate on each sub-
graph individually by applying graph cuts [16] on inter-connecting
edges between the perturbed circulant subgraphs beforehand.
Let x ∈ RN , with ||x||0 = K, denote a sparse graph signal de-
fined on the vertices of a graphG, and its representation in the Graph
Fourier (GFT) domain be yˆ = UHx, whereU = [u0| . . . |uN−1] ∈
RN×N is the corresponding matrix of eigenvectors. Given that a
permutation of the DFT-matrix F ∈ CN×N is a possible choice for
the basis U when G is circulant, we introduce a coefficient matrix
C ∈ CN×N , resulting in the new measurement vector y = Cyˆ =
CUHx, whereby F = CUH . Depending on the eigenvalue mul-
tiplicity distribution of the graph at hand, we may need to impose a
further permutation σΛ˜j on the basisU beforehand, according to the
eigenvalue sequence Λ˜j obtained by taking the DFT of the first row
of the graph Laplacian of the circulant G (or its nearest circulant
approximation), and arranging eigenvalues of the same subspace j
together. In the case of dimensionality reduction, this allows to ob-
tain the best least-squares approximation of the matrixC.
In accordance with the classical domain, we can then perfectly re-
cover x from 2K consecutive samples of y using Prony’s method.
When the circulant graph at hand is perturbed, we apply denoising
schemes, such as Cadzow’s algorithm, to the given samples prior
to reconstruction as well as may need to employ further iterative de-
noising based on removal of the perturbation matrixE = CUH−F
at the current estimate xˆ from the measurement vector y at iteration
i: yi+1 = y−Exˆi. For a sufficiently large number of given samples
M , and number of iterations i, we can achieve perfect reconstruc-
tion.
Overall, we formulate the FRI-framework on graphs as follows: We
can perfectly reconstruct a sparse graph signal x ∈ RN on the ver-
tices of a graph G = (V,E), given a dimensionality-reduced ap-
proximation of the GFT of x, defined through the measurement vec-
tor y = CUHP x, y ∈ CM , where UP represents a subset of P
eigenvectors of the GFT-basis U and C ∈ CM×P denotes an ap-
propriate coefficient matrix, with suitably chosen M < P < N .
Hereby, the aforementioned matrix product is designed to approxi-
mate the firstM rows of the DFT-matrix FM ≈ CUHP .
Furthermore, we impose a dimensionality offset P = f(M), requir-
ing the coefficient matrixC to be fat, due to the occurring eigenvalue
multiplicities of the graph Laplacian of a circulant graph. In the case
of a simple cycle, for instance, we can perfectly recover x with only
P = 2M − 1 = 4K − 1 GFT-sample values, since the eigenvalues
occur with a maximum multiplicity of m = 2 (except for λ0 = 0,
and λN = 4 if N is even, withm = 1).
When the perturbation on the graph at hand is more invasive relative
to its structure, we observe the occurrence of eigensubspace-swap
phenomena, whereby λ˜i = λi±1 for perturbed and unperturbed or-
dered eigenvalues λ˜i and λi at the ith-position, respectively. This
may be corrected for through additional permutation schemes or al-
ternative circulant approximation schemes, which are subject to fur-
ther investigation.
We summarize our proposed approaches in Algorithm 1, whereby
we note that Option 2 applies to a subset of circulant graphs with cer-
tain generating sets; circulant graphs in the complementary set have
exhibited destructive behavior in the reconstruction process due to
highly localized perturbation noise.
Algorithm 1 Sparse Graph Signal Recovery on Network Clusters
1: Input: The clustered graph G with adjacency matrix A, and
graph signal x, with ||x||0 = K, on the vertices of G
2: Decompose G into T disconnected subgraphs {Gl}Tl=1 using
e.g. the graph cut method. Map x appropriately to the discon-
nected subgraphs, resulting in T signals {xl}Tl=1 with sparsity
{Kl}Tl=1. Apply the following scheme(s) on each subgraph in-
dividually
3: Option 1: Compute the nearest circulant A˜l toAl, via (2). Map
xl to the vertices of G˜l, and impose a permutation σΛ˜j on U˜ of
G˜l, as required. ComputeC via LS:CT = (U˜HP )T \FTM . Only
P = 4Kl−1 samples are required for perfect reconstruction, at
best. Ensure that G˜l has the required minimum of multiplicities
(or adjust P accordingly). Store GFT-vector yˆ = U˜HP xl ∈ CP
4: Option 2: Model the graph as circulant with a perturbation, by
determining the nearest circulant A˜l to the given Al, and im-
posing the permutation σΛ˜j on U of Gl, if required. Compute
C, and create y = CUHP xl for suitable M , and P = f(M)
(where the mapping f depends on the multiplicities of G˜l).
Apply the proposed scheme at P ≥ 4Kl − 1 ≥ f(M) samples:
5: Denoise y with Cadzow’s algorithm, and recover xˆl through
Prony’s method
6: Do further iterative denoising, yi+1 = y − Exˆil , with E =
CUHP − FM , as required, while repeating 5. Store GFT-vector
yˆ = UHP xl ∈ CP .
4. EXPERIMENTAL RESULTS
We subject a simple cycle graph to perturbations in form of two ad-
ditional, randomly distributed edges, and map a set of 100 randomly
generated sparse graph signals with i.i.d. entries to its vertices; we
apply the proposed recovery (with denoising) scheme on the corre-
sponding measurement vectors (see Option 2 in Algorithm 1). Fig-
ure 1 shows the average reconstruction performance per iteration in
form of the average location error between the estimated and true en-
try locations of the randomly generated sparse vector x for 100 trials,
given the dimensionality reduced measurement vector y ∈ CM , and
P = 2M − 1 GFT-samples.
5. CONCLUSION AND FUTUREWORK
The developed FRI-framework for sparse graph signal sampling and
reconstruction on perturbed circulant graphs represents a promising
new venture in graph signal processing, which facilitates recovery
with dimensionality reduction in the graph domain. In the future, we
wish to further investigate and develop the specific graph-theoretic
interpretation of this approach, and in particular, of the employed
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Fig. 1. Reconstruction Performance on a Perturbed Simple Cycle
(N = 256), for 100 randomly generated sparse signals xl (K = 4,
minimum separation of 3 between entries)
nearest circulant approximation scheme and possibly suitable alter-
natives. Furthermore, we wish to gain a deeper understanding of the
observed perturbation phenomena as well as obtain a well-defined
description of the set of circulant graphs satisfying our scheme.
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