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Abstract 
The 3-channel fuzzy ART network FALCON (Fusion Architecture for Learning, COgnition, and Navigation) is known as an 
effective method for combining reinforcement learning with state segmentation. It has been shown that FALCON is effective in 
making a player agent for the card game Hearts, although the agent was unable to beat an agent using the UCT algorithm 
developed for Monte-Carlo simulation. This study proposes an ensemble method for FALCON to make an agent stronger. The 
method uses nine types of learners and combines them to decide an action. Experiments demonstrate that our approach is 
superior to an agent using a single learner. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
Many studies have been carried out in the field of artificial intelligence, and the technology has been applied to 
various fields such as game programming and robot control1,2,3. Reinforcement learning has attracted particular 
attention as an effective method for learning and for deriving control rules of robots that autonomously adapt 
themselves to the environment. 
When we model a realistic environment with an agent system, the perceptual inputs that the agents perceive are 
presented in a variety of forms such as words, symbols, and continuous real numbers. To apply reinforcement 
learning efficiently in such environments, it is necessary to construct an appropriate state space of percepts. These 
can be roughly divided into two groups: off-line and on-line methods. Adaptive Resonance Theory (ART) is one of 
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the on-line methods4,5. In this study, we conducted learning experiments using FALCON (Fusion Architecture for 
Learning, COgnition, and Navigation)6,7, which is an extension of ART to machine learning. FALCON is an on-line 
method proposed by Ah-Hwee Tan. It can discretize a state space and learn action rules at the same time by 
simultaneously learning relations among percepts, actions, and rewards. 
Two-person perfect-information games such as “go” and chess have attracted most attention in studies of artificial 
intelligence. Games played by more than three players, and including uncertain information, are called multi-player 
imperfect-information games. In general, imperfect-information games are more complex than perfect-information 
games, because the player lacks information about the other players, and stochastic factors are also involved. Studies 
have showed that FALCON is effective in both perfect- and imperfect-information games8.9. In this study, we report 
experiments using the card game Hearts to evaluate the effectiveness and applicability of FALCON to multi-player 
imperfect-information games. 
Morishita has shown that FALCON can successfully learn to play Hearts7, although it was unable to beat a rule-
based agent10. We have proposed methods to improve it, and have showed that our approach is superior to a rule-
based agent11. However, our approach was unable to beat an agent using the UCT algorithm developed for Monte-
Carlo simulation12. Thus, we propose an ensemble method for FALCON, in order to make an agent stronger. We 
create nine types of learners that acquire each different action rules for Hearts, and combine them to decide more 
suitable actions. We conducted experiments changing a way of combining learners and examined whether our 
method could improve the performance of a player agent or not. 
2. Reinforcement Learning with FALCON 
FALCON is an extended fuzzy ART machine learning method originally proposed by Ah-wee Tan6. In 
FALCON, an agent derives action rules by alternately executing a selecting phase (selecting an optimal action by 
percepts) and a learning phase (updating selecting action rules based on rewards given after the action is performed). 
2.1. Architecture of FALCON 
The architecture of FALCON is shown in Fig. 1. FALCON has an architecture in which a sensory field (SF), a 
motor field (MF), and a feedback field (FF) are connected at a cognitive field (CF). When an autonomous agent has 
M sensors, M neurons that receive inputs si  [0,1](i = 1, …, M) from the M sensors are built in at SF. The motor 
field receives a vector A = (a1, …, aK) corresponding to actions chosen by the agent, where K is the number of 
actions. Elements ak s of the vector A are set as follows: ak = 1 if action k is chosen, and ak = 0 otherwise. FF has two 
neurons; one receives reward r and the other receives 1 í r, where r  [0,1] is the reward that the agent receives. 
 

Fig. 1. The architecture of FALCON. 
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The cognitive field CF has L neurons. Neuron nj (j = 1, …, L) in CF is connected to neurons in SF, MF, and FF 
with weighting vectors Wsj =(ws1j, …, wsMj), Wmj =(wm1j, …, wmKj) and Wfj =(wf1j, wf2j), respectively, where elements 
wyxj [0,1] of weighting vectors indicate the degree of relations between nj and neurons in SF, MF, and FF, 
respectively. FALCON learns the relations among percepts, actions, and rewards by updating weighting vectors Ws j, 
Wmj, and Wfj, respectively.  
2.2. Choice and Learning of Actions 
In the selecting phase, the choice strengths, which equal the degrees of relativity between the action and weight 
vectors, are computed by (1). 
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Operator  in (1) is the fuzzy AND operator which is defined as Y  Z = (min(y1, z1), …, min(yM, zM)) for M-
dimensional vectors Y and Z. Norm ||Y || = 6ym. Parameters Js, Jm, and Jf are nonnegative real numbers that satisfy    
Js +Jm +Jf = 1. Parameters Ds, Dm, and Df are nonnegative real numbers. The neuron which has the largest choice 
strength shown in (1) is selected. Let the neuron denote nJ. An action is chosen according to the weighting vector 
WmJ connected to nJ ; action k, whose weighting value is the largest, i.e., maxargk (wmkJ) in WmJ, is usually chosen. 
In the learning phase, if the feedback from its environment is positive, then the system learns to associate the 
percept vector S, the action vector A, and the reward vector R with one another; otherwise, it dissociates them. The 
similarity between S and WsJ, the similarity between A and WmJ, and the similarity between R and WfJ are computed 
by (2), (3) and (4). 
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If all three of (2), (3), and (4) hold, then the weighting vectors are updated according to (5), (6), and (7). Us, Um, 
and Uf are thresholds for similarities.Es, Em, and Ef are learning ratios that satisfy 0 d Es, Em, Ef d 1. In general, the 
values of Es, Em, and Ef are 1, and we call this quick learning. When Es, Em, Ef <1, the weight vectors WsJ, WmJ, and 
WfJ are modified step by step, based on current values. 
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If any one of (2), (3), or (4) does not hold, then a category whose choice intensity is the largest out of the 
categories in which all of (2), (3), and (4) hold is chosen, and the weighting vectors of the category are updated by 
(5), (6), and (7). When there exists no category that satisfies the condition that all of (2), (3), and (4) hold, a new 
category is generated, and its weighting vectors are set as Wsnew = S, Wmnew = A, and Wfnew = R. 
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3. Hearts 
3.1. Rules 
Hearts is normally played by four players, using the standard 52-card deck. The higher card in the suit wins, in 
the following strength order: A (high), K, Q, …, 4, 3, and 2. There is no superiority or inferiority between suits. Each 
player gets 13 cards and must play a card from his/her hand at his/her turn. A trick starts when a player plays a card, 
followed by each of the other players in a clockwise direction. A game is completed after 13 successive tricks have 
been played. In each trick, the card played by the first player is called a leading card, and that player is called the 
lead player. 
The objective of Hearts is to hold the fewest penalty points at the completion of the game. Penalty points are 
based on the cards held, as follows: ƄQ is worth 13 points, and each other Ɔ is 1 point. 
In this research, two general rules of Hearts were not applied: (1) The exchange of cards before the 1st trick. (2) 
Shooting the moon and its variants. 
3.2. Rule-based agent 
Our player agent plays the game against rule-based agents10 in order to compare their performance. The rule-
based agent determines a playing card with rules extracted from gnome-hearts. When two random agents play the 
game against two rule-based agents, the average penalty ratio of the rule-based agent is 0.14 and that of the random 
agent is 0.36. The random agent determines a playing card randomly, following the game rules. Under these 
conditions, the agent whose penalty ratio is lower than 0.25 is stronger than the other agent. Thus, the rule-based 
agent wins an overwhelming victory against the random agent. The average penalty ratio is the ratio of penalty 
points obtained by each agent up to a total of 26 points in any one game. 
4. Proposed Method 
4.1. Adopting an ensemble method 
The ensemble method is one of the methods to improve the performance of reinforcement learning. In the 
ensemble method, we construct a strong learner by combining multiple week learners. Bagging13 and AdaBoost14 are 
well-known learning algorithms using ensemble methods. In this study, we propose a method to combine multiple 
learners trained by using FALCON. A way of creating learners and a way of combining learners are shown below. 
Creating learners 
(a) Set opponent players and the number of playing games. 
(b) Train a leaner under the condition (a), and record weighting vectors. 
(c) Each recorded weighting vector is used as a week learner. 
(d) Repeat (a) to (c) N times to make N learners. 
Combining learners to construct a strong learner 
(a) Let S denote the percept vector for a current situation. 
(b) For each week learner, Li (1didN), select neuron nJi which have the largest choice strength associated with S. 
(c) Let WmAVG denote the average of weighting vectors associated with nJi, and WfAVG the average of weighting 
vectors associated with nJi. 
(d) Using WmAVG as WmJ and WfAVG as WfJ in FALCON, choose an action according to the selecting phase of 
FALCON. 
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     Table 1. The type of learners and training conditions. 
The type of learners Opponent players for training The number of games for training 
Lrule,1000 3 rule-based agents 1000 
Lrule,5000 3 rule-based agents 5000 
Lrule,10000 3 rule-based agents 10000 
Lrand,1000 3 random agents 1000 
Lrand,5000 3 random agents 5000 
Lrand,10000 3 random agents 10000 
LMC,1000 3 Monte-Carlo agents 1000 
LMC,5000 3 Monte-Carlo agents 5000 
LMC,10000 3 Monte-Carlo agents 10000 
 
4.2. Creating multiple types of learners 
The performance of learners depends on setting of FALCON and a training condition. In this study, we used the 
same values for parameters, percepts and actions of FALCON as those of our previous research11. We change the 
type of opponent players and the number of games for training, and create nine types of learners. We list them in 
Table 1. In Table 1, the Monte-Carlo agent is an agent that determines a playing card using the UCT algorithm 
developed for Monte-Carlo simulation12. The Monte-Carlo agent chooses a playing card based on the action with the 
best evaluation, after running the simulations. The action is chosen from the actions set for FALCON. In the 
experiment where two Monte-Carlo agents play against two rule-based agents, the average penalty ratio obtained by 
the rule-based agent is 0.27, and that by the Monte-Carlo agent is 0.23, which indicates that the Monte-Carlo agent is 
stronger than the rule-based agent. We confirm that the relative strength of the random agent, the rule-based agent, 
and the Monte-Carlo agent is in the following descending order: the Monte-Carlo agent, rule-based agent, and the 
random agent. 
5. Experiments 
5.1. Experimental results for using each type of learners 
We conduct experiments to measure the performance of each learner in Table 1. We create 100 learners for each 
type of learners trained with the conditions, opponent players and the number of games for training listed in Table 1. 
We use three rule-based agents and three Monte-Carlo agents as opponent players against the learner, and measure 
the average penalty point obtained by the learner through 10 simulation runs each of which consists of 1000 games. 
We measure the average penalty points of 100 learners for each type of learners, and calculate the average penalty 
ratio as the performance of each learner. For example, the average penalty ratio for Lrand,5000 is calculated by the 
following steps. 
The experiment for Lrand,5000 
(a) Train a learner through 5000 games using three random agents as opposing players. 
(b) Measure the penalty points obtained by the learner through 1000 games using three rule-based agents and three 
Monte-Carlo agents as opponent players, respectively. 
(c) Repeat (b) 10 times to measure the average penalty point for the learner. 
(d) Repeat (a)-(c) 100 times in order to create 100 Lrand,5000, and calculate the average penalty ratio of all situation. 
(e) We regard the average penalty ratio calculated in (d) as the performance of Lrand,5000. 
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    Table 2. The average penalty ratios obtained by the each type of  learners. 
the type of learner 
the average penalty ratio obtained by the learner 
play against 3 rule-based agents play against 3 Monte-Carlo agents 
Lrule,1000 0.2953 0.2917 
Lrule,5000 0.2552 0.2823 
Lrule,10000 0.2442 0.2791 
Lrand,1000 0.2899 0.3093 
Lrand,5000 0.2785 0.2957 
Lrand,10000 0.2765 0.2876 
LMC,1000 0.2865 0.2939 
LMC,5000 0.2754 0.2781 
LMC,10000 0.2727 0.2832 
 
The average penalty ratios obtained by the each type of learners are listed in Table 2. We see from Table 2 that all 
learners except Lrule,10000 are unable to beat the rule-based agent since the value of them is greater than 0.25, and all 
of the learners are unable to beat the Monte-Carlo agent. Thus, the performance of the each type of learners is not 
high, especially playing against Monte-Carlo agents. 
5.2. Experimental results for combining the same type of learners 
We conduct experiments in which we combine the same type of learners. We change the number of combining 
learners between 1 and 100, and measure the average penalty ratio obtained by the player agent playing against three 
rule-based agents, we also measure the average penalty ratio obtained by the player agent playing against three 
Monte-Carlo agents through 1000 games every time the number of combining increases. 
Fig. 2 depicts the average penalty ratios obtained by the player agent using Lrule,1000, Lrule,5000, and Lrule,10000. We 
see from Fig. 2 that the average penalty ratios decrease as the number of combining learners increase. For example, 
we can see from Fig. 2 (b) that the average penalty ratio of the player agent using L5000 becomes smaller than 0.25 
against the rule-based agents, thus the player agent becomes to beat the rule-based agents as the number of 
combining learners increase. The player agent using Lrule,10000 obtains lower average penalty ratio than the player 
agent using Lrule,5000 as shown in Table 2. However, the average penalty ratio obtained by the player agent using 
 
(a) Combined Lrule,1000              (b) Combined Lrule,5000    (c) Combined Lrule,10000 
Fig. 2. The average penalty ratios obtained by the player agent using the learners trained by rule-based agents. 
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Lrule,10000 don’t become lower than that of Lrule,5000 even when we combine 100 learners. We consider that the player 
agent using Lrule,5000 is able to choose more effective actions than the player agent using Lrule,10000 in various 
situations, because Lrule,10000 might show the tendency that actions in those situations are converged, while Lrule,5000 
actions in those situations are not converged. 
Fig. 3 depicts the average penalty ratios obtained by the player agent using Lrand,1000, Lrand,5000, and Lrand,10000. We 
see from Fig. 3 that the average penalty ratios obtained by the player agent using Lrand,1000 decrease as the number of 
combining learners increase; otherwise, that of Lrand,5000, and Lrand,10000 don’t decrease. We consider that the learners 
trained by random agents are week as listed in Table 2, and they are unable to learn useful action rules, and thus the 
average penalty ratios don’t decrease even if we combine them. 
Fig. 4 depicts the average penalty ratios obtained by the player agent using LMC,1000, LMC,5000, and LMC,10000. We 
see from Fig. 4 that the average penalty ratios decrease as the number of combining learners increase. The player 
agent using LMC,5000 and LMC,10000 become able to beat the rule-based agents as the number of combining learners 
increase. 
   
(a) Combined Lrand,1000              (b) Combined Lrand,5000    (c) Combined Lrand,10000 
Fig. 3. The average penalty ratios obtained by the player agent using the learners trained by random agents. 
     
(a) Combined LMC,1000              (b) Combined LMC,5000    (c) Combined LMC,10000 
Fig. 4. The average penalty ratios obtained by the player agent using the learners trained by Monte-Carlo agents. 
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Table 3. The average penalty ratios obtained by the player agent using each type of learners. 
the type of learner 
the average penalty ratios obtained by the player agent 
play against 3 rule-based agents play against 3 Monte-Carlo agents 
using a single learner combining 100 learners using a single learner combining 100 learners 
Lrule,1000 0.2953 0.2808 0.2917 0.2830 
Lrule,5000 0.2552 0.2297 0.2823 0.2675 
Lrule,10000 0.2442 0.2302 0.2791 0.2750 
Lrand,1000 0.2899 0.2675 0.3093 0.2972 
Lrand,5000 0.2785 0.2556 0.2957 0.2850 
Lrand,10000 0.2765 0.2553 0.2876 0.2913 
LMC,1000 0.2865 0.2525 0.2939 0.2808 
LMC,5000 0.2754 0.2465 0.2781 0.2646 
LMC,10000 0.2727 0.2482 0.2832 0.2697 
 
We list the average penalty ratios obtained by the player agent using a single learner and that of 100 learners of 
each types in Table 3. We see in Table 3 that all of the average penalty ratios of 100 leaners are lower than that of a 
single learner. The average penalty ratio obtained by the player agent with 100 Lrule,5000 is lowest when the player 
agent play against three rule-based agents, and that of combining 100 LMC,5000 is lowest when the player agent play 
against three Monte-Carlo agents. Thus, our proposed method is useful to decrease the average penalty ratio. 
However, we were unable to make the player agent stronger than the Monte-Carlo agent. 
5.3. Experimental results for combining different types of learners 
In these experiments, we combine different types of learners to make a player agent. We conduct experiments 
using the learners Lrule,5000, Lrand,5000, and LMC,5000 because the average penalty ratios of using learners trained for 5000 
games were lower than that of using other learners as shown in Subsection 5.2. 
We combine two types of learners, and measure the average penalty ratios obtained by the player agent playing 
against three rule-based agents, we also measure the average penalty ratio obtained by the player agent playing 
against three Monte-Carlo agents through 1000 games. We change the number of combining Lrule,5000, Lrand,5000, and 
LMC,5000, and measure the average penalty ratios obtained by the player agents. We list the average penalty ratios of 
the player agent combining Lrule,5000 and Lrand,5000 in Table 4, that of combining LMC,5000 and Lrand,5000 in Table 5, and 
that of combining Lrule,5000 and LMC,5000 in Table 6. We see in Table 4 and Table 5 that the average penalty ratios tend 
to be large as the number of combining LMC,5000 increases. We see in Table 6 that the average penalty ratio of the 
player agent combining 75 Lrule,5000s and 25 LMC,5000s is lower than those of other combinations. We consider that 
combining different types of learners makes the player agent more flexible, and its performance improves. 
We also combines three types of learners, and measure the average penalty ratios obtained by the player agent 
playing against three rule-based agents, we also measure the average penalty ratio obtained by the player agent 
playing against three Monte-Carlo agents through 1000 games. We change the number of combining Lrule,5000, 
Lrand,5000, and LMC,5000, and measure the average penalty ratios obtained by the player agents. We list them in Table 7. 
The average penalty ratios obtained by the player agent combining 33 Lrule,5000s, 33 Lrand,5000s, and 33 LMC,5000s 
becomes lowest. However that of combining two types of learners is lower; 75 Lrule,5000s and 25 LMC,5000s in Table 6 
gives the lowest average penalty ratio. We consider that this is because combining the learners trained by random 
agents is not useful as shown in Subsection 5.2. 
Our proposed method can reduce the penalty ratio more than before. However, the player agent is still inferior to 
the Monte-Carlo agent. The authors consider that the state space of the player agent might not be constructed 
sufficiently enough to express game states. 
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Table 4. The average penalty ratios obtained by the player agent combining Lrule,5000 and Lrand,5000. 
the number of combined learners of each type the average penalty ratios obtained by the player agent 
Lrule,5000 Lrand,5000 play against 3 rule-based agents play against 3 Monte-Carlo agents 
100 0 0.2297 0.2675 
75 25 0.2359 0.2713 
50 50 0.2335 0.2804 
25 75 0.2444 0.2807 
0 100 0.2556 0.2850 
 
 
         Table 5. The average penalty ratios obtained by the player agent combining LMC,5000 and Lrand,5000. 
the number of combined learners of each type the average penalty ratios obtained by the player agent 
LMC,5000 Lrand,5000 play against 3 rule-based agents play against 3 Monte-Carlo agents 
100 0 0.2465 0.2646 
75 25 0.2540 0.2632 
50 50 0.2502 0.2659 
25 75 0.2481 0.2686 
0 100 0.2556 0.2850 
 
 
     Table 6. The average penalty ratios obtained by the player agent combining Lrule,5000 and LMC,5000. 
the number of combined learners of each type the average penalty ratios obtained by the player agent 
Lrule,5000 LMC,5000 play against 3 rule-based agents play against 3 Monte-Carlo agents 
100 0 0.2297 0.2675 
75 25 0.2284 0.2614 
50 50 0.2333 0.2759 
25 75 0.2457 0.2798 
0 100 0.2465 0.2646 
 
 
Table 7. The average penalty ratios obtained by the player agent combining Lrule,5000, Lrand,5000, and LMC,5000. 
the number of combined learners of each type the average penalty ratios obtained by the player agent 
Lrule,5000 Lrand,5000 LMC,5000 play against 3 rule-based agents play against 3 Monte-Carlo agents 
33 33 33 0.2376 0.2688 
20 40 40 0.2468 0.2695 
40 20 40 0.2421 0.2793 
40 40 20 0.2417 0.2913 
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6. Conclusion 
In this study, we proposed an ensemble method for FALCON to construct the player agent by combining multiple 
learners. We created nine types of learners, and conducted experiments with the change of the number of combining 
the learners and the types of the learners. Our experimental results showed that our proposed method can reduce the 
penalty ratio more efficiently. However, we were unable to make the player agent stronger than the Monte-Carlo 
agent. 
FALCON used in these experiments has been specialized for learning action rules of Hearts, and our proposed 
method can reduce the penalty ratio more than before. Thus, the authors consider that our method is adequate for 
Hearts. However, the player agent is still inferior to the Monte-Carlo agent, and the authors believe that it is caused 
by following two reasons: First, the Monte-Carlo agent determines the action by predicting a future game state, 
while the player agent using FALCON doesn’t have a function for prediction. Second, we tuned percepts used for 
training the player agent based on the penalty cards, in order to prevent the training time from being too long. Thus, 
the authors consider that the state space of the player agent might not be constructed sufficiently enough to express 
game states. 
A future task is to further improve the effectiveness of learning. We believe that combining different types of 
multiple learners is useful to improve the performance of the player agents. In order to improve the performance of 
the player agent, developing a way to consider the weight of each learner such as used in AdaBoost to combine 
learners more effectively is future task. Tuning FALCON better to improve the performance of the learner is also 
future task. 
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