In this paper, we study the joint problem of multichannel selection and data scheduling for high-frequency (HF) communication under jamming environment. Prior anti-jamming work mainly discussed fixed transmission time and considered saturated scenarios in which the agent always had packets to transmit. But HF dynamic spectrum environment and time-varying communication demand make traditional anti-jamming methods ineffective. To cope with above challenge, dynamic transmission time and packet scheduling are considered in this manuscript. The transmitter selects the working channel and the number of packets to be transmitted according to current jamming environment and buffer state. Simultaneously, channel diversity which allows the transmitter to select multiple channels to send same packet is also considered to overcome the unreliable and unstable characteristics of HF channel. We formulate the decision making process as a Markov decision process (MDP) and propose an interference-aware reinforcement learning algorithm. The proposed algorithm combining Q learning with upper confidence bounds for trees (UCT) balances exploration and exploitation of action set. Simulation results show that higher network throughput and less packet loss are obtained by the proposed algorithm.
I. INTRODUCTION
High-frequency (HF) (3 − 30 MHz) communication plays a significant role in military, disaster relief and long voyage because of its no relay transmission, long distance communication and strong survivability [1] , [2] . Major limitation for HF communications is its poor link quality. On the one hand, HF channel is time-varying and unreliable due to fast ionospheric variation. On the other hand, there exists various jamming including natural and malicious The associate editor coordinating the review of this manuscript and approving it for publication was Walid Al-Hussaibi . jamming. To enhance communication performance, channel diversity has been a promising technique in HF networks [3] - [5] . Channel diversity allows transmitters to send the same data via several different channels. Once receiver gets data correctly in one channel, it is considered that data transmission is successful. Though channel diversity enhances communication quality, existence of malicious jamming still reduces network throughput quickly. At the same time, with development of cognitive radio [6] , [7] and intelligent technologies [8] , [9] , the malicious jamming has became more and more complicated. Thus, careful design of multichannel selection approach under jamming environment is significant to improve network throughput.
Traditional anti-jamming methods in HF networks mainly include power control [10] - [12] , frequency hopping (FH) [13] , [14] and automatic link establishment (ALE) [15] - [17] . Power anti-jamming methods [10] - [12] reduced influence of the jamming via adaptive power adjustment. FH technique avoids the jamming by switching its communication channel in several available channels. Recently, intelligent FH technologies have been considered in [13] , [14] . The fourth generation which aims to make link establishment more intelligent and faster has been discussed in [15] - [17] . However, when jamming changes rapidly, above anti-jamming methods become weak. Thus, it is significant to find a more intelligent anti-jamming approach.
To cope with the rapidly changing jamming environment, intelligent learning algorithms has attracted lots of attentions [18] - [25] . However, most of existing anti-jamming research only considered how to find idle channels and used fixed transmission time. At the same time, the saturated scenario in which all users always had packets to transmit was used. They have ignored the time-varying transmission demand and the limited buffer space. Different transmission demand means different packets arrival rate. When packet arrival rate is low, there are few and even no data packets in the buffer. In this situation, agent does not need a time slot to send all these packets. Fixed transmission time is not efficient enough. When packet arrival rate is high, there are lots of transmitting packets in the buffer. In this situation, if we send all transmitting packets in one channel, more packets will be jammed by the jamming. This is because transmitting more packets means longer transmission time and the probability of being jammed increases. Thus, dynamic transmission time and packet scheduling are considered in this manuscript. The transmitter selects the working channel and the number of packets to be transmitted on working channel according to current jamming environment and buffer state. The agent should not only choose the idle channels, but also decide how many packets should be transmitted. Currently, many literatures [26] - [28] have studied data transmission problem in an unknown environment, but they have not considered existence of malicious jamming. Therefore, it is a meaningful task to solve the data scheduling problem in jamming environment.
In this paper, we study the joint problem of multichannel selection and data scheduling for high-frequency communication in the jamming environment. The decision making process is formulated as a markov decision process (MDP) and our goal is to maximize network throughput. Q-learning which is effective and widely used in the literature to address MDP problem is used. Since action of the agent includes the communication channels and the number of packets to be transmitted, the action set are large. The large action set makes the normal Q-learning hard to converge to the optimal value. Motivated by [26] , [29] - [31] , an interference-aware reinforcement learning algorithm which combines Q learning and UCT algorithm is proposed. Simulation results show that the proposed algorithm avoids the jamming effectively.
The main contributions of this manuscript are summarized as follow:
• Data buffer and dynamic transmission time are considered which is different from previous anti-jamming research. The transmission time is proportional to the number of transmitted packets in each transmission.
• The joint problem of multichannel selection and data scheduling in jamming environment is formulated as a MDP problem. The system state which is different from our previous work [32] contains current jamming channel, jammed duration on current jamming channel, and current buffer length. The action of the agent includes the communication channels and the number of packets to be transmitted.
• An interference-aware reinforcement learning algorithm to cope with the challenge of large action set is proposed. The proposed algorithm combining Q learning with upper confidence bounds for trees (UCT) balances exploration and exploitation of action set, which reduces the convergence time to optimal Q value.
A preliminary version of this work was [32] and the extensions of this paper are concluded as follows: 1) Multichannel selection based on channel diversity was analyzed in this paper. 2) The more effective state including current jamming channel, the jammed duration on current jamming channel, and current buffer length was defined.
3)The channel model was updated with Gaussian scattering model which reflects the complex HF environment. 4) Several simulations are made to verify the newly added analysis.
The rest of the paper is organized as follows. Related work is discussed in section II. System model is introduced in section III, and the joint problem of multichannel selection and data scheduling is formulated as a MDP problem. An interference-aware reinforcement learning approach which is proved to converge to the optimal strategy is proposed in section IV. Section V gives simulation results and analysis. Finally, we draw a conclusion in section VI.
II. RELATED WORK
HF communications as an effective long-distance wireless communication paradigm have recently attracted more and more attentions [16] , [33] - [35] . A general tutorial for HF communications was presented in [16] . A high fidelity HF network simulator and some novel network protocols were proposed in [33] . Exploiting MIMO techniques was considered to improve the BER efficiency of data communication over HF links in [34] . In [35] , deep learning is used to predict HF spectrum by predicting multi-slot ahead states of multiple spectrum points simultaneously. However, little research has studied the reliable methods to cope with malicious jammer for HF communications.
Intelligent learning algorithms have been applied to cope with the rapidly changing jamming environment via learning the pattern of the jamming [18] - [25] . A deep learning algorithm has been used in [18] for cognitive transmitters to decides whether to transmit or not and for the jammer to predict the next successful transmissions. In [19] , Q-learning has been used to fight against sweep jamming considering a Markov channel model, and simulation results showed that agent could avoid the jamming totally. A cooperative Q-learning algorithm was proposed in [20] to avoid with the jamming attack through cooperation with the receiving cognitive radio node based on sensing result. The anti-jamming optimization problem for unmanned aerial vehicles (UAV) transmission in [21] , underwater transmission in [22] and non-orthogonal multiple-access (NOMA) transmission [23] was formulated as a MDP problem and a deep Q-network algorithm was used to find the optimal policy. In [24] , the concept of spectrum waterfall has been firstly considered as the input of the deep network, and the simulation results have shown that the agent could learn to avoid the jamming under various jamming patterns. Above anti-jamming work does not consider HF communication environment. A heterogeneous information fusion deep reinforcement learning which considered the spectrum state and channel gain state was proposed in [25] under complex HF communication environment, in which the channel was time-varying and there existed malicious jamming.
In this paper, we focus on the joint problem of multichannel selection and data scheduling for HF communication with time-varying channel and malicious jamming. To cope with dynamic spectrum environment and time-varying communication demand, dynamic transmission time and packet scheduling are discussed. An interference-aware reinforcement learning algorithm which combines Q-learning and UCT algorithm is used at the transmitter to make the optimal transmission policy.
III. SYSTEM MODEL AND PROBLEM FORMULATION A. SYSTEM MODEL
As shown in Fig. 1 , a HF communication network composed of a transmitter, a receiver and a jammer is considered. The point-to-point communication from the transmitter to the receiver is discussed. Assume there are M available channels denoted by M = {1, 2, · · · , M }. In the network, a jammer intends to damage the point-to-point communication by the jamming link and it generates jamming signals in modes like comb, sweeping or intelligent jamming. To cope with the jamming and channel fading, the transmitter sends the data packets to the receiver using channel diversity. The transmitter accesses several different channels and transmits the same packets on these channels.
At the k-th transmission, the transmitter chooses D channels denoted by C k = (c d ) d=1,2,··· ,D to send packets with power p and c d ∈ M. In this paper, we assume that the number of channels D selected by the transmitter is fixed. Since HF channel is time-varying, the channel power gain at channel c d from the transmitter to the receiver is denoted by g k (c d ). We use g k (c J ) to represent the channel gain from the jammer to the receiver, where c J ∈ M is the channel selection of the jammer. The power of the jammer is denoted by p J . Thus, the received SNR of the receiver at channel c d is expressed as:
where δ(·) is 1, if the condition is true, otherwise it is 0 and σ (c d ) is the noise power at channel c d . We use β th denote the SNR threshold. If the received SNR β k (c d ) is more than β th , the transmission in channel c d is successful.
In practical system, the data packets are firstly stored in the buffer and then transmitted to the receiver. We assume the maximum length of the buffer is L. The arriving data packets follow the Poisson distribution and the arrival rate is denoted by λ. When the buffer is full, the arriving packets will be lost. When one packet is jammed by the jammer or failed due to deep fading, the receiver will not get this packet and then sends a feedback by a reliable control link 1 to ask the transmitter to send this packet again. The transmission action is decided by the transmitter based on the channel and buffer state. The transmitter is equipped with a wide band spectrum sensing (WBSS) module [19] . We assume that it senses the jamming channel all the time. 2 
1) CHANNEL MODEL
The HF communication achieves the long-distance depending on the ionosphere to reflect signals. The ionosphere, however, is influenced by various factors like season, weather, location and solar activity [16] . The above factors make the HF channel time-varying and change rapidly. The channel model uses the Watterson model in [36] , [37] . The Watterson channel model is presented in Fig. 2 . There is a tapped delay line in the Watterson channel model and each tap corresponds to a resolvable propagation path. The adjustable taps are numbered 1, 2, . . . , i, . . . , n. At each tap, an appropriate complex random tap-gain function, G i (t) is used to modulate the delayed signal in amplitude and phase, which is equivalent to add frequency spread and Doppler shifts on each path. The delayed and modulated signals are summed with additive noise and interference to form the output signal. The channel impulse response of the Watterson model can be expressed as
where i is the i-th propagation path and τ i is the time delay. each tap-gain function is defined by:
whereG ib (t) andG ia (t) are two independent complex Gaussian ergodic random processes which have same zero mean values and root mean square values. The amplitude of each tap-gain function obeys Rayleigh distribution and the phase obeys uniform distribution. The exponential functions in (3) are included to provide the required frequency (Doppler) shifts, v ia and v ib , for the magneto-ionic components in the tap-gain spectrum. During the simulation, we pass an impulse signal through the Watterson channel model and then the power channel gain in Eq. (1) is obtained via output signal. 3 
2) BUFFER MODEL
The arriving packets follow the Poisson distribution with the arrival rate λ. The probability that d k packets are arriving in the k-th transmission is P(
The buffer length is l k at the beginning of the k-th transmission. We assume that the number of transmitted packets is n k , the number of arriving packets is l A k and the number of packets which are jammed or suffer deep fading is n fail . When one packet failed (be jammed or suffer deep fading), the transmitter has to retransmit it.
Then, the buffer length after the k-th transmission is
where L is the maximum length of buffer. Since the buffer space is limited, if the buffer is full, packet loss happens. It is noted that the buffer state of the (k +1)-th transmission is only associated with the k-th buffer state. Thus, the buffer state is a Markov state and the transition probability is denoted by p(l k+1 |l k , n k ), where n k is the number of packets transmitted in the k-th transmission.
B. PROBLEM FORMULATION
In this section, we formulate the joint problem as a MDP problem [39] and give the definitions of the system state, action and reward. In Fig. 3 , assume the available channels M = 4, the buffer length L = 6. The jammer produces sweep jamming, and switches its jamming channel in sequence according to the fixed jamming time slot. We assume the jamming time-slot T J is fixed. In this paper, we consider that the transmitter does not transmit data within fixed time slot. The Fig. 4 shows the time-slot structure of data transmission. In each transmission, the transmitter firstly chooses multiple channels and the number of packets to be sent. After all data packets are sent, the transmitter waits for the feedback ACK from the receiver, then puts the failed data packets into the buffer and chooses an action for the next transmission. It is assumed that the each packet duration T d is fixed, but the different number of packets results in the dynamic transmission time. When the transmitter receives the feedback information, it selects an action and then carries out the next data transmission immediately. As shown in Fig. 3 , after the first transmission on channel 2, the transmitter switches to channel 4 and sends three packets.
Since the jammer may change jamming channel from time to time, the transmitter has to switch communication channels to avoid the jamming. At each transmission, the transmitter has to decide how many packets to be transmitted on current channels (i.e., how long the transmitter can stay on current channels). If few packets are sent at each transmission, the switching overhead will be huge. But if lots of packets (such as all packets in buffer) are sent at each transmission, more packets will be jammed and the system throughput will decline. The transmitter should send as many data packets as possible without being jammed or switching channels. Therefore, we have to optimize channel selection and data scheduling at the same time. As shown in Fig. 3 , there is an idle gap between adjacent jamming on the same channel. Our goal is to find this idle gap and send as many packets as possible to improve network throughput. In each transmission, the transmitter should access the channels which can support more packets be transmitted successfully.
1) SYSTEM STATE
Since the transmitter is equipped with a wide band spectrum sensing (WBSS) module, the transmitter gets the current jamming channel and the jammed duration on current jamming channel. Since the jammed duration is a continuous variable, we discretize it according to time interval T s . When the jammed duration is T jam , discretized jammed duration is T jam /T s where · means round up. The system state in the k-th transmission is defined as
is the current jamming channel obtained by WBSS, N J k is the jammed duration on current jamming channel, and l k is the current buffer length. For example, in Fig. 3 , the system state in t 2 (the black dotted line) is s k = (4, 2, l k ). 4 The size of state set is calculated as
Different from our previous work [32] in which the system state contains the communications channel in last transmission, the current jamming channel and current buffer length, this paper adds the jammed duration on current jamming channel to the state. As shown in Fig. 3 , the states in t 1 (the black solid line) and t 2 (the black dotted line) are same in [32] .
If the agent takes action via Q learning algorithm, the same number of packets will be sent in t 1 and t 2 . However, it is easy to see that more packets can be transmitted in t 1 under the condition that no packet is jammed. Thus, different actions should be taken in t 1 and t 2 to improve system throughput. To cope with above problem, we define a more effective state and it contains the discretized jammed duration. From our simulation in Section V, it is noted that this change in the state brings significant throughput improvement.
The process of data transmission in HF networks is actually a process of state transition. It is obvious that the next system state s k+1 is obtained, after the transmitter executes an action a k according the current state s k . The next state is only associated with the current state and action. Previous system states have no effect on the next state. Therefore, we model the decision making process of the joint problem as a Markov Decision Process (MDP) [39] , [40] . A typical MDP is defined by (S, A, p, r), where S is the set of states, A is the set of actions, p is the state transition probability, and r is the instant reward. The definition of the action set,transition probability and instant reward is given in the next.
2) ACTION SET
The action contains multiple channels and the number of packets to be transmitted. The channel selection is denoted by C k = (c d ) d=1,2,··· ,D , where D is the number of channels selected by the transmitter and c d ∈ M. The packet selection is denoted by n k ∈ {0, 1, 2, · · · , l k }, where l k is current buffer length. The joint action in the k-th transmission is expressed as a k = (C k , n k ). The size of the action set is calculated as
3) TRANSITION PROBABILITY
The state transition probability p(s k+1 |s k , a k ) denotes the probability that the state s k changes to the state s k+1 after the action a k is executed. According to the definition of system state s k = (f J k , N J k , l k ) and action a k = (C k , n k ), The state transition probability expression is
In this paper, we consider that the jammer produces sweep jamming, and the jammer switches its channel in sequence according to the fixed jamming time slot. Hence, the probability p(f J k+1 |f J k , a k ) and p(N J k+1 |N J k , a k ) are constant. p(l k+1 |l k , a k ) is related to the arriving packets and the failed packets. The packet arrival rate remains unchanged during the learning process, so the probability of the number of arriving packets is constant. The failed packets depend on the HF channel state and jamming channel. Since the parameters such as delay and Doppler spread for HF channel and the jamming time slot are fixed, the probability of the number of failed packets is constant. Therefore, p(l k+1 |l k , a k ) is also constant and p(s k+1 |s k , a k ) keeps unchanged during the learning process.
4) INSTANT REWARD
In this paper, our goal is to avoid the jamming and maximize the system throughput. It is noted that more packets are transmitted successfully, the larger system throughput is. Thus, the system throughput is proportional to the number of successful packets. In the state s k , when the transmitter takes action a k = (C k , n k ), the number of successful packets is denoted by n succ . We denote the number of successful packets as follows
where δ(·) is 1, if the condition is true, otherwise it is 0, and T n is the number of successful transmissions for the n-th packets. T n is expressed as
where β k (c d ) is the received SNR at channel c d and β th is the SNR threshold.
We denote the number of failed packers as n fail , and n fail = n k − n succ . Since the transmitter has to retransmit the failed packets, the more failed packets there are, the more arriving packets may be lost. More failed packets also mean less system throughput. Thus, the instant reward after executing action a k is inversely proportional to the number of failed packets. We define the failed value as J (s k , a k ) = exp(β × n fail ), where β > 0 is the failure coefficient.
Since the buffer space is limited, the more packets are in the buffer, the more arriving packet may be lost. We define the pressure value of the buffer as f (s k , a k ) = exp(θ × l k+1 ), where θ is the pressure coefficient [26] and l k+1 is the buffer length after the k-th transmission. The smaller pressure value is, less packets loss there is. Therefore, the instant reward is inversely proportional to the buffer pressure. Thus, combining the buffer pressure and the failed value, the loss of data transmission is expressed as
The instant reward, which is related to the successful packets and the transmission loss, is defined as
.
For MDP problem, agent takes an action according to current state. The policy is a mapping from a state to an action is denoted by π. When agent takes action a in state s, the policy is a = π(s). Our problem is to find the optimal policy π * to maximize the discounted future reward [39] , [40] , which is denoted by
where γ ∈ [0, 1) is the discount rate. Since the instant reward is proportional to the successful packets, above optimization goal also means maximizing system throughput. Reinforcement Learning (RL), which enables the agent to learn the optimal policy by trial and error using its own actions and reward, is widely used to address the MDP problem [19] - [21] . As shown in Fig. 5 , the agent firstly obtains the current state s k , and then decides and executes an action a k , finally receives the instant reward r k and converts to next state s k+1 . The instant reward r k and new state s k+1 are used to a adjust agent's policy. Above process will get over, when user's policy converges to the optimal policy. For reinforcement learning algorithms, the Q-learning is widely used. In the next section, we will introduce the Q-learning and propose an interference-aware reinforcement learning algorithm.
IV. REINFORCEMENT LEARNING-BASED OPTIMAL ACTION ACQUISITION SCHEME A. Q LEARNING ALGORITHM
In a MDP, different policy π leads to different discounted future reward, because different policy will make the agent suffer different trajectories in the sate space. The optimal policy is related not only to instant reward but also to the reward of future n steps. Firstly, the optimal state value is defined and it represents the optimal expected discounted future reward in state s [41] V * (s) = max 
where p(s |s, a) is the transition probability from state s to s after taking action a. Simultaneously, the optimal state-action value (Q value) is the maximum discounted future reward after executing action a in state s
γ k r k (s k , a k )|s 0 = s, a 0 = a]. (13) The optimal policy π * for the agent is the policy which maximize the (11) and (13) . Similar to (12) , the recursive definition holds for state-action value 
The Q value is a function of state and action, which represents the cumulative future reward when the agent performs an action in certain state. The Q value stands for quality which represents how useful a given action is in gaining some future reward. In this paper, the quality is related to the system throughput. When all transition probability is available, it is easy to compute optimal values via value iteration. However, the transition probability is unavailable in this paper due to complex HF environment and malicious jamming. Q-learning is an effective method to estimate the optimal state-action value without the knowledge of transition probability [42] . The Q-learning algorithm interacts with the environment and learn to obtain the optimal action in an online-learning way. It is a commonly used model free approach. The Q-value table is used to evaluate the performance of the action. In the state s k , the agent takes an action a k according to the Q-value table, then, it obtains instant reward r k and switch to next state s k+1 . At the same time, it updates the Q-value table. The Q-value table is updated according to following rule (S k+1 , a) ), (15) where α(0 < α ≤ 1) is the learning rate which is used to adjust the impact of instant reward and new state to the existing Q-value and γ > 0 is the discount factor.
B. INTERFERENCE-AWARE REINFORCEMENT LEARNING APPROACH
It is important to balance the exploration and exploitation of the action set for Q-learning algorithm. The exploration means the agent trys to choose new action and exploitation is to make full use of the history action selection and reward. The normal Q-learning always use the Boltzmann distribution [19] or the ε-greedy policy by which the agent chooses the action a k ∈ arg max a Q k (s k , a) with probability 1 − ε and a random action with probability ε. However, both ε-greedy and the Boltzmann distribution use the simple way to choose exploration action which are only suitable for small action set.
Different from other Q-learning-based research in [19] - [21] which has small action set, the size of action set in our problem is calculated by (L + 1) × C D M . The action set is really large with large L or M . Since the action set is large, the agent has to take more resources to interact with environment and learn to get the optimal policy. Thus, the normal Q-learning algorithm [19] - [21] may not converge to the optimal Q value or with spending many resources.
The upper confidence bounds for trees (UCT) algorithm is better able to explore the action [30] . It takes advantage of historical rewards and visiting times of each state. Thus, we propose a modified Q-learning algorithm to cope with the challenge of large action set. We use a tree structure to explain the proposed algorithm. As shown in Fig. 6 , each node means a state s and each edge maps to an action. For our problem, each node s contains edges (s, a) for all actions and statistic parameters r(s, a), T a , Q(s, a) are store in each edge, where r(s, a) is the instant reward, T a is the visit times of action a and Q(s, a) is the Q value, which is updated by (15) . There are three strategic steps: action selection, simulation and backpropagation [29] . 
1) SELECTION
At each transmission, the agent selects an action according to following selection policy: Motivated by UCT algorithm in [29] - [31] , an additional value is added to find the optimal action quickly. At state s k , the action a k is selected by following equation,
where the additional value Add(s k , a) is added to help adjust explore range timely to find the optimal policy with less selection cost and it reflects the fluctuations of the rewards. It uses a variant of the upper confidence intervals in trees (UCT) algorithm and defined as follows
where C p is a constant, and T a (k) is the number of times that action a has been selected after k transmissions. It is used to encourage exploration and exploitation. If the action a has never been selected, i.e., T a (k) = 0, Add(s k , a) is ∞. V a (k) is the bias factor, which is given by
where σ 2 a (k) is the reward variance. The variance can reflect the volatility of the action. It can be calculated by
where s i (a) is the i-th state in which the agent has selected the action a. The above action selection method with the additional value makes the best of history information and chooses the action with larger reward, which is the exploitation characteristic of the system. Simultaneously, this selection strategy initially prefers the actions with low visit times. It will explore these actions which are not selected or rarely selected, which reflects the exploration of action.
2) SIMULATION
After the agent chooses an action according to above policy, a simulation is carried out to evaluate the utility of selected action. The simulation is a trial which tries to find the optimal action before the Q value converges to the optimal Q value.
After the simulation, we obtain the instant reward.
3) BACKPROPAGATION
After the simulation phase is done, statistic parameters of the traversed edges are updated, where the Q value is updated according to (15) and the visit times of current action is increased by one. The learning rate in (15) is defined as
In the jamming environment, the transmitter performs the proposed algorithm to learn the optimal policy. The flow chart of the proposed algorithm is shown in Fig. 7 . At the beginning of the k-th transmission, the current state s k = (f J k , N J k , l k ) is obtained according to the jamming channel f J k and the jammed duration on current jamming channel N J k obtained by WBSS and the buffer length l k . The states and its corresponding optimal action are stored in the look-up table. If the state s k is in the look-up table, the transmitter chooses the optimal action a k directly. Otherwise, it executes action iteration. The transmitter selects an action according to Eq (16) . Then, in the ACK period, the receiver feedbacks the failed packets n fail to the transmitter by control link and the instant reward is obtained. The current jamming channel f J k+1 and N J k+1 are obtained by WBSS. And then, the transmitter observes the buffer length l k and obtains the next state s k+1 = (f n k+1 , N J k+1 , l k+1 ). If the Q value converges to the optimal value, the state s k and action a k are put in look-up table. At the same time, it updates the Q values. As the transmitter interacts with the environment, the optimal state-action pairs in look-up table increase gradually. The detailed process of the interference-aware reinforcement learning algorithm is shown in Algorithm 1.
C. CONVERGENCE ANALYSIS
In this subsection, we give the convergence analysis of the proposed algorithm drawing lessons from [41] . Theorem 1: The immediate reward r k defined in (9) is bounded, and the learning rate defined in (20) satisfies that 0 < α ≤ 1, ∞ k=1 α = ∞, ∞ k=1 α 2 < ∞, then the Q value will converge to the optimal value with probability 1, when the steps k is large enough, i.e. ∀s, a lim k→∞ Q k (s, a) = Q * (s, a).
Proof: Since the buffer space is limited, the successful packets n succ is finite. At the same time, the pressure value exp(θ × l k+1 ) is no more than exp(θ × L). The failed packets is also less then L. Thus, the failure value exp(β × n fail ) is finite. Consequently, the immediate reward r k is bounded. The minimum value of r k is 0 and the maximum value is L.
The learning rate is defined as α = 1/(1 + T a (k)) where T a (k) is visit times of a after k transmissions. According to the detailed proof in [26] , it is noted that
With bounded immediate reward and ∞ k=1 α = ∞, ∞ k=1 α 2 < ∞, the Q value will converge to the optimal value Q * (s, a) with probability 1 according to [41] .
D. COMPUTATIONAL COMPLEXITY ANALYSIS
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In HF network, There are M available channels, a buffer with length L and the number of the jammed duration is N , the number of channels that the transmitter will access is D. The number of states is denoted by |S|. Thus, the number of states is |S| = M × N × (L + 1). For each state, we denote the number of available actions as |A|. The number of possible actions is (L + 1) × C D M . According to TABLE 1, the number of states is |S| = 280 and the number of possible actions is |A| = 196. The total number of state-action pairs is D = 280 × 196=54880. The Q-table is so large that normal Q learning is hard to obtain the optimal policy. But the proposed algorithm converges to the optimal policy and makes great improvement on throughput.
For Q-learning algorithm, the total number of state-action pairs which is obtained easily is D = |S| × |A|. According to the Algorithm 1, we give the detailed complexity of each iteration. The exponential operation of the proposed algorithm is 2|A|, the multiplication and division of the proposed algorithm is 4|A|, the addition and subtraction of the proposed algorithm is 3|A| and the comparison operation of the proposed algorithm is 2|A|. Hence, the computational complexity of the proposed algorithm for HF data scheduling problem is O(|A|). For storage overhead, the proposed algorithm should store the Q value Q(s, a) ,the instant reward r(s, a) and the visit times of each action T a . Thus, the storage overhead of the proposed algorithm is |D| + |A| + K , where K is the iteration times. In this work, the additional value based on UCT algorithm is used to assist in action selection. Since the additional value help balance the exploration and exploitation of the action, it decreases the search area of the interference-aware reinforcement learning algorithm compared with the normal Q-learning algorithm.
V. SIMULATION RESULTS AND DISCUSSION
In this section, we give the parameters of the HF network and show the performance of the interference-aware reinforcement learning algorithm. We carry out the simulation via MATLAB. In the simulation scenario, a network containing a jammer, a receiver and a transmitter is considered. The length of buffer in the transmitter is L = 6. The number of available HF channels is M = 8. Assume transmitter and jammer uses fixed power. Power of the transmitter is 20 dBm, power of the jammer is 30 dBm and power of the noise is −10 dBm [25] . The received SNR threshold is 20 dB. In this paper, the channel model uses the Watterson model. We assume that there are 2 ionospheric propagation paths for each channel, the delay spread is set to 0.5ms, 1ms and the Doppler frequency spread is set to 0.5Hz, 1.5Hz. We assume the jammer generates the sweeping jamming,and the jammer switches its channel in sequence according to the fixed jamming time slot. The detailed simulation parameters are shown in Table 1 . The performance of the proposed algorithm is compared with the sensing-based algorithm and the the Q-learning-based algorithm in our previous conference paper [32] (QLinConf). 1) Sensing-based algorithm: The sensing-based algorithm is that the transmitter selects a random action at each transmission according to current jamming channel and buffer state.
2) The QLinConf algorithm [32] : The main difference between the QLinConf algorithm algorithm and the proposed algorithm is the state s k . In [32] , we defined the state as s k = (f n k , f J k , l k ), where f J k and l k are same as the definition in our paper. The f n k means the communication channel in last transmission. In this manuscript, the state s k = (f J k , N J k , l k ) is used, where N J k is the jammed duration on current channel. Fig. 8 shows the Q value curves at states s 1 = (3, 5, 4), s 2 = (2, 4, 5), s 3 = (8, 5, 6) . It is noted that the all curves at different states converge to stable values. In states s 2 = (2, 4, 5) and s 3 = (8, 5, 6), Q value increases from the 10-th iterations. The reason is that the reward is 0 in the first 10 iterations and then the agent finds the action with high reward. Since the jamming channel, the jammed duration on current channel and the current buffer length are different in different states, the optimal actions and the corresponding rewards are different. Therefore, the Q value curves in different states converge to different values and the convergence of the proposed algorithm is verified. Fig. 9 shows the packet throughput curves for three different algorithms. The packet throughput is calculated after each 50 transmissions. It is the ratio between the number of successful packets and the transmission time. From the figure, we can see that as the iteration number increases, the throughput of the proposed algorithm and the QLinConf algorithm increases continuously, and finally converges to the stable state. Compared to the sensing-based algorithm, the proposed algorithm makes the throughput greatly improved (about 15%). The Q-learning can find the optimal actions by interacting with environment and help the agent avoids the jamming and sends data packets effectively. At the same time, the proposed algorithm also brings a greater improvement in throughput than the QLinConf algorithm. The information of jammed duration on current channel makes the agent find the better action.
The time-frequency diagram at initial and convergent stage is shown in Fig. 10 and Fig. 11 to illustrate the jamming signals and the actions made by the transmitter. The red squares represent the sweeping jamming, the green squares are the data transmission and the black squares are feedback ACK transmission. After receiving the feedback ACK (black squares), the transmitter chooses an action for next transmission. ''L = 6'' in the figure means that there are 6 packets in the buffer. It is noted that there is mass of the overlapping squares which represent data transmission are jammed at the initial state. In the meantime, the number of packets selected by the transmitter is also unreasonable. At the first buffer length L = 6, the transmitter sends all the data packets in the same channels, which results in multiple jammed packets. When buffer length is L = 4, the transmitter chooses not to send data packets, which increases the probability of packet loss. However, it is noted that the transmitter can choose right VOLUME 7, 2019 transmission action to avoid the jamming after the Q-learning stage, which is depicted in Fig. 11 . Compared with the initial stage, the transmitter schedules the data packet reasonably in the convergent stage, which makes the packet pressure in the buffer smaller.
Since the buffer is limited, more packets will be lost with more packets arriving in each transmission. As shown in Fig. 12 , with the arrival rate increasing, average packet loss increases quickly and is approximately linear. Since the sensing-based algorithm only considers the current jammed channel and randomly chooses communication channel and packets, more packets are jammed. Thus, the packet loss is larger compared to the other two algorithms. At the same time, it is noted that the proposed algorithm suffers less packet loss than the QLinConf algorithm. Fig. 13 shows the average packet length as a function of the packet arrival rate. we can see that the average buffer length increases with the arrival rate for all algorithms, because more packets are coming. It is shown that the proposed algorithm outperforms the sensing-based algorithm and the QLinConf algorithm. The proposed algorithm has smaller buffer pressure. When the arrival rate is really low or high, three algorithms have similar packet length. When arrival rate is low, there are not enough packets to be transmitted. The buffer is almost full with high arrival rate which makes buffer length increase slower.
As shown in Fig. 14, we compare the average reward when the packet arrival rate varies from 0.1 to 0.8. From the figure, we can see that the average reward of the Q-learning algorithm is higher than sensing-based algorithm. At the same time, the proposed algorithm also outperforms the QLinconf algorithm. It is noted that the reward is not notably large when the arrival rate is too high or too low. When the arrival rate is too low, few packets are transmitted and the number of successful packets is low. When the arrival rate is high, transmitter can not completely transmit all packets and the pressure of buffer is also high. When the arrival rate is around 0.4, the agent can get the maximum utility. Fig. 15 shows the normalized throughput contrast of each algorithm under different packet durations and the packet arrival rate is 0.6. The normalized throughput is the product of packet throughput and packet duration. The proposed algorithm has higher normalized throughput than other two algorithms. The normalized throughput of the three algorithms increases at first and then slowly decreases. When the packet duration is small, the number of packets in buffer is less which leads to a smaller packet throughput. Thus, When the packet duration is too small, the normalized throughput is really low. When the packet duration is too large, the jammed probability of each packet increases which also leads to less packet throughput. Therefore, the packet duration has an effect on the normalized throughput.
VI. CONCLUSION
In this paper, we have investigated the joint problem of multichannel selection and data scheduling for HF communications in the jamming environment. First, we analyzed the state transition in the joint problem and the problem in the jamming environment was formulated as a MDP problem. Then, to cope with large action space, we have proposed an interference-aware reinforcement learning approach. The proposed algorithm chose the action via combining Q learning with upper confidence bounds for trees (UCT). The simulation results have confirmed the convergence of the proposed algorithm and indicated that the proposed algorithm had higher system throughput and less packet loss than other two algorithms. This paper only considered single-user scenario. In the next step, multiuser scenario will be further studied. 
