Sensory systems use receptors to extract information from the environment and neural circuits to perform subsequent computations. These computations may be described as algorithms composed of sequential mathematical operations. Comparing these operations across taxa reveals how different neural circuits have evolved to solve the same problem, even when using different mechanisms to implement the underlying math. In this review, we compare how insect and mammalian neural circuits have solved the problem of motion estimation, focusing on the fruit fly Drosophila and the mouse retina. Although the two systems implement computations with grossly different anatomy and molecular mechanisms, the underlying circuits transform light into motion signals with strikingly similar processing steps. These similarities run from photoreceptor gain control and spatiotemporal tuning to ON and OFF pathway structures, motion detection, and computed motion signals. The parallels between the two systems suggest that a limited set of algorithms for estimating motion satisfies both the needs of sighted creatures and the constraints imposed on them by metabolism, anatomy, and the structure and regularities of the visual world.
Introduction
Sighted animals use their eyes to process visual information and guide behavior, and a wide range of behaviors depends on estimating motion. To estimate motion, neural circuits in the visual system must solve a specific problem: extract information about the direction and speed of motion in the environment by combining light intensity signals, as detected by photoreceptors, over space and time. Many animals have solved this problem, and by comparing the algorithms and associated neural circuitry across species, we can learn about the breadth of the problem's possible solutions.
One can think about these solutions on two levels [1] : algorithmic, that is, the mathematical operations that describe the processing steps that occur when transforming luminance signals into motion signals; and mechanistic, that is, how the mathematical operations are implemented in the neural circuit's hardware, including the neurotransmitters, ion channels, receptors, and so forth. The mathematical operations that make up the algorithm can be conceptualized independently from the underlying molecular and biophysical properties that produce them. For instance, two circuits might implement the same addition operation using different sets of neurotransmitters and receptors.
This review focuses on comparing the mathematical operations in invertebrates and vertebrates that compute visual motion. This computation is a natural choice for study because many animals compute motion signals, and there is a long history of modeling the mathematical operations in motion circuits [2] [3] [4] [5] [6] [7] . We draw parallels between an archetypal invertebrate circuit in the fruit fly Drosophila and an archetypal vertebrate motion circuit in the mouse retina. These two systems have among the best understood connectivity and functional characterization of any motion-detection circuits. Other reviews have covered the anatomical and circuit design similarities between fly and mouse retina [8] [9] [10] . Here, we focus on comparing the common processing steps and transformations involved in motion detection in both systems (Figure 1 ).
Invertebrates and vertebrates diverged many hundred million years ago [11] , so that similarities between their motion processing circuits must be due either to convergent evolution or to the maintenance of a common feature over an extremely long time. Interestingly, in comparing the two motion detecting circuits, we find that the component mathematical processing steps look similar, even though the underlying molecular mechanisms look quite different. This suggests that natural selection favors a relatively narrow set of mathematical solutions to the problem of motion detection, whereas the exact mechanisms employed to implement these operations seem to be less important.
Gain Control in Photoreceptors Ensures Transmission of Luminance Information
In every visual circuit, photoreceptors detect incoming photons using light-sensitive opsin molecules, and these photoreceptor signals limit what the eye knows about the world. In insects and mammals, the opsins that detect photons have an ancient, shared evolutionary origin [12, 13] . The phototransduction cascades downstream of these molecules are different in the two taxa, however, as are the basic responses to light [14, 15] . For example, in response to photon absorption, fly photoreceptors depolarize whereas mouse photoreceptors hyperpolarize. Despite the difference in response polarity, all photoreceptors need to perform similar computations and solve similar problems.
One major problem derives from the mismatch between the range of light input and the range of photoreceptor output. Photoreceptors translate photon flux into a synaptic release rate, but the number of incoming photons can change by a factor of 10 3 within a scene [16, 17] and by up to a factor of 10 9 over the course of a day [18] . By contrast, photoreceptors have a much more limited dynamic range for signaling downstream circuitry. For example, vertebrate photoreceptor release rates at a single synapse are limited to 10 2 vesicles/s, or 10 1 vesicles within a 0.1 s integration time of a postsynaptic neuron [19, 20] . Even pooling a reasonable number of synapses (10 1 -10 2 ) in a postsynaptic neuron cannot increase the dynamic range of photoreceptor outputs to the range of potential inputs. How can photoreceptors encode such a wide range of photon counts within a relatively narrow range of response levels? Photoreceptors Exhibit Weber's Law Both insect and vertebrate eyes use physical shielding methods to regulate the range of light intensity incident on photoreceptors [21] [22] [23] . Because these mechanisms cannot adjust to the full range of input intensities, photoreceptors further adjust their own sensitivity to the mean light intensity of the immediate environment ( Figure 2A ). As the mean intensity becomes brighter, photoreceptors in both taxa reduce their sensitivity to incoming photons [24] [25] [26] [27] . The sensitivity is adjusted so that a photoreceptor's voltage response depends on a fractional change in intensity relative to the mean, or contrast, rather than the absolute change in photons. This property approximates the well-known Weber-Fechner relation, which posits that sensory systems encode fractional changes in input, rather than absolute changes [18, 28] . In mice and other vertebrates, there is a further hand-off between cell types suited to different light conditions: rod photoreceptors that encode dim light and cone photoreceptors that encode brighter light intensities [14, 29] .
Photoreceptors Exhibit Compressive Nonlinearities
Once sensitivity is adapted to a given mean intensity, there is a second problem to solve. How should a photoreceptor allocate its dynamic range compared to the immediate distribution of intensities ( Figure 2B )? Within an adapted state, photoreceptors in both vertebrates and invertebrates capture a full range of light intensities by employing a compressive nonlinearity to map input intensity onto membrane voltage (and thus onto synaptic transmission). The compressive linearity is so named because it compresses the wide range of inputs onto a smaller range of outputs. The photoreceptor compressive nonlinearities in the two taxa look similar in their efficacy in compression and in their responses to natural time series, in spite of their divergent molecular implementations [30] . In vertebrates, additional adaptation to both the mean and the distribution of contrast occurs in the neurons postsynaptic to photoreceptors [29, [31] [32] [33] [34] . It has been proposed that photoreceptors use their compressive nonlinearity to efficiently encode the typical distribution of inputs in a natural scene [35] (Figure 2B ). The most efficient encoding, in this case, means that photoreceptors respond to the distribution of light intensities by using each membrane voltage, in a physiological range, with equal probability. With this encoding strategy, the intensity-response curve would equal the cumulative distribution function of the intensities encountered within the scene. Such an encoding would contain the maximum information about the stimulus, given a limited range of voltages and a stimulus-independent noise source [18] . Thus, photoreceptors could use intensity gain control to shift their response curve to the correct mean input, and a compressive nonlinearity to match their response function to the distribution of inputs around the mean level.
Input Circuits Are Tuned for Specific Spatial and Temporal Structure in Scenes
The natural environment contains strong correlations in luminance over both space and time. Correlations in space depend on the spatial structure of objects in the visual world [36, 37] . Correlations in time depend on sources of motion on the retina, including motion of objects themselves -such as a tree branch swaying in a breeze -as well as the motion of the animal or eye movements relative to stationary objects. When the photoreceptors move relative to the world, spatial correlations translate into temporal correlations.
Inputs to the motion-detection circuits in flies and mice tune their sensitivity to contrasts by performing spatiotemporal filtering. For a given neuron, the filtering can be conceptualized as a receptive field, or the pattern of input over space and time that most readily generates a response. In the spatial dimension, a typical receptive field has an excitatory center region and an inhibitory surround region. The antagonistic relation between center and surround depends on circuits for lateral inhibition ( Figure 3A ). This interaction tunes the circuit to spatial stimuli at the scale of the center that do not invade the surround, and therefore emphasizes responses to small objects rather than regions of spatially homogeneous contrast. Beyond small objects, lateral inhibition can also emphasize spatial edges, where contrast changes abruptly. Lateral inhibition is widely seen in visual circuits [38] [39] [40] [41] and in other sensory systems as well [42] [43] [44] .
In the temporal dimension, a typical receptive field subtracts a past signal from a current signal, so that the cell becomes sensitive to changes in its input, in essence computing the derivative of the ongoing light signal ( Figure 3B ). This interaction tunes the circuit to respond to certain temporal frequencies or rates of change in the light intensity rather than to contrasts that are unchanging in time. In practice, a neuron's spatial and temporal receptive fields are characterized in the lab as if they exist independently of the adaptation mechanisms described above. In reality, adaptation must occur during the period of response used to measure the receptive field. Receptive fields therefore represent a linearized form of the full nonlinear neural response under specific conditions and likely include components of (nonlinear) adaptation. For example, in models that explicitly include nonlinear gain adaptation, the linear receptive field incorporates components both from direct excitation and from the gain adaptation [45] .
In the fly visual system, lateral inhibition occurs at the periphery of the visual circuits, in the cells postsynaptic to the photoreceptors [46] [47] [48] [49] . It also appears in some downstream cell types [50, 51] , where unique profiles of spatial tuning suggest additional circuit mechanisms that complement the lateral inhibition inherited from upstream neurons. Temporal derivatives also are taken in cells immediately postsynaptic to the photoreceptors [47, 48, 52, 53] , and those derivatives are passed on to subsequent processing steps. Nonlinearities may further modulate how lateral inhibition is inherited through the circuit.
In vertebrate retina, there is a vertical excitatory pathway (photoreceptors / bipolar cells / ganglion cells) that is tuned (A) The center of a spatial receptive field is antagonized by the surround region. (B) A biphasic temporal receptive field is excited by one polarity in the immediate past and antagonized by the opposite polarity in the distant past. For both spatial and temporal receptive fields, the combined positive and negative weightings tune the signals and make them sensitive to contrast transitions in space and time. The representations illustrate feed-forward mechanisms, but recurrent networks or adaptation mechanisms could also contribute to receptive field properties. (C) Tuning can change with adaptation state, notably in photoreceptors, which respond to pulses of light more quickly in bright backgrounds than in dim backgrounds. Traces show model insect photoreceptor (top) and vertebrate photoreceptor (bottom) responses to a brief flash in bright and dark backgrounds. Models of photoreceptor responses are from [156] and [45] .
by lateral inhibition at multiple levels [29, 54] . Photoreceptors show lateral inhibition, which is mediated by horizontal cells at the first synaptic layer. Bipolar cells also show lateral inhibition, some inherited from photoreceptors, some mediated by direct inhibition from horizontal cells in the first synaptic layer, and some mediated by amacrine cells at the second synaptic layer. Retinal ganglion cells inherit some lateral inhibition from bipolar cells and receive additional tuning from amacrine cells in the second synaptic layer. Temporal derivatives are taken at the synapse from photoreceptors onto bipolar cells [55, 56] . Both bipolar and ganglion cells show additional temporal tuning that develops beyond the photoreceptor signal and depends on a combination of synaptic interactions and intrinsic membrane properties, including voltage-gated channels [29] .
Lateral inhibition yields functional advantages for visual circuits. Visual signals tend to correlate over space and time, so that neighboring photoreceptor signals report redundant information. The concept of predictive coding posits that each photoreceptor could predict some amount of its current response from its neighbors' responses and from its own previous responses. By subtracting from each photoreceptor the signal of its neighbors in space or its own signal in time, a cell can report deviations from that predicted signal [47, 57] . This feature removes correlations between signals adjacent in time or space and is referred to as decorrelation.
The optimal shape of the inhibitory receptive field depends on both time-scales and length-scales of luminance correlations, as well as on the level of noise with which signals are measured [47] . In general, conditions with high noise (for example, dim light) require more integration over time or space, while conditions with low noise require less integration. Hence, strong lateral inhibition and fast temporal integration are observed under brighter conditions with relatively high signal-to-noise [34, 47, [58] [59] [60] [61] . Accordingly, and in spite of the different phototransduction cascades, both insect and vertebrate photoreceptors respond to light more quickly at higher luminance levels ( Figure 3C ; reviewed in [45] ) [27, 34, [62] [63] [64] [65] .
ON-OFF Motifs Split the Visual Circuit into Two Broad Pathways
The photoreceptor signal divides into ON and OFF channels at the first synapse, forming a fundamental organizing principle across species [66, 67] . ON and OFF channels split visual (A) The input signal is high-pass filtered to emphasize changes in contrast, and one copy (OFF) is inverted relative to the other (ON). In the ON pathway, rectification enhances contrast increment signals; whereas in the OFF pathway, rectification enhances contrast decrement signals. (B,C) Neurons at the input to the ON and OFF pathways in the fly (B) and the mouse retina (C). In the fly, the inversion between the two pathways occurs at the second synapse after the photoreceptor. In mouse retina, the inversion of the pathways occurs at the first synapse after the photoreceptor.
information into two pathways: the ON channel responds to contrast increments and the OFF channel responds to contrast decrements. In flies, the ON channel follows the photoreceptor response, whereas the OFF channel is inverted; the opposite is true in mouse retina. The inversion of one channel's response is not mathematically interesting (at least, to us). More critical is the fact that each channel responds -depolarizes and releases neurotransmitter -to its preferred contrast change but suppresses responses to the non-preferred contrast change a process referred to as 'half-wave rectification'. Specifically, each channel rectifies its response so that the ON channel reports information about contrast increments but loses information about contrast decrements, while the OFF channel reports information about contrast decrements but not increments ( Figure 4A ). In vertebrate retina, the rectification is commonly explained by a low baseline output (low basal neurotransmitter release rate) that cannot go negative [68] [69] [70] . Thus, ON and OFF channels report complementary information and one is active when the other is not.
In flies, the ON-OFF split occurs immediately after the photoreceptors, with the neuron types L1 and L2 leading into the ON and OFF pathways, respectively [52, 71] . Both L1 and L2 receive inhibitory inputs from photoreceptors, so that they hyperpolarize to light increments [24, 49, 52, 72 ]. L1's signal is inverted again at its synapse with post-synaptic partners, while L2's signal is not [73, 74] . In both L1 and L2 pathways, rectification appears to occur at the synapse from L1 and L2 onto their postsynaptic partners ( Figure 4B,C) [52, 73] , and is enhanced in those postsynaptic cells in their transformation from voltage to calcium [75] . Signals in the ON pathway appear to be both slower and less rectified than those in the OFF pathway [73] . The ON and OFF pathway circuits constitute distinct layers within the fly's second optic ganglion, the medulla [74] . The split at L1 and L2 is not perfectly segregated, as silencing experiments have shown that L1, along with a third neuron, L3, contributes activity to OFF pathway elements and dark edge motion detection [51, 76] .
In mouse retina, the ON-OFF split occurs at the photoreceptor synapse and depends on the postsynaptic glutamate receptors: OFF bipolar cells express ionotropic receptors, whereas ON bipolar cells express metabotropic receptors. Consequently, following photoreceptor glutamate release to light dimming, OFF bipolar cells depolarize whereas ON bipolar cells hyperpolarize [66] . The rectification step occurs at the synaptic release of the ON and OFF bipolar cells onto postsynaptic cells [69, 70, 77] . Like the fly's ON pathway, the ON pathway signals in mammalian retina are typically less rectified than the OFF pathway signals [77] [78] [79] [80] . ON and OFF bipolar cells project to different layers in the retina and synapse onto largely distinct sets of amacrine and retinal ganglion cells, which themselves are typically classified as ON or OFF cells (or else combined ON-OFF cells), depending on their response properties [81] .
What purpose does this ON-OFF motif serve for these two visual systems? It may serve a metabolic advantage [82] : if one wished to code for light and dark with a single neural channel, rather than two, then for an average portion of the image, that cell would be forced to remain in the middle of its dynamic range, presumably expending energy to remain there (for example, to release neurotransmitter at a high rate continuously) [83] . With the ON-OFF motif, one channel is active while the other is quiescent, and stimuli near the mean luminance of the scene would cause both channels to become quiescent. This might save energy for the circuit, but one would also have to consider the cost of maintaining two parallel sets of circuitry.
A more rigorous version of this argument asked how much information could be transmitted by a pair of ON-OFF channels compared to a pair of ON-ON channels [84] . The analysis showed that an ON-OFF channel pair could transmit more information than an ON-ON channel pair when the mean firing of the combined channels was constrained [84] . Assuming that mean firing rate is a reasonable measure of on-going metabolic cost, the ON-OFF pairing apparently outperforms either ON-ON or OFF-OFF pairings. The study found that the metabolic benefit of the ON-OFF pairing becomes even more pronounced for skewed distributions of light inputs, which includes naturalistic contrast distributions [85, 86] .
Other arguments relate to specific functionality. For instance, the paired ON-OFF channels generate signals that are easier to decode compared to ON-ON channels [84] . Specifically related to motion computation, algorithms that include ON and OFF channels can take advantage of light/dark asymmetries in natural scenes to improve motion signals over computations that treat light and dark symmetrically [87] .
Simple Models Give Intuition for Elementary Motion Detection
For a circuit to generate a direction-selective signal there are three fundamental requirements [88] . First, the circuit must incorporate information about the contrast at two or more points in space, so that displacements may be detected. Second, the circuit must have a short-term memory, so that inputs can be compared over time. In practice, this means that there must be differential temporal processing at different points in space. Third, to obtain a direction-selective average signal, there must be a combination step that nonlinearly integrates visual signals from different points in space and time. If the combination step is linear rather than nonlinear, then the circuit cannot produce a direction-selective average signal. In the case of linear combination, a direction-selective read-out of the circuit may be obtained by applying a nonlinear operator to the output of the linear combination step (for example, a measure of response modulation depth rather than an average over time).
In fly and mouse retina, two primary models have been proposed to account for early motion estimation. Both models have two arms that receive visual information from different locations in space and delay those signals differently before they feed into a nonlinear combination step ( Figure 5 ). In the Hassenstein-Reichardt correlator [2] , which has been widely applied in insects, the delayed signal and non-delayed signal are multiplied together to enhance the model output when there is motion in the preferred direction. The Hassenstein-Reichardt correlator computes the difference between two of these multiplication steps with opposite preferred directions, resulting in an opponent signal that responds positively to motion in the preferred direction and negatively to motion in the null direction.
There are several proposed variants of the HassensteinReichardt correlator that use more complex nonlinear operations [73, 89, 90] , but these models all enhance signals when there is motion in the preferred direction. The Barlow-Levick model was first proposed to explain direction selectivity in rabbit retina [4] and was formulated in abstract logical language. More mechanistic interpretations of the model subtract a delayed signal from an adjacent non-delayed signal and then rectify the difference to suppress responses when there is motion in the circuit's null direction [91] .
In both flies and mice, direction-selective signals are computed independently in the ON pathway and in the OFF pathway. In neither circuit is it clear whether a Hassenstein-Reichardt correlator-like, Barlow-Levick-like, or some other model best explains the direction-selective signal. In flies, the earliest ON and OFF motion signals are computed in the neurons T4 and T5 [92] [93] [94] . These two cell types may be derived from a single ancient neural motion pathway [95] . The two motion detectors receive inputs from non-direction-selective ON and OFF rectified interneurons with different temporal processing properties [73, 90] . In the case of T4, these input neurons, according to EM reconstructions, should have slightly displaced spatial receptive fields relative to one another [96] . Both T4 and T5 appear to show signal enhancements to motion in their preferred directions [97] . The input synapses are cholinergic in the case of T5 [98] and may be at least partially cholinergic in the case of T4 [99] . The molecular and biophysical mechanisms for the earliest direction selectivity remain unknown. Following the elementary motion computations in T4 and T5, the horizontal system (HS) and vertical system (VS) neurons pool motion signals from both T4 and T5 over space, receiving opposing inputs from neurons with oppositely-tuned direction-selectivity [100, 101] .
In mice, the earliest ON and OFF motion signals are computed in the neurites that radiate out from the cell bodies of the ON and OFF starburst amacrine cells [102, 103] . Starburst amacrine cells receive glutamatergic input from ON and OFF bipolar cells, which are not tuned to direction [103] [104] [105] [106] [107] . The direction-selective signals in starburst amacrine cell neurites appear to amplify centrifugal motion (radially outwards) signals cell-autonomously but also show suppression to centripetal motion (radially inwards) signals due to mutually inhibitory GABAergic connections between starburst amacrine cells [102, [108] [109] [110] [111] . There may also be a direction-selective contribution to starburst amacrine cell tuning mediated by the temporal order of sustained and transient bipolar cell synapses, at least in the case of OFF starburst amacrine cells [112] [113] [114] . The final step in computing direction selectivity occurs in the connections between starburst amacrine cells and direction-selective retinal ganglion cells. The direction-selective ganglion cells collect inhibitory (GABAergic) inputs selectively from starburst amacrine cell neurites that point mostly in one direction (for example, leftward), yielding a direction-selective tuning for the ganglion cell to the opposite direction (for example, rightward) [115] [116] [117] .
Spatiotemporal Correlations in Visual Scenes Are Signatures of Motion
Visual motion creates many spatiotemporal correlations across the retina. Motion-estimating algorithms detect these correlations, which act as signatures of the motion [7, 118] . The simplest motion-dependent correlations exist between pairs of points in time and space. The Hassenstein-Reichardt correlator model estimates motion by computing these pairwise correlations with its multiplication step. The Barlow-Levick model estimates motion by computing correlations through its nonlinearity. To see this, one can expand the Barlow-Levick nonlinearity to isolate polynomial combinations of inputs ( Figure 5C ; Box 1) [119] . It becomes clear that, to lowest order, the Barlow-Levick model is sensitive to pairwise correlations with the opposite orientation from a Hassenstein-Reichardt correlator multiplier with the same preferred-direction. In fact, if only the first direction-selective term of the Barlow-Levick model is retained, the Barlow-Levick model resembles just the opponent half of the full Hassenstein-Reichardt correlator's two opponent multipliers.
In natural scenes, motion can contain correlations beyond those computed by only multiplying or squaring inputs [120] . These arise from spatial structures like moving edges, from contrast asymmetries, and from moving objects that occlude a background. An optimal observer may take advantage of these higher order correlations to enhance motion estimates relative to simply detecting pairwise correlations [7, 118] . In particular, triplet correlations -the products between contrasts at three points in space and time -can improve motion estimates and can be computed by choosing nonlinearities other than pure multiplication in a detector [87] . Such a computation is visible, for instance, when the expansion in Figure 5C is continued to include third-degree polynomial terms. Thus, Following Figure 5 , the output of a Barlow-Levick model can be written as the nonlinearity, g, acting on the difference A -B', where A is the signal from location a, and B' is the delayed signal from location b. Thus, the response is r = g (A -B') . The nonlinearity g(x) can be expanded as a polynomial in small x (by means of a Taylor expansion about 0 in this case). In general, g(x) z g 0 + g 1 x + g 2 x 2 + ., where the polynomial coefficients g i are determined by derivatives of the function. Into this, one may substitute x = A -B' to find r z g 0 + g 1 (A -B') + g 2 (A 2 + B' 2 -2AB') + .. The first direction-selective term in this series is the one that multiplies A and B', which has the form of the opponent term in the Hassenstein-Reichardt correlator ( Figure 5A ) when g 2 > 0. This condition is met by typical nonlinearities applied in the Barlow-Levick model. The linear and quadratic polynomial terms are illustrated in Figure 5C , without scaling coefficients. This account may be made more rigorous by including different temporal filters for each arm, rather than a perfect delay and non-delay line. Moreover, sensitivity to higher order spatiotemporal correlations are revealed by the cubic and higher terms in this series [87] .
nonlinearities can be tuned to detect specific sets of spatiotemporal correlations [87] .
Both flies and humans perceive motion in triplet correlations in the absence of pairwise correlations [121, 122] , showing that both species employ motion estimation algorithms that are sensitive to these correlations. Indeed, the fly's behavioral response to triplet correlations matches the responses of models tuned to perform well with natural scene inputs [87] . One way for a system to gain access to these higher order correlations is to treat positive and negative contrasts differently, as implemented by ON and OFF channels [87, 121, 123] .
Motion Signals Are Structured Similarly in Flies and Mice
Motion signals are similarly structured in both the fly visual system and the mouse retina: both systems compute motion using four cell types tuned to the four cardinal directions; both systems immediately add together ON and OFF motion signals to generate composite motion signals; and both systems create early motion signals that appear closely tuned to behaviors that cancel or minimize slip of images across the retina. Motion Signals Are Tuned to Four Cardinal Directions Both mice and flies generate early motion signals that are tuned to the four cardinal directions. In flies, at each point in space, there exist four T4 neurons and four T5 neurons, whose axons stratify to four layers of the lobula plate that are tuned to the four cardinal directions [93, 124, 125] . In mouse retina, the ON-OFF direction-selective retinal ganglion cells comprise four functional types, one tuned for motion in each of the cardinal directions [109] . Each type forms a mosaic of cells that covers the retina completely [126, 127] .
The tuning need not be organized into cardinal directions. In flies, the columnar arrangement preceding motion computation is hexagonal, not square, so computing cardinal direction motion represents a significant transformation of basis. In the vertebrate brain downstream of the retina, there exist neurons tuned for many different motion directions [128] [129] [130] . In the starburst amacrine cells themselves, the release sites are near the tips of the neurites; and each neurite is direction-selective according to its orientation relative to the soma (that is, rightward-pointing neurites prefer rightward motion on the retina) [102, 103] . There are 20 starburst amacrine cell neurites at each point in visual space, so motion is initially represented by neurites with 20 preferred directions before the cardinal directions are computed by averaging over direction and space [91, 115] . The tuning of one class of direction-selective ganglion cell (the ON-OFF type) for four cardinal directions may be explained by their functional role in guiding eye movements. For example, the four preferred directions apparently align with the four rectus eye muscles [131] . Three groups of ON direction-selective cells with 120 separation in preferred directions were hypothesized to align with the semicircular canals of the vestibular system [109] .
For both visual systems, representing two-dimensional motion vectors could be performed with only two neurons. For example, one neuron could prefer rightward motion and a second neuron could prefer upward motion. Each neuron would represent its preferred direction with positive deviations from baseline and its null (opposite) direction with negative deviations. Instead, both visual systems evolved to encode a single direction with two neurons. In particular, rightward motion drives a positive signal in a rightward-sensing neuron and an absence of signal in a leftward-sensing one. This complementary encoding is similar in principle to the ON-OFF pathways, in which one pathway is active when the other is not. This organization may be useful for downstream computations [132, 133] . In particular, these direction-selective neurons may be organized to accurately encode direction information in the presence of noise [134, 135] . Some Motion Signals Recombine ON and OFF Signals In both flies and vertebrate retina, ON and OFF motion signals are recombined in neurons immediately postsynaptic to the motion computation. In flies, T4 and T5 form excitatory synapses directly onto the same population of horizontal and vertical system cells, while also providing oppositely-tuned inhibitory input to the same cells through inhibitory interneurons [100] . These horizontal and vertical system cells integrate the T4 and T5 signals over space but appear to get roughly equal contributions from the two cell types [93] . Some motion sensitive behaviors, like optomotor turning, appear to receive balanced light and dark edge inputs [52] . However, other motion-sensitive behaviors, like slowing and visual loom-dependent behaviors, appear to depend differently on light and dark moving edges [76, [136] [137] [138] [139] .
In mice, there are several reported types of direction-selective retinal ganglion cells. The ON-OFF direction-selective retinal ganglion cell, mentioned above ( Figure 1C ), integrates inputs from both ON and OFF starburst amacrine cells [109] . Other types exist that are either ON or OFF selective [132, 140, 141] . In the case of recombined signals in fly and mouse, one might ask whether there was a functional purpose to computing the signals separately before the recombination, rather than employing a direction-selective mechanism without ON and OFF pathways, like many models of direction-selectivity [2, 3] . For example, the separation of ON and OFF pathways before recombination could generate motion signals sensitive to higher order correlations [87] . In addition to mere separation, the ON and OFF motion detectors could be differently tuned to improve motion estimation under natural conditions. Such tuning differences exist in flies and may relate to natural input statistics [123] . Motion Signals Are Tuned to Compensatory Behaviors Both mice and flies exhibit compensatory behaviors when their body moves with respect to the world. Mouse eyes show a vestibulo-ocular response, in which the eyes move smoothly to maintain position as the head is rotated. Flies show an optomotor turning response, in which they turn in the direction of the motion [142, 143] . Both behaviors minimize retinal slip of the visual scene and act to stabilize images on the retina. Both the mouse retina and the fly visual system also appear to compute early visual motion signals that are directly tuned to those behaviors.
In flies, neurons directly downstream of the elementary motion detectors perform a weighted sum of different vectorial motion components over space [144, 145] . These signals in the fly's horizontal and vertical system cells weight input motion to create matched filters for specific rotations of the fly in space. The horizontal system cells are strongly tuned to detect rotation about the yaw axis, rotations that also elicit strong behavioral optomotor turning responses. Other cell types possess matched filters for rotation about combinations of pitch and roll axes. Such early motion signals, tuned to specific rotations, could speed the reflexive compensatory behaviors that stabilize flight.
In mice, one class of ON direction-selective retinal ganglion cells senses light edges [146] . These cells form three subtypes sensitive to motion in three directions spaced at approximately 120 , which are thought to align with the orientation of semicircular canals in the vestibular system [109, 147] . Such early motion signals would allow the easy integration of visual and vestibular information in generating compensatory behavior and interpreting visual motion signals.
Outlook
In the motion computations performed by fly eye and mouse retina, the mathematical processing steps are similar, in spite of differences in gross anatomy, circuitry, and neurotransmitters. The processing steps for motion detection could represent convergent evolution on the algorithmic level. Alternatively, the observed processing steps could potentially share a common origin and have remained similar over hundreds of millions of years, while components in each system were swapped and modified (see for instance [148] ). Whichever the case, there appears to be a relatively narrow space of algorithms that perform the motion computation well given the regularities of the natural world and the constraints imposed by biology. The different mechanisms that underlie the algorithm in these two systems show that even if the algorithm is highly constrained, its implementation is not. Natural selection apparently acts on the mathematical processing in these circuits, and different implementations may perform equally well.
The advantages of some retinal computations can be explained. In particular, at early stages of both fly and mouse retina systems, the gain control and spatiotemporal tuning have principled explanations in terms of coding efficiency [35, 47] . Downstream, however, the benefits of the ON-OFF split are only starting to be understood in terms of coding efficiency and their use in downstream computations. Relatively little is known about the functional benefits of the two main classes of motion estimation algorithms (the Hassenstein-Reichardt correlator versus the Barlow-Levick model). Still less is understood about how ON and OFF motion signals might be combined for behavioral or functional purposes. It is interesting to note that paired, complementary signals appear in both the ON-OFF split and in the cardinal direction encoding. Early gain control is typically not included in models of motion computation (for example, see [149] ). This appears appropriate when low contrast stimuli are considered, but naturalistic stimuli with higher contrast seem likely to recruit nonlinear effects at the circuit inputs. To understand how the system functions under natural conditions, it will be necessary to probe the system using naturalistic stimuli, and may be necessary to include front-end nonlinearities in models of motion detection.
As fly and mouse retina computations are further dissected, a continued comparison may prove fruitful. For instance, mammalian retina commonly employs cross-over inhibition, where the ON directly inhibits the OFF pathway (or vice versa), whereas this operation has not been observed in the fly eye. Cross-over inhibition enhances an anti-correlation between ON and OFF pathways, which can tune a variety of computational properties, and might be found widely across species [79, [150] [151] [152] [153] [154] [155] . In general, the comparison of the highly diverged circuits in fly and mouse can tell us about solutions to common problems, as well was how each circuit is tuned to the different stimuli encountered by two very different animals.
