A List Referring Monte Carlo Method for Lattice Glass Models by Sasaki, Munetaka & Hukushima, Koji
ar
X
iv
:1
20
7.
71
89
v2
  [
co
nd
-m
at.
sta
t-m
ec
h]
  2
4 J
ul 
20
13
Typeset with jpsj3.cls <ver.1.0> Full Paper
A List Referring Monte-Carlo Method for Lattice Glass Models
Munetaka Sasaki∗ and Koji Hukushima†
Department of Applied Physics, Tohoku University, Sendai 980-8579, Japan
†Department of Basic Science, The University of Tokyo, Tokyo 153-8902, Japan
(Received November 15, 2018)
We present an effcient Monte-Carlo method for lattice glass models which are characterized
by hard constraint conditions. The basic idea of the method is similar to that of the N-fold way
method. By using a list of sites into which we can insert a particle, we avoid trying a useless
transition which is forbidden by the constraint conditions. We applied the present method to
a lattice glass model proposed by Biroli and Me´zard. We first evaluated the efficiency of the
method through measurements of the autocorrelation function of particle configurations. As
a result, we found that the efficiency is much higher than that of the standard Monte-Carlo
method. We also compared the efficiency of the present method with that of the N-fold way
method in detail. We next examined how the efficiency of extended ensemble methods such
as the replica exchange method and the Wang-Landau method is inflnuenced by the choice of
the local update method. The results show that the efficiency is considerably improved by the
use of efficient local update methods. For example, when the number of sites Nsite is 1024, the
ergodic time τE of the replica exchange method in the grand-canonical ensemble, which is the
average round-trip time of a replica in chemical-potential space, with the present local update
method is more than 102 times shorter than that with the standard local update method.
This result shows that the efficient local update method is quite important to make extended
ensemble methods more effective.
KEYWORDS: Monte Carlo method, N-fold way method, lattice glass model, hard constrained problem
1. Introduction
Lattice glass models are a kind of lattice gas model
which show glassy behavior due to some constrained
rules. The constraints are either dynamical rules1–3)
for movements of particles or geometrical rules4–6) for
restrictions on possible particle configurations. Lattice
glass models have played an important role in the study
of the glass. To unveil the properties of the actual glass,
studies of lattice glass models in finite dimensions are
effective. In such studies, numerical simulations play an
important role because most of analytic methods such
as the cavity method7) are not applicable to systems in
finite dimensions. However, it is obvious that numerical
simulations in lattice glass models seriously suffer from
the inherent characteristic of the glass, i.e., slow dynam-
ics. Because of this slow relaxation, it is very difficult to
investigate equilibrium properties of the models.
To relieve the problem, there are mainly two meth-
ods. The first method is to utilize a list which contains
all of possible transitions from the current state. By ex-
cluding transitions which are forbidden by the constraint
conditions from the list and choosing a transition to a
next state from the list, we can avoid trying a useless
transition. The list is updated whenever the state of the
system is changed. The idea of utilizing a list to improve
the efficiency of simulation was first proposed by Bortz et
al.8) They proposed a rejection-free Monte-Carlo (MC)
method in which residence time at the current state and
a transition to a next state is chosen with proper proba-
bility by using the list. This method is called N -fold way
method. It has been shown by several previous studies
∗E-mail : msasaki@camp.apph.tohoku.ac.jp
that N -fold way method is quite effective in lattice glass
models.2, 9) Furthermore, an efficient MC method which
utilizes a list has been invented for off-lattice particle sys-
tems at high densities.10) The second method is to use
extended ensemble methods11) such as the multicanon-
ical method,12, 13) the Wang-Landau method,14, 15) and
the replica exchange method.16) It is widely accepted
that extended ensemble methods are effective to accel-
erate the equilibration in glassy systems.
In this study, we present an efficient MC method which
utilizes a list. We hereafter call the method list referring
MC (LRMC) method. This method consists of two lo-
cal updates: insertion-deletion update and particle-hole
exchange update. We applied the LRMC method to a
lattice glass model proposed by Biroli and Me´zard.4)
We hereafter refer the model as the BM model. In the
present study, we investigated the BM model on a reg-
ular random graph, which has been well examined by
the cavity method,4, 17, 18) while the LRMC method is
applicable no matter whether the model is defined on a
sparse random graph or a usual lattice in finite dimen-
sions. We evaluated the efficiency of the LRMC method
through measurements of the autocorrelation function.
As a result, we found that the relaxation time of the
LRMC method is much shorter than that of the standard
MC method, particularly at high densities. For example,
when the chemical potential µ in the grand-canonical en-
semble is 6.5, the relaxation time of the LRMC method
is about 103 times shorter than that of the standard
MC method. We also compared the LRMC method with
the N -fold way method. Although the particle-hole ex-
change update is rejection-free like the the N -fold way
method, the insertion-deletion update is not rejection-
1
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free. Therefore, if we compare the LRMC method with-
out the particle-hole exchange update and the N -fold
way method without the particle-hole exchange update,
the former is less efficient than the latter. However, the
LRMC method with the particle-hole exchange update
are comparable to the N -fold way method without the
particle-hole exchange update in efficiency. We also found
that the particle-hole exchange update is rather effective
for the N -fold way method. The efficiency of the N -fold
way method is considerably improved by adopting the
particle-hole exchange update into the method.
We also examined how the efficiency of extended en-
semble methods is influenced by the choice of the local
update method. As local update methods, we considered
the LRMC and standard MC methods. We first investi-
gated the influence of the local update methods on the
the replica exchange method. In this study, we considered
the grand-canonical ensemble and performed a replica
exchange simulation concerning chemical potential. As
a result, we found that the efficiency of the replica ex-
change method is greatly improved by the use of the
LRMC method. For example, when the number of site
Nsite is 1024, the ergodic time τE, which is the average
round-trip time of a replica in chemical-potential space,
with the LRMC method is more than 102 times shorter
than that with the standard MC method. We next made
such comparison on the Wang-Landau method. We mea-
sured the density of states (DOS) of the BM model by
the Wang-Landau method. When we used the LRMC
method as a local update, we succeeded in calculating
the DOS up to Nsite = 8192. In contrast, we could not
calculate the DOS even for a small size of Nsite = 512
if we use the standard MC method. These results show
that the efficient local update method is quite important
to make extended ensemble methods more effective.
The outline of the paper is as follows: In §2, we in-
troduce the BM model. In §3, we present the LRMC
method. In §4, we show our simulation results. Section 5
is devoted to conclusions. Technical details for updating
the list are described in Appendixes.
2. Model
In this section, we introduce the BM model4) to which
we apply the LRMC method. The BM model is a kind
of lattice glass models. A binary variable σi is defined
on each site. The variable σi denotes whether a site i is
occupied by a particle (σi = 1) or not (σi = 0). In this
study, we consider the BM model defined on a regular
random graph. Each site is connected with k neighbour-
ing sites which are chosen randomly from all of the sites.
A particle configuration {σi} is restricted by hard con-
straints that neighbouring occupied sites of each particle
should be less than or equal to l. The BM model is char-
acterized by the two integers k and l. They satisfy the
inequality k > l. The probability distribution of the BM
model for a particle configuration {σi} is given as
P{σi} = Z−1C{σi}W{σi}. (1)
In this equation, Z is the partition function defined by
Z ≡ Tr{σi}C{σi}W{σi} and C{σi} is an indicator func-
tion which is one if {σi} satisfies all of the constraint
conditions or zero otherwise. W{σi} is a weight of the
particle configuration {σi}. For example, in the case of
the grand-canonical ensemble, W{σi} is given as
W{σi} = exp [µN{σi}] , (2)
where µ is a chemical potential and N{σi} is the number
of particles defined by the equation
N{σi} ≡
Nsite∑
i=1
σi, (3)
where Nsite is the number of sites.
In the present study, we will focus on the BM model
on a regular random graph with k = 3 and l = 1. All
of numerical simulations are performed in this model.
In the grand-canonical ensemble, the model exhibits a
static glass transition with a one-step replica symme-
try breaking at µs ≈ 6.8.17–19) The close-packing density
of the model is estimated to be 0.57574 by the cavity
method.17, 18)
3. LRMC Method
3.1 Standard MC method and its drawbacks
In this subsection, we explain a standard MC method
and its drawbacks. The following is the procedure of
the standard MC method with the Metropolis transition
probability:20)
(a) Prepare an initial state. The initial state can be
chosen arbitrarily if it satisfies the constraint con-
ditions.
(b) Choose a site k at random.
(c) Create a new state {σ′i} from the current state {σi}
by changing the value of σk from 0 to 1 or vice versa.
(d) Accept the change into {σ′i} with the probability
A({σi} → {σ′i}) = C{σ′i}min
(
1,
W{σ′i}
W{σi}
)
. (4)
If it is not accepted, unchange the state from {σi}.
(e) Return to (b) and repeat the steps (b)-(d).
We next explain the drawback of this standard MC
method. We hereafter consider the grand-canonical en-
semble whose equilibrium weight is given by Eq. (2).
Then, the acceptance ratio in Eq. (4) is rewritten as
A({σi} → {σ′i}) =
{
C{σ′i} (σk = 0),
exp(−µ) (σk = 1),
(5)
where we have used Eq. (2) and assumed that µ is not
negative for simplicity. We also have used the fact that
C{σ′i} is 1 when σk = 1 because deletion of a particle
never conflicts with the constraint conditions. When µ is
large, there are few empty sites at which we can insert
a particle. Therefore, when σk = 0, the trial to insert a
particle into the site k fails in most cases. On the other
hand, when σk = 1, the acceptance ratio A({σi} → {σ′i})
is quite small because µ is large. As a result of the small
acceptance ratio in step (d), relaxation to the equilib-
rium state becomes very slow. In order to overcome the
difficulty in the standard MC method, we introduce two
efficient local updates for the LRMC method in the fol-
lowing two subsections.
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3.2 Local update I: insertion-deletion update
In this subsection, we explain the first update which
consists of insertion and deletion of a particle. We here-
after call it insertion-deletion update. The basic idea is
as follows: Because it is a waste of computational time
trying insertion of a particle which is forbidden by the
constraint conditions, we just try insertion which does
not conflict with the constraint conditions. In order to
do that, we make a list of the sites into which we can
insert a particle and update the list whenever the par-
ticle configuration is changed. We choose an insertion
site at random from the list. The acceptance ratio of
the insertion and that of the deletion are chosen so that
the detailed balance condition is satisfied. We determine
whether we try insertion or deletion of a particle with
the equal probability.
As mentioned before, this method is rather similar to
that of the N -fold way method8) in the sense that we uti-
lize a list to improve the simulation efficiency. It is worth
pointing out that we have to pay some computational
cost to make and update the list. It will be discussed in
detail in §4.3 whether the LRMC method is still effective
or not even if this additional computational cost is taken
into account.
We now start concrete description of the insertion-
deletion update. We assume that we have a list of the
sites from which we can delete a particle and that of
the sites into which we can insert a particle. The for-
mer list is the same as that of the occupied sites because
deletion of a particle never conflicts with the constraint
conditions. The method to detect the sites on which the
insertion list has to be updated and the method to up-
date the insertion list are explained in appendices B
and C, respectively. The following is the flow chart of
the insertion-deletion update:
(1) Choose whether we try insertion or deletion with the
equal probability.
(2a) If the insertion is chosen in step (1), select an in-
sertion site at random from the insertion list and
accept the insertion with an acceptance ratio
AI({σi} → {σ′i}) = min
(
1,
K{σi}W{σ′i}
N{σ′i}W{σi}
)
, (6)
where K{σi} is the number of the sites into which
we can insert a particle, N{σi} is the number of
particles defined by Eq. (3), and {σ′i} is the parti-
cle configuration created from {σi} by inserting a
particle into the insertion site.
(2b) If the deletion is chosen, select a deletion site at ran-
dom from the deletion list and accept the deletion
with an acceptance ratio
AR({σi} → {σ′i}) = min
(
1,
N{σi}W{σ′i}
K{σ′i}W{σi}
)
, (7)
where {σ′i} is the particle configuration created from
{σi} by deleting a particle from the deletion site.
(3) Update the insertion and deletion lists when the in-
sertion or deletion is accepted.
(4) Return to (1) and repeat the steps (1)-(3).
It is straightforward to show that the procedure de-
scribed above satisfies the detailed balance condition. We
consider two particle configurations {σi} and {σ′i}. The
latter configuration {σ′i} is created from {σi} by inserting
a particle into an insertion site. The transition probabil-
ity T ({σi} → {σ′i}) from {σi} to {σ′i} is given as
T ({σi} → {σ′i}) =
1
2
× 1
K{σi} ×AI({σi} → {σ
′
i}). (8)
In the right hand side of Eq. (8), the first factor is the
probability that the insertion is chosen in step (1), the
second factor is the probability that the proper inser-
tion site is chosen among the K{σi} insertion sites in
step (2a), and the third factor is the probability that
the transition into {σ′i} is accepted in step (3). Simi-
larly, the transition probability of the reversal process
T ({σ′i} → {σi}) is given as
T ({σ′i} → {σi}) =
1
2
× 1
N{σ′i}
×AR({σ′i} → {σi}). (9)
The second factor in the right hand side of Eq. (9) comes
from the fact that the proper deletion site is chosen from
the N{σ′i} occupied sites. The detailed balance condition
P{σi}T ({σ′i} → {σi}) = P{σ′i}T ({σi} → {σ′i}), (10)
can be shown from Eqs. (1), (6), (7), (8), (9), and the
fact that C{σi} = C{σ′i} = 1.
3.3 Local update II: particle-hole exchange update
In this subsection, we explain the second local up-
date which consists of exchanges of a particle for a
hole. The basic idea is similar to that of spin-exchange
method.21, 22) We hereafter call it particle-hole exchange
update. The acceptance ratio of this local update is unity
when the weight W{σi} depends only on the number of
particles. The grand-canonical ensemble given as Eq. (2)
is an example which satisfies this condition. We hereafter
consider the case that this condition is satisfied. As in the
previous subsection, it is assumed that we have the inser-
tion and deletion lists. The flow chart of the particle-hole
exchange update is as follows:
(1) Select a deletion site at random from the deletable
sites. Then, delete a particle from the site.
(2) Update the insertion and deletion lists.
(3) Select an insertion site at random from the in-
sertable sites except the deletion site in step (1).
Then, insert a particle into the site.
(4) Update the insertion and deletion lists.
(5) Return to (1) and repeat the steps (1)-(4).
In the step (3), it is forbidden that the deletion site in
step (1) is chosen as the insertion site so that this ex-
change process causes a change in the particle configu-
ration. However, in practice, this useless exchange is al-
lowed if the deletion site in step (1) is the only insertable
site.
We now show that this procedure satisfies the detailed
balance condition. We consider two particle configura-
tions {σAi } and {σBi } that are transferred from each other
by a particle-hole exchange update, as shown in Fig. 1.
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Fig. 1. (Color online) Transition processes between {σAi } and
{σBi } in the particle-hole exchange update. {σ
I
i} is an intermedi-
ate state (see text for its definition). The transition probabilities
among the states are shown above and below the arrows.
The two configurations are the same except at the two
sites p and q. We assume that the number of particles
in the two configurations is N ′. In Fig. 1, {σIi} is an in-
termediate state which is realized after the step (1) of
the exchange process. We see that the two sites p and
q are empty in the intermediate state. It is important
to notice that the intermediate state in the transition
process from {σAi } to {σBi } is the same as that in the
reverse process. As shown in Fig. 1, the transition from
{σAi } to {σBi } occurs if and only if the site q is chosen
from the N ′ deletable sites in step (1) and the site p is
chosen from the K{σIi} − 1 insertable sites in step (3)
(recall that the deletion site in step (1) is not chosen as
the insertion site). Therefore, the transition probability
T ({σAi } → {σBi }) is {N ′(K{σIi} − 1)}−1. The transition
probability of the reverse process T ({σBi } → {σAi }) is
also {N ′(K{σIi}−1)}−1 in the same way. As a result, we
find
T ({σAi } → {σBi }) = T ({σBi } → {σAi }). (11)
On the other hand, when the weight of each state de-
pends only on the number of particles, we obtain
P{σAi } = P{σBi }, (12)
because C{σAi } = C{σBi } = 1 and the number of par-
ticles is the same in the two configurations. It is clear
from Eqs. (11) and (12) that the detail balance condi-
tion Eq. (10) is satisfied.
It should be noted that the sampling from the distri-
bution Eq. (1) can not be achieved by only repeating
the exchange process because it preserves the number of
particles. It is necessary to combine the insertion-deletion
update with the particle-hole exchange update to yield
the sampling from the distribution Eq. (1).
4. Results
This section is devoted to show our simulation results.
For comparison, simulation is performed not only by the
LRMC method but also by the standard MC method.
In standard MC simulations, we adopted the Metropolis
transition probability. All of simulations are performed
for the BM model on regular random graphs with k = 3
and l = 1.
4.1 The chemical-potential dependence of the average
occupation density
To confirm that correct results are obtained by the
LRMC method, we first measured the average occupa-
 0.53
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Fig. 2. (Color online) The chemical potential µ dependences of
the average occupation density ρ(µ) measured by three differ-
ent simulation methods are compared. The data obtained by
the LRMC method, standard MC method, and replica exchange
method are denoted by open circles, open triangles, and open
squares, respectively. The model is the BM model on regular
random graphs with k = 3 and l = 1. The number of sites Nsite
is 512. The average over random graphs is taken over 100 sam-
ples.
tion density ρ in the grand-canonical ensemble by both
the LRMC and standard MC methods and compare their
results. We adopted a simulated annealing method: The
chemical potential µ is gradually increased from 0 to
10 in steps of ∆µ = 0.01. The system is kept at each
chemical potential for 105 MC steps, where one MC step
of the LRMC method is defined by Nsite trials of the
insertion-deletion update and subsequent Nsite particle-
hole exchange updates. The first 5 × 104 MC steps are
for relaxation and the subsequent 5 × 104 MC steps are
for measurement. The number of sites Nsite is 512. The
average over random graphs is taken over 100 samples.
The results of measurements of the average occupa-
tion density ρ(µ) are shown in Fig. 2. When µ is small,
both the data coincide with each other. This shows that
correct results are obtained by the LRMC method. On
the other hand, for larger µ, ρ(µ) obtained by the LRMC
method is clearly larger than that obtained by the stan-
dard MC method. In Fig. 2, we also show the data ob-
tained by the replica exchange method. The data of the
LRMC method are slightly smaller than those of the
replica exchange method for large µ. However, their dif-
ference is rather small. These facts indicate that the equi-
libration is accelerated by the use of the LRMC method.
4.2 The size and chemical-potential dependence of the
acceptance ratio of the insertion-deletion update
We next measured the size and chemical-potential de-
pendence of the acceptance ratio Paccept in the grand-
canonical ensemble. The measurement was performed in
both the LRMC and standard MC methods for compar-
ison. Because the acceptance ratio of the particle-hole
exchange update is unity, we measured the acceptance
ratio only for the insertion-deletion update. The condi-
tions of measurements are the same as those of average
occupation density ρ in §4.1. During the simulation, we
also measured the average of K{σi} at each µ.
In Fig. 3, the acceptance ratio Paccept is plotted as a
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Fig. 3. (Color online) The chemical potential µ dependence of the
acceptance ratio Paccept for the BM model on regular random
graphs with k = 3 and l = 1. The data measured by the LRMC
method are denoted by full symbols and those measured by the
standard MC method are denoted by open squares. The number
of sites Nsite in the standard MC method is 512. The four bold
arrows in the figure indicate the value of µ∗(Nsite) defined by
Eq. (13) at which the average number of the insertable sites is
one. The solid line is proportional to exp(−µ).
function of µ. The data measured by the LRMC method
are denoted by full symbols and those measured by the
standard MC method are denoted by open squares. We
find that the acceptance ratio of the LRMC method is
two or three orders of magnitude higher than that of the
standard MC method when µ is large. We also see that
the acceptance ratio of the LRMC method depends on
not only the chemical potential µ but also the size Nsite.
For a fixed µ, it increases with the size. In contrast, we
have checked that the acceptance ratio of the standard
MC method hardly depends on the size (not shown in
the figure).
The four arrows in the figure indicate the value of
chemical potential µ∗(Nsite) at which the average number
of the insertable sites is unity. To be specific, µ∗(Nsite)
is defined by
〈K{σi}〉Nsite,µ∗(Nsite) = 1. (13)
In this equation, the overline · · · denotes the average over
different realizations of regular random graphs and the
bracket 〈· · · 〉 denotes the average in the grand-canonical
ensemble. The two subscripts of the bracket denote the
size and chemical potential. We see from Fig. 3 that
Paccept decays exponentially above µ
∗(Nsite). We also no-
tice that Paccept is mostly determined by the difference
µ−µ∗(Nsite). In Fig. 4, Paccept is plotted as a function of
µ−µ∗(Nsite). All of the data nicely collapse into a single
curve. The inset of Fig. 4 shows the size dependence of
µ∗(Nsite). We see that µ
∗(Nsite) is approximately given
as
µ∗(Nsite) ≈ log(Nsite) + C. (14)
Now let us consider how this behavior of acceptance ra-
tio is understood. It is naturally expected that the accep-
tance ratio is close to unity when µ ≤ µ∗ because there
is at least one insertable site in this case. We can also
understand this behavior from a relation between N{σi}
and K{σi}. As shown in appendix A, the average num-
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Fig. 4. (Color online) Scaling plot of the acceptance ratio Paccept
of the LRMC method. In the figure, Paccept’s of the LRMC
method in Fig. 3 (full symbols) are plotted as a function of µ−µ∗.
The inset shows the size dependence of µ∗ which is defined by
Eq. (13).
ber of insertable sites 〈K{σi}〉µ in the ground-canonical
ensemble is related to that of particles 〈N{σi}〉µ by
〈K{σi}〉µ = e−µ〈N{σi}〉µ. (15)
We emphasize that this is a static relation and it is valid
for any Monte-Carlo methods which realize the grand-
canonical ensemble defined by Eq. (2). From Eqs. (2)
and (15), we find that the two acceptance ratios given by
Eqs. (6) and (7) become unity if the number of particles
N{σi} and that of the insertable sites K{σi} are equal
to their mean values.
We next consider the size dependence of µ∗. From
Eqs. (13) and (15), we obtain
〈K{σi}〉Nsite,µ∗ = ρ(Nsite, µ∗)Nsitee−µ
∗
= 1, (16)
where ρ ≡ 〈N{σi}/Nsite〉 is the average occupation den-
sity. Because ρ hardly depends on the size and its µ de-
pendence is much weaker than e−µ (see Fig. 2), it is
appropriate to approximate ρ by a constant, leading to
Eq. (14).
Lastly, we consider how the exponential decay of
Paccept above µ
∗(Nsite) is understood. We first focus on
the acceptance ratio for deletion. When µ > µ∗(Nsite),
K{σ′i} in Eq. (7) is very small. However, it is always
larger than one because {σ′i} is a particle configuration
after a particle is removed from a site. Note that it is
always possible to insert a particle into the deletion site.
Therefore, when µ ≫ µ∗, K{σ′i} in Eq. (7) is well ap-
proximated by one. Then, by regarding N{σi} in Eq. (7)
as a constant and using Eq. (2), we obtain
AR({σi} → {σ′i}) ∝ e−µ. (17)
We next turn to the acceptance ratio for the insertion.
Now the point is that the average number of particles
does not change once the system is equilibrated. There-
fore, because the insertion process and deletion process
are chosen with the equal probability, the equilibrium
value of AR and that of AI should be the same. This
means that AI is also given by Eq. (17). These are the
reasons why Paccept in Fig. 3 decays exponentially when
µ > µ∗. On the other hand, as we discussed above, the
acceptance ratio Paccept is close to unity when µ < µ
∗.
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Therefore, one can naturally expect that Paccept satisfies
a scaling law
Paccept(Nsite, µ) = G[µ− µ∗(Nsite)], (18)
where G is a scaling function which behaves as
G(X) =
{
1 (X ≪ 0),
e−X (X ≫ 0). (19)
As mentioned above, the validity of the scaling is nicely
demonstrated in Fig. 4.
4.3 Estimation of the efficiency
In order to estimate the efficiency of the LRMC
method quantitatively, we measure the autocorrelation
function of particle configurations defined by
C(t) =
∑
i 〈σi(t+ t′)σi(t′)〉 −
∑
i 〈σi(t′)〉2∑
i 〈σi(t′)σi(t′)〉 −
∑
i 〈σi(t′)〉2
. (20)
The average over random graphs was taken over 100 sam-
ples and the average in the grand-canonical ensemble was
taken over 320 MC runs with different random number
sequences. Therefore, we performed 32000 MC runs to
calculate C(t) for each µ. The time for equilibration, i.e.,
t′ in Eq. (20), is chosen to be sufficiently larger than the
relaxation time of the autocorrelation function.
To make comparisons between the LRMC and stan-
dard MC methods, we performed MC simulations with
the following three different methods:
(a) Standard MC method.
(b) LRMC method with only the insertion-deletion up-
date.
(c) LRMC method with both the insertion-deletion and
particle-hole exchange updates.
The autocorrelation function defined by Eq. (20) is mea-
sured in each of the three simulation methods to compare
their efficiencies. In the simulation method (b), one MC
step is defined by Nsite trials of the insertion-deletion
update. In the method (c), one MC step is defined by
Nsite trials of the insertion-deletion update and subse-
quent Nsite particle-hole exchange updates. The method
(c) was used in the measurements of the average occu-
pation density (Fig. 2) and the acceptance ratio (Figs. 3
and 4).
In Fig. 5 (i), we show C(t)’s measured with the three
simulation methods as a function of MC steps. The num-
ber of sites Nsite is 512 and the chemical potential µ is
6.5. We see that C(t)’s of the methods (b) and (c) decay
much faster than that of the method (a). We next try a
scaling of these data. The result is shown in Fig. 5 (ii).
In the figure, C(t) of the method (c) is plotted as a func-
tion of t, whereas C(t) of the method (a) and that of the
method (b) are plotted as a function of t/Ra and t/Rb,
respectively. The scaling factors Ra and Rb are evalu-
ated by fitting. We see that all of the data collapse into
a single curve. We confirmed that this scaling holds well
for all of the sizes (from 128 to 512) and chemical poten-
tials (from 0 to 6.5) we examined. These results indicate
that the local updates introduced in the LRMC method
do not change intrinsic dynamics of the system. By doing
(i)
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Fig. 5. (Color online) (i) The time dependence of the autocorre-
lation functions C(t)’s measured with the three different simu-
lation methods and (ii) their scaling plot. The model is the BM
model on regular random graphs with k = 3 and l = 1. The
number of sites Nsite is 512 and the chemical potential µ is 6.5.
The average over random graphs is taken over 100 samples. For
each sample, the average over thermal noise is taken over 320
independent MC runs with different random number sequences.
In Fig. (ii), C(t)’s measured with the three simulation methods
(a), (b), and (c) are plotted as a function of t/Ra, t/Rb, and
t, respectively. Ra and Rb are evaluated to be 901 and 20.8,
respectively, by fitting.
such analyses, we evaluated Ra and Rb for several Nsite’s
and µ’s.
We see from Fig. 5 (i) that C(t) of the method (c)
decays faster than that of the method (b). However, be-
cause the computational time of the method (c) per one
MC step is larger than that of the method (b), it is not
clear solely from this result whether the particle-hole ex-
change update is really effective or not. Therefore, we
first measured the computational times of the two meth-
ods per one MC step. As a result, we found that the
computational time of the method (c) is about 2.5 times
larger than that of the method (b) regardless of the size
and chemical potential. This means that the particle-
hole exchange update is effective if the scaling factor Rb
is larger than 2.5.
Figure 6 shows how Rb depends on the size and chem-
ical potential. We notice that Rb is larger than 2.5 for all
of the sizes and chemical potentials we examined. This
shows that the particle-hole exchange update is always
effective regardless of Nsite and µ. We also find that
1) Rb increases with µ.
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Fig. 6. (Color online) The µ dependence of the scaling factor Rb
for three sizes. The model is the BM model on regular random
graphs with k = 3 and l = 1. The particle-hole exchange update
is effective if Rb is larger than a threshold value 2.5 depicted by
the dash-dotted line (see text for details).
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Fig. 7. (Color online) The µ dependence of the scaling factor Ra
for three sizes. The model is the BM model on regular random
graphs with k = 3 and l = 1.
2) Rb increases with decreasing Nsite.
The fact 1) shows that the particle-hole exchange up-
date is more effective when µ is large. The fact 2) indi-
cates that the relative importance of the particle-hole ex-
change update increases with decreasing the size because
the acceptance ratio of the insertion-deletion update de-
creases with decreasing the size (see Fig. 3) and that of
the particle-hole exchange update is always unity.
Now let us turn to the comparison between the LRMC
and standard MC methods. Because the method (c) is al-
ways more efficient than the method (b), it is enough to
compare the two methods (a) and (c). Then, we first eval-
uated the scaling factor Ra for several sizes and chemical
potentials. Figure 7 shows the results. We see that the ra-
tio increases exponentially with µ. This means that the
superiority of the LRMC method to the standard MC
method increases rapidly with µ. To understand this be-
havior of Ra, it is worth recalling that the acceptance
ratio of the standard MC method decays exponentially
(see Fig. 3). On the other hand, such rapid decrease in
the acceptance ratio does not exist in the LRMCmethod.
As shown in Fig. 3, the acceptance ratio of the insertion-
deletion update decays more gradually than that of the
standard MC method. Furthermore, the acceptance ratio
10-1
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Fig. 8. (Color online) The µ dependence of the relaxation time τ
of the method (c) for three sizes. The model is the BM model on
regular random graphs with k = 3 and l = 1. τ is calculated by
Eq. (21).
of the particle-hole exchange update is unity. This differ-
ence in the acceptance ratio is probably the main reason
why the LRMC method is much more efficient than the
standard MC method when µ is large.
We next compared the two methods from a view point
of computational time. As a result, we found that, if the
standard MC method is implemented in a usual way,
the computational time of the LRMC method per one
MC step is about 7 times larger than that of the stan-
dard MC method. The efficiency of the LRMC method
is estimated by the number Ra divided by this ratio of
the computational time. Therefore, Fig. 7 shows that the
LRMC method is much more efficient than the standard
MC method for large µ even given the smallness of the
computational time of the standard MC method. How-
ever, we can reduce the computational time of the stan-
dard MC method greatly by using a multi-spin coding
technique,23, 24) which is a special numerical method for
models with discrete, especially binary, variables. Unfor-
tunately, this technique is not applicable to the LRMC
method. We found that, when this technique is used, the
computational time of the LRMC method is about 230
times larger than that of the standard MC method. This
means that the superiority of the LRMC method might
be reduced considerably by the use of the multi-spin
coding technique. However, when µ = 6.5, the LRMC
method is still about 5 times more efficient than the
standard MC method. We also remark that the multi-
spin coding technique is not always applicable when it is
used with an extended ensemble method. For instance,
the multi-spin coding technique is not incompatible with
the Wang-Landau method that is known to be efficient
for evaluating the density of states, because the weight
W{σi} in Eq. (2) always changes during the simula-
tion. Meanwhile, as demonstrated in §4.6, the LRMC
method can be efficiently coupled with the Wang-Landau
method.
Lastly, we examined how the relaxation time depends
on the size and chemical potential. The result is shown
in Fig. 8. Particle configuration {σi} is updated with the
method (c) and the relaxation time τ is defined by the
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integral
τ ≡
∫ tmax
0
dt′C(t′), (21)
where tmax is the maximum time until which we mea-
sured C(t). We confirmed that C(tmax) is almost zero
(see Fig. 5 (i)). For small µ, τ gradually increases with
µ and it does not depend on the size. In contrast, τ for
large µ depends not only on µ but also on Nsite, and it
rapidly increases with them. This result is consistent with
a previous result obtained by the cavity method that the
model exhibits a dynamical transition with the breaking
of ergodicity at µd ≈ 6.4.17) This result indicates that,
in the thermodynamic limit, the relaxation time diverges
at this chemical potential.
4.4 Comparison with the N -fold way method
In this subsection, we compare the LRMC method
with the N -fold way method in detail. The following is
the procedure of the conventional N -fold way method
without the particle-hole exchange update:
1) Calculate the sum of insertion probabilities Pins and
that of deletion probabilities Pdel in unit time by
using insertion and deletion lists. If we employ the
Metropolis transition probability, they are given as
Pins ≡ K{σi}, (22)
Pdel ≡ N{σi}e−µ. (23)
2) Determine the residence time τ at the current state
with exponential distribution
Q(τ)dτ = Ptotal exp(−Ptotalτ)dτ, (24)
where Ptotal ≡ Pins + Pdel.
3) Increase the time by τ .
4) Determine an event which happens after the stay.
The probability for insertion event and that for dele-
tion event are Pins/Ptotal and Pdel/Ptotal, respec-
tively.
5) If insertion is chosen in step 4), select an insertion
site at random from the insertion list and insert a
particle at the site. Otherwise, select a deletion site
at random and delete a particle from the site.
6) Update the insertion and deletion lists.
7) Return to 1).
An advantage of the N -fold way method over the
insertion-deletion update in the LRMC method is that
it is a rejection-free method. In the N -fold way method,
the event determined in step 4) is always performed
in step 5). We therefore expect that the efficiency of
the N -fold way method is higher than that of the the
insertion-deletion update in the LRMC method. Another
characteristic of the N -fold way method is that resi-
dence times determined in step 2) differ from state to
state. This means that each sampled state has a differ-
ent weight. In contrast, each state sampled by the LRMC
method has an equal weight. This property makes combi-
nations between the LRMC method and other MC meth-
ods such as the replica exchange method and the Wang-
Landau method simpler. However, it should be noted
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Fig. 9. (Color online) The time dependence of the autocorrelation
functions measured with the LRMC method (circles) and the
N-fold way method (squares). The data without the particle-
hole exchange update and those with the particle-hole exchange
update are denoted by open and full symbols, respectively. The
model is the BM model on regular random graphs with k = 3
and l = 1. The number of sites Nsite is 512 and the chemical
potential µ is 6.5. The average over random graphs is taken over
100 samples. For each sample, the average over thermal noise
is taken over 320 independent MC runs with different random
number sequences.
that such combinations are also possible in the N -fold
way method.25)
To evaluate the efficiency of the N -fold way method,
we measured the autocorrelation function defined by
Eq. (20). In this calculation, we define one MC step by
Nsite updates in the particle configuration. The condi-
tions of measurements are the same as those in the pre-
vious subsection. The results are shown in Fig. 9. The
number of sites Nsite is 512 and the chemical potential
µ is 6.5. We also show the autocorrelation functions in
the LRMC method, which have already been shown in
Fig. 5, for comparison. The data without the particle-
hole exchange update and those with the particle-hole ex-
change update are denoted by open and full symbols, re-
spectively. As expected, C(t)’s of the N -fold way method
decay faster than those of the LRMC method regardless
of whether we use the particle-hole exchange update or
not. Because the computational time of the N -fold way
method per one MC step is comparable with that of the
LRMC method, this result shows that the N -fold way
method is superior to the LRMC method in efficiency.
However, we have checked that the difference between the
two methods in efficiency becomes smaller and smaller as
the acceptance ratio of the insertion-deletion update in-
creases. As shown in Fig. 3, the acceptance ratio increases
with increasing Nsite or decreasing µ.
We also see from Fig. 9 that C(t) of the LRMC method
with the particle-hole exchange update decays slightly
faster than that of the conventional N -fold way method
without the particle-hole exchange update. Even if we
take the difference in the computational time per one
MC step into account, we can fairly say that they are
comparable in efficiency.
Figure 9 also shows that the decay of the autocorrela-
tion function in the N -fold way method is accelerated by
the particle-hole exchange update. To examine whether
the particle-hole exchange update is effective or not in
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Fig. 10. (Color online) The µ dependence of the scaling factor Rb
in the N-fold way method. The data for Nsite = 128, 256, and
512 are denoted by full circles, full triangles, and full squares
respectively. The model is the BM model on regular random
graphs with k = 3 and l = 1. The particle-hole exchange update
is effective if Rb is larger than a threshold value 2.8 depicted by
the dash-dotted line (see text for details).
more detail, we performed an analysis similar to that in
Fig. 6. The result is shown in Fig. 10. Because the com-
putational time of the N -fold way method per one MC
step with the particle-hole exchange update is about 2.8
times larger than that without the particle-hole exchange
update, the particle-hole exchange update is effective if
the scaling factor Rb is larger than 2.8. We see that the
efficiency of the N -fold way method is improved by the
the particle-hole exchange update for all of the sizes and
chemical potentials. In particular, it is rather effective
when the chemical potential is large.
4.5 Effect of local update method on the replica ex-
change method
As we mentioned before, extended ensemble meth-
ods such as the multicanonical method,12, 13) the Wang-
Landau method,14, 15) and the exchange MC method16)
are known to be quite effective to relieve the problem
of slow equilibration in glassy systems. The effectiveness
of the extended ensemble methods is demonstrated in
Fig. 11. In the figure, the sample average of a maximum
density ρmax observed during simulation is plotted as a
function of 1/Nsite. The measurement is performed by
both the replica exchange and simulated annealing meth-
ods. When Nsite is small, there is no difference between
the two data. However, we clearly see the difference for
large Nsite. ρmax measured by the simulated annealing
method is saturated to a value around 0.5742, whereas
ρmax measured by the replica exchange method continues
to increase with the size. Furthermore, the extrapolated
value of ρmax in the thermodynamic limit agrees well
with the close-packing density ρs = 0.57574 obtained by
the cavity method.17, 18)
Because extended ensemble methods work well even in
glassy systems, one may consider that the choice of lo-
cal update method is not so important as long as we use
an extended ensemble method. However, there is a pos-
sibility that the efficiency of extended ensemble methods
depends on the efficiency of local update methods. In
fact, it has been pointed out that details of local update
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Fig. 11. (Color online) The sample averages of a maximum den-
sity ρmax measured in two different simulation methods are com-
pared. The data measured in the replica exchange method and
those in the simulated annealing method are denoted by full cir-
cles and full triangles, respectively. In the figure, ρmax is plotted
as a function of 1/Nsite. The straight line is a fitting line obtained
from the data of the replica exchange method.
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Fig. 12. (Color online) The chemical potential µ dependence of
the acceptance ratio of the replica exchange Pex for several sizes.
The model is the BM model on regular random graphs with
k = 3 and l = 1. The average over random graphs is taken over
100 samples. The data with the standard MC method and those
with the LRMC method are denoted by full and open symbols,
respectively. They completely collapse into each other.
affect the efficiency of the replica exchange method.26)
We therefore examined how the efficiency of the replica
exchange method concerning chemical potential depends
on the choice of the local update method. The local up-
date methods we examined are the standard MC method
and the LRMC method (the method (c) in §4.3). In the
replica exchange method, every two replicas at adjacent
chemical potentials µi and µi+1 are attempted to be ex-
changed per one MC step. We set the lowest chemical
potential and the highest one at 0 and 8, respectively.
The intermediate chemical potentials between them are
determined so that the acceptance ratio of the replica ex-
change Pex is roughly constant. The number of replicas
is 64. A common set of chemical potentials is used for
two simulations with different local update methods. To
evaluate the efficiency of the replica exchange method,
we measured the ergodic time τE. This is defined by the
average MC steps for each replica to move from the high-
est chemical potential to the lowest one and return to the
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Fig. 13. (Color online) (i) The time dependences of the chemical
potential of a specific replica measured with two different local
update methods are compared. The data with the standard MC
method and those with the LRMC method are shown in the
upper and lower panels, respectively. The number of sites Nsite
is 512. (ii) The size dependences of the ergodic time τE measured
with two different local update methods are compared. The data
with the standard MCmethod and those with the LRMCmethod
are denoted by full circles and full triangles, respectively. In both
figures, the model is the BM model on regular random graphs
with k = 3 and l = 1. In the measurements of τE, the average
over random graphs is taken over 100 samples.
highest one. Because the system quickly forgets the cur-
rent particle configuration at low µ’s, the relaxation time
of the replica exchange method is roughly estimated by
the ergodic time.
In Fig. 12, the acceptance ratio of the replica exchange
Pex with the standard MC method and that with the
LRMC method are plotted as a function of µ. We see
that the two acceptance ratios are completely the same
at all of the chemical potentials and sizes. We next show
in Fig. 13 (i) how the chemical potential of a specific
replica changes with time by the replica exchange pro-
cess. The number of sites Nsite is 512. We clearly see
that the movement of the replica with the standard MC
method is different from that with the LRMC method.
In the former case, there is a bottle-neck in the replica
movement around µ ≈ 4. In contrast, such bottle-neck
does not exist in the latter case. Figure 13 (ii) shows the
size dependence of the ergodic time τE of the two local
update methods. As expected from Fig. 13 (i), the er-
godic time with the standard MC method is much larger
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Fig. 14. (Color online) The rate of failure of the DOS mea-
surement by the Wang-Landau method with the standard MC
method. The model is the BM model on regular random graphs
with k = 3 and l = 1. The DOS was measured for 100 samples
with different random graphs at each Nsite and the rate of failure
was calculated from the results of these measurements.
than that with the LRMC method. The ratio of the for-
mer to the latter increases with the size and it reaches
more than 102 when Nsite = 1024. These results show
that the efficient local update method is important to
make the replica exchange method more effective.
4.6 Effect of local update method on the Wang-Landau
method
In this subsection, we examine how the choice of the
local update method affects the efficiency of the den-
sity of state (DOS) measurement by the Wang-Landau
method.14, 15) In the BM model, the DOS is defined by
Ω(N ′) ≡ Tr{σi}δ(N ′ −N{σi})C{σi}, (25)
where C{σi} is the indicator function which appears in
Eq. (1).
The local update methods we examined are the same
as in the previous subsection, i.e., the standard MC
method and the LRMC method (the method (c) in §4.3).
The DOS is measured in the range of 0 ≤ ρ ≡ N/Nsite ≤
0.572. The calculation of the DOS is parallelized by di-
viding the whole range into three sub-ranges and calcu-
lating the DOS in each sub-range independently. To be
specific, we set the three ranges as follows:
(a) 0 ≤ ρ ≤ 0.55.
(b) 0.54 ≤ ρ ≤ 0.565.
(c) 0.56 ≤ ρ ≤ 0.572.
We set the lower bounds of the three ranges so that
they are lower than the dynamical transition density
ρd = 0.5708
17, 18) at which the ergodicity is broken. Be-
cause the three ranges include a region ρ ≤ ρd where a
fast mixing is realized, we can expect that the Wang-
Landau method efficiently calculate the DOS. By the
Wang-Landau method, we can only calculate the relative
DOS which is proportional to the absolute DOS defined
by Eq. (25). We therefore calculate the absolute DOS by
the following procedure: We first adjust the ratios of the
proportionality constants of adjacent ranges to connect
them as well as possible. It should be noted that there
is overlap between two adjacent ranges. We next use the
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Fig. 15. (Color online) The size dependences of the total MC
steps of the DOS calculations with two different local update
methods are compared. The data with the standard MC method
and those with the LRMC method are denoted by full circles
and full triangles, respectively. The total MC steps are the sum
of MC steps of all of the three ranges. The DOS was measured
for 100 samples with different random graphs at each Nsite and
the average is taken over the samples for which we succeeded in
calculating the DOS against all of the three ranges. The model is
the BM model on regular random graphs with k = 3 and l = 1.
condition Ω(0) = 1 to determine the three proportion-
ality constants. This condition comes from the fact that
the number of particles is zero if and only if all of the
sites are empty.
To measure the DOS, we used the standard procedure
of the Wang-Landau method. The detailed conditions
are as follows: We set the initial value of the modifica-
tion factor f to exp(0.1). The histogram is checked every
1000 MC steps. We regard the histogram H(N) as flat
when H(N) for all N is not less than 80% of their mean
value. If the histogram is flat, we reduce the modifica-
tion factor as fk+1 =
√
fk and reinitialize H(N) to zero.
We stop our simulation after we reduce the modification
factor 20 times. Because we set the initial value of f
to exp(0.1), the final value of f is exp(0.1 × 2−20). We
checked that the calculated DOS converges well in later
stages of simulations. The numbers of sites we examined
were 2m (m = 7, 8, · · · , 13) for the calculations with the
LRMC method, and 2n (n = 7, 8, 9) for those with the
standard MC method. For each Nsite, we calculated the
DOS for 100 samples with different random graphs. We
set the maximum MC steps at each modification factor
to 5 × 108. If the histogram does not become flat until
this MC steps, we regard the DOS calculation as failed
and stop the simulation of the sample.
Figure 14 shows the rate of failure of the DOS calcula-
tion with the standard MCmethod. The rate is measured
for each range. We see that it increases with increas-
ing Nsite. The rate of failure of the range (c) is 100%
when Nsite is 512. In contrast, when we used the LRMC
method as a local update, the rates of failure were 0% for
all of Nsite’s and ranges. We also examined how the total
MC steps of the DOS measurement, which are the sum
of MC steps of all of the three ranges, depend on Nsite.
In Fig. 15, we plot the average of the total MC steps as
a function of Nsite. The average is calculated from the
samples for which we succeeded in calculating the DOS
against all of the three ranges. We do not show the data
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Fig. 16. (Color online) The density ρ dependence of the entropy
per site for five sizes. The entropy is measured by the Wang-
Landau method with the LRMC method. The model is the BM
model on regular random graphs with k = 3 and l = 1. The
average over random graphs is taken over 100 samples.
at Nsite = 512 for the standard MC method because the
rate of failure of the range (c) was 100%. Because we
exclude the samples in which we failed to measure the
DOS, the average of total MC steps is underestimated in
the standard MC method. Nevertheless, the average of
total MC steps in the standard MC method is more than
1000 times larger than that in the LRMC method even
at Nsite = 128. This result shows that the efficiency of
the Wang-Landau method is much improved by the use
of the LRMC method.
In Fig. 16, the entropy per site s(N) = S(N)/Nsite is
plotted as a function of ρ for several Nsite’s, where the
entropy is defined by
S(N) ≡ log{Ω(N)}. (26)
We only show the data with the LRMC method in the
figure. We see that all of the data almost completely
collapse into a single curve. s(ρ) starts to drop around
ρ ≈ 0.32 and it becomes close to zero at the highest den-
sity ρ = 0.572 of our calculation. This result is reasonable
because the close-packing density ρs is estimated to be
0.57574 by the cavity method.17, 18)
5. Conclusions
In this paper, we have presented an efficient Monte
Carlo method called the LRMC method for lattice glass
models which are characterized by hard constraint condi-
tions. Like the N -fold way method, we make a list of the
sites into which we can insert a particle, and update it
whenever the particle configuration is changed. By utiliz-
ing the list, we can avoid a useless trial of insertion which
conflicts with the constraint conditions. The efficiency of
the LRMC method with the particle-hole exchange up-
date is much higher than that of the standard Monte-
Carlo method, and it is comparable with that of the
conventional N -fold way method without the particle-
hole exchange update. We also found that the particle-
hole exchange update is rather effective for the N -fold
way method. The efficiency of the N -fold way method is
considerably improved by adopting the particle-hole ex-
change update into the method. We also have shown that
the efficiency of the replica exchange method and that of
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the Wang-Landau method are improved much by using
the LRMC method as a local update method. This result
shows that the efficient local update method is quite im-
portant to make these extended ensemble methods more
effective.
In the present study, the LRMC method was applied
only to the BM model on a regular random graph. How-
ever, like the N -fold way method, the LRMC method
is applicable no matter whether the model is defined
on a sparse random graph or a usual lattice in finite
dimensions. Furthermore, an applicable class of mod-
els includes not only general lattice glass models but
also constraint-satisfaction problems with binary vari-
ables such as K-satisfiability problems and vertex cover
problems.27) We hope that our study will stimulate fur-
ther research in this field.
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Fig. A·1. (Color online) Schematic illustration of transitions be-
tween states with N{σi} = N
′ and those with N{σi} = N
′ + 1.
The solid lines denote transitions between states. In the figure,
K{σ
(A)
i
} = 2 and N{σ
(B)
i
} = 3. The total number of transitions
Ntrans is calculated to be 9 by summing up either N{σi}’s of
the states with N{σi} = N
′ + 1 or K{σi}’s of the states with
N{σi} = N
′.
Appendix A: The deviation of Eq. (15)
We now consider to calculate the total number of tran-
sitions Ntrans between states with N{σi} = N ′ and those
with N{σi} = N ′ + 1. As shown in Fig. A·1, we can es-
timate Ntrans by counting either transitions caused by
deleting a particle or those caused by inserting a parti-
cle. It is obvious that the two estimations give the same
number. From the former estimation, we obtain
Ntrans = Tr
(N ′+1)N{σi}, (A·1)
where Tr(N
′) denotes the sum over particle configurations
with N{σi} = N ′. In Eq. (A·1), we have used the fact
that the system can translate from a state {σi} to N{σi}
different states because deletion of a particle never con-
flicts with the constraint conditions. On the other hand,
we obtain from the latter estimation that
Ntrans = Tr
(N ′)K{σi}. (A·2)
From Eqs. (A·1) and (A·2), we obtain
Tr(N
′+1)N{σi} = Tr(N
′)K{σi}. (A·3)
This equation is valid for 0 ≤ N ′ ≤ Nmax − 1, where
Nmax is the maximum number of particles among all of
possible particle configurations.
The average number of particles 〈N{σi}〉µ in the
ground-canonical ensemble is given as
〈N{σi}〉µ = Z−1G
Nmax∑
N ′=1
exp[µN ′]Tr(N
′)N{σi}, (A·4)
where ZG is the grand partition function. Note that the
lower bound of the sum in the right hand side is one. In
a similar way, 〈K{σi}〉µ is given as
〈K{σi}〉µ = Z−1G
Nmax−1∑
N ′=0
exp[µN ′]Tr(N
′)K{σi}. (A·5)
We set the upper bound of the sum to Nmax − 1 be-
cause K{σi} = 0 for states with the maximum number
of particles. By substituting Eq. (A·3) into Eq. (A·5), we
obtain
〈K{σi}〉µ
= Z−1G
Nmax−1∑
N ′=0
exp[µN ′]Tr(N
′+1)N{σi}
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Fig. B·1. (Color online) An example when Insert(r) depends on
σp, where r is a next nearest-neighbouring site of p. The values
of the two parameters of the BM model are k = 3 and l = 1. In
the particle configuration (b), it is impossible to insert a particle
into the site r because the number of the nearest-neighbouring
particles of the site q becomes larger than l = 1 by the insertion.
= e−µZ−1G
Nmax−1∑
N ′=0
exp[µ(N ′ + 1)]Tr(N
′+1)N{σi}
= e−µ〈N{σi}〉µ, (A·6)
where we have used Eq. (A·4) to go from the third line
to the fourth, eventually Eq. (15) is obtained.
Appendix B: The method to detect the sites on
which the insertion list has to be
updated
In the LRMC method, we need to update the insertion
list whenever a particle is inserted into a site or deleted
from there. In order to do that, we first need to detect
the sites on which the insertion list has to be updated. In
this appendix, we describe the method to detect them.
We emphasize that it is quite important to perform this
procedure as efficient as possible because this is one of
the most fundamental procedure in the LRMC method.
We introduce two variables to explain the method.
Firstly, a Boolean Insert(p) is .TRUE. if it is possible to
insert a particle at the site p, or it is .FALSE. otherwise.
The purpose of this appendix is to detect the sites at
which Insert(p) changes from .TRUE. to .FALSE. or con-
versely by insertion or deletion of a particle. Secondly,
an integer NNN(p) denotes the number of the nearest-
neighbouring particles at site p. Due to the constraint
conditions of the BM model, NNN(p) has to be less than or
equal to l if the site p is occupied by a particle. After we
choose an initial particle configuration, we set Insert(p)
and NNN(p) at the beginning of the simulation. Then, we
update them whenever a particle is inserted or deleted.
The organization of this appendix is as follows: In §B.1,
we explain basic strategy to detect the sites at which
Insert(p) changes by insertion or deletion of a particle.
In this subsection, we consider the general case that the
two parameters k and l of the BM model are arbitrary
integers. In §B.2, we consider a special case l = 1 and
explain an optimized method for this case. In these two
subsections, we assume that the graph does not have
a loop which involves an insertion or deletion site. We
consider in §B.3 how the method to detect the changed
sites should be modified when such loop exists.
B.1 Basic strategy in the general BM model
In this subsection, we consider the general case that
the two parameters k and l of the BM model are arbi-
trary integers, and explain the basic strategy to detect
the sites at which Insert changes from .TRUE. to .FALSE.
or conversely by insertion or deletion of a particle. Firstly,
in the following subsection, we consider at which sites
such change in Insert may occur. It is important to re-
duce the possible sites as many as possible to reduce the
computational time. Secondly, in §B.1.2, we explain the
general method to judge whether a change in Insert
really occurs or not.
B.1.1 Specification of the possible sites
We consider to insert or delete a particle at a site p.
Then, σp changes from 0 to 1 or conversely. There are
three kinds of sites where Insert may change: the site
p itself, the nearest-neighbouring sites of p, and the next
nearest-neighbouring sites of p. Firstly, let us consider
the case of the site p itself. After we delete a parti-
cle from the site p, Insert(p) becomes .TRUE.. On the
other hand, after we insert a particle into the site p,
Insert(p) becomes .FALSE. because the site p has al-
ready been occupied by a particle. These two facts mean
that Insert(p) always changes by the insertion or dele-
tion of a particle at the site p. Therefore, we do not need
to judge whether the change occurs or not. Secondly,
concerning a nearest-neighbouring site q, it is apparent
that Insert(q) is .FALSE. if the site q is already occupied
by a particle. This means that we do not need to judge
whether Insert(q) changes or not if σq is 1. Lastly, we
consider the case of a next nearest-neighbouring site r.
As it is shown in Fig. B·1, if Insert(r) depends on σp,
the nearest-neighbouring site q which is between p and r
has to be occupied by a particle. In other words, we do
not need to judge whether Insert(r) changes or not if
σq is 0.
By taking all of these considerations into account, we
find that the following procedure is enough to list all
of the sites where Insert changes by the insertion or
deletion of a particle at the site p:
(I) Add the site p into the list.
(II) Perform the following procedure for all of the
nearest-neighbouring sites q:
(i) If σq = 0, judge whether Insert(q) changes or
not. If it changes, add the site q into the list.
(ii) If σq = 1, check all of the next nearest-
neighbouring sites r which connect with the site q
whether Insert(r) changes or not. If it changes,
add the site r into the list.
B.1.2 General method to judge whether Insert changes
or not
When Insert(q) may change at a site q by the inser-
tion or deletion of a particle at the site p, we have to judge
whether the change really occurs or not. In this sub-
section, we consider how we judge it. Because, as men-
tioned above, Insert is updated whenever a particle is
inserted or deleted, we know whether Insert(q) is .TRUE.
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Fig. B·2. (Color online) Three examples when one of the three
necessary and sufficient conditions for Insert(i) = .TRUE. is not
satisfied, and two examples when all of the three conditions are
satisfied. The values of the two parameters of the BM model are
k = 3 and l = 1. The first, the second, and the third condition
are not satisfied in the case (i), (ii), and (iii), respectively. In
contrast, all of the three conditions are satisfied in the cases (iv)
and (v).
or .FALSE. before the insertion or deletion. Therefore, to
judge whether the change occurs or not, it is sufficient
to know whether Insert(q) is .TRUE. or .FALSE. after the
insertion or deletion. As shown in Fig. B·2, the neces-
sary and sufficient conditions for Insert(i) = .TRUE. are
as follows:
• σi = 0.
• NNN(i) ≤ l.
• NNN(j) ≤ l − 1 for all of the nearest-neighbouring
sites j of the site i which are occupied by a particle.
Therefore, Insert(i) is .TRUE. if all of the three condi-
tions are satisfied. Otherwise, it is .FALSE..
B.2 Optimized method for l = 1
In principle, we can judge whether Insert changes
or not by the method described in §B.1.2. However, it
is time-consuming to examine whether all of the three
necessary and sufficient conditions mentioned in §B.1.2
are satisfied or not for all of the sites at which Insert
may change. In this subsection, we consider a special
case l = 1, and consider to reduce the procedure for the
judgement as much as possible.
Before we describe the details of the method, for the
convenience of explanation, we show the necessary and
sufficient conditions for Insert(i) = .TRUE. in the case
of l = 1:
(a) σi = 0.
(b) NNN(i) is either 0 or 1.
(c) If NNN(i) is 1, NNN(j) = 0, where j is the nearest-
neighbouring site which is occupied by a particle.
B.2.1 Judgement at a next nearest-neighbouring site
In this subsection, we consider to judge whether
Insert(r) changes or not at a next nearest-neighbouring
site r. Figure B·3 shows an example of possible parti-
cle configurations when we judge the site r. The particle
configuration changes from (a) to (b) or conversely by
inserting or deleting a particle at the site p, respectively.
We see that these particle configurations satisfy the fol-
lowing three conditions:
(1) σq = 1, where q is the nearest-neighbouring site be-
tween p and r.
.TRUE.
.FALSE.
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Fig. B·3. (Color online) An example of particle configurations
when we judge next nearest-neighbouring sites. The values of
the two parameters of the BM model are k = 3 and l = 1. The
particle configuration changes from (a) to (b) or conversely by in-
serting or deleting a particle at the site p, respectively. Insert(r)
changes by the insertion or deletion of a particle at the site p,
whereas such change does not occur at the site s.
(2) Both σr and σs is 0, where r and s are the next
nearest-neighbouring sites which connect with q.
(3) Both Insert(r) and Insert(s) are .FALSE. when
σp = 1.
The first condition comes from the fact that we need to
judge the site r only if σq is 1 (see the procedure (ii)
in the last paragraph of §B.1.1). The second condition
comes from the fact that the constraint condition has
to be satisfied at the site q even if σp = 1. The third
condition comes from the fact that NNN(q) has already
been 1(= l) when σp = 1. From the condition (3), we
find that Insert(r) changes by inserting or deleting a
particle at the site p if and only if Insert(r) is .TRUE.
when σp = 0.
Therefore, we next consider the necessary and suffi-
cient conditions so that Insert(r) is .TRUE. under the
prior condition σp = 0. As we mentioned above, there are
the three necessary and sufficient conditions (a)-(c) men-
tioned at the beginning of of §B.2 so that Insert(r) is
.TRUE.. However, in practice, we do not need to check all
of the three conditions. Firstly, the condition (a) is satis-
fied automatically due to the condition (2). Secondly, if
NNN(r) is 1 and the condition (b) is satisfied (note that
it is impossible that NNN(r) = 0 because σq = 1), the
condition (c), i.e., NNN(q) = 0, is also satisfied automati-
cally because σp = 0 by the prior condition and both σr
and σs are 0 by the condition (2). From these two facts,
we find that the condition (b) is the only necessary and
sufficient condition we have to check.
In conclusion, Insert(r) changes by the insertion or
deletion of a particle at the site p if and only if NNN(r) is
1.
B.2.2 Judgement at a nearest-neighbouring site after
the insertion of a particle into the site p
In this subsection, we consider to judge whether
Insert(q) changes or not by the insertion of a particle at
the site p, where q is a nearest-neighbouring site. Because
we insert a particle into the site p, it is impossible that
Insert(q) changes from .FALSE. to .TRUE. by the inser-
tion. Therefore, the necessary and sufficient conditions
that Insert(q) changes are that Insert(q) before the in-
sertion is .TRUE. and that Insert(q) after the insertion
is .FALSE.. Because Insert is updated at each step, we
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know Insert(q) before the insertion. Therefore, we can
easily check whether the first condition is satisfied or
not. We next consider the second condition. To this end,
it is convenient to consider the necessary and sufficient
conditions for the complementary event that Insert(q)
after the insertion is .TRUE.. In general, the necessary
and sufficient conditions are the three conditions (a)-(c)
mentioned at the beginning of §B.2. However, because
we need to judge the site q only if σq is 0 (see the pro-
cedure (i) in the last paragraph of §B.1.1), the condition
(a) is always satisfied. We also notice that NNN(q) can not
be 0 after the insertion at the site p. Therefore, the nec-
essary and sufficient conditions that Insert(q) after the
insertion is .TRUE. are that NNN(q) = 1 and NNN(p) = 0.
This means that Insert(q) after the insertion is .FALSE.
if and only if either NNN(q) 6= 1 or NNN(p) 6= 0, or both.
In conclusion, Insert(q) changes from .TRUE. to
.FALSE. if and only if the following two conditions are
satisfied:
• Insert(q) is .TRUE. before a particle is inserted at
the site p.
• Either NNN(q) 6= 1 or NNN(p) 6= 0, or both, after a
particle is inserted into the site p.
It should be noted that NNN(q) and NNN(p) are the num-
bers of the nearest-neighbouring particles after a particle
is inserted into the site p.
B.2.3 Judgement at a nearest-neighbouring site after
the deletion of a particle from the site p
In this subsection, we consider to judge whether
Insert(q) changes or not by the deletion of a particle at
the site p, where q is a nearest-neighbouring site. From a
consideration similar to that in the previous subsection,
we find that the necessary and sufficient conditions that
Insert(q) changes are that Insert(q) before the dele-
tion is .FALSE. and that Insert(q) after the deletion is
.TRUE.. Firstly, as mentioned in the previous subsection,
we can easily check whether the first condition is satisfied
or not. Secondly, Insert(q) after the deletion is .TRUE. if
and only if all of the three conditions (a)-(c) is satisfied.
However, because the site q is judged only if σq is 0 (see
the procedure (i) in the last paragraph of §B.1.1), we can
remove the condition (a) from them.
In conclusion, Insert(q) changes from .FALSE. to
.TRUE. if and only if the following three conditions are
satisfied:
• Insert(q) is .FALSE. before a particle is deleted from
the site p.
• NNN(q) is 0 or 1.
• If NNN(q) is 1, NNN(j) is 0, where j is the nearest-
neighbouring site of q which is occupied by a parti-
cle.
We again emphasize that NNN(q) and NNN(j) are the num-
bers of the nearest-neighbouring particles after a particle
is deleted from the site p.
B.3 The case when a loop exists around the insertion
or deletion site
In §B.1 and §B.2, we have implicitly assumed that
there is no loop which involves the insertion or dele-
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Fig. B·4. (Color online) Three examples of a graph when a loop
which involves the insertion or deletion site p exists. The length
of the loop is 3 in the case (a), 4 in the case (b), and 5 in the
case (c).
tion site p. In this subsection, we explain how we should
change the method described in §B.1 and §B.2 when a
loop which involves the site p exists. Figure B·4 shows
examples of a graph when there is a loop. The length
of the loop is 3 in the case (a), 4 in the case (b), and 5
in the case (c). We can check that the method to judge
whether Insert changes or not is still valid even if such
loop exists. Therefore, we do not need to modify both the
general method described in §B.1.2 and the optimized
method for l = 1 described in §B.2. The only part we
should change is the specification of the possible sites
described in §B.1.1.
When a loop whose length is either 3 or 4 exists, i.e., in
the cases (a) and (b) in Fig. B·4, we should be careful not
to check a site twice as a possible site. When the length
of the loop is equal to or larger than 5 like the case (c),
we do not need to care about it. We hereafter consider
the two cases (a) and (b). Firstly, when we check the site
q in the case (a), we should exclude the site r from the
next nearest-neighbouring sites so as not to check this
site in the procedure (ii) in the last paragraph of §B.1.1.
Otherwise, the site r is checked twice because this site
is checked in the procedure (i) as a nearest-neighbouring
site. To avoid this double check, in the procedure (ii), we
should check a site r when it satisfies the following two
conditions:
• r is a nearest-neighbouring site of q.
• r is neither p nor one of the nearest-neighbouring
sites of p.
Because these two conditions only depend on the shape
of the graph, it is enough to calculate the set of sites
which satisfy the two conditions once at the beginning
of the simulation. This calculation should be done for
each site. We next consider the case (b) in Fig. B·4. We
suppose that, as shown in the figure, both q and r are
occupied by a particle. Then, if we naively perform the
procedure described in §B.1.1, the site t is checked twice
as a possible site. When l = 1, this kind of double check
does not occur even if we naively perform the procedure
because it is impossible that both q and r are occupied by
a particle. Note that NNN(p) ≤ l = 1 because Insert(p) is
.TRUE. when σp = 0. However, if l ≥ 2, we should modify
the procedure so as to check the site t once when both q
and r are occupied by a particle.
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Appendix C: The method to update the inser-
tion list
In this appendix, we explain the method to update
the insertion list. Before we start the explanation, we
explain the situation when we update the insertion list
and introduce several technical terms. We assume that
we know all of the sites into which we can insert a par-
ticle. This information is stored in an array List. The
value of List(m) denotes the m-th site into which we
can insert a particle. The number of the insertable sites
is stored in an integer Nlist. We assume that List(m) is
0 for m > Nlist. We also assume that we know where an
insertable site i is recorded in the array List. This infor-
mation is stored in an array Reverse(i) and the value of
Reverse(i) denotes the position in the array List. That
is to say, if the number of Reverse(i) is, say, 10, the site i
is insertable and List(10) = i. It is worth noticing that,
if we set Reverse(i) to a negative integer such as −1
when the site i is not insertable, we do not need to pre-
pare the array Insert(i) introduced in the appendix B
because we can store the information whether the site i
is insertable or not in Reverse(i). In this setting, posi-
tive Reverse(i) corresponds to Insert(i) = .TRUE. and
negative Reverse(i) corresponds to Insert(i) = .FALSE..
After we choose an initial particle configuration, we set
the two arrays List(m) and Reverse(i) and the inte-
ger Nlist at the beginning of the simulation. Then, we
update them whenever a particle is inserted or deleted.
We now start to explain the method to update the
insertion list. We assume that we have detected all of
the sites on which the insertion list has to be updated by
using the method described in the appendix B. There
are two operations to update the insertion list:
(A) Remove a site i from the list.
(B) Add a site i into the list.
We first consider the operation (A). Now the point is
that, when we insert a particle, we choose the insertion
site at random from the array List. This means that the
order in the list is not important. Therefore, when we
remove them-th element from the list (m = Reverse(i)),
we can replace the m-th element with the last element
and set the last element to zero after that. By taking this
and the fact that Reverse(i) = m into account, we can
perform the operation (A) in the following way:
Reverse(List(Nlist))=Reverse(i)
List(Reverse(i))=List(Nlist)
List(Nlist)=0
Nlist=Nlist-1
Reverse(i)=-1
The operation (B) is simpler. We just add the site i at
the end of the list. This is performed in the following
way:
Nlist=Nlist+1
List(Nlist)=i
Reverse(i)=Nlist
