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We investigate superradiant-like dynamics of the nuclear-spin bath in a single-electron quantum
dot, by considering electrons cyclically shuttling on/off an isotopically enriched ‘nuclear-spin island’.
Assuming a uniform hyperfine interaction, we discuss in detail the nuclear spin evolution under
shuttling and its relation to superradiance. We derive the minimum shuttling time which allows
to escape the adiabatic spin evolution. Furthermore, we discuss slow/fast shuttling under the
inhomogeneous field of a nearby micromagnet. Finally, by comparing our scheme to a model with
stationary quantum dot, we stress the important role played by non-adiabatic shuttling in lifting
the Coulomb blockade and thus establishing the superradiant-like behavior.
Coherent control of spins in solid-state systems is a
subject of intense research, both from the point view
of fundamental physics as well as future applications.
In quantum dots, significant efforts have been directed
towards understanding the coupling of electronic spins
to the nuclear-spin bath of the semiconductor host (see,
e.g., Refs. 1 and 2, and references therein). Remarkably,
a stochastic classical description of the nuclear (Over-
hauser) field has proved very useful in modeling deco-
herence at short time scales,3,4 developing efficient dy-
namical decoupling techniques,5,6 and suppressing nu-
clear noise through feedback-loops or postselection.7–10
The observation and/or prediction of quantum phenom-
ena which rely on the coherent nature of the electron-
nuclear interaction is also an interesting objective. An
example of this sort is the precise control of the electron-
nuclear system of impurity centers, leading to long-lived
storage of quantum information11 and the realization of
small quantum registers.12
With quantum dots, which typically host a dense dis-
tribution of up to N ∼ 105−106 nuclear spins, addressing
individual nuclear spins is much more challenging. A line
of theoretical research has been guided by the analogy of
the uniform-coupling limit of the electron-nuclear Hamil-
tonian to the Dicke model of optical superradiance,13–17
and focused on the generation of large-scale nuclear-spin
coherence through collectively enhanced electron-nuclear
spin flips.16,18–20 An attractive feature of these proposals
is that the collective enhancement would be proportional
to N  1. Here we investigate the possibility of realizing
the superradiant-like enhancement in a movable quantum
dot configuration, where the electron is shuttled between
two external reservoirs.21–25 As we will see, such a shut-
tling device offers special advantages in the realization
of superradiant-like evolution. Further motivations come
from recent experimental progress on shuttling electrons
across extended quantum dot arrays.26,27 More gener-
ally, electron shuttles can also be realized in nano-electro-
mechanical systems with vibrating organic molecules,28
metallic grains,21 or silicon nanopillars,29 and are char-
acterized by rich transport regimes due to the interplay
of charge and mechanical degree of freedoms.30–32 They
also attract interest in the study of noise and full count-
ing statistics.33,34
In our setup, schematically illustrated in in Fig. 1, an
electron is trapped in a quantum dot whose center posi-
tion x(t) can be controlled via external gates (e.g., along
a nanowire). A shuttling motion is imposed between left
and right operating points, which are in contact with ex-
ternal leads. Furthermore, a nuclear-spin rich region is
embedded at the right position and the periodic interac-
tion with nuclear spins is able to induce an interesting
interplay between the charge and spin degrees of free-
dom. While at the left position (x = −L/2, poor in nu-
clear spins) the hyperfine interaction is effectively turned
off, on top of the spatially localized ‘nuclear-spin island’
(x = L/2) the system approaches the ideal limit of nu-
clear spins with nearly equal hyperfine strength.20 This
condition leads to a simple integrable Hamiltonian which
is in direct analogy to the (infinite range) Dicke model.
Shuttling between the two operating points allows to sep-
arate spatially the entangled electron-nuclear dynamics
from the electron-spin initialization along the external
magnetic field, thus implementing the superradiant-like
dynamics in a rather direct manner.
Our article is organized as follows: In Sec. I we present
the electron shuttle model. In Sec. II the combined
electron-nuclear spin dynamics is analyzed under the as-
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FIG. 1. (a) Schematics of the electron shuttle. An excess elec-
tron resides on the orbital ground state of the instantaneous
trapping potential, forming a moving quantum dot (QD). The
trapping potential can be controlled between a nuclear-spin
free region (left position, at x = −L/2) and a nuclear-spin
rich region (right position, at x = L/2).20 The size of the
QD envelope function is significantly larger than the nuclear
region, allowing a “box-model” description for their coherent
coupling.35–37 (b) Shuttling cycle. In step 1 (step 3) the dot
is tunnel-coupled to the left (right) external lead, with en-
ergy levels as schematically illustrated. Steps 2 and 4 are fast
shuttling processes between x = ±L/2.
sumption of fast shuttling. In Sec. III we present an al-
ternative analysis in terms of Monte Carlo wave-function
simulations, which allows to discuss the signatures of
superradiant-like dynamics in charge sensing and current
fluctuation. In Sec. IV we derive the non-adiabaticity
condition for the spin evolution (depending on shuttling
speed). A strictly related discussion of shuttling in the
slanting field of a micromagnet is also provided. In
Sec. V, we discuss the crucial role played by the non-
adiabatic shuttling in weak-tunneling setups, as it allows
to lift the Coulomb blockade regime and induce the de-
sired superradiant-like evolution. Further technical de-
tails can be found in Appendices A and B.
I. THE MODEL
The shuttling setup studied in this paper is schemat-
ically illustrated in Fig. 1. We model it as a moving
quantum dot, whose time-dependent position x(t) (i.e.,
the minimum of the confining potential) can be controlled
externally. To specify the Hamiltonian, it is convenient to
consider first a given value of x, which fixes the couplings
at their instantaneous value. We will describe later the
shuttling cycle and the associated electron and nuclear-
spin dynamics.
A. Hyperfine interaction and tunnel couplings
We suppose that the shuttling is sufficiently slow, such
that during the whole process the electrons occupy the
instantaneous orbital ground state of the quantum dot.
Furthermore, due to a large Coulomb repulsion, we ne-
glect doubly-occupied states. At a given value of x, the
singly-occupied states are d†σ|0〉, where |0〉 is the state
with no electrons in the dot, d†σ is a fermionic creation
operator, and σ =↑, ↓ is the spin index. The full Hamil-
tonian reads:
H = H0 +HT +Hb, (1)
where the isolated dot is described by (~ = 1):
H0 =
∑
σ
σd
†
σdσ +
A
Nd
S · I, (2)
where ω0 = ↑ − ↓ = gµBBz is the Zeeman splitting
due to an external magnetic field in the z direction and
the second term is the hyperfine interaction, with Sα =
1
2
∑
ss′ σ
α
ss′d
†
sds′ (σ is the vector of Pauli matrices) the
electron spin operators and Iα =
∑N
i=1 I
α
i the collective
spin operators of N nuclear spins.
In general, the coupling strength of the hyperfine in-
teraction for a nuclear spin at position rk has the form
Av0|ψ(rk)|2, where the energy scale A depends on the nu-
clear isotope and the electronic states of the host crystal,
v0 is the atomic volume, and ψ(r) is the envelope func-
tion of the quantum dot.36,38,39 Here we have approxi-
mated Av0|ψ(rk)|2 ' A/Nd, which is justified under spe-
cial circumstances. For example, Ref. 20 proposed to re-
alize approximately uniform hyperfine couplings through
a ‘nuclear-spin island’. As discussed there, the concept
might be implemented in a Si/Ge core-shell nanowire
with a segment of its inner core being isotopically modu-
lated to host a 29Si section of nanometer size.40,41 Alter-
natively, the right position x = L/2 could host one or few
magnetic impurities.42 We note that Nd is of the order
of the number of lattice sites having significant overlap
with the quantum dot. Thus, for materials with spinless
isotopes, N can be significantly smaller than Nd.
Taking into account the nuclear spins, the empty quan-
tum dot is simply described by |0,m〉 ≡ |0〉 ⊗ |I,m〉,
where |I,m〉 are the eigenstates of I2, Iz with eigenval-
ues I(I+1) and m, respectively (we omit a permutational
quantum number). In the basis |σ,m〉 ≡ d†σ|0〉 ⊗ |I,m〉,
the eigenstates with one electron are given by:
|ϕ−I,m〉 = αm−1| ↓,m〉 − βm−1| ↑,m− 1〉,
|ϕ+I,m〉 = αm| ↑,m〉+ βm| ↓,m+ 1〉, (3)
where m ∈ [−I, I] and, conventionally, | ↑,−I − 1〉 = | ↓
, I + 1〉 = 0. The amplitudes are αm = cos(θm/2) and
βm = sin(θm/2), with the mixing angle:
θm = arg
[
1
2η
+m+
1
2
+ i
√
I(I + 1)−m(m+ 1)
]
.
(4)
3The parameter η is the ratio of hyperfine coupling and
Zeeman energy:
η =
A/Nd
2ω0
, (5)
and will play an important role in the rest of the pa-
per. For typical quantum dots, η  1 under a mod-
erate magnetic field and we will also restrict ourselves
to this condition. For example, using values appropriate
to Si quantum dots43 A ' 2 µeV, ω0 = 10 µeV (i.e.,
Bz ' 0.1 T), and Nd = 105, one obtains η ' 10−6. Fi-
nally, the energies of |ϕ±I,m〉 are:
±I,m = ¯±
ω0
2
√
1 + η(4m± 2) + η2(2I + 1)2 − ηω0
2
,
(6)
where we defined ¯ = (↑+↓)/2. If the condition ηI  1
is satisfied, the ± sets of levels form two energy bands
separated by a large gap close to ω0. We choose the level
alignment as in Fig. 1(b), where ↑ ∼ +I,m > µl,r > ↓ ∼
−I,m.
The quantum dot is connected to two external leads
through a standard tunnel Hamiltonain:
HT =
∑
α,k,σ
Tαkd
†
σcαkσ + H.c., (7)
with spin-independent tunnel amplitudes, Tαk and α =
l, r labeling the left and right lead, respectively. Hb is:
Hb =
∑
α,k,σ
εαkc
†
αkσcαkσ, (8)
where we assume that the reservoirs are unpolarized, thus
the single-particle energies εαk are spin-independent. As
a consequence, the density of states nα(ε) are spin-
independent as well. The occupation numbers are given
by fα(ε) = {exp[β(ε − µα)] + 1}−1 where we generally
assume the low-temperature regime:
fα(ε) ' θ(µα − ε). (9)
Although other choices are possible, the desired spin dy-
namics can be generated without an applied bias. There-
fore we will assume µl = µr, as illustrated in Fig. 1(b).
B. Electron shuttle
While in some shuttling setups it is necessary to solve a
separate dynamical equation for the moving center x(t),
depending on the evolution of the internal variables of the
shuttle (e.g., its charge state21), here we assume that the
motion is determined by external controls. In particular,
we neglect the small back-action on the electron motion
from its internal spin dynamics. The main consequence
on the system Hamiltonian Eq. (1) of the x(t) paramet-
ric dependence is to induce time-dependent tunnel and
hyperfine couplings.
As represented in Fig. 1, the right and left operating
points are at xl = −L/2 and xr = L/2, respectively.
When the electron shuttle moves close to xl (xr) it in-
teracts more strongly with the left (right) lead. We can
write explicitly the x-dependence of the tunnel ampli-
tudes in Eq. (7) as follows:
Tαk(x) ' Tαe−|x−xα|/λα , (10)
where λl,r are the tunneling lengths.
21,32,44 Here we have
also made the usual approximations that Tαk is indepen-
dent of k. Further assuming nα(ε) ' nα, the tunneling
rates at the left/right positions are
Γα = 2pinα|Tα|2, (11)
which we choose to be in the weak-tunneling regime,
Γα  |µα − ±I,m|. For simplicity, we will also consider
λl,r  L, such that an electron at xl (xr) can only inter-
act with the left (right) reservoir.
Similarly, the spatial dependence of the hyperfine in-
teraction could be of the type:
A(x) = Ae−(L/2−x)
2/∆x2 , (12)
where we take into account a Gaussian envelope wave-
function (appropriate for a harmonic confinement cen-
tered in x). To have all the hyperfine couplings approx-
imately equal, the spatial extent of the nuclear-spin rich
region should be smaller than ∆x. Furthermore, we will
typically assume ∆x  L such that the hyperfine cou-
pling is only significant when x ' L/2. The assumption
of uniform coupling is more accurate when the center
of the electron’s wavefunction sits on top of the small
nuclear-spin island.20 At this position, the hyperfine cou-
pling is largest.
II. SUPERRADIANT-LIKE SHUTTLING
We now consider the electron-nuclear spin dynamics
under a cyclic operation, where the electron continuously
shuttles between the left and right positions of Fig. 1.
There is considerable freedom in designing such cycle.
However, we will first assume that the two shuttling pro-
cesses between x = ±L/2 are sufficiently fast to treat
them as instantaneous quenches (in the spin degrees of
freedom). This is not in contrast with the adiabatic as-
sumption about orbital degrees of freedom, since typical
orbital energies are much larger than the Zeeman split-
ting. A detailed discussion of shuttling with finite speed
is given in Sec. IV.
In summary, the mode of operation is a four-step cycle
illustrated in Fig. 1(b) and comprised by: (i) initializa-
tion period tl at x = −L/2, loading a single electron in
the ↓ state; (ii) a fast shuttling process to the right op-
eration point; (iii) a waiting period tr at x = L/2, when
the electron interacts with the nuclear spins allowing for
flip-flop processes to occur; (iv) fast shuttling back to
4x = −L/2. Effectively, we treat the cycle as a two-step
process with only (i) and (iii) and the period is T ' tl+tr.
In the first part of each cycle we describe the evolution
using:
ρ˙s = −i[Hz, ρs] + Γl(D[d↑] +D[d†↓])ρs, (13)
where Hz is the Zeeman Hamiltonian, defined by taking
A = 0 in Eq. (2), and the dissipator is of the Lindblad
type, D[L]ρs = LρsL† − 12{L†L, ρs}. Equation (13) is
a standard master equation for a quantum dot in con-
tact with an external reservoir (the left lead) where the
chemical potential µl lies between the two Zeeman levels.
ρs is the full density matrix of the system, i.e., includes
both the electronic and nuclear degrees of freedom, but
the nuclear dynamics is trivial in this case.
For the second part of each cycle (e.g., tl < t < T ),
the quantum dot center lies on the top of the nuclear-spin
island and it is important to take into account the hyper-
fine interaction. As described in Appendix A, we perform
a standard derivation by tracing out the lead degrees
of freedom in the second-order Born-Markov approxima-
tion. After a rotating-wave approximation (RWA), we
obtain:
ρ˙s = −i[H0, ρs] + Γr
∑
σ
(D[Aσ+] +D[A†σ−])ρs, (14)
where we defined the Lindblad operators:
Aσ± = dσP±, (15)
with P± =
∑
I,m |ϕ±I,m〉〈ϕ±I,m| the projectors on the one-
electron eigenspaces, see Eq. (3). For large Zeeman split-
ting (compared to the strength of hyperfine interaction),
one has A↑+ ' d↑ and A↓− ' d↓ while A↑−, A↓+ ' 0.
However, in general it is important to take into account
consistently the hyperfine interaction both in the Hamilo-
nian and dissipative terms. As we will discuss in more
detail in Sec. V, the small difference between dσ and Aσ±
can have important effects on the long-time evolution.
An example of the numerical results obtained in this
manner is shown in Fig. 2, where the detailed evolution
of the nuclear spin polarization Mz(t) ≡ Tr{Izρs(t)} is
plotted. The result is that the periodic shuttling leads
to a systematic lowering of the nuclear spin polarization
with each half-cycle. The physical mechanism behind
this effect is directly related to the form of the eigen-
states Eq. (3), which are superpositions of | ↓,m〉 and
| ↑,m − 1〉, i.e., they take into account the exchange of
angular momentum between electron and nuclear spins
induced by the hyperfine interaction. Since |ϕ±I,m〉 differ
form the Zeeman eigenstates, a fast shuttling processes
leads to a small probability of populating the high-energy
eigenstate and allows the electron to tunnel out of the
dot. Such processes are effectively associated with a flip-
flop of electron and nuclear spins, thereby lowering Mz.
The full time evolution eventually leads to a full rever-
sal of the nuclear spin polarization. However, the drop of
Mz at each cycle is small due to the small amplitude of
l t
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FIG. 2. Full dynamics of the cyclic shuttling process, de-
scribed by sudden quenches between a right and left wait-
ing periods, see Eqs. (13–14). Starting from | ↓, N/2〉 (i.e.,
fully polarized nuclei), we plot the full time-dependence of
the nuclear-spin polarization (solid black curve) as well as its
approximate stroboscopic evolution (red dashed line). Pa-
rameters (setting ω0 = 1): N = 10, I = N/2, η = 1 × 10−4,
Γl = Γr = 0.1, µl = µr = ¯ = 0, and tl = tr = 30 Γ
−1
l,r .
flip-flop states in Eq. (3): βm ∝ η gives a change in mag-
netization ∆Mz ∝ η2 [see also the discussion in Sec. V,
and especially Eq. (42)]. Therefore, the superradiant-
like enhancement appears after many cycles, which are
numerically cumbersome to simulate. In the next sec-
tion we develop an approximate stroboscopic treatment
which is accurate (see dashed line in Fig. 2) and is able to
describe the dynamics in a more efficient and physically
transparent manner.
A. Stroboscopic description
If, as in Fig. 2, the waiting times tr,l are relatively
long compared to Γ−1l,r , the system approaches a (tempo-
rary) stationary state before each quench. Under these
conditions, it is possible to derive a simpler stroboscopic
description of the long-time evolution. More specifically,
the system after n periods is described by:
ρs(nT ) ' | ↓〉〈↓ | ⊗
∑
m
pm(n)|I,m〉〈I,m|, (16)
and the nuclear-spin bath populations are determined by
the discrete time evolution:
p(n) = Anp(0), (17)
where p(n) = (p−I(n), p−I+1(n), . . . pI(n))T and the evo-
lution matrix A is derived below.
To obtain A, we first consider the electron prepared at
the left position in the state | ↓〉 ⊗ |I,m + 1〉. After the
5r m
2
r m
2
r m
2
r m
2
r m+1
2
r m 1
2
| I ,m+
| I ,m | I ,m+1 | I ,m+2
| 0,m | 0,m +1
FIG. 3. Branching processes for the state |ϕ+I,m〉. The rate
of each process is indicated explicitly. The rate equations can
be easily obtained from Eq. (14) and are explicitly given in
Eq. (B1), setting Γl = 0.
sudden quench to the right position, it is appropriate to
use the eigenstates of Eq. (3), giving:
| ↓,m+ 1〉 = αm|ϕ−I,m+1〉+ βm|ϕ+I,m〉. (18)
This state constitutes the initial condition for Eq. (14)
where, due to the RWA approximation, the coherence
between |ϕ−I,m+1〉 and |ϕ+I,m〉 decays to zero without af-
fecting the population dynamics. Thus, the stationary
state is determined by rate equations alone.
While |ϕ−I,m+1〉 is already stationary, the high-energy
state |ϕ+I,m〉 leads to the electron tunneling out of the
quantum dot, followed by a process where the dot is re-
occupied. The detailed branching processes for |ϕ+I,m〉,
with the corresponding rates, are illustrated in Fig. 3.
Taking them into account, it is seen that | ↓,m + 1〉
evolves into a mixture of |ϕ−I,m〉, |ϕ−I,m+2〉, and |ϕ−I,m+1〉
and the final populations can be obtained as follows:
Rm,m+1 =
β2mα
2
mα
2
m−1
α2m−1 + β2m
, Rm+2,m+1 =
β4mβ
2
m+1
α2m + β
2
m+1
,
Rm+1,m+1 = 1−Rm,m+1 −Rm+2,m+1. (19)
If we consider the reverse shuttling process, where
the electron is prepared in a |ϕ−I,m〉 eigenstate and is
quickly shuttled to the (left) nuclear-spin free region,
the following sequence of tunneling events becomes pos-
sible for the component of |ϕ−I,m〉 in the excited state:
| ↑,m−1〉 → |0,m−1〉 → | ↓,m−1〉. It is quite clear that
the final state will be a mixture of | ↓,m〉 and | ↓,m−1〉,
and the populations are given by:
Lm,m = α
2
m−1, Lm−1,m = β
2
m−1. (20)
In summary, the effect of a full cycle at the left operating
point is to induce transitions from an initial condition
| ↓,m + 1〉 to four final states: | ↓,m − 1〉, . . . | ↓,m + 2〉
and the transition matrix A entering Eq. (17) is:
A = LR, (21)
l t
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FIG. 4. Time dependence of the nuclear spins polarization
Mz at different values of N = 1, 2, 4, . . . 128 (see color code).
The vertical dashed lines with red dots mark the times t0
at which Mz = 0. Inset: scaling of t0 with respect to N ,
where the blue dashed curve shows the theoretical prediction
Eq. (24). Except N , other parameters are the same of Fig. 2.
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FIG. 5. Time evolution of the distribution pm (solid lines),
for the N = 128 case of Fig. 4. The time of each distribu-
tion is marked in the inset with a circle of the same color.
The gray dash-dotted curves show the superradiant approxi-
mation, Eq. (25).
where the non-zero matrix elements of L,R are given by
Eqs. (19) and (20), after a straightforward redefinition of
the indexes (from [−I, I] to [1, 2I + 1]).
As discussed in Fig. 2, we have checked that the
stroboscopic description agrees well with the full time-
dependence. We show in Fig. 4 the long-time evolution
of the nuclear-spin polarization Mz(t) at increasing val-
ues of N = 1, 2, 4, . . . 128 and illustrate in Fig. 5 the evo-
lution of the full distribution function, pm, in the case
N = 128. The behaviors of Mz and pm are in good
agreement with the features of optical superradiance. We
see that the evolution time is reduced at larger values of
6N and pm becomes a broad distribution with significant
weight over all values of m. The large variance at inter-
mediate times reflects the large shot-to-shot fluctuation
typical of superradiance.15,45
B. Connection to superradiance
The previous stroboscopic description can be di-
rectly related to a standard description of Dicke
superradiance.15 To see this, we observe that the relative
probabilities of the branching processes are controlled by
the small parameter β2m ∝ η2. The most likely event is
| ↓,m〉 → | ↓,m〉 which, however, does not affect Mz.
Clearly, only the processes which change m are interest-
ing for the time evolution.
As inferred from Eqs. (19–20), the most likely nuclear
spin flip is | ↓,m〉 → | ↓,m − 1〉. More precisely, the
probability that such spin-flip occurs during the cycle
time T is given by:
TΓm→m−1 = Lm−1,m−1Rm−1,m + Lm−1,mRm,m
' Rm−1,m + Lm−1,m, (22)
where in the second line we used Lm−1,m−1, Rm,m ' 1
and only kept the terms of order η2. The presence of two
contributions corresponds to spin-flip events taking place
either at the right or left contact.
The other types of spin-flips have smaller rates. For
example, there is also process | ↓,m + 1〉 → | ↓,m + 2〉
increasing the nuclear polarization but it has a much
smaller rate, ∝ β4mβ2m+1 ∝ η6. If we neglect them, we
find that the nuclear system will slowly depolarize ac-
cording to Eq. (22). More explicitly:
Γm→m−1 ' 2η
2
T
[I(I + 1)−m(m− 1)], (23)
where we used βm ' θm/2 and approximated θm by the
small η limit of Eq. (4). Such dependence of the depolar-
ization rate on m has the same form of the superradiant
decay of an ensemble of N atoms (if I = N/2). We
then can borrow the known results for the superradiant
evolution. In particular, starting from a fully polarized
state, Mz(0) = N/2, the depolarization time yielding
Mz(t0) = 0 is given by:
t0 ' ln(1.6N)
2N
T/η2, (24)
which is in excellent agreement with the stroboscopic dy-
namics of Fig. 4 (see inset). The following approximate
formula for the distribution pm can also be obtained, con-
sidering the limit of large I = N/2 and t & T/(2Nη):15
pm(n) '
(
2I
I +m
)2
exp
[
−2I
(
2η2n+
I −m
I +m
e−4Iη
2n
)]
.
(25)
As shown in Fig. 5, also for the full distribution we find
good agreement with the superradiant evolution.
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FIG. 6. Schematics of the electron shuttle with two nearby
charge sensors, e.g., quantum point contacts (QPC). The sen-
sors can perform non-demolition measurements on the quan-
tum dot occupation ndot when the dot is moved to the re-
spective proximal positions.
III. STOCHASTIC EVOLUTION AND
CURRENT NOISE
While ρs(t) gives the full ensemble-averaged evolution,
the nuclear state is difficult to access directly. Therefore,
the presence of nuclear-spin coherence should be inferred
by charge or current measurements. An example is shown
in Fig. 6, where we include two charge sensors at the
left/right operation point to allow detecting individual
tunneling events. In such a setup, a typical measurement
would involve monitoring the quantum dot occupation
and the superradiant-like dynamics will be reflected by
the statistical properties of the tunnel events. Alterna-
tively, it is also possible to measure the time-dependence
of current noise through one of the contacts.
To address this type of evolution it is convenient
to adopt a quantum-jump description of the master
equation.46,47 Following the standard prescription, the
following collapse operators are introduced for Eq. (13):
Cl,1 =
√
Γld↑, Cl,2 =
√
Γld
†
↓, (26)
and the collapse operators for Eq. (14) read:
Cr,1 =
√
ΓrA↑+, Cr,2 =
√
ΓrA↓+, (27)
Cr,3 =
√
ΓrA
†
↑−, Cr,4 =
√
ΓrA
†
↓−. (28)
In the periods between quantum jumps the electron
and nuclear spins evolve according to an effective non-
Hermitian Hamiltonian, Hz − i/2
∑
m C
†
l,mCl,m or H0 −
i/2
∑
m C
†
r,mCr,m depending on the quantum dot’s po-
sition. Since the jump operators in Eqs. (26–28) corre-
spond to projective measurements induced by the cou-
pling with the left and right leads, they provide a direct
connection between individual trajectories and the signal
of charge sensors monitoring the quantum dot.
Figure 7 illustrates a typical trajectory from the Monte
Carlo wave-function simulation. We show in panel (a) the
evolution of the quantum dot’s occupation, characterized
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FIG. 7. Charge sensing and nuclear spins polarization dy-
namics from the Monte Carlo wave-function (MCWF) sim-
ulation. (a) Quantum dot occupation ndot as a function of
time for a representative MCWF trajectory. The blue (red)
color marks tunneling events that happen when the dot is at
the left (right) operating point. (b) Nuclear spins polariza-
tion Mz/I (black solid) as a function of time, for the same
trajectory of panel (a). The vertical dashed lines highlight the
correspondence between jumps in polarization and tunneling
events. (c) Mz from an ensemble average over 100 MCWF
trajectories (thick blue). The red thin curve is obtained from
solving the stroboscopic evolution Eq. (17) with an initial
distribution pm(0) = δm,I . The light gray curves shows the
Mz dynamics from 10 MCWF trajectories from the ensemble.
Parameters used in the calculations (in unit of ω0): N = 32,
I = N/2, η = 10−4, Γl = Γr = 0.1, and tl = tr = 300.
by a series of tunneling events where the electron jumps
to the right/left contact and is immediately reloaded from
it (see the inset). An important feature is the visible
change in frequency of tunneling events, which are much
more rare at the beginning and the end of time evolu-
tion. The increase of frequency at intermediate times
(despite the smaller number of nuclear spins which can be
flipped) reflects the enhancement of tunnel rate induced
by the nuclear coherence. A second important feature,
illustrated in panel (b), is the direct correspondence of
tunnel events to the quantum jumps in the nuclear-spin
polarization. A change |∆Mz| ' 1 is associated with tun-
nel events occurring at both (left/right) contacts. There-
fore, one can rely on charge measurements to monitor the
nuclear-spin polarization. Finally, we show in panel (c)
that the ensemble-averaged nuclear-spin polarization co-
incides with the master equation treatment.
To quantify more precisely the occurrence of tunnel
events, we consider a coarse-grained evolution over larger
time intervals ∆t T , i.e., spanning many shuttling cy-
cles. Since a trajectory k (with k = 1, 2, . . . Ntraj) is char-
acterized by a series of random times t
(k)
j (j = 1, 2, . . .)
at which the electron tunnels out of the quantum dot, we
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FIG. 8. Statistics of ∆ndot(m) from the 100 MCWF tra-
jectories of Fig. 7. We consider a coarse-grained evolution
with 100 intervals (m = 1, 2, . . . 100). (a) Evolution of the
average value, defined in Eq. (30) and resolved between the
left (blue squares) and right (red dots) contacts. The blue
region indicates the fluctuations of ∆ndot(m) at the left con-
tact, with the upper and lower bounds (dashed lines) given by
∆ndot(m)±σdot(m)/2 [see Eq. (31)]. Panels (b) and (c) show
the distribution of ∆ndot(m) at the initial and intermediate
stage evolution, respectively. The time assumed in panel (c),
is marked in panel (a) by a vertical dashed line. The two
lower panels refer to the right contact, while the histograms
of the left contact are almost identical .
introduce ∆n
(k)
dot(m) as follows:
∆n
(k)
dot(m) =
∫ m∆t
(m−1)∆t
dt
∑
j
δ(t− t(k)j ), (29)
which counts the number of narrow spikes in ndot (see
Fig. 7) within the m-th time interval. Operationally, the
t
(k)
j s are detected from signal blips at the charge sensors.
The average number during such m-th sub-period is:
∆ndot(m) =
1
Ntraj
Ntraj∑
k=1
∆n
(k)
dot(m), (30)
and the fluctuation is given by
σ2dot(m) = ∆ndot(m)
2 −∆ndot(m)2. (31)
The evolution of these quantities with time, obtained
numerically from a MCWF simulations of 100 trajecto-
ries, is shown in Fig. 8(a). For each sub-interval, the
distribution of tunneling events can also be extracted by
direct histogram, with two examples shown in panels (b)
and (c). Since we are dealing with a transient process, the
form of the distribution evolves in time and, compared to
the initial stage, develops an elongated tail around t ∼ t0
[see Eq. (24)]. This dependence leads to the maximum in
8∆ndot(m) observed in panel (a). The increased frequency
of tunnel events is also accompanied by stronger fluctua-
tions in ∆ndot(m), reflecting the broad superradiant-like
statistical distribution discussed in Fig. 5.
An interesting observation from Fig. 8 is that the be-
havior of the right and left contacts is essentially equiva-
lent. Finally, we note that a detailed monitoring tunnel
events might not be necessary. At variance with previ-
ous proposals18–20 here we do not apply a bias and there
is zero average current flowing through the device [see,
e.g., Fig. 8(a), displaying a balanced number of tunnel
in/out events at each contact]. Nevertheless, the evolu-
tion of ∆ndot(m) reflects enhanced current fluctuations
at intermediate times t ∼ t0. Therefore, an analysis of
the time-dependent current noise at either one of the con-
tacts should be able to reveal the coherent enhancement
of tunnel rates induced by nuclear spins.
IV. NON-ADIABATIC SHUTTLING PROCESS
We now take a closer look at the shuttling process, and
discuss the regime of validity of treating it as an ideal
quench. Clearly, this approximation is only appropriate
below a certain shuttling time tf and this timescale is
critical for the superradiant-like dynamics: if the transfer
from left to right is too slow, an initial | ↓〉 electron will
evolve adiabatically into an eigenstate of the hyperfine
Hamiltonian, and tunneling cannot take place. It is the
purpose of this section to estimate how fast the shuttling
time tf should be.
To this end, we rewrite H0(t) in the subspace spanned
by | ↑,m−1〉 and | ↓,m〉. This basis defines pseudo-Pauli
operators σ˜i, e.g., σ˜z = | ↑,m−1〉〈↑,m−1|−| ↓,m〉〈↓,m|.
Omitting a time-dependent constant we arrive at:
H0(t) = ηtω0
√
I(I + 1)−m(m− 1)σ˜x+ ωm(t)
2
σ˜z, (32)
where:
ωm(t) = ω0[1 + ηt(2m− 1)], (33)
and ηt = A(t)/(2Ndω0). Assuming that the shuttling
takes place with constant velocity, Eq. (12) gives:
ηt = ηfe
−(t/tf−1)2L2/∆x2 , (34)
and we initialize the quantum dot in the t = 0 ground
state |ϕ−I,m〉 ' | ↓,m〉. After evolving this state according
to H0(t), we compute the probability ∆Fm(tf) of find-
ing the quantum dot in the excited state |ϕ+I,m−1〉 (with
ηt=tf much larger than ηt=0). A numerical evaluation of
Eq. (32) is shown in Fig. 9, as function of tf . The largest
probability is obtained for an instantaneous transfer (the
quench dynamics of previous sections), giving:
∆Fm(0) ' η2f [I(I + 1)−m(m− 1)] , (35)
which is in direct correspondence to Eq. (23).
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FIG. 9. Probability of finding the quantum dot in the excited
state at the end of the shuttling process. Here, the upper
(blue) and lower (red) curves are for m = 0 and 150, respec-
tively (with I = N/2 = 150). Numerical results (squares) are
compared to the approximate Eq. (36) (solid lines). The times
t∗ at which the probability dropped to one half of the initial
value are marked by white dots. The vertical line is our esti-
mate of t∗, Eq. (37). We used ∆x = L/3, and η−1f = 1× 104.
Although the initial value Eq. (35) has a strong depen-
dence on m, reflecting the enhancement of spin-flip prob-
ability aroundm ∼ 0, we see in Fig. 9 that the subsequent
decay occurs on a timescale which is only weakly depen-
dent on m. To gain insight into this time-dependence
we apply ordinary time-dependent perturbation theory,
which is justified by the small value of ηt. We find:
∆Fm(tf) ' ∆Fm(0)g
(
ω0tf
2
∆x
L
)
, (36)
where g(x) = |1 − i√pix exp[−x2]erfc(ix)|2, with
erfc(x) = 1− erf(x) the complementary error function.48
To derive this expression we supposed L/∆x 1. How-
ever, as shown in Fig. 9, we find that Eq. (36) becomes
accurate already at moderate values L/∆x ∼ 2− 3.
Importantly, g(x) is independent of m and allows us
to identify the relevant timescale as ω−10 L/∆x. For ex-
ample, setting ∆F (tf) ∆F (0)/2 one gets:
tf  t∗ ≈ 1.8ω−10
L
∆x
. (37)
The physical interpretation of Eq. (37) is rather transpar-
ent, after noticing that hyperfine interaction is exponen-
tially suppressed in the first part of the shuttling process.
A significant change of the Hamiltonian happens on a dis-
tance ∼ ∆x rather than L, which effectively shortens the
transfer time by a factor ∼ ∆x/L. Therefore, the energy
is undetermined by an amount δE ∼ (tf∆x/L)−1. If this
energy scale is much smaller than the gap ω0 between ±
branches, the probability of being in the excited states is
negligible [in agreement with Eq. (37)].
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FIG. 10. Schematics of an alternative shuttling setup. Here
there are no nuclear spins but the electron shuttles through
the inhomogeneous field of a nearby micromanget. In addi-
tion, a large homogeneous field is applied along z.
In closing this section, we note that the problem de-
scribed by Eq. (32) is very similar to the scenario illus-
trated in Fig. 10, where the shuttling takes place in the
presence of a nonuniform magnetic field generated by a
micromagnet.49–51 The main difference is that in that
case the relatively small variation of the magnetic field
can be taken as approximately linear (supposing a shut-
tling process with constant velocity L/tf). If the time-
dependence is of the type:
HB =
ω0
2
[
δ⊥
t
tf
σx +
(
1 + δ‖
t
tf
)
σz
]
, (38)
where |δ⊥,‖|  1, the probability of being in the excited
state at the end of the transfer process (starting from
| ↓〉) can be computed as follows:
∆F (tf) ' δ
2
⊥
4
sin2 (ω0tf/2)
(ω0tf)2/4
, (39)
giving the characteristic timescale:
t∗ ∼ 2.8ω−10 . (40)
We see that also in this case t∗ is determined by the
Zeeman splitting. For tf  t∗, the shuttling process is
slow and allows the spin to adjust to the instantaneous
field. On the other hand, if tf . t∗, the electron will
have a probability & 18δ2⊥ to be excited at the end of
the transfer process and, with a bias configuration like in
Fig. 10, can tunnel out of the quantum dot.
In summary, we find that the typical timescale of shut-
tling processes inducing an electron spin-flip is given by
the inverse Zeeman energy: both for the nuclear-spin is-
land and the micromagnet a shuttling time of order ω−10
has an effect similar to the instantaneous transfer [see
Eq. (37) and (40), respectively].
V. SHUTTLING VS. STATIONARY
CONFIGURATIONS
The superradiant-like dynamics of nuclear spins in sin-
gle quantum dots was discussed before in Refs. 19 and 20
Eq. (41)
Eq. (42) 
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FIG. 11. Nuclear spins polarization versus time in a static
quantum dot configuration (see inset). The black solid
curve shows Mz from solving the Lindblad master equation,
Eq. (41). The thin blue curve is from Eq. (A6), i.e., with-
out performing the RWA and taking into account the Lamb
shift (the thin magenta curve shows the small effect of setting
∆LS = 0). The red dash-dotted curve is the more approxi-
mate evolution Eq. (43). Parameters used in the calculations
(in unit of ω0): N = 12, I = N/2, η = 10
−4, Γl = Γr = 0.1,
µl = 2, µr = 0, and Λ = 10
3 [cf. Eq. (A9)].
where, however, stationary configurations were consid-
ered (with no shuttling). We would like to highlight in
this section what are the main differences and potential
advantages of the shuttling configuration.
With respect to the quantum-dot spin valve pro-
posed in Ref. 20, an advantage of the present setup
is that it does not require the fabrication of ferromag-
netic leads.52–56 Instead, the scheme analyzed in Ref. 19
considers an ordinary quantum dot in the weak tunnel-
ing regime, with a simple level structure and normal
leads. That proposal represents an attractive option,
but we find that in a revised theoretical description the
superradiant-like transport features disappear, suggest-
ing that a non-adiabatic process analogous to the fast
shuttling is necessary.
To clarify this point, we consider in detail the transport
model illustrated in the inset of Fig. 11. Since the posi-
tion of the dot is kept fixed, the Hamiltonian is simply
given by Eq. (1), with time-independent tunneling am-
plitudes and hyperfine coupling strength. An external
bias is applied, with the +I,m levels lying in the transport
window. The main simplifications with respect to Ref. 19
are that we restrict ourselves to a uniform hyperfine cou-
pling and large Zeeman splitting, such that we can avoid
including a dynamical compensation of the longitudinal
Overhauser field (along z). We derive the master equa-
10
tion as in Sec. II (and Appendix A), obtaining:
ρ˙s = −i[H0, ρs] +
∑
σ
(
ΓrD[Aσ+]ρs
+ ΓlD[A†σ+]ρs + (Γr + Γl)D[A†σ−]ρs
)
, (41)
where the Lindblad operators are given in Eq. (15). A
numerical example of the typical nuclear polarization dy-
namics (starting with an empty quantum dot, |0〉⊗|I, I〉)
is presented in Fig. 11.
The most remarkable feature of of Fig. 11 is the small
change in Mz, which is in contrast to the full polarization
reversal predicted for superradiant-like dynamics. The
stationary state is determined by the special form of the
Lindblad operators Aσ±, which involve projectors on the
± bands. Therefore, the |ϕ−I,m〉 eigenstates are station-
ary solutions of the master equation, inhibiting further
dynamics. According to Eq. (41), the nuclear spin bath
is unable to remove the Coulomb blockade and, once the
quantum dot is occupied in the − band, there are no
further spin-flips affecting the nuclear-spin polarization.
Based on Eq. (41), we can give an approximate expres-
sion of the small polarization loss from a rate equation
analysis, using the fact that η is small. This approach is
described in detail in Appendix B and here we only cite
the final result for the stationary value. For I = N/2:
Mz(t→∞) ' N
2
(
1− 2η2 2Γl + Γr
Γl + Γr
)
, (42)
showing that the depolarization is indeed small when
η  1. We have also extended the above analysis by eval-
uating the higher order corrections to Mz, see Eq. (B8).
To check that the behavior is not an artifact of the
RWA between the ± bands, we have also integrated
numerically Eq. (A6), which only relies on the second-
order Born-Markov approximation (justified in the weak-
tunneling regime Γl,r  ω0). As expected, this treatment
displays a short-time oscillatory dynamics absent under
RWA. Otherwise, as shown in Fig. 11, the two approaches
agree on the general features of the time-dependence and,
most importantly, on the small change of the spin polar-
ization.
On the other hand, the long-time behavior dramati-
cally changes by neglecting the hyperfine interaction in
the dissipator, which leads to a superradiant-like master
equation:19,20
ρ˙s ' −i[H0, ρs] + ΓrD[d↑]ρs + ΓlD[d†↑]ρs
+ (Γr + Γl)D[d†↓]ρs. (43)
A numerical solution of Eq. (43) is shown in Fig. 11,
where the saturation of Mz is not observed in this case.
However, we stress that Eq. (43) involves an additional
approximation with respect to Eq. (41).
To understand the disagreement between the two mas-
ter equations we note that Eq. (43) can be justified at
any given timescale when the hyperfine coupling A is
sufficiently small. In that limit, indeed A↑,+ ' d↑ and
A↓,− ' d↓ [see after Eq. (15)]. However, when A → 0,
it also happens that the rate of flip-flop processes de-
creases quickly, being proportional to A2. Correspond-
ingly, the predicted timescale of the superradiant-like
evolution grows like ∝ A−2. On this diverging timescale,
the small difference in propagators between Eqs. (43) and
(41) leads to important deviations. From Fig. 11 we con-
clude that the threshold time for Eq. (43) [i.e., the time
after which it becomes inaccurate] must be shorter than
the predicted superradiant-like timescale.
In the light of these discussions one can appreci-
ate better the crucial role played in our proposal by
the non-adiabatic shuttling processes, which allows to
overcome the blockaded regime and induce the desired
superradiant-like evolution.
VI. CONCLUSION
In this work we have analyzed the combined electron-
nuclear spin dynamics in an electron shuttling device
with a strongly inhomogeneous distribution of nuclear
spins. We have shown that, under suitable conditions, it
is possible to generate quantum coherence in the nuclear
spin system through collective electron-nuclear flip-flop
processes. Similarly to Refs. 18–20, the nuclear-spin dy-
namics follows a superradiant-like evolution reflected in
charge transport, i.e., leading to a large enhancement of
the effective tunneling rates.
One important condition for the superradiant-like dy-
namics to take place is the non-adiabaticity of the shut-
tling process. This requirement is related to potential
difficulties in removing the Coulomb blockade in static
devices in the weak-tunneling regime. Taking advantage
of a fast shuttling dynamcs, our proposal would allow the
superradiant-like evolution to take place without relying
on ferromagnetic leads or multi-dot setups.18,20
Despite these differences, the basic mechanisms at the
core of the superradiant-like evolution is the same of
previous proposals.18–20 Therefore, similar considerations
about timescales and regimes of validity apply. In par-
ticular, the effects of inhomogeneous hyperfine coupling,
imperfect initial polarization, and nuclear-spin decoher-
ence were already analyzed in Refs. 18–20 and we expect
minor differences in our case.
Here we only point out that the restricted geome-
try for the ‘nuclear-spin island’, as well as the engi-
neered uniform-coupling, may lead to a suppression of
nuclear spin diffusion through dipolar coupling,57 pro-
longing nuclear-spin coherence times. Strategies based
on a combination of isotopic engineering of the semicon-
ductor substrate and electric manipulation of the elec-
tron wave-function should be a useful tool also beyond
our specific setup, allowing for additional control of the
electron and nuclear spin dynamics.
Finally, we have focused here on quantum dots, which
is partially motivated by recent experimental progress on
11
electron shuttling.26,27 The same ideas could be relevant
to other platforms, e.g., donor impurities with high-spin
nuclei,58–61 where it would be important to assess the
influence of quadrupolar interaction and strain.62–64
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Appendix A: Master equation of the quantum dot
We present here the derivation of the master equa-
tion describing the stationary quatnum dot, i.e., based
on Eq. (1) after tracing out the leads degrees of
freedom. Restricting ourselves to the weak-tunneling
regime, we adopt the standard second-order Born-
Markov approximation:65,66
˙˜ρs(t) = −
∫ ∞
0
dτTrb{[H˜T (t), [H˜T (t− τ), ρ˜s(t)⊗ ρb]]},
(A1)
where ρs(t) = Trb{ρ(t)} is the reduced density matrix
of the quantum dot, Trb{...} is the partial trace over
the leads, and ρb is the reduced density matrix of the
leads with given chemical potentials µα [see Eq. (9)].
The tilde indicates operators in the interaction picture,
O˜(t) = ei(H0+Hb)tO(t)e−i(H0+Hb)t.
To evaluate Eq. (A1) more explicitly, we use the exact
eigenstates of H0 given in Eq. (3). In this section, we
indicate them as |ξ〉 (with energy ξ). In particular, we
introduce the spectral decomposition d†σ =
∫∞
−∞ dωd
†
σ(ω),
where:65
d†σ(ω) = [dσ(ω)]
† =
∑
ξ,ξ′
|ξ〉〈ξ|d†σ|ξ′〉〈ξ′|δ(ω − ξ). (A2)
It is then straightforward to write HT in the interaction
picture and obtain:
˙˜ρs(t) =
∑
σ
∫
dωdω′
{
Γout(ω)
[
dσ(ω)ρ˜s(t), d
†
σ(ω
′)
]
+Γin(ω
′)
[
d†σ(ω
′)ρ˜s(t), dσ(ω)
] }
ei(ω
′−ω)t + H.c., (A3)
where we defined
Γout(ω) =
∑
αk
∫ ∞
0
dτei(ω−εαk)τ |Tαk|2 (1− fα(εαk)) ,
Γin(ω) =
∑
αk
∫ ∞
0
dτe−i(ω−εαk)τ |Tαk|2fα(εαk). (A4)
Note that in Eq. (A2) the argument of the delta function
contains ξ instead of the transition frequency ξ − ξ′ ,
simply because |ξ′〉 corresponds to an empty quantum
dot and ξ′ = 0. After going back to the Shro¨dinger
picture, the integrals over frequencies in Eq. (A3) can be
evaluated by introducing the operators Γin/out(H0). It
is easy to see that
∫
dωΓout(ω)dσ(ω) = dσΓout(H0), and
similarly for other integrals of this type. Furthermore,
introducing the Hermitian operators γin/out,∆in/out:
Γin/out(H0) ≡
γin/out
2
+ i∆in/out, (A5)
and using that ∆in/out are approximately equal
[∆in/out ' ∆LS, see Eq. (A9) below] we arrive to:
ρ˙s = −i[H0,ρs] +
∑
σ
{[
dσ
(γout
2
+ i∆LS
)
ρs, d
†
σ
]
+
[(γin
2
+ i∆LS
)
d†σρs, dσ
]
+ H.c.
}
. (A6)
We now give the explicit expressions of γin/out and
∆LS, where as usual we transform
∑
k →
∫
dε and com-
pute the integrals assuming constant density of states
and tunnel amplitudes. In this way, we obtain:
γin =
∑
α
Γαθ(µα −H0), γout =
∑
α
Γαθ(H0 − µα),
(A7)
where the tunnel rates Γα are given in Eq. (11). For the
Lamb-shift terms we have:
∆in =
∑
α
Γα
(
P
∫ µα
µα−Λ
dε
2pi
1
ε−H0
)
,
∆out =
∑
α
Γα
(
P
∫ µα+Λ
µα
dε
2pi
1
H0 − ε
)
, (A8)
where we supposed the α lead to have a bandwidth 2Λ
around its chemical potential µα. In the limit of large Λ:
∆in/out ' ∆LS =
∑
α
Γα
2pi
ln
( |µα −H0|
Λ
)
. (A9)
Interestingly, the choice of the cutoff does not affect the
evolution of ρs. In fact, by changing Λ, the right-hand
side of Eq. (A6) is modified by a term proportional to:∑
σ
([
dσρs, d
†
σ
]
+
[
d†σρs, dσ
]−H.c.) = ∑
σ
[
ρs,
{
d†σ, dσ
}]
,
(A10)
which is obviously zero since
{
d†σ, dσ
}
= 1.
So far, the main result of this section is Eq. (A6), which
with uniform hyperfine coupling and fixed total angu-
lar momentum I can be evaluated for a relatively large
nuclear system. An example is given in Fig. 11 of the
main text. We emphasize that Eq. (A1) and (A6) are
essentially equivalent, since the derivation of Eq. (A6)
does not involve further approximations, except for stan-
dard assumptions on the leads density of states and tun-
nel amplitudes. Furthermore, we did not perform yet a
12
rotating-wave approximation. For this reason, the dissi-
pation of Eq. (A6) is not in the Lindblad form, and small
unphysical effects can appear during the time evolution.
To obtain a master equation of the Lindblad type,
we perform a partial rotating-wave approximation on
Eq. (A6). We can also drop the Lamb shift, which usually
has a small effect (see Fig. 11). To neglect fast-oscillating
terms, we first express γin/out in terms of the projectors
P± on the two well-separated bands of states. For ex-
ample, for the bias configuration shown in the inset of
Fig. 11:
γin = (Γl + Γr)P− + ΓlP+, γout = ΓrP+. (A11)
Then, the projected fermionic operators Aσ± [defined
in Eq. (15)] naturally appear in the master equation
Eq. (A6). We can also use the fact that, since we al-
ways omit doubly occupied states, the Aσ± provide a
decomposition of the dσ operators: dσ = Aσ+ +Aσ−. Fi-
nally, based on the large energy separation between the
P+ and P− subspaces, we neglect in Eq. (A6) the cross-
terms involving two bands simultaneously (i.e., the terms
containing both Aσ+ and Aσ−). This treatment lead to
Eqs. (14) and (41) of the main text, where the dissipator
is indeed of Lindblad type.
Appendix B: Rate equations and small-η expansion
An even simpler descrpition of the quantum dot dy-
namics is through rate equations. For our systems, the
description through rate equations gives results which
are in agreement with more sophisticated treatments.
In some cases they are even equivalent to the evolution
based on a full master equation. For example, a de-
tailed analysis of Eq. (41) shows that for the initial state
|0〉 ⊗ |I, I〉 the density matrix remains diagonal in the
basis of the eigenstates. We will then consider the rate
equations following Eq. (41). By neglecting the coher-
ence between all the eigenstates |ξ〉 of H0, i.e., assuming
〈ξ|ρs|ξ′〉 ' Pξδξξ′ , we obtain:
P˙+,m =Γl
(
α2mP0,m + β
2
mP0,m+1
)− ΓrP+,m,
P˙−,m = (Γr + Γl)
(
α2m−1P0,m + β
2
m−1P0,m−1
)
,
P˙0,m =Γr
(
α2mP+,m + β
2
m−1P+,m−1
)
− (2Γl + Γrβ2m + Γrα2m−1)P0,m, (B1)
where P±,m = 〈ϕ±I,m|ρs|ϕ±I,m〉 and P0,m = 〈0,m|ρs|0,m〉
are respectively the populations of the occupied and
empty quantum dot. We recall here the notation |0,m〉 =
|0〉 ⊗ |I,m〉 and that αm = cos(θm/2), βm = sin(θm/2),
with the mixing angle given in Eq. (4).
The physical interpretation of Eq. (B1) is rather trans-
parent, as the various contributions on the right-hand
side can be associated to spin-conserving and spin-
flipping tunnel events to/from the quantum dot: the
terms proportional to β2m correspond to tunneling events
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FIG. 12. Nuclear spins polarization dynamics from the rate
equations Eq. (B1). The approximated results, i.e., dashed
and dotted curves, agree well with the exact numerics (blue
solid curve). The orange solid curve (right scale) is the cor-
responding quantum dot occupation, ndot = 〈d†↑d↑ + d†↓d↓〉,
which quickly saturates to ndot = 1. Parameters used in the
calculations (in unit of ω0): N = 12, I = N/2, η = 10
−4, and
Γl = Γr = 0.1.
accompanied by a flip-flop process of the electron and nu-
clear spins. For such processes, the rates are suppressed
by the square amplitude of the spin-flipped component
in the quantum-dot eigenstates, see Eq. (3). Instead,
the terms proportional to α2m are associated to processes
when the nuclear spin flip does not take place.
To gain analytical insight into the rate equations (B1)
and obtain a simple analytical expression for the nuclear-
spin magnetizaton Mz(t), we take advatage of the small
parameter η and expand the populations perturbatively:
Ps,m = P
(0)
s,m + P
(2)
s,m + P
(3)
s,m + . . . , (B2)
where P
(k)
s,m is proportional to ηk (as we will see below,
the O(η) term is missing). The lowest-order result is
obtained taking α2m ' 1 and β2m ' 0 and gives the evolu-
tion in the absence of hyperfine interaction. For an initial
state ρs(0) = |0, I〉〈0, I|, it is easy to obtain:
P
(0)
+,I(t) =
√
Γl
Γl + Γr
e−(Γl+Γr)t sinh
√
Γl(Γl + Γr)t,
P
(0)
−,I(t) = 1− e−(Γl+Γr)t cosh
√
Γl(Γl + Γr)t, (B3)
while P
(0)
0,I = 1−P (0)+,I −P (0)−,I and all other P (0)s,m are zero.
To obtain the higher-order contributions, we consider the
expansion of β2m (note that α
2
m = 1− β2m):
β2m = g
(2)
m η
2 + g(3)m η
3 + . . . , (B4)
where g
(2)
m = I(I + 1) −m(m + 1) and g(3)m = −2(2m +
1)g
(2)
m . We see that the first correction is indeed of order
13
η2. More precisely, since g
(j)
m ∼ Ij , the expansion pa-
rameter is Iη. If we take I ∼ N , the condition of validity
becomes AN/Nd  ω0. By making use of Eqs. (B3) and
(B4) in the rate equations, it is straightforward to obtain
the equation of motions for P
(2)
s,m and P
(3)
s,m. For exam-
ple, defining P
(k)
m = P
(k)
0,m + P
(k)
+,m + P
(k)
−,m we obtain the
compact equation (with j = 2, 3):
P˙
(j)
I−1(t) = −P˙ (j)I (t) = ηjg(j)I−1ΓlP (0)0,I (t). (B5)
It is also possible to apply the perturbative solution to
the nuclear spin polarization:
Mz(t) =
∑
m
mP0,m +
∑
σ,s,m,m′
m|〈σ,m|ϕsI,m′〉|2Ps,m′ .
(B6)
With the choice of initial state |0〉 ⊗ |I, I〉, one immedi-
ately finds M
(0)
z = I. The j = 2, 3 corrections are:
M (j)z =
∑
m
mP (j)m + η
j
(
g
(j)
I P
(0)
+,I − g(j)I−1P (0)−,I
)
. (B7)
As it turns out, in Eq. (B7) only P
(j)
I and P
(j)
I−1 are differ-
ent from zero, and using Eq. (B5) gives the nuclear-spin
polarization:
Mz(t) ' I − 2Iη2 (1− 2η(2I − 1))
×
(
P
(0)
−,I(t) + Γl
∫ t
0
dt′P (0)0,I (t
′)
)
, (B8)
which is plotted in Fig. 12 with and without the O(η3)
contribution. We find that for small η the lowest order
correction is in excellent agreement with Eq. (B1). In the
inset we show that including the third-order eliminates
any visible discrepancy.
The stationary value can be obtained using∫∞
0
P
(0)
0,I (t)dt = (Γl + Γr)
−1:
Mz(t→∞) ' I − 2Iη2 (1− 2η(2I − 1)) 2Γl + Γr
Γl + Γr
,
(B9)
which, omitting the O(η3) contribution, is Eq. (42) of the
main text.
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