De Graaf et al. [1] suggest that groundwater pumping will bring 42-79% of worldwide watersheds close to environmental exhaustion by 2050. We are skeptical of these figures due to several non-unique assumptions behind the calculation of irrigation water demands and the perfunctory exploration of the model's uncertainty space. Their sensitivity analysis reveals a widespread lack of elementary concepts of design of experiments among modellers, and can not be taken as a proof that their conclusions are robust.
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De Graaf et al. [1] estimate when and where groundwater pumping will cause a critical decrease in streamflow globally. Since irrigation agriculture is responsible for ∼70% of all groundwater pumped worldwide, the assumptions behind the modelling of irrigation water demands strongly ground De Graaf et al. [1] 's results. Should they had systematically accounted for the uncertainties embedded in their modelling exercise, we believe that their conclusions would have been substantially different.
Our first concern derives from their use of the spatially-distributed, global hydrological model PCR-GLOBWB [2] . This model follows FAO guidelines to provide estimates of irrigation water demands as a function of the irrigated area and the crop water requirements. The latter is partially formalized with the classic crop evapotranspiration (ET c ) equation
where k c is the crop coefficient and ET 0 is the reference evapotranspiration. We would like to raise attention on the following points:
• PCR-GLOBWB uses k c values reported in Allen et al. [3] , which were obtained for specific locations under specific management practices. It is known that extrapolation of k c values to different settings might lead to biased water demand computations [4] , and that a 10% uncertainty in k c values can modify irrigation water requirements up to 15% [5] .
• PCR-GLOBWB computes ET 0 with the Penman-Monteith equation, one of the ∼50 formulae available [6] . ET 0 values are highly sensitive to the selection of the formula, which can vary the results by up to 600 mm [7] . The Priestley Taylor or the Kimberly Penman methods, for instance, can yield much higher ET 0 values than the Penman-Monteith [8] .
• Evaporation and crop transpiration are simulated by PCR-GLOBWB over the irrigated areas documented in the Global Map of Irrigation Areas (GMIA) [9] . We are aware of at least five more products informing on irrigated areas apart from the GMIA [10] , with differences on the extension of irrigation that can be as large as one order of magnitude at the country level.
A detailed account of the uncertainties hidden in the computation of irrigation water demands in PCR-GLOBWB is beyond the scope of this letter. To our knowledge, no study has thoroughly conducted a global sensitivity analysis of PCR-GLOBWB (see Wada et al. [2] for an approach to climatic uncertainties and a scenario analysis of surface water and groundwater withdrawal). The same applies to the groundwater flow model that De Graaf et al. [1] couple with PCR-GLOBWB, which is based on MODFLOW [11] . De Graaf et al. [1] are thus building their study on a combination of models whose sensitivity to alternative yet perfectly valid assumptions, as well as to parametric uncertainty, remains significantly unexplored.
Our second concern derives from De Graaf et al. [1] 's assumption of irrigated areas and industrial/domestic water demands remaining constant from 2010 to 2100. This exclusive reliance on a "business-as-usual" scenario appears as a methodological choice rather opposed to many available studies suggesting a significant increase of irrigated areas and water demand in all sectors between 2000-2050 ( Figure 1 , see also Supplementary Materials). The extra pressure on water resources put by larger irrigated areas is also overlooked by De Graaf et al. [1] , which only consider climate change as a factor affecting future irrigation water withdrawals.
Our third concern is on the adequacy of De Graaf et al. [1] 's sensitivity analysis, which plays a prominent role in their paper [the word sensitiv * is used 24 times (3 x sensitive, 19 x sensitivity, 1 x sensitivities)]. The authors explore how sensitive is their model to uncertainties in three different sub-structures, each one isolated from the rest:
1. Values in hydraulic conductivity, drainage level and river bed conductance.
The definition of environmental flow limits.
3. The climate model selected.
For each structure, they vary the parameter of interest, an approach De Graaf et al. [1] describe as a one-at-a-time (OAT) sensitivity analysis.
This approach is unable to provide any useful information: firstly, because sensitivities can not be fully explored by compartmentalizing model structures. which is likely the case with De Graaf et al. [1] 's due to the presence of exponential terms in the sub-structures. In that context, a non-compartmentalized OAT across the five uncertain parameters/structures in (1, 2, 3) would have allowed the authors to explore only 16% of the model's uncertainty space [12] . Given the much higher dimensionality of hydrological models and the piecewise sensitivity analysis of De Graaf et al. [1] , there are reasons to suspect that the authors only explore a minimal or negligible part of the input space (in ten dimensions, for instance, that would be 0.002%). Even with their piecewise approach to sensitivity, De Graaf et al. [1] should have been able to compute main effects plus interactions in 1), as they rely on a 3 2 full factorial design. However, this information is not provided.
Secondly, in 3), De Graaf et al. [1] actually conduct a scenario analysis: a point in the input parameter space is combined with three different global climate models. This approach is also questionable: are the scenarios meaningful, i.e. shared references for the entire modeling community?. Even if they are, De Graaf et al. [1] are only considering the isolated climatic effect, not the effects of combining climate models with other points in the input parameter space. Such an approach of scenario decomposition in the climate sciences is much more defensible and is exemplified by Marangoni et al. [13] .
Thirdly and lastly, De Graaf et al. [1] might be right when they regard a Monte-Carlo sensitivity analysis unaffordable due to its high computational demand. However, there are well-established alternatives that would have allowed them to better explore the full uncertainty space: variance-based measures of sensitivity can be applied to well-constructed and efficient emulators [i.e. based on Gaussian processes or on polynomial chaos expansions (PCE)]. They allow for error quantification and the computation of sensitivity indices. Even OAT would have allowed them to compute interactions by only doubling the number of model runs [14] . These tools could be complemented by a series of triggers that enact the different modelling approaches discussed above. In this way, one could assess the sensitivity of the model output to uncertainties in the model structures available.
Given De Graaf et al. [1] 's approach to uncertainties, it is hard to ascertain whether their results are too optimistic or too pessimistic. We argue that they are simply unreliable: the timing of groundwater exhaustion and the number of watersheds reaching flow limits by 2100 might simply be the product of several concatenated and non-unique modelling assumptions. Due to the important role that hydrological models play in guiding our approach to water security and environmental welfare, their cascade of uncertainties should be accounted for and be systematically investigated. The risks of not doing so, in contrast, are too certain to be ignored [15] .
