Introduction
High-temperature hydrothermal activity is a spectacular feature of the formation of new oceanic crust at spreading centers (see [Lowell et al., 1995] for a review). Seawater penetrates the basaltic crust to a depth of several kilometers, and efficiently transfers heat and Submitted by Schoofs and Hansen to Earth Planet. Sci. Lett., 1999. chemicals from the magmatic intrusion and the newly formed basalts to the seafloor. Direct measurements have indicated that these hydrothermal fluids ventilate through the seafloor at a variety of mass fluxes, temperatures and chemical components. Most of the heat release occurs by diffusion, although a significant amount of heat issues the crust in the form of active hot plumes [Schultz et al., 1992] . These so-called 'black-smoker' plumes, of which the fluid typically rises a few hundred meters above the seafloor, are often related unequivocally to periods of magmatic activity below the ridges. Since they are emitted from sources that operate over periods of years, they are also termed 'chronic' plumes. The major part of the recorded temperatures of black-smoker vents fall within the range of 350 • to 400 • C, though temperatures down to 220 • C have been reported [Campbell et al., 1988] .
The chlorinity of the chronic vents generally deviates in either direction from standard seawater chlorinity (Cl − = 540 mmol/kg). Moreover, the chlorinity varies between different vent sites as well as within single vents over time [e.g. Scott, 1997] . For instance, the chlorinity Cl − of the Monolith black-smoker vent at the northern Cleft Segment of the Juan de Fuca Ridge (JDF) has decreased from 908 to 735 mmol/kg within two years time [Butterfield and Massoth, 1994] . On the southern Cleft Segment, on the other hand, the chlorinity of several vents has been stable at values between Cl − = 951 and 1087 mmol/kg for at least a decade [Von Damm, 1995] . Besides these high-chlorinity vents, many other vents have chlorinities lower than that of standard seawater.
Apart from the diffuse heat flow and the chronic black-smoker vents, huge disc-shaped bodies of anomalously warm water have also been observed, which extend up to one kilometer in the water column [Baker et al., 1987; Baker, 1995] . These features are termed 'megaplumes' or 'event plumes' as they form in a period of days, by a heat flux which is several orders of magnitude higher than that which generates chronic black-smoker plumes [Baker, 1995; Palmer and Ernst, 1998 ]. The chemical signature of megaplumes (when extrapolated back to the seafloor) differs from that of chronic plumes in the sense that concentrations of magmatically derived volatiles and metals are much lower [Wilcock, 1997] . Several authors have suggested that these megaplumes are generated below the seafloor [Cann and Strens, 1989; Cathles, 1993; Lowell and Romanovich, 1993; Wilcock, 1997] . All of the proposed mechanisms are based on the idea of a catastrophic heat and mass release due to a destabilization and quick depletion of a fluid reservoir. Alternatively, Butterfield et al. [1997] and Palmer and Ernst [1998] argued that the event plumes may be caused by a direct interaction between basaltic surface extrusives and seawater.
The temporal and spatial variability of mass, salinity and/or temperature of the hydrothermal vents may provide important information of the underlying newly formed basaltic crust. An explanation of the variety in the salinities of chronic vents was provided by Bischoff and Rosenbauer [1989] : during a magmatic intrusion beneath a mid-ocean ridge, the circulating seawater may become thermodynamically supercritical in the lower parts of the system. Instead of the better known critical point of pure water, a critical curve separates the sub-and supercritical regimes of seawater. This curve depends highly on temperature and pressure [Bischoff and Rosenbauer, 1984; Palliser and McKibbin, 1998abc] . When boiling occurs under supercritical conditions, a small amount of highly saline brine forms while the vapor phase has a corresponding reduced salinity. The brine and vapor salinity depend on the local temperature and pressure conditions. Brine salinities exceeding 50 wt% of NaCl have been observed in fluid inclusions in ophiolites [Nehlig, 1991; Scott, 1997] . The buoyant vapor phase ascends quickly into the overlying (subcritical) fluids, while most of the dense brine stays within the supercritical area underneath. The observed variations in vent chlorinities are well explained by mixing of hydrothermal seawater with either a (condensated) chemically diluted vapor or its complementary brine [Butterfield and Massoth, 1994; Von Damm, 1997] .
The existence of a brine layer at the bottom is still a matter of debate [Lowell et al., 1995; Lowell and Germanovich, 1997; Wilcock, 1998 ]. If phase separation occurs only within cracks at the margins of fresh magmatic dikes, the dense brine may settle gravitationally within these cracks [Lowell and Germanovich, 1997] . Accumulation of the brine may form a coherent brine layer. On the other hand, a brine layer exists naturally within the area occupied by the two-phase regime, provided that the vertical extent of this region is substantially large [Berndt, pers. comm., 1998 ].
The evolution of this basal brine-saturated layer plays a significant role in the geological, geochemical and biological evolution of the ridge-crest system. For instance, convective brines efficiently transport heat from the magmatic intrusion to the main hydrothermal system. Moreover, the density difference between brine and overlying fluids produce a thermochemical interface. The presence of such an interface reduces the temperature in the upper part of the system, as compared to single-layer flow system [Griffiths, 1981; Bischoff and Rosenbauer, 1989] . Besides thermal consequences, the presence of the brine also results in an efficient spilitization of the lowermost part of the sheeted dikes and even the underlying gabbros [Seyfried, 1987; Von Damm, 1990] . The chlorinity of the brine affects high-temperature chemical reactions between the water and the basaltic rocks and, therefore, the chemistry of vent fluids [Berndt and Seyfried, 1990; Seyfried et al., 1991] . Finally, venting of the brine reduces the productivity of most biological communities at the seafloor.
Both the life time of the brine-saturated layer and the vent characteristics associated with the depletion of the brine layer are important factors in these processes. Simple analytical models of the basic physics of brine depletion suggest that the generated brine layer has a life time of years to centuries, from the moment that the system has returned into the subcritical thermodynamical regime [Lowell and Germanovich, 1997] . However, these methods do not take into account the fluid-dynamical interaction of the brine with the overlying liquids.
As a first step in modeling this complex process, the dynamical depletion processes of the brine layer are studied once it has returned into the subcritical regime. The simulations start with the emplacement of a brine layer at the base of an already developed layered convective system. The concept of thermochemical convection of a single-phase liquid with dissolved chemicals is still a poor approximation for the depletion of a brine layer which has developed in the two-phase (or even three-phase) regime [e.g. Ingebritsen and Sanford, 1998 ]. However, the chosen approach allows us to carry out a first order analysis of the fluid-dynamical depletion processes involved with the layered convective system. Furthermore, the temperature and salinity vent signatures are directly related to the brine depletion process. Therefore, these quantities can be used to constrain better the brine-depletion process.
In the previous chapter, it was argued that the stability of a chemical interface between two convective layers within a porous medium depends critically on the balance between the convective forces within these layers and the restoring force associated with the density jump across the interface. In the context of the ridge-crest system, this means that the stability of the brine layer is primarily determined by (1) the thermodynamical conditions under which the brine has formed (defining the brine salinity), and (2) the hydrological properties of the basaltic rocks at the base of the hydrothermal system. When the restoring force of the chemical interface is larger than the convective forces in the adjacent layers, the interface stays intact and the depletion of the brine occurs purely by dispersion across the interface. Otherwise, the interface will disappear by one of the two following dynamical mechanisms.
In a first scenario, the convective forces within both layers are of the same order of magnitude as the force associated with the density difference across the interface. The interface deflects, reaches a physical boundary or another density interface present within the liquid, and 'breaks down' convectively. Subsequently, the fluid of the two adjacent layers merges.
When the second mechanism is relevant, the convective forces in one of the layers are substantially larger than those in the other layer. Advective entrainment of fluid of the less vigorously convecting layer by the convection currents in the stronger convective layer results in the gradual 'migration' of the (planar) interface into the direction of the weaker convective layer. Eventually, the weaker convective layer disappears.
In contrast to the idealized model setup of the previous chapter, the fluid density depends nonlinearly on temperature and pressure (for definitions, see Chapter 2, section 2.2). Moreover, viscosity depends on temperature and salinity (equations (2.13), (2.14) and (2.15)), rather than being constant. These physical properties of the fluid incapacitate the quantitative use of the force balance (equation (5.6)) as an indicator for the stability of the interface. As an alternative, the evolution of an initially chemically layered system is studied experimentally, by varying the permeability and porosity of the medium and the brine concentrations systematically. Focus is on the dynamical mixing processes between the fluid of the brine layer and the overlying seawater-derived fluids. The typical thermal and chemical vent characteristics associated with these various depletion processes will be discussed and compared with observations. Finally, the time scales involved with the depletion are given.
Model setup
The ridge-crest hydrothermal system is evidently three-dimensional [Rosenberg et al., 1993; Sohn et al., 1997] . Even so, we have chosen for a two-dimensional representation of the system because the physics of depletion of the brine layer by mixing with the overlying seawater is essentially two-dimensional. Moreover, since thermochemical convection in a low-porosity medium is numerically challenging, we feel that a high resolution study in two dimensions fits our purposes better than a three-dimensional one on a rather coarse grid. Although the permeability field in ridge crest systems is known to be heterogeneous and anisotropic [Nehlig, 1994; Fisher, 1998 ], the permeability is assumed to be homogeneous and isotropic in this study in order to focus on the fundamental mechanisms involved with the brine depletion. The system of equations describing the evolution of the system is given in Chapter 2, defined by equations (2.16), (2.17) and (2.19)).
The model resembles a cross-section of the ridge, two kilometers deep and four kilometers wide (Figure 6 .1). The top is assumed to be 1.5 km below sealevel and it is isobaric, thus permeable. Two models with different types of top boundary conditions for temperature and chemical concentration are considered. In the first (hybrid) model, the conditions for T and C depend on whether fluid enters or leaves the domain (see Figure 6 .1a). Fluid which enters the hydrothermal system has a temperature and salinity of seawater (T = 0 • C and C = 3.5 wt%). The temperature and salinity of the ascending liquid, on the other hand, do not alter when crossing the border (∂T /∂z = ∂C/∂z = 0). The vent plumes which leave the domain through the top are assumed to further ascend to the seafloor through already developed permeable stockworks, without much change of its thermochemical signature [Richardson et al., 1987; Richards et al., 1989; Wilcock, 1997] . Overpressures induced by hot plumes may give rise to sharp pressure variations near the isobaric top boundary. When applying the hybrid boundary condition, this may give rise to numerical instabilities. Consequently, at higher permeabilities the use of a second model was inevitable.
In the second model, all fluid at the top has a temperature and salinity of seawater (T = 0 • C, C = 3.5 wt%) (see Figure 6 .1b). This constant boundary condition represents a porous medium overlain by an ocean floor. This leaves the disadvantage that also the fluid which flows out of the domain is always cold and has seawater salinity. To overcome this x(km) x(km) dp/dx = dT/dx= dC/dx = 0 dp/dx = dT/dx= dC/dx = 0 dp/dz = ρ * ; T = 400 o C; dC/dz = 0 dp/dx = dT/dx= dC/dx = 0 dp/dx = dT/dx= dC/dx = 0 The bottom is impermeable and has a fixed temperature of T = 400 • C. Magmatic fluid sources are not considered here or, in other words, the chemical flux through the bottom is equal to zero. The sides are impermeable and insulators for heat and solute flux. As a result, the model essentially simulates purely the depletion of the brine layer due to mixing with the overlying seawater.
The simulations were started from the situation in which convection is well developed in both the overlying seawater and the brine layer (for an example of the initial conditions, see Figure 6 .2a). Simply destabilizing an initially static, layered system would not be very representative for the case of our interest, in which a brine layer has evolved by phase separation while cooling has brought the system back into the subcritical regime. A layered convective initial condition was obtained by imposing a barrier to vertical flow at 200 m above the base of the domain, separating the two reservoirs, and allowing the model to reach a statistically steady state. The resulting temperature, pressure and velocity fields are used as the initial condition, while a uniform brine layer of 200 m thickness is placed at the bottom and the artificial membrane is removed. In this way, the model resembles the situation that the brine layer has not been mixed with the overlying seawater. A similar procedure was recently followed to develop a layered convective initial condition in simulations of the Earth's mantle [Kellogg et al., 1999] .
Results
We are interested in the fluid-dynamical mechanisms which govern the depletion of the brine layer and the resulting heat and solute signals at the seafloor. Therefore, a set of numerical simulations has been performed, in which a brine layer is emplaced in an already developed layered convective domain. The excess salinity of the brine layer as compared to seawater salinity, ∆C e , is varied between 0 and 60 wt%.
The base of the system consists of the lower parts of the sheeted dikes and the upper level gabbros underneath. Geologically, this is a very complicated system of which the permeability is not well-known [Richardson et al., 1987; Nehlig, 1994] . In order to focus on the sensitivity of the stability and depletion of the brine layer to the permeability field, two values for the permeability are considered: K = 10 −14 m 2 and K = 10 −13 m 2 , values which may be representative in the region of the brine layer. These values are probably too small to represent the permeability field in the shallower parts of the domain [Nehlig, 1994; Wilcock and McNabb, 1995; Fisher, 1998 ], but have been taken there for reasons of accuracy. In case the permeability is equal to K = 10 −14 m 2 , the top boundary condition is of the hybrid type (see Figure 6 .1a). In the experiments at higher permeability (K = 10 −13 m 2 ), the top boundary is assumed isothermal and isochemical (see Figure 6.1b) .
The effective porosity of the fracture network in the basaltic rocks is of the order of 0.1 to 10 volume percents, as known from in-situ measurements [Becker, 1989] , analysis of obducted ophiolites [Nehlig, 1994; Nehlig et al., 1994] , and from theoretical relationships [Bear, 1993] . Since in the previous chapter porosity has been identified as a key parameter for the layer-forming process, two values for porosity have been considered here: φ = 0.1 and 0.01. For the parameters used, mechanical dispersion dominates over molecular diffusion of the solute within the fluid, while dispersion of heat is negligible. The dispersion lengths of the medium are taken as a l = 1 m and a t = 0.1 m, respectively, values which are reasonable for fractured rocks [Gelhar et al., 1992] . The spatial resolution is 256 × 128 grid cells, based on extensive testing with different discretizations and time step sizes.
First, the dynamical processes associated with the depletion of the brine layer are described from the results of three simulations in a medium with a porosity of φ = 0.01 (sections 6.3.1 and 6.3.2). In section 6.3.3, the sensitivity of the brine-depletion processes to the most important parameters is discussed.
Convective breakup of the interface
In Figure 6 .2, the thermal and chemical distributions are shown at five stages during the evolution of the layered system, for the parameters K = 10 −14 m 2 , φ = 0.01, and an excess salinity of the brine layer of ∆C e = 20 wt%. A dark (light) shading indicates a high (low) temperature or chemical concentration. Figure 6 .2a shows the brine layer at the base together with the overlying fluid at the start of the simulation.
The upper part of the domain is characterized by four major plumes, which are separated by recharged cold fluid. Three of these plumes vent through the top boundary, while a cold thermal boundary layer just below the surface keeps the fourth plume from venting. Several convection cells are present within the brine layer at the bottom, as can be inferred from the temperature snapshot.
The convection currents in the brine layer and in the overlying fluids keep the solute interface sharp but deflect it considerably (Figure 6.2b) . While the amplitudes of the interfacial deflections increase quickly, only small amounts of salinity cross the interface by dispersion. At places where the deflecting interface touches the bottom, the brine layer breaks down (Figure 6.2c) . The separate pieces of the brine layer are entrained almost as a whole by the hot plumes, which are present in the seawater-derived liquid. Subsequently, they are vented through the surface.
Initially one of the plumes does not vent through the surface. The brine which is entrained by this plume recycles several times with the circulating seawater. During this period, the brine is mixed completely with the plume liquid, while only a small amount of the brine is lost dispersively through the top (Figures 6.2c and 6.2d) . From the moment that this plume as yet breaks through the cold upper boundary layer, the remainder of the salinity is suddenly flushed out of the domain (see Figure 6 .2e). 3.5 6.5 9.5 The accompanying top boundary temperatures and salinities are plotted against time in Figure 6 .3, together with the temporal evolution of the horizontally averaged heat and excessive salinity fluxes. From the chemical surface data (Figures 6.3b and d) , it is observed that the major part of the brine ventilates through the top within 300 years after the start of the simulation. Furthermore, the temperature of the vent fluid is reduced temporarily after this period, like is the surface heat flux (Figure 6.3a and c) .
Although the maximum vent salinities are 9.5 wt%, which is more than a third of the initial brine salinity and almost three times that of average seawater, most of the brine is vented as fluid with two times the salinity of seawater (see Figure 6 .3b). Finally, the vent salinity has decreased to seawater values approximately after 300 year from the start of the simulation. Both position and vigor of the four vent plumes remain almost constant up to the end of simulation. Figure 6 .4 depicts the T and C fields at four stages during the evolution of the system with similar parameters as before, except the excess salinity of the brine layer is increased to ∆C e = 60 wt%. The high brine salinity gives rise to a large density jump across the interface between the two layers. Therefore, any deflection of the interface experiences a strong restoring force, keeping the interface planar (see Figure 6 .4a). Furthermore, the brine viscosity is 7 times higher than that of seawater under similar p, T conditions [Palliser and McKibbin, 1998c] . As a result, the convective vigor in the lower layer is strongly reduced, as compared to the previous simulation. The almost static brine layer is entrained very slowly by the overlying seawater thus leading to the downward migration of the interface (compare Figures 6.4a-b) . Due to the decrease of the brine layer thickness, convection in this layer has vanished completely after 500 years (see Figure 6 .4b).
Migration of the interface Downward migration
Although solute is transported continuously across the interface, the salinity difference (and thus the density jump) between brine layer and overlying liquid remains nearly constant because (1) the salinity of the brine layer is distributed homogeneously, and (2) the entrained salinity is transported away from the interface immediately by the convection currents in the upper layer. Consequently, the interface remains flat up to the point that nearly all of the brine has been entrained by the convection currents in the overlying layer and the bottom thermal boundary layer destabilizes (Figures 6.4c-d) . At that moment, several new plumes develop from the base of the domain.
In Figure 6 .5, the temperature, salinity and fluxes sampled at the seafloor are plotted. The variation of the surface heat flow is directly related to the amount of actively venting plumes (Figures 6.5a and c). Figures 6.5b and d show the long-term chronic venting with an almost constant salinity of two times that of seawater. During these vent periods of the brine, the vent temperatures are slightly reduced (see Figure 6 .5a). The maximum vent salinity is 7.3 wt%. Despite the larger initial brine salinity, this value is lower than in the previous simulation.
Upward migration
In order to investigate the sensitivity of the stability and depletion of the brine layer to the permeability field, the permeability of the medium is increased to K = 10 −13 m 2 . Note that the second model for the surface boundary (constant T and C) has been employed here. In Figure 6 .6, the T and C fields are shown at five stages during the evolution, in which all parameters except permeability are similar to the previous simulation. Like in the previous case, the high viscosity of the brine results in an almost static brine layer (Figure 6 .6a). The brine layer is essentially a thick thermal boundary layer, across which heat is transported diffusively. This results in a reduced convective vigor in the overlying layer, as compared to the initial situation.
In contrast to the previous case, this (nearly) diffusive thermal boundary layer does not remain stable but breaks down at several locations (Figure 6 .6b). The convective forces within the destabilized areas of the brine layer quickly grow larger than the stabilizing density force of the interface. Due to a nonlinear dependence of density and viscosity on temperature, pressure and/or salinity, it is not straightforward to determine in which of the two layers convection is most vigorous. Despite a smaller layer thickness, the convective forces in the brine layer appear to be larger than those in the overlying fluids almost immediately. As a consequence, the interface between the brine and overlying fluids starts to migrate upwards.
Vertical growth of the bottom layer by advective entrainment of seawater-derived fluids from above the interface obviously results in a decreased average chemical content within the layer (Figures 6.6b-d) . Advective mixing of the solute within the destabilized areas quickly redistributes the chemical content of the brine layer such keeping the layer mixed reasonably well. At the moment that the three strongest (newly developed) plumes reach the top of the domain, the mixed and diluted liquid vents through three major vent sites (Figure 6 .6e).
In Figure 6 .7, the temperature and salinity at a depth of 200 m below the seafloor are plotted against time (as to represent the temporal evolution of the surface T and C), together with the temporal horizontally averaged heat and solute fluxes. Figure 6 .7a shows that the vent temperatures decrease gradually, until the moment that the upward migrating interface reaches the surface. From that moment, all brine flushes out of the domain within a period of around 100 years (see Figures 6.7b and d) . During this period, the temperatures are high and vent salinities up to C = 13 wt% are observed.
Sensitivity study and depletion times
In every experiment, the brine layer was depleted by one of the two mechanisms described in the previous sections. Convective breakup of the interface was observed in all simulations with an excess salinity of C e ≤ 20 wt%, while interface migration occurred at higher salinities. The direction of the interface migration depends on the convective forces within the brine layer and, thus, this depends primarily on the permeability of the medium. Downward migration is observed in case the brine is static, at a permeability of K = 10 −14 m 2 . Upward migration, on the other hand, occurs in the cases where the fluid in the brine layer convects,
