In this paper, we present a simpler proof of the result of Tsuchiya and Muramatsu on the convergence of the primal affine scaling method. We show that the primal sequence generated by the method converges to the interior of the optimum face and the dual sequence to the analytic center of the optimal dual face, when the step size implemented in the procedure is bounded by 2/3. We also prove the optimality of the limit of the primal sequence for a slightly larger step size of 2q/(3q-1), where q is the number of zero variables in the limit. We show this by proving the dual feasibility of a cluster point of the dual sequence.
Introduction
We consider here the linear programming problem:
minimize cT x Ax = b,
where A is an m x n matrix and b and c are appropriate vectors. We also assume that ASSUMPTION 1 The linear program has an interior solution. ASSUMPTION 2 The objective function is not constant on the feasible region. ASSUMPTION 3 The matrix A has rank m.
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There have been some significant developments in the convergence theory of the affine scaling method. In the series of papers (Tsuchiya [14, 15] , Dikin [5, 6] and Tsuchiya and Muramatsu [16] ), convergence is shown when the step size is restricted to two-thirds of the distance to the boundary. Prior to these results, convergence of the primal sequence was known, but its optimality was only known under non-degeneracy, see for example Vanderbei and Lagarias [18] .
On the basis of the global convergence analysis by the use of a local potential function, developed by Tsuchiya [14, 15] , and the analysis of reduction of potential function developed by Dikin [6] , Dikin [5] proved the global convergence of the long step affine scaling method when the step size is restricted to 1/2. Stimulated by [6] , but independently, Tsuchiya and Muramatsu [16] proved that the method converges to the optimum solution if the step size is restricted to 2/3, and that in this case, the primal sequence converges to the relative interior of the optimal face of the primal and the dual sequence to the analytic center of the optimal face of the dual. Hall and Vanderbei [8] present an example that shows the 2/3 is tight in the sense that with a larger step size, the dual sequence may not converge. In this paper, we give a simple proof of the two-third result. Another simplification of the proof can be found in Monteiro et al. [10] . Our proof parallels their proof in many places, but is simpler. Wherever possible, we will point out the similarity of our results to theirs. In addition, we also prove the convergence of the primal sequence to optimality for a slightly larger step size of 2q/(3q-1), where q is the number of zero variables in the limit of the primal sequence. In this case, we show that the dual sequence has a subsequence converging to a dual feasible solution. For the step size strictly less than 2q/(3q -1), we show that the primal converges to the interior of the primal optimal face. Independently, this result has also been obtained by Gonzaga [7] .
In addition to the introduction, this paper has nine other sections. In section 2, we present the affine scaling method we will deal with in this paper. In section 3, we study some important properties of the sequences generated by this method, and in section 4 we present some preliminary results. In section 5, we prove the convergence of the primal sequence. In section 6, we develop additional properties of the sequences, and in section 7 we introduce the concept of local potential function. In section 8, we prove the convergence of the dual sequence when the step size is restricted to 2/3, while in section 9 we prove the optimality of the limit of the primal sequence for a step size restricted by 2q/(3q-1). The final section is the appendix.
Primal affine scaling method
We refer the reader to Barnes [2] and Vanderbei et al. [17] for more on this method. The iterative scheme of the primal affine scaling method is the following, and is known as the large step version. The method presented in [2] and [I7] is known as the short step version.
Step 0. Let x ~ be an interior point solution, 0 < ct < 1, and let k = 0.
Step 1. Tentative solution to the dual:
Step 2. Tentative dual slack:
If s k< O, then STOP. The solution is unbounded.
Step 3. Min-ratio test:
where $(x)= maxjxj. If Ok = 1, set tZ = 1.
Step 4. Next interior point:
X2s k x k+l = x ~ -aOk ilXksktl.
Step 5. Iterative step: Ifx k+l = 0 for some j, then STOP. x k § is an optimal solution. Otherwise, set k = k + 1 and go to step 1.
It is shown in Vanderbei and Lagarius [18] that if the algorithm stops in step 5, then an optimal solution has been found.
ELLIPSOIDAL APPROXIMATING PROBLEM
As is now well known (see, for example, Barnes [2] ), the direction X2s k/l[ XkS k ll generated by this algorithm is obtained by solving the following ellipsoidal approximating problem: At the kth iterate, given an interior point x k > 0, the direction v k = X~s k to the next iterate x k+l, generated in step 4, is obtained by scaling the solution to the following ellipsoidal approximating problem:
EAP

LEAST-SQUARES PROBLEM
Another important observation about this method is that the dual estimate y k, calculated in step 1, is readily seen as generated by the following "least-squares" problem: yk = arg miny llXk (c -A ry)II and we note that this estimate, given a primal feasible solution x k, is chosen to minimize the complementary slackness violation without the nonnegativity constraint on the dual variable s = c -Ary. We now state some important properties of the sequences generated by this method.
Properties of sequences
Let {xk}, {yk}, {S k} and {'o k} = {X2s k} be the sequences generated by the primal affine scaling algorithm. If these sequences are finite, then the last point of the first sequence solves the linear program, or the problem has an unbounded solution. Thus, we henceforth assume that they are not finite. We now establish some important properties of these sequences. 
Proof
The first part readily follows. To see the second part first observe that, from the definition cTvk= crX2s k, and Either this sequence diverges to -~, or it is bounded, and thus converges with IlXkskll ~ 0 as k ~ 0, and ~ > 27=lcr(x k-xk+~).
It is readily seen, from step 4 and theorem 1, that
From assumption 2, IlXkskll * O, and so {crx k} is strictly decreasing. Hence, it either diverges to -~ or is bounded. In the latter case, since every bounded monotone sequence converges and aOk >--at >, XkS k___> O. Now
where limk_~,crxk= c* and we are done.
[]
We now prove some preliminary results, and then establish the convergence of sequences {xk}, {yk} and {sk}.
Preliminary results
In this section, we prove some preliminary results and two theorems related to the ellipsoidal approximating problem discussed in section 2.1.
LEMMA 3
Proof
Let rj and sj > 0 for each j---1 ..... l be arbitrary real numbers. Then x'j__, Irjl
S k Sj
Then for each j = [] The next theorem was proved by Dikin [4] . Our proof is from Vanderbei and Lagarias [18] . Other proofs can be found in Todd [12] and Vavasis [19] . 
Proof
By the Cauchy-Binet Theorem and Cramer's rule we can write the ith component
where A (i) is the matrix obtained by replacing the ith row of A by pr, and the sum is over all possible J which are ordered sets of m elements 1 <Jl < ... <Jm < n.
Since a term in the denominator is zero only when the term in the numerator is zero, from lemma 3 we can use (1)
The following result establishes a relation between the objective function value and the solution vector of this problem. Let k 15e tlie mul~lplier on tt/e constramt, f~tien tt/e opumality conaiti0ns r6r this problem can be stated as follows:
wRDa + RDRTv = 0,
and we note that equation (3) 
/[[cl[ + q(R, a)). []
We now establish an important corollary to the preceding theorem. It was proved by Tseng and Luo [13] and Tsuchiya [14] . See also theorem 2.6 of Monteiro et al. [10] . Given an x > 0, consider the ellipsoidal approximating problem EAP of section 2.2. [] Let R be an arbitrary r x I matrix, with rank < r and let b E T,.(R). Also, let z E ~n be any vector. Consider the following problem:
Rx=b. We can then prove: THEOREM 7 There is a constant q(R) such that for every z, for the solution x(z) of the above problem we have [] The following simple lemma on the natural logarithmic function is important. This result was first proved by Tsuchiya [14] . LEMMA 8 Let w E R q and 0 < ~ < 1 be such that wj < ,q,. Then The result now readily follows from the above two facts.
Convergence of primal sequence
We assume here that the sequence {cTx k} is bounded. We now prove that the primal sequence {x k} converges. We prove this in the next theorem. THEOREM 9 Let the assumptions 1 through 3 hold, {cTx k} be bounded, and the sequence {x k} be generated by the primal affine scaling algorithm. Then x k converges, say to X*.
Proof
Consider the approximating problem of section 2.1. Note that aOk ~k = X k _ X k+l, where ~3 g = X2s~/II Xkskll is the solution to the ellipsoidal approximating problem EAP of section 2.1. We will now show that ]~=1 a0kll ~3kll < oo and thus the sequence {x k} converges. But from theorem 2 and corollary 6, 
More on the sequences
We have seen in the previous section that the primal sequence converges. Let x be such that lim x k = x*. such that x* lies in the relative interior of the face F, i.e., it is the smallest face of P containing x*. We now prove an important property of the sequence {xk}. Such a result was first proved by Tsuchiya [14] . Also see lemma 3.1 of [10] . THEOREM 10 There is a 5> 0 and an M> 0 such that for each k= 1, 2 .... The following is a well-known result on the convergence rate of the sequence {crx k-c*}. Also, see lemma 2.10 of [10] . THEOREM 11 There exists an L > 1 such that for all k > L,
= ~cT(x k+j --xk+J +1) j=0
>--lj~=ollXk+J --xk+j+X[[ > 1 ~(xk+J _ xk+j+l ) -M j=0 = lllxk -x*ll M c
Proof
Consider the problem EAP of section 2.1. We note that X~sk/llXks~ll solves this problem and that (x k -x*)/llx~l(x k -x*)ll is feasible for it. Thus, from the above fact and theorem 1, to be the set of all tentative dual solutions that are complementary to each solution in F. We can readily establish the following: LEMMA 12 D~O.
From step 1 and theorem 4, the sequences {yk} and {s k} are bounded, and thus have cluster points y* and s*, respectively. From theorem 2, since Xk sk --~ O, sB = 0. The result now follows since Ary * + s = c.
[] Consider the sequence {u k} defined by
We now state an important result about this sequence. Its proof is given in the appendix. THEOREM 13 The sequence {u k} has the following properties:
1. It is bounded.
2.
There is an L > 1 such that for each k > L, (a) Ilukll2= Ilu~l12 + rk and ET=Llrkl <=. (d) q)(u k) = dp(ul~).
Local potential function
To show the convergence of the dual sequence, it is necessary to control the step size. In particular, the step size a is required to be less than or equal to 2/3. This result is achieved by the use of a local version of the potential function, introduced by Tsuchiya [14] , which we now introduce.
For any x>0 with crx-c*>O and NC {1,...,n} with q= INI, define
FIr(X) = q log(cT x --C*) --~_~ log(xj).
jeN sequence {xk}, we can prove For the THEOREM 14 There exists an L > 1 such that for all k > L, 
Convergence of dual sequence
We are now ready to prove that with the step size a less than or equal to 2/3 the dual sequence converges to the analytic center of the optimal face of the dual polytope. Throughout this section, we will assume that the sequence {cTx k} is bounded and we now define the analytic center of the optimal dual face as the solution (y*, s*) to the following problem: We now establish a lemma. LEMMA 15 If the analytic center defined by ACP exists, it is unique.
Proof
The uniqueness follows from the strict concavity of the log function.
We are now ready to prove our main theorem.
[] THEOREM 16 Let the sequence generated by the affine scaling algorithm be infinite, and the step size a be less than or equal to 2/3. Then, there exist vectors x*, y* and s* such that
yk ~ y*,
Sk ---~ S *, and s* > O.
The limits are optimal solutions for their respective problems, and satisfy the strict complementarity condition. In addition, the dual solution (y*, s*) converges to the analytic center of the optimal dual face, and the primal solution to the relative interior of the optimal primal face.
Proof
From lemma 8 and theorems 13 and 14 and the fact that for any a < 1, log(1 -a) < -a, we obtain an L such that for each k > L with 0 < ~0(w~), we have / )( w '21
From theorem 13 part 2(c), it can be shown that 0> a 2. Now, as w~ = u~-(1/q)e, we note that, when q~(
Thus, we have
For each a < 2/3, a/(2(1 -a)) _< 1. Hence, when ~0(w~) > 0,
FN(x k+l ) -FN(x k) <_ -qO~(w~v)llw~ll 2 1 + ~(w k) -O(qTk + 6k ).
In the case ~(w k) < 0, then w k < 0. So, log(1 -0wf) > 0. From theorem 14 and the fact that log(1 -a)< -a, we have solve the K.K.T. conditions for the analytic center problem ACE Thus, s k converges to a -l, the analytic center, on each convergent subsequence, and hence parts (2) and (3) of the theorem are established by lemma 15. We finish the proof by observing that x* is primal feasible, (y*, s*) is dual feasible and the pair satisfies the complementary slackness theorem (by theorem 2) and therefore are optimal solutions for the respective problems. The strict complementarity holds as s~, > 0.
FN(X k+l ) -FN(x k ) < --qOllw~r 2 -O(q~k +
The following is a sharp bound on the convergence rate of {crx k-c*}. See also theorem 4.2 of [10] .
THEOREM 17
Let a < 2/3. Then Proof equation (7).
Follows readily from theorem 13 parts 2 (a), (c) and (d), equation (5) and []
Convergence to optimality for larger step size
In this section, we will show convergence to optimality for a slightly larger step size than 2/3. This result has also, independently, been obtained by Gonzaga [7] . We now establish a lemma. Thus, x* and (y*, s*) are optimum solutions of the dual pair. Also, when ct< 2q/(3q-1), they satisfy the strict complementarity condition.
Proof
As a result of theorem 10, either on some subsequence K', F(x k § 1) _ F(x k) > 0 for each k~K" or lim(F(x k § -F(xk))= 0. Thus, on some subsequence, from equation (6) liminff-q+ a__ 1 / >0. []
Appendix
We now prove theorem 13. These proofs parallel proofs of similar results in [10] .
Proof
To see ( < (crx [ -c*) and thus the sum is finite. []
