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ABSTRACT 
   A hybrid method called Extended Changing Crossover Operator (ECXO) for efficiently obtaining the 
optimum solution of the Traveling Salesman Problem through flexibly alternating Ant Colony 
Optimization (ACO) which simulates process of learning swarm intelligence in ants’ feeding behavior 
and Edge Assembly Crossover (EAX) which has been recently noticed as an available method for 
efficient selection of optimum solution with preserving diversity of chromosomes at any time, is studied. 
If EAX can not find the optimum solution in the first stage ECXO makes ACO regenerate new 
chromosomes to merge with the last best solution searched through EAX in order to maintain diversity of 
chromosomes. Afterwards it makes EAX reproduce better solutions with the merged chromosomes. This 
trial is repeatedly executed until EAX can find the best solution. In this paper its validity is 
experimentally verified by using medium-sized TSPs.  
Key Words: TSP, Hybrid Method,  ECXO, GA, ACO, EAX 
キーワード : 巡回セールスマン問題, ハイブリッド手法，拡張遺伝子交叉オペレータ交代法，遺伝的アルゴ
リズム, アントコロニー最適化法，枝組み立て交叉 
1. はじめに 
 巡回セールスマン問題TSP(Traveling Salesman 
Problem) 1), 2)の最適解の近似を効率的に得る新しい
ハイブリッド手法として遺伝的アルゴリズム
（Genetic Algorithm (GAs)）1), 3), 4)とアントコロニ－
最適化法 (Ant Colony Optimization (ACO)）5), 6)の各遺
伝子交叉オペレータを任意の時点で交代可能な拡
張遺伝子交叉オペレータ交代法（ECXO： 








（EAX: Edge Assembly Crossover）13), 14), 15)を主制御対
象の遺伝子交叉オペレータとするECXOを検討し
た。EAXは両親の巡回路の部分経路長が最短とな
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 3.1 拡張遺伝子交叉オペレータの特徴 
本実験での ECXO の制御対象となった遺伝
子交叉オペレータは EAX， ACO でありその機
能を C 言語 19), 20)で開発した。GAs における個




(1)枝組み立て交叉（EAX: Edge Assembly 
Crossover） 
EAX は親 A と親 B の同数の枝を交換して子
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具備している 9), 17)。 
 



















解決する。そこでは EAX や ACO や４-opt で鎖













が探索した次善解を，ACO や CLK を利用して
突然変異させる。突然変異させた遺伝子群を
再び EAX の入力として解の改良を図る。 
















応度）」で測定する。当 Div は TDGA（Thermo 
Dynamical Genetic Algorithm）25)の TSP への応
用尺度の簡易尺度である。多様性が大きけれ
























第１段では，先ず ACO で EAX の初期設定時間の
— 76 —
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●This stage consists of Max_Repeat1 plus one 
independent family runs αi. 
(i=1,2,……., Max_Repeat1+1) 
●In each family runαi, ECXO recursively merges the 
best chromosome so far found by EAX with 




produce more eugenic chromosome, where ACO 
generate them with different initial tours to maintain 






best_chromosome so far 
(i+j+C) 
chromosomes (i+ j+C)
Fig. 1. ECXO combines EAX with ACO to produce eugenic chromosomes through recursively merging the best chromosome so far found by EAX with 
chromosomes generated by ACO using different initial tours to maintain the diversity of population. 
merged_chromosome (i+j) 








Repeat from i=1 to i=Max_Repeat1+1 
Repeat from j=1 to j=Max_Repeat2 
C: arbitrary constant  
Any Max_Repeat1 individuals’ selection k (k=1,2,…., 
Max_Repeat1) ●In the second stage,  
 Max_Repeat1 independent runs are 
executed. 
Family run Fi   
Family run FRepeat1+1   
<Remarks> 
ACO:  Ant Colony Optimization 
EAX:  Edge Assembly Crossover  
<Remarks> 
●Best chromosome of optimum path in 
the first stage is excluded on this stage 
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短縮を図る。EAX は ACO が生成した解を
Chromosomes というファイルで引き継ぐ。ECXO
法は既に EAX 等が探索した適応度の高い個体
（次善解 S1）を ACO 等が比較的初期の世代で生
成した個体群に混在させて作った遺伝子ファイル







 ECXO のアルゴリズム 
＜第１段＞ 
 以下の Family run F(i)を i= 1～Max_Repeat1 + 1 + 
number of optimum trials 分繰り返す。各 Family run 

























その際，ACO 解と EAX が最新に探索した最良解
を１つ混在させた遺伝子ファイルを入力ファイル
とする。seed_id= iにて EAXによる探索を行う。 
●EAX が最適解を探索した場合，i=i+1 として第
１階層の処理を繰り返す。 
●EAX が最適解を探索しない場合は j=j+1 として，
第 2階層の処理を繰り返す。    
＜第 2段＞ 
●第１段で EAX が探索した次善解を混合し遺伝
子ファイル S を生成する。S を構成する個体（巡
回路）は第１段の S(i) である  (i= 1, ・・ , 
Max_Repeat1+1）。 
●S から S（i）を除いた遺伝子ファイル W(i+1)を
作る。但し W(Max_Repeat1+2)=W(1)である。その
際，W(i)はMax_Repeat1個の個体からなる。 









本 実 験 で は Dorigo の 論 文 に 合 わ せ ，
Max_Repeat1=15とした。 
②Max_Repeat1＋１：第１段で最適解を探索できず，
第 2 段で最適解を ECXO が探索できることを統計
的 に 保 証 す る た め に は ， 互 い に 独 立 な
Max_Repeat1 分の試験を第 2 段で行う必要がある。
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イミングが小さいことと考えられる。 




クル番号，(b)世代番号，(c)ACO と EAX のオペ
レーション種別，(d)コンピュータ時間，(e)
その時間までに探索した最短経路長を示して
いる。各世代では 200 個の旅が ACO または EAX
により生成される。0 サイクルから 17 サイク
ルは第１ステ－ジ，第 18 サイクルは第 2 ステ
－ジである。Table2 から以下のことがわか
る。①第 0 世代で最良経路長 485,765 の初期
ツアーを生成した後，②第 1 サイクル第 1 世
代目完了時 68 秒に ACO は最短経路長 105,685
のツアーを探索し最新の 100 個の旅情報を EAX
に引渡していること，③EAX が 76 世代目完了
時 4,883 秒に局所最適経路長 27,800 に陥って
停止したこと，④第 2 サイクルで新しい初期
条件（乱数種=13）で第 77 世代目完了時 4,951
Table 1. Comparison of iterative ECXOs with EAX and ACO on best length, average length, the number of optimal trials, 
relative error, and computer time to find the best length. Results are obtained from fifteen independent trials for att532.   














1 EAX 27,807 28,022 0 /15 0.121 4,540 5,090 
2 ACO 28,290 29,116 0 /15 0.517 25,312 31,451 
3 Iterative ECXO(ACO→EAX) 27,686 27,688 13/15 0.001 25,622 25,622 
Relative error is defined as ((Average length)/(Optimal length) – 1) 
Table 2. A Process of iterative ECXO(ACO→EAX) to converge to the 
optimum solution. 
 
<Remarks> EAX alternates with ACO to find the optimum 
solution on 18th cycle. 
Fig.2. Process of convergence to the optimal length through iterative ECXO  
(in a case of att532). 
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number of optimum trial分の試験を行う。 




の ACO と EAX による最大再試行回数が
Max_Repeat2 である。 
 
4.  実験 
 4.1 実験データ 
  532 都市問題 att532 を用いて，EAX を主遺伝
子交叉オペレータとする EAX の有効性を検証
した。TSPLIB によれば，これまでに見つかっ






数 値 実 験 は ， COMPAC NX6320 Genuine 
Intel(R) CPU, 1.66GHz, 504MB RAM 上 の
Windows XP 上で行なった。C 言語の処理系は
Microsoft Visual C++（R）6.0 デベロプメントシ



















 4.5 実験結果 
 (1)ECXO による性能改善効果 
EAX， ACO ならびに ECXO モデル（ACO→
EAX）の交叉モデルについて，乱数種を１から
















結果を Table 1 にまとめる。 
Table1 から以下のことがわかる。 
(ⅰ)EAX 単独では経路長 27,807 の解しか探
索できないこと，ACO 単独では経路長 28,290
の解しか探索できていないこと，  
(ⅱ) ECXO (ACO→EAX) が経路長 27,686 の
最適経路を探索できていること。 
(ⅲ) ECXO の最短経路探索率 0.83=13/15 は 
高いこと。 
(ⅳ)従って，相対誤差 e に関して ECXO は
0.001 と最も小さいこと。EAX は 0.121，ACO
が 0.517 であること。 





− 7 −  
イミングが小さいことと考えられる。 




クル番号，(b)世代番号，(c)ACO と EAX のオペ
レーション種別，(d)コンピュータ時間，(e)
その時間までに探索した最短経路長を示して
いる。各世代では 200 個の旅が ACO または EAX
により生成される。0 サイクルから 17 サイク
ルは第１ステ－ジ，第 18 サイクルは第 2 ステ
－ジである。Table2 から以下のことがわか
る。①第 0 世代で最良経路長 485,765 の初期
ツアーを生成した後，②第 1 サイクル第 1 世
代目完了時 68 秒に ACO は最短経路長 105,685
のツアーを探索し最新の 100 個の旅情報を EAX
に引渡していること，③EAX が 76 世代目完了
時 4,883 秒に局所最適経路長 27,800 に陥って
停止したこと，④第 2 サイクルで新しい初期
条件（乱数種=13）で第 77 世代目完了時 4,951
Table 1. Comparison of iterative ECXOs with EAX and ACO on best length, average length, the number of optimal trials, 
relative error, and computer time to find the best length. Results are obtained from fifteen independent trials for att532.   














1 EAX 27,807 28,022 0 /15 0.121 4,540 5,090 
2 ACO 28,290 29,116 0 /15 0.517 25,312 31,451 
3 Iterative ECXO(ACO→EAX) 27,686 27,688 13/15 0.001 25,622 25,622 
Relative error is defined as ((Average length)/(Optimal length) – 1) 
Table 2. A Process of iterative ECXO(ACO→EAX) to converge to the 
optimum solution. 
 
<Remarks> EAX alternates with ACO to find the optimum 
solution on 18th cycle. 
Fig.2. Process of convergence to the optimal length through iterative ECXO  
(in a case of att532). 
八戸工業大学紀要 第 30 巻 




number of optimum trial分の試験を行う。 




の ACO と EAX による最大再試行回数が
Max_Repeat2 である。 
 
4.  実験 
 4.1 実験データ 
  532 都市問題 att532 を用いて，EAX を主遺伝
子交叉オペレータとする EAX の有効性を検証
した。TSPLIB によれば，これまでに見つかっ






数 値 実 験 は ， COMPAC NX6320 Genuine 
Intel(R) CPU, 1.66GHz, 504MB RAM 上 の
Windows XP 上で行なった。C 言語の処理系は
Microsoft Visual C++（R）6.0 デベロプメントシ



















 4.5 実験結果 
 (1)ECXO による性能改善効果 
EAX， ACO ならびに ECXO モデル（ACO→
EAX）の交叉モデルについて，乱数種を１から
















結果を Table 1 にまとめる。 
Table1 から以下のことがわかる。 
(ⅰ)EAX 単独では経路長 27,807 の解しか探
索できないこと，ACO 単独では経路長 28,290
の解しか探索できていないこと，  
(ⅱ) ECXO (ACO→EAX) が経路長 27,686 の
最適経路を探索できていること。 
(ⅲ) ECXO の最短経路探索率 0.83=13/15 は 
高いこと。 
(ⅳ)従って，相対誤差 e に関して ECXO は
0.001 と最も小さいこと。EAX は 0.121，ACO
が 0.517 であること。 





− 9 −  
Algorithms with Changing Crossover Operators”, Proceedings of 
Fourth International Conference on Machine Learning and 
Applications, IEEE Computer Society, pp. 319 - 324 (2005) 
 8) R. Takahashi and K. Degai: “A Performance Improvement of Genetic 
Algorithms through Changing Crossover Operators to Solve the 
Traveling Salesman Problem”, Proc. of the 8th International Conference 
on Computer and Information Technology, organized by Islamic 
University of Technology, pp. 40 - 45 (2005) 
 9) R. Takahashi: “A Performance Improvement of Solving the Traveling 
Salesman Problem through Uniting Changing Crossover Operators to 
Ant Colony Optimization”, Advance in Natural Computation and Data 
Mining, Proc. of the 2nd International Conference on Natural 
Computation and the 3rd International Conference on Fuzzy Systems 
and Knowledge Discovery, Xidian University, pp. 114 - 130 (2006) 
10) R. Takahashi, “Solving the Traveling Salesman Problem through 
Extended Changing Crossover Operators”, The Institute of Electrical 
Engineers of Japan, IEEJ Trans. EIS, Vol. 128, No. 12, pp.1820-
1832, 2008 (in Japanese), 髙橋良英: 「拡張遺伝子交叉オペレータ
交代法による巡回セールスマン問題の解法」，電気学
会,Vol.128,No.12,Sec. C., pp.1820-1832 (2008) 
11) R. Takahashi: “A Hybrid Method of Genetic Algorithms and Ant Colony 
Optimization to Solve the Traveling Salesman Problem”, in Proceedings 
of Eighth International Conference on Machine Learning and 
Applications, IEEE Computer Society, pp. 81- 88 (2009) 
12) R. Takahashi: “Extended Changing Crossover Operators to Solve the 
Traveling Salesman Problem”, Electronics and Communications in Japan, 
Vol.93, NO. 7, pp. 1- 16 (2010) 
13) Y. Nagata and S. Kobayashi: “The proposal and evaluation of a crossover 
for Traveling Salesman Problem: Edge Assembly Crossover”, JSAI, 
Vol.14,No.5,pp.848-859, 1999 (in Japanese). 永田裕一 ,小林重信 : 
「巡回セールスマン問題に対する交叉：枝組み立て交叉の提案
と評価」，人工知能学会誌,Vol.14,No.5,pp.848-859 (1999) 
14) M.-K.Tsai, J.-M.Yang, Y.-F.Tsai, C.-Y. Kao: “Some issues of designing 
genetic algorithms for traveling salesman problem”, Soft Computing, 
No.8, pp.689-697 (2004). 
15) M.-K.Tsai, J.-M.Yang, Y.-F.Tsai, C.-Y. Kao: “An Evolutionary 
Algorithm for Large Traveling Salesman Problems”, IEEE Transactions 
on Systems, Man, and Cybernetics- Part B. Cybernetics., Vol. 34, No.4, 
pp. 1718 – 1729 (2004) 
16) TSPLIB95: http://www.informatik.uni-heidelberg.de/ 
17) E. Aarts and J. K. Lenstra: “Local Search in Combinatorial Optimization”, 
Princeton University Press (2003) 
18) M. Garey and D. Johnson: “Computers and Intractability, A Guide to the 
Theory of NP-Completeness”, W. H Freeman and Company (1979) 
19) B. W. Kernighan and D.M. Richie: “The C Programming Language, 
Second Edition”, Bell Telephone Laboratories (1988) 
20) H. Hirano: “A Genetic Algorithm C programming”, Personal Media Inc., 
pp. 232-238, 1995 (in Japanese). 平野広美: 「遺伝的アルゴリズム C
プログラミング」, pp.232-pp.238, パーソナルメディア社 (1995). 
21) K. Helsgaun: “An Effective Implementation of the Lin-Kernighan 
Traveling Salesman Heuristics”, European Journal of Operational 
Research, 126(1), pp. 106 - 130 (2000) 
22) S. Lin & B. W. Kernighan: “An Effective Heuristic Algorithm for the 
Traveling-Salesman Problem”, Oper. Res. 21,pp.498-516 (1973)  
23) D. Applegate, R. Bixby, V. Chvatal, W. Cook: “Finding Tours in the 
TSP”, Tech. Rep. TR99-05, Dept. Computat. Appl. Math., Rice Univ., 
Houston, TX 77005 (1999)  
24) O. Martin, S. W. Otto, E. W. Felten: “Large-Step Markov Chains for the 
TSP Incorporating Local Search Heuristics”, Operation Research 
Letters, vol. 11, pp.219-224 (1992). 
25) 前川,玉置,喜多,西川：熱力学的選択ルールを用いた巡回セールスマ
ン問題の遺伝的解法，計測自動制御学会誌論文集, Vol. 33, No. 9,  
pp. 939-946 (1997). 
26) Dong-II Seo and Byung-Ro Moon, Voronoi: “Quantized Crossover for 
Traveling Salesman Problem, Genetic and Evolutionary, Computation 
Conference, pp.544-552 ( 2002) 
八戸工業大学紀要 第 30 巻 
− 8 −  
秒に ACO は経路長 98,160 のツアーを生成し最
新の 100 個の旅情報を EAX に引渡しているこ
と，ACO から引き渡されたこの旅情報とこれま
でに EAX が探索した最短経路長 27,800 の旅情
報を併合した旅情報を現世代の親として EAX
は 99 世代目完了時 6,419 秒時にこれまでより
短な経路長 27,742 を探索できたこと，⑤こう
して ACO と EAX が交互に遺伝子操作オペレー
ションを交代し，17 サイクル目 352 世代目
25,621 秒に EAX は局所最短経路長 27,699 を探
索していること，⑥このようして探索した他
の 14 個の探した最短経路との併合ファイルを
入力として EAX は第 2 ステ－ジ 18 世代目完了
時 25,622 秒に最適経路長 27,686 を探索し
た。 
Fig.2 は Table2 をグラフ化したものであ
る。グラフの X 軸は実行時間，Y 軸はその時点
での探索経路長を示す。グラフは 8 サイクル










4.6 他の TSP 問題による再帰的 ECXO の有効
性の検証 
u574 に対してそれぞれ乱数種を変えた独立
な 15 回の ECXO 方式の試験を行い att532 と同
等以上の性能評価結果を得ている。 
以下に最適解探索率を整理する。 
内訳： ECXO（ACO→EAX）：14/15= 0.93%，EAX: 




（Extended Changing Crossover Operator）の有
効 性 を TSPLIB の 中 規 模 TSP デ ー タ
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追加すると最適解探索に成功する場合があ
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験の結果，ACO や EAX 単独では最短経路を探
索することが困難なこと， ACO と EAX が交
互に交代しながら再帰的に最適解を探索する
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秒に ACO は経路長 98,160 のツアーを生成し最
新の 100 個の旅情報を EAX に引渡しているこ
と，ACO から引き渡されたこの旅情報とこれま
でに EAX が探索した最短経路長 27,800 の旅情
報を併合した旅情報を現世代の親として EAX
は 99 世代目完了時 6,419 秒時にこれまでより
短な経路長 27,742 を探索できたこと，⑤こう
して ACO と EAX が交互に遺伝子操作オペレー
ションを交代し，17 サイクル目 352 世代目
25,621 秒に EAX は局所最短経路長 27,699 を探
索していること，⑥このようして探索した他
の 14 個の探した最短経路との併合ファイルを
入力として EAX は第 2 ステ－ジ 18 世代目完了
時 25,622 秒に最適経路長 27,686 を探索し
た。 
Fig.2 は Table2 をグラフ化したものであ
る。グラフの X 軸は実行時間，Y 軸はその時点
での探索経路長を示す。グラフは 8 サイクル
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