Abstract. We give interpretations of the "module" counterpart of the harmonic coproduct and of its Betti version in terms of the geometry of the moduli spaces M 0,4 and M 0,5 . Based on these interpretations, we show that any associator relates the module counterpart of the harmonic coproduct with its Betti version, and we derive from this result that it satisfies the double shuffle relations.
satisfied by the multiple zeta values (MZVs), the associator relations ( [Dr] and [LeM] ) and the double shuffle relations ( [IKZ, R] ). A first approach to this comparison, based on the geometry Date: August 1, 2019.
Background material
In this section, we recall the interpretation of the De Rham and Betti sides of double shuffle theory in terms of braids ( § §1.1 and 1.2). In §1.3, we recall the definition of the double shuffle set DMR µ (k), together with a sufficient criterion for an element belonging to this set. In §1.4, we recall some facts on associators ( [Dr] ), and how each such object leads to a functor from a category associated with braid groups to a category associated with infinitesimal braid Lie algebras ( [BN] ); we also compute images of particular morphisms under this functor.
1.1. The De Rham side of double shuffle theory.
1.1.1. The algebras V DR , W DR and the coproduct ∆ W ⋆ . Let f 2 be the free Z-graded k-Lie algebra over generators e 0 and e 1 of degree 1 and denote by V DR its enveloping algebra U (f 2 ); it is a Z-graded algebra.
Set
One shows that W DR is a Z-graded subalgebra of V DR , which is freely generated by the elements it equips W DR with a Hopf algebra structure.
1.1.2. The W DR -module M DR and the morphism ∆ M ⋆ . The quotient k-module
is a left module over V DR = U f 2 . The map (1.1.1)
is surjective, and its kernel is equal to (U f 2 )e 0 . By restriction, M DR gives rise to a module over W DR . It follows from the direct sum decomposition U f 2 = k ⊕ (U f 2 )e 0 ⊕ (U f 2 )e 1 that M DR is free of rank one as a W DR -module, generated by the class 1 DR of 1 ∈ U f 2 . We denote by ] to be the localization of U f 2 with respect to e 1 , i.e. the algebra with generators e 0 and e ] is a morphism of Z-graded W DR -modules.
A diagram for ∆ W
⋆ . For n ≥ 1, let p n be the Z-graded Lie k-algebra with generators e ij of degree 1, where i = j ∈ [[1, n]] and relations e ji = e ij , j∈ [[1,n] ]−{i} e ij = 0, [e ij , e kl ] = 0 for i, j, k, l all distinct in [[1, n] ]. The Lie algebra p n is called the sphere infinitesimal braid Lie algebra. We have p 1 = p 2 = p 3 = 0.
We will also use the infinitesimal braid Lie algebra t n , which is the Z-graded Lie algebra generated for n ≥ 0 by t ij , where i = j ∈ [ [1, n] ] with relations t ji = t ij , [t ij , t ik + t jk ] = 0 for |{i, j, k}| = 3, and [t ij , t kl ] = 0 for |{i, j, k, l}| = 4. We have t 0 = t 1 = 0.
For n ≥ 0, the element z n := 1≤i<j≤n t ij ∈ t n is central (one has z 0 = z 1 = 0). One has an isomorphism t n /kz n ≃ p n+1 for n ≥ 0.
There is a graded Lie algebra isomorphism p 4 ≃ f 2 , where e 0 = e 14 = e 23 , e 1 = e 12 = e 34 .
One also sets e ∞ := −e 0 − e 1 , so e ∞ = e 13 = e 24 .
There are graded Lie algebra morphisms pr i : p 5 → p 4 ≃ f 2 for i = 1, 2, 5, given by pr i (e ij ) = 0 for any j ∈ [ [1, 5] ] − {i}, pr i (e jk ) = e fi(j)fi (k) , where f i : [[1, 5] ] − {i} → [ [1, 4] ] is the bijection given by f i = id if i = 5 and if i ∈ {1, 2}, then f i (5) = i and the restriction of f i to [[1, 5] ] − {i, 5} is the identity. More explicitly, elt x ∈ p 5 e 12 e 13 e 14 e 15 e 23 e 24 e 25 e 34 e 35 e 45 pr 1 (x) 0 0 0 0 e 0 e ∞ e 1 e 1 e ∞ e 0 pr 2 (x) 0 e ∞ e 0 e 1 0 0 0 e 1 e 0 e ∞ pr 5 (x) e 1 e ∞ e 0 0 e 0 e ∞ 0 e 1 0 0
Define pr 12 : p 5 → f ⊕2 2 to be the graded Lie algebra morphism defined by (1.1.3) pr 12 (x) := (pr 1 (x), pr 2 (x)).
There is a graded Lie algebra morphism ℓ : f 2 → p 5 , given by (1.1.4) e 0 → e 23 , e 1 → e 12 .
It is such that pr 5 • ℓ is the identity of f 2 .
We again denote by pr 12 , pr i and ℓ the morphisms induced by pr 12 , pr i and ℓ between the universal enveloping algebras U (p 5 ), U (f 2 ) and U (f 2 ) ⊗2 . We recall that V DR = U (f 2 ) and we will set V DR (M 0,5 ) = U (p 5 ).
One defines J(pr 5 ) to be the kernel Ker(V DR (M 0,5 )
. This is a two-sided ideal of V DR (M 0,5 ). According to [EF1] , Lemma 5.5, the ideal J(pr 5 ) is, as a left V DR (M 0,5 )-module, freely generated by the family (e i5 ) i∈ [[1,3] ] . According to [EF1] , §5.2.2, this implies the existence of a unique algebra morphism
such that for p ∈ V DR (M 0,5 ), ̟(p) = (̟ ij (p)) i,j∈ [[1,3]] , and (1.1.5) ∀i ∈ [ [1, 3] ], e i5 p = j∈ [[1,3]] ̟ ij (p)e j5
(equalities in V DR (M 0,5 )). These identities can be summarized as follows Define the algebra morphism (1.1.7) ρ :
to be the composition
where ℓ is as in (1.1.4), ̟ is as in (1.1.5), and M 3 (pr 12 ) is the morphism induced by pr 12 , i.e.,
Remark 1.2. The objects row 1 , col 1 are denoted row, col in [EF1] .
Definition 1.3. We set
is a graded subalgebra of V DR . By [EF1] , Lemma 3.4, there is a unique isomorphism of graded algebras
Ad(e 1 ) :
given by 1 → 1 and ae 1 → e 1 a for a ∈ V DR .
⋆ is morphism of graded algebras.
Proposition 1.5. (see [EF1] , Proposition 5.11) The following diagram commutes
⋆ are as in (1.1.3), (1.1.4), (1.1.7), Definition 1.4, where · e1 is the product on V DR given by a · e1 b := ae 1 b, and where mor V DR ,e1 is the morphism given by a → ae 1 ; in this diagram, all the maps are algebra morphisms, except for the maps marked with ⋄, which are only k-module morphisms.
Corollary 1.6. The following diagram commutes
One uses the fact that the left vertical map to (1.1.9) is V DR → W DR + , a → ae 1 , and combines (1.1.9) with the following commutative diagram
Define an additive tensor category k-mod • as follows. Objects are Z-graded
where the index d means the morphisms of degree d.
The category k-mod • is equipped with a natural tensor product. We denote by k-mod ≥0 its full subcategory of objects with
There is a "completion functor from k-mod • to the category k-mod top of topological kmodules and continuous k-module morphisms. This functor takes the object A to its completion
continuous k-module morphismf :Â →B. Note that f can be uniquely recovered fromf using its composition with the inclusion A ⊂Â.
The k-algebra V DR as well as its subalgebra W DR are algebras in k-mod ≥0 , and M DR is an object in k-mod ≥0 . It follows that M 3 ((V DR ) ⊗2 ) and (W DR ) ⊗2 are algebras in k-mod ≥0 , and
has degree 0. According to the above conventions, and consistently with [EF1] , the degree completions of these morphisms are then denotedρ :
with k × ; this is the set k × × G, equipped with the product
Denote by (V DR ) × the group of invertible elements of the topological algebraV DR . We denote by · the product in this group as well as in this algebra.
whereã g , a g are the continuous automorphisms of the group (V DR ) × given by (1.1.13)ã g : e 0 → e 0 , e 1 → g −1 · e 1 · g and a g : e 0 → g · e 0 · g −1 , e 1 → e 1 .
Then ((V
The group k × acts by automorphisms of the algebraV DR by µ•e i := µe i for i = 0, 1, µ ∈ k × .
This induces an action of
(1.1.14) aut
Proof. In this proof, we use the notation a (µ,g) instead of aut
(µ,g) ofV DR restricts to a continuous automorphism aut
Proof. We again use the notation a (µ,g) instead of aut
. The automorphism a (µ,1) obviously restricts to an automorphism ofŴ DR ; it follows from [EF1] , Lemma 1.13 that the same statement holds for a (1,g) .
uniquely to a continuous automorphism (which we denote the same symbol aut for any integer k ≥ 1. These actions are given by (µ, g) → (aut
(µ,g) )⊗ k (where the completed tensor product is as in §1.1.5).
1.1.8. Actions of (G DR (k), ⊛) by module automorphisms. Let A be a k-algebra and M be a module over A. Let Aut(A, M ) be the set of pairs (α, µ), where α ∈ Aut k-alg (A) and µ ∈
Here Aut A (M ) is the group of automorphisms of M as an A-module. Note that while the image of the last map necessarily contains the group of inner automorphisms of A, this map is not necessarily surjective, i.e. M may be nonisomorphic to its pull-back by an automorphism of A.
In [EF2] , §1.5.3, we defined a map
by:
We will use the notation
The k-algebraV DR may be viewed as a module over itself via the left regular action, namely
Lemma 1.10. 1) One has:
2) The map
is a group morphism.
Proof. We again use the notation a (µ,g) , S (µ,g) instead of aut
Then for (µ, g) ∈G DR (k) and α, m ∈V DR , one has
This proves 1).
The map a is compatible with the group structure ofG DR (k). It follows from [EF2] , Lemma
) is also compatible with the group structure ofG DR (k). This proves 2).
Any character χ :G DR (k) → k × equips k with the structure of aG
One checks that there is a character χ 
Proof. The fact that ψ DR is an endomorphism of theV DR as a left regular module over itself follows from the fact that left and right multiplications commute.
Using again a (µ,g) , S (µ,g) instead of aut
(µ,g) , one has for any (µ, g) ∈G DR and
where the second and last equalities follow from the proof of Lemma 1.10, and the third equality follows from the fact that a (µ,g) is an algebra isomorphism, with e 0 → g · µe 0 · g −1 . This implies the second part of the statement.
It follows that the cokernel of ψ DR , which is equal toM DR , is aG
Restricting theV DR -module structure ofM DR toŴ DR , we obtain a group morphism
).
One checks:
Recall from Lemma 1.9 the group morphism
Define now a mapG
Then the restriction of aut
(µ,g) (resp. aut
(µ,g) ) toV DR coincides with the same symbols aut
(µ,g) ) introduced in (1.1.14) (resp. in (1.1.15)).
] ∧ may be viewed as a module over itself under the left regular action.
Similarly to Lemma 1.9, one proves:
2) The mapG
] ∧ its completion as in §1.1.5. Similarly to Lemma 1.10, one proves that right multiplication by e 0 induces a morphism ofG 
The restriction of aut
in Definition 1.12.
It follows from Lemma 1.14 that :
2) The mapG 
)⊗ k (where the completed tensor product is as in §1.1.5).
1.2. The Betti side of double shuffle theory. 
with only relations
1 X 1 = 1 (see [EF1] , §2.1). Moreover, there is an algebra morphism
It equips W B with a Hopf algebra structure.
is a left module over V B . The map
is surjective, and its kernel is equal to V B (X 0 − 1). By restriction, M B gives rise to a module and (X 1 − 1) −1 and relations X α X −1
There is an algebra morphism
1.2.4. Presentation of braid groups. Let n ≥ 1. For X a topological space, we denote by C n (X) the configuration space of n points in X. We denote by
the Artin braid group with n strands. We denote by
of generators, corresponding to the exchange of points i and i + 1. The kernel of the natural morphism B n → S n is the pure Artin braid group with n strands
A system of generators of K n is the collection of elementsx ij (1 ≤ i < j ≤ n), wherẽ
The generators of B n are depicted as follows when n = 4, σ 1 = , σ 2 = , σ 3 = and the convention for the product is σ 2 σ 1 = .
The
(1 ≤ i ≤ n) are then depicted as follows:
For a, b ≥ 1, we define σ a,b ∈ B a+b to be the element represented by
For n ≥ 4, let M 0,n be the moduli space of smooth complex projective curves of genus 0 with n marked points; one has M 0,n ≃ C n (P 1 C )/PGL 2 (C), where P 1 C is the complex projective curve. LetB n ⊂ C n (P 1 R ) ⊂ C n (P 1 C ) be the space of cyclically ordered n-tuples of points of P 1 R . It is stable under the action of PGL + 2 (R), moreover the map B n :=B n /PGL
The modular group of the sphere with n marked points is
The kernel of the natural morphism B * n → S n is the pure modular group of the sphere with n marked points
, which is compatible with the base subspaces, and therefore gives rise to a group morphism
One can prove that the morphism K n → P * n+1 is surjective, and that its kernel coincides with the central subgroup Z ≃ Z(B n ) ⊂ K n of K n (see [LS] and [EF1] , Remark 6.1). For 1 ≤ i < j ≤ n + 1, we define x ij ∈ P * n+1 by
According to [EF1] , Lemma 6.6, there are group morphisms pr i : P * 5 → F 2 (i = 1, 2, 5) and ℓ : F 2 → P * 5 , given by x ∈ P * 5
x 12 x 13 x 14 x 15 x 23 x 24 x 25 x 34
where we denote by X 0 , X 1 the elements (X 0 , 1) and (X 1 , 1) of (F 2 ) 2 , and by Y 0 , Y 1 its elements
(1, X 0 ) and (1, X 1 ).
We define a group morphism (1.2.5)
by pr 12 (p) := (pr 1 (p), pr 2 (p)) for p ∈ P * 5 . We again denote by ℓ, pr i and pr 12 the morphisms between kF 2 , (kF 2 ) ⊗2 and kP * 5 induced by the group morphisms with the same names. We recall that V B = kF 2 and we set
According to [EF1] , Lemma 6.11, the ideal J(pr 5 ) is, as a left V B (M 0,5 )-module, freely generated by the family (
According to [EF1] , §6.2.2, this implies the existence of a unique algebra morphism
, and
Define the algebra morphism
where ℓ is as in (1.2.4), ̟ is as in (1.2.6), and M 3 (pr 12 ) is the morphism induced by pr 12 , i.e.,
Remark 1.18. The objects row 1 , col 1 are denoted by row 1 , col 1 in [EF1] .
Definition 1.19. We set
r is a subalgebra of V B . By [EF1] , Lemma 3.5, there is a unique isomorphism of
♯ is an algebra morphism.
The following diagram commutes
where pr 12 , ℓ, ρ, ∆ 
One uses the fact that the left vertical map to (
and combines (1.2.9) with the following commutative diagram
Completions. In this subsection, we define topologies on the k-modules
−1 ] and their tensor powers. If V is such a tensor power, its topology is defined by a collection of k-submodules I ℓ (V ), ℓ ≥ 1 which we now define.
The algebra V B is equipped with a topology defined by the collection
⊗n is equipped with a topology defined by the collection
of powers of the augmentation ideal of (V B ) ⊗n , and where
The corresponding completed algebra is denoted (V B ) ⊗n∧ .
For n ≥ 1, the algebra (W B ) ⊗n is equipped with the topology induced by its inclusion in
⊗n , which is therefore induced by the collection of two-sided ideals
In a similar way, the k-module (M B ) ⊗n is equipped with the topology induced by that of (V B ) ⊗n , which is therefore defined by the collection of subspaces
is a k-module isomorphism.
Proof. There is a unique group morphism
One checks by induction on the length on g ∈ F 2 that for any g ∈ F 2 ,
, which more explicitly means that
a ij (g)(X j − 1).
Using this identity together with
one obtains the inclusion of I ℓ (kF 2 ) in the image of the map (kF 2 )
⊕{0,1}
ℓ → I ℓ (kF 2 ). Conversely, the inclusion of im{(kF 2 )
ℓ → I ℓ (kF 2 )} in I ℓ (kF 2 ) follows from (1.2.11) with a 1 = · · · = a ℓ = 1. All this implies that the map (kF 2 ) ⊕{0,1}
Using the Fox derivatives ∂/∂X i (i = 0, 1), one shows by induction on ℓ that the vanishing of (ǫ1,...,ǫ ℓ )∈{0,1} a ǫ1,...,ǫ ℓ (X ǫ1 − 1) · · · (X ǫ ℓ − 1) implies that of the elements a ǫ1,...,ǫ ℓ . This shows the injectivity of the map (kF 2 )
Proof. It follows from Lemma 1.23 and from the decomposition
This implies isomorphisms
which imply the result.
For n ≥ 1, define a topology on
⊗n by the collection of k-submodules
where by definition |X
We denote by
It is shown in [EF1] that the morphisms ρ :
give rise to completionsρ :
⊗2 then gives rise to a completion∆
1.2.7. k-algebra and k-module isomorphisms induced byG DR (k). In [EF1] , we defined an iso-
(denoted iso 1 in loc. cit.) of topological k-algebras by the condition that X i → exp(e i ) for i = 0, 1. We showed that iso V restricts to an isomorphism of topological k-algebras
(denoted iso l 1 in loc. cit.) One can also show that iso V induces an isomorphism of topological k-algebras (by abuse of notation we use the same symbol)
There is a commutative diagram
The cokernels of the endomorphisms − ·(exp(e 0 )− 1) and − ·e 0 ofV DR coincide as − ·(exp(e 0 )−
is a linear automorphism. Taking vertical cokernels of the above diagram, we obtain a k-module isomorphism
which is moreover compatible with the algebra isomorphism iso V . Diagram (1.2.12) has an analogue whereV
cokernel, one obtains a k-module isomorphism (by abuse of notation we use the same symbol)
These isomorphisms give rise to tensor power isomorphisms between the completed tensor powers of their sources and targets.
Let (µ, g) ∈G DR (k). Composing the algebra automorphism aut
Composing the k-module automorphism aut
) is as in [EF1] 
Proof. By the above definitions of iso W , iso M , the following diagram 
where (µ, g) ∈G DR (k), whose triangles commute by the above definitions of S
, and whose lower quadrangle commutes by Lemma 1.13, and which is therefore commutative.
The statement follows from the external square of the latter diagram.
Lemma 1.26. For any (µ, g) ∈G DR (k), the following diagram commuteŝ
Proof. This is the external square of the following diagram
where the upper quadrangle commutes by the definition of iso M , the lower diagram commutes by Lemma 1.13, and the left and right triangles commute by the above definitions of comp
Proof. This follows from Lemma 1.10, 1), together with the fact that iso V is an algebra isomorphism.
Remark 1.28. One proves the similar identities relating comp
(µ,Φ) and comp − → 10, − → 01) (see [DG] ).
1.2.8. Proof of injectivity of a map.
Proof. Let k ξ 0 , ξ 1 be the free algebra over two variables ξ 0 and ξ 1 of degree 1; this is a
be the localization of this algebra at ξ 1 ; this is a Z-graded algebra. There is an inclusion
of graded algebras, which gives rise to
∧ between their completions with respect to large positive degrees.
There is an isomorphism of topological algebrasV DR ≃ k ξ 0 , ξ 1 ∧ given by e i → ξ i for i = 0, 1. It extends to an isomorphism of topological algebras
∧ given by the same assignments together with e −1
∧ gives rise to an isomorphism
These isomorphisms fit in a commutative squarê
The right vertical map is injective, which implies that the left vertical map has the same property. This shows the announced results for k = 1.
The general case is obtained by suitable changes in the argument, among which the replacement of k ξ 0 , ξ 1 by k ξ 0 , ξ 1 ⊗k .
1.2.9. Summary. The following table summarizes the algebra, modules, coproducts, automorphisms and isomorphisms introduced so far.
1.3. The set DMR µ (k) and a sufficient condition for belonging to it.
1.3.1. The set DMR µ (k). For a ∈V DR and w a word (possibly empty) in e 0 , e 1 , we denote by (a|w) the coefficient of w in the expansion of a, so a = w word in e0,e1 (a|w)w.
to be the map given by
We denote by G(V DR ) the group of group-like elements ofV DR for the coproduct ∆, so G(V DR ) = exp(f 2 ). 
Here (1.3.5)
Proof. Assume that Φ ∈ G(V DR ) satisfies these conditions. Then one has
Specializing to m := 1 B ∈M B , using the equalities∆ ♯ (1 B ) = 1 ⊗2 B and comp
, and the expression of B Φ , one derives
Using the fact that∆
, and the module property of∆ 
where the first equality follows from definition of Θ, the second equality follows from the fact thatV DR · e 0 is in the kernel of π DR :V DR →M DR , and the third equality follows from thê W DR -module property of π DR . As this image is group-like for∆
Remark 1.33. It can be derived from Theorem 1.25 in [EF2] that the conditions given in Lemma 1.32 are in fact equivalent to Φ ∈ DMR µ (k). This statement relies on analysis, more precisely on the properties of the KZ associator of belonging both to DMR 2πi (C) and to M 2πi (C); this contrasts with Lemma 1.32, which is purely algebraic.
1.4. Associators and functors arising from them.
1.4.1. Associators. Let A = F 0 A ⊃ F 1 A ⊃ · · · be a filtered algebra over k, complete with respect to its filtration. Let a 0 , a 1 ∈ F 1 A. Then there is a morphism ev a0,a1 :
uniquely determined by the conditions e i → a i for i = 0, 1. (equality in U (t 4 ) ∧ , where t 4 is as in §1.4).
The hexagon and duality conditions imply the relation
1.4.2. The category PaB. For n ≥ 0, let Par n be the set of parenthesizations of the word
. Set Par := ⊔ n≥0 Par n . The set Par is a monoid with product denoted (P, Q) → P Q.
For P ∈ Par, we denote by |P | the integer n such that P ∈ Par n .
We denote by PaB the category with set of objects given by Ob ( The composition PaB(Q, R) × PaB(P, Q) → PaB(P, R) is given by the product in B |P | if
We now introduce particular morphisms of PaB:
(a) for P, Q, R ∈ Par, we denote by a P,Q,R ∈ PaB((P Q)R, P (QR)) the image of 1 ∈ B |Q|+|Q|+|R| ≃ PaB((P Q)R, P (QR));
(b) for P ∈ Par and b ∈ B |P | , we denote by
(c) for P, Q ∈ Par, we denote by
the image of σ |P |,|Q| ∈ B |P |+|Q| ≃ PaB(P Q, QP ), where σ |P |,|Q| is as in (1.2.3).
1.4.3. The category PaCD. For n ≥ 1, the permutation group S n acts by automorphisms of t n by permutation of indices via σ · t ij = t σ(i)σ(j) . This action gives rise to an algebra structure on the tensor product U (t n ) ∧ ⊗ kS n , and to a topological Hopf algebra on it, defined by the conditions that the elements of S n be group-like and the elements of t n be primitive; the resulting topological Hopf algebra structure is denoted by U (t n ) ∧ ⋊ S n .
Following [BN] , we denote by PaCD the category with set of objects Par and sets of mor- We also denote by PaCD * the analogue of PaCD, where the Lie algebra t |P | is replaced by its quotient p |P |+1 . One then has a natural functor PaCD → PaCD * .
1.4.4. The functor comp (µ,Φ) : PaB → PaCD. It follows from [BN] , Theorem 1, that each pair (µ, Φ), with µ ∈ k × and Φ ∈ M µ (k), gives rise to a functor
and its compatibility with operations of extensions, cabling and strand removal from [BN] in both the source and target categories. For P, Q ∈ Par with |P | = |Q| = n, we will denote by
It corestricts to a map B n → ((U p n+1 ) ∧ ) × ⋊S n , which is a group morphism denoted comp P (µ,Φ) := comp P,P (µ,Φ) when Q = P . The map comp P,Q (µ,Φ) restricts and corestricts to a map K n → (U p n+1 ) ∧ , which factors through a map P * n+1 → (U p n+1 ) ∧ . The latter map induces an isomorphismV
It follows from the categorical formalism that the algebra isomorphisms comp 
e α,β ) ∈ PaCD * (P Q, QP ).
2) If P, Q, R are in Par, with |P | = a, |Q| = b, |R| = c, then
e α,a+b+1 ) ∈ PaCD * ((P Q)R, P (QR)). Definition 2.1. Set
Diagrams relating∆
Proposition 2.2. The following diagram commutes
where row 1 is as in (1.1.8), the right vertical arrow uses the tensor square of the map
, and the action of
Proof. In [EF1] , proof of Lemma 5.7, one proves
Lemma 2.4. There is a unique map δ :
It is such that
The existence and uniqueness of δ follow.
One then computes
Lemma 2.5. The map δ satisfies the identity
where the module structure in the left-hand side (resp. right-hand side) is that of M DR over
Proof. The identity is obvious if x = 1. Assume now that x = ae 1 with a ∈ V DR and that
where row 1 is as in (1.1.8), the second equality follows from (2.1.4), the third equality follows from the fact that ρ is an algebra morphism, the fourth equality follows from the equality
, Lemma 5.6 and the last equality follows from the combination of (2.1.4) and the equality ∆ W ⋆ (ae 1 ) = (e 1 f 1 ) −1 row 1 · ρ(a) · col 1 · (e 1 f 1 ) for a ∈ V DR , which follows from (1.1.10).
End of proof of Proposition 2.2. Combining (2.1.5), (2.1.6) and the fact that M DR is a free
-module of rank one with generator 1 DR , one obtains δ = ∆ M ⋆ , which one injects in (2.1.4) to get the result.
Corollary 2.6. The map (e 1 f 1 )
⊗2∧ by completion, moreover the following diagram ((T5) in
Proof. The first statement follows from the fact that the map (e 1 f 1 )
⊗2 has degree 0. The second statement follows from diagram (2.1.1) and from the fact that all the maps in this diagram have degree 0.
2.2.
Proof of commutativity of (T1) from (5.0.1).
Definition 2.7. Set
Proposition 2.8. The following diagram commutes
where row 1 is as in (1.2.8) and where the right vertical map is defined as in Proposition 2.2, replacing superscripts DR by B.
Proof. In [EF1] , proof of Lemma 6.13, one proves
Lemma 2.9. Denote by (a, x) → ax the action of
Proof. One computes
Lemma 2.10. There is a unique map δ :
Proof. If x ∈ V B , then
Lemma 2.11. The map δ satisfies the identity
where the module structure in the left-hand side (resp. right-hand side) is that of
Proof. The identity is obvious if x = 1. Assume now that x = a(X 1 − 1) with a ∈ V B and that
where row 1 is as in (1.2.8), the second equality follows from (2.2.4), the third equality follows from the fact that ρ is an algebra morphism, the fourth equality follows from the equality
, Lemma 6.12 and the last equality follows from the combination of (2.2.4) and the equality
for a ∈ V B , which follows from (1.2.10).
End of proof of Proposition 2.8. Combining (2.2.5), (2.2.6) and the fact that M B is a free W B -module of rank one with generator 1 B , one obtains δ = ∆ M ♯ , which we inject in (2.2.4) to get the result.
Corollary 2.12. The map (X 1 −1)
Proof. The first statement follows from the fact that the map (X 1 − 1)
⊗2 is compatible with filtrations defined in §1.2.6. The second statement follows from diagram (2.2.1) and from the fact that all the maps in this diagram are compatible with filtrations defined in §1.2.6.
Diagrams relatingρ,ρ and comp
In this and the next section ( § §3 and 4), we prove the commutativity of the subdiagrams (T3) and (T4) from the main diagram (5.0.1), which connect the "De Rham" and "Betti" sides.
In these two sections, we therefore fix an element µ ∈ k × and an associator Φ ∈ M µ (k) (see §1.4).
The present section ( §3) is devoted to the proof of the commutativity of (T3) in (5.0.1) (Proposition 3.1). The novel feature of (T3) with respect to the material of [EF1] is the matrix Q (µ,Φ) (see (3.2.1)). The commutativity of (T3) is based on the commutativity of the diagram of algebras (S3) from [EF1] , the use of the module structure of morphisms from (T3) over morphisms from (S3), and the value taken by Q (µ,Φ) .
We recall (S3) in §3.1, and prove the commutativity of (T3) in §3.2.
A commutative diagram of algebras. In [EF1]
, we defined an element
by the condition
) and we set (3.1.2)
We also defined
(The elements κ (µ,Φ) , P (µ,Φ) and P (µ,Φ) are denoted κ, P , P in loc. cit.) In [EF1] , Lemma 8.5, we proved the commutativity of the following diagram of algebra morphisms
3.2. Proof of commutativity of (T3) in (5.0.1). Set now
Proof. The statement is the following
When v = 1, this follows from comp V,(1,0) (µ,Φ) (1) = Φ, from the fact thatρ andρ take the unit elements to their counterparts, and from the formula for Q (µ,Φ) .
Let then v ∈V
B be arbitrary. One has
(µ,Φ) (1)) · Q (µ,Φ) (by (3.1.4) and the already proved (3.2.3) for v = 1)
(by the algebra morphism property ofρ and Lemma 1.27) which proves (3.2.2) in general. Recall that we already fixed elements µ ∈ k × and Φ ∈ M µ (k) in §3.
4.1.
Correspondence between row 1 and row 1 .
Lemma 4.1. One has (4.1.1)
in the left-hand side (resp. right-hand side), the left module structure (resp., bimodule structure) of
Proof. One combines the equality
(see [EF1] , Lemma 8.12) with comp
(µ,Φ) (X 1 ) = e µe1 and with the equality Γ Φ (t)Γ Φ (−t) = (µt)/(e µt/2 − e −µt/2 ) (see [EF1] , Lemma 7.5, 2)).
Computation of P
Lemma 4.2. There exists a unique element
Proof. Assuming the existence of an element
uniqueness is a consequence of the fact that the left ideal ofV DR (M 0,5 ) generated by the elements e 15 , e 25 , e 35 is freely generated by these elements as a leftV DR (M 0,5 )-module (see [EF1] , Lemma 5.5).
The element R (µ,Φ) defined by (4.2.2) belongs to GL 3 (V DR (M 0,5 )). Let us show that it satisfies (4.2.1). This follows from the sequence of equalities
where the first equality follows from (1.4.6) together with Φ(e 12 , e 23 ) = ℓ(Φ) −1 , which follows from (1.4.1), the second equality follows from (3.1.1), and the last equality follows from (1.1.6).
Lemma 4.3. One has
Proof. One has pr 12 • ℓ(e 1 ) = 0. As pr 12 is an algebra morphism and as the logarithm of Φ is a Lie series in e 0 , e 1 without degree 1 terms, this implies pr 12 • ℓ(Φ) = 1. Then pr
Computation of images by comp
(proof of Proposition 4.4). 
of isomorphisms of this category.
2) The automorphism (x 2,5 ) (
3) The automorphism (
of isomorphisms of this category. The latter equality is itself a consequence of Lemma 4.5: (4.2.3) (resp., (4.2.4), (4.2.5), (4.2.6))
implies the equality of elements of B 4 relevant to 1) (resp., 2), 3), 4)). Proof. One computes Similarly, One computes One computes . Denote by (r ij ) i,j∈ [[1,3] ] the elements of the matrix 
Proof. Using the module properties of comp
(µ,Φ) and comp
One also computes
where we set x := pr ∧ 12 (x); the first equality follows from comp V,(1,0) (µ,Φ) (1) = Φ(e 0 , e 1 ) and (3.2.1), and the second equality follows from Lemma 4.3.
In order to prove the result, we will prove that each component of the right-hand side of (4.3.2) is equal to the corresponding component of the right-hand side of (4.3.3).
Comparison of the first components of the right-hand sides of (4.3.2) and (4.3.3). Applying pr ∧ 12 to (4.2.13), one obtains r 13 − r 12 = 0, which implies
therefore the first components of the right-hand sides of (4.3.2) and (4.3.3) are equal.
Comparison of the second components of the right-hand sides of (4.3.2) and (4.3.3). One has
where the first equality follows from the definition of C in Lemma 4.8, the second equality follows from the identity
whenever both z and z ′ commute with a and b (a consequence of the fact that Φ is the exponential of a Lie series whose degree one part vanishes) and from One then has r 23 − r 22 = −C · DΦ b (e 14,5 , e 25 ) + e µe25 − 1 e 25 (4.3.8)
e 1 where the first equality follows from applying pr ∧ 12 to (4.2.14), and the second equality follows from (4.3.5).
DR , where the first equality follows from (4.3.8), the second equality follows from (4.2.12), and the third equality follows from (4.3.6) and e 0 · 1
where the first equality follows from (3.1.3) and (4.3.9), the second equality follows from [e i , f j ] = 0 for any i, j ∈ {0, 1} and (1.4.1), the third equality follows from (1.4.2) for (a, b, c) = (f ∞ , f 1 , f 0 ), and the last equality follows from [e i , f j ] = 0 for i, j ∈ {0, 1}. (4.3.10) implies that the second components of the right-hand sides of (4.3.2) and (4.3.3) are equal.
Comparison of the third components of the right-hand sides of (4.3.2) and (4.3.3). One has H = e (µ/2)(e0+f∞) Φ(−e 0 + f 0 , e 0 + f ∞ )Φ(e ∞ + f 0 , e 0 − f 0 ) (4.3.11) = e (µ/2)e0 e (µ/2)f∞ Φ(f 0 , f ∞ )Φ(e ∞ , e 0 ) = e (µ/2)e0 Φ(e ∞ , e 0 ) · e (µ/2)f∞ Φ(f 0 , f ∞ ), where the first equality follows from the definition of H in Lemma 4.8, the second equality follows from (4.3.6) and from [e 0 , f ∞ ] = 0 and the third equality follows from (4.3.7).
One then has where the first equality follows from e 0 · 1 ⊗2 DR = f 0 · 1 ⊗2 DR = 0, the second equality follows from (4.3.12), the third equality follows from (4.2.12), the fourth equality follows from (4.3.6) and = −e −(µ/2)f1 Φ(e 0 , e 1 )Φ(f ∞ , f 1 ) · e (µ/2)e0 Φ(e ∞ , e 0 )(e µe∞ − 1)Φ(e 0 , e ∞ ) · e (µ/2)f∞ Φ(f 0 , f ∞ ) · 1 ⊗2 DR = −Φ(e 0 , e 1 )e (µ/2)e0 Φ(e ∞ , e 0 )(e µe∞ − 1)Φ(e 0 , e ∞ ) · e −(µ/2)f1 Φ(f ∞ , f 1 ) · e (µ/2)f∞ Φ(f 0 , f ∞ ) · 1 ⊗2 DR where the first equality follows from (3.1.3) and (4.3.13), the second equality follows from [e i , f j ] = 0 for any i, j ∈ {0, 1}.
One has Φ(e 0 , e 1 )e (µ/2)e0 Φ(e ∞ , e 0 )(e µe∞ − 1)Φ(e 0 , e ∞ ) (4.3.15) = e −(µ/2)e1 Φ(e ∞ , e 1 )(e (µ/2)e∞ − e −(µ/2)e∞ )Φ(e 0 , e ∞ ) = e −(µ/2)e1 · e −(µ/2)e1 Φ(e 0 , e 1 )e −(µ/2)e0 − e (µ/2)e1 Φ(e 0 , e 1 )e (µ/2)e0
where the first equality follows from (1.4.2) and the second equality follows from the combination of (1.4.2) and (1.4.3), and 
' ' P P P P P P P P P P P P P 
⊗2∧
The commutativity of subdiagram T1 (resp. T2, T3, T4, T5) follows from Corollary 2.12 (resp. Lemma 1.26, Proposition 3.1, Proposition 4.11, Corollary 2.6).
Using the commutativities of these diagrams in the following order T1-T4-T3-T5-T2, we obtain that the composition of the external square with the morphism π B :V B →M B is commutative. Since this morphism is surjective, this implies that the external diagram commutes.
Theorem 5.2. Let µ ∈ k × and Φ ∈ M µ (k). Then Φ ∈ DMR µ (k).
Proof. Let µ ∈ k × and Φ ∈ M µ (k). By Proposition 5.1, diagram (1.32) commutes. Since we also have (Φ|e 0 ) = (Φ|e 1 ) = 0, (Φ|e 0 e 1 ) = µ 2 /24, Lemma 1.32 implies that Φ ∈ DMR µ (k).
