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Combining some branches is a typical activity in different ﬁelds of science, especially in
mathematics. Naturally, it is notable in ﬁxed point theory. Over the past few decades, there
have been a lot of activity in ﬁxed point theory and another branches in mathematics
such differential equations, geometry and algebraic topology. In 2006, Espinola and Kirk
made a useful contribution on combining ﬁxed point theory and graph theory. Recently,
Reich and Zaslavski studied a new inexact iterative scheme for ﬁxed points of contractive
and nonexpansive multifunctions. In this paper, by using main idea of their work and the
idea of combining ﬁxed point theory and graph theory, we present some iterative scheme
results for G-contractive and G-nonexpansive mappings on graphs.
© 2011 Published by Elsevier B.V.
1. Introduction
The study of iterative schemes for various classes of contractive and nonexpansive mappings is a central topic in metric
ﬁxed point theory. It started with the work of Banach who proved a classical theorem, known as the Banach contraction
principle, for the existence of a unique ﬁxed point for a contraction. The importance of this result is that it also gives the
convergence of an iterative scheme to the unique ﬁxed point. Some authors have also provided results dealing with the
existence and approximation of ﬁxed points of certain classes of nonexpansive-type multifunctions. Suzuki established some
methods which extend the well-known contraction methods for mappings and multifunctions (see [15,16]). Recently, Reich
and Zaslavski introduced and studied a new inexact iterative schemes for approximating ﬁxed points of contractive and
nonexpansive multifunctions (see [3,11–13]). The authors generalized some results of [11] to Suzuki-type multifunctions
in [1].
It is known that combining some branches is a typical activity in different ﬁelds of science especially in mathematics.
Naturally, it is notable in ﬁxed point theory. Over the past few decades, there have been a lot of activity in ﬁxed point theory
and another branches in mathematics such differential equations, geometry and algebraic topology. In 2005, Echenique
gave a short and constructive proof of an extension of Tarski’s ﬁxed point theorem which is important in the theory of
games (see [5]). In 2006, Espinola and Kirk provided useful results on combining ﬁxed point theory and graph theory [6].
In 2008 and 2009, Jachymski continued this idea by using different view (see [8] and [7]). Then, Beg, Butt and Radojevic´
obtained some results in 2010 (see [2]) in the same direction. In this paper, we present some iterative scheme results for
G-contractive and G-nonexpansive maps on graphs.
Let (X,d) be a metric space and  = X × X . Consider a directed graph G such that the set V (G) of its vertices coincides
with X and the set E(G) of its edges contains all loops, that is,  ⊂ E(G). We assume that G has no parallel edges. By G−1
we denote the conversion of a graph G , that is, the graph obtained from G by reversing the direction of the edges. Also,
G˜ denotes the undirected graph obtained from G by ignoring direction of the edges. We say that a mapping f : X → X
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a G-contraction [G-nonexpansive] whenever f preserves edges of G and there is α ∈ (0,1) such that d( f x, f y) αd(x, y)
[d( f x, f y) d(x, y)] for all (x, y) ∈ E(G) (see for more details, [4] and [8]). If f is a G-contraction [G-nonexpansive], then
f is G˜-contraction [G˜-nonexpansive] (see [8]).
Example 1.1. ([8]) Each Banach contraction is a G0-contraction, where the graph G0 is deﬁned by E(G0) = X × X .
Example 1.2. ([8]) Let  be a partial order on X . Deﬁne the graph G1 by
E(G1) =
{
(x, y) ∈ X × X: x y}.
The preserving edges of G1 means f is nondecreasing with respect to this order.
Deﬁnition 1.3. Let x and y be two vertices in a graph G . A path in G from x to y of length n is a sequence {xi}ni=0 of n + 1
distinct vertices such that x0 = x, xn = y and (xi, xi+1) ∈ E(G) for all i = 0,1, . . . ,n − 1.
We denote by r(x, y), the sum of edges distance between x and y, that is,
r(x, y) =
n∑
i=1
d(xi−1, xi).
A graph G is connected if there is a path between any two vertices. G is weakly connected if G˜ is connected. We denote
by [x]G the set of all vertices in G that there is a path between x and those.
2. Main results
Now, we are ready to state and prove our main results. Throughout this paper, (X,d) is a complete metric space. We say
that G is a (C)-graph whenever for each sequence {xn}n0 in X with xn → x and (xn, xn+1) ∈ E(G) for all n  0, there is
a subsequence {xnk }k0 such that (xnk , x) ∈ E(G) for all k  0 (see [8]). We say that G is a (P)-graph whenever {xn}n0
is a convergent sequence to a point x and xn ∈ [x]G for all n  0, we have r(xn, x) → 0. Now by providing the following
examples, we show that the notions are independent on inﬁnite graphs. Of course, it is normal we deal inﬁnite graphs
because we have the notion of limit here.
Example 2.1. Let X = { 1n : n  1} ∪ N ∪ {0} via the Euclidean metric. Deﬁne the undirected graph G2 by V (G2) = X and
E(G2) = {( 1n ,n): n 1} ∪ {(n,0): n 1}. Let xn = 1n for all n 1. Then xn → 0, xn ∈ [0]G2 while r(xn,0) = 2n− 1n  0. Hence
G2 is not a (P)-graph. But, it is easy to see that G2 is a (C)-graph.
Example 2.2. Let X = { 1n : n  1} ∪ { 1√2+n : n  1} ∪ {0} via the Euclidean metric. Deﬁne the undirected graph G3 by
V (G3) = X and
E(G3) =
{(
1
n
,
1
n + 1
)
: n 1
}
∪
{(
1
n
,
1√
2+ n
)
: n 1
}
∪
{(
1√
2+ n ,0
)
: n 1
}
.
Let xn = 1n for all n 1. Then, xn → 0 and (xn, xn+1) ∈ E(G3) for all n 1 while there is no subsequence {xnk }k1 such that
(xnk , x) ∈ E(G3) for all k 1. Thus, G3 is not a (C)-graph. But, it is easy to see that G3 is a (P)-graph.
Example 2.3. Let (X,d,) be an ordered metric space. Deﬁne the graph G by E(G) = {(x, y) ∈ X × X: x y or x y}. It is
easy to see that G is a (P)-graph.
Theorem 2.1. Let G be a weakly connected (C)-graph or (P)-graph. Suppose that T is a G-contraction selfmap on X with constant α
and {εi}i0 is a sequence in (0,∞) satisfying∑∞i=0 εi < ∞. Assume that {Ti}i0 is a sequence of selfmaps on X such that Ti preserves
edges of G, d(Tix, T x) < εi and (Tix, Ti+1 y) ∈ E(G) for all x ∈ G, i  0 and (x, y) ∈ E(G). Let x0 ∈ X and xi+1 = Tixi for all i  0.
Then {xi}i0 converges to a ﬁxed point of T .
Proof. Since [x0]G˜ = X , T0x0 ∈ [x0]G˜ and so there is a path {γi}Ni=0 from x0 to x1. Now, we show that there is a path
from xi to xi+1 for all i. Put x = x0 and y = γ1 and take i = 0. By using the assumption, we get (T0x0, T1γ1) ∈ E(G).
Again, put x = T0x0 and y = T1γ1 and take i = 1. Then, by using the assumption, we get (T1T0x0, T2T1γ1) ∈ E(G). By
continuing this process and using induction, we conclude that (Ti−1 · · · T1T0x0, Ti · · · T2T1γ1) ∈ E(G) for all i  1. Thus,
(xi, Ti · · · T2T1γ1) ∈ E(G) for all i. Now, it is easy to see that
xi, Ti Ti−1 · · · T1γ1, Ti Ti−1 · · · T1γ2, . . . , Ti Ti−1 · · · T1γN−1, xi+1
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r(xi, xi+1) = d(xi, Ti−1Ti−2 · · · T0γ1) + d(Ti−1Ti−2 · · · T0γ1, Ti Ti−1 · · · T0γ1)
+ d(Ti Ti−1 · · · T1γ1, Ti Ti−1 · · · T1γ2) + · · · + d(Ti Ti−1 · · · T1γn−1, xi+1)
 2εi−1 + αd(xi−1, Ti−2 · · · T0γ1) + εi−1 + εi + αd(Ti−2 · · · T0γ1, Ti−1 · · · T0γ1)
+ 2εi + αd(Ti−1 · · · T1γ1, Ti−1 · · · T1γ2) + · · · + 2εi + d(Ti−1 · · · T1γn−1, xi)
= 3εi−1 + (2N − 1)εi + αr(xi−1, xi).
Thus, r(x1, x2) αr(x0, x1) + 3ε0 + (2N − 1)ε1 and so
r(x2, x3) 3ε1 + (2N − 1)ε2 + αr(x1, x2)
 α2r(x0, x1) + α
(
3ε0 + (2N − 1)ε1
)+ 3ε1 + (2N − 1)ε2.
Also, by induction for each n 1 we have
r(xn, xn+1) αnr(x0, x1) +
n−1∑
i=0
αi
(
3εn−i−1 + (2N − 1)εn−i
)
.
Hence,
d(xn+1, xn+2) εn + εn+1 + αd(xn, xn+1)
 εn + εn+1 + αr(xn, xn+1)
 εn + εn+1 + αn+1r(x0, x1) +
n−1∑
i=0
αi+1
(
3εn−i−1 + (2N − 1)εn−i
)
.
Therefore, we obtain
∞∑
n=0
d(xn+1, xn+2)
∞∑
n=0
(
εn + εn+1 + αn+1r(x0, x1)
)+ n−1∑
i=0
αi+1
(
3εn−i−1 + (2N − 1)εn−i
)
=
∞∑
n=0
(
εn + εn+1 + αn+1r(x0, x1)
)+ n∑
i=1
αn−i+1
(
3εi−1 + (2N − 1)εi
)

∞∑
n=0
εn +
∞∑
n=0
εn+1 +
∞∑
n=0
αn+1r(x0, x1) +
∞∑
i=1
( ∞∑
j=1
α j
(
3εi−1 + (2N − 1)εi
))

∞∑
n=0
εn +
∞∑
n=0
εn+1 +
∞∑
n=0
αn+1
[
r(x0, x1) +
∞∑
n=1
(
3εn−1 + (2N − 1)εn
)]
< ∞.
Thus, {xn} is a Cauchy sequence and so there exists x∗ ∈ X such that xn → x∗ . If G is a (P)-graph, then we have
d(x∗, T x∗) d(x∗, xn+1) + d(xn+1, T x∗)
 d(x∗, xn+1) + d(xn+1, T xn) + d(T xn, T x∗)
 d(x∗, xn+1) + εn + αr(xn, x∗).
In this case, we get T x∗ = x∗ because xn ∈ [x∗]G˜ for all n. Now, suppose that G is a (C)-graph. Since (xn, xn+1) ∈ E(G) for
all n, there is a subsequence {xnk }k0 such that (xnk , x∗) ∈ E(G) for all k 0. Thus,
d(x∗, T x∗) d(x∗, xnk+1) + d(xnk+1 , T x∗) = d(x∗, xnk+1) + d(Tnk xnk , T x∗)
 d(x∗, xnk+1) + d(Tnk xnk , T xnk ) + d(T xnk , T x∗)
 d(x∗, xnk+1) + εnk + αd(xnk , x∗).
In this case, we conclude that T x∗ = x∗ . 
The following result shows that Theorem 2.1 is a generalization of Theorem 2.1 in [10].
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bound. Suppose that f : X → X is a continuous and monotone mapping and there exists α ∈ (0,1) such that
d( f x, f y) αd(x, y)
for all x, y ∈ X with x y. If there exists x0 ∈ X such that x0  f x0 or f x0  x0 , then f is a Picard operator.
Proof. Deﬁne the graph G by E(G) = {(x, y) ∈ X × X: x  y or x  y}. Since each pair of elements of X has an upper
and a lower bound, G˜ is weakly connected. Thus, by using Example 2.3, G is a weakly connected (P)-graph. Let {εi}i0 be
an arbitrary sequence in (0,∞) satisfying ∑∞i=0 εi < ∞ and Ti = f for all i  0. Now, it is easy to check that by using
Theorem 2.1, f is a Picard operator. 
In 1967, Kelisky and Rivlin deﬁned the Bernstein operator Bn on the space C[0,1] by
(Bnϕ)(t) =
n∑
k=0
ϕ
(
k
n
)(
n
k
)
tk(1− t)n−k
for all ϕ ∈ C[0,1], t ∈ [0,1] and n  1 (see [9]). They proved that each Bernstein operator Bn is a weakly Picard operator.
Moreover,
lim
j→∞
(
B jnϕ
)
(t) = ϕ(0) + (ϕ(1) − ϕ(0))t
for all ϕ ∈ C[0,1], t ∈ [0,1] and n  1, where {B jn} j1 is the sequence of the iterates of Bn . In 2004, a simple proof of the
Kelisky–Rivlin theorem was given by Rus with the help of some trick with the Contraction Principle (see [14]). In 2008,
Jachymski extended the Kelisky–Rivlin theorem (Theorem 4.1 in [8]). Now, by using the idea of Reich which we used in
Theorem 2.1, we give another version of the result of Jachymski.
Theorem 2.3. Let X be a Banach space, X0 a closed subspace of X , T a linear operator on X such that ‖T |X0‖ < 1 and (I− T )(X) ⊆ X0 .
Suppose that {εi}i0 is a sequence in (0,∞) satisfying∑∞i=0 εi < ∞ and {Ti}i0 is a sequence of selfmaps on X such that Ti preserves
edges of G, d(Tix, T x) < εi and (Tix, Ti+1 y) ∈ E(G) for all x ∈ G, i  0 and (x, y) ∈ E(G). Let x0 ∈ X and xi+1 = Tixi for all i  0.
Then {xi}i0 converges to a ﬁxed point of T .
Proof. Deﬁne the graph G by E(G) = {(x, y) ∈ X × X: x− y ∈ X0}. First, we show that T is a G-contraction. If (x, y) ∈ E(G),
then
T x− T y = (y − T y) − (x− T x) + (x− y) ∈ X0.
Thus, (T x, T y) ∈ E(G). Moreover by putting α = ‖T |X0‖, for each (x, y) ∈ E(G) we have ‖T x − T y‖ = ‖T (x − y)‖ ‖T |X0‖‖x− y‖ = α‖x− y‖. Hence, T is a G-contraction. Now, we show that G is a (C)-graph. Let {xn}n0 be a sequence in X
with xn → x and (xn, xn+1) ∈ E(G) for all n 0. It is easy to see that (xn, xm) ∈ E(G) for all n and m n. For each n, deﬁne
the set An by
An =
{
y ∈ X: (xn, y) ∈ E(G)
}
.
Thus, xm ∈ An for all n and m n. But, note that An = xn + X0. Since X0 is closed, An so is. Hence, (xn, x) ∈ E(G) for all n.
Therefore, G is a (C)-graph. Now by using Theorem 2.1, we get {xi}i0 converges to a ﬁxed point of T . 
Now, we state and prove our last result.
Theorem 2.4. Let G be a weakly connected graph such that for each x, y ∈ X we have d(x, y) = r(x, y), T : X → X a G-nonexpansive
mapping such that T preserves edges of G, {εi}∞i=0 a sequence in (0,∞) with
∑∞
i=0 εi < ∞ and F a nonempty subset of X . Assume
that {Ti}i0 is a sequence of selfmaps on X such that d(Tix, T x) < εi and (Tix, T y) ∈ E(G) for all x ∈ G, i  0 and (x, y) ∈ E(G). Let
x0 , t0 ∈ X. If the sequence {xi+1 = T xi}∞i=0 satisﬁes limi→∞ d(xi, F ) = 0, then d(ti, F ) → 0, where {ti+1 = Titi}∞i=0 .
Proof. Let δ > 0 be given. Choose a natural number p such that
∑∞
i=p εi < δ2 . Since [tp+1]G˜ = X , xp+1 = T xp ∈ [tp+1]G˜ . Thus,
there is a path between tp+1 and xp+1. Let k  p. If {γi}Ni=0 be a path from tp+1 to xp+1, then it is easy to see that for
each k  p + 1, tk, T k−(p+1)γ1, T k−(p+1)γ2, . . . , T k−(p+1)γN−1, xk is a path between tk and xk . But d(Tkλ j, T k−(p+1)λ j+1) 
εk + d(λ j, T k−(p+1)−1λ j+1) for all (λ j, λ j+1) ∈ E(G) and k p + 1. Thus,
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(
tk, T
k−(p+1)γ1
)+ d(T k−(p+1)γ1, T k−(p+1)γ2)+ · · · + d(T k−(p+1)γN−1, xk)
 εk−1 + d
(
tk−1, T k−(p+1)−1γ1
)+ d(T k−(p+1)−1γ1, T k−(p+1)−1γ2)+ · · · + d(T k−(p+1)−1γN−1, xk−1)
= εk−1 + r(tk−1, xk−1).
Now by using induction, we can show that r(tk, xk)
∑k
i=p εi − εk . Choose q > p such that d(xk, F ) < δ2 for all k q. Then,
for each k q we have
d(tk, F ) d(tk, xk) + d(xk, F )
∞∑
i=k
εi + δ2 <
δ
2
+ δ
2
= δ.
This shows that d(ti, F ) → 0. 
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