Thermal fatigue is a safety relevant damage mechanism in pipework of nuclear power plants (NPPs). A well-known simplified method for the assessment of thermal fatigue due to turbulent mixing is the so-called sinusoidal method. Temperature fluctuations in the fluid are described by a sinusoidally varying signal at the inner wall of the pipe. Because of limited information on the thermal loading conditions, this approach generally leads to overconservative results. In this paper, a new assessment method is presented, which has the potential of reducing the overconservatism of existing procedures. Artificial fluid temperature signals are generated by superposition of harmonic components with different amplitudes and frequencies. The amplitude-frequency spectrum of the components is modelled by a formula obtained from turbulence theory, whereas the phase differences are assumed to be randomly distributed. Lifetime predictions generated with the new simplified method are compared with lifetime predictions based on real fluid temperature signals, measured in an experimental setup of a mixing tee. Also, preliminary steady-state Computational Fluid Dynamics (CFD) calculations of the total power of the fluctuations are presented. The total power is needed as an input parameter for the spectrum formula in a real-life application. The newly developed simplified method for generating the temperature signal is shown to be adequate for the investigated geometry and flow conditions, and demonstrates possibilities of reducing the conservatism of the sinusoidal method. CFD calculations of the total power show promising results, but further work is needed to develop the approach.
INTRODUCTION
Thermal fatigue due to turbulent mixing is a safety related issue in pipework of NPPs. Generally, turbulent mixing occurs when hot and cold flows meet in a T-junction (see Fig. 4 ). In the region where the two flows are intensively mixed together, large temperature fluctuations arise. The temperature fluctuations in the fluid cause stress fluctuations in the material of the pipe, which can eventually lead to fatigue. In contrast to other thermal fatigue phenomena, temperature fluctuations due to turbulent mixing are generally too fast to be detected by common plant instrumentation on the outside of the pipe [1] . For a proper fatigue assessment of pipework in NPPs, numerical simulations are therefore indispensable. Advanced simulation techniques, like coupled Large Eddy Simulations (LES) and Finite Element (FE) analyses, are accurate but computationally very expensive [2] , [3] . A less expensive, more simplified method to assess thermal fatigue due to turbulent mixing is the so-called sinusoidal method [4] . The complex temperature fluctuations in the fluid are simplified to a sinusoidally varying signal with one single (critical) frequency and amplitude. Because of limited information on the thermal loading conditions, this approach generally leads to overconservative results. The real fluid temperature fluctuations contain a wide range of frequencies and amplitudes, rather than one dominant. To obtain a closer representation of the reality and less overconservative lifetime predictions, a newly developed simplified method is presented to simulate fluid temperature fluctuations due to turbulent mixing. The performances of both the sinusoidal and the newly developed methods are assessed by comparing their results with lifetime predictions based on real, measured fluid temperature fluctuations.
The procedure for the assessment of thermal fatigue generally consists of four steps (see Fig. 1 ): a) determination of the thermal loadings, b) calculation of the temperatures in the pipe wall (thermal analysis), c) calculation of the stresses in the pipe wall (mechanical analysis), and d) determination of the fatigue lifetime (fatigue assessment). The thermal loadings on the inner wall of the pipe are defined by the fluid temperature and the heat transfer coefficient. Both parameters are related to the turbulent behaviour of the fluid. In this paper, the focus is on the simulation of the fluid temperature. 
MEASURED FLUID TEMPERATURES
The fluid temperature signals, used as a reference for the assessment of the two simplified methods, were measured in an experimental setup of a T-junction (see Fig. 4 ). The experiment was performed at the Älvkarleby Laboratory of Vattenfall Research and Development. A detailed description of the experiment is given in [5] . In the T-junction, hot (~30 °C) and cold (~15 °C) water were mixed together. The induced fluid temperature fluctuations were measured by thermocouples 1 mm from the pipe wall, at various axial and circumferential positions (see More detailed information on the frequencies and amplitudes contained in the fluid temperature signals is obtained from the power spectral densities (PSDs) of these signals (see Fig. 3 ). The PSD of each signal is normalised so that mean-squared amplitude of the time signal is equal to area below power spectrum. In analytical and discrete form, this can be formulated as follows:
where E is the normalised power spectrum, f is the frequency, φ is the temperature fluctuation (i.e. the instantaneous temperature minus the mean temperature), φ 2 is the mean-squared amplitude (i.e. temperature variance), τ is the time range, and N is the number of time steps. By normalising the power spectrum in this way, the values of the PSD are independent of the time or frequency steps that were used. The peaks that are observed in Fig. 3 at 50 Hz are caused by the electric power supply of the measuring system. 
NEWLY DEVELOPED SIMPLIFIED METHOD
In the newly developed simplified method, the fluid temperature signal is generated by superposition of harmonic components with different frequencies and amplitudes. In symbolic form, the temperature fluctuation as a function of time can be formulated as follows:
where K is the number of frequency steps, Aj is the amplitude, and φj is the phase of the harmonic components. Both amplitudes and phases are a function of frequency. For the phase differences φ, a random distribution is assumed. The amplitudes Aj are derived based on an approximation of the power spectrum, obtained from turbulence theory. In the case of isotropic turbulence, the power spectrum of the large-scale and inertial sub-range fluctuations can be approximated as follows [6] :
where Γ is the gamma function. The power spectrum is defined by two parameters. The level of the power spectrum (i.e. the total power of the signal) is determined by the mean-squared amplitude φ 2 of the temperature fluctuations (see Fig. 5 ). The characteristic frequency f 0 determines the break point of the power spectrum (see Fig. 5 ) and is related to the size of the energy containing eddies. In the current work, a value of f 0 = 1 Hz is assumed. In future work, further investigation is needed to find a proper estimation for different geometries and flow conditions. Once the power spectrum is known, the amplitudes Aj of the harmonic components can be determined. For a sufficiently long time signal, the mean-squared amplitude of one harmonic component is:
Since the power spectrum E(f) has been normalised so that the integral of the spectrum is equal to the mean-squared amplitude of the time signal (Eq. 1), the mean-squared amplitude of each harmonic component has to be equal to the power contained in the associated frequency. This means that A j 2 / 2 = E j ∆f, so A(f) = √2E(f)∆f. The total power distribution φ 2 of the temperature fluctuations can be determined using Reynolds Averaged Navier-Stokes (RANS) calculations. The advantage of this technique is that it has the potential of yielding fairly accurate results, while still being relatively inexpensive. A transport equation for the temperature variance was included into the Star-CD v4.08 CFD code as a user subroutine. RANS modelling of the temperature variance has also been done by others [7] , [8] , [9] , [10] ; the first two references dealing with thermal fatigue. In the following paragraphs, the adopted approach and preliminary results are presented. The transport equation for the variance of the temperature fluctuations reads [11] :
where Uj and uj are the components of the mean and fluctuating velocity, Φ is the mean temperature, and xj are the spatial coordinates. The first two terms on the right-hand side are the molecular and turbulent diffusion of the fluctuations, the third term is the gradient production and the fourth is the molecular dissipation. The classical gradient diffusion assumption is used to model the turbulent diffusion and heat flux [8] , [9] , [10] :
where Pr t is the turbulent Prandtl number, and ν t = f µ C µ k 2 / ε is the kinematic turbulent viscosity, with k the turbulence kinetic energy, ε the turbulence dissipation rate, and C µ = 0.09 as default. Here the two-layer approach is used in the turbulence modelling so that the damping function f µ is added to the turbulent viscosity. The damping function equals unity everywhere except in the viscosity-dominated near-wall regions. The molecular dissipation term is modelled by assuming a constant linear relation between the mechanical and thermal turbulence time scales:
where R is the ratio of the time scales. According to [8] , [10] , [12] , [13] , R varies in the range of 0.33 to 1.7. By taking into account the above closures, the final solved equation is: Fig.  7 (left) . It is seen that the thermal mixing is clearly too low in the calculations, which is a common feature of RANS calculations in mixing tees [14] , [15] , [16] . Decreasing the turbulent Prandtl number or increasing the model coefficient C µ have been proposed as an ad-hoc fix for this problem (see e.g. [16] ). The results can also be slightly improved with non-linear eddy-viscosity models [15] . Fig. 7 (middle, right) . In the bulk of the flow, the fluctuation intensity is predicted qualitatively fairly correctly, but generally significant differences exist between the calculations and experiment. The differences are large near the walls where the gradient of the fluctuation intensity becomes steep. The transport equation is not expected to correctly describe the fluctuations in the viscosity-dominated near-wall regions. Hence, the fluctuation intensity for the lifetime calculations should probably be taken e.g. from the outer edge of the log-layer. The present experiment is not wellsuited for adjusting the model constants of the temperature variance equation, since the velocity and temperature distributions themselves are inaccurate. Adjusting of the constants should be performed at first by using simplified flow cases which more or less isolate each constant. 
DEMONSTRATION CASE
The two simplified methods are demonstrated on a test case that has the same geometry as the Vattenfall experiment (see Fig. 4 ). The pipe downstream of the T-junction has an inner diameter of 140 mm. For the current simulations, the pipe is assumed to be made of AISI 304L stainless steel, with a wall thickness of 9.6 mm. The material properties were taken at a temperature of 100 ºC and are as follows [17] , [18] : ρ = 7900 kg/m 3 , k = 16.2 W/mK, c p = 508 J/kgK, E = 189 GPa, α = 16.1 ⋅10 -6 1/K, and ν = 0.3.
Thermal Loadings
Although the CFD results as presented in the previous section are promising, the development work is still in a preliminary phase. Therefore, for the demonstration of the newly developed method, a different provisional approach was used. The total power of the modelled spectra (i.e. the mean-squared amplitude φ 2 ) was taken equal to the total power of the measured spectra. The Vattenfall experiment was designed for the validation of CFD simulations [19] , [20] , for which a temperature difference of 15 ºC between the hot and cold flows was sufficient.
However, to cause fatigue damage, larger temperature differences are needed. For the demonstration case presented here, the signals were therefore scaled up to have a difference of 200 ºC between the maximum and minimum measured temperatures. A scaling factor of 15.2 was applied to all signals. A comparison between the measured and modelled power spectra is shown in Fig. 8 . To make a fair assessment of the two simplified methods, the temperature difference used in the sinusoidal method was multiplied by the same factor, i.e. ∆T = ºC · 15.2 = 228 ºC. For all simulations, a heat transfer coefficient of 15,000 W/m 2 K was used. The reference temperature T 0 of the structure was assumed to be 20 ºC and was scaled with the same factor (15.2) as the fluid temperature signals. The initial temperature of the structure was assumed to be equal to the initial temperature of the fluid. 
Thermo-Mechanical Model
All simulations presented in this paper were performed using the same one-dimensional thermal and mechanical models (see Fig. 1 b), c) ). The temperature distribution in the pipe wall was calculated by solving the onedimensional heat equation in radial direction [21] . As an initial condition, a linear temperature distribution was assumed through the pipe wall. As a boundary condition, the outer wall of the pipe was assumed to be adiabatic. The fluctuating fluid temperature (measured or simulated) was prescribed at the inner wall of the pipe. The heat equation was subsequently solved using a time-forward, space-centred finite difference technique [21] , which results in the temperature distribution in the pipe wall as a function of time.
Once the temperature distribution in the pipe wall is known, the thermal stresses are calculated using a onedimensional model of a circular cylinder. For plane strain, the thermal stresses σ rr , σ θθ and σ zz at the inner wall of the pipe are given by [22] :
, ( 2 2 (10) where r is the radial coordinate, t is time, R i and R o are the inner and outer radii of the pipe, E is the Young's modulus, ν is the Poisson's ratio, α is the thermal expansion coefficient, and Λ = T -T 0 is the difference between the instantaneous temperature T and the (reference) temperature T 0 of the structure in unstrained state.
Fatigue Assessment
Both the measured fluid temperatures and the fluid temperatures generated by the newly developed simplified method are complex loadings, causing complex stress fluctuations. To reduce the stress fluctuations into a set of simple stress reversals, rainflow counting was applied using a MATLAB rainflow algorithm [23] , [24] . The cumulative usage factor was subsequently determined by applying the concerning design fatigue curve and Miner's rule as defined in the ASME Boiler & Pressure Vessel Code [17] . In the sinusoidal method, calculated stresses are uniformly alternating, so the fatigue usage factor can be determined directly using the fatigue design curve. In the sinusoidal method, lifetime calculations are performed for a large range of frequencies. Finally, the frequency leading to the most conservative lifetime is taken (see Fig. 1 d) ). Table 2 shows the fatigue lifetime predictions for different axial and circumferential positions in the Tjunction (locations most relevant for fatigue). Since the phase differences between the harmonic components of the newly developed method were assumed to be randomly distributed, eight runs were made using eight different random phase distributions to obtain a representative set of results. The sinusoidal method yields one, positionindependent result: a predicted lifetime of 0.5 days. The lifetime predictions generated with the real, measured signals are used as a reference for the assessment of the performance of the two simplified methods. As a consequence of the assumptions made in the sinusoidal method, the lifetime prediction by this method is highly conservative for the considered locations (see Table 2 ). The lifetimes predicted by the newly developed simplified method are more realistic and in this case generally conservative (see Table 2 ). The sides of the pipe are more susceptible to fatigue than the top and the bottom, as also indicated by the CFD calculation. The level of conservatism in the lifetime predictions by the newly developed method is dependent on the position in the pipe. A possible reason for this is that different positions need slightly different values of f 0 . Also, the slope of the power spectrum slightly differs for the different locations (see Fig. 3 ), while in the modelled spectrum this slope is constant. The deviations from the mean lifetime for the different phase distributions become larger for signals with smaller temperature fluctuations. This tendency is inherent in the nature of the fatigue design curve. At lower alternating stresses, the allowable number of cycles is much more sensitive to the magnitude of the stresses.
RESULTS AND DISCUSSION
Some of the measured power spectra have a peak at about 3-4 Hz (see Fig. 8 ). This peak is caused by spanwise oscillation of the flow near the mixing point, similar to that of vortex shedding around a cylinder [19] . The applied model spectrum does not account for such peaks. For the considered test case, conservative results were obtained. However, it should be noted that similar peaks can be larger in other flow configurations. An important limitation of the presented method is that the model spectrum describes ideal turbulent fluctuations. In a more complex flow situation, organised large-scale flow structures may be the main contributor to thermal fatigue (see e.g. [2] ) and the method does not account for these as such.
For the simulations presented in this paper, an assumption was made of the heat transfer coefficient. Besides proper modelling of the fluid temperature fluctuations, adequate knowledge of the heat transfer coefficient is essential for accurate fatigue assessments of real plant cases. The lifetime predictions were made using onedimensional thermal and mechanical models, as proposed e.g. by [4] . Previous investigations of the applicability of such models for the considered configuration [25] showed promising results. Further investigation of the applicability of such simplified models is however still necessary.
CONCLUSIONS
Accurate predictions of fluid temperature fluctuations due to turbulent mixing are important for the fatigue assessment of pipework of NPPs. In this paper, a newly developed simplified method for simulating fluid temperature fluctuations was presented. The lifetime predictions resulting from this approach were compared with lifetime predictions based on real, measured fluid temperature signals. For the investigated geometry and flow conditions, the modelled signals yield a good approximation of the reality and a considerable reduction of the overconservatism contained in the existing sinusoidal method if the mean-squared amplitude of the temperature fluctuations and the frequency f 0 are set correctly. In preliminary RANS calculations of the temperature variance, large differences were found near the walls in comparison against the experiment. The results are, however, fairly promising in the bulk of the flow. The constants of the temperature variance equation should first be adjusted according to experiments and DNS of simplified flow cases. After this, causes of the large differences near the walls in the presented case should be studied. Further development and validation of the presented approach for different geometries and flow conditions could yield a valuable tool for safety assessment of pipework in NPPs.
