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HARD SQUARES ON CYLINDERS REVISITED
MICHA L ADAMASZEK
Abstract. We consider the independence complexes of square grids with cylindrical boundary
conditions. When one of the dimensions is small we use simple reductions induced by edge
removals to show explicit natural homotopy equivalences between those spaces. In the second
part we expand the results of Jonsson, who calculated the Euler characteristic of cylinders
with odd circumference. We describe a series of results for cylinders of even circumference.
Finally we define a completely independent combinatorial model (necklaces) which calculates
the generating functions of the Euler characteristic of cylindrical grids. We conjecture that this
model has some particularly simple structure.
1. Introduction
This paper is motivated by a recent collection of papers [17, 18, 3, 7, 23, 19], which in turn
were motivated by some combinatorial questions in statistical physics, namely the properties of
the Witten index in the so-called hard squares model [9].
In the hard-core model on a grid we are given a graph G and particles (fermions) located in
the vertices of the grid, with the restrictions that two adjacent vertices cannot be occupied at the
same time. That leads to considering the independent sets in G, which represent the allowed states
of the system. The family of all independent sets in G naturally forms a simplicial complex, the
independence complex Ind(G) ofG. Various topological invariants of Ind(G) correspond to physical
characteristics of the underlying hard-core model. Among those are e.g. homology [7, 2, 5, 9, 12,
20, 13, 11] or the Euler characteristic which is re-branded as the Witten index [17, 18, 3, 7, 23, 19, 8].
Sometimes it is even possible to determine the exact homotopy type of Ind(G) [3, 23, 10, 13].
In this work we continue the research line of Jonsson studying these spaces for the square grids
with various boundary conditions. Let Pm denote the path with m vertices and let Cn be the
cycle with n vertices. The free square grid is G = Pm×Pn, its cylindrical version is G = Pm×Cn
and the toroidal one is G = Cm × Cn.
In the first part we show natural recursive dependencies in all three models. We concentrate
mainly on cylinders.
Theorem 1.1. We have the following homotopy equivalences in the cylindrical case:
a) Ind(P1 × Cn) ' Σ Ind(P1 × Cn−3),
b) Ind(P2 × Cn) ' Σ2 Ind(P2 × Cn−4),
c) Ind(P3 × Cn) ' Σ6 Ind(P3 × Cn−8),
d) Ind(Pm × C3) ' Σ2 Ind(Pm−3 × C3),
e) Ind(Pm × C5) ' Σ2 Ind(Pm−2 × C5),
f) Ind(Pm × C7) ' Σ6 Ind(Pm−4 × C7),
where Σ denotes the unreduced suspension.
Here a) is a classical result of Kozlov [21], while d) and e) also follow from [23] where those
spaces were identified with spheres by means of explicit Morse matchings. The results b), c) and
f) are new and were independently proved by a different method in [16]. Note that a), b), c) are
‘dual’ to, respectively, d), e) and f) in the light of Thapper’s conjecture [23, Conj. 3.1] (also [16,
Conj. 1.9]) that Ind(Pm × C2n+1) ' Ind(Pn × C2m+1). If one assumes the conjecture holds, then
a), b) and c) are equivalent to, respectively, d), e) and f). Theorem 1.1 together with an easy
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2 MICHA L ADAMASZEK
verification of initial conditions imply the conjecture for m ≤ 3. The statements d), e) and f) take
the periodicity of Euler characteristic, proved by Jonsson [17], to the level of homotopy type.
According to the calculation of K. Iriye [15] there is an equivalence Ind(P4×C2k+1) ' Ind(Pk×
C9) and both spaces are, up to homotopy, wedges of spheres. However, the number of wedge
summands grows to infinity as k →∞, so no recursive relation as simple as those in Theorem 1.1
is possible for Ind(Pm × C9) nor Ind(P4 × Cn).
Let us also mention that a completely analogous method proves the following.
Proposition 1.2. We have the following homotopy equivalences in the free and toroidal cases:
• Ind(P1 × Pn) ' Σ Ind(P1 × Pn−3),
• Ind(P2 × Pn) ' Σ Ind(P2 × Pn−2),
• Ind(P3 × Pn) ' Σ3 Ind(P3 × Pn−4),
• Ind(C3 × Cn) ' Σ2 Ind(C3 × Cn−3).
All those results are proved in Section 3.
In the second part of this work we aim to provide a method of recursively calculating the
Euler characteristic in the cylindrical case Pm × Cn when the circumference n is even. Since it is
customary to use the Witten index in this context, we will adopt the same approach and define
for any space X
Z(X) = 1− χ(X)
where χ(X) is the unreduced Euler characteristic. Then Z(X) = 0 for a contractible X, Z(ΣX) =
−Z(X) for any finite simplicial complex X, and Z(Sk) = (−1)k−1. Then the value
Z(G) := Z(Ind(G))
is what is usually called the Witten index of the underlying grid model.
Table 1 in the appendix contains some initial values of Z(Pm × Cn) arranged so that m labels
the rows and n labels the columns of the table. Let
fn(t) =
∞∑
m=0
Z(Pm × Cn)tm
be the generating function of the sequence in the n-th column. By an ingenious matching Jonsson
[17] computed the numbers Z(Pm × C2n+1) for odd circumferences and found that for each fixed
n they are either constantly 1 or periodically repeating 1, 1,−2, 1, 1,−2, . . .. Precisely
f6n+1(t) = f6n−1(t) =
1
1− t ,
f6n+3(t) =
1− 2t+ t2
1− t3 .
The behaviour of Z(Pm×C2n) is an open problem of that work, which we tackle here. Also, recently
Braun notes that some problems faced in [4] are reminiscent of the difficulty of determining the
homotopy types of the spaces Ind(Pm × C2n).
Our understanding of the functions f2n(t) comes in three stages of increasing difficulty.
Theorem 1.3. Each f2n(t) is a rational function, such that all zeroes of its denominator are
complex roots of unity.
Our method also provides an algorithm to calculate f2n(t), see Appendix. This already implies
that for each fixed n the sequence am = Z(Pm × C2n) has polynomial growth. However, we can
probably be more explicit:
Conjecture 1.4. For every n ≥ 0 we have
f4n+2(t) =
h4n+2(t)
(1 + t2) · [(1− t8n−2)(1− t8n−8)(1− t8n−14) · · · (1− t2n+4)] ,
f4n(t) =
h4n(t)
(1− t2) · [(1− t8n−6)(1− t8n−12)(1− t8n−18) · · · (1− t2n+6)] .
for some polynomials hn.
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In the denominators the exponents decrease by 6.
Conjecture 1.4 is in fact still just the tip of an iceberg, because pn(t) turn out to have lots of
common factors with the denominators. This leads to the grande finale:
Conjecture 1.5. After the reduction of common factors:
• f4n+2(t) can be written as a quotient whose denominator has no multiple zeroes. Conse-
quently, for any fixed n, the sequence am = Z(Pm × C4n+2) is periodic.
• f4n(t) can be written as a quotient whose denominator has only double zeroes. Conse-
quently, for any fixed n, the sequence am = Z(Pm × C4n) has linear growth.
A direct computation shows that the first part holds for a number of initial cases, with periods
given by the table:
4n+ 2 2 6 10 14 18 22
period 4 12 56 880 360 276640
In Section 4 we prepare our main tool for the proof of Theorem 1.3: patterns and their µ-
invariants. A small example of how they work is presented in detail in Section 5. The proof
of Theorem 1.3 then appears in Section 6. In Section 7 we describe a completely independent
combinatorial object, the necklace graph, which is a simplified model of interactions between
patterns. It has some conjectural properties, esp. Conjecture 7.4, whose verification would prove
Conjecture 1.4. Section 7, up to and including Conjecture 7.4, can be read without any knowledge
of any other part of this paper. As for Conjecture 1.5, it seems unlikely that the methods of this
paper will be sufficient to prove it.
To avoid confusion we remark that our results are in a sense orthogonal to some questions
raised by Jonsson, who asked if the sequence in each row of Table 1 (see Appendix) is periodic.
That question is equivalent to asking if the eigenvalues of certain transfer matrices are complex
roots of unity, and this paper is not about them.
2. Prerequisites on homotopy of independence complexes
We consider finite, undirected graphs. If v is a vertex of G then by N(v) we denote the
neighbourhood of G, i.e. the set of adjacent vertices, and by N [v] the closed neighbourhood,
defined as N [v] = N(v) ∪ {v}. If e = {u, v} is any pair of vertices (not necessarily an edge), then
we set N [e] = N [u] ∪N [v].
If G unionsqH is the disjoint union of two graphs then its independence complex satisfies
Ind(G unionsqH) = Ind(G) ∗ Ind(H)
where ∗ is the join. In particular, if Ind(G) is contractible then so is Ind(G unionsqH) for any H. We
refer to [22] for facts about (combinatorial) algebraic topology. By ΣK = S0 ∗K we denote the
suspension of a simplicial complex K.
The independence complex is functorial in two ways. First, for any vertex v of G there is an
inclusion Ind(G \ v) ↪→ Ind(G). Secondly, if e is an edge of G then the inclusion G − e ↪→ G
induces an inclusion Ind(G) ↪→ Ind(G− e). This leads to two main methods of decomposing sim-
plicial complexes, using vertex or edge removals. They can be analyzed using the two cofibration
sequences:
Ind(G \N [v]) ↪→ Ind(G \ v) ↪→ Ind(G)→ Σ Ind(G \N [v])→ · · · ,
Σ Ind(G \N [e]) ↪→ Ind(G) ↪→ Ind(G− e)→ Σ2 Ind(G \N [e])→ · · · ,
both of which are known in various forms. See [1] for proofs.
The following are all immediate consequences of the cofibration sequences.
Lemma 2.1. We have the following implications
a) If Ind(G \N [v]) is contractible then Ind(G) ' Ind(G \ v).
b) If Ind(G \ v) is contractible then Ind(G) ' Σ Ind(G \N [v]).
c) If Ind(G \N [e]) is contractible then Ind(G) ' Ind(G− e).
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u v
y x
Figure 1. A configuration which can be removed at the cost of a suspension
(Lemma 2.3.c).
A B C D
Figure 2. Four types of configurations which force contractibility of the inde-
pendence complex (Lemma 2.3.d).
Lemma 2.2. For any vertex v and edge e of G we have
Z(G) = Z(G \ v)− Z(G \N [v]),
Z(G) = Z(G− e)− Z(G \N [e]).
There are some special combinatorial circumstances where Lemma 2.1 applies.
Lemma 2.3. We have the following implications
a) (Fold lemma, [6]) If N(u) ⊆ N(v) then Ind(G) ' Ind(G \ v).
b) If u is a vertex of degree 1 and v is its only neighbour then Ind(G) ' Σ Ind(G \N [v]).
c) If u and v are two adjacent vertices of degree 2 which belong to a 4-cycle in G together
with two other vertices x and y then Ind(G) ' Σ Ind(G \ {u, v, x, y}) (see Fig.1).
d) If G is a graph that contains any of the configurations shown in Fig.2, then Ind(G) is
contractible.
Proof. In a) vertex v satisfies Lemma 2.1.a) and in b) it satisfies Lemma 2.1.b). In c) one can first
remove x without affecting the homotopy type (because G\N [x] has u as an isolated vertex), and
then apply Lemma 2.1 to v. Finally d) follows because a single operation of type described in b)
or c) leaves a graph with an isolated vertex. 
A vertex v of G is called removable if the inclusion Ind(G \ v) ↪→ Ind(G) is a homotopy
equivalence. We call the graph G \ N [v] the residue graph of v in G. By Lemma 2.1.b if the
residue graph of v has a contractible independence complex then v is removable.
If e is an edge of G then we say e is removable if the inclusion Ind(G) ↪→ Ind(G−e) is a homotopy
equivalence. If e is not an edge of G then e is insertable if the inclusion Ind(G ∪ e) ↪→ Ind(G)
is a homotopy equivalence or, equivalently, if e is removable from G ∪ e. In both cases we call
the graph G \ N [e] the residue graph of e in G. By Lemma 2.1.c if the residue graph of e has a
contractible independence complex then e is removable or insertable, accordingly.
3. Proofs of Theorem 1.1 and Proposition 1.2
We identify the vertices of Pm with {1, . . . ,m} and the vertices of Cn with Z/n = {0, . . . , n−1}.
Product graphs have vertices indexed by pairs. To deal with the degenerate cases it is convenient
to assume that C2 = P2, that C1 is a single vertex with a loop and that C0 = P0 are empty graphs.
This convention forces all spaces Ind(C1), Ind(P0) and Ind(C0) to be the empty space ∅ = S−1.
Proof of 1.1.a). This is a known result of [21], but we present a proof that introduces our method.
Identify P1 × Cn with Cn. Let e = {0, 4}. The residue graph of e has 2 as an isolated vertex, so
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e is insertable. In Cn ∪ e the edge {0, 1} is removable (because 3 is isolated in the residue) and
subsequently {3, 4} is removable (1 isolated in the residue). It follows that
Ind(Cn) ' Ind(Cn ∪ {0, 4} \ {0, 1} \ {3, 4}).
But the latter graph is Cn−3 unionsq P3, therefore its independence complex is Ind(Cn−3) ∗ Ind(P3) '
Ind(Cn−3) ∗ S0 = Σ Ind(Cn−3) as required. 
Proof of 1.1.b). In P2 × Cn the edge e1 = {(1, 0), (1, 5)} is insertable, because its residue graph
contains a configuration of type A (see Lemma 2.3.d), namely with vertices (2, 1) and (2, 4) having
degree one. For the same reason the edge e2 = {(2, 0), (2, 5)} is insertable. Now in the graph
(P2 × Cn) ∪ {e1, e2} the edges
f1 = {(1, 0), (1, 1)}, f2 = {(2, 0), (2, 1)}, f3 = {(1, 4), (1, 5)}, f4 = {(2, 4), (2, 5)}
are all sequentially removable, because the residue graph in each case contains a configuration of
type B. Therefore
Ind(P2 × Cn) ' Ind((P2 × Cn) ∪ {e1, e2} − {f1, f2, f3, f4}) =
= Ind(P2 × Cn−4 unionsq P2 × P4) = Ind(P2 × Cn−4) ∗ Ind(P2 × P4) '
' Ind(P2 × Cn−4) ∗ S1 = Σ2 Ind(P2 × Cn−4)
where Ind(P2 × P4) can be found by direct calculation or from Proposition 1.2. 
Remark 3.1. All the proofs in this section will follow the same pattern, that is to split the graph
into two parts. One of those parts will be small, i.e. of some fixed size, and its independence
complex will always have the homotopy type of a single sphere. Every time we need to use a
result of this kind about a graph of small, fixed size, we will just quote the answer, leaving the
verification to those readers who do not trust computer homology calculations [14].
Proof of 1.1.c). We follow the strategy of b). First we need to show that the edges e1 = {(1, 0), (1, 9)},
e2 = {(2, 0), (2, 9)}, e3 = {(3, 0), (3, 9)} are insertable.
For e1 the residue graph is shown in Fig.3.a. To prove its independence complex is contractible
we describe a sequence of operations that either preserve the homotopy type or throw in an extra
suspension. The sequence will end with a graph whose independence complex is contractible for
some obvious reason, so also the complex we started with is contractible. The operations are as
follows: remove (3, 2) (by 2.3.a with u = (2, 1)); remove (2, 3) (by 2.3.a with u = (1, 2)); remove
N [(3, 4)] (by 2.3.b with u = (3, 3)); remove (2, 6) (by 2.3.a with u = (1, 7)); remove N [(1, 5)] (by
2.3.b with u = (2, 5)). In the last graph there is a configuration of type A on the vertices (3, 6)
and (1, 7).
The same argument works for e3. For e2 the residue graph has a connected component shown
in Fig.3.b. The modifications this time are: remove N [(1, 2)], N [(1, 7)], N [(3, 2)] and N [(3, 7)] for
reasons of 2.3.b. The graph that remains contains a configuration of type A.
Next it remains to check that in (P3×Cn)∪{e1, e2, e3} the edges {(0, i), (1, i)} and {(8, i), (9, i)}
are removable for i = 1, 2, 3. The types of residue graphs one must consider are quite similar and
the arguments for the contractibility of their independence complexes are exact copies of those for
e1, e2, e3 above. We leave them as an exercise to the reader.
We can thus conclude as before
Ind(P3 × Cn) ' Ind(P3 × Cn−8) ∗ Ind(P3 × P8) ' Ind(P3 × Cn−8) ∗ S5 = Σ6 Ind(P3 × Cn−8).

Proof of 1.1.d). In Pm×C3 each edge {(3, i), (4, i)} is removable for i = 0, 1, 2 because each residue
graph contains a configuration of type C. As before, this implies an equivalence
Ind(Pm × C3) ' Ind(Pm−3 × C3) ∗ Ind(P3 × C3) ' Ind(Pm−3 × C3) ∗ S1 = Σ2 Ind(Pm−3 × C3)

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−2 −1 0 1 2 3 4 5 6 7 8 9 10 11
1
2
3
1 2 3 4 5 6 7 8
1
2
3
a) b)
Figure 3. Two residue graphs for edges insertable into P3 × Cn.
0 1 2 3 4 5 6
1
2
3
4
5
6
7
Figure 4. The residue graph for edges removable from Pm × C7.
Proof of 1.1.e). In Pm × C5 each edge {(2, i), (3, i)} is removable for i = 0, 1, 2, 3, 4 because each
residue graph contains a configuration of type A with vertices (1, i−1) and (1, i+1) having degree
1. Again, this means
Ind(Pm × C5) ' Ind(Pm−2 × C5) ∗ Ind(P2 × C5) ' Ind(Pm−2 × C5) ∗ S1 = Σ2 Ind(Pm−2 × C5)

Proof of 1.1.f). We want to show that the edges ei = {(4, i), (5, i)}, i = 0, . . . , 6 are sequentially
removable. Then the result will follow as before:
Ind(Pm × C7) ' Ind(Pm−4 × C7) ∗ Ind(P4 × C7) ' Ind(Pm−4 × C7) ∗ S5 = Σ6 Ind(Pm−4 × C7).
The residue graph of e0 is the graph G from Fig.4. We need to show that the independence
complex of that graph is contractible. To do this, we will first show that each of the vertices (4, j),
j = 2, 3, 4, 5, is removable in G. By symmetry, it suffices to consider (4, 2) and (4, 3).
Consider first the vertex (4, 2) and its residue graph G \ N [(4, 2)]. It can be transformed in
the following steps: remove N [(2, 1)] (by 2.3.b with u = (3, 1)); remove N [(1, 6)] (by 2.3.b with
u = (1, 0)); remove N [(1, 3)] (by 2.3.b with u = (1, 2)); remove N [(3, 4)] (by 2.3.b with u = (3, 3)).
In the final graph (2, 5) is isolated.
Now we prove the residue graph G \ N [(4, 3)] has a contractible independence complex. De-
compose it as follows: remove (3, 1), (3, 2), (2, 1), (2, 2) (by 2.3.c); remove (1, 6) (by 2.3.a with
u = (2, 0)); remove (2, 5) (by 2.3.a with u = (3, 6)); remove N [(1, 4)] (by 2.3.b with u = (1, 5)). In
the final graph (2, 3) is isolated.
Since all the vertices in row 4 of G are removable, Ind(G) is homotopy equivalent to the join
Ind(G[1, 2, 3]) ∗ Ind(G[5, . . .]), where G[. . .] means the subgraph of G spanned by the numbered
rows. But a direct calculation shows that Ind(G[1, 2, 3]) is contractible, hence so is Ind(G). This
ends the proof that the edge e0 = {(4, 0), (5, 0)} of Pm × C7 was removable.
For all other edges ei in a sequence the residue graph will look exactly like G with possibly some
edges between rows 4 and 5 missing. This has no impact on contractibility since all of the above
proof took part in rows 1, 2, 3 of Fig.4. That means that all ei are removable, as required. 
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Proof of Proposition 1.2. We just sketch the arguments and the reader can check the details. Part
a) is a result of [21] and also follows from observing that the edge {3, 4} of the path Pn is removable
as its residue graph has an isolated vertex 1. Part b) follows directly from Lemma 2.3.c.
For part c), each edge {(i, 4), (i, 5)}, i = 1, 2, 3 of P3 × Pn is removable because their residue
graphs either contain, or can easily be reduced to contain, a configuration of type C or D. Then
the graph splits into two components and we conclude as usually.
In d) we first show that each edge {(i, 0), (i, 4)}, i = 0, 1, 2 is insertable into C3 × Cn because
the residue graph contains a configuration of type C. Then in the enlarged graph the obvious edges
which must be removed to obtain a disjoint union C3 × Cn−3 unionsq C3 × P3 are indeed removable,
again because of a type C configuration in their residue graphs. We conclude as always. 
4. Cylinders with even circumference: Patterns
To prove the results about cylinders of even circumference we will need quite a lot of notation.
On the plus side, once all the objects are properly defined, the proofs will follow in a fairly straight-
forward way. It is perhaps instructive to read this and the following sections simultaneously. The
next section contains a working example of what is going on for n = 6. From now on n, the length
of the cycle, is a fixed even integer which will not appear in the notation.
A pattern P is a matrix of size 2 × n with 0/1 entries and such that if P(1, i) = 1 then
P(2, i) = 1, i.e. below a 1 in the first row there is always another 1 in the second row. An example
of a pattern is
P =
(
1 0 1 0 0 0
1 1 1 1 0 1
)
.
We also call n the length of the pattern. The rows of a pattern are indexed by 1 and 2, while
the columns are indexed with 0, . . . , n− 1, as the vertices of Cn. Given i we say P(1, i) is ‘above’
P(2, i) and P(2, i) is ‘below’ P(1, i). We identify a pattern with patterns obtained by a cyclic
shift or by a reflection, since they will define isomorphic graphs (see below). Also the words ‘left’,
‘right’ and ‘adjacent’ are understood in the cyclic sense.
Given a pattern P define G(P;m) as the induced subgraph of Pm × Cn obtained by removing
those vertices (1, i) and (2, i) for which P(1, i) = 0, resp. P(2, i) = 0. This amounts to applying a
‘bit mask’ defined by P to the first two rows of Pm × Cn. The graph G(P;m) for the pattern P
above is:
Define the simplified notation Z(P;m) := Z(G(P;m)). If I denotes the all-ones pattern then
Z(I;m) = Z(Pm × Cn) is the value we are interested in.
We now need names for some structures within a row:
• A singleton is a single 1 with a 0 both on the left and on the right.
• A block is a contiguous sequence of 1s of length at least 3, which is bounded by a 0 both
on the left and on the right.
• A run is a sequence of blocks and singletons separated by single 0s.
• A nice run is a run in which every block has length exactly 3.
Example 4.1. The sequence 01010111010111010 is a nice run. The sequence 01110111101010 is
a run, but it is not a nice run. The sequences 01011010 and 0101001110 are not runs.
A pattern is reducible if the only occurrences of 1 in the first row are singletons. Otherwise
we call it irreducible. In particular, a pattern whose first row contains only 0s is reducible.
We now need three types of pattern transformations, which we denote V (for vertex), N (for
neighbourhood) and R (for reduction). The first two can be performed on any pattern. Suppose
P is a pattern and i is an index such that P(1, i) = 1.
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• An operation of type V sets P(1, i) = 0. We denote the resulting pattern PV,i.
• An operation of type N sets P(1, i−1) = P(1, i) = P(1, i+1) = P(2, i) = 0. We denote
the resulting pattern PN,i.
All other entries of the pattern remain unchanged. If it is clear what index i is used we will
abbreviate the notation to PV and PN .
Lemma 4.2. For any pattern P and index i such that P(1, i) = 1 we have
Z(P;m) = Z(PV,i;m)− Z(PN,i;m), m ≥ 2.
Proof. This is exactly the first equality of Lemma 2.2 for G = G(P;m). 
The third operation, of type R, can be applied to a reducible pattern P and works as follows.
First, temporarily extend P with a new, third row, filled with ones. Now for every index i such
that P(1, i) = 1 (note that no two such i are adjacent) make an assignment
P(1, i) = P(2, i− 1) = P(2, i) = P(2, i+ 1) = P(3, i) = 0.
Having done this for all such i remove the first row (which is now all zeroes) and let PR be the
pattern formed by the second and third row.
Lemma 4.3. Suppose P is a reducible pattern and k is the number of ones in its first row. Then
Z(P;m) = (−1)kZ(PR;m− 1), m ≥ 2.
Proof. It follows from a k-fold application of Lemma 2.3.b). 
We now describe a class of patterns which arise when one applies the above operations in some
specific way to the all-ones pattern. A pattern P is called proper if it satisfies the following
conditions:
• The whole second row is either a run or it consists of only 1s.
• If the second row has only 1s then the first row is a nice run.
• Above every singleton 1 in the second row there is a 0 in the first row.
• Above every block of length 3 in the second row there are 0s in the first row.
• If B is any block in the second row of length at least 4 then above B there is a nice run
R, subject to the conditions:
– if the leftmost group of 1s in R is a block (of length 3) then the leftmost 1 of that
block is located exactly above the 3rd position of B,
– if the leftmost group of 1s in R is a singleton then it is located exactly above the 2nd
or 3rd position of B.
By symmetry the same rules apply to the rightmost end of B and R.
Note that a proper pattern does not contain the sequences 0110 nor 1001 in any row. Also note
that the first row of any proper pattern can only contain singletons and blocks of length 3, and
no other groups of 1s.
Example 4.4. Here are some proper patterns:
A =
(
0 1 0 1 0 0 0 0 0 0
1 1 1 1 1 0 1 1 1 0
)
B =
(
1 0 1 1 1 0 1 1 1 0
1 1 1 1 1 1 1 1 1 1
)
C =
(
0 0 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 0 1 0
)
D =
(
0 0 1 0 1 1 1 0 0 0
1 1 1 1 1 1 1 1 1 0
)
A pattern is called initial if it is obtained from the all-ones pattern I by performing, for each
even index i = 0, 2, 4, . . . , n − 2 one of the operations of type V or N . It means there should be
2n/2 initial patterns, but some of them can be identified via cyclic shift or reflection. One can
easily see that every initial pattern is reducible. Moreover, by a repeated application of Lemma
4.2 we get that Z(Pm × Cn) is a linear combination of the numbers Z(P;m) for initial patterns
P. More importantly, we have:
Lemma 4.5. Every initial pattern is proper.
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Proof. If the operations we perform in positions i = 0, 2, . . . , n− 2 are all V or all N then we get
one of the patterns described in Lemma 4.8. If we perform N in points i, i+ 2 we get a singleton
in position i+ 1 of the second row with a 0 above it. For a choice of NVN in i, i+ 2, i+ 4 we get
a block of length 3 in the second row with 0s above. Finally for a longer segment NV · · ·V N the
outcome is a block with a nice run of singletons starting and ending above the 3rd position in the
block. We can never get two adjacent 0s in the second row, so it is a run. Here is a summary of
the possible outcomes:
( N V V V V N V N N· · · 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 · · ·
· · · 1 0 1 1 1 1 1 1 1 1 1 0 1 1 1 0 1 0 1 · · ·
)
where the labels V,N indicate which operation was applied at a position. 
Now we introduce the main tool: an invariant which splits proper patterns into classes which
can be analyzed recursively.
Definition 4.6. For any proper pattern P we define the µ-invariant as follows:
µ(P) = ( number of blocks in the first row of P ) +
( number of blocks in the second row of P ).
Example 4.7. All the proper patterns in Example 4.4 have µ-invariant 2.
Lemma 4.8. For every proper pattern P we have 0 ≤ µ(P) ≤ n/4. The only patterns with
µ(P) = 0 are
P1 =
(
1 0 1 0 · · · 1 0
1 1 1 1 · · · 1 1
)
, P2 =
(
0 0 0 0 · · · 0 0
1 0 1 0 · · · 1 0
)
.
Proof. If µ(P) = 0 then P has no blocks in either row. If the second row is all-ones then the first
row must be a nice run with no blocks, so P = P1. Otherwise the second row is an alternating
0/1 but then the first row cannot have a 1 anywhere, so P = P2.
Now consider the following map. To every block in the second row we associate its two rightmost
points, its leftmost point and the immediate left neighbour of the leftmost point. To every block
in the first row we associate its three points and the point immediately left. This way every block
which contributes to µ(P) is given 4 points, and those sets are disjoint for different blocks. The
only non-obvious part of the last claim follows since a block in the first row does not have any
point over the two outermost points of the block below it. That ends the proof of the upper
bound. 
Next come the crucial observations about operations on proper patterns and their µ-invariants.
Proposition 4.9. Suppose P is a proper, irreducible pattern and let i be the index of the middle
element of some block in the first row. Then PV,i and PN,i are proper and
µ(PV,i) = µ(P)− 1, µ(PN,i) = µ(P).
Proof. There are two cases, depending on whether the block of length 3 centered at i is, or is not,
the outermost group of 1s in its run. If it is the outermost one then it starts over the 3rd element
of the block below it. The two possible situations are depicted below.( · · · 0 0 0 1 1 1 0 · · ·
· · · 0 1 1 1 1 1 1 · · ·
)
,
( · · · 1 0 1 1 1 0 1 · · ·
· · · 1 1 1 1 1 1 1 · · ·
)
.
In PV the second row is the same as in P. Above the current block we still have a nice run and
its outermost 1s are in the same positions. That means PV is still proper. The number of blocks
in the first row dropped by one, so µ(PV ) = µ(P)− 1.
The proof for PN depends on the two cases. In the first case an operation of type N splits the
block in the second row creating a new block of size 3 with 0s above it. In the second block that
comes out of the splitting the first two 1s have 0s above them, so whatever run there was in P it
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is still there and starts in an allowed position. That means we get a proper pattern. One block
was removed and one split into two, so µ does not change.
In the second case the situation is similar. We increase the number of blocks in the second
row by one while removing one block from the first row. The two outermost positions in the new
block(s) have 0s above them, so the nice runs which remain above them start in correct positions.
Again PN is proper. 
Proposition 4.10. If P is a proper, reducible pattern then PR is proper and
µ(PR) = µ(P).
Proof. Consider first the case when P has only 0s in the first row. Then the second row is a
run with blocks only of size 3 (because a longer block would require something above it). This
means PR has a full second row with a nice run in the first row. Such pattern is proper and
µ(PR) = µ(P) as we count the same blocks.
Now we move to the case when P has at least one 1 in the first row. Note that P(1, i) = 1 if
and only if PR(2, i) = 0. That last condition implies that the second row of PR is a run (as the
first row of P does not contain the sequences 11 nor 1001).
If PR(2, i) is a singleton 1 then in P we must have had P(1, i− 1) = P(1, i+ 1) = 1 but then
P(2, i) was erased by the operation R and therefore PR(1, i) = 0. This proves PR has zeroes
above singletones of the second row.
Now consider any block B in the second row of PR and assume without loss of generality that
it occupies positions 1, . . . , l, hence P(1, 0) = P(1, l + 1) = 1, PR(2, 0) = PR(2, l + 1) = 0 and
P(1, i) = 0 for all 1 ≤ i ≤ l. It means that the situation in P must have looked like one of these
(up to symmetry):
0 l + 1(
0 1 0 0 0 0 0 0 1 0
)
1 1 1 0 1 · · · 1 0 1 1 1
0 B B B B B B 0
0 l + 1(
0 1 0 0 0 0 0 0 1 0
)
1 1 1 0 1 · · · 0 1 1 1 1
0 B B B B B B 0
0 l + 1(
0 1 0 0 0 0 0 0 1 0
)
1 1 1 1 0 · · · 0 1 1 1 1
0 B B B B B B 0
The letters B indicate where the block B will stretch in what will become the future second
row of PR. The 1s in P(1, 0) and P(1, l + 1) must be located above the 2nd or 3rd element of a
block. The part of the second row in P denoted by · · · is a run with no 1s above, so it must be
a nice run. It follows that in PR above B we will get a nice run and by checking the three cases
we see that the run starts above the 2nd or 3rd element of B, and it only starts above the 2nd
element if it has a singleton there.
There is just one way in which we can obtain a block B of size 3:
0 l + 1(
1 0 0 0 1
)
1 1 0 1 1
0 B B B 0
and then the operation R will erase everything above that block. This completes the check that
the pattern PR is proper.
It remains to compute µ(PR). Our previous discussion implies that:
• every block of size 3 in the second row of P becomes a block in the first row of PR,
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• every two consecutive blocks longer than 3 yield, between them, a block B in the second
row of PR,
and every block in PR arises in this way. It means that every block in P contributes one to the
count of blocks in PR (in either first or second row). That proves µ(PR) = µ(P). 
5. An example: n = 6
First of all the value Z(Pm × C6) = Z(I;m) for the all-ones pattern I splits into a linear
combination of Z-values for the following patterns.
A =
(V V V
0 1 0 1 0 1
1 1 1 1 1 1
)
B =
(V V N
0 1 0 0 0 0
1 1 1 1 0 1
)
C =
(V N N
0 0 0 0 0 0
1 1 0 1 0 1
)
D =
(N N N
0 0 0 0 0 0
0 1 0 1 0 1
)
The labels V,N indicate which operation was applied to the particular position i = 0, 2, 4. Any
other pattern we get is isomorphic to one of these, and Lemma 4.2 unfolds recursively into:
(1) Z(I;m) = Z(A;m)− 3Z(B;m) + 3Z(C;m)− Z(D;m).
We also see that (Definition 4.6):
µ(A) = 0 + 0 = 0, µ(B) = 0 + 1 = 1, µ(C) = 0 + 1 = 1, µ(D) = 0 + 0 = 0.
All the patterns we have now are reducible. The first obvious reductions are
AR = D, DR = A
and by Lemma 4.3 they lead to
Z(D;m) = Z(A;m− 1), Z(A;m) = −Z(D;m− 1) = −Z(A;m− 2).
It means that given the initial conditions for Z(A;m) and Z(D;m) we have now completely
determined those sequences and their generating functions.
Note that A and D had µ-invariant 0. Now we move on to the patterns with the next µ-invariant
value 1. We can reduce B (even three times) and C and apply Lemma 4.3:
BRRR = E , CR = E ; Z(B;m) = −Z(E ;m− 3), Z(C;m) = Z(E ;m− 1)
where
E =
(
1 0 1 1 1 0
1 1 1 1 1 1
)
.
Still µ(E) = 1. Now we can apply a V,N -type splitting in the middle of the length 3 block in the
first row of E , as in Proposition 4.9. We have by Lemma 4.2:
EV = A, EN = B; Z(E ;m) = Z(A;m)− Z(B;m) = Z(A;m) + Z(E ;m− 3)
where µ(A) = 0, so the sequence Z(A;m) is already known.
This recursively determines all the sequences and it is a matter of a mechanical calculation to
derive their generating functions (some care must be given to the initial conditions). We can also
check periodicities directly. The sequences with µ-invariant 0 are 4-periodic:
Z(A;m) = −Z(A;m− 2) = Z(A;m− 4)
and those with µ-invariant 1 are 12-periodic:
Z(E ;m) = Z(A;m) + Z(A;m− 3) + Z(A;m− 6) + Z(A;m− 9) + Z(E ;m− 12) = Z(E ;m− 12)
since Z(A;m) = −Z(A;m− 6). By (1) this means 12-periodicity of Z(Pm × C6).
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6. Proof of the Theorem 1.3
Everything is now ready to prove Theorem 1.3. We are going to deduce it from a refined version
given below. Throughout this section an even number n is still fixed. For any pattern P of length
n define the generating function
(2) fP(t) =
∞∑
m=0
Z(P;m)tm.
Proposition 6.1. For any proper pattern P the function fP(t) is a rational function such that
all zeroes of its denominator are complex roots of unity.
The sequence Z(Pm × Cn) is a linear combination of sequences Z(P;m) for initial patterns P
(modulo initial conditions). Every initial pattern is proper (Lemma 4.5), so Theorem 1.3 follows.
It remains to prove Proposition 6.1, and this is done along the lines of the example in Section 5.
Proof. We will prove the statement by induction on the µ-invariant of P. If µ(P) = 0, then P is
one of the patterns from Lemma 4.8. Each of them satisfies PRR = P and by Lemma 4.3:
Z(P;m) = (−1)n/2Z(P;m− 2)
hence fP(t) has the form
a+ bt
1− (−1)n/2t2 .
Now consider any fixed value µ > 0 of the µ-invariant and suppose the result was proved for
all proper patterns with smaller µ-invariants. Consider the directed graph whose vertices are all
proper patterns with that invariant µ. For any reducible P there is an edge P → PR and for any
irreducible P there is an edge P → PN for some (only one) choice of N -type operation in the
middle of a block. Since the graph is finite and the outdegree of each vertex is 1, it consists of
directed cycles with some attached trees pointing towards the cycles.
If P is a vertex on one of the cycles, then by moving along the cycle and performing the opera-
tions prescribed by the edges we will get back to P and obtain (Lemmas 4.2, 4.3 and Propositions
4.9,4.10) a recursive equation of the form
(3) Z(P;m) = ±Z(P;m− a) +
∑
R
±Z(R;m− bR)
where a > 0, bR ≥ 0 and R runs through some proper patterns with invariant µ− 1 (Proposition
4.9). Now the result follows by induction (the generating function fP(t) will add an extra factor
1± ta to the denominator coming from the combination of functions fR(t)).
If P is not on a cycle then it has a path to a cycle and the result follows in the same way. 
Remark 6.2. It is also clear that in order to prove Conjecture 1.4 one must have better control
over the cycle lengths in the directed graph appearing in the proof. We will construct a more
accessible model for this in the next section, see Theorem 7.5.
7. Necklaces
In this section we describe an appealing combinatorial model which encodes the reducibility
relation between patterns. As before n is an even positive integer and k is any positive integer.
We define a (k, n)-necklace . It is a collection of 2k points (stones) distributed along the
circumference of a circle of length n, together with an assignment of a number from {−2,−1, 1, 2}
to each of the stones. We call these numbers stone vectors and we think of them as actual short
vectors attached to the stones and tangent to the circle. The vector points 1 or 2 units clockwise
(positive value) or anti-clockwise (negative value) from each stone and we say a stone faces the
direction of its vector. See Fig.5 for an example worth more than a thousand words.
During a jump a stone moves 1 or 2 units along the circle in the direction and distance prescribed
by its vector. The configuration of stones and vectors is subject to the following conditions:
• consecutive stones face in opposite directions,
HARD SQUARES ON CYLINDERS REVISITED 13
a) b)
Figure 5. Two sample (3, 16)-necklaces. Each has 6 stones. The arrows are
stone vectors of length 1 (shorter) or 2 (longer). The necklace in b) is the image
under T of the necklace in a).
• if two consecutive stones face away from each other then their distance is an odd integer,
• if two consecutive stones face towards each other then their distance plus the lengths of
their vectors is an odd integer,
• if two consecutive stones face towards each other then their distance is at least 3; moreover
if their distance is exactly 3 then their vectors have length 1.
The last two conditions can be conveniently rephrased as follows: if two stones facing towards
each other simultaneously jump then after the jump their distance will be an odd integer and they
will not land in the same point nor jump over one another.
We identify (k, n)-necklaces which differ by an isometry of the circle. Clearly the number of
(k, n)-necklaces is finite.
Next we describe a necklace transformation T which takes a (k, n)-necklace and performs
the following operations:
• (JUMP) all stones jump as dictated by their vectors,
• (TURN) all stone vectors change according to the rule
−2→ 1, −1→ 2, 1→ −2, 2→ −1,
i.e. both direction and length are switched to the other option,
• (FIX) if any two stones find themselves in distance 3 facing each other and any of their
vectors has length 2, then adjust the offending vectors by reducing their length to 1.
An example of N and TN is shown in Fig.5. It is easy to check that if N is a (k, n)-necklace then
so is TN .
Definition 7.1. Define Neck(k, n) to be the directed graph whose vertices are all the isomorphism
classes of (k, n)-necklaces and such that for each (k, n)-necklace N there is a directed edge N →
TN .
Lemma 7.2. The graph Neck(k, n) is nonempty if and only if 1 ≤ k ≤ n/4 and it is always a
disjoint union of directed cycles.
Proof. To each stone whose vector faces clockwise we associate the open arc segment of length 2
from that stone in the direction of its vector. To each stone whose vector faces counter-clockwise
we associate the open arc segment of length 2 of which this stone is the midpoint. The segments
associated to different stones are disjoint hence 2k · 2 ≤ n, as required (compare the proof of
Lemma 4.8).
The out-degree of every vertex in Neck(k, n) is 1, so it suffices to show that the in-degree is at
least 1. Given a (k, n)-necklace N let T−1 be the following operations:
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• for each stone which does not face towards another stone in distance 3, change the stone
vector according to the rule
−2→ −1, −1→ −2, 1→ 2, 2→ 1,
• jump with all the stones,
• change all stone vectors according to the rule
−2→ 2, −1→ 1, 1→ −1, 2→ −2.
One easily checks that T−1N is a (k, n)-necklace and that TT−1N = T−1TN = N . 
Some boundary cases of Neck(k, n) are easy to work out.
Lemma 7.3. For any even n the graph Neck(1, n) is a cycle of length n− 3. For any k the graph
Neck(k, 4k) is a single vertex with a loop. For any k the graph Neck(k, 4k+ 2) is a cycle of length
k + 2 and bk/2c isolated vertices with loops.
Proof. A (1, n)-necklace is determined by a choice of an odd number 3 ≤ d ≤ n− 1 (the length of
the arc along which the two stones face each other) and a choice of  ∈ {1, 2} (the length of the
vectors at both stones which must be the same due to the parity constraints), with the restriction
that if d = 3 then  = 1. If we denote the resulting necklace An,d then
TA1n,n−1 = A
1
n,3, TA
1
n,d = A
2
n,n−d+2 (3 ≤ d ≤ n− 3), TA2n,d = A1n,n−d+4 (5 ≤ d ≤ n− 1)
and it is easy to check that they assemble into a (n− 3)-cycle.
An argument as in Lemma 7.2 shows that there is just one (k, 4k)-necklace N , with distances
between stones alternating between 3 (stones facing each other) and 1 (stones facing away) and
all vectors of length 1. It satisfies TN = N .
The analysis of the last case again requires the enumeration of all possible cases and we leave
it to the interested reader. 
The following is our main conjecture about Neck(k, n).
Conjecture 7.4. The length of every cycle in the graph Neck(k, n) divides n−3k. In other words,
for every (k, n)-necklace N we have Tn−3kN = N .
This conjecture was experimentally verified for all even n ≤ 36, see Table 3 in the Appendix.
It is now time to explain what necklaces have to do with patterns and what Conjecture 7.4 has
to do with Conjecture 1.4.
Intuitively, (k, n)-necklaces are meant to correspond to reducible proper patterns P of length
n and µ(P) = k. The operation T mimics the reduction P → PR, although the details of this
correspondence are a bit more complicated (see proof of Theorem 7.5). The lengths of cycles
in the necklace graph Neck(k, n) determine the constants a in the recursive equations (3) and
therefore also the exponents in the denominators of fn(t) (Conjecture 1.4). A precise statement
is the following.
Theorem 7.5. Let gi,n be the any common multiple of the lengths of all cycles in the graph
Neck(i, n). Suppose P is a proper pattern of even length n and µ(P) = k. Then the generating
function fP(t) (see (2)) is of the form
fP(t) =
hP(t)
1− (−1)n/2t2 ·
k∏
i=1
1
1− t2gi,n
for some polynomial hP(t).
Before proving this result first observe:
Theorem 7.6. Conjecture 7.4 implies Conjecture 1.4.
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Figure 6. The correspondence between necklaces and patterns. If N is the
necklace then the numbers inside the circle form the second row of the pattern
UN and the numbers outside form its first row (only 1’s are shown in the first
row, the remaining entries are 0’s). The second row has a block between each pair
of stones facing each other. Over each block of length greater than 3 the number
of outermost 0’s in the first row equals the length of the stone vector.
Proof. The sequence Z(Pm×Cn) is a linear combination of sequences Z(P;m) for proper (in fact
initial) patterns P of length n. Theorem 7.5 therefore implies that
fn(t) =
hn(t)
1− (−1)n/2t2 ·
bn/4c∏
i=1
1
1− t2gi,n
for some polynomial hn(t). If Conjecture 7.4 is true then we can take gi,n = n−3i, thus obtaining
the statement of Conjecture 1.4. 
Proof of Theorem 7.5. For k ≥ 1 and even n let Prop(k, n) denote the set of proper patterns P
of length n and such that µ(P) = k. Moreover, let Prop0(k, n) ⊆ Prop(k, n) consist of patterns
which do not have any block in row 1. These are exactly the reducible patterns.
There is a map
S : Prop(k, n)→ Prop0(k, n)
defined as follows. If P ∈ Prop(k, n) then all blocks in the first row of P have length 3. We
apply the operation of type N in the middle of every such block and define SP to be the resulting
pattern. It has no blocks in the first row and µ(SP) = µ(P) by Proposition 4.9.
Next we define a map
Q : Prop0(k, n)→ Neck(k, n).
Note that a pattern P ∈ Prop0(k, n) is determined by the positions of blocks in the second row
and, for every endpoint of a block, the information whether the outermost 1 in the first row (if
any) is located above the 2nd or 3rd position of the block. This already determines the whole run
above a block (because it is an alternating run of 0’s and 1’s).
Now we transcribe it into a necklace QP as follows (see Fig.6). Label the unit intervals of a
circle of length n with the symbols from the second row of P. For every block place two stones
bounding that block and facing towards each other. The lengths of the vectors at those stones are
determined by the rule:
• if the stone bounds a block of length 3 then the length of its vector is 1,
• otherwise the length of a stone vector is the number of outermost 0’s in the first row of P
over the edge of the block bounded by the stone.
If two stones face away from each other then “between them” the second row of P contains a
run 0101 · · · 10 of odd length. If two stones face towards each other then the length of the block
between them is either 3 or it is the odd length of 101 · · · 01 plus p1 + p2 where pi are their stone
vector lengths. It verifies that QP is a (k, n)-necklace.
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The map Q is a bijection and we let
U : Neck(k, n)→ Prop0(k, n)
be its inverse. More specifically, the second row of UN is obtained by placing a block of 1’s
between every pair of stones that face each other and an alternating run 010 · · · 10 between stones
facing away. In the first row of UN , over each block, we place either 0’s (if the block has length 3)
or an alternating sequence 101 · · · 01 leaving out as many outermost positions as dictated by the
stone vector lengths. We fill the remaining positions in the first row with 0’s. The construction is
feasible thanks to the parity conditions satisfied by N .
All the maps are defined in such a way that for every (k, n)-necklace N we have
(4) TN = QS((UN)R) or equivalently UTN = S((UN)R).
To see this consider how the reduction operation (·)R and the map S change the neighbourhood
of an endpoint of a block in the second row of UN . The argument is very similar to the proof of
Proposition 4.10 and the details are left to the reader.
Now we complete the proof by induction on µ(P). The case µ(P) = 0 was dealt with in the
proof in Section 6. Now suppose k = µ(P) ≥ 1. If P ∈ Prop(k, n) is any pattern then by
Propositions 4.2 and 4.9 we have an equation
Z(P;m) = ±Z(SP;m) +
∑
R
±Z(R;m)
for some patterns R which satisfy µ(R) = k − 1. That means it suffices to prove the result
for patterns in Prop0(k, n). Every such pattern is of the form UN for some (k, n)-necklace N .
Equation (4) and Propositions 4.2, 4.3 and 4.9 lead to an equation
Z(UN ;m) = ±Z((UN)R;m− 1)
= ±Z(S((UN)R);m− 1) +
∑
R
±Z(R;m− 1)
= ±Z(UTN ;m− 1) +
∑
R
±Z(R;m− 1)
withR as before. Now a gk,n-fold iterated application of this argument forN,TN, . . . , T gk,nN = N
produces an equation
Z(UN ;m) = ±Z(UN ;m− gk,n) +
∑
R
±Z(R;m− bR)
and its double application allows to avoid the problem of the unknown sign, that is we obtain
Z(UN ;m) = Z(UN ;m− 2gk,n) +
∑
R′
±Z(R′;m− bR′).
It follows that the generating function of Z(UN ;m) can be expressed using combinations of the
same rational functions which appeared in the generating functions for patterns of µ-invariant
k − 1 together with 1/(1− t2gk,n). That completes the proof. 
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8. Appendix
Table 1. Some values of Z(Pm × Cn):
m \ n 2 3 4 5 6 7 8 9 10 11 12 13 14
0 1 1 1 1 1 1 1 1 1 1 1 1 1
1 -1 -2 -1 1 2 1 -1 -2 -1 1 2 1 -1
2 -1 1 3 1 -1 1 3 1 -1 1 3 1 -1
3 1 1 -3 1 1 1 5 1 1 1 -3 1 1
4 1 -2 5 1 4 1 5 -2 1 1 8 1 1
5 -1 1 -5 1 -1 1 3 1 9 1 -5 1 -1
6 -1 1 7 1 1 1 7 1 -1 1 7 1 13
7 1 -2 -7 1 4 1 1 -2 1 1 8 1 1
8 1 1 9 1 1 1 1 1 1 1 9 1 1
9 -1 1 -9 1 -1 1 -1 1 -11 1 -9 1 13
10 -1 -2 11 1 2 1 3 -2 -1 1 14 1 -1
11 1 1 -11 1 1 1 -3 1 1 1 -11 1 15
12 1 1 13 1 1 1 5 1 11 1 13 1 1
Table 2. Some initial generating functions fn(t) for even n are given below in reduced form. By
Φk(t) we denote the k-th cyclotomic polynomial (Φ1(t) = t− 1, Φ2(t) = t+ 1).
f2(t) =
−(t− 1)
Φ4(t)
f4(t) =
−(t2 + 1)
Φ1(t)Φ2(t)2
f6(t) =
−(t4 + 2t3 + 2t + 1)
Φ1(t)Φ3(t)Φ4(t)
f8(t) =
−(t6 − t5 + 2t4 + 6t3 + 2t2 − t + 1)
Φ1(t)Φ2(t)2Φ10(t)
f10(t) =
q10(t)
Φ1(t)Φ4(t)Φ7(t)Φ8(t)
f12(t) =
q12(t)
Φ1(t)Φ2(t)2Φ3(t)Φ6(t)2Φ18(t)
f14(t) =
q14(t)
Φ1(t)Φ4(t)Φ5(t)Φ11(t)Φ16(t)
f16(t) =
q16(t)
Φ1(t)Φ2(t)2Φ10(t)Φ14(t)Φ26(t)
f18(t) =
q18(t)
Φ1(t)Φ3(t)Φ4(t)Φ5(t)Φ8(t)Φ9(t)Φ12(t)Φ15(t)Φ24(t)
f20(t) =
q20(t)
Φ1(t)Φ2(t)2Φ4(t)Φ7(t)Φ14(t)Φ22(t)Φ34(t)
f22(t) =
q22(t)
Φ1(t)Φ4(t)Φ7(t)Φ13(t)Φ19(t)Φ20(t)Φ32(t)
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The longer numerators are as follows.
q10(t) = −(t12 − t11 + t8 + 9t7 + 9t5 + t4 − t + 1)
q12(t) = −(t14 + 2t13 + 3t12 − 3t11 + 8t10 − 5t9 + 6t8 + 6t7 + 6t6 − 5t5 + 8t4 − 3t3 + 3t2 + 2t + 1)
q14(t) = −(t24 − t19 + 14t18 + 14t17 + 29t16 + 42t15 + 42t14 + 55t13 + 56t12
+55t11 + 42t10 + 42t9 + 29t8 + 14t7 + 14t6 − t5 + 1)
q16(t) = −(t28 − 2t27 + 5t26 + 5t24 − 2t23 + 9t22 − 7t21 + 39t20 − 37t19
+44t18 − 25t17 + 30t16 − 24t15 + 26t14 − 24t13 + 30t12
−25t11 + 44t10 − 37t9 + 39t8 − 7t7 + 9t6 − 2t5 + 5t4 + 5t2 − 2t + 1)
q18(t) = −(t38 + 2t37 − t36 + 2t35 + 6t34 − 2t33 + 2t32 + 30t31 − 2t30
+t29 + 70t28 − t27 + t26 + 92t25 − t24 + t23 + 130t22 − t21
+168t19 − t17 + 130t16 + t15 − t14 + 92t13 + t12 − t11 + 70t10
+t9 − 2t8 + 30t7 + 2t6 − 2t5 + 6t4 + 2t3 − t2 + 2t + 1)
q20(t) = −(t46 − 2t45 + 6t44 − 10t43 + 19t42 − 18t41 + 34t40 − 40t39
+64t38 − 28t37 + 60t36 − 31t35 + 120t34 − 96t33 + 189t32
−147t31 + 240t30 − 195t29 + 283t28 − 230t27 + 258t26
−193t25 + 218t24 − 208t23 + 218t22 − 193t21 + 258t20
−230t19 + 283t18 − 195t17 + 240t16 − 147t15 + 189t14
−96t13 + 120t12 − 31t11 + 60t10 − 28t9 + 64t8 − 40t7
+34t6 − 18t5 + 19t4 − 10t3 + 6t2 − 2t + 1)
q22(t) = −(t62 + t61 + t58 + t57 − t55 + 22t54 + · · · · · · + 22t8 − t7 + t5 + t4 + t + 1)
Table 3. The decomposition of the directed graph Neck(k, n) into a disjoint union of cycles. Here
lp stands for p copies of the cycle Cl.
n \ k 1 2 3 4 5 6 7
4 11
6 31
8 51 11
10 71 1141
12 91 213261 11
14 111 2383 1151
16 131 2553103 74 11
18 151 1129126 3499 1261
20 171 21474146 1122 114385 11
22 191 2221610 1342 21561021 1271
24 211 230951810 315101570 2531043691263 113199 11
26 231 112422015 17120 21572814165 1149 1381
28 251 2551162215 19186 24384316378 13194 13541011 11
30 271 2732421 71921270 299366499018765 32653115613 11354106131280 1391
32 291 2911372621 23396 22175431083201480 171750 2175214435 151117
34 311 1121152828 5125551 242911242222600 194334 274228124161791 1113155
36 331 21401583028 93127738 11280981212216244483 113187247219693 2313836769316186100 1131853115970
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