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With the development of information technology and database system, high-
dimensional data which have fewer observations than variables can be easily col-
lected and stored. High-dimensional data appear in various fields, such as DNA
microarray data analysis, marketing data analysis and financial data analysis,
which have created the need to renovate and rewrite some of the conventional
multivariate analysis procedures since the existing traditional methods are of-
ten not applicable. For example, testing equality of mean vectors, which is a
fundamental problem in high-dimensional data analysis, cannot be solved by
traditional approaches such as Hotelling’s T 2 and Lawley-Hotelling tests. Al-
though several non-scale-invariant or scale-invariant tests have been proposed by
researchers in the literature, most of them approximate their null distributions by
normal distributions which requires some strong assumptions on the underlying
covariance or correlation matrices.
To overcome this difficulty, in this thesis, we propose and study some scale-
invariant tests for testing equality of mean vectors for high-dimensional data, in-
cluding two-sample problems under homoscedasticity and heteroscedasticity, and
general linear hypothesis testing problems in high-dimensional linear regression.
Scale-invariant in this thesis means invariant under the transformation of a group
of nonsingular diagonal matrices. Since it is quite common that different compo-
iv
Summary
nents of multivariate data may have different scales in practice, scale-invariant
tests may be preferred and usually have higher powers than non-scale-invariant
tests. Our test statistics are simply constructed with their null distributions
well approximated by a simple form of the well-known Welch-Satterthwaite chi-
squared-approximation without imposing strong assumptions on the underlying
covariance and correlation matrices. Ratio-consistent estimators of the parame-
ters in the approximation distributions are obtained. Some theoretical proper-
ties of our test statistics, including approximate and asymptotic distributions
and power functions, are established. A careful study on the adjustment co-
efficient in the literature is conducted and an empirical criterion is identified
for scale-invariant tests to be used. Simulation studies and real data examples
demonstrate the good performance of our scale-invariant tests in terms of size
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Hypothesis testing is one of the most important areas in statistical anal-
ysis, which has been investigated many times in the literature and discussed
in most text books. One fundamental aspect of hypothesis testing is testing
equality of mean vectors, which is part of many procedures in multivariate sta-
tistical analysis, such as multiple comparisons, multivariate analysis of variance
(MANOVA) and classification. There are various problems for testing equality of
mean vectors, such as one-sample and two-sample problems, one-way and two-
way MANOVA problems, and general linear hypothesis testing (GLHT) prob-
lems. A lot of research has been done for these problems in the conventional
low-dimensional setting, i.e. when the sample size is large compared with the
dimension, see details in Anderson (2003) and references therein.
Nowadays, the fast development of information technology and database sys-
tem has made it possible and less expensive to collect and store data with a
large number of variables, which have been called high-dimensional data. High-
dimensional data have much fewer observations than the dimension and appear
1
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in various fields, such as DNA microarray data analysis, marketing data analy-
sis and financial data analysis. It should be noted that, high-dimensional data
have created the need to renovate and rewrite some of the conventional multi-
variate analysis procedures since the existing traditional methods are often not
applicable. For example, the two-sample problem, under the assumption that
the two samples are from normal distribution with common covariance matrix, a
straightforward application of the classical Hotelling’s T 2 test (Hotelling, 1931)
is impossible due to singularity of the pooled sample covariance matrix.
In the remainder of this chapter, the context and some main methods for
testing equality of mean vectors in the literature are given, including two-sample
problems in Section 1.1 and general linear hypothesis testing problems in Sec-
tion 1.2. Then the focus of this thesis is highlighted in Section 1.3, and followed
by the outline of this thesis in Section 1.4.
1.1 Two-sample problems
For testing equality of mean vectors, the most common case is for two sam-
ples. In this section, we mainly introduce the two-sample problems for high-
dimensional data and some existing methods. Suppose that we have the following
two independent samples:
yi1, . . . ,yini are i.i.d. with E(yi1) = µi and Cov(yi1) = Σi, i = 1, 2, (1.1)
where i.i.d. denotes “independent and identically distributed” throughout the
thesis. Here high-dimension means that the dimension p of yi1 is very large, and
may be close to or even much larger than the total sample size n = n1 + n2. A
2
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well-pursued interest is to test equality of the two mean vectors:
H0 : µ1 = µ2 versus H1 : µ1 6= µ2. (1.2)
In many applications, the two samples are assumed coming from two normal
distributions, that is yi1 ∼ N(µi,Σi), i = 1, 2. Under this setting, the above two-
sample problem is called Behrens-Fisher problem since the covariance matrices
Σ1 and Σ2 may not be equal. There is no optimal test under the classical opti-
mality such as unbiasedness or invariance even in the univariate case (Lehmann
and Romano, 2006). The reason is that the null distribution of a test may depend
on the unknown covariance matrices, and when the difference between the two
covariance matrices is large or when the total sample size is not large enough, it is
difficult to extract sufficient information of the covariance matrices and thus the
test will not work very well. With additional assumption that the two samples
have the common covariance matrix, i.e. Σ1 = Σ2 = Σ, for the conventional low-
dimensional situation, the standard testing technique is based on the classical
Hotelling’s T 2 test (Hotelling, 1931) which is an admissible and optimal invariant
test (Anderson, 2003). Note that Hotelling’s T 2 test is a multivariate version of




j=1 yij, i = 1, 2
be the usual sample mean vectors, and Σˆ = (n1−1)
ˆΣ1+(n2−1) ˆΣ2
n−2 be the usual
pooled sample covariance matrix, where Σˆi =
∑ni
j=1(yij−y¯i)(yij−y¯i)>
ni−1 , i = 1, 2 are







(y¯1 − y¯2), (1.3)
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which is a measure of the difference between the two mean vectors based on
Mahalanobis norm. Under the null hypothesis H0, the distribution of Hotelling’s
T 2 is given by
n− p− 1
(n− 2)p T
2 ∼ F (p, n− p− 1), (1.4)
where F (p, n− p− 1) denotes the F distribution with degrees of freedom p and
n − p − 1. Let the significance level be α and Fα(p, n − p − 1) be the upper




Fα(p, n−p−1). There are many advantages of Hotelling’s T 2 test, for example, it
is invariant under linear transformation, its exact distribution is known under the
null hypothesis and it is powerful when the dimension of the data is sufficiently
small compared with the sample sizes (Bai and Saranadasa, 1996).
However, for high-dimensional data, as mentioned before, a straightforward
application of Hotelling’s T 2 test is impossible due to singularity of the pooled
sample covariance matrix Σˆ when the dimension of the data is large compared
with the total sample size. Seeking remedies, Chung and Fraser (1958) proposed
a nonparametric randomization test that treated each variable independently,
and Dempster (1958, 1960) discussed non-exact tests for one-sample and two-
sample problems under the assumptions of data normality and common covari-
ance matrix. Later, Bai and Saranadasa (1996) derived the asymptotic normal-
ity of Dempster’s test and proposed a new non-exact sum of squares type test
without the assumption of data normality, since Dempster’s test involves a com-
plicated estimation for the degrees of freedom in the chi-squared-approximation.
This sum of squares type test is actually replacing the pooled sample covari-
ance matrix in Hotelling’s T 2 test by the identity matrix. Since then a lot of
4
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tests have been proposed in the literature, including the main attempt to extend
Hotelling’s T 2 test to the high-dimensional situation by replacing the pooled
sample covariance matrix with a nonsingular matrix.
For the special homoscedastic case Σ1 = Σ2 = Σ, Wu et al. (2006) con-
structed a test statistic by summing squared component-wise t-test statistics
with the assumption of data normality. Srivastava (2007) proposed a F -type
test based on the Moore-Penrose inverse of pooled sample covariance matrix
for one-sample and two-sample problems with the assumption of data normal-
ity. Srivastava and Du (2008) suggested a scale-invariant test incorporating the
diagonal information of the covariance matrices with the assumption of data
normality, since scale-invariant tests are more powerful if the measurements of
different variables have very different scales. This idea was also used by Srivas-
tava (2009) for the one-sample problem. Chen et al. (2011) and Shen et al. (2011)
proposed regularized Hotelling’s T 2 tests with the nonsingular shrinkage estima-
tion of pooled sample covariance matrix. Based on dimension reduction, Lopes
et al. (2011) proposed a test that integrated a random projection with Hotelling’s
T 2 test statistic under the condition of data normality. Their idea is to project
high-dimensional samples onto a suitable low-dimensional space so that the pro-
jected pooled sample covariance matrix is nonsingular, and then Hotelling’s T 2
test can be applied. Instead of random projection, Thulin (2014) proposed to use
random subspaces incorporated with random permutation to improve the null
distribution of the test statistic, Shen and Lin (2015) suggested to select opti-
mal subset of features to maximize the asymptotic power of Hotelling’s T 2 test,
Zhang and Pan (2016) proposed to use cluster subspaces by hierarchical clus-
tering so that highly correlated variables are clustered together, and Srivastava
et al. (2016) proposed a randomized extension of Hotelling’s T 2 test based on
5
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the exact average p-value over many independent random projections. However,
all the above four tests are computationally intensive since they use random per-
mutation to approximate the critical values or choose the projection matrices.
Besides, Park and Ayyala (2013) modified the test of Srivastava (2009) for the
two-sample problem with leave-out cross validation, but without the property
of shift-invariant and the differences between ratio-consistent estimators and di-
agonal matrices are not ignorable. To make use of the multivariate dependence
structure, Cai et al. (2014) proposed a maximum-type test based on a linear
transformation of the data by the precision matrix which is powerful against
sparse alternatives. Dong et al. (2016) suggested a diagonalized Hotelling’s test
based on the shrinkage diagonal estimators of the common covariance matrix,
and showed that the shrinkage-based Hotelling’s test performed better than the
unscaled and regularized Hotelling’s test when the dimension is large.
For the heteroscedastic case Σ1 6= Σ2, Chen and Qin (2010) investigated a U-
statistics based test to avoid inner product terms in the L2-norm of the difference
of the sample mean vectors, since these terms impose demands on the dimen-
sion. Aoshima and Yata (2011) generalized the test of Bai and Saranadasa (1996)
with a two-stage procedure for which the significance levels can be controlled.
Srivastava et al. (2013) extended the test of Srivastava and Du (2008) to the het-
eroscedastic case. Krishnamoorthy and Yu (2012) proposed a solution extending
the modified Nel and Van der Merwe’s test procedure in their earlier study to the
case of incomplete data with a monotone pattern. Wang et al. (2013) formulated
a jackknife empirical likelihood test by dividing the samples into two parts, and
Kim et al. (2016) relaxed the sufficient condition of Wang et al. (2013) allowing
flexible dependence structures. On the other hand, Feng et al. (2015) proposed a
scale-invariant test that allows the dimension being a smaller order of the cube
6
1.2. General linear hypothesis testing problems
of total sample size, and Gregory et al. (2015) proposed a generalized component
test that allows the dimension being a smaller order of the sixth power of total
sample size. However, the requirement of the dimension to be of the polynomial
order of the sample size is too restrictive in high-dimensional situation. Similar
to Park and Ayyala (2013), Feng and Sun (2015) proposed a novel test based on
the leave-out idea, which does not require a relationship between the dimension
and the sample size, while losing all the information of the correlation among
the variables. Ahmad (2014) and Kawasaki and Seo (2015) proposed U-statistics
based tests approximated by the asymptotic theory of degenerate U-statistics
and adjusting the degrees of freedom of the F distribution respectively. Ayyala
et al. (2017) proposed a test similar to Bai and Saranadasa (1996) for the data
from an M-dependent stationary process.
1.2 General linear hypothesis testing problems
Apart from the two-sample problem, it is very natural to consider the multi-
sample problem. This problem is one of the most common multivariate statistical
procedures in the social science, medical science, pharmaceutical science and
genetics with several groups of samples. Suppose we have k independent high-
dimensional samples:
yi1, . . . ,yini are i.i.d. with E(yi1) = µi and Cov(yi1) = Σi, i = 1, . . . , k . (1.5)
Of interest is to test the following hypothesis:
H0 : µ1 = . . . = µk versus H1 : H0 is false. (1.6)
7
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This problem is uaually called the one-way MANOVA. If the k samples have the
same covariance matrix Σ, then it is called homoscedastic one-way MANOVA.
Except for the one-way MANOVA, the two-way MANOVA aims to test if
one of the main effects or the interaction effects of two factors are the same. It
can be briefly defined as follows. Consider an experiment with two factors A and
B each having a and b levels, with a total of ab factorial combinations or cells.
Suppose at the (i, j)th cell for i = 1, . . . , a; j = 1, . . . , b, we have the following
p-dimensional samples:
yij1, . . . ,yijnij are i.i.d. with E(yij1) = µij and Cov(yij1) = Σi. (1.7)
All these ab samples are independent with each other. In the two-way MANOVA,
the cell mean vectors µij’s are usually decomposed into the form
µij = µ0 +αi + βj + γij, i = 1, . . . , a; j = 1, . . . , b, (1.8)
where µ0 is the grand mean vector, αi and βj are the ith and jth main effects
of factors A and B respectively, and γij is the (i, j)th interaction effect between
factors A and B. For the two-way MANOVA, interested are the following three
hypotheses:
H0A : α1 = . . . = αa versus H1A : H0A is false;
H0B : β1 = . . . = βb versus H1B : H0B is false;
H0AB : γ11 = . . . = γ1b = . . . = γa1 = . . . = γab versus H1AB : H0AB is false.
(1.9)
The first two hypotheses aim to test if the main effects of the two factors are
statistically significant while the last one aims to test if the interaction effects
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between the two factors are statistically significant.
More generally, the interesting GLHT problem is a natural extension of the
above MANOVA problems. We consider the GLHT problem in a linear regression
model which includes the above one-way and two-way MANOVA problems as
special cases. Suppose Y = (y1, . . . ,yn)
> is a n × p response matrix which
is obtained by independently observing a p-dimensional variate for n subjects
where n can be much smaller than p, X = (x1, . . . ,xn)
> is a known n × k full-
rank design matrix with rank(X) = k, Θ is a k × p unknown parameter matrix,
and  = (1, . . . , n)
> is a n× p error matrix where i, i = 1, . . . , n are i.i.d. with
mean vector E(i) = 0 and covariance matrix Cov(i) = Σi. A high-dimensional
linear regression model can then be expressed as
Y = XΘ + . (1.10)
We are interested in testing the following GLHT problem:
H0 : CΘ = 0 versus H1 : CΘ 6= 0, (1.11)
where C is a q × k known full-rank hypothesis matrix with rank(C) = q.
The above GLHT problem is very general. It includes not only the main
and interaction effect tests but also various post hoc and contrast tests as spe-
cial cases. In the conventional low-dimensional setting, the classical tests include
the Wilks likelihood ratio (WLR) (Wilks, 1932), Lawley-Hotelling trace (LHT)
(Lawley, 1938; Hotelling, 1947), Bartlett-Nanda-Pillai (BNP) (Bartlett, 1939;
Pillai, 1955) and Roys largest root (Roy, 1945) if the data have the common co-
variance matrix. However, in high-dimensional setting, the above classical tests
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cannot be applied since the variation matrix due to error is singular. Even in the
cases where these tests can be well defined, they are no longer powerful. To over-
come this difficulty, for the homoscedastic GLHT problem, Tonda and Fujikoshi
(2004) derived the asymptotic null distribution of the WLR test, Wakaki et al.
(2002), Fujikoshi (2004) and Himeno (2007) found the asymptotic null or non-
null distributions for the WLR, LHT and BNP tests, when the dimension is large
and comparable to the sample size. On the other hand, Fujikoshi et al. (2004)
studied the asymptotic normality of the Dempster’s trace test and proposed an
approximation to it, Srivastava and Fujikoshi (2006) considered a generalization
of Dempster’s trace test and derived a normalized test statistic by using Moore-
Penrose inverse matrix, which is also a generalization of Bai and Saranadasa
(1996) for the two-sample problem. Later, Yamada and Srivastava (2012) and
Srivastava and Kubokawa (2013) suggested scale-invariant tests with and with-
out normality assumption respectively, which are on the lines of Srivastava and
Du (2008) and Srivastava et al. (2013) for the two-sample problem. Konietschke
et al. (2015) developed a Wald-type test statistic based on bootstrap for general
factorial designs, and Zhang et al. (2017) proposed a simple and adaptive test for
the GLHT problem in the one-way MANOVA setting without imposing strong
assumptions on the underlying covariance matrix.
For the special case of problem (1.6), i.e. the one-way MANOVA, with the as-
sumption of common covariance matrix, Srivastava (2007) proposed an adapted
version of the likelihood ratio test by using Moore-Penrose inverse of the pooled
sample covariance matrix, and Schott (2007a) proposed a non-scale-invariant test
based on the difference of the two traces in Dempster’s trace test, which is the
special case of Srivastava and Fujikoshi (2006). Cai and Xia (2014) generalized
the test of Cai et al. (2014) for the sparse homoscedastic one-way MANOVA, with
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a slow convergence extreme value distribution of type I. For the heteroscedastic
one-way MANOVA, Zhang and Xu (2009) extended the Scheffe’s transforma-
tion method which reduced the one-way MANOVA problem to a one-sample
problem, and Krishnamoorthy and Lu (2010) proposed a parametric bootstrap
approach. Later, Nishiyama et al. (2013) derived a test based on Dempster’s
trace test and improved the critical point estimator of the test using Cornish-
Fisher expansion. Yamada and Himeno (2015) and Hu et al. (2015) generalized
the test of Chen and Qin (2010), and Aoshima and Yata (2015) generalized the
test of Aoshima and Yata (2011). For the special case of problem (1.9), i.e. the
two-way MANOVA, most of the existing methods are for the conventional low-
dimensional situation. For example, recently, Zhang (2011) used the Wald-type
test statistic and approximated its null distribution by a Hotelling’s T 2 distribu-
tion, Harrar and Bathke (2012) attacked this problem via modifying the WLR,
LHT and BNP tests, Zhang and Xiao (2012) improved the test of Harrar and
Bathke (2012) to a affine-invariant test and estimated the degrees of freedom of
the random matrices in the test statistic by a better way, and Xu (2015) pro-
posed a parametric bootstrap test based on standardized effects sum of squares
with normality assumption. However, to our knowledge, the two-way MANOVA
for high-dimensional data has not been well addressed in the literature. Only re-
cently, Huopaniemi et al. (2009) introduced a Bayesian hierarchical model for the
two-way experimental high-dimensional data. It may be noted that, some of the
above introduced tests for the GLHT problem (1.11) can be applied for the two-
way MANOVA with high-dimensional data via the transformation introduced in
Section 4.6.2 of Chapter 4.
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1.3 Focus of the thesis
As introduced above, scale-invariant tests incorporating the diagonal infor-
mation of covariance matrices are usually more powerful if the measurements
of different variables have very different scales. Since it is quite common that
different components of multivariate data have different scales in practice, scale-
invariant tests are preferred and we mainly propose some scale-invariant tests
for testing equality of mean vectors for high-dimensional data in this thesis.
On the other hand, except the bootstrap or permutation simulation based
tests, under some strong regularity conditions on the unknown covariance or
correlation matrices, most of researchers showed that their test statistics are
asymptotically normal, such as Bai and Saranadasa (1996), Srivastava and Du
(2008), Chen and Qin (2010), Srivastava and Fujikoshi (2006) and Yamada and
Srivastava (2012), just to name a few. When the regularity conditions required
by these tests are not satisfied, however, the associated test statistics may not
be asymptotically normal, indicating that the normal approximation is not al-
ways applicable to approximate the null distributions of the tests. We will show
this by examples in Chapters 2, 3 and 4. To overcome this problem, we propose
to approximate the null distributions of our tests via the well-known Welch-
Satterthwaite chi-squared-approximation (Satterthwaite, 1946; Welch, 1951). For
our scale-invariant tests, its key idea is to approximate the null distributions of
the tests by that of a random variable with a simple form G = χ2d/d via match-
ing their first two cumulants to determine the parameter d, where χ2d denotes a
chi-squared distribution with d degrees of freedom. Note that both the normal
approximation and the χ2-approximation are two-cumulant matched approaches.
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However, the normal distribution has a fixed bell-shape while the χ2-distribution
can have different symmetric and skewed shapes. Therefore, it is expected that
the Welch-Satterthwaite χ2-approximation is better than the normal approxi-
mation for the underlying distributions of the test statistics. This is one of the
main reasons why we study the Welch-Satterthwaite χ2-approximation for the
null distributions of our tests in this thesis.
Lastly, some scale-invariant tests in the literature employed a so-called ad-
justment coefficient to improve the convergence of their test statistics to normal
distributions. However, to our knowledge, the properties of the adjustment co-
efficient are not well understood. In this thesis, we conduct a careful study on
the adjustment coefficient and find that the adjustment coefficient works well
in improving the convergence of a scale-invariant test to a normal distribution
when the underlying null distribution of the test is approximately normal, but it
substantially worsens the size control and power of the test otherwise. We iden-
tify an empirical criterion to determine when we should apply this adjustment
coefficient to a scale-invariant test.
Note that, although some results in this thesis are based on Zhou (2016)
and look the same, the test methods and related technical results are essen-
tially different which shall be highlighted as follows: (1) First, the assumptions
are different. The test statistics are both based on modified Hotelling’s T 2 test,
Zhou (2016) assumes the covariance matrices are the identity matrix so that the
test statistics is based on the sum of squares and is non-scale-invariant, while
this thesis assumes the covariance matrices are the diagonal matrices so that
we consider the variance information of the variables of the data and the test
statistics is scale-invariant which may be preferred and usually has higher powers
13
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than non-scale-invariant tests when the data have different scales. Our simula-
tion results also show the advantages of scale-invariant tests. As a result, the test
statistics and related results are different from those in Zhou (2016). Since this
thesis considers the diagonal information of the covariance matrices, the distri-
bution of our test statistics and the consistent estimators of parameters in this
thesis are harder to derive. This thesis mainly deals with the correlation matrix
which is more difficult to handle than the covariance matrix, especially for non-
normal data. (2) This thesis considers the diagonal information of the covariance
matrices, which involves more parameters to be estimated. As a result, our test
method needs large sample size to have an accurate estimation. When the sample
size is small, the test method in Zhou (2016) may be more accurate. When the
sample size is large, our test method may be more powerful since it takes into ac-
count the diagonal information. (3) Although we also use the χ2-approximation,
this thesis considers a simpler form of approximate variable G = χ2d/d with only
one parameter to be estimated, while Zhou (2016) considers the approximation
form G = βχ2d with two parameters to be estimated. (4) This thesis conducts
a careful study on the adjustment coefficient in the literature and identifies an
empirical criterion to determine when we should apply this adjustment coeffi-
cient to a scale-invariant test, which is not involved in Zhou (2016). (5) This
thesis lastly considers the general linear hypothesis testing problems in high-
dimensional linear regression setting, which includes the one-way and two-way
MANOVA problems as special cases. While Zhou (2016) considers the one-way
MANOVA and the general linear hypothesis under the heteroscedastic k-sample
groups setting, with the last problem solved by the U-statistic based test and
normal approximation. Therefore, these problems are essentially different and
the corresponding test methods and resutls are also different.
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1.4 Outline of the thesis
The rest of the thesis is organized as follows. In Chapter 2, we propose
and study a scale-invariant and adaptive test for the two-sample problem with
high-dimensional homoscedastic data. The null distribution of the proposed test
statistic is shown to be the same as that of a χ2-type mixture approximately
for normal data. We also give a necessary and sufficient condition for the un-
derlying null distribution of our test to be asymptotically normal and then give
a simple sufficient condition such that our test is not asymptotically normal,
indicating that the normal approximation is not always adequate for the null
distribution of our test. Therefore, we approximate the null distribution of our
test by the Welch-Satterthwaite χ2-distribution without imposing strong assump-
tions on the underlying covariance and correlation matrices, which is adaptive
to the underlying distribution of our test in the sense that when its underlying
null distribution is asymptotically normal, the approximate degrees of freedom
of the χ2-approximation will tend to infinity and otherwise, it is a finite num-
ber. Ratio-consistent estimators of the parameters in the χ2-approximation are
obtained. The proposed test is also extended for non-normal data. We also con-
duct a careful study on the adjustment coefficient from Srivastava and Du (2008)
and identify an empirical criterion to determine when we should apply this ad-
justment coefficient to a scale-invariant test. Simulation studies and a real data
example demonstrate the good performance of the proposed test, via comparing
it against the non-scale-invariant test of Bai and Saranadasa (1996) and scale-
invariant tests of Srivastava and Du (2008) and Srivastava (2009).
Although the test method proposed in Chapter 2 performs well, the ho-
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moscedasticity assumption may limit its application for real data analysis and
this assumption for high-dimensional data is hard to check. To relax this assump-
tion, in Chapter 3, we propose a new scale-invariant test for the high-dimensional
two-sample problem without the homoscedasticity assumption, which is a more
general case. The test statistics is constructed differently from Chapter 2, and its
null distribution can be similarly shown the same as that of a χ2-type mixture
approximately for normal data, which can be well approximated by the Welch-
Satterthwaite χ2-distribution without imposing strong assumptions on the un-
derlying covariance and correlation matrices. Based on this χ2-approximation,
our test is adaptive and thus having a good size control. Ratio-consistent esti-
mators of the parameters in the χ2-approximation are also obtained, which are
essentially different from those in Chapter 2. The proposed test is also extended
for non-normal data. The approximate and asymptotic powers of our test are in-
vestigated theoretically. Simulation studies and a real data example demonstrate
the good performance of our test compared with the non-scale-invariant test of
Chen and Qin (2010) and the scale-invariant test of Srivastava et al. (2013).
Note that, although some notations in Chapters 2 and 3 look the same, they
have different meanings in the two chapters which will lead to different under-
standing of the results. Some results are essentially different in the two chapters
which are highlighted as follows: (1) The assumptions in the two chapters are
different, i.e. whether the two covariance matrices of the two samples are the
same, which will result in different test statistics and related results. The test
method in Chapter 2 takes the equal covariance matrix information into account,
theoretically it is expected to have more accurate size control and higher power
than the test method in Chapter 3 if the two samples have the same covariance
matrix. However, as stated before, the homoscedasticity assumption is hard to
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check for high-dimensional data. Motivated by this, we weaken this condition
in Chapter 3 without the homoscedasticity assumption. (2) We show the condi-
tions proposed by other researchers are over sufficient or also sufficient for the
asymptotic normality of our test statistics according to different conditions with
different proofs in Chapters 2 and 3. (3) The ratio-consistent estimators of tr(R2)
are essentially different with different forms and the proofs in Chapter 3 involve
more techniques. (4) For non-normal data, the key assumptions for studying the
asymptotic normality of our test statistics and the consistent estimators are dif-
ferent, and the proofs for the asymptotic normality of our test statistics in the
two chapters are based on different conditions of the central limit theorem, one
is Lindeberg’s conditions and one is Lyapunov’s conditions.
In Chapter 4, we consider the general linear hypothesis testing problem
in high-dimensional linear regression, which includes the one-way and two-way
MANOVA problems as special cases. We propose and study a scale-invariant and
adaptive test with the null distribution the same as that of a χ2-type mixture
approximately for normal data. Similarly, we approximate the null distribution
of our test by the Welch-Satterthwaite χ2-distribution without imposing strong
assumptions on the underlying covariance and correlation matrices. We then ex-
tend our test for non-normal data. The approximate and asymptotic powers of
our test are also studied carefully. For easy implementation, we briefly describe
the one-way and two-way MANOVA tests as two special cases of our test for the
GLHT problem in high-dimensional linear regression. Finally, we demonstrate via
intensive simulation studies and a real data example that our test outperforms
the tests of Fujikoshi et al. (2004), Srivastava and Fujikoshi (2006), Yamada and




Lastly, we conclude the thesis in Chapter 5 with some discussions on related






In this chapter, we are interested in the two-sample problem for high-dimensional
homoscedastic data, which tests the equality of mean vectors of two high-dimensional
samples with the common covariance matrix. Suppose that we have the following
two independent high-dimensional samples:
yi1, . . . ,yini are i.i.d. with E(yi1) = µi and Cov(yi1) = Σ, i = 1, 2, (2.1)
where the dimension p of yi1 is very large, and may be close to or even much
larger than the total sample size n = n1 + n2. We want to test the equality of
the two mean vectors:
H0 : µ1 = µ2 versus H1 : µ1 6= µ2. (2.2)
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High-dimensional data are encountered when many measurements are taken on
only a few subjects. For DNA microarray data, thousands of gene expression
levels are often measured on a relatively few subjects. For example, the colon data
set displayed in Figure 2.1, which is well-known and publicly available at http://
microarray.princeton.edu/oncology/affydata/index.html, contains n1 =
22 normal colon tissues and n2 = 40 tumor colon tissues, each having p = 2000
gene expression levels. Let yij, j = 1, . . . , ni; i = 1, 2 be the gene expression
vectors of the jth observation in the ith colon tissue, with the population mean
expression vector µi for the ith colon tissue. One interesting problem is to check
if the normal colon tissues and the tumor colon tissues have the same population
mean expression levels, i.e. µ1 = µ2. Since the data dimension p = 2000 is
much larger than the total sample size n = 62, this data set motivates the
high-dimensional two-sample problem. However, the classical Hotelling’s T 2 test
cannot be applied as the associated pooled sample covariance matrix of the two
samples is singular.















×104 (a) Normal colon tissues















×104 (b) Tumor colon tissues
Figure 2.1: (a) n1 = 22 normal colon tissues; (b) n2 = 40 tumor colon tissues;
each having p = 2000 genes.
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To our knowledge, several tests have been proposed for this important high-
dimensional two-sample problem. These tests may be classified as non-scale-
invariant and scale-invariant tests. Here scale-invariant means invariant under
the transformation of a group of nonsingular diagonal matrices. The non-scale-
invariant tests include Dempster (1958, 1960), Bai and Saranadasa (1996), and
Zhang et al. (2015) among others, while the scale-invariant tests include Sri-
vastava and Du (2008), Srivastava (2009), and Park and Ayyala (2013) among
others. More test methods can be seen in Section 1.1 of Chapter 1. Under some
strong regularity conditions, they all showed that their test statistics are asymp-
totically normal except Zhang et al. (2015) who proposed a simple L2-norm based
test with a chi-squared-approximation. Since the scale-invariant tests take the
diagonal information of the sample covariance matrices into account while the
non-scale-invariant tests do not, when the variances of the p-variables of high-
dimensional data are very different, the scale-invariant tests generally have higher
powers than the non-scale-invariant tests. It is quite common that different com-
ponents of a multivariate data point may have different scales in practice, the
scale-invariant tests may be preferred although they often impose much stronger
conditions than the non-scale-invariant tests. In this chapter, we propose and
study a simple scale-invariant and adaptive test employing the so-called adjust-
ment coefficient from Srivastava and Du (2008) with a proper empirical criterion
for the high-dimensional two-sample problem, which has a good size control and
high power.
Consider the scale-invariant test of Srivastava and Du (2008) for the high-
dimensional two-sample problem, namely, the SD-test. Throughout this chapter,





j=1 yij, i = 1, 2 be the usual sample mean vectors of the two sam-
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ples. Then the pooled sample covariance matrix and its diagonal matrix can be
expressed as





(yij − y¯i)(yij − y¯i)> and Dˆ = diag(Σˆ), (2.3)
















)− p2/(n− 2)]cp,n , (2.4)
where cp,n = 1 + tr(Rˆ
2
)/p3/2 is the adjustment coefficient, used to improve the
convergence of TSD to the standard normal distribution N(0, 1). As mentioned
earlier, the SD-test is a scale-invariant test and it is generally more powerful than
a non-scale-invariant test when the variances of the p-variables of the data have
very different scales.
However, the SD-test has two serious drawbacks which limit its use in real
data analysis. The first drawback is that its critical value or p-value is calcu-
lated with a normal approximation based on the fact that under some regularity
conditions, the null distribution of TSD is asymptotically normal as n, p → ∞
(Srivastava and Du, 2008). However, in practice, these regularity conditions are
hardly satisfied so that the null distribution of TSD may not be asymptotically
normal and it is actually often skewed. This implies that the SD-test may not be
able to maintain the nominal size well. To show this, in Figure 2.2, we display the
histograms of the simulated TSD with the two samples (2.1) generated under the























































































Figure 2.2: Histograms of the simulated TSD under the null hypothesis H0 with
the two samples (2.1) generated from the p-dimensional normal distribution
Np(0,Σ) with Σ = (1 − ρ)Ip + ρJp and ρ ∈ [0, 1] for various tuning parame-
ters [n1, n2, p, ρ], showed in the subtitle of each panel, where and throughout Ip
and Jp denote the p× p identity matrix and the p× p matrix of 1’s.
TSD under H0 is mainly determined by the value of ρ ∈ [0, 1] which determines
the correlation among the p-variables of the data: the larger the value of ρ is,
the larger correlation among the p-variables. When ρ = 0.01, the histograms are
quite symmetric and bell-shaped so that a normal approximation as suggested
by the theory of Srivastava and Du (2008) is adequate for approximating the un-
derlying null distribution of TSD. However, when ρ = 0.5 and 0.9, the histograms
are quite skewed so that a normal approximation is no longer adequate and it
may result in a biased test if a normal approximation is blindly employed. The
simulation results in Section 2.5 actually reveal that when the underlying null
distribution of TSD is actually skewed, the SD-test has unacceptable small sizes
23
Chapter 2. Two-Sample Problems under Homoscedasticity
and powers although when the underlying null distribution of TSD is nearly nor-
mal, the SD-test indeed has reasonable sizes and powers. The second drawback
of the SD-test is that its adjustment coefficient cp,n can substantially reduce the
empirical sizes of the SD-test down near to 0 so that the resulting SD-test is no
longer applicable in practice when the required regularity conditions are not sat-
isfied. This is a very serious drawback since in practice, we do not know whether
the required regularity conditions are satisfied for the given two samples.
To overcome the above two problems of the SD-test, in this chapter, we






(y¯1 − y¯2), (2.5)
where Dˆ is given in (2.3). A close connection between Tn and TSD can be seen
clearly from the expressions in (2.4) and (2.5). However, it is not difficult to note
that Tn is always nonnegative but TSD takes both positive and negative values.
We shall show that for normal data, the null distribution of Tn is approximately
the same as a chi-squared-type mixture, indicating that the null distribution of
Tn is generally skewed although it may be asymptotically normal under some
regularity conditions. Therefore, the normal approximation is not always appli-
cable to the null distribution of Tn. To overcome this difficulty, we propose to




where and throughout this chapter, X
d
= Y denotes equality in distribution
and χ2v denotes a chi-squared distribution with v degrees of freedom. Note that
24
2.1. Introduction
the parameter d may be called the approximate degrees of freedom and can
be determined via matching the variances of Tn and G. It is easy to see that
E(Tn) ≈ 1 while E(G) = 1, where ≈ denotes “equal approximately”, then the
above variance matched χ2-approximation is a special case of the well-known
Welch-Satterthwaite χ2-approximation which is very accurate and widely used in
solving Behrens-Fisher problems for univariate data (Satterthwaite, 1946; Welch,
1951). Note that although the normal approximation is also a two-cumulant
matched approach, it has a fixed bell shape while the χ2-distribution can have
different symmetric and skewed shapes. Therefore, it is expected that the Welch-
Satterthwaite χ2-approximation is better than the normal approximation for the
null distribution of Tn. This is one of the main reasons why we study the Welch-
Satterthwaite χ2-approximation for the null distribution of Tn in this chapter.
When the two samples (2.1) are non-normal, we continue to use Tn to test (2.2)
and show in Section 2.4 that under some regularity conditions the effect of non-
normality of the two samples on the test statistic Tn will be significantly reduced
via averaging the samples. Since the test statistic Tn is nonnegative and generally
skewed, it is still effective to approximate the null distribution of Tn by that of
G given in (2.6).
The contributions of this chapter are as follows. First of all, to study the
null distribution of Tn, when the two samples (2.1) are normal, we first give a
necessary and sufficient condition for the underlying null distribution of Tn to
be asymptotically normal without any restriction on the relationship of n and
p, and then give a simple sufficient condition such that Tn is not asymptotically
normal, indicating that the normal approximation is not always adequate for the
null distribution of Tn. Furthermore, we show that the proposed test Tn approxi-
mated by the Welch-Satterthwaite χ2-distribution is adaptive to the shape of its
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underlying null distribution in the sense that when the underlying null distribu-
tion of Tn is asymptotically normal, the approximate degrees of freedom d will
tend to infinity and otherwise, it is a finite number. This advantage is not shared
by the tests proposed in Bai and Saranadasa (1996), Srivastava and Du (2008)
and Srivastava (2009), where only the asymptotic normal distributions of the
test statistics are derived. When the two samples (2.1) are non-normal, we show
that under the regularity conditions of Srivastava (2009), the approximate de-
grees of freedom d will tend to infinity so that both Tn and G are asymptotically
normal, and when d is finite, the regularity conditions of Srivastava (2009) will
not be satisfied. These results show that our test overcomes the first drawback of
the SD-test. Secondly, we study the adjustment coefficient cp,n of Srivastava and
Du (2008) carefully and find that it works well in improving the convergence of
TSD to the standard normal distribution when the underlying null distribution is
approximately normal, while it totally does not work in the sense that it reduces
the empirical sizes of the SD-test substantially when the underlying null distri-
bution of the SD-test is actually skewed. The problem is then how to use this
adjustment coefficient cp,n properly. A careful study in Section 2.5 reveals that
when cp,n ≤ 1.2, we can apply this adjustment coefficient to improve the conver-
gence of Tn and otherwise we should not use it. This strategy for using cp,n in a
scale-invariant test is new and it turns out to be a good strategy as demonstrated
by our simulation studies presented in Section 2.5. This result shows that our
test overcomes the second drawback of the SD-test. Finally, we demonstrate via
intensive simulation studies and a real data application that our test outperforms
the tests of Bai and Saranadasa (1996), Srivastava and Du (2008) and Srivastava
(2009) in terms of size control and high power.
The rest of this chapter is organized as follows. Some preliminaries are given
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in Section 2.2. The methodologies for normal and non-normal data are described
in Sections 2.3 and 2.4 respectively. Simulation studies and an application to
the colon data are given in Sections 2.5 and 2.6 respectively. We conclude this
chapter in Section 2.7, and leave the technical proofs in Section 2.8.
2.2 Preliminaries
To test (2.2), we need to derive the null distribution of Tn (2.5). Since the




(y¯1 − y¯2)>D−1(y¯1 − y¯2), (2.7)
where D = diag(Σ) is unknown but can be consistently estimated using Dˆ (2.3).
Let σˆrr and σrr, r = 1, . . . , p be the diagonal entries of Σˆ and Σ respectively.
Throughout this chapter, we assume the diagonal entries σrr, r = 1, . . . , p are
bounded below uniformly. That is, there exists a global positive constant σL
such that
0 < σL ≤ σrr, for all r = 1, . . . , p. (2.8)




−1), r = 1, . . . , p, (2.9)
where Op(·) denotes the “bounded in probability” operation. It means that
σˆ−1rr , r = 1, . . . , p are consistent estimators of σ
−1
rr , r = 1, . . . , p. Although Sri-
vastava (2009) showed (2.9) under the framework of one-sample problems, it is
easy to show that (2.9) also holds under the framework of multi-sample problems.
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Note also that the expression (2.9) holds generally for normal and non-normal









That is, Tn and T
∗
n have about the same distribution for large n. Thus, study-
ing the null distribution of Tn is asymptotically equivalent to studying the null
distribution of T ∗n .
For further study, set
zij = yij − µi, j = 1, . . . , ni; i = 1, 2. (2.11)
Let z¯i be the usual sample mean vector of zij, j = 1, . . . , ni so that z¯i = y¯i −
µi, i = 1, 2. We now write
T ∗n = Tn0 + 2Sn +
n1n2
np





(z¯1− z¯2)>D−1(z¯1− z¯2), Sn = n1n2
np
(µ1−µ2)>D−1(z¯1− z¯2). (2.13)
It is clear that Tn0 has the same distribution as the null distribution of T
∗
n .
Throughout this chapter, let R = D−1/2ΣD−1/2 be the correlation matrix asso-
ciated with Σ.
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2.3 Main results for normal data
Throughout this section, we assume that the two samples (2.1) are from two
normal populations. We first have the following important and useful theorem
stating the random expression of Tn0 and its first three cumulants: mean, vari-
ance, and the third central moment.




r=1 λrAr where Ar, r =
1, . . . , p
i.i.d∼ χ21 and λr, r = 1, . . . , p are the eigenvalues of R. Further, the first
three cumulants of Tn0 are E(Tn0) = 1, Var(Tn0) = 2p
−2tr(R2) and E[Tn0 −
E(Tn0)]
3 = 8p−3tr(R3).
2.3.1 Approximate and asymptotic distributions
Theorem 2.1 shows that Tn0 is a χ
2-type mixture with unknown coefficients
λr, r = 1, . . . , p being the eigenvalues of R. It is nonnegative and it is generally
skewed. Therefore, it is not always applicable to approximate the distribution
of Tn0 by a normal distribution. Rather, as mentioned in the introduction, we
can approximate the distribution of Tn0 using that of the random variable G as
defined in (2.6). The approximate degrees of freedom d can be determined via
matching the variances of Tn0 and G. By (2.6), we have Var(G) = 2/d and by
Theorem 2.1, we have Var(Tn0) = 2p
−2tr(R2). Therefore, equating the variances





In practice, d is always finite so that the proposed test can always be con-
ducted provided that d is consistently estimated from the data. In theory, how-
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ever, we may have d→∞. In this situation, by the law of large numbers, we have
G→ 1 almost surely and by the central limit theorem, we have (G−1)/√2/d→
N(0, 1) in distribution. A question arises naturally. In what situation, are both
Tn0 and G asymptotically normal? To answer this question, we introduce the
skewness of Tn0 which will tend to 0 when Tn0 tends to a normal distribution.









Note that d∗ is also known as the approximate degrees of freedom of the three-
cumulant matched χ2-approximation to the distribution of Tn0, see Zhang (2005)
for details. It is clear from (2.14) and (2.15) that d and d∗ depend only on the





for all k = 1, 2, . . . where again λr, r = 1, . . . , p are the eigenvalues of R. Some
interesting facts about d and d∗ are established in the following theorem.
Theorem 2.2. We have (a) 1 ≤ d∗ ≤ d ≤ p; (b) d∗ = d = 1 if and only if
λ1 = p, λr = 0, r = 2, . . . , p; and (c) d
∗ = d = p if and only if λr = 1, r = 1, . . . , p.
Theorem 2.2 indicates that both d∗ and d take values in the interval [1, p]
and d∗ is always less than or equal to d. They take value 1 when only the first
eigenvalue of R is equal to p and other eigenvalues are all 0, and take value p
when all the eigenvalues are equal to 1. From the proof of Theorem 2.2 given in
Section 2.8, we can see that when the first k eigenvalues of R are equal to p/k
and the remaining ones are 0, we have d∗ = d = k for k = 1, . . . , p. This can also
be proved directly from the expressions of d∗ and d given in (2.14) and (2.15)
respectively. In general, when the first few decreasingly-ordered eigenvalues of R
are much larger than the remaining eigenvalues, both d∗ and d will take smaller
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values and when all the eigenvalues are nearly the same, both d∗ and d will take
larger values.
By (2.15), it is seen that the skewness of Tn0 will tend to 0 as d
∗ tends to
∞ and when the skewness of Tn0 tends to 0, we have d∗ → ∞. Thus, d∗ is a
good measure for the symmetry and normality of Tn0. In fact we can show that
as p→∞, “d∗ →∞” is a necessary and sufficient condition for the asymptotic
normality of Tn0. As usual, let
L−→ and P−→ denote the convergence in distribution
and in probability respectively. We now state a necessary and sufficient condition
for Tn0 to be asymptotically normal as p→∞.
Theorem 2.3. Tn0 is asymptotically normal if and only if d
∗ →∞ as p→∞.
Note that for the asymptotic normality in Theorem 2.3, n and p can go to
infinity freely without any restriction. Theorem 2.3 says that we can approximate
the distribution of Tn0 by a normal distribution only when d
∗ is large. A direct
result from Theorems 2.2 and 2.3 is the following useful corollary.
Corollary 2.1. On the one hand, when d is bounded, d∗ is always bounded
so that neither Tn0 nor G is asymptotically normal. On the other hand, when




L−→ N(0, 1) and G− 1√
2p−2tr(R2)
L−→ N(0, 1). (2.16)
Corollary 2.1 indicates that the proposed test is adaptive to the shape of
the underlying distribution of Tn0 in the sense that when Tn0 is asymptotically
normal, the associated d→∞ so that G is also asymptotically normal; and when
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d is finite so that G is not asymptotically normal, the associated d∗ is also finite
so that Tn0 is also not asymptotically normal. This advantage is not shared by
the tests proposed by Bai and Saranadasa (1996), Srivastava and Du (2008) and
Srivastava (2009) among others where only the asymptotic normal distributions
of the test statistics are derived. Corollary 2.1 also indicates that we may use d
to determine if a normal approximation would be adequate for the distribution
of Tn0. For example, when d is small, say, d < 10, the normal approximation will
not be adequate and is not recommended. However, simulation studies presented
in Section 2.5 indicate that the χ2-approximation for the distribution of Tn0 is
adequate even when d is rather small.
To show the asymptotic normality of their two-sample tests for high-dimensional
data, various researchers have imposed some sufficient conditions. For example,





= ar ∈ (0,∞), r = 1, . . . , 4. (2.17)
Note that Srivastava and Du (2008) established the asymptotic normality of their
test statistic (2.4) under the conditions including (2.17) with the data normality.
By Theorem 2.3, we can show in the following corollary that the condition (2.17)
is actually over sufficient in the sense that the asymptotic normality of Tn0 and
G is guaranteed provided that the limit expression in (2.17) holds for r = 3 only.




= a3 ∈ (0,∞). Then as p → ∞, we
have d∗ →∞ so that both Tn0 and G are asymptotically normal.
By Theorem 2.3, we can also give a simple sufficient condition as in the
following corollary such that neither Tn0 nor G is asymptotically normal so that
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a normal approximation to the null distribution of Tn0 is no longer applicable.




= b2 ∈ (0,∞). Then as p → ∞, both
d∗ and d are bounded so that neither Tn0 nor G is asymptotically normal.
2.3.2 Implementation
In this subsection, we describe how to implement the proposed test Tn. What
we need to do is to find a ratio-consistent estimator for the approximate degrees
of freedom d or equivalently the ratio-consistent estimator of tr(R2). For this
purpose, we can employ Lemma 2.1 stated in Section 2.8. Note that under the
normality assumption, we have Σˆ ∼ Wp(n−2,Σ/(n−2)) in our current context,
where Wp(n−2,Σ/(n−2)) denotes the Wishart distribution with n−2 degrees of
freedom and a scale matrix Σ/(n−2). Then, by Lemma 2.1, the ratio-consistent












Note that Srivastava and Du (2008) and Srivastava (2009) proposed a similar
ratio-consistent estimator for tr(R2) under the condition (2.17). Their estimator
can be obtained via removing the constant factor (n−2)
2
n(n−3) which converges to 1
as n → ∞. However, the condition (2.17) is not imposed in Lemma 2.1 so that
Lemma 2.1 holds generally for normal data provided that the weak condition
(2.8) is satisfied.
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For any nominal significance level α > 0, let χ2v(α) denote the upper 100α per-
centile of the χ2v-distribution. Then using (2.19), the proposed test can be con-
ducted via using the approximate critical value χ2
dˆ
(α)/dˆ or the approximate p-
value P (χ2
dˆ
/dˆ ≥ Tn). In practice, the above test can always be conducted without
any difficulty since dˆ is always finite.
By Theorem 2.3, when d∗ is large, the normal approximation to the distribu-
tion of Tn0 is also adequate. This means that in practice, when dˆ is sufficiently
large, the normal approximation for the proposed test is also adequate although
the Welch-Satterthwaite χ2-approximation is still recommended as demonstrated
by the simulation results presented in Section 2.5. Using the ratio-consistent es-
timator (2.18) of tr(R2), we have the following corollary.
Corollary 2.4. Assume d∗ →∞ as p→∞. Then under the null hypothesis H0,
as n, p→∞, we have
Tn0 − 1√
2p−2t̂r(R2)
L−→ N(0, 1). (2.20)
In Corollary 2.4, we do not impose restrict conditions on the relationship of
n and p, which offers much flexibility in analyzing high-dimensional data. For
any nominal significance level α > 0, let zα and Φ(·) denote the upper 100α
percentile and the cumulative distribution function of N(0, 1). By Corollary 2.4,
when d∗ is large, the proposed test with the normal approximation is conducted
via using the approximate critical value 1 +
√
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2.3.3 Approximate and asymptotic powers
We now investigate the approximate and asymptotic powers of Tn. By (2.10),
we can write Tn = T
∗
n [1 + Op(n
−1)] with T ∗n having the decomposition (2.12)





>D−1ΣD−1(µ1−µ2). Following Bai and Saranadasa (1996), we consider the
power of Tn under the following local alternative:





where Var(Tn0) = 2p
−2tr(R2) as given in Theorem 2.1, and o(·) is the usual
“little-o” operation. This is the case when the information in the local alternative
hypothesis is a small order of the variance of Tn0 so that we have Var(Tn) ≈
Var(T ∗n) ≈ Var(Tn0) for large samples.
We first consider the approximate power when d∗ tends to a finite number
as p → ∞. In this case, the normal approximation is not adequate and the
proposed test is conducted by using the Welch-Satterthwaite χ2-approximation
with the approximate critical value χ2
dˆ
(α)/dˆ. The associated power of Tn can




. We then have the following
result.
Theorem 2.4. Assume that the condition (2.8) holds. In addition, assume that
as p→∞, d∗ tends to a finite number and as n→∞, n1/n→ τ ∈ (0, 1). Then
under the condition (2.21), as n, p → ∞, the approximate power of Tn can be
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We now consider the asymptotic power of Tn when d
∗ →∞ as p→∞. In this
case, the proposed test can be equivalently conducted using the normal approx-
imation with the approximate critical value 1 +
√
2p−2t̂r(R2)zα. The associated








Theorem 2.5. Assume that the condition (2.8) holds. In addition, assume that
as p→∞, d∗ →∞ and as n→∞, n1/n→ τ ∈ (0, 1). Then under the condition
(2.21), as n, p→∞, the asymptotic power of Tn can be expressed as
P
 Tn − 1√
2p−2t̂r(R2)
≥ zα
 = Φ(−zα + nτ(1− τ)√
2tr(R2)




Note that the asymptotic power expression (2.23) of Tn is essentially the same
as the one given by Srivastava and Du (2008). Note also that the right-hand side
of (2.23) can be obtained from the right-hand side of (2.22) provided d→∞. To





L−→ N(0, 1) and (χ2d(α)−d)/
√
2d→
zα as d→∞. It follows that we have
P
(
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where we have used the fact 2/d = 2p−2tr(R2).
2.4 Main results for non-normal data
When the two samples (2.1) are non-normal, we continue to use the test
statistic Tn (2.5) to test the hypothesis (2.2) since Tn is still nonnegative and
often skewed so that the Welch-Satterthwaite χ2-approximation should still work
well. The null distribution of Tn is the same as that of Tn0 since (2.10) remains
true for non-normal data. For this purpose, we only need to derive the variance
of Tn0 as we always have E(Tn0) = 1. By some simple algebra, the variance of
Tn0 is given by
Var(Tn0) = p

















(yi1 − µi)>D−1(yi1 − µi)
]2 − 2tr(R2)− p2, i = 1, 2. (2.25)
A detailed proof is given in Section 2.8. When the two samples (2.1) are normal,
we have κi,11 = 0, i = 1, 2. It is seen from (2.24) and (2.25) that the effect of
non-normality of the two samples on the test statistic Tn0 will be significantly






For normal data, the above formula reduces to the one stated in (2.14).
Similar to the studies in Section 2.3.1, although we use χ2-approximation for
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the null distribution of Tn, it is still interesting to study when the null distribu-
tion of Tn is asymptotically normal. Following Srivastava (2009), we can impose
the following assumptions for studying the asymptotic normality of Tn and the
consistent estimator of tr(R2):
Assumption A
1. For i = 1, 2 and j = 1, . . . , ni, yij = µi + Γzij where Γ : p × p satisfies
ΓΓ> = Σ and zij’s are i.i.d p-vectors with E(zij) = 0 and Cov(zij) = Ip.
2. Let zijr be the r-th component of zij, r = 1, . . . , p. Assume that zijr, r =
1, . . . , p are i.i.d with E(zijr) = 0,E(z
2
ijr) = 1 and E(z
4





= ar ∈ (0,∞), r = 1, . . . , 4.
4. As n, p→∞, n = O(p), 1/2 <  ≤ 1, where O(·) is the bounded operation.
These assumptions are essentially the same as those imposed in Srivastava
(2009) for his scale-invariant one-sample test. Assumption A1 specifies a factor
model. Assumption A2 requires that the components of zij are i.i.d with finite
fourth moments. Assumption A3 is the key condition such that the asymptotic
normality of Tn is warranted. The last assumption gives the relative convergence
rate between n and p when they go to ∞. By Assumptions A1-A2, we show in








[1 + o(1)]. (2.27)
The above expressions indicate that under Assumptions A1-A2, the effect of non-
normality of the data is ignorable. In this case, the ratio-consistent estimator of
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tr(R2) given by (2.18) can still be used. Actually, under Assumptions A3-A4,
the estimator (2.18) is still consistent for tr(R2) as shown by Srivastava (2009).
Thus, the ratio-consistent estimator of d is still given by (2.19). We then conduct
the proposed test with the Welch-Satterthwaite χ2-approximation as described
in Section 2.3.2.
Further, under Assumption A, we have the following theorem stating the
asymptotic normality of Tn0 and G.
Theorem 2.6. Under Assumptions A1-A3 and the null hypothesis H0, as n, p→
∞, we have d→∞ and both Tn0 and G are asymptotically normal. That is, as
n, p→∞, we have Tn0−1√
2p−2tr(R2)
L−→ N(0, 1) and G−1√
2p−2tr(R2)
L−→ N(0, 1).
Note that Assumption A4 is not included in Theorem 2.6 for the asymptotic
normality of Tn0, which means n and p can go to infinity freely. Theorem 2.6 also
indicates that when d is finite, Assumption A3 will be violated. The following
corollary parallels Corollary 2.4. It indicates that the proposed test can also be
conducted with the normal approximation as described in Section 2.3.2.
Corollary 2.5. Under Assumption A and the null hypothesis H0, as n, p→∞,
we continue to have the expression (2.20).
In Corollary 2.5, we need the relationship of n and p in Assumption A4
to ensure the estimator of tr(R2) given by (2.18) is still consistent for non-
normal data as stated before. We conclude this section via briefly investigating
the approximate and asymptotic powers of Tn under the local alternative (2.21).
Similarly, we first consider the approximate power of Tn when d tends to a finite
number as n, p→∞. The following theorem parallels Theorem 2.4.
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Theorem 2.7. Assume that the condition (2.8) holds. In addition, assume that
as n, p → ∞, d tends to a finite number, n1/n → τ ∈ (0, 1) and dˆ is a ratio-
consistent estimator of d. Then under the local alternative (2.21), as n, p→∞,
the approximate power of Tn can still be expressed as (2.22).
The following theorem parallels Theorem 2.5. It gives the asymptotic power
of Tn under Assumption A.
Theorem 2.8. Assume that the condition (2.8) holds. Then under Assumption
A and the condition (2.21), as n, p → ∞, the asymptotic power of Tn is still
given by (2.23).
2.5 Simulation studies
In this section, we first give a careful study on the adjustment coefficient cp,n
of Srivastava and Du (2008) and then compare the proposed test against some
existing competitors in terms of size control and power via simulations.
2.5.1 Data generating setup
We generate two samples (2.1) following the data structure specified by As-
sumption A1 as described in Section 2.4. That is, for i = 1, 2, j = 1, . . . , ni,
we set yij = µi + Σ
1/2zij, where zij = (zij1, . . . , zijp)
> with zijk generated from
the following three models which represent three different shapes, i.e. normal,
non-normal but symmetric, non-normal and skewed:




Model 2: zijk = uijk/
√
2, with uijk, k = 1, . . . , p
i.i.d∼ t4.
Model 3: zijk = (uijk − 2)/2, with uijk, k = 1, . . . , p i.i.d∼ χ22.
Further, we specify the covariance matrix Σ as Σ = D1/2RD1/2 where D =
diag(d21, . . . , d
2
p) with dk = (p − k + 1)/p, k = 1, . . . , p, and R = (rk`) with
rk` = (−1)k+`ρ0.2|k−`|, k, ` = 1, . . . , p. This covariance structure represents the
case where the diagonal elements of Σ are not equal so that in terms of power, a
scale-invariant test should generally outperform a non-scale-invariant test. Note
that the value of ρ controls the correlation among the p-variables of the generated
data: the larger the value of ρ is, the larger correlation among the p-variables.
The absolute correlation value of rk` decays as |k − `| increases.
To measure the overall performance of a test in terms of maintaining the nom-
inal size α, we adopt the average relative error (ARE) of Zhang (2011), defined as
ARE=100m−1
∑m
r=1 |αˆr−α|/α, where αˆr, r = 1, . . . ,m are empirical sizes under
consideration. The smaller ARE value indicates a better overall performance of
the associated test.
2.5.2 A careful study of the adjustment coefficient
Note that the adjustment coefficient cp,n used in the SD-test (2.4) aims to
improve the convergence of the null distribution of TSD to N(0, 1). It has also
been used in other methods for testing high-dimensional hypotheses developed
by Dr. Srivastava and his collaborators. However, to our knowledge, its property
has not been well studied. In this subsection, we address this problem carefully
based on our test Tn.
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Following Srivastava and Du (2008) as in the SD-test (2.4), if we apply cp,n
to Tn blindly, we replace t̂r(R
2) with t̂r(R2)cp,n simply in the expression of the
estimated approximate degrees of freedom (2.19). The resulting estimated ap-
proximate degrees of freedom, denoted as d˜, is then given by d˜ = dˆ/cp,n.The
resulting test, denoted as T˜n, is then conducted via replacing dˆ with d˜. To study
the effect of cp,n in terms of size control when we blindly apply it to Tn, we
conduct a simulation study, namely Simulation 1, with two samples generated as
described in the previous subsection. The tuning parameters are specified as fol-
lows. We set p ∈ {200, 500, 1000}, ρ ∈ {0.01, 0.2, 0.25, 0.3, 0.5, 0.9}, n1 = 0.8n0,
n2 = 1.2n0 with n0 ∈ {200, 300, 400}, and µ1 = µ2 = 0. The number of simula-
tion runs is 10, 000 throughout the simulation in this chapter. Table 2.1 displays
the empirical sizes of Tn and T˜n under various configurations using Model 1,
together with their associated ARE values listed in the rows labeled with ARE.
The ARE values measure how well Tn and T˜n maintain the nominal size 5%.
It is seen that when ρ = 0.01 and 0.2, T˜n has a better size control than Tn,
showing that application of cp,n indeed helps improve the size control. However,
when ρ = 0.25, 0.3, 0.5 and 0.9, T˜n has a worse size control than Tn, showing that
application of cp,n actually worsens the size control, especially when ρ = 0.9,
and hence it should be avoided. This undesirable property of cp,n has also been
observed by other researchers, including Park and Ayyala (2013) and Feng et al.
(2015) among others.
A question then arises naturally. When should we apply the adjustment co-
efficient smartly? Table 2.2 displays the corresponding values of cp,n, associated
with the values of dˆ and d˜ under various configurations of Simulation 1. It is
seen that when ρ = 0.01 and 0.2, the values of cp,n are small and most of them
are smaller than 1.2 while when ρ = 0.25, 0.3, 0.5 and 0.9, the values of cp,n are
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Table 2.1: Empirical sizes (in percentages) of Tn and T˜n under various configu-
rations of Simulation 1.
ρ = 0.01 ρ = 0.2 ρ = 0.25 ρ = 0.3 ρ = 0.5 ρ = 0.9
p [n1, n2] Tn T˜n Tn T˜n Tn T˜n Tn T˜n Tn T˜n Tn T˜n
[160,240] 5.45 4.51 5.88 4.19 5.52 3.69 5.83 3.77 5.95 3.24 5.41 0.64
200 [240,360] 5.35 4.46 5.81 4.02 5.58 4.01 5.24 3.28 5.52 2.96 5.02 0.53
[320,480] 5.48 4.68 5.25 3.80 5.36 3.61 5.23 3.50 5.12 2.67 5.13 0.57
[160,240] 5.91 4.74 5.97 4.57 6.13 4.47 5.42 4.10 5.42 3.25 5.53 0.77
500 [240,360] 5.66 4.87 5.64 4.31 5.79 4.14 5.45 4.02 5.87 3.74 5.66 0.78
[320,480] 5.29 4.62 5.36 4.04 5.62 4.13 5.41 3.78 5.72 3.62 5.85 0.76
[160,240] 6.63 5.60 6.03 4.62 6.36 4.97 5.72 4.10 5.99 4.04 5.62 1.01
1000 [240,360] 5.65 4.94 6.16 5.03 5.60 4.32 5.92 4.34 5.59 3.98 5.70 1.16
[320,480] 5.14 4.52 5.62 4.56 5.57 4.36 5.57 4.25 6.03 4.17 5.68 1.03
ARE 12.4 7.2 14.9 13.2 14.5 16.2 10.6 21.9 13.8 29.6 10.2 83.9
Table 2.2: Values of dˆ, d˜ and cp,n under various configurations of Simulation 1.
ρ = 0.01 ρ = 0.2 ρ = 0.25 ρ = 0.3 ρ = 0.5 ρ = 0.9
p [n1, n2] dˆ d˜ cp,n dˆ d˜ cp,n dˆ d˜ cp,n dˆ d˜ cp,n dˆ d˜ cp,n dˆ d˜ cp,n
[160,240] 146 129 1.13 63 50 1.26 55 42 1.29 48 36 1.33 28 18 1.54 5 1 3.98
200 [240,360] 146 130 1.12 63 50 1.25 55 43 1.28 48 36 1.32 28 18 1.53 5 1 3.97
[320,480] 146 131 1.11 63 51 1.24 55 43 1.28 48 36 1.31 28 19 1.52 5 1 3.97
[160,240] 366 327 1.12 157 131 1.20 137 112 1.22 119 96 1.24 70 51 1.38 11 4 3.07
500 [240,360] 365 332 1.10 157 133 1.18 136 113 1.20 119 97 1.23 70 51 1.36 11 4 3.05
[320,480] 365 335 1.09 157 134 1.17 136 114 1.19 119 98 1.22 70 52 1.35 11 4 3.04
[160,240] 731 651 1.12 314 266 1.18 273 228 1.20 238 197 1.21 139 107 1.31 22 9 2.54
1000 [240,360] 730 666 1.10 313 271 1.15 272 233 1.17 238 201 1.19 139 108 1.28 22 9 2.51
[320,480] 729 673 1.08 313 274 1.14 272 235 1.16 238 203 1.17 139 109 1.27 22 9 2.50
large and most of them are larger than 1.2. In particular, when ρ = 0.9, the
values of cp,n are very large and T˜n has a very bad size control compared with
Tn: the empirical sizes of T˜n are as small as 0.53% while the empirical sizes of
Tn are generally around 5%. Note also that when cp,n ≤ 1.2, the values of the
associated dˆ and d˜ are rather large (> 110) so that a normal approximation to
the null distribution of Tn is adequate and when cp,n > 1.2, the values of the
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associated dˆ and d˜ are generally small so that a normal approximation to the
null distribution of Tn is less adequate. In this sense, cp,n ≤ 1.2 is also a good
indicator if the underlying null distribution of Tn is approximately normal.
Therefore we shall use 1.2 as a cutoff value for cp,n. That is, we adjust dˆ only
when cp,n ≤ 1.2. The resulting estimated approximate degrees of freedom is then
denoted by
dˆadj =
 dˆ/cp,n, when cp,n ≤ 1.2,dˆ, otherwise. (2.28)
The resulting test, denoted as Tn,adj, is then conducted via replacing dˆ with
dˆadj. We shall study the performance of Tn,adj in the simulation study in next
subsection.
2.5.3 Comparison against some existing competitors
In this subsection, we conduct two simulation studies, namely Simulations
2 and 3, to compare Tn,adj with some well-known existing tests for the high-
dimensional two-sample problem (2.1), including a non-scale-invariant test pro-
posed by Bai and Saranadasa (1996), two scale-invariant tests proposed by Sri-
vastava and Du (2008) and Srivastava (2009), denoted as TBS, TSD and TS re-
spectively. Note that unlike TSD, both TBS and TS do not involve the adjustment
coefficient cp,n.
In Simulation 2, we specify the dimension p and the two sample sizes n1, n2 the
same way as in Simulation 1. However, we now limit ρ ∈ {0.01, 0.5, 0.9} to rep-
resent three cases when the simulated data are nearly uncorrelated, moderately
correlated and highly correlated. To study the size control of the tests, we con-
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tinue to set µ1 = µ2 = 0 as in Simulation 1 while for comparing the powers of the
tests, we set a suitable value for the tuning parameter η = (µ1−µ2)>D−1(µ1−
µ2)/
√
tr(R2) so that the empirical powers of the tests are comparable under a
same setting and the largest empirical power is close to 1. For this purpose, we
set η = 0.03 throughout the simulation study. Concretely, we set µ1 = 0 and
µ2 = δh with h = v/
√
v>v, v = (1, . . . , p)>, and δ2 = η
√
tr(R2)/(h>D−1h).
Table 2.3: Empirical sizes (in percentages) of TBS, TS, TSD and Tn,adj under var-
ious configurations of Simulation 2.
ρ = 0.01 ρ = 0.5 ρ = 0.9
Model p [n1, n2] TBS TS TSD Tn,adj TBS TS TSD Tn,adj TBS TS TSD Tn,adj
[160,240] 6.04 5.98 5.02 4.69 6.49 6.59 3.68 5.58 6.78 6.98 1.48 5.32
200 [240,360] 5.84 5.66 4.81 4.54 6.39 6.36 3.50 5.26 6.27 6.56 1.33 5.06
[320,480] 6.29 5.85 5.09 4.80 6.54 6.38 3.59 5.31 6.85 7.42 1.63 5.68
[160,240] 6.11 5.66 4.80 4.98 6.55 6.50 4.16 5.88 6.75 6.83 1.41 5.47
1 500 [240,360] 5.51 5.54 4.84 4.85 6.19 5.88 3.78 5.34 7.30 7.00 1.48 5.51
[320,480] 5.63 5.66 5.02 4.94 6.68 6.26 4.12 5.58 6.65 6.85 1.56 5.43
[160,240] 5.50 5.45 4.47 5.17 6.00 6.18 4.11 6.01 6.83 6.75 1.72 5.52
1000 [240,360] 5.74 5.77 4.81 5.18 5.08 5.18 3.58 4.88 6.81 7.28 2.23 6.00
[320,480] 5.53 5.43 4.71 4.92 6.40 6.15 4.38 5.69 6.51 6.89 1.82 5.65
ARE 16.0 13.3 3.8 3.6 25.2 23.3 22.4 10.6 35.0 39.0 67.4 10.3
[160,240] 5.91 5.67 4.69 4.39 6.51 6.52 3.92 5.74 6.47 6.75 1.32 5.35
200 [240,360] 5.99 6.23 5.32 4.87 6.64 6.36 3.65 5.45 6.69 7.35 1.32 5.62
[320,480] 6.02 5.72 4.88 4.46 6.64 6.64 3.76 5.55 6.43 6.91 1.26 5.30
[160,240] 5.29 5.41 4.66 4.84 6.78 6.80 4.29 6.21 7.04 7.21 1.71 5.43
2 500 [240,360] 5.66 5.42 4.67 4.68 6.54 6.60 4.09 5.93 6.98 6.53 1.53 5.28
[320,480] 5.54 5.23 4.48 4.42 6.73 6.45 4.26 5.83 7.23 7.21 1.76 5.64
[160,240] 5.58 5.69 4.60 5.25 6.27 6.28 4.37 6.07 6.62 6.61 1.87 5.65
1000 [240,360] 5.26 5.25 4.54 4.82 5.92 6.03 4.34 5.69 6.94 6.87 1.64 5.79
[320,480] 5.40 5.54 4.87 5.08 6.16 6.08 4.10 5.56 6.61 6.88 1.75 5.66
ARE 12.6 11.5 6.5 6.3 29.3 28.4 18.3 15.6 35.6 38.5 68.5 10.5
[160,240] 5.85 5.89 4.66 4.50 6.65 6.49 3.42 5.50 6.57 6.72 1.41 5.02
200 [240,360] 6.58 6.31 5.31 5.03 6.51 6.76 3.84 5.78 6.66 7.13 1.41 5.44
[320,480] 5.76 5.83 4.96 4.51 6.55 6.27 3.77 5.38 6.86 6.69 1.40 5.14
[160,240] 5.24 5.44 4.49 4.73 6.73 6.21 3.81 5.69 6.65 6.85 1.57 5.46
3 500 [240,360] 5.29 5.21 4.52 4.53 6.34 6.28 4.06 5.60 6.40 6.57 1.44 5.19
[320,480] 5.47 5.79 5.04 4.98 6.51 6.74 4.34 6.01 6.65 6.97 1.54 5.33
[160,240] 5.50 5.40 4.50 5.11 6.32 6.46 4.39 6.27 6.98 6.48 1.68 5.37
1000 [240,360] 5.33 5.54 4.68 4.97 6.25 5.70 3.99 5.38 6.88 6.63 2.03 5.50
[320,480] 5.46 5.13 4.49 4.66 5.91 5.74 4.01 5.36 6.90 6.64 1.74 5.46
ARE 12.2 12.3 6.8 5.0 28.4 25.9 20.8 13.3 34.6 34.8 68.4 6.5
We first study how the tests maintain the nominal size 5%. Table 2.3 displays
the empirical sizes of TBS, TS, TSD and Tn,adj together with their associated ARE
values, and Figure 2.3 shows the corresponding boxplots of the empirical sizes
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Figure 2.3: Boxplots of the empirical sizes (in percentage) of the four tests under
Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 2.
for easy comparison. From the table and boxplots, we may draw the following
conclusions. First of all, in all the configurations, Tn,adj performs well and it
outperforms TBS, TS and TSD generally, especially when ρ = 0.5 and 0.9. Second,
we also see that TSD indeed performs slightly better or comparable with TS when
ρ = 0.01 and 0.5 but it performs much worse than TS when ρ = 0.9. This shows
that the adjustment coefficient cp,n indeed improves the performance of TSD
slightly when the simulated data are less or moderately correlated but it does
worsen the performance of TSD when the simulated data are highly correlated.
This conclusion is consistent with what we observed when we compared Tn and
T˜n in Simulation 1. Finally, we also see that TBS and TS perform similarly in all
the configurations.
We now investigate the empirical powers of the tests. Table 2.4 displays the
empirical powers of TBS, TS, TSD and Tn,adj, and Figure 2.4 shows the corre-
sponding line charts for easy comparison. It is seen that the scale-invariant tests
TS, TSD and Tn,adj generally have higher powers than the non-scale-invariant test
46
2.5. Simulation studies
Table 2.4: Empirical powers (in percentages) of TBS, TS, TSD and Tn,adj under
various configurations of Simulation 2.
ρ = 0.01 ρ = 0.5 ρ = 0.9
Model p [n1, n2] TBS TS TSD Tn,adj TBS TS TSD Tn,adj TBS TS TSD Tn,adj
[160,240] 6.22 62.92 59.27 58.37 6.58 61.80 45.29 56.88 6.98 57.56 10.90 44.80
200 [240,360] 6.16 89.60 87.91 87.07 6.97 93.52 84.15 91.39 6.88 99.46 31.57 95.03
[320,480] 6.13 98.46 98.04 97.73 6.61 99.90 99.29 99.84 6.50 100.00 80.21 100.00
[160,240] 5.85 64.17 60.86 61.66 6.22 62.89 51.82 60.71 7.03 59.01 18.05 50.32
1 500 [240,360] 5.72 90.38 88.95 88.98 6.23 92.88 87.17 91.83 6.80 97.21 50.26 93.39
[320,480] 5.39 98.64 98.38 98.34 6.00 99.72 99.11 99.62 6.71 100.00 92.90 99.99
[160,240] 5.35 65.09 61.39 64.01 5.82 63.48 54.51 62.65 6.44 62.41 25.27 56.83
1000 [240,360] 5.34 90.93 89.76 90.36 5.99 92.30 87.87 91.71 6.15 95.01 62.98 92.22
[320,480] 5.38 98.85 98.71 98.74 6.09 99.66 99.22 99.56 7.16 100.00 95.87 99.97
[160,240] 6.04 64.40 60.85 59.90 6.28 61.12 45.13 56.11 6.82 59.10 11.49 46.20
200 [240,360] 6.16 89.86 88.16 87.39 6.85 92.97 83.68 90.85 6.68 99.01 32.03 94.60
[320,480] 5.96 98.25 97.88 97.61 6.66 99.82 98.88 99.63 6.69 99.97 79.44 99.97
[160,240] 5.36 64.34 61.19 62.10 6.39 63.08 51.90 60.90 6.66 60.02 18.24 51.48
2 500 [240,360] 5.53 90.19 88.73 88.76 6.73 93.27 88.02 92.10 6.73 96.76 50.68 93.05
[320,480] 5.66 98.61 98.45 98.43 6.51 99.65 99.07 99.54 7.18 99.99 91.79 99.97
[160,240] 5.57 64.83 61.58 63.65 6.28 64.62 55.30 63.71 6.90 61.22 25.68 55.22
1000 [240,360] 5.23 91.29 90.00 90.58 6.26 92.40 88.23 91.86 5.88 94.89 63.82 92.44
[320,480] 5.56 99.01 98.81 98.88 6.19 99.51 99.05 99.47 6.88 99.95 95.80 99.93
[160,240] 6.03 62.99 59.07 58.11 6.73 61.69 46.22 57.09 6.72 58.62 11.02 45.24
200 [240,360] 6.14 89.74 87.92 87.14 6.27 93.52 84.66 91.27 6.65 99.07 31.05 94.30
[320,480] 5.67 98.22 97.73 97.48 6.81 99.89 99.08 99.72 6.80 100.00 79.50 100.00
[160,240] 5.54 64.85 61.63 62.47 6.29 63.47 52.16 61.34 6.36 60.21 18.62 51.54
3 500 [240,360] 5.44 91.03 89.46 89.49 6.63 92.34 86.86 91.05 6.41 96.95 50.93 93.18
[320,480] 6.10 98.89 98.65 98.64 6.43 99.69 99.20 99.57 6.51 100.00 91.80 100.00
[160,240] 5.41 64.45 60.83 63.11 6.30 63.39 54.15 62.63 6.16 61.68 24.54 55.82
1000 [240,360] 5.67 90.67 89.42 90.03 6.25 92.21 87.72 91.65 6.59 95.18 63.22 92.55























































































































































Figure 2.4: Empirical powers (in percentage) with parameters [p, n0] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 2.
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TBS. This is expected since the diagonal entries of Σ are different and the scale-
invariant tests take this information into account. Among the scale-invariant
tests TS, TSD and Tn,adj, when ρ = 0.01, the powers of the three tests are gener-
ally comparable. However, when ρ = 0.5 and 0.9, TS has slightly higher powers
than Tn,adj while Tn,adj has much higher powers than TSD. This is because in
these two cases, the empirical sizes of TS are generally larger than those of Tn,adj
while the empirical sizes of TSD are too small compared with the nominal size.
Therefore, when we apply cp,n blindly to the SD-test, its powers are also reduced
substantially.
Table 2.5: Values of dˆadj and cp,n under various configurations of Simulation 2.
ρ = 0.01 ρ = 0.5 ρ = 0.9
Model p [n1, n2] dˆadj cp,n dˆadj cp,n dˆadj cp,n
[160,240] 129 1.13 28 1.54 5 3.98
200 [240,360] 130 1.12 28 1.53 5 3.97
[320,480] 131 1.11 28 1.52 5 3.97
[160,240] 327 1.12 70 1.38 11 3.07
1 500 [240,360] 332 1.10 70 1.36 11 3.05
[320,480] 335 1.09 70 1.35 11 3.04
[160,240] 651 1.12 139 1.31 22 2.54
1000 [240,360] 666 1.10 139 1.28 22 2.51
[320,480] 673 1.08 139 1.27 22 2.50
[160,240] 129 1.13 28 1.54 5 3.98
200 [240,360] 130 1.12 28 1.53 5 3.97
[320,480] 131 1.11 28 1.52 5 3.97
[160,240] 326 1.12 70 1.38 11 3.07
2 500 [240,360] 331 1.10 70 1.36 11 3.05
[320,480] 334 1.09 69 1.35 11 3.05
[160,240] 649 1.12 139 1.31 22 2.54
1000 [240,360] 664 1.10 139 1.28 22 2.51
[320,480] 672 1.08 138 1.27 22 2.50
[160,240] 129 1.13 28 1.54 5 3.98
200 [240,360] 130 1.12 28 1.53 5 3.97
[320,480] 131 1.11 28 1.52 5 3.97
[160,240] 327 1.12 70 1.38 11 3.07
3 500 [240,360] 332 1.10 70 1.36 11 3.05
[320,480] 334 1.09 70 1.35 11 3.05
[160,240] 650 1.12 139 1.31 22 2.54
1000 [240,360] 665 1.10 139 1.28 22 2.51
[320,480] 672 1.08 139 1.27 22 2.50
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Figure 2.5: Absolute error lines of estimated null probability density functions of
TBS, TS, TSD and Tn,adj by the simulation and by the corresponding normal or
χ2-approximation under Model 1 for ρ = 0.01, 0.5, 0.9 respectively.
To appreciate why TBS, TS and TSD do not perform well in this simulation
study, we present the values of dˆadj and cp,n in Table 2.5 and display in Figure 2.5
the absolute error lines of the above four tests under Model 1 when p = 1000,
n1 = 160 and n2 = 240. It is seen that when ρ = 0.01, dˆadj has large values
(129 ∼ 673) and cp,n has small values (1.08 ∼ 1.13), indicating that the normal
approximation to the underlying null distributions of the tests are adequate,
which can also be seen from the first row of Figure 2.5 that the absolute errors
are quite small. This explains why in this case, all the four tests perform similarly
well in terms of size control. However, when ρ = 0.5 and 0.9, dˆadj has small values
(5 ∼ 139) and cp,n has large values (1.27 ∼ 3.98), indicating that the normal
approximation to the underlying null distributions of the tests are less or not
adequate, which is consistent with the results of Figure 2.5 that the absolute
errors are large. This explains why in these two cases, TBS, TS and TSD do not
perform well.
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In Simulation 3, we generate data from the following moving average model
which has been used by many researchers including Bai and Saranadasa (1996):
yijk = µik + ρ1zijk + ρ2zij(k+1) + · · ·+ ρpzij(k+p−1),
i = 1, 2, j = 1, . . . , ni, k = 1, . . . , p,
(2.29)
where yijk denotes the kth component of yij, and zij`, ` = 1, . . . , (2p−1) are i.i.d
random variables generated in the same ways as described in Models 1, 2 and
3. For configurations of dependence among the p components of yij, we consider
the following two cases:
1. Partial dependence case: ρ1 = 2.883, ρ2 = 2.794, ρ3 = 2.849, and ρ` = 0
for 4 ≤ ` ≤ p.
2. Full dependence case: all ρ`’s are generated from the uniform distribution
U(2, 3). They are kept fixed throughout the simulation study once they are
generated.
Other tuning parameters are set to the same values as in Simulation 2.
Table 2.6 and Figure 2.6 display the empirical sizes and boxplots of the four
tests under consideration. For the partial dependence case, Tn,adj and TSD usually
outperform TBS and TS except that under Model 2 the ARE value of TBS is
slightly smaller than Tn,adj. The test TSD performs a litter better than Tn,adj
in this case, indicating that the adjustment coefficient cp,n indeed improves the
performance of TSD when the simulated data are less correlated. However, for
the full dependence case, i.e. when the simulated data are highly correlated,
Tn,adj performs much better than other three tests and similar conclusions can
be drawn as in Simulation 2.
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Table 2.6: Empirical sizes (in percentages) of TBS, TS, TSD and Tn,adj under var-
ious configurations of Simulation 3.
Partial Dependence Full Dependence
Model p [n1, n2] TBS TS TSD Tn,adj TBS TS TSD Tn,adj
[160,240] 5.72 5.86 4.47 4.05 6.65 6.67 0.43 5.05
200 [240,360] 6.07 6.08 4.71 4.28 7.22 7.31 0.68 5.66
[320,480] 6.02 6.07 4.89 4.38 6.80 6.87 0.60 5.01
[160,240] 5.92 6.00 4.73 4.72 6.70 6.71 0.24 4.96
1 500 [240,360] 5.55 5.70 4.65 4.44 6.50 6.56 0.28 4.88
[320,480] 5.79 5.85 4.91 4.67 6.68 6.74 0.20 5.07
[160,240] 5.44 5.60 4.41 4.76 6.57 6.57 0.09 4.95
1000 [240,360] 5.52 5.55 4.75 4.81 6.69 6.79 0.13 4.94
[320,480] 5.27 5.41 4.62 4.62 7.24 7.25 0.10 5.45
ARE 14.0 15.8 6.4 9.5 35.7 36.6 93.9 3.4
[160,240] 5.47 5.68 4.30 4.00 6.85 6.89 0.50 5.02
200 [240,360] 5.91 6.11 4.96 4.30 6.57 6.54 0.56 4.94
[320,480] 5.64 5.90 4.73 4.31 6.84 6.84 0.62 5.01
[160,240] 5.00 5.28 4.19 4.19 7.04 7.02 0.25 5.41
2 500 [240,360] 5.36 5.67 4.73 4.44 6.83 6.90 0.27 5.02
[320,480] 5.66 5.75 4.89 4.63 6.95 6.99 0.22 5.20
[160,240] 5.18 5.23 4.28 4.62 7.25 7.20 0.12 5.37
1000 [240,360] 5.43 5.71 4.75 4.90 6.50 6.47 0.14 4.84
[320,480] 5.50 5.69 4.97 4.97 7.16 7.18 0.18 5.25
ARE 9.2 13.4 7.1 10.3 37.8 37.8 93.6 3.3
[160,240] 5.96 6.02 4.83 4.38 6.86 6.95 0.61 5.18
200 [240,360] 5.73 5.89 4.76 4.26 6.84 6.93 0.61 5.04
[320,480] 6.00 6.27 4.83 4.27 6.74 6.70 0.42 5.04
[160,240] 5.85 6.04 4.90 4.89 7.09 7.02 0.21 5.15
3 500 [240,360] 5.86 6.05 5.02 4.87 6.90 6.92 0.22 4.98
[320,480] 5.41 5.61 4.76 4.57 6.39 6.39 0.19 4.75
[160,240] 5.12 5.38 4.27 4.65 7.44 7.41 0.05 5.28
1000 [240,360] 5.52 5.56 4.62 4.72 6.92 6.89 0.09 5.10
[320,480] 5.34 5.38 4.55 4.55 7.08 7.10 0.15 5.22

















































Figure 2.6: Boxplots of the empirical sizes (in percentage) for partial and full
dependence cases under Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 3.
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Table 2.7: Empirical powers (in percentages) of TBS, TS, TSD and Tn,adj under
various configurations of Simulation 3.
Partial Dependence Full Dependence
Model p [n1, n2] TBS TS TSD Tn,adj TBS TS TSD Tn,adj
[160,240] 59.26 59.57 55.47 54.20 46.60 46.59 13.07 40.86
200 [240,360] 83.19 83.41 80.52 79.31 62.73 62.72 23.79 56.68
[320,480] 93.94 93.95 92.76 91.97 75.81 75.91 35.90 71.00
[160,240] 61.12 61.49 57.58 57.57 46.56 46.57 8.41 40.95
1 500 [240,360] 85.37 85.51 83.59 83.25 63.33 63.33 16.41 57.45
[320,480] 96.09 96.09 95.45 95.22 75.48 75.54 25.52 70.48
[160,240] 62.25 62.74 58.59 59.87 47.04 47.15 5.30 40.99
1000 [240,360] 87.67 87.79 86.25 86.57 63.35 63.55 11.31 57.85
[320,480] 96.93 97.00 96.46 96.46 76.61 76.64 18.70 71.32
[160,240] 58.76 59.81 56.11 54.54 46.96 46.91 13.45 40.90
200 [240,360] 82.28 82.97 80.18 78.94 63.19 63.23 23.73 57.29
[320,480] 93.94 94.30 93.08 92.28 76.55 76.59 36.69 71.45
[160,240] 60.65 62.21 58.67 58.66 46.46 46.47 8.30 40.84
2 500 [240,360] 85.17 86.10 84.11 83.82 63.27 63.40 15.69 57.17
[320,480] 95.80 96.13 95.46 95.27 75.88 75.79 25.97 70.75
[160,240] 60.76 62.48 58.82 60.15 46.24 46.27 4.98 40.41
1000 [240,360] 86.70 87.57 85.89 86.15 62.84 63.07 10.74 57.30
[320,480] 96.79 97.01 96.56 96.56 75.71 75.75 18.13 70.71
[160,240] 59.43 60.39 55.87 54.44 46.56 46.53 13.06 40.95
200 [240,360] 82.60 82.84 80.11 78.72 63.88 64.04 23.93 57.93
[320,480] 94.37 94.52 93.29 92.63 75.84 75.92 35.86 70.28
[160,240] 60.77 61.70 57.84 57.83 46.88 46.80 7.99 40.70
3 500 [240,360] 85.22 85.57 83.84 83.49 63.32 63.57 15.57 57.53
[320,480] 96.81 96.85 96.27 96.08 76.43 76.44 25.79 71.31
[160,240] 61.53 62.25 58.60 59.73 46.66 46.70 5.34 40.67
1000 [240,360] 87.43 87.68 86.10 86.27 63.59 63.68 10.73 57.54
[320,480] 97.19 97.29 96.73 96.73 76.39 76.50 18.75 71.14
Table 2.7 and Figure 2.7 show the empirical powers of the four tests and
the corresponding line charts. For the partial and full dependence cases, the re-
sults are essentially similar to those of the cases ρ = 0.01 and 0.9 respectively
in Table 2.4 and Figure 2.4 of Simulation 2, except that the non-scale-invariant
test TBS now has comparable powers with the scale-invariant tests TS and Tn,adj,
since the diagonal elements of the covariance matrix are the same in this mov-









































































































Figure 2.7: Empirical powers (in percentage) with parameters [p, n0] sequentially
from the setup for partial and full dependence cases under Models 1, 2, 3 (the
1st, 2nd, 3rd row) in Simulation 3.
Table 2.8: Values of dˆadj and cp,n under various configurations of Simulation 3.
Partial Dependence Full Dependence
Model p [n1, n2] dˆadj cp,n dˆadj cp,n
[160,240] 81 1.18 2 7.87
200 [240,360] 82 1.17 2 7.87
[320,480] 82 1.17 2 7.87
[160,240] 208 1.15 2 11.92
1 500 [240,360] 211 1.13 2 11.91
[320,480] 213 1.12 2 11.91
[160,240] 418 1.15 2 16.40
1000 [240,360] 427 1.12 2 16.41
[320,480] 432 1.11 2 16.40
[160,240] 81 1.18 2 7.83
200 [240,360] 82 1.17 2 7.83
[320,480] 82 1.17 2 7.83
[160,240] 208 1.15 2 11.93
2 500 [240,360] 211 1.13 2 11.93
[320,480] 213 1.12 2 11.93
[160,240] 417 1.15 2 16.51
1000 [240,360] 426 1.12 2 16.51
[320,480] 431 1.11 2 16.51
[160,240] 81 1.18 2 7.83
200 [240,360] 82 1.17 2 7.83
[320,480] 82 1.17 2 7.83
[160,240] 208 1.15 2 11.92
3 500 [240,360] 211 1.13 2 11.93
[320,480] 213 1.12 2 11.92
[160,240] 418 1.15 2 16.51
1000 [240,360] 427 1.12 2 16.50
[320,480] 431 1.11 2 16.50
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Table 2.8 lists the values of dˆadj and cp,n, and the conclusions drawn from this
table are similar to those drawn from Table 2.5.
2.6 Real data analysis
We now apply Tn,adj, together with TBS, TS and TSD to the colon data intro-
duced in Section 2.1, aiming to check if the normal colon tissues and the tumor
colon tissues have the same mean expression levels. The colon data set contains
22 normal colon tissues and 40 tumor colon tissues, each having 2000 gene ex-
pression levels. Table 2.9 shows the results of the four tests. It is seen that only
TSD does not reject the null hypothesis, with a p-value of 0.27, showing that TSD
has a low power in detecting the differences of the mean gene expression levels
between the two colon tissues. Since cp,n = 11.3, application of the adjustment
coefficient cp,n significantly reduces the power of TSD, as demonstrated in Sim-
ulations 2 and 3. The p-values of TBS and TS are smaller than that of Tn,adj.
However, since dˆadj = 5 and cp,n >> 1.2, normal approximations to the underly-
ing null distributions of TBS and TS are not adequate. Therefore, the p-values of
TBS and TS are less liable.
Table 2.9: Results of TBS, TS, TSD and Tn,adj when applied for testing equality of
mean gene expression levels of the normal and tumor tissues of the colon data.
statistic p-value dˆadj cp,n
TBS 4.94 4× 10−7 - -
TS 2.06 0.020 - -
TSD 0.61 0.270 - 11.30
Tn,adj 2.38 0.039 5 -
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Next, we examine the size control performance of the above tests based on
this real data set. For the 22 normal colon tissues, in each run, we randomly
select two non-overlapping subsets with sample size 11 each as two samples, and
apply the above tests to calculate the p-values for testing the mean expression
difference of the two samples. The empirical size is then the proportion of the
p-values less than the significance level α based on 10,000 runs. Here we set three
common levels for α = 1%, 5%, 10%. Similarly, we do this for the 40 tumor colon
tissues. The results are displayed in Table 2.10. It can be seen that our test Tn,adj
has a good size control at the three levels of α, and is comparable with TBS and
TS on the whole, especially when the sample sizes get large. This is reasonable
since the χ2-approximation to our test is more accurate when the sample sizes
are larger. The test TSD is usually too conservative, and similar conclusions can
be drawn for dˆadj and cp,n as above from Table 2.9.
Table 2.10: Results of TBS, TS, TSD and Tn,adj when applied for testing two sub-
groups of the normal or tumor tissues of the colon data.
Normal colon (n1 = 22) Tumor colon (n2 = 40)
α = 1(%) 5(%) 10(%) dˆadj cp,n α = 1(%) 5(%) 10(%) dˆadj cp,n
TBS 4.95 8.35 11.14 - - 3.77 6.73 9.76 - -
TS 5.65 9.01 11.99 - - 4.38 7.68 9.98 - -
TSD 0.36 1.10 1.93 - 11.70 0.15 0.50 0.91 - 12.25
Tn,adj 4.08 8.84 13.25 6 - 2.33 6.44 10.33 5 -
2.7 Conclusion
In this chapter, we proposed and studied a simple scale-invariant test for
the high-dimensional two-sample problem under homoscedasticity, where the di-
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mension of the data can be much larger than the total sample size. The null
distribution of the test statistic is derived and methods for approximating the
null distribution are discussed. In addition, the approximate and asymptotic
powers of the proposed test are studied. The methodologies are also extended
for non-normal data. Simulation studies and real data analysis show that the
proposed test works reasonably well for both normal and non-normal data.
2.8 Technical proofs
Lemma 2.1. Let Σˆ ∼ Wp(v,Σ/v) denote a Wishart distribution with v de-





be the population and sample correlation matrices associated with
Σ and Σˆ respectively where D = diag(Σ) and Dˆ = diag(Σˆ). Assume that the di-
agonal entries of D satisfy the condition (2.8). Then as v →∞, a ratio-consistent
estimator of tr(R2) is given by
t̂r(R2) =
v2









Proof of Lemma 2.1 Let σrr, r = 1, . . . , p and σˆrr, r = 1, . . . , p be the diagonal
entries of D and Dˆ respectively. Under the condition (2.8) and by Corollary 2.6
in Srivastava (2009), as v → ∞, we have σˆ−1rr = σ−1rr + Op(v−1), r = 1, . . . , p.
It then follows that as v → ∞, we have Dˆ−1 = D−1 [1 +Op(v−1)], and thus,
Dˆ
−1/2
= D−1/2[1 + op(1)] as v →∞.





where Z1, . . . ,Zv



















op(1)], i = 1, . . . , v with D
−1/2Z1, . . . ,D−1/2Zv
i.i.d∼ Np(0,R). It follows that for
large v, we have Rˆ ∼ Wp(v,R/v) approximately. By applying Lemma 2 of Zhang
et al. (2015), a ratio-consistent estimator of tr(R2) is then given by (2.30). 2
Proof of Theorem 2.1 It is easy to show that when Ω ∼ Wp(v,V), we have
tr(Ω) =
∑p
r=1 δrWr where Wr, r = 1, . . . , p
i.i.d∼ χ2v and δr, r = 1, . . . , p are the




D−1/2(z¯1 − z¯2), then under the normality




r=1 λrAr where Ar, r = 1, . . . , p
i.i.d∼ χ21 and λr, r =
1, . . . , p are the eigenvalues of R. The expressions of E(Tn0),Var(Tn0) and E[Tn0−
E(Tn0)]
3 then follow immediately from Eq. (4) on p. 274 in Zhang (2005). 2
Proof of Theorem 2.2 Since the eigenvalues λr, r = 1, . . . , p of the correlation









2k), k = 1, 2, . . . . (2.31)
This, together with the Cauchy-Schwarz inequality tr2
(
R3
) ≤ tr (R4) tr(R2),
shows that d∗ ≥ tr2(R2)/tr(R4) ≥ 1. By the Cauchy-Schwarz inequality again,
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We then have d = p2/tr(R2) ≤ p. The assertion (a) is proved.
To show the assertion (b), note that when λ1 = p, λr = 0, r = 2, . . . , p,
we have tr(Rk) = pk, k = 1, 2, . . . so that d∗ = d = 1. Conversely, when d =







r. It follows that∑
r 6=s λrλs = 0. Since λ1, . . . , λp are nonnegative and decreasingly-ordered, we
have λrλs = 0 for all r 6= s. However, if all the eigenvalues of R are 0, then
R = 0 and tr(R) = 0 6= p. This is impossible. Let us assume that the first
eigenvalue λ1 is positive, then we have λr = 0, r = 2, . . . , p and tr(R) = λ1 = p.
The assertion (b) is then proved.
We now show the assertion (c). When λr = 1, r = 1, . . . , p, we have R = Ip.
Hence tr(Rk) = p, k = 1, 2, . . . so that we have d∗ = d = p. Conversely, when












which implies that λ1 = . . . = λp, i.e., all the eigenvalues of R are the same.
Since tr(R) = pλ1 = p, we have λr = 1, r = 1, . . . , p. 2
Proof of Theorem 2.3 By Theorem 2.1, Tn0 is a central χ
2-type mixture with
all nonnegative coefficients. The theorem then follows from Lemma 1 of Zhang
et al. (2015) immediately, with d∗ defined in (2.15). 2
Proof of Corollary 2.1 By (a) of Theorem 2.2, when d is bounded, we have G is
not asymptotically normal and d∗ is also bounded. By Theorem 2.3, Tn0 is also not
asymptotically normal. On the other hand, when d∗ → ∞, by Theorem 2.3, we
have Tn0−1√
2p−2tr(R2)







L−→ N(0, 1), as desired. 2
Proof of Corollary 2.2 By the Cauchy-Schwarz inequality, we have tr(R2)/p ≥









]2 → ∞. Thus, by Theorem 2.2, d → ∞. It follows from
Theorem 2.3 that as p→∞, both Tn0 and G are asymptotically normal. 2
Proof of Corollary 2.3 Under the given conditions, as p → ∞, we have d =
p2/tr(R2)→ 1/b2 <∞ so that G is not asymptotically normal. By Theorems 2.2
and 2.3, we have d∗ < d <∞ so that Tn0 is not asymptotically normal. 2
Proof of Corollary 2.4 By Theorem 2.3 and Corollary 2.1, the proof is obvious
since t̂r(R2) is a ratio-consistent estimator of tr(R2). 2























Proof of Theorem 2.5 Under the given conditions, by (2.12), (2.21), and Corol-
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≥ zα − nτ(1−τ)√
2
̂tr(R2)










Proof of (2.24) By (2.11), for i = 1, 2, we have zij = yij − µi, j = 1, . . . , ni
are i.i.d. with E(zij) = 0 and Cov(zij) = Σ. Let uij = D
−1/2zij, j = 1, . . . , ni
and u¯i = D
−1/2(y¯i − µi), i = 1, 2. Then for i = 1, 2, uij, j = 1, . . . , ni are




u¯>1 u¯1 + u¯
>
2 u¯2 − 2u¯>1 u¯2
]


















It is easy to obtain Var(u¯>1 u¯2) = tr(R
2)/(n1n2). By Lemma 3 of Zhang et al.
(2015), we have Var(niu¯
>
i u¯i) = κi,11/ni + 2tr(R
2) where κi,11, i = 1, 2 are given
in (2.25). Then by some simple algebra, we have Var(pTn0) = 2tr(R
2) + δ, where
δ is given in (2.25). The expression (2.24) then follows immediately. 2
Proof of (2.27) Under Assumptions A1-A2, by Lemma 2.1 of Srivastava (2009),
we have κi,11 = E[(yi1 − µi)>D−1(yi1 − µi)]2 − 2tr(R2) − p2 = E[z>i1Azi1]2 −
2tr(R2)− p2 = (∑pr=1 a2rr)(γ− 3), i = 1, 2, where arr is the r-th diagonal entry of

























[1+o(1)]. It follows from Assumption A3 that d = p
tr(R2)/p
[1+o(1)]→
∞, as n, p → ∞ so that G is asymptotically normal. To prove the asymptotic
normality of Tn0, it is along the same lines as those in the proof of Theorem 2.1
in Srivastava (2009). The details are then omitted for space saving. 2
Proof of Corollary 2.5 Under Assumption A and the null hypothesis H0, by
Theorem 2.6, t̂r(R2) is a ratio-consistent estimator of tr(R2) and the expression
(2.20) follows immediately. 2
Proof of Theorem 2.7 Under the given conditions, including that dˆ is a ratio-
consistent estimator of d, the proof is along the same lines as those in the proof
of Theorem 2.4. The details are then omitted for space saving. 2
Proof of Theorem 2.8 Under the given conditions and by Corollary 2.5, the
proof is along the same lines as those in the proof of Theorem 2.5. The details






In Chapter 2, we developed a simple and scale-invariant test for the high-
dimensional two-sample problem under homoscedasticity, and it works well com-
pared with some existing test methods. However, the homoscedasticity assump-
tion may limit its application for real data analysis if the two samples have differ-
ent covariance matrices. To solve this problem, in this chapter, we study the two-
sample problem for high-dimensional data under heteroscedasticity, which tests
the equality of mean vectors of two high-dimensional samples without checking
the common covariance matrix assumption since this is a challenging problem
for high-dimensional data. Suppose that we have the following two independent
high-dimensional samples:
yi1, . . . ,yini are i.i.d. with E(yi1) = µi and Cov(yi1) = Σi, i = 1, 2, (3.1)
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where the dimension p of yi1 is very large, and may be close to or even much larger
than the total sample size n = n1 + n2. Same as in Chapter 2, one interesting
problem is to test the equality of the two mean vectors:
H0 : µ1 = µ2 versus H1 : µ1 6= µ2. (3.2)
A motivating high-dimensional example can be seen in the introduction section of
Chapter 2. To our knowledge, for this high-dimensional two-sample problem un-
der heteroscedasticity, several tests have been proposed and we also classify them
as non-scale-invariant and scale-invariant tests. The non-scale-invariant tests in-
clude Chen and Qin (2010), Aoshima and Yata (2011), and Ahmad (2014) among
others, while the scale-invariant tests include Srivastava et al. (2013), Feng et al.
(2015), and Feng and Sun (2015) among others. As stated in the introduction
section of Chapter 2, since it is quite common that different components of
multivariate data may have different scales in practice, scale-invariant tests are
preferred and usually have higher powers than non-scale-invariant tests. To ap-
preciate this, Feng et al. (2015) gave some examples to show the advantages of
scale-invariant tests over non-scale-invariant tests for the two-sample Behrens-
Fisher problems. Note that most of the above tests impose strong assumptions
on the underlying covariance or correlation matrices such that their test statistics
are asymptotically normal. However, these assumptions may not be satisfied or
hardly be checked for real data applications, which means that these tests may
not be able to maintain their sizes well in practice, and their conclusions may be
unreliable and even misleading.
To show this, let us take the scale-invariant test of Srivastava et al. (2013) (de-
noted as SKK-test) as an example, which is an extension of the test proposed by
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Srivastava and Du (2008) (denoted as SD-test) for high-dimensional two-sample




j=1 yij and Σˆi = (ni− 1)−1
∑ni
j=1(yij−
y¯i)(yij − y¯i)>, i = 1, 2 be the usual sample mean vectors and sample covariance

















(y¯1 − y¯2), Dˆ is the
diagonal matrix of Ωˆn, and Rˆ is the associated correlation matrix of Ωˆn which
is also defined the same as in Srivastava et al. (2013). Note that Ωˆn and Rˆ de-
fined above are different from the usual pooled sample covariance and correlation






(y¯1 − y¯2)− p√
pσˆ2cp,n
, (3.4)
















p(n2−1)n2 , tr(·) is the trace operation
for matrices, and cp,n = 1 + tr(Rˆ
2
)/p3/2 is the so-called adjustment coefficient
from Srivastava and Du (2008), used to improve the convergence of TSKK to its
asymptotic normal distribution N(0, 1).
Since the SKK-test is essentially a generalization of the SD-test, the SKK-
test naturally carries over the two serious drawbacks of the SD-test as stated in
the introduction section of Chapter 2, which will also limit its use in real data
analysis. The critical value or p-value of the SKK-test is calculated with a normal
approximation based on the theory of Srivastava et al. (2013), which says that























































































Figure 3.1: Histograms of the simulated TSKK under the null hypothesis H0
with the two samples (3.1) generated from the p-dimensional normal distribution
Np(0,Σi) with Σi = (1 − ρi)Ip + ρiJp and ρi ∈ [0, 1], i = 1, 2 for various tuning
parameters [n1, n2, p, ρ1, ρ2], showed in the subtitle of each panel, where Ip and
Jp denote the p× p identity matrix and the p× p matrix of 1’s.
normal as n, p→∞. However, as mentioned before, in practice these regularity
conditions are hardly satisfied so that the null distribution of TSKK may not be
asymptotically normal and it is actually often skewed. This implies that the SKK-
test may not be able to maintain the nominal size well. To appreciate this, in
Figure 3.1, we display the histograms of the simulated TSKK with the two samples
(3.1) generated under the null hypothesis H0. It is seen that the shape of the
histogram of the simulated TSKK under H0 is mainly controlled by the values of
ρi, i = 1, 2 which determine the correlation among the p-variables of the data: the
larger the values of ρi, i = 1, 2 are, the larger correlation among the p-variables.
When [ρ1, ρ2] = [0.01, 0.01], the histograms are quite symmetric and bell-shaped
so that a normal approximation as suggested by the theory of Srivastava et al.
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(2013) is adequate for approximating the underlying null distribution of TSKK .
However, when [ρ1, ρ2] = [0.5, 0.3] and [0.9, 0.5], the histograms are quite skewed
so that a normal approximation is no longer adequate and it may result in a
biased test if a normal approximation is blindly employed. The simulation results
in Section 3.6 actually reveal that when the underlying null distribution of TSKK
is nearly normal, the SKK-test indeed has reasonable sizes and powers, while
when the underlying null distribution of TSKK is actually skewed, the SKK-test
has unacceptable small sizes and powers.
To overcome the above problem, in this chapter, we propose and study a






(y¯1 − y¯2), (3.5)
where Dˆ is given in (3.3). Note that this test statistic is essentially different
from the one proposed in Chapter 2 since the matrices Dˆ’s are constructed dif-
ferently. The test statistic Tn here considers the information that the covariance
matrices of the two samples may not be equal. It is not difficult to find that
Tn is always nonnegative while TSKK takes both positive and negative values,
and the close connection between Tn and TSKK can be seen from the expressions
in (3.4) and (3.5). We shall show that for normal data, the null distribution of
Tn is approximately the same as a chi-squared-type mixture, indicating that the
null distribution of Tn is generally skewed although it may be asymptotically
normal under some regularity conditions. Therefore, the normal distribution is
not always applicable for approximating the null distribution of Tn. To over-
come this difficulty, following Chapter 2, we shall use the well-known Welch-
Satterthwaite chi-squared-approximation which is very accurate and adaptive as
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shown in Chapter 2. That is, we approximate the null distribution of Tn by that






= denotes equality in distribution and χ2v denotes a chi-squared distribu-
tion with v degrees of freedom. We may call the parameter d the approximate
degrees of freedom and it can be determined via matching the variances of Tn and
G since we always have E(Tn) ≈ 1 and E(G) = 1. When the two samples (3.1)
are non-normal, we continue to use Tn to test (3.2) and show in Section 3.4 that
under some regularity conditions the effect of non-normality of the two samples
on the test statistic Tn will be significantly reduced via averaging the samples.
Since the test statistic Tn is nonnegative and generally skewed, it is still effective
to approximate the null distribution of Tn by that of G, which has been verified
by the simulation results in Chapter 2.
The contributions of this chapter are as follows. First of all, to study the
null distribution of Tn, for normal data, we first give a necessary and sufficient
condition for the underlying null distribution of Tn to be asymptotically nor-
mal without restrict conditions on the relationship of n and p, and then give a
simple sufficient condition such that Tn is not asymptotically normal, indicating
that the normal approximation is not always adequate for the null distribution
of Tn. Furthermore, we show that the proposed test Tn approximated by the
Welch-Satterthwaite χ2-distribution is adaptive to the shape of its underlying
null distribution in the sense that when the underlying null distribution of Tn
is asymptotically normal, the approximate degrees of freedom d will tend to in-
finity and otherwise, it is a finite number. This advantage is not shared by the
tests proposed in Chen and Qin (2010) and Srivastava et al. (2013), where only
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the asymptotic normal distributions of the test statistics are derived. For non-
normal data, we show that under the regularity conditions similar to Chen and
Qin (2010) and Srivastava et al. (2013), the approximate degrees of freedom d
will tend to ∞ so that both Tn and G are asymptotically normal, and when d is
finite, the regularity conditions will not be satisfied. Ratio-consistent estimators
of the parameters in the χ2-approximation are constructed, which are essentially
different from those in Chapter 2 and need more technical proofs. The approxi-
mate and asymptotic powers of the test Tn are also studied carefully. Finally, we
demonstrate via intensive simulation studies that our test outperforms the tests
of Chen and Qin (2010) and Srivastava et al. (2013) in terms of size control and
high power.
The rest of this chapter is organized as follows. We first give some prelimi-
naries in Section 3.2, and then describe the methodologies for normal and non-
normal data in Sections 3.3 and 3.4 respectively. The approximate and asymp-
totic powers of the proposed test are investigated in Section 3.5. Simulation
studies and an application to the colon data are given in Sections 3.6 and 3.7 re-
spectively. We conclude this chapter in Section 3.8 and leave the technical proofs
in Section 3.9.
3.2 Preliminaries
To test the two-sample problem (3.2), we need to derive the null distribution













Σ2 is the population version of Ωˆn in (3.3), and D =
diag(Ωn) is unknown but can be consistently estimated using Dˆ in (3.3). Let σˆirr
and σirr, r = 1, . . . , p be the diagonal entries of Σˆi and Σi, i = 1, 2 respectively.
Throughout this chapter, we assume the diagonal entries σirr, r = 1, . . . , p, i =
1, 2 are bounded uniformly, which is also assumed by Srivastava et al. (2013).
That is, there exists two global positive constants σL and σU such that
0 < σL ≤ σirr ≤ σU <∞, for all r = 1, . . . , p, i = 1, 2. (3.8)





i ), r = 1, . . . , p, (3.9)
where Op(·) denotes the “bounded in probability” operation. It means that
σˆ−1irr , r = 1, . . . , p, i = 1, 2 are consistent estimators of σ
−1
irr , r = 1, . . . , p, i = 1, 2.
Note also that the expression (3.9) holds generally for normal and non-normal
data. Under the assumption (3.8) and by (3.9), Srivastava et al. (2013) showed
that Dˆ
−1
= D−1[1 + Op(n
−1/2
m )] where nm = min(n1, n2) is the minimum value










That is, Tn and T
∗
n have about the same distribution for large nm. Thus, study-
ing the null distribution of Tn is asymptotically equivalent to studying the null
distribution of T ∗n . For further study, we set
zij = yij − µi, j = 1, . . . , ni; i = 1, 2, (3.11)
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and let z¯i be the usual sample mean vector of zij, j = 1, . . . , ni so that z¯i =
y¯i − µi, i = 1, 2. We can write
T ∗n = Tn0 + 2Sn +
n1n2
np





(z¯1− z¯2)>D−1(z¯1− z¯2), Sn = n1n2
np
(µ1−µ2)>D−1(z¯1− z¯2). (3.13)
It is clear that Tn0 has the same distribution as the null distribution of T
∗
n .
3.3 Main results for normal data
Throughout this section, we first assume that the two samples (3.1) are from
two normal populations. Let R = D−1/2ΩnD−1/2 be the population version of
Rˆ in (3.3), which is the correlation matrix associated with Ωn and defined the
same as in Srivastava et al. (2013). We first have the following important and
useful theorem stating the random expression of Tn0 and its first three cumulants:
mean, variance, and the third central moment.




r=1 λrAr where Ar, r =
1, . . . , p
i.i.d∼ χ21 and λr, r = 1, . . . , p are the eigenvalues of R. Further, the first
three cumulants of Tn0 are E(Tn0) = 1, Var(Tn0) = 2p
−2tr(R2) and E[Tn0 −
E(Tn0)]
3 = 8p−3tr(R3).
Note that although Theorem 3.1 looks the same as Theorem 2.1 in Chapter 2,
the quantities Tn0, λr,R are defined with different meanings which will lead to
different understanding of the results. For example, R in Chapter 2 is the common
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population correlation matrix of the two samples, while R in this chapter is the





3.3.1 Approximate and asymptotic distributions
Theorem 3.1 shows that Tn0 is a χ
2-type mixture with unknown coefficients
λr, r = 1, . . . , p being the eigenvalues of the correlation matrix R, and it is non-
negative and generally skewed. Therefore, it is not always applicable to approx-
imate the distribution of Tn0 by a normal distribution as used in Chen and Qin
(2010) and Srivastava et al. (2013). Rather, as mentioned in the introduction,
we can approximate the distribution of Tn0 using that of the random variable G
as defined in (3.6). The approximate degrees of freedom d can be determined via
matching the variances of Tn0 and G. By (3.6), we have Var(G) = 2/d and by
Theorem 3.1, we have Var(Tn0) = 2p
−2tr(R2). Therefore, equating the variances





In practice, d is always finite so that the proposed test can always be con-
ducted provided that d is consistently estimated from the data. In theory, how-
ever, we may have d→∞. In this situation, by the law of large numbers, we have
G→ 1 almost surely and by the central limit theorem, we have (G−1)/√2/d→
N(0, 1) in distribution. Same as in Chapter 2, to study in what situation both
Tn0 and G are asymptotically normal, we use the skewness of Tn0 which will tend
to 0 when Tn0 tends to a normal distribution. By Theorem 3.1, the skewness of
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Here d∗ is also known as the approximate degrees of freedom of the three-
cumulant matched χ2-approximation to the distribution of Tn0, as mentioned
in Chapter 2. It is clear from (3.14) and (3.15) that d and d∗ depend only on





r for all k = 1, 2, . . .. It then follows from Theorem 2.2 in Chap-
ter 2 that,
1 ≤ d∗ ≤ d ≤ p. (3.16)
It can be seen from (3.16) and the proof of Theorem 2.2 in Chapter 2 that they
take value 1 when only the first eigenvalue of the correlation matrix R is equal
to p and other eigenvalues are all 0, and take value p when all the eigenvalues
are equal to 1. Further, when the first k eigenvalues of R are equal to p/k and
the remaining ones are 0, we have d∗ = d = k for k = 1, . . . , p. In general,
when the first few decreasingly-ordered eigenvalues of R are much larger than
the remaining eigenvalues, both d∗ and d will take smaller values and when all
the eigenvalues are nearly the same, both d∗ and d will take larger values.
By (3.15), it is seen that the skewness of Tn0 will tend to 0 as d
∗ tends to∞ and
when the skewness of Tn0 tends to 0, we have d
∗ →∞. Thus, d∗ is a good measure
for the symmetry and normality of Tn0. In fact we can show that as p → ∞,
“d∗ →∞” is a necessary and sufficient condition for the asymptotic normality of
Tn0. In this chapter, let
L−→ and P−→ denote the convergence in distribution and
in probability respectively. We now state a necessary and sufficient condition for
Tn0 to be asymptotically normal as p→∞.
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Theorem 3.2. Tn0 is asymptotically normal if and only if d
∗ → ∞ as p → ∞.
In addition, when d is bounded, neither Tn0 nor G is asymptotically normal, and
when d∗ →∞, we have
Tn0 − 1√
2p−2tr(R2)
L−→ N(0, 1) and G− 1√
2p−2tr(R2)
L−→ N(0, 1). (3.17)
Note that for the asymptotic normality of Tn0 in Theorem 3.2, n and p are
freely diverged to infinity without any restriction. Theorem 3.2 says that we
can approximate the distribution of Tn0 by a normal distribution only when
d∗ is large. It also indicates that the proposed test is adaptive to the shape of
the underlying distribution of Tn0 in the sense that when Tn0 is asymptotically
normal, the associated d→∞ so that G is also asymptotically normal; and when
d is finite so that G is not asymptotically normal, the associated d∗ is also finite
so that Tn0 is also not asymptotically normal. This advantage is not shared by
the tests proposed by Chen and Qin (2010) and Srivastava et al. (2013) among
others where only the asymptotic normal distributions of the test statistics are
derived. Theorem 3.2 also indicates that we may use d to determine if a normal
approximation would be adequate for the distribution of Tn0. For example, when
d is small, say, d < 10, the normal approximation will not be adequate and is
not recommended. However, simulation studies presented in Section 3.6 indicate
that the χ2-approximation for the distribution of Tn0 is adequate even when d is
very small.
To show the asymptotic normality of their two-sample tests for high-dimensional
data, Chen and Qin (2010) imposed some sufficient conditions including the size
condition
n1/n→ τ ∈ (0, 1) as n→∞, (3.18)
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and the condition on the structure of the two covariance matrices
tr(ΣiΣjΣkΣl) = o(tr
2[(Σ1 + Σ2)
2]) for i, j, k, l = 1, 2 as p→∞, (3.19)






Note that Srivastava et al. (2013) established the asymptotic normality of their
test statistic (3.4) under the conditions including (3.20) with the data normality.
By Theorem 3.2, we can show in the following corollary that condition (3.18) with
(3.19), or condition (3.20) alone, is also sufficient for the asymptotic normality
of Tn0 and G, and in addition we can give a simple sufficient condition such that
neither Tn0 nor G is asymptotically normal so that a normal approximation to
the null distribution of Tn0 is no longer applicable.
Corollary 3.1. Under conditions (3.18) and (3.19), or condition (3.20) alone,





b2 ∈ (0,∞), then as p→∞, neither Tn0 nor G is asymptotically normal.
3.3.2 Implementation
In this subsection, we study how to implement the proposed test Tn. For this
purpose, we only need to find a ratio-consistent estimator for d or equivalently






−1/2)2] = tr(R21) + tr(R
2
2) +
2tr(R1R2), where Ri =
n1n2
nni
D−1/2ΣiD−1/2, i = 1, 2, we only need to estimate
tr(R2i ), i = 1, 2 and tr(R1R2) consistently. Note that Ri, i = 1, 2 defined above
are not the usual correlation matrices of Σi, i = 1, 2. We then have the following
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theorem.
Theorem 3.3. Under conditions (3.8) and (3.18), the ratio-consistent estimators



















, i = 1, 2 are the sample versions of Ri, i = 1, 2.
Note that Srivastava et al. (2013) used essentially similar ratio-consistent
estimators for tr(R2i ) and the same estimator as above for tr(R1R2) under some
conditions including (3.8), (3.18) and (3.20). Their estimators for tr(R2i ) can be
obtained via removing the constant factors (ni−1)
2
(ni−2)(ni+1) , i = 1, 2 in (3.21), which
will converge to 1 as ni →∞. However, we do not impose the condition (3.20) in
Theorem 3.3 so that our results in Theorem 3.3 hold generally for normal data
provided that the weak conditions (3.8) and (3.18) are satisfied.
Thus, by Theorem 3.3, it is easy to show that the ratio-consistent estimator
of tr(R2) is given by




Note that this estimator of tr(R2) is very different from the one in Chapter 2
since the constructions of R’s are different and more technical proofs are needed
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For any nominal significance level α > 0, let χ2v(α) denote the upper 100α per-
centile of the χ2v-distribution. Then using (3.23), the proposed test with the
Welch-Satterthwaite χ2-approximation can be conducted via using the approxi-
mate critical value χ2
dˆ
(α)/dˆ or the approximate p-value P (χ2
dˆ
/dˆ ≥ Tn). In prac-
tice, the above test can always be conducted without any difficulty since dˆ is
always finite.
By Theorem 3.2, when d∗ is large, the normal approximation to the distribu-
tion of Tn0 is also adequate. This means that in practice, when dˆ is sufficiently
large, the normal approximation for the proposed test is also adequate although
the Welch-Satterthwaite χ2-approximation is still recommended as demonstrated
by the simulation studies presented in Section 3.6. Using the ratio-consistent es-
timator (3.22) of tr(R2), we have the following corollary.
Corollary 3.2. Assume d∗ →∞ as p→∞. Then under the null hypothesis H0,
as n, p→∞, we have
Tn0 − 1√
2p−2t̂r(R2)
L−→ N(0, 1). (3.24)
Note that we do not impose any restrict conditions on the relationship of n
and p in Corollary 3.2, which offers much flexibility for analyzing high-dimensional
data. For any nominal significance level α > 0, let zα and Φ(·) denote the upper
100α percentile and the cumulative distribution function of N(0, 1). By Corol-
lary 3.2, when d∗ is large, the proposed test Tn with the normal approximation
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3.4 Main results for non-normal data
In this section, we consider the two-sample problem (3.2) when the data are
non-normal, and we continue to use the test statistic Tn (3.5) since Tn is still
nonnegative and often skewed so that the Welch-Satterthwaite χ2-approximation
should still work well, which has been verified by the simulation results in Chap-
ter 2. The null distribution of Tn is the same as that of Tn0 since (3.10) remains
true for non-normal data. For this purpose, we only need to derive the vari-
ance of Tn0 since we always have E(Tn0) = 1. By some simple algebra given in
Section 3.9, the variance of Tn0 is expressed as
Var(Tn0) = p











(yi1 − µi)>D−1(yi1 − µi)
]2
− 2tr(R2i )− tr2(Ri), i = 1, 2.
(3.26)
When the two samples (3.1) are normal, we have κi,11 = 0, i = 1, 2. It is seen
from (3.25) and (3.26) that the effect of non-normality of the two samples on
the test statistic Tn0 will be significantly reduced via averaging the samples. By





For normal data, the above formula reduces to the one stated in (3.14).
Similar to the studies in Section 3.3.1, although we use χ2-approximation for
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the null distribution of Tn, it is still interesting to study when the null distribution
of Tn is asymptotically normal. Following Chen and Qin (2010) and Srivastava
et al. (2013), we impose the following assumptions for studying the asymptotic
normality of Tn and the consistent estimator of tr(R
2):
Assumption A
1. For i = 1, 2 and j = 1, . . . , ni, yij = µi + Γizij where Γi is a p×m matrix
for some m ≥ p such that ΓiΓ>i = Σi and zij’s are i.i.d m-vectors with
E(zij) = 0 and Cov(zij) = Im. The fact that m ≥ p is arbitrary offers much
flexibility in generating a rich collection of dependence structure.
2. Let zijr be the r-th component of zij, r = 1, . . . ,m. Assume that zijr, r =
1, . . . ,m are i.i.d with E(zijr) = 0,Var(zijr) = 1 and E(z
4
ijr) = 3 + γ <∞.






5. As n, p→∞, nm = O(p), 1/2 <  ≤ 1.
These assumptions are similar to those imposed in Chen and Qin (2010) and
Srivastava et al. (2013) for studying the asymptotic normality of their tests.
Assumption A1 specifies a factor model. Assumption A2 requires that the com-
ponents of zij are i.i.d with finite fourth moments. Assumption A3 is the size
condition which requires n1 increases proportional with n. Assumption A4 is the
key condition such that the asymptotic normality of Tn is guaranteed. The last
assumption gives the relative convergence rate between nm and p when n, p→∞.
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[1 + o(1)]. (3.28)
The above expressions indicate that under Assumptions A1-A3, the effect of non-
normality of the data is ignorable. In this case, the ratio-consistent estimator of
tr(R2) given by (3.22) can still be used, and the ratio-consistent estimator of
d is still given by (3.23). We then conduct the proposed test with the Welch-
Satterthwaite χ2-approximation as described in Section 3.3.2.
Further, under Assumption A, we have the following theorem stating the
asymptotic normality of Tn0 and G.
Theorem 3.4. Under Assumptions A1-A4 and the null hypothesis H0, as n, p→
∞, both Tn0 and G are asymptotically normal, and we have the expressions
Tn0−1√
2p−2tr(R2)
L−→ N(0, 1) and G−1√
2p−2tr(R2)
L−→ N(0, 1).
Note that Assumption A5 is not needed in Theorem 3.4 for the asymptotic
normality of Tn0, which means n and p are freely diverged to infinity. Theo-
rem 3.4 also indicates that when d is finite, Assumption A4 will be violated since
otherwise d will tend to infinity. The following corollary parallels Corollary 3.2,
which indicates that the proposed test can also be conducted with the normal
approximation as described in Section 3.3.2.
Corollary 3.3. Assume the condition (3.8) holds. Then under Assumption A
and the null hypothesis H0, as n, p→∞, we still have the expression (3.24).
79
Chapter 3. Two-Sample Problems under Heteroscedasticity
3.5 Approximate and asymptotic powers
In this section, we investigate the approximate and asymptotic powers of
Tn. By (3.10), we can write Tn = T
∗
n [1 + Op(n
−1/2
m )] with T ∗n having the de-




(µ1−µ2)>D−1ΩnD−1(µ1−µ2). Following Chen and Qin (2010)
and Srivastava et al. (2013), we consider the power of Tn under the following
local alternative:
as n, p→∞, Var(Sn) = o[Var(Tn0)], (3.29)
where Var(Tn0) is given in Theorem 3.1 for normal data and given in (3.25)
for non-normal data. Under the above condition (3.29), we have Var(Tn) ≈
Var(T ∗n) ≈ Var(Tn0) for large samples.
We first consider the approximate power when d tends to a finite number
as p → ∞. In this case, the normal approximation is not adequate and the
proposed test is conducted by using the Welch-Satterthwaite χ2-approximation
with the approximate critical value χ2
dˆ
(α)/dˆ. The associated power of Tn can be




. We have the following theorem.
Theorem 3.5. Assume the conditions (3.8) and (3.18) hold, in addition, d tends
to a finite number as p → ∞ and dˆ is a ratio-consistent estimator of d. Then
















3.5. Approximate and asymptotic powers
We now consider the asymptotic power of Tn when Tn is asymptotically
normally distributed. In this case, the proposed test can be equivalently con-
ducted using the normal approximation with the approximate critical value
1 +
√







. We have the following theorem.
Theorem 3.6. Assume that the conditions (3.8) and (3.18) hold. In addition,
for normal data, assume that d∗ →∞ as p→∞, and for non-normal data, As-
sumption A holds. Then under the condition (3.29), as n, p→∞, the asymptotic
power of Tn can be expressed as
P
 Tn − 1√
2p−2t̂r(R2)
≥ zα
 = Φ(−zα + nτ(1− τ)√
2tr(R2)




Note that the asymptotic power expression (3.31) of Tn is essentially the same
as the one given by Srivastava et al. (2013). In addition, the right-hand side of
(3.31) can also be obtained from the right-hand side of (3.30) provided d→∞. To





L−→ N(0, 1) and (χ2d(α)−d)/
√
2d→
zα as d→∞. It follows that we have
P
(















(µ1 − µ2)>D−1(µ1 − µ2)
)
+ o(1),
where the fact 2/d = 2p−2tr(R2) holds exactly for normal data and approxi-
mately under Assumption A for non-normal data.
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3.6 Simulation studies
In this section, we first conduct two simulation studies to compare the pro-
posed test against some existing competitors in terms of size control and power,
including a non-scale-invariant test proposed by Chen and Qin (2010) and a
scale-invariant test proposed by Srivastava et al. (2013), denoted as TCQ and
TSKK respectively. We also conduct a simulation study to compare our test
method proposed in this chapter with the one proposed in Chapter 2, to eval-
uate their performance for homoscedastic and heteroscedastic data. Same as
in Chapter 2, we use the average relative error (ARE) to measure the overall
performance of a test in terms of maintaining the nominal size α, defined as
ARE=100m−1
∑m
r=1 |αˆr−α|/α, where αˆr, r = 1, . . . ,m are empirical sizes under
consideration. The smaller ARE value indicates a better overall performance of
the associated test in terms of size control. Throughout the simulation studies,
the nominal size is α = 5% and the number of replications is 10, 000.
Note that in Chapter 2 we conducted a careful study for the adjustment coef-
ficient cp,n advocated by Srivastava and Du (2008), and found that cp,n employed
in (3.4) does improve the convergence of a scale-invariant test to a normal dis-
tribution when the associated underlying distribution is approximately normal
but it will reduce the empirical size of the test substantially so that the scale-
invariant test is no longer applicable otherwise. To overcome this difficulty, in
Chapter 2 we identified an empirical criterion for employing the adjustment co-
efficient cp,n cleverly. Here we also adopt this strategy for the proposed test Tn.
That is, instead of employing cp,n blindly as in the TSKK test, we can employ
cp,n in the proposed test Tn via adjusting the associated estimated approximate
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degrees of freedom dˆ in the following way:
dˆadj =
 dˆ/cp,n, when cp,n ≤ 1.2,dˆ, otherwise. (3.32)
The resulting test, denoted as Tn,adj, is then conducted via replacing dˆ with dˆadj.
We shall study the performance of Tn,adj instead of Tn in the following simulation
studies presented in this section.
Data generating setup: We generate two samples (3.1) following the data
structure specified by Assumption A1 in Section 3.4. That is, for i = 1, 2,
j = 1, . . . , ni, we set yij = µi + Σ
1/2
i zij, where zij = (zij1, . . . , zijp)
>, with zijk
generated from the following three distributions same as in Chapter 2, which rep-
resent three different shapes, i.e. normal, non-normal but symmetric, non-normal
and skewed:
Model 1: zijk, k = 1, . . . , p
i.i.d∼ N(0, 1).
Model 2: zijk = uijk/
√
2, with uijk, k = 1, . . . , p
i.i.d∼ t4.
Model 3: zijk = (uijk − 2)/2, with uijk, k = 1, . . . , p i.i.d∼ χ22.




i where Di =
diag(d21, . . . , d
2
p) with dk = (p− k + 1)/p, k = 1, . . . , p, and Ri = (rk`) with rk` =
(−1)k+`ρ0.1|k−`|i , k, ` = 1, . . . , p; i = 1, 2. This covariance structure represents the
case where the diagonal elements of Σi are not equal so that in terms of power, the
scale-invariant tests Tn,adj and TSKK should outperform the non-scale-invariant
test TCQ. Note that the larger difference between ρ1 and ρ2 will determine the
larger difference between Σ1 and Σ2, and the value of ρi controls the correlation
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among the p-variables of the generated data: the larger the value of ρi is, the
larger correlation among the p-variables. The absolute correlation value of rk`
decays as |k − `| increases.
Simulation 1: In this simulation, we set p ∈ {200, 500, 1000}, n1 = 0.8n0
and n2 = 1.2n0 with n0 ∈ {200, 300, 400}. In addition, to specify the differ-
ent covariance matrices Σ1 and Σ2 for the two-sample problem (3.2) under het-
eroscedasticity, we set [ρ1, ρ2] ∈ {[0.01, 0.01], [0.5, 0.3], [0.9, 0.5]} so that the dif-
ference between the two covariance matrices is no difference, small difference,
and large difference, and at the same time, the p variables of the simulated data
are nearly uncorrelated, moderately correlated, and highly correlated. Note that
when [ρ1, ρ2] = [0.01, 0.01] we have the special case Σ1 = Σ2 to evaluate the
performance of the tests under homoscedasticity. For the null hypothesis, we set
µ1 = µ2 = 0 and for the alternative hypothesis, to make the power comparable
among the configurations of H1, we set a suitable value for the tuning parameter
η = (µ1 − µ2)>D−1(µ1 − µ2)/
√
tr(R2) so that the empirical powers of these
tests are comparable under a same setting and the largest empirical power is
close to 1. For this purpose, we set η = 0.03 throughout this simulation. Con-
cretely, we set µ1 = 0 and µ2 = δh with h = v/
√




The results are displayed in the following tables and figures. We first show
how the tests maintain the nominal size 5%. Table 3.1 displays the empirical
sizes of TCQ, TSKK and Tn,adj with associated ARE values listed in the rows
labeled with ARE, and Figure 3.2 shows the corresponding boxplots of the
empirical sizes for easy comparison. Several conclusions may be drawn from the
table and boxplots. First of all, Tn,adj performs well in all configurations, and
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Table 3.1: Empirical sizes (in percentages) of TCQ, TSKK and Tn,adj under various
configurations of Simulation 1.
[ρ1, ρ2] = [0.01, 0.01] [ρ1, ρ2] = [0.5, 0.3] [ρ1, ρ2] = [0.9, 0.5]
Model p [n1, n2] TCQ TSKK Tn,adj TCQ TSKK Tn,adj TCQ TSKK Tn,adj
[160,240] 6.26 4.78 4.31 7.03 3.36 5.86 7.09 1.73 5.33
200 [240,360] 6.01 5.14 4.54 6.61 3.21 5.61 6.80 1.49 5.52
[320,480] 6.66 5.29 4.66 7.03 3.25 5.58 6.69 1.50 5.37
[160,240] 5.63 5.10 5.06 6.99 3.70 6.10 6.98 2.09 5.77
1 500 [240,360] 5.99 4.80 4.62 6.66 3.79 5.56 6.64 1.78 5.41
[320,480] 5.70 4.47 4.23 6.69 3.45 5.55 7.28 1.77 5.88
[160,240] 5.80 5.29 5.64 6.43 3.94 6.23 6.64 2.12 6.14
1000 [240,360] 5.72 5.27 5.32 6.69 4.17 5.83 6.90 2.00 5.87
[320,480] 5.98 5.16 5.13 6.23 3.75 5.34 6.62 2.14 5.70
ARE 19.4 4.9 8.4 34.1 27.5 14.8 37.0 63.1 13.3
[160,240] 6.56 5.28 4.75 6.80 3.29 5.53 6.57 1.63 5.63
200 [240,360] 6.59 4.81 4.16 7.11 3.36 5.69 6.85 1.70 5.53
[320,480] 6.17 5.07 4.52 7.17 3.42 5.82 6.65 1.61 5.44
[160,240] 5.80 4.81 4.77 6.65 3.59 5.81 6.86 1.78 5.59
2 500 [240,360] 5.98 5.07 4.88 6.41 3.88 5.54 7.02 1.70 5.53
[320,480] 6.07 5.09 4.78 6.34 3.46 5.25 6.72 1.82 5.38
[160,240] 5.66 5.36 5.69 6.06 3.86 5.92 6.95 2.33 6.06
1000 [240,360] 5.78 5.44 5.51 6.58 4.05 5.74 7.02 2.09 5.97
[320,480] 6.08 5.06 5.02 6.44 3.74 5.44 6.37 1.93 4.95
ARE 21.5 3.9 7.5 32.4 27.4 12.8 35.6 63.1 11.5
[160,240] 6.24 5.53 4.97 7.19 3.64 6.05 6.33 1.61 4.72
200 [240,360] 6.59 4.98 4.30 6.80 3.38 5.79 6.82 1.49 5.08
[320,480] 6.45 4.74 4.28 6.71 3.15 5.34 6.22 1.53 4.93
[160,240] 5.97 5.32 5.26 6.67 3.80 5.80 6.60 1.86 5.49
3 500 [240,360] 5.64 4.93 4.73 6.45 3.44 5.51 7.09 1.95 5.84
[320,480] 5.75 4.89 4.58 6.70 3.49 5.55 6.71 1.69 5.40
[160,240] 5.86 5.42 5.80 6.17 3.57 5.89 6.61 2.00 5.65
1000 [240,360] 5.23 5.23 5.31 6.03 3.67 5.39 7.00 1.90 5.55
[320,480] 5.52 5.01 5.01 6.49 3.90 5.68 7.09 2.18 5.72


























































































Figure 3.2: Boxplots of the empirical sizes (in percentage) of the three tests under
Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 1.
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outperforms TCQ generally and outperforms TSKK when [ρ1, ρ2] = [0.5, 0.3] and
[0.9, 0.5]. Second, TSKK performs slightly better or comparable with our test
Tn,adj when [ρ1, ρ2] = [0.01, 0.01], while it performs much worse with empirical
sizes less than 2.4% when [ρ1, ρ2] = [0.9, 0.5]. Combined with the simulation
results in Chapter 2, whether the covariance matrices Σ1 and Σ2 equal or not,
this shows that the adjustment coefficient cp,n indeed improves the performance of
TSKK slightly when the simulated data are less correlated but it does worsen the
performance of TSKK when the simulated data are highly correlated. Therefore,
TSKK is no longer applicable when the data are highly correlated.
Table 3.2: Empirical powers (in percentages) of TCQ, TSKK and Tn,adj under var-
ious configurations of Simulation 1.
[ρ1, ρ2] = [0.01, 0.01] [ρ1, ρ2] = [0.5, 0.3] [ρ1, ρ2] = [0.9, 0.5]
Model p [n1, n2] TCQ TSKK Tn,adj TCQ TSKK Tn,adj TCQ TSKK Tn,adj
[160,240] 6.35 58.23 55.86 8.45 40.27 55.12 7.08 11.56 46.72
200 [240,360] 5.96 88.64 87.18 6.78 77.45 91.16 7.91 35.72 94.25
[320,480] 6.55 98.97 98.68 5.84 99.32 100.00 7.55 82.48 100.00
[160,240] 6.26 61.34 61.22 6.33 45.63 56.82 8.22 18.95 51.82
1 500 [240,360] 6.51 89.68 89.26 8.51 86.71 92.33 6.78 51.09 94.52
[320,480] 5.82 98.97 98.92 6.25 99.34 99.67 6.52 91.82 100.00
[160,240] 5.80 60.55 61.71 6.73 50.82 62.23 5.94 23.41 51.85
1000 [240,360] 5.77 90.72 90.74 5.75 87.33 92.28 7.73 66.18 93.52
[320,480] 5.36 99.34 99.35 6.44 98.52 99.56 6.14 96.91 100.00
[160,240] 7.38 58.41 57.95 6.55 39.10 54.52 5.66 9.86 45.43
200 [240,360] 5.40 88.43 87.69 6.08 78.84 90.76 6.29 34.68 94.91
[320,480] 5.45 98.75 98.58 5.62 99.51 99.90 7.38 85.64 100.00
[160,240] 6.28 59.90 59.74 7.61 48.47 62.35 7.04 17.25 50.51
2 500 [240,360] 5.56 89.17 88.85 6.83 87.44 92.56 7.39 51.24 95.16
[320,480] 6.53 99.32 99.26 7.02 99.46 99.87 6.89 91.72 100.00
[160,240] 7.44 63.77 65.13 6.20 51.07 63.21 7.51 26.17 54.18
1000 [240,360] 7.58 90.50 90.57 6.87 87.42 93.19 5.92 63.44 92.83
[320,480] 5.86 99.53 99.59 6.56 99.28 99.95 7.53 95.91 99.83
[160,240] 7.08 61.30 59.68 7.31 39.08 54.92 8.11 12.93 45.98
200 [240,360] 5.62 90.03 88.95 5.33 78.94 92.16 7.23 35.96 94.62
[320,480] 6.83 98.24 98.07 7.71 98.62 100.00 7.05 84.77 100.00
[160,240] 6.03 65.44 65.09 6.38 44.36 58.07 6.32 15.79 50.36
3 500 [240,360] 4.88 88.83 88.76 8.43 84.17 91.82 8.31 53.38 94.27
[320,480] 6.65 99.32 99.27 6.38 99.34 99.87 6.19 93.72 100.00
[160,240] 6.09 65.28 67.05 5.97 49.72 62.19 5.20 23.82 55.56
1000 [240,360] 4.68 92.43 92.56 6.25 87.43 93.28 6.77 62.05 92.42























































































































































Figure 3.3: Empirical powers (in percentage) with parameters [p, n0] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 1.
Table 3.2 displays the empirical powers of TCQ, TSKK and Tn,adj, and Fig-
ure 3.3 shows the corresponding line charts of the empirical powers for easy
comparison. It is seen that the scale-invariant tests TSKK and Tn,adj generally
have much higher powers than the non-scale-invariant test TCQ. It is reasonable
since the diagonal entries of both Σ1 and Σ2 are different and the scale-invariant
tests take this information into account. Among the scale-invariant tests TSKK
and Tn,adj, when [ρ1, ρ2] = [0.01, 0.01], the powers of the two tests are generally
comparable. However, when [ρ1, ρ2] = [0.5, 0.3] and [0.9, 0.5], Tn,adj has slightly
or much higher powers than TSKK . The reason is that in these two cases, the
empirical sizes of TSKK are too small compared with the nominal size. Therefore,
when we apply cp,n blindly to TSKK , its powers are also reduced substantially.
Next, we present the values of dˆadj and cp,n in Table 3.3 to show why TCQ
and TSKK do not perform well in this simulation study. It is seen that when
[ρ1, ρ2] = [0.01, 0.01], dˆadj has large values (73 ∼ 387) and cp,n has small values
(1.12 ∼ 1.20), indicating that the normal approximations to the underlying null
distributions of the tests are adequate. This explains why in this case, all the three
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Table 3.3: Values of dˆadj and cp,n under various configurations of Simulation 1.
[ρ1, ρ2] = [0.01, 0.01] [ρ1, ρ2] = [0.5, 0.3] [ρ1, ρ2] = [0.9, 0.5]
Model p [n1, n2] dˆadj cp,n dˆadj cp,n dˆadj cp,n
[160,240] 87 1.20 18 1.83 5 3.82
200 [240,360] 73 1.19 18 1.82 5 3.82
[320,480] 73 1.18 18 1.81 5 3.81
[160,240] 186 1.17 44 1.58 11 3.06
1 500 [240,360] 189 1.15 44 1.55 11 3.04
[320,480] 191 1.14 44 1.54 11 3.03
[160,240] 373 1.17 87 1.46 22 2.56
1000 [240,360] 382 1.13 87 1.43 22 2.53
[320,480] 387 1.12 87 1.41 22 2.52
[160,240] 87 1.20 18 1.84 5 3.83
200 [240,360] 73 1.19 18 1.82 5 3.83
[320,480] 73 1.18 18 1.82 5 3.82
[160,240] 185 1.17 44 1.58 11 3.06
2 500 [240,360] 188 1.15 44 1.56 11 3.05
[320,480] 190 1.14 44 1.55 11 3.04
[160,240] 371 1.17 87 1.46 22 2.56
1000 [240,360] 380 1.13 87 1.43 22 2.53
[320,480] 385 1.12 87 1.41 22 2.52
[160,240] 87 1.20 18 1.83 5 3.83
200 [240,360] 73 1.19 18 1.82 5 3.82
[320,480] 73 1.18 18 1.82 5 3.82
[160,240] 185 1.17 44 1.58 11 3.06
3 500 [240,360] 189 1.15 44 1.56 11 3.04
[320,480] 190 1.14 44 1.54 11 3.04
[160,240] 371 1.17 87 1.46 22 2.56
1000 [240,360] 381 1.13 87 1.43 22 2.53
[320,480] 386 1.12 87 1.41 22 2.52
tests perform similarly well in terms of size control. However, when [ρ1, ρ2] =
[0.5, 0.3] and [0.9, 0.5], dˆadj has small values (5 ∼ 87) and cp,n has large values
(1.41 ∼ 3.83), indicating that the normal approximations to the underlying null
distributions of the tests are less or not adequate. This explains why in these two
cases, TCQ and TSKK do not perform well.
Simulation 2: In this simulation study, we generate data from the following




yijk = µik + ρi1zijk + ρi2zij(k+1) + · · ·+ ρipzij(k+p−1),
i = 1, 2, j = 1, . . . , ni, k = 1, . . . , p,
(3.33)
where yijk denotes the kth component of yij, and zij`, ` = 1, . . . , (2p−1) are i.i.d
random variables generated in the same ways as described in Models 1, 2 and
3. For configurations of dependence among the p components of yij, we consider
the following two cases:
1. Partial dependence case: We set [ρ11, ρ12, ρ13] = [2.883, 2.794, 2.849] and
[ρ21, ρ22, ρ23] = [1.815, 1.906, 1.127] with ρi` = 0 for 4 ≤ ` ≤ p, i = 1, 2.
2. Full dependence case: all ρ1`’s are generated from the uniform distribu-
tion U(2, 3) and ρ2`’s from U(1, 2). They are kept fixed throughout the
simulation study once they are generated.
Other tuning parameters are set to the same values as in Simulation 1.
Table 3.4 and Figure 3.4 display the empirical sizes and corresponding box-
plots of the three tests under consideration. For the partial dependence case,
Tn,adj and TSKK usually outperform TCQ except that under Model 3 the ARE
value of TCQ is slightly smaller than TSKK and Tn,adj. The test TSKK performs a
litter better than Tn,adj in this case, indicating that the adjustment coefficient cp,n
indeed improves the performance of TSKK when the simulated data are less cor-
related. However, for the full dependence case, i.e. when the simulated data are
highly correlated, Tn,adj performs much better than other two tests and similar
conclusions can be drawn as in Simulation 1.
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Table 3.4: Empirical sizes (in percentages) of TCQ, TSKK and Tn,adj under various
configurations of Simulation 2.
Partial Dependence Full Dependence
Model p [n1, n2] TCQ TSKK Tn,adj TCQ TSKK Tn,adj
[160,240] 5.42 4.85 4.58 7.06 0.55 5.34
200 [240,360] 5.70 4.87 4.35 7.02 0.62 5.11
[320,480] 6.03 5.26 4.64 7.05 0.60 5.24
[160,240] 5.61 5.35 5.71 6.94 0.20 5.18
1 500 [240,360] 6.00 5.62 5.58 6.37 0.26 4.74
[320,480] 5.66 5.15 4.97 6.71 0.12 5.01
[160,240] 5.30 5.33 6.13 7.06 0.13 5.28
1000 [240,360] 5.35 5.24 5.64 7.41 0.19 5.59
[320,480] 5.64 5.45 5.68 6.48 0.08 4.87
ARE 12.7 6.0 11.6 38.0 93.9 4.8
[160,240] 5.91 5.07 4.75 6.64 0.52 4.88
200 [240,360] 5.82 4.72 4.29 7.06 0.58 5.10
[320,480] 5.88 4.85 4.37 6.86 0.50 5.10
[160,240] 5.72 5.41 5.62 6.70 0.25 4.83
2 500 [240,360] 5.95 5.34 5.33 6.98 0.16 5.15
[320,480] 5.90 5.54 5.42 6.94 0.27 5.10
[160,240] 5.49 5.57 6.31 6.95 0.06 5.16
1000 [240,360] 5.09 5.01 5.34 7.02 0.15 5.17
[320,480] 5.28 5.07 5.21 6.90 0.11 4.92
ARE 13.4 5.4 10.7 37.9 94.2 2.6
[160,240] 5.57 5.72 5.41 7.15 0.66 5.38
200 [240,360] 6.05 5.65 5.23 6.96 0.56 5.03
[320,480] 5.77 5.45 4.83 6.72 0.52 5.03
[160,240] 5.74 6.42 6.67 7.25 0.34 5.55
3 500 [240,360] 5.23 5.59 5.59 6.74 0.24 5.08
[320,480] 5.70 5.55 5.42 6.80 0.18 4.95
[160,240] 4.96 6.33 7.21 7.00 0.10 5.16
1000 [240,360] 5.18 6.03 6.32 6.67 0.07 4.65
[320,480] 5.37 5.82 5.96 7.25 0.19 5.41







































Figure 3.4: Boxplots of the empirical sizes (in percentage) of the three tests under
partial and full dependence cases in Simulation 2.
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Table 3.5: Empirical powers (in percentages) of TCQ, TSKK and Tn,adj under var-
ious configurations of Simulation 2.
Partial Dependence Full Dependence
Model p [n1, n2] TCQ TSKK Tn,adj TCQ TSKK Tn,adj
[160,240] 59.36 57.12 55.91 46.04 14.21 40.42
200 [240,360] 82.44 80.74 79.66 65.34 25.28 59.38
[320,480] 94.04 92.98 92.24 76.24 36.94 71.66
[160,240] 61.02 60.14 60.96 46.92 8.32 41.88
1 500 [240,360] 86.06 85.26 85.22 62.72 16.06 57.02
[320,480] 96.29 95.98 95.84 76.52 27.06 71.64
[160,240] 62.08 61.97 64.16 47.24 5.16 41.24
1000 [240,360] 86.17 85.98 86.62 62.92 12.22 56.98
[320,480] 97.02 96.89 96.98 76.29 20.16 71.92
[160,240] 59.94 58.78 57.62 46.88 14.28 41.42
200 [240,360] 82.49 81.12 79.96 63.69 24.51 57.58
[320,480] 93.92 93.36 92.84 76.22 36.54 71.68
[160,240] 61.32 61.16 61.88 48.54 8.54 42.75
2 500 [240,360] 85.58 85.22 85.22 63.08 16.38 57.32
[320,480] 95.84 95.68 95.52 76.62 26.76 71.42
[160,240] 62.81 64.04 66.22 47.64 5.46 41.72
1000 [240,360] 86.64 86.96 87.56 63.56 10.74 58.66
[320,480] 97.49 97.46 97.48 75.72 20.26 70.96
[160,240] 58.32 67.54 66.47 45.61 13.86 40.07
200 [240,360] 82.51 86.54 85.76 63.33 25.14 57.76
[320,480] 94.46 95.64 95.33 76.24 35.42 71.28
[160,240] 60.68 75.92 76.43 44.92 7.88 39.26
3 500 [240,360] 85.58 91.54 91.54 62.33 17.55 55.87
[320,480] 96.22 97.82 97.76 75.01 24.58 69.65
[160,240] 62.24 80.41 82.18 46.15 5.59 40.24
1000 [240,360] 86.62 94.14 94.53 62.11 11.83 57.68





































































































Figure 3.5: Empirical powers (in percentage) with parameters [p, n0] sequentially
from the setup in Simulation 2.
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Table 3.6: Values of dˆadj and cp,n under various configurations of Simulation 2.
Partial Dependence Full Dependence
Model p [n1, n2] dˆadj cp,n dˆadj cp,n
[160,240] 97 1.21 2 7.79
200 [240,360] 81 1.19 2 7.80
[320,480] 82 1.18 2 7.79
[160,240] 203 1.19 2 11.87
1 500 [240,360] 208 1.16 2 11.87
[320,480] 211 1.14 2 11.86
[160,240] 484 1.20 2 16.34
1000 [240,360] 417 1.16 2 16.32
[320,480] 424 1.13 2 16.33
[160,240] 97 1.21 2 7.85
200 [240,360] 81 1.19 2 7.84
[320,480] 82 1.18 2 7.84
[160,240] 203 1.19 2 11.76
2 500 [240,360] 208 1.16 2 11.75
[320,480] 210 1.14 2 11.75
[160,240] 481 1.20 2 16.30
1000 [240,360] 416 1.16 2 16.30
[320,480] 423 1.13 2 16.29
[160,240] 97 1.21 2 7.80
200 [240,360] 81 1.19 2 7.80
[320,480] 82 1.18 2 7.80
[160,240] 203 1.19 2 11.81
3 500 [240,360] 208 1.16 2 11.81
[320,480] 211 1.14 2 11.80
[160,240] 482 1.20 2 16.27
1000 [240,360] 416 1.16 2 16.26
[320,480] 424 1.13 2 16.25
Table 3.5 and Figure 3.5 show the empirical powers of the three tests and
the corresponding line charts. For the partial and full dependence cases, the
results are essentially similar to those of the cases [ρ1, ρ2] = [0.01, 0.01] and
[ρ1, ρ2] = [0.9, 0.5] respectively in Table 3.2 and Figure 3.3 of Simulation 1, except
that the non-scale-invariant test TCQ now has comparable or smaller powers than
the scale-invariant test Tn,adj for partial dependence case, and TCQ has slightly
larger powers than Tn,adj for full dependence case. This is because the diagonal
elements of the covariance matrices are the same in this moving average model
and the empirical sizes of TCQ are usually larger than those of Tn,adj as shown
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in Table 3.4. The values of dˆadj and cp,n are displayed in Table 3.6, and the
conclusions drawn from them are similar to those drawn from Table 3.3.
Simulation 3: In this simulation, we compare our test methods proposed in
Chapters 2 and 3, denoted as Tn,adjhomo and Tn,adjheter , for homoscedastic and
heteroscedastic data. The data are generated the same as in Simulation 1 except
that we set [ρ1, ρ2] ∈ {[0.01, 0.01], [0.5, 0.5], [0.9, 0.9]} for homoscedastic data and
[ρ1, ρ2] ∈ {[0.02, 0.01], [0.5, 0.3], [0.9, 0.5]} for heteroscedastic data. Other settings































































































































































Figure 3.6: Boxplots of the empirical sizes (in percentage) of Tn,adjhomo and
Tn,adjheter under Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 3.
Figure 3.6 shows the boxplots of the empirical sizes of Tn,adjhomo and Tn,adjheter
for easy comparison. For the homoscedastic data, the two tests have compara-
ble size control and perform similarly well, indicating that the heteroscedastic
method Tn,adjheter does not lose too much information of Σ1 = Σ2. For the het-
eroscedastic data, when the difference between Σ1 and Σ2 is very small, the
two tests also have comparable size control, showing that the homoscedastic test
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method Tn,adjhomo is less affected by the very small data heteroscedasticity. How-
ever, when the difference between Σ1 and Σ2 becomes large, the homoscedastic
test method Tn,adjhomo generally overestimates the size and the heteroscedastic
method Tn,adjheter performs well and is stable, indicating that the homoscedastic
test method Tn,adjhomo can be much affected by the large data heteroscedasticity.
Figure 3.7 displays the line charts of the empirical powers. For the homoscedas-
tic data, the powers of the two tests are generally comparable. For the het-
eroscedastic data, the powers of the two tests are also comparable when the data
heteroscedasticity is very small. When the data heteroscedasticity becomes large,
the powers of the homoscedastic test method Tn,adjhomo are comparable or slightly
larger than the heteroscedastic method Tn,adjheter since its empirical sizes are too





















































































































































































































































Figure 3.7: Empirical powers (in percentage) with parameters [p, n0] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 3.
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3.7 Real data analysis
In Chapter 2, we introduced a high-dimensional data set, named colon data
set, which contains n1 = 22 normal colon tissues and n2 = 40 tumor colon
tissues, each having p = 2000 gene expression levels. One interesting problem is
to check if the normal colon tissues and the tumor colon tissues have the same
mean expression levels. We now apply the three tests Tn,adj, TCQ and TSKK to
the colon data set. Table 3.7 shows the results of the three tests. It is seen that
only TSKK has the large p-value 0.181 and does not reject the null hypothesis,
indicating that TSKK has a low power in detecting the differences of mean gene
expression levels between the two colon tissues. This is because the application
of the large adjustment coefficient cp,n = 9.94 significantly reduces the power of
TSKK , as demonstrated in Simulation 1. The test TCQ has a much smaller p-value
than Tn,adj, however, normal approximation to the underlying null distribution
of TCQ is not adequate since the approximate degrees of freedom dˆadj = 5 is small
and the adjustment coefficient cp,n >> 1.2. Therefore, the p-value of TCQ is less
liable. Besides, compared with the results in Section 2.6 of Chapter 2, all the
p-values of the tests here are smaller than those of the corresponding tests for
homoscedastic data in Section 2.6, such as TCQ compared with TBS and TS, TSKK
compared with TSD, and Tn,adj(for heteroscedastic data) compared with Tn,adj(for
homoscedastic data). This indicates that the tests for heteroscedastic data in
this chapter are more powerful than those tests only for homoscedastic data,
especially when there are some impacts from data heteroscedasticity of the two
samples, although the impacts are not large enough to mislead the conclusions
for the colon data.
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Table 3.7: Results of TCQ, TSKK and Tn,adj when applied for testing equality of
mean gene expression levels of the normal and tumor tissues of the colon data.
statistic p-value dˆadj cp,n
TCQ 5.85 3× 10−9 - -
TSKK 0.91 0.181 - 9.94
Tn,adj 2.92 0.012 5 -
Next, we also examine the size performance of the above tests based on the
colon data set. The procedures are the same as in Section 2.6 of Chapter 2. The
results are displayed in Table 3.8. It can be seen that the test TSKK is usually
too conservative and cannot obtain the reasonable sizes for the levels of α = 5%
and 10%. For the normal colon tissues, the sizes of TCQ are slightly better than
Tn,adj, however, with increasing the sample sizes as in the tumor colon tissues,
our test Tn,adj has a slightly better size control for α = 1% and 10%. Similar
conclusions can be drawn for dˆadj and cp,n as above from Table 3.7 .
Table 3.8: Results of TCQ, TSKK and Tn,adj when applied for testing two subgroups
of the normal or tumor tissues of the colon data.
Normal colon (n1 = 22) Tumor colon (n2 = 40)
α = 1(%) 5(%) 10(%) dˆadj cp,n α = 1(%) 5(%) 10(%) dˆadj cp,n
TCQ 3.49 6.43 8.36 - - 3.52 6.04 8.68 - -
TSKK 0.41 1.16 2.06 - 9.07 0.18 0.45 1.22 - 10.08




In this chapter, we extended Chapter 2 by proposing and studying a dif-
ferent scale-invariant test for the high-dimensional two-sample problem under
heteroscedasticity, where the dimension of the data can be much larger than the
total sample size. The test statistics and the ratio-consistent estimators of the
parameters in the χ2-approximation are constructed, which are essentially dif-
ferent from those in Chapter 2. Our test can be applied without checking the
equality of covariance matrices of the two samples, which is a challenging problem
for high-dimensional data. The methodologies for both normal and non-normal
data are derived carefully. In addition, the approximate and asymptotic powers
of the proposed test are also investigated. Simulation studies and real data anal-
ysis show that the proposed test works reasonably well in terms of size control
and powers.
Note that, although some notations in this chapter look the same as Chap-
ter 2, they actually have different meanings which will lead to different under-
standing of the results. In the two chapters, some results are essentially different
which have been highlighted in Section 1.4 of Chapter 1. The assumptions of
the two chapters and the ratio-consistent estimators of tr(R2) are different, and
the conditions and proofs for the asymptotic normality of the test statistics are
also different. From the simulation results, the test methods in Chapters 2 and
3 have comparable size control and power when the two samples have the same
covariance matrix, and the test method in Chapter 3 performs much better than
the test method in Chapter 2 when the two samples have different covariance
matrices, with the latter overestimating the size too much. Therefore, when the
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two samples have the same covariance matrix, we recommend to use the test
method proposed in Chapter 2, since the test statistics and consistent estimators
are simpler than those in Chapter 3, and the test method in Chapter 2 is theoret-
ically expected to have more accurate size control and higher power as it makes
use of the equal covariance matrix information. When the two samples have dif-
ferent covariance matrices, we recommend to use the test method proposed in
Chapter 3 since it is applicable for the heteroscedastic data and performs well.
3.9 Technical proofs




D−1/2(z¯1 − z¯2), then under the
normality assumption, we have Z ∼ Np(0,R) and Tn0 = p−1tr(ZZ>). The desired
results then follow immediately from the proof of Theorem 2.1 in Chapter 2. 2
Proof of Theorem 3.2 By Theorem 3.1, Tn0 is a central χ
2-type mixture with
all nonnegative coefficients. The theorem then follows from Lemma 1 of Zhang
et al. (2015) immediately, with d∗ defined in (3.15). To show the second claim,
when d is bounded, we have G is not asymptotically normal, and by (3.16), d∗
is also bounded so that Tn0 is also not asymptotically normal. To show the third
claim, when d∗ →∞, by the first claim we have Tn0−1√
2p−2tr(R2)
L−→ N(0, 1) and by





L−→ N(0, 1). 2
Proof of Corollary 3.1 Under conditions (3.18) and (3.19), by some simple
algebra we have tr(Ω4n) = o(tr
2(Ω2n)). Denote Ωn = (σij), then by (3.8) we
have 0 < σL ≤ σii ≤ σU < ∞ for i = 1, . . . , p and we can denote the mini-
mum and maximum values as c1 = min1≤i≤p σii and c2 = max1≤i≤p σii. Then we
have c1Ip ≤ D ≤ c2Ip, and it follows that tr(R4) = tr[(D−1Ωn)4] ≤ c−41 tr(Ω4n)
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→ 0 as p → ∞ with
0 < ( c1
c2
)4 ≤ 1. Therefore, we only need to prove the first claim under condi-
tion (3.20) since conditions (3.18) and (3.19) can imply condition (3.20). By the
Cauchy-Schwarz inequality, we have tr2(R3) ≤ tr(R2)tr(R4). Then under con-







by (3.16), d → ∞. It follows from Theorem 3.2 that as p → ∞, both Tn0 and
G are asymptotically normal. For the second claim, under the given condition it
follows from Corollary 2.3 in Chapter 2. 2
Proof of Theorem 3.3 Note that under the normality assumption, we have
Σˆi ∼ Wp(ni−1,Σi/(ni−1)). To prove the ratio-consistent estimators of tr(R2i ), i =
1, 2, it is along the same lines as those in the proof of Lemma 2.1 in Chapter 2.
The details for this proof are then omitted for space saving. From the proof of


















































2(n1 + n2 − 1)






(n1 − 1)(n2 − 1) → 0,
since tr[(R1R2)
2]/tr2(R1R2) ≤ 1. Therefore, tr(Rˆ1Rˆ2) is the ratio-consistent
estimator of tr(R1R2). 2
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Proof of Corollary 3.2 By Theorem 3.2, the proof is obvious since t̂r(R2) is a
ratio-consistent estimator of tr(R2). 2
Proof of (3.25) By (3.11), for i = 1, 2, we have zij = yij −µi, j = 1, . . . , ni are









D−1/2(y¯i − µi), i = 1, 2. Then for i = 1, 2, uij, j = 1, . . . , ni






1 u¯1 + n2u¯
>






. Since u¯1 and u¯2 are independent, we have
Var(pTn0) = Var(n1u¯
>
1 u¯1) + Var(n2u¯
>
2 u¯2) + 4n1n2Var(u¯
>
1 u¯2).
It is easy to obtain Var(u¯>1 u¯2) = tr(R1R2)/(n1n2). By Lemma 3 of Zhang et al.
(2015), we have Var(niu¯
>
i u¯i) = κi,11/ni + 2tr(R
2
i ) where κi,11, i = 1, 2 are given
in (3.26). Then by some simple algebra, we have Var(pTn0) = 2tr(R
2) + δ, where
δ is given in (3.26). The expression (3.25) then follows immediately. 2
Proof of (3.28) Under Assumptions A1-A2, by Lemma 2.1 of Srivastava (2009),
we have κi,11 = E[
n1n2
nni
(yi1−µi)>D−1(yi1−µi)]2−2tr(R2i )−tr2(Ri) = E[z>i1Aizi1]2−




irr)γ, i = 1, 2, where airr is the r-th diagonal en-















= o[tr(R2)] since γ < ∞ and (∑mr=1 a2irr) ≤ tr(A2i ) =






[1 + o(1)] as desired. 2




[1 + o(1)]. By the Cauchy-Schwarz inequality, we have tr2(R2) ≤
tr(R)tr(R3) and tr2(R3) ≤ tr(R2)tr(R4). Then under Assumption A4 and as










→ ∞ so that G is
asymptotically normal. To prove the asymptotic normality of Tn0, it is along the
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same lines as those in the proof of Theorem 1.1 in Srivastava et al. (2013). The
details for this proof is then omitted for space saving. 2
Proof of Corollary 3.3 Under condition (3.8), Assumption A and the null
hypothesis H0, by Theorem 3.4, t̂r(R
2) is a ratio-consistent estimator of tr(R2)
and the expression (3.24) follows immediately. 2























Proof of Theorem 3.6 Under Assumption A, we have (3.28) and dˆ is a ratio-
consistent estimator of d. Then under the given conditions, by (3.12), (3.29), and
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General Linear Hypothesis Testing
Problems
4.1 Introduction
As mentioned in Chapter 1, apart from the two-sample problems considered
in Chapters 2 and 3, it is very natural to consider the multi-sample problem, like
one-way multivariate analysis of variance (MANOVA). This problem is one of
the most common multivariate statistical procedures in the social science, medi-
cal science, pharmaceutical science and genetics with several groups of samples.
To appreciate this, we shall give a motivated example of this problem for high-
dimensional data, since high-dimensional data are increasingly prevalent with the
rapid development of data collecting and storing technologies. They are encoun-
tered when many measurements are taken on only a few subjects. For example,
Figure 4.1 shows the leukemia data set, which is publicly available at the website
http://www.genome.wi.mit.edu/MPR/data_set_ALL_AML.html. This data set
contains 47 patients with acute lymphoblastic leukemia (ALL) and 25 patients
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with acute myeloid leukemia (AML), each having 7129 gene expression levels.
The patients with acute lymphoblastic leukemia can be further classified as T-
cell leukemia (ALL-T) and B-cell leukemia (ALL-B), with 9 and 38 patients
respectively. Of interest is to test if the three variants of leukemia have the same
mean expression levels. Since the data dimension 7129 is much larger than the to-
tal sample size 72, the above problem is no longer a classical one-way MANOVA
problem. Rather, it is a high-dimensional one-way MANOVA problem.













l ×104 (a) Acute lymphoblastic T-cell leukemia













l ×104 (b) Acute lymphoblastic B-cell leukemia













l ×104 (c) Acute myeloid leukemia
Figure 4.1: (a) n1 = 9 ALL T-cell samples; (b) n2 = 38 ALL B-cell samples; (c)
n3 = 25 AML samples; each having p = 7129 genes.
In this chapter, we are interested in the general linear hypothesis testing
(GLHT) problem in high-dimensional linear regression which includes the high-
dimensional one-way MANOVA problem mentioned above as a special case. Sup-
pose Y = (y1, . . . ,yn)
> is a n × p response matrix which is obtained by inde-
pendently observing a p-dimensional variate for n subjects where n can be much
smaller than p, X = (x1, . . . ,xn)
> is a known n× k full-rank design matrix with
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rank(X) = k, Θ is a k × p unknown parameter matrix, and  = (1, . . . , n)> is
a n× p error matrix where i, i = 1, . . . , n are i.i.d. with mean vector E(i) = 0
and covariance matrix Cov(i) = Σ. A high-dimensional linear regression model
can then be expressed as
Y = XΘ + . (4.1)
We are interested in testing the following GLHT problem:
H0 : CΘ = 0 versus H1 : CΘ 6= 0, (4.2)
where C is a q × k known full-rank hypothesis matrix with rank(C) = q.
Let Θˆ = (X>X)−1X>Y denote the usual least squares estimator of Θ. Then
the variation matrices due to hypothesis and error, denoted as Sh and Se respec-
tively, can be expressed as
Sh = (CΘˆ)
>[C(X>X)−1C>]−1CΘˆ = Y>HY,
Se = (Y−XΘˆ)>(Y−XΘˆ) = Y>(In − PX)Y,
(4.3)
where In is the usual n× n identity matrix and
H = X(X>X)−1C>[C(X>X)−1C>]−1C(X>X)−1X>, PX = X(X>X)−1X>,
(4.4)
are two useful idempotent matrices of ranks q and k respectively.
Note that in high-dimensional linear regression settings, the associated Se is
often degenerate. Therefore, the classical likelihood-ratio test, Lawley-Hotelling’s
trace test, and Bartlett-Nanda-Pillai’s trace test cannot be applied. Even in the
cases where these tests can be well defined, they are no longer powerful. To over-
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come this difficulty, several scale-invariant and non-scale-invariant tests have
been proposed. Non-scale-invariant tests include Takeda (1999), Fujikoshi et al.
(2004), Srivastava and Fujikoshi (2006), Schott (2007a), and Zhang et al. (2017)
among others, while scale-invariant tests include Srivastava (2007), Yamada and
Srivastava (2012), and Srivastava and Kubokawa (2013) among others. As men-
tioned in Chapter 1, when the scales of the p variables of high-dimensional data
are different, a scale-invariant test often has higher powers than a non-scale-
invariant test. Therefore, a scale-invariant test may be preferred to a non-scale-
invariant test although a scale-invariant test often requires some stronger as-
sumptions than a non-scale-invariant test. Note that except Zhang et al. (2017)
who proposed a simple and adaptive test for a GLHT problem in the one-way
MANOVA setting without imposing strong assumptions on the underlying co-
variance matrix, most of the above tests impose strong assumptions on the under-
lying covariance or correlation matrix such that their test statistics are asymp-
totically normally distributed. In practice, however, these assumptions may not
be satisfied or hardly be checked. This means that in practice these tests may
not be able to maintain their sizes well and their conclusions may be misleading
in applications.
To appreciate this, let us consider the scale-invariant one-way MANOVA test
proposed by Yamada and Srivastava (2012) as an example. Let Σˆ = Se
n−k be the
usual unbiased estimator of Σ, and Dˆ = diag(Σˆ) be a diagonal matrix formed
by the diagonal entries of Σˆ. Then the test statistic of Yamada and Srivastava










)− p2/(n− k)]cp,n , (4.5)
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and cp,n = 1 + tr(Rˆ
2
)/p3/2 (4.6)
are respectively the sample correlation matrix and the so-called adjustment co-
efficient from Srivastava and Du (2008) used to improve the convergence of TY S
to the standard normal distribution. Yamada and Srivastava (2012) showed that
under some regularity conditions, TY S is asymptotically normally distributed. In
practice, however, these conditions may not be satisfied or hardly be checked
so that TY S may not be asymptotically normally distributed. To show this, in
Figure 4.2, we display the histograms of the simulated TY S under the null hy-
pothesis H0 for a three-sample one-way MANOVA problem. It is seen that the
shapes of the histograms are mainly controlled by the value of the tuning pa-
rameter ρ which determines the correlation among the p = 1000 variables of
the generated high-dimensional data: the larger the value of ρ is, the larger the
correlation among the p variables. When ρ = 0.01, the histograms are quite
symmetric and bell-shaped, showing that a normal approximation to the null
distribution of TY S as suggested by Yamada and Srivastava (2012) is adequate.
However, when ρ = 0.5 and 0.9, the histograms are quite skewed, showing that
a normal approximation to the null distribution of TY S is no longer applicable
since the underlying null distribution of TY S is actually skewed while a normal
distribution is symmetric and bell-shaped.
To overcome the above problem, in this chapter, we consider the GLHT prob-




















































































Figure 4.2: Histograms of the simulated TY S under the null hypothesis H0 for a
three-sample one-way MANOVA problem. The three samples are independently
generated from Np(0,Σ) with Σ = (1 − ρ)Ip + ρJp and ρ ∈ [0, 1] for various
tuning parameters [n1, n2, n3, p, ρ] showed in the subtitle of each panel, where
Jp denotes a p× p matrix of 1’s.





where Sh and Dˆ are defined as in (4.3) and (4.5) respectively. It is seen that Tn is
always nonnegative and has a close relation to TY S as seen from (4.5) and (4.7).
For normal data, we show that the null distribution of Tn is approximately the
same as that of a chi-squared-type mixture, indicating that the null distribution
of Tn is generally skewed although it may be asymptotically normal under some
regularity conditions. Therefore, the normal approximation is not always appli-
cable for approximating the null distribution of Tn. To overcome this difficulty,
following Chapters 2 and 3, we propose to approximate the null distribution of
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= denotes equality in distribution and χ2d denotes the chi-squared dis-
tribution with d degrees of freedom. We may call d the approximate degrees
of freedom of Tn and it can be determined via matching the variances of Tn
and G. This is a special case of the well-known two-cumulant matched Welch-
Satterthwaite χ2-approximation (Satterthwaite, 1946; Welch, 1951) since we al-
ways have E(Tn) ≈ 1 and E(G) = 1. As mentioned in Chapter 2, although the
normal approximation is also a two-cumulant matched approach, it has a fixed
bell shape while the χ2-distribution can have different symmetric and skewed
shapes. Therefore, it is expected that the Welch-Satterthwaite χ2-approximation
is better than the normal approximation for the null distribution of Tn. For non-
normal data, we continue to use Tn to test the GLHT problem (4.2) and show in
Section 4.4 that the effect of non-normality of the data on Tn is asymptotically
ignorable under some regularity conditions. Since Tn is still nonnegative and gen-
erally skewed, it is still effective to approximate the null distribution of Tn by
that of G, as demonstrated by the simulation studies presented in Section 4.7.
The main contributions of this chapter are as follows. To study the null dis-
tribution of Tn, for normal data, we give a necessary and sufficient condition for
the null distribution of Tn to be asymptotically normal without any restriction
on the relationship of n and p, and then give a simple sufficient condition such
that Tn is not asymptotically normal, indicating that the normal approximation
is not always adequate for the null distribution of Tn. Furthermore, we show that




to the shape of its null distribution in the sense that when the underlying null
distribution of Tn is asymptotically normal, the approximate degrees of freedom
d will tend to infinity and when d is a finite number, neither Tn nor G will be
asymptotically normal. This advantage is not shared by the tests studied in Fu-
jikoshi et al. (2004), Srivastava and Fujikoshi (2006), Yamada and Srivastava
(2012), and Srivastava and Kubokawa (2013) where only the asymptotic normal
distributions of the test statistics are derived. For non-normal data, we show
that under the regularity conditions of Srivastava and Kubokawa (2013), the ap-
proximate degrees of freedom d will tend to infinity so that both Tn and G are
asymptotically normal, and when d is finite, the regularity conditions of Srivas-
tava and Kubokawa (2013) will be violated. The approximate and asymptotic
powers of the test Tn are also studied carefully. For easy implementation, we also
briefly describe the one-way and two-way MANOVA tests as two special cases
of our test for the GLHT problem in high-dimensional linear regression. Follow-
ing Chapters 2 and 3, a proper incorporation of the adjustment coefficient cp,n
of Srivastava and Du (2008) into our scale-invariant test Tn is also considered.
Finally, we demonstrate via intensive simulation studies that the proposed test
outperforms the tests of Fujikoshi et al. (2004), Srivastava and Fujikoshi (2006),
Yamada and Srivastava (2012) and Srivastava and Kubokawa (2013) in terms of
size control and high power.
The rest of this chapter is organized as follows. We give some preliminaries
in Section 4.2. Then Sections 4.3 and 4.4 are devoted for the development of
the main results for normal and non-normal data respectively. The approximate
and asymptotic powers of the proposed test are investigated in Section 4.5. Two
special cases of the proposed test are briefly discussed in Section 4.6. Simulation
studies and an application to the leukemia data set are given in Sections 4.7
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and 4.8 respectively. We conclude this chapter in Section 4.9, and the technical
proofs are given in Section 4.10.
4.2 Preliminaries
To test the GLHT problem (4.2), we need to derive the null distribution of
Tn. For this end, we first consider
T ∗n = (pq)
−1tr(ShD−1),
which is obtained via replacing Dˆ in the expression (4.7) with D = diag(Σ),
the population version of Dˆ. Let σˆrr, r = 1, . . . , p and σrr, r = 1, . . . , p be the
diagonal entries of Dˆ and D respectively. Same as in Chapter 2, we assume that
σrr, r = 1, . . . , p are bounded below uniformly. That is, there exists a global
positive constant σL such that
0 < σL ≤ σrr, for all r = 1, . . . , p. (4.9)
Under the above assumption, Srivastava and Kubokawa (2013) established the
following relation between Tn and T
∗









where and throughout Op(·) denotes the “bounded in probability” operation.
Thus, Tn and T
∗
n approximately have the same distribution provided that n is
large enough. Therefore, when n is sufficiently large, studying the distribution
of Tn is equivalent to studying the distribution of T
∗
n . For further study, we can
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write








It is clear that Tn0 has the same distribution as the null distribution of T
∗
n . Thus,
studying the null distribution of T ∗n is equivalent to studying the distribution of
Tn0.
4.3 Main results when data are normal
We first consider testing the GLHT problem (4.2) when the data are normal.
That is, the measurement errors 1, . . . , n are normally distributed. Let R =
D−1/2ΣD−1/2 be the population correlation matrix associated with Σ. We first
have the following useful theorem stating the distribution of Tn0 and its first
three cumulants: mean, variance, and the third central moment.




r=1 λrAr where Ar, r =
1, . . . , p
i.i.d∼ χ2q and λr, r = 1, . . . , p are the eigenvalues of R. Further, the first
three cumulants of Tn0 are E(Tn0) = 1, Var(Tn0) =
2
p2q





Theorem 4.1 shows that Tn0 is a χ
2-type mixture with unknown coefficients
λr, r = 1, . . . , p being the eigenvalues of R and it is always nonnegative and
usually skewed. Therefore, the normal approximation to the distribution of Tn0
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as used in Fujikoshi et al. (2004), Srivastava and Fujikoshi (2006), Yamada and
Srivastava (2012), and Srivastava and Kubokawa (2013) is not always appropriate
since a normal distribution is always symmetric and bell-shaped. However, as
mentioned in the introduction, we can approximate the distribution of Tn0 using
that of G as defined in (4.8). The approximate degrees of freedom d can be
obtained via matching the variances of Tn0 and G. By (4.8) we have Var(G) =
2/d, and by Theorem 4.1 we have Var(Tn0) =
2
p2q
tr(R2). Thus, equating the





In practice, d is always finite so that the proposed test can always be conducted
provided that d is consistently estimated from the data. In theory, however, we
may have d→∞. In this situation, by the law of large numbers we have G→ 1
almost surely, and by the central limit theorem we have (G−1)/√2/d→ N(0, 1)
in distribution. Same as in Chapters 2 and 3, we use the skewness of Tn0 which
will tend to 0 when Tn0 tends to a normal distribution, to study in what situation
both Tn0 and G are asymptotically normal. By Theorem 4.1, the skewness of Tn0









As mentioned in Chapter 2, d∗ is also known as the approximate degrees of
freedom of the three-cumulant matched χ2-approximation to the distribution of





r for all k = 1, 2, . . .. Therefore, by (4.13) and (4.14), we find
that d and d∗ depend only on the eigenvalues of the population correlation matrix
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R. Some interesting facts about d and d∗ are established in the following theorem.
Theorem 4.2. We have (a) q ≤ d∗ ≤ d ≤ pq; (b) d∗ = d = q if and only if λ1 =
p, λr = 0, r = 2, . . . , p; and (c) d
∗ = d = pq if and only if λr = 1, r = 1, . . . , p.
Theorem 4.2 indicates that when the dimension p is finite, both d∗ and d are
finite. In addition, when the largest eigenvalue of R is nearly equal to p, both d∗
and d are close to their minimum value q and when all the eigenvalues of R are
nearly equal to 1, both d∗ and d are close to their maximum value pq.
By (4.14), it is seen that the skewness of Tn0 will tend to 0 as d
∗ tends to
infinity and when the skewness of Tn0 tends to 0, we have d
∗ → ∞. Therefore,
d∗ is a good measure for the symmetry and normality of Tn0. In fact, we can
show that as p → ∞, “d∗ → ∞” is a necessary and sufficient condition for
the asymptotic normality of Tn0. Let
L−→ and P−→ denote the convergence in
distribution and in probability respectively. We then have the following theorem.
Theorem 4.3. Tn0 is asymptotically normal if and only if d
∗ → ∞ as p → ∞.
In addition, when d is bounded, neither Tn0 nor G is asymptotically normal and
when d∗ →∞, we have
Tn0 − 1√
2tr(R2)/(p2q)
L−→ N(0, 1) and G− 1√
2tr(R2)/(p2q)
L−→ N(0, 1). (4.15)
Note that n and p can go to infinity freely without any restriction for the
asymptotic normality of Tn0 in Theorem 4.3. This theorem says that we can
approximate the distribution of Tn0 by a normal distribution only when d
∗ is
large. It also indicates that the proposed test is adaptive to the shape of its null
distribution in the sense that when Tn0 is asymptotically normal, both d
∗ and
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d tend to infinity so that G is also asymptotically normal and when d is finite,
we have d∗ is also finite so that neither G nor Tn0 is asymptotically normal. As
mentioned before, this advantage is not shared by the tests studied by Fujikoshi
et al. (2004), Srivastava and Fujikoshi (2006), Yamada and Srivastava (2012), and
Srivastava and Kubokawa (2013) where only the asymptotic normal distributions
of their test statistics are derived. To show the asymptotic normality of their tests,
Yamada and Srivastava (2012) and Srivastava and Kubokawa (2013) imposed








By Theorem 4.3, we can show that the conditions in (4.16) are actually over
sufficient in the sense that the asymptotic normality of Tn0 holds provided that
the second condition in (4.16) holds. Further, by Theorem 4.3, we can also give a
simple sufficient condition such that neither Tn0 nor G is asymptotically normal.
Corollary 4.1. (a) Assume that the second condition in (4.16) holds. Then as
p → ∞, both Tn0 and G are asymptotically normal and have the expressions




= b2 ∈ (0,∞). Then as p →∞, neither Tn0
nor G is asymptotically normal.
To conclude this section, we now briefly describe how to implement the pro-
posed test. For this end, we only need to give a ratio-consistent estimator of d
or tr(R2). This can be easily done via applying Lemma 2.1 in Section 2.8 of
Chapter 2. Under our current framework, we have Σˆ ∼ Wp(n − k,Σ/(n − k)),
the Wishart distribution with n − k degrees of freedom and a scale matrix
Σ/(n − k). Then applying Lemma 2.1 mentioned above, a ratio-consistent esti-
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mator of tr(R2) is given by
t̂r(R2) =
(n− k)2









where Rˆ is the usual sample correlation matrix as defined in (4.6). Note that
under some regularity conditions, Yamada and Srivastava (2012) and Srivastava
and Kubokawa (2013) obtained a ratio-consistent estimator of tr(R2), which can
be obtained via removing the constant factor (n−k)2(n−k−1)−1(n−k+2)−1 in
the expression (4.17). This constant factor takes the degrees of freedom of Σˆ into
account and it will tend to 1 as n → ∞. It then follows that a ratio-consistent





For any nominal significance level α > 0, let χ2v(α) denote the upper 100α per-
centile of the χ2v-distribution. Then using (4.18), the proposed test Tn with the
Welch-Satterthwaite χ2-approximation can be conducted via using the approxi-
mate critical value χ2
dˆ
(α)/dˆ or the approximate p-value P (χ2
dˆ
/dˆ ≥ Tn).
By Theorem 4.3, when d∗ is large, the normal approximation to the distribu-
tion of Tn0 is also adequate. This means that in practice, when dˆ is sufficiently
large, the normal approximation for the proposed test is also adequate although
the Welch-Satterthwaite χ2-approximation is still recommended; see Section 4.7
for further discussions. Using the ratio-consistent estimator (4.17) of tr(R2), we
have the following corollary.
Corollary 4.2. Assume d∗ →∞ as p→∞. Then as n, p→∞, we have
Tn0 − 1√
2t̂r(R2)/(p2q)
L−→ N(0, 1). (4.19)
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In Corollary 4.2, we do not impose restrict conditions on the relationship
of n and p, which offers much flexibility in analyzing high-dimensional data.
For any nominal significance level α > 0, let zα and Φ(·) denote the upper
100α percentile and the cumulative distribution function of the standard normal
distribution. By Corollary 4.2, when d∗ is large, the proposed test Tn with the
normal approximation is conducted via using the approximate critical value 1 +√







4.4 Main results when data are non-normal
In this section, we consider the GLHT problem (4.2) when the data are not
normally distributed. We continue to use the test statistic Tn (4.7). As demon-
strated by Srivastava and Kubokawa (2013), for large sample size n, the relation
(4.10) between Tn and T
∗
n still holds. That is to say, the null distribution of Tn is
approximately the same as that of Tn0 (4.12) when n is sufficiently large. There-
fore, studying the null distribution of Tn is approximately equivalent to studying
the distribution of Tn0 when n is large. For this end, we continue to approximate
the distribution of Tn0 using that of G (4.8) via equating the variances of Tn0
and G since Tn0 is always nonnegative and often skewed and we always have
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where H = (hij) : n × n with hij representing the (i, j)th entry of H, Z =
D−1/2 = (z1, . . . , zn)> and
z1, . . . , zn are i.i.d. with E(z1) = 0 and Cov(z1) = R. (4.21)
Besides, we set
κ = E(z>1 z1)
2 − 2tr(R2)− p2, (4.22)
which can be used to measure the non-normality of z1 (Yamada and Himeno,
2015). In particular, when z1 ∼ Np(0,R), we have κ = 0. We then have the
following theorem stating the variance of Tn0.




















As expected, when the data are normal, we have κ = 0 so that the above expres-
sion reduces to the formula already stated in (4.13). For further study, we adopt
the following assumptions from Srivastava and Kubokawa (2013):
Assumption A
1. In the linear regression model (4.1), we can write  = UΓ, where Γ is a p×p
matrix such that ΓΓ> = Σ = R, and U = (u1, . . . ,un)> with u1, . . . ,un
being i.i.d. so that E(u1) = 0 and Cov(u1) = Ip.
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2. For each r ∈ {1, . . . , p}, let u1r be the rth component of u1 with E(u41r) =
K4 + 3 <∞. For vr ≥ 0,
∑p
r=1 vr ≤ 4, one has E [Πpr=1uvr1r] = Πpr=1E(uvr1r).
3. For H = (hij), hij = O(n










5. n = O(pδ), δ > 1/2.
We here give some discussions about Assumption A. Assumption A1 spec-
ifies a factor model for the measurement error matrix . Since our test Tn is
scale-invariant, without loss of generality, Assumption A1 assumes that the pop-
ulation covariance matrix Σ is the same as the correlation matrix R as stated in
Srivastava and Kubokawa (2013). Assumption A2 assumes that the components
of u1 have finite fourth moments and are nearly independent. Assumption A3 is
satisfied as long as n−1X>X tends to a positive definite matrix. Assumption A4
is a key condition for the asymptotic normality of Tn, which may not be satisfied
or hardly be checked in practice. Fortunately, we do not need this key condition
to conduct the proposed test with the Welch-Sattherthwaite χ2-approximation
unless we want to study the asymptotic normality of Tn. Assumption A5 specifies
a relation between n and p when they both tend to infinity.









[1 + o(1)]. (4.25)
The above expressions indicate that under Assumptions A1-A3, the effect of
non-normality of the data is ignorable when the sample size is large. In this
case, a ratio-consistent estimator of tr(R2) is still given by (4.17) as shown in
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Srivastava and Kubokawa (2013). It follows that a ratio-consistent estimator of
d is still given by (4.18). We then conduct the proposed test accordingly with the
Welch-Satterthwaite χ2-approximation as described at the end of Section 4.3.
Srivastava and Kubokawa (2013) imposed Assumption A to study the asymp-
totic normality of their test statistic, as defined in (4.5). Under Assumption A,
we can also show that both Tn0 and G are asymptotically normally distributed.
Theorem 4.5. Under Assumptions A1-A4 and the null hypothesis H0, as n, p→
∞, we have d→∞ and both Tn0 and G are asymptotically normally distributed:
Tn0−1√
2tr(R2)/(p2q)
L−→ N(0, 1) and G−1√
2tr(R2)/(p2q)
L−→ N(0, 1).
Theorem 4.5 also implies that when d is finite, Assumption A of Srivastava
and Kubokawa (2013) will not be satisfied since otherwise d will tend to infinity.
The following corollary parallels Corollary 4.2. It indicates that under Assump-
tion A, the proposed test can also be conducted with the normal approximation
as described at the end of Section 4.3.
Corollary 4.3. Under Assumption A and the null hypothesis H0, as n, p→∞,
we still have the expression (4.19).
4.5 Approximate and asymptotic powers
In this section, we investigate the approximate and asymptotic powers of the
proposed test based on the expressions in (4.10), (4.11) and (4.12) where Tn0, Sn
and Ωn are defined. It is easy to show Var(Sn) = (pq)
−2tr(RD−1/2ΩnD−1/2).
Following Chapters 2 and 3, we consider the approximate and asymptotic powers
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of Tn under the following local alternative:
as n, p→∞, Var(Sn) = o[Var(Tn0)]. (4.26)
Note that for normal data, Var(Tn0) is given in Theorem 4.1 and for non-normal
data, Var(Tn0) is given in Theorem 4.4. Under the above condition (4.26), we
have Var(Tn) ≈ Var(T ∗n) ≈ Var(Tn0).
We first consider the approximate power when d tends to a finite number
as p → ∞. In this case, the normal approximation to the null distribution of
Tn is not adequate and the proposed test should be conducted using the Welch-
Satterthwaite χ2-approximation with the approximate critical value χ2
dˆ
(α)/dˆ.





We then have the following theorem stating the approximate power of Tn.
Theorem 4.6. Assume that the condition (4.9) holds. In addition, assume that
as n, p→∞, d tends to a finite number and dˆ is a ratio-consistent estimator of
d. Then under the condition (4.26), as n, p → ∞, the approximate power of Tn














We now consider the asymptotic power of Tn when Tn is asymptotically nor-
mally distributed. In this case, the proposed test may be conducted using the
normal approximation with the approximate critical value 1+
√
2p−2q−1t̂r(R2)zα,







have the following theorem stating the asymptotic power of Tn.
Theorem 4.7. Assume that the condition (4.9) holds. In addition, for normal
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data, we assume that as p → ∞, d∗ → ∞ and for non-normal data, we assume
that Assumption A holds. Then under the condition (4.26), as n, p → ∞, the
asymptotic power of Tn can be expressed as
P
 Tn − 1√
2p−2q−1t̂r(R2)
≥ zα




Note that the asymptotic power (4.28) of Tn is essentially the same as those
formulas given by Yamada and Srivastava (2012) and Srivastava and Kubokawa
(2013). Note also that the right-hand side of (4.28) can be obtained from the
right-hand side of (4.27) provided d→∞. Actually, we have z d= (χ2d−d)/
√
2d→
N(0, 1) and (χ2d(α)− d)/
√
2d→ zα as d→∞ so that we have
P
(




















where the fact 2/d = 2p−2q−1tr(R2) holds exactly for normal data and approxi-
mately under Assumption A for non-normal data.
4.6 Two special cases
As mentioned in the introduction, the GLHT problem (4.2) under the high-
dimensional linear regression model (4.1) includes the one-way and two-way
MANOVA problems as special cases. In this section, we briefly describe the one-
way and two-way MANOVA problems and show how to re-write them into the
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form of the GLHT problem (4.2) under the high-dimensional linear regression
model (4.1) so that the associated scale-invariant tests can be obtained easily.
4.6.1 One-way MANOVA
The one-way MANOVA problem for high-dimensional data aims to check if k
high-dimensional samples have the same mean vector. It can be briefly described
as follows. Suppose we have k independent high-dimensional samples:
yi1, . . . ,yini are i.i.d. with E(yi1) = µi and Cov(yi1) = Σ for each i ∈ {1, . . . , k}.
(4.29)
Of interest is to test the following hypothesis:
H0 : µ1 = . . . = µk versus H1 : H0 is false. (4.30)
We can re-write the above one-way MANOVA problem into the form of the
GLHT problem (4.2) under the high-dimensional linear regression model (4.1).
To re-write (4.30) into the form of the GLHT problem (4.2), we only need to set
Θ = (µ1, . . . ,µk)
> and
C = (Iq,−1q), (4.31)
where q = k − 1. Accordingly, the associated high-dimensional linear regression
model (4.1) can be defined as follows. The sample size is n =
∑k
i=1 ni, the
observation matrix Y and the design matrix X are given by
Y = (y11, . . . ,y1n1 , . . . ,yk1, . . . ,yknk)
> and X = diag(1n1 , . . . ,1nk) (4.32)
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respectively while the measurement error matrix is defined as  = (y11−µ1, . . . ,y1n1−
µ1, . . . ,yk1 − µk, . . . ,yknk − µk)>.
With Y, X and C as defined above, the associated variation matrices due to









(yij − y¯i)(yij − y¯i)>, (4.33)




j=1 yij and y¯ = n
−1∑k
i=1 niy¯i. Thus,




j=1(yij − y¯i)(yij − y¯i)>,















(y¯i − y¯). (4.35)
Note that a ratio-consistent estimator of t̂r(R2) is still given by (4.17) but with
Rˆ defined in (4.34). Accordingly, with the current t̂r(R2), a ratio-consistent es-
timator dˆ of d is still given by (4.18) with q = k − 1. The proposed test with
the Welch-Satterthwaite χ2-approximation for the one-way MANOVA problem
(4.30) can then be conducted accordingly as described at the end of Section 4.3.
4.6.2 Two-way MANOVA
The two-way MANOVA problem aims to test if one of the main effects or
the interaction effects of two factors are the same. It can be briefly defined as
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follows. Consider an experiment with two factors A and B each having a and b
levels, with a total of ab factorial combinations or cells. Suppose at the (i, j)th
cell, we have the following p-dimensional sample:
yij1, . . . ,yijnij are i.i.d. with E(yij1) = µij and Cov(yij1) = Σ, (4.36)
for i = 1, . . . , a; j = 1, . . . , b. All these ab samples are independent with each
other. In the two-way MANOVA, the cell mean vectors µij’s are usually decom-
posed into the form
µij = µ0 +αi + βj + γij, i = 1, . . . , a; j = 1, . . . , b, (4.37)
where µ0 is the grand mean vector, αi and βj are the ith and jth main ef-
fects of factors A and B respectively, and γij is the (i, j)th interaction effect
between factors A and B. For two-way MANOVA, interested are the following
three hypotheses:
H0A : α1 = . . . = αa versus H1A : H0A is false;
H0B : β1 = . . . = βb versus H1B : H0B is false;
H0AB : γ11 = . . . = γ1b = . . . = γa1 = . . . = γab versus H1AB : H0AB is false.
(4.38)
The first two hypotheses aim to test if the main effects of the two factors are
statistically significant while the last one aims to test if the interaction effects
between the two factors are statistically significant.
Similarly, we can re-write the above three two-way MANOVA problems into
the form of the GLHT problem (4.2) under the high-dimensional linear regression
model (4.1). First of all, we express the three hypotheses (4.38) into the form of
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GLHT problem (4.2). For this end, we set Θ = (µ11,µ12, . . . ,µab)
> and based
on Section 2 of Zhang (2011), the coefficient matrix C for the three hypotheses
(4.38) can be set as
Ca = HaAa, Cb = HbAb, Cab = HabAab, (4.39)
with Ha = (Ia−1,−1a−1), Hb = (Ib−1,−1b−1), Hab = Ha ⊗Hb, and Aa = (Ia −
1au
>)⊗v>, Ab = u>⊗(Ib−1bv>), Aab = (Ia−1au>)⊗(Ib−1bv>), where ⊗ is the
Kronecker product operation, u = (u1, . . . , ua)
> and v = (v1, . . . , vb)> are two
weight vectors used to impose some constraints on the parameters µ0,αi,βj,γij
in (4.37) since otherwise they are not uniquely defined (Zhang, 2011). There are
two methods for specifying the weight vectors u and v: the equal-weight method
which specifies u and v as ui = 1/a, vj = 1/b, i = 1, . . . , a; j = 1, . . . , b and
the size-adapted-weight method which specifies u and v as ui =
∑b
j=1 nij/n, i =
1, · · · , a, and vj =
∑a
i=1 nij/n, j = 1, · · · , b. When the two-way MANOVA design
is balanced, i.e. when all the cell sizes nij, i = 1, . . . , a; j = 1, . . . , b, are the
same, the size-adapted-weight method reduces to the equal-weight method. The
matrices Ca,Cb and Cab are full rank, having ranks a−1, b−1 and (a−1)(b−1)
respectively. The two-way MANOVA hypotheses (4.38) can then be written into
the form of the GLHT problem (4.2) with C specified in (4.39) respectively.
Second, the associated high-dimensional linear regression model (4.1) can be




j=1 nij. The observation matrix
Y and the design matrix X are defined as follows:
Y = (y111, . . . ,y11n11 ,y121, . . . ,y12n12 , . . . ,yab1, . . . ,yabnab)
> and
X = diag(1n11 ,1n12 , . . . ,1nab),
(4.40)
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while the measurement error matrix is  = (y111 − µ11, . . . ,y11n11 − µ11,y121 −
µ12, . . . ,y12n12 − µ12, . . . ,yab1 − µab, . . . ,yabnab − µab)>.
With Y,X and C (which can be Ca,Cb or Cab) defined above, the variation









(yijk− µˆij)(yijk− µˆij)>, (4.41)
where Θˆ = (µˆ11, µˆ12, . . . , µˆab)




k=1 yijk, i = 1, . . . , a; j =
1, . . . , b, and Wn = (X




, . . . , 1
nab
). Then we have
Σˆ = (n− ab)−1Se, Dˆ = diag(Σˆ), and Rˆ = Dˆ−1/2ΣˆDˆ−1/2. (4.42)









where q = rank(C). Then a ratio-consistent estimator of t̂r(R2) is still given
by (4.17) but with Rˆ defined in (4.42). Accordingly, with the current t̂r(R2),
a ratio-consistent estimator dˆ of d is still given by (4.18) with the current q.
The proposed test with the Welch-Satterthwaite χ2-approximation for any of
the two-way MANOVA problems (4.38) can then be conducted accordingly.
4.7 Simulation studies
In this section, we conduct three simulation studies to evaluate the perfor-
mance of the proposed test in terms of size control and power, against three
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existing competitors, including two non-scale-invariant tests developed by Fu-
jikoshi et al. (2004) and Srivastava and Fujikoshi (2006) respectively and one
scale-invariant test by Yamada and Srivastava (2012), denoted as TFHW , TSF and
TY S respectively. Note that the test TY S was developed in Yamada and Srivas-
tava (2012) just for normal data and its extension for non-normal data was done
by Srivastava and Kubokawa (2013). Following Chapters 2 and 3, we use the av-
erage relative error (ARE) to measure the overall performance of a test in terms
of maintaining the nominal size α, defined as ARE=100m−1
∑m
j=1 |αˆj − α|/α,
where αˆj, j = 1, . . . ,m are the empirical sizes under consideration. Usually, a
smaller ARE value indicates a better overall performance of a test in terms of
size control. Throughout the simulation studies, the nominal size is α = 5% and
the number of replications is 10, 000.
After a careful study in Chapter 2, we found that the adjustment coefficient
cp,n (4.6) advocated by Srivastava and Du (2008) and employed in (4.5) does
improve the convergence of a scale-invariant test to a normal distribution when
the associated underlying distribution is approximately normal but it will reduce
the empirical size of the test substantially so that the scale-invariant test is no
longer applicable otherwise. To overcome this difficulty, in Chapter 2 we identi-
fied an empirical criterion for employing the adjustment coefficient cp,n cleverly.
We here adopt this strategy for the proposed test Tn. That is, instead of employ-
ing cp,n blindly as in the test TY S, we can employ cp,n in the proposed test Tn
via adjusting the associated estimated approximate degrees of freedom dˆ in the
following way:
dˆadj =
 dˆ/cp,n, when cp,n ≤ 1.2,dˆ, otherwise. (4.44)
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The resulting test, denoted as Tn,adj, is then conducted via replacing dˆ with dˆadj.
We shall study the performance of Tn,adj instead of Tn in the three simulation
studies presented in this section.
Data generating setup: We generate our simulation data following the data
structure specified in Assumption A1 of Section 4.4. Given X and Θ, we generate
Y by Y = XΘ + Σ1/2(u1, . . . ,un)
> where ui, i = 1, . . . , n are i.i.d. with ui =
(ui1, . . . , uip)
>, whose entries are generated from the following three distributions,
which represent three different shapes, i.e. normal, non-normal but symmetric,
non-normal and skewed:
Model 1: uir, r = 1, . . . , p
i.i.d∼ N(0, 1).
Model 2: uir = zir/
√
2, with zir, r = 1, . . . , p
i.i.d∼ t4.
Model 3: uir = (zir − 2)/2, with zir, r = 1, . . . , p i.i.d∼ χ22.
Further, to specify the covariance matrix Σ, we set Σ = D1/2RD1/2 where
D = diag(d21, . . . , d
2
p) with di = (p − i + 1)/p, i = 1, . . . , p and R = (rij) : p × p
with rij = (−1)i+jρ0.2|i−j|. Since the diagonal entries of Σ are different, the scale-
invariant tests Tn,adj and TY S should outperform the non-scale-invariant tests
TFHW and TSF in terms of power. Note that the value of the tuning parameter
ρ ∈ (0, 1) controls the correlation among the p variables of the simulated data:
the larger the value of ρ is, the larger the correlation among the p variables. Note
also that for i, j ∈ {1, . . . , p}, rij decreases with increasing |i− j|.
Simulation 1: In this simulation, we aim to evaluate the performance of Tn,adj
against TFHW , TSF and TY S for the one-way MANOVA problem described in
(4.29) and (4.30) in Section 4.6.1. For this end, we set k = 3, p ∈ {200, 500, 1000},
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and n1 = 0.8n0, n2 = n0, n3 = 1.2n0 with n0 ∈ {150, 200, 250}. In addition,
we set ρ ∈ {0.01, 0.55, 0.95} so that the p variables of the simulated data are
nearly uncorrelated, moderately correlated, and highly correlated. For the null
hypothesis, we set µ1 = µ2 = µ3 = 0 and for the alternative hypothesis, we set
µ1 = 0,µ2 = δh,µ3 = 1.5δh, where the tuning parameter δ is used to control
the difference among µ1,µ2 and µ3, while h = h0/
√
h>0 h0 with h0 = (1, . . . , p)
>.
For simplicity, we set δ = 0.015, 0.025, 0.04 respectively for ρ = 0.01, 0.55, 0.95.
Table 4.1: Empirical sizes (in percentages) of TFHW , TSF , TY S and Tn,adj in
Simulation 1.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n0 TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
150 5.82 5.78 4.76 4.80 6.65 6.63 3.04 5.71 6.78 6.78 0.51 5.17
200 200 5.82 5.82 4.69 4.59 6.46 6.44 3.18 5.57 6.95 6.93 0.61 5.31
250 5.71 5.71 5.03 4.79 6.49 6.48 3.11 5.38 7.02 7.01 0.69 5.40
150 5.29 5.28 4.50 5.05 6.51 6.49 3.71 5.90 6.69 6.65 0.54 5.37
1 500 200 5.47 5.46 4.99 5.33 6.35 6.35 3.66 5.71 6.98 6.98 0.58 5.72
250 5.56 5.56 4.78 5.07 6.90 6.87 3.90 5.81 6.99 6.99 0.66 5.34
150 4.95 4.94 4.00 4.98 6.18 6.14 3.65 5.76 6.51 6.49 0.56 5.46
1000 200 5.61 5.57 4.93 5.70 5.98 5.97 3.52 5.45 6.54 6.53 0.57 5.22
250 5.59 5.58 4.72 5.23 6.08 6.08 3.96 5.92 7.02 7.01 0.80 5.71
ARE 10.9 10.7 5.9 4.9 28.0 27.7 29.5 13.8 36.6 36.4 87.7 8.2
150 5.68 5.65 4.45 4.54 7.15 7.14 3.53 6.13 7.07 7.04 0.45 5.25
200 200 5.94 5.92 4.90 4.79 7.22 7.20 3.49 6.10 7.35 7.35 0.45 5.22
250 5.39 5.37 4.69 4.47 6.64 6.61 3.37 5.42 6.80 6.80 0.51 5.03
150 5.63 5.61 4.97 5.48 6.45 6.44 3.46 5.72 6.82 6.82 0.66 5.46
2 500 200 5.49 5.47 4.64 4.95 6.33 6.32 3.38 5.32 6.90 6.86 0.59 5.42
250 4.92 4.90 4.37 4.56 6.68 6.67 3.76 5.60 6.54 6.54 0.48 5.23
150 5.12 5.11 4.03 5.05 5.97 5.97 3.55 5.67 6.55 6.55 0.47 5.18
1000 200 4.97 4.96 4.39 5.05 6.30 6.29 3.86 5.79 6.52 6.50 0.65 5.36
250 5.44 5.41 4.90 5.39 6.47 6.46 4.08 5.82 6.75 6.75 0.63 5.54
ARE 8.4 8.2 8.1 5.9 31.6 31.3 27.8 14.6 36.2 36.0 89.1 6.0
150 5.90 5.88 4.53 4.56 6.61 6.61 3.44 5.82 7.16 7.16 0.52 5.39
200 200 5.67 5.67 4.95 4.87 6.28 6.26 3.30 5.60 7.01 6.99 0.43 5.27
250 5.67 5.67 4.85 4.76 6.70 6.67 3.70 5.92 7.01 7.01 0.59 5.41
150 5.40 5.38 4.58 4.99 6.26 6.26 3.85 6.12 7.16 7.14 0.48 5.05
3 500 200 5.27 5.24 4.73 4.95 5.71 5.71 3.04 5.01 7.05 7.03 0.58 5.46
250 5.38 5.38 4.75 4.97 6.34 6.33 3.41 5.26 7.30 7.30 0.66 5.57
150 5.44 5.41 4.28 5.20 6.25 6.22 4.04 6.25 6.86 6.85 0.76 5.68
1000 200 5.52 5.51 4.31 5.00 5.73 5.71 4.03 5.68 6.95 6.93 0.65 5.60
250 4.94 4.93 4.19 4.60 5.91 5.90 3.84 5.67 6.65 6.65 0.54 5.07
ARE 9.6 9.4 8.5 3.3 24.0 23.7 27.4 14.1 40.3 40.1 88.4 7.8
Table 4.1 displays the empirical sizes of TFHW , TSF , TY S and Tn,adj with
the associated ARE values listed in the rows labeled with ARE, and for easy
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Figure 4.3: Boxplots of the empirical sizes (in percentage) of the four tests under
Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 1.
comparison we also show the corresponding boxplots of the empirical sizes of the
four tests in Figure 4.3. It is seen that in terms of size control, Tn,adj performs well
and generally outperforms the other three tests especially when ρ = 0.55, 0.95.
The other three tests perform well when ρ = 0.01 but they do not perform well
when ρ = 0.55, 0.95. In particular, when ρ = 0.95, TY S performs poorly since its
empirical sizes are less than 1%, compared with the nominal size 5%. Therefore,
TY S is no longer applicable when the data are highly correlated.
Table 4.2 and Figure 4.4 display the empirical powers of the four tests un-
der consideration and the corresponding line charts. It is seen that in terms of
power, Tn,adj also outperforms the other three tests generally, especially when
ρ = 0.55, 0.95. As expected, the two non-scale-invariant tests TFHW and TSF
almost have no powers under the various configurations since they do not take
the diagonal information of the underlying covariance matrix into account. When
ρ = 0.01, TY S has comparable powers with Tn,adj but it has much lower powers
than the latter when ρ = 0.55, 0.95.
To explore, in terms of size control, why TFHW , TSF and TY S perform well
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Table 4.2: Empirical powers (in percentages) of TFHW , TSF , TY S and Tn,adj in
Simulation 1.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n0 TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
150 5.92 5.89 25.40 25.54 6.52 6.51 18.45 27.54 7.44 7.42 1.58 16.22
200 200 5.78 5.77 36.87 36.49 6.59 6.59 29.75 41.70 6.98 6.98 2.26 22.30
250 5.85 5.85 50.01 49.34 6.89 6.88 43.10 56.27 6.95 6.95 2.85 32.85
150 5.47 5.46 48.63 50.92 6.17 6.15 45.78 56.75 7.12 7.12 3.96 31.48
1 500 200 5.59 5.59 69.88 71.02 6.59 6.56 71.63 80.81 7.02 7.01 7.11 50.77
250 5.93 5.91 86.13 86.42 5.99 5.99 89.85 94.19 7.30 7.29 13.52 72.67
150 5.29 5.27 74.37 77.26 5.88 5.87 78.84 85.80 6.37 6.37 12.61 58.62
1000 200 5.23 5.22 92.42 93.58 5.99 5.98 96.61 98.21 7.06 7.05 27.46 85.45
250 5.07 5.06 98.64 98.79 6.45 6.43 99.71 99.87 6.72 6.72 53.93 98.64
150 5.73 5.73 25.26 25.38 6.17 6.16 18.28 28.16 7.23 7.22 1.57 16.44
200 200 5.53 5.53 38.34 38.01 7.13 7.13 30.73 42.74 7.32 7.29 2.35 23.02
250 5.86 5.85 50.58 49.90 6.40 6.40 42.98 56.88 7.29 7.27 3.54 32.32
150 4.97 4.96 48.92 50.96 6.35 6.34 47.16 58.90 6.80 6.79 3.97 31.10
2 500 200 5.28 5.26 70.32 71.50 6.55 6.53 72.46 80.74 6.98 6.96 6.97 50.00
250 5.90 5.89 85.52 85.81 6.35 6.34 89.16 93.63 7.03 7.00 12.51 72.98
150 5.34 5.32 75.15 77.96 6.20 6.17 79.02 85.89 6.57 6.56 11.98 57.59
1000 200 5.28 5.27 92.80 93.66 5.81 5.79 96.35 98.04 6.98 6.97 27.95 85.35
250 5.10 5.09 98.70 98.85 6.06 6.06 99.68 99.82 7.23 7.23 53.91 98.36
150 5.67 5.64 25.21 25.31 6.93 6.91 18.98 28.04 7.27 7.25 1.53 16.35
200 200 6.35 6.35 38.03 37.72 6.74 6.74 29.59 40.89 7.07 7.07 2.25 22.87
250 5.70 5.70 50.81 50.04 6.82 6.81 44.09 57.45 6.96 6.95 3.26 32.01
150 5.48 5.47 48.70 50.65 6.46 6.46 46.30 57.53 6.86 6.84 3.87 30.67
3 500 200 5.52 5.52 69.58 70.67 6.49 6.48 70.89 79.76 7.30 7.27 7.53 50.39
250 5.76 5.76 85.31 85.79 6.03 6.03 89.99 94.32 6.88 6.87 13.26 73.44
150 5.41 5.38 74.86 77.90 6.18 6.15 78.86 85.72 6.74 6.74 13.07 57.70
1000 200 5.17 5.14 92.64 93.54 5.89 5.88 96.15 97.88 6.63 6.62 28.67 85.87










































































































































Figure 4.4: Empirical powers (in percentage) with parameters [p, n0] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 1.
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Table 4.3: Values of dˆadj and cp,n in Simulation 1.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n0 dˆadj cp,n dˆadj cp,n dˆadj cp,n
150 259 1.13 49 1.61 5 6.25
200 200 261 1.12 49 1.60 5 6.25
250 262 1.12 49 1.60 5 6.24
150 658 1.11 121 1.42 11 4.96
1 500 200 664 1.10 121 1.41 11 4.96
250 668 1.09 120 1.40 11 4.95
150 1312 1.11 241 1.33 22 3.99
1000 200 1331 1.10 240 1.32 22 3.98
250 1343 1.09 240 1.31 22 3.97
150 259 1.13 49 1.61 5 6.25
200 200 260 1.12 49 1.61 5 6.25
250 261 1.12 49 1.60 5 6.25
150 656 1.11 120 1.42 11 4.97
2 500 200 663 1.10 120 1.41 11 4.96
250 667 1.09 120 1.40 11 4.96
150 1308 1.11 240 1.34 22 3.99
1000 200 1328 1.10 240 1.32 22 3.98
250 1340 1.09 239 1.31 22 3.97
150 259 1.13 49 1.61 5 6.25
200 200 260 1.12 49 1.60 5 6.25
250 261 1.12 49 1.60 5 6.25
150 657 1.11 121 1.42 11 4.97
3 500 200 663 1.10 120 1.41 11 4.96
250 668 1.09 120 1.40 11 4.96
150 1309 1.11 240 1.33 22 3.99
1000 200 1329 1.10 240 1.32 22 3.98
250 1341 1.09 240 1.31 22 3.97
when ρ = 0.01 but do not perform well when ρ = 0.55, 0.95, we list the values
of dˆadj and cp,n in Table 4.3. It is seen that when ρ = 0.01, the values of dˆadj
are large (259 ∼ 1343) and the values of cp,n are small (1.09 ∼ 1.13), showing
that the underlying distributions of the four tests are nearly normal. In this
case, the normal approximations to the associated underlying null distributions
are adequate so that all the four tests perform well in terms of size control.
However, when ρ = 0.55, 0.95, the values of dˆadj are not large (5 ∼ 241) and the
values of cp,n are large (1.31 ∼ 6.25), showing that the underlying distributions
of the four tests are less or not normal. In this case, the normal approximations
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to the associated underlying null distributions are less or not adequate so that
TFHW , TSF and TY S do not perform well. In particular, the poor performance of
TY S when ρ = 0.95 is due to the application of the adjustment coefficient cp,n
blindly.
Simulation 2: In this simulation study, we aim to examine the performance
of Tn,adj against TFHW , TSF and TY S for the GLHT problem (4.2) under the
framework of the three-sample one-way MANOVA considered in Simulation 1.
Without loss of generality, we consider the contrast test H0 : µ1 +2µ2−3µ3 = 0.
This contrast test can be written in the form of the GLHT problem (4.2) with
Θ = (µ1,µ2,µ3)
> and C = (1, 2,−3). We set other tuning parameters the same
values as those specified in Simulation 1 except that we set δ = 0.02, 0.03, 0.05
for ρ = 0.01, 0.55, 0.95 respectively.
Table 4.4 and Figure 4.5 display the empirical sizes of the four tests under
consideration and the corresponding boxplots. It is seen that in terms of size
control, Tn,adj performs well and generally outperforms the other three tests es-
pecially when ρ = 0.55, 0.95. The other three tests perform well when ρ = 0.01
but they do not perform well when ρ = 0.55, 0.95. In particular, when ρ = 0.95,
TY S performs poorly. These conclusions are similar to those drawn from Table 4.1
and Figure 4.3.
Table 4.5 and Figure 4.6 show the empirical powers of the four tests and
the corresponding line charts, and Table 4.6 lists the values of dˆadj and cp,n. It
can be seen, the conclusions drawn from them are similar to those drawn from
Table 4.2, Figure 4.4 and Table 4.3 respectively. Therefore, we do not give the
detailed description of the results again.
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Table 4.4: Empirical sizes (in percentages) of TFHW , TSF , TY S and Tn,adj in
Simulation 2.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n0 TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
150 6.18 6.18 4.89 4.61 6.53 6.53 3.60 5.63 6.46 6.46 0.68 4.66
200 200 5.87 5.87 4.82 4.45 6.96 6.96 3.34 5.22 6.62 6.62 0.71 5.10
250 6.08 6.08 4.96 4.54 6.68 6.68 3.50 5.31 6.98 6.98 0.97 4.64
150 5.85 5.85 4.87 4.98 6.45 6.45 3.49 5.35 6.64 6.64 0.86 5.29
1 500 200 5.70 5.70 4.60 4.62 6.77 6.77 4.01 5.64 6.97 6.97 0.91 5.49
250 5.96 5.96 4.97 4.89 6.32 6.32 3.76 5.39 6.89 6.89 0.69 5.02
150 5.71 5.71 4.72 5.18 6.28 6.28 3.91 5.62 7.35 7.35 0.96 5.76
1000 200 5.63 5.63 4.79 5.16 6.16 6.16 3.97 5.48 6.30 6.30 0.99 5.36
250 5.04 5.04 4.57 4.86 6.35 6.35 3.81 5.18 6.28 6.28 0.98 5.54
ARE 15.6 15.6 4.0 5.3 30.0 30.0 25.8 8.5 34.4 34.4 82.8 7.2
150 5.61 5.61 4.51 4.25 6.97 6.97 3.55 5.48 7.03 7.03 0.84 5.24
200 200 5.87 5.87 4.89 4.51 6.97 6.97 3.53 5.25 6.63 6.63 0.65 4.80
250 5.90 5.90 5.08 4.67 6.43 6.43 3.46 5.52 6.84 6.84 0.76 5.25
150 5.49 5.49 4.53 4.67 6.42 6.42 3.76 5.49 6.77 6.77 0.86 5.31
2 500 200 5.46 5.46 4.88 4.89 6.50 6.50 3.65 5.30 7.09 7.09 0.79 5.27
250 5.63 5.63 4.70 4.56 6.20 6.20 3.83 5.30 6.55 6.55 0.85 5.10
150 5.20 5.20 4.69 5.23 6.21 6.21 3.69 5.70 7.08 7.08 0.94 5.57
1000 200 5.40 5.40 4.73 5.03 6.22 6.22 3.90 5.36 6.55 6.55 0.89 5.26
250 5.43 5.43 4.58 4.78 6.77 6.77 3.96 5.67 6.95 6.95 1.07 5.49
ARE 11.1 11.1 5.7 6.5 30.4 30.4 25.9 9.0 36.6 36.6 83.0 6.0
150 5.81 5.81 4.65 4.22 6.51 6.51 3.31 5.18 6.65 6.65 0.78 5.02
200 200 6.09 6.09 5.03 4.64 6.53 6.53 3.48 5.51 6.61 6.61 0.84 4.81
250 5.92 5.92 4.89 4.35 6.27 6.27 3.41 5.19 6.82 6.82 0.87 4.94
150 5.90 5.90 4.72 4.83 6.36 6.36 3.90 5.77 6.57 6.57 0.83 5.54
3 500 200 5.22 5.22 4.61 4.62 6.18 6.18 3.54 5.26 6.81 6.81 1.01 5.52
250 5.54 5.54 4.52 4.46 6.63 6.63 3.71 5.28 6.97 6.97 0.84 5.03
150 5.85 5.85 4.77 5.25 6.42 6.42 4.03 5.92 6.84 6.84 0.99 5.59
1000 200 5.50 5.50 4.73 5.05 6.04 6.04 4.27 5.91 7.57 7.57 0.91 5.97
250 5.43 5.43 4.59 4.73 6.42 6.42 4.21 5.85 6.56 6.56 0.87 5.60





























































Figure 4.5: Boxplots of the empirical sizes (in percentage) of the four tests under
Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 2.
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Table 4.5: Empirical powers (in percentage) of TFHW , TSF , TY S and Tn,adj in
Simulation 2.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n0 TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
150 6.15 6.15 29.16 28.29 7.37 7.37 16.97 23.78 6.95 6.95 1.89 14.03
200 200 6.58 6.58 43.78 42.24 7.35 7.35 25.17 34.40 6.70 6.70 2.70 19.35
250 6.10 6.10 57.75 56.11 6.81 6.81 35.62 46.72 6.62 6.62 3.74 26.07
150 5.91 5.91 56.05 56.61 6.22 6.22 39.61 49.38 6.58 6.58 4.11 26.49
1 500 200 5.84 5.84 77.80 77.88 6.75 6.75 62.74 71.50 7.01 7.01 7.60 44.86
250 5.71 5.71 92.02 91.87 6.26 6.26 83.03 89.08 6.77 6.77 12.13 69.39
150 5.62 5.62 83.41 84.69 6.64 6.64 71.72 79.63 7.04 7.04 11.89 53.36
1000 200 5.28 5.28 96.51 96.77 6.09 6.09 93.39 95.82 6.92 6.92 25.35 84.41
250 5.60 5.60 99.65 99.68 6.50 6.50 99.37 99.69 6.74 6.74 50.73 99.25
150 5.59 5.59 29.69 28.77 6.85 6.85 16.61 23.57 6.60 6.60 2.16 13.35
200 200 6.02 6.02 44.84 43.37 6.72 6.72 24.92 33.94 6.43 6.43 2.42 18.77
250 6.43 6.43 58.49 56.87 6.50 6.50 35.78 46.29 6.97 6.97 3.53 26.50
150 5.40 5.40 57.38 57.95 6.06 6.06 40.42 49.87 6.27 6.27 4.13 26.01
2 500 200 5.79 5.79 79.24 79.29 6.50 6.50 63.47 72.07 6.97 6.97 7.03 44.48
250 5.31 5.31 91.60 91.50 6.66 6.66 84.28 89.51 6.47 6.46 11.98 69.38
150 5.05 5.05 83.79 84.79 6.36 6.36 71.42 78.61 6.53 6.53 12.20 53.95
1000 200 4.97 4.97 96.65 96.90 5.96 5.96 93.00 95.58 6.52 6.52 26.37 84.86
250 5.46 5.46 99.61 99.65 5.98 5.98 99.22 99.68 6.92 6.92 51.68 99.26
150 5.84 5.84 29.91 28.80 7.10 7.10 16.21 22.66 6.62 6.62 2.02 13.05
200 200 6.12 6.12 44.10 42.71 7.06 7.06 24.77 33.37 6.91 6.91 2.68 19.23
250 6.18 6.18 58.21 56.42 6.94 6.94 36.73 48.13 6.79 6.79 3.44 26.89
150 5.50 5.50 56.32 56.98 6.23 6.23 39.72 49.12 6.96 6.96 4.39 26.62
3 500 200 5.41 5.41 78.59 78.64 6.32 6.32 62.58 71.69 6.77 6.77 7.26 43.90
250 5.60 5.60 91.50 91.41 6.32 6.32 83.20 89.01 6.72 6.72 11.94 69.42
150 5.50 5.50 83.17 84.38 6.30 6.30 71.39 78.71 6.62 6.62 12.29 53.68
1000 200 5.44 5.44 96.77 97.00 5.97 5.97 93.07 95.83 6.97 6.97 26.29 85.31











































































































































Figure 4.6: Empirical powers (in percentage) with parameters [p, n0] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row) in Simulation 2.
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Table 4.6: Values of dˆadj and cp,n in Simulation 2.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n0 dˆadj cp,n dˆadj cp,n dˆadj cp,n
150 130 1.13 24 1.61 3 6.25
200 200 130 1.12 24 1.60 3 6.25
250 131 1.12 24 1.60 3 6.25
150 329 1.11 60 1.42 6 4.97
1 500 200 332 1.10 60 1.41 6 4.96
250 334 1.09 60 1.40 6 4.95
150 656 1.11 120 1.33 11 3.99
1000 200 666 1.10 120 1.32 11 3.98
250 671 1.09 120 1.31 11 3.97
150 129 1.13 24 1.61 3 6.25
200 200 130 1.12 24 1.61 3 6.25
250 131 1.12 24 1.60 3 6.25
150 328 1.11 60 1.42 6 4.97
2 500 200 331 1.10 60 1.41 6 4.96
250 333 1.09 60 1.40 6 4.95
150 654 1.11 120 1.34 11 3.99
1000 200 664 1.10 120 1.32 11 3.98
250 670 1.09 120 1.31 11 3.97
150 129 1.13 24 1.61 3 6.25
200 200 130 1.12 24 1.60 3 6.25
250 131 1.12 24 1.60 3 6.25
150 328 1.11 60 1.42 6 4.97
3 500 200 332 1.10 60 1.41 6 4.96
250 334 1.09 60 1.40 6 4.95
150 655 1.11 120 1.33 11 3.99
1000 200 665 1.10 120 1.32 11 3.98
250 671 1.09 120 1.31 11 3.97
Simulation 3: In this simulation study, we aim to examine the performance
of Tn,adj against TFHW , TSF and TY S for the two-way MANOVA problem as de-
scribed in (4.36) and (4.38) in Section 4.6.2. For this end, we set a = 2, b = 3, p ∈
{200, 500, 1000}, and n = (n11, n12, . . . , nab) ∈ {n1,n2,n3} with n1 = (60, 90)3,
n2 = (80, 120)3 and n3 = (100, 150)3, where vr stands for a vector obtained by
repeating the vector v for r times. For example, (60, 90)3 = (60, 90, 60, 90, 60, 90).
For simplicity, we set the same values for ρ as those in Simulations 1 and 2. For
the null hypothesis, we set µij = 0 for i = 1, . . . , a; j = 1, . . . , b while for the al-
ternative hypothesis, we set µij = ijδh/(ab) for i = 1, . . . , a; j = 1, . . . , b, where
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δ and h are defined as those in Simulations 1 and 2. To specify the C-matrices
(4.39) for the three hypotheses (4.38), we employ the size-adapted-weight method
as described in Section 4.6.2.
Table 4.7: Empirical sizes (in percentages) of TFHW , TSF , TY S and Tn,adj for
testing interaction effect in Simulation 3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
n1 6.01 5.99 4.59 4.64 6.03 6.00 2.98 5.44 7.06 7.06 0.61 5.51
200 n2 5.87 5.86 4.50 4.41 6.59 6.59 3.20 5.47 7.09 7.09 0.49 5.45
n3 5.68 5.67 4.20 4.08 6.95 6.93 3.42 5.95 7.23 7.22 0.51 5.27
n1 5.17 5.16 4.14 4.70 6.57 6.56 3.69 5.97 7.20 7.19 0.69 5.28
1 500 n2 5.29 5.29 4.66 4.92 5.96 5.93 3.26 5.35 7.06 7.06 0.51 5.00
n3 5.28 5.28 4.47 4.72 6.07 6.05 3.64 5.73 6.92 6.91 0.63 5.47
n1 5.33 5.31 4.20 5.26 6.13 6.11 3.71 5.77 7.14 7.14 0.62 5.76
1000 n2 5.43 5.42 4.69 5.43 6.02 6.01 3.60 5.55 6.88 6.87 0.59 5.64
n3 5.48 5.48 4.73 5.18 6.13 6.13 3.50 5.18 7.30 7.29 0.64 5.73
ARE 10.1 9.9 10.7 7.6 25.4 25.1 31.1 12.0 42.0 41.8 88.2 9.1
n1 5.53 5.53 4.73 4.85 6.54 6.54 3.21 5.78 7.06 7.04 0.57 5.86
200 n2 6.31 6.30 4.85 4.81 6.17 6.14 3.44 5.71 6.98 6.97 0.49 5.27
n3 5.49 5.49 4.69 4.52 6.66 6.63 2.97 5.39 7.26 7.25 0.54 5.35
n1 5.09 5.07 4.34 4.73 6.28 6.24 3.38 5.74 7.21 7.20 0.55 5.81
2 500 n2 5.38 5.37 4.47 4.84 6.70 6.70 3.30 5.54 7.08 7.06 0.53 5.40
n3 5.58 5.57 5.01 5.21 6.17 6.17 3.48 5.49 6.71 6.70 0.65 5.39
n1 5.10 5.09 4.03 5.13 5.92 5.91 3.46 5.73 6.68 6.68 0.72 5.35
1000 n2 5.31 5.29 4.46 5.17 5.55 5.53 3.64 5.42 7.17 7.17 0.78 5.53
n3 5.47 5.47 4.80 5.33 6.23 6.22 3.81 5.53 6.75 6.74 0.50 5.77
ARE 9.5 9.3 8.1 4.6 24.9 24.6 31.8 11.8 39.8 39.6 88.2 10.5
n1 5.51 5.51 4.45 4.51 6.89 6.86 3.45 5.84 6.98 6.97 0.52 5.20
200 n2 5.64 5.62 4.77 4.68 6.01 6.01 3.19 5.62 7.10 7.08 0.58 4.97
n3 5.71 5.70 4.43 4.28 6.47 6.47 3.03 5.49 7.26 7.25 0.50 5.51
n1 5.55 5.53 4.34 4.88 6.03 6.03 3.77 6.13 6.88 6.86 0.57 5.28
3 500 n2 5.42 5.42 4.54 4.90 6.54 6.53 3.61 5.78 6.72 6.71 0.64 5.43
n3 5.69 5.67 4.84 5.05 6.52 6.47 3.65 5.42 6.88 6.88 0.62 5.35
n1 5.26 5.26 4.37 5.27 6.28 6.24 3.94 6.06 6.83 6.82 0.61 5.59
1000 n2 5.45 5.45 4.48 5.06 6.45 6.44 3.95 6.00 7.08 7.07 0.74 5.60
n3 5.71 5.70 5.07 5.59 6.00 5.99 3.70 5.54 6.73 6.72 0.67 5.68
ARE 11.0 10.8 8.6 6.0 27.1 26.8 28.2 15.3 38.8 38.6 87.9 8.2
Table 4.7 and Figure 4.7 show the empirical sizes of TFHW , TSF , TY S and Tn,adj
for testing the interaction effects between the two factors. It is seen that in terms
of size control, Tn,adj again performs well and generally outperforms the other
three tests, especially when ρ = 0.55, 0.95. The other three tests perform well
when ρ = 0.01 but they do not perform well when ρ = 0.55, 0.95. In particular,
when ρ = 0.95, TY S performs poorly. These conclusions are similar to those drawn
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from Simulations 1 and 2, and also similar to those drawn from the results for
testing the main effects of the two factors. We then do not give the detailed































































Figure 4.7: Boxplots of the empirical sizes (in percentage) under Models 1, 2, 3
(the 1st, 2nd, 3rd row), for testing interaction effect in Simulation 3.
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Table 4.8: Empirical powers (in percentage) for testing interaction effect in Sim-
ulation 3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
n1 5.78 5.75 29.64 29.85 6.82 6.82 13.09 20.26 7.17 7.15 1.67 17.68
200 n2 5.62 5.62 44.22 43.90 6.69 6.69 20.43 30.18 7.28 7.27 2.55 25.15
n3 6.05 6.03 58.97 58.29 6.16 6.16 29.39 41.12 7.21 7.20 3.68 37.33
n1 5.64 5.62 56.83 58.86 6.73 6.70 33.13 43.45 6.73 6.71 4.13 34.70
1 500 n2 5.55 5.52 78.29 79.28 5.93 5.92 51.24 61.98 6.87 6.87 8.84 57.12
n3 5.64 5.64 92.11 92.36 6.31 6.30 72.31 80.44 6.67 6.67 15.87 81.47
n1 5.55 5.55 82.28 84.59 5.92 5.90 60.49 69.69 6.67 6.65 15.05 65.57
1000 n2 5.62 5.62 96.77 97.22 6.15 6.14 84.77 89.77 7.31 7.31 35.41 91.59
n3 5.45 5.45 99.67 99.71 5.70 5.67 96.82 98.34 6.93 6.92 66.43 99.66
n1 5.52 5.52 30.48 30.68 6.60 6.57 13.46 21.16 7.16 7.15 1.84 17.93
200 n2 5.48 5.48 44.26 43.98 6.38 6.37 19.83 29.71 7.15 7.13 2.75 25.46
n3 5.62 5.61 59.24 58.56 6.32 6.31 29.16 40.82 6.90 6.90 3.78 36.92
n1 5.23 5.21 57.80 59.89 5.92 5.91 33.00 43.08 6.77 6.77 4.58 34.99
2 500 n2 5.36 5.36 79.70 80.41 6.45 6.43 51.94 62.26 6.96 6.95 8.48 56.73
n3 5.72 5.70 92.52 92.78 6.23 6.22 71.68 80.36 7.08 7.07 16.35 81.74
n1 4.92 4.92 84.33 86.54 6.03 6.01 59.14 69.35 6.52 6.50 15.49 64.19
1000 n2 5.30 5.30 96.78 97.26 5.94 5.94 84.38 89.59 7.22 7.20 36.61 91.42
n3 5.45 5.44 99.52 99.59 6.19 6.18 96.45 98.01 6.82 6.80 65.38 99.61
n1 5.72 5.71 29.47 29.67 6.66 6.64 14.06 21.40 6.99 6.97 1.99 16.77
200 n2 6.09 6.08 44.96 44.65 6.62 6.60 20.88 30.69 7.19 7.16 2.60 25.88
n3 5.92 5.90 59.62 58.95 6.96 6.96 30.05 41.46 7.20 7.20 3.95 36.85
n1 5.31 5.29 58.18 60.17 6.02 6.00 32.58 42.91 7.27 7.26 4.50 35.07
3 500 n2 5.69 5.67 79.28 80.26 5.93 5.89 51.95 62.26 6.65 6.65 8.81 57.89
n3 5.34 5.32 92.64 92.81 6.29 6.29 71.41 79.97 7.26 7.26 16.21 81.97
n1 5.27 5.25 83.85 86.25 6.00 5.95 60.23 69.69 6.61 6.60 15.78 64.44
1000 n2 5.66 5.65 96.89 97.29 5.59 5.58 84.56 89.83 6.76 6.76 35.32 91.59
n3 5.40 5.38 99.61 99.65 5.92 5.90 96.69 98.14 6.75 6.75 65.94 99.66
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Figure 4.8: Empirical powers (in percentage) with parameters [p,n] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row), for testing interaction
effect in Simulation 3.
Table 4.9: Values of dˆadj and cp,n for testing interaction effect in Simulation 3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n dˆadj cp,n dˆadj cp,n dˆadj cp,n
n1 259 1.13 49 1.61 5 6.25
200 n2 261 1.12 49 1.60 5 6.25
n3 262 1.12 49 1.60 5 6.25
n1 657 1.11 121 1.42 11 4.97
1 500 n2 664 1.10 121 1.41 11 4.96
n3 668 1.09 120 1.40 11 4.96
n1 1311 1.11 241 1.33 22 3.99
1000 n2 1331 1.10 240 1.32 22 3.98
n3 1343 1.09 240 1.31 22 3.97
n1 259 1.13 49 1.61 5 6.25
200 n2 260 1.12 49 1.61 5 6.25
n3 261 1.12 49 1.60 5 6.25
n1 656 1.11 120 1.42 11 4.97
2 500 n2 662 1.10 120 1.41 11 4.96
n3 667 1.09 120 1.40 11 4.95
n1 1307 1.11 240 1.34 22 3.99
1000 n2 1328 1.10 240 1.32 22 3.98
n3 1340 1.09 239 1.31 22 3.97
n1 259 1.13 49 1.61 5 6.25
200 n2 260 1.12 49 1.60 5 6.25
n3 261 1.12 49 1.60 5 6.25
n1 656 1.11 121 1.42 11 4.97
3 500 n2 663 1.10 120 1.41 11 4.96
n3 667 1.09 120 1.40 11 4.95
n1 1309 1.11 240 1.34 22 3.99
1000 n2 1329 1.10 240 1.32 22 3.98
n3 1341 1.09 240 1.31 22 3.97
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Table 4.10: Empirical sizes (in percentage) for testing main effect of factor A in
Simulation 3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
n1 6.19 6.19 4.95 4.69 6.51 6.51 3.89 5.83 6.66 6.66 0.81 5.12
200 n2 6.17 6.17 4.90 4.58 6.97 6.97 3.60 5.47 6.78 6.78 0.77 5.13
n3 5.89 5.89 4.76 4.33 6.48 6.48 3.36 5.15 6.89 6.89 0.90 5.35
n1 5.78 5.78 4.94 5.10 5.61 5.61 3.63 5.32 6.97 6.97 0.89 5.11
1 500 n2 5.13 5.13 4.77 4.79 7.00 7.00 3.98 5.89 6.40 6.40 0.79 5.07
n3 5.35 5.35 4.80 4.73 6.07 6.07 3.89 5.41 6.85 6.85 0.81 5.34
n1 5.71 5.71 4.70 5.28 6.03 6.03 3.71 5.20 6.66 6.66 1.00 5.31
1000 n2 5.54 5.54 4.78 5.16 6.52 6.52 3.88 5.62 7.23 7.23 1.09 5.40
n3 6.03 6.03 5.06 5.27 6.04 6.04 3.85 5.26 6.66 6.66 1.01 5.24
ARE 15.1 15.1 3.2 6.0 27.2 27.2 24.9 9.2 35.8 35.8 82.1 4.6
n1 5.97 5.97 4.79 4.52 6.32 6.32 3.55 5.51 6.80 6.80 0.95 5.15
200 n2 5.88 5.88 4.37 4.08 6.94 6.94 3.27 5.01 6.63 6.62 0.77 4.98
n3 6.16 6.16 4.78 4.46 6.75 6.75 3.72 5.61 6.41 6.41 0.79 5.00
n1 5.14 5.14 4.57 4.69 6.40 6.40 3.74 5.75 6.91 6.91 0.85 5.25
2 500 n2 5.71 5.71 5.18 5.20 6.44 6.44 3.98 5.72 7.15 7.15 0.90 5.25
n3 5.68 5.68 5.14 5.08 5.94 5.94 3.72 5.31 6.35 6.35 0.76 5.06
n1 5.59 5.59 4.43 4.90 6.33 6.33 3.61 5.46 6.63 6.63 1.07 5.54
1000 n2 5.18 5.18 4.65 4.99 6.10 6.10 3.97 5.75 6.66 6.66 0.88 5.42
n3 5.79 5.79 4.85 5.07 6.43 6.43 4.02 5.50 6.76 6.76 0.98 5.59
ARE 13.6 13.6 6.4 6.0 28.1 28.1 25.4 10.3 34.0 34.0 82.3 5.1
n1 6.12 6.12 5.21 4.96 6.71 6.71 3.79 5.58 6.51 6.51 0.79 4.65
200 n2 5.98 5.98 4.78 4.43 6.62 6.62 3.79 5.84 6.58 6.58 0.74 4.89
n3 6.42 6.42 5.16 4.67 6.44 6.44 3.41 5.10 6.83 6.83 0.81 5.12
n1 5.66 5.66 4.94 5.08 6.18 6.18 3.70 5.40 6.83 6.83 0.80 5.66
3 500 n2 5.55 5.55 4.78 4.80 6.42 6.42 3.61 5.53 6.93 6.93 0.91 5.31
n3 5.68 5.68 5.05 4.98 6.64 6.64 3.89 5.62 6.83 6.83 0.93 5.09
n1 5.58 5.58 4.62 5.03 6.47 6.47 4.33 6.07 6.99 6.99 0.90 5.47
1000 n2 5.62 5.62 4.76 5.03 6.02 6.02 3.59 5.39 6.79 6.79 0.97 5.43
n3 6.05 6.05 4.81 4.97 6.12 6.12 4.24 5.69 6.43 6.43 0.94 5.28
ARE 17.0 17.0 3.8 3.0 28.0 28.0 23.7 11.6 34.9 34.9 82.7 6.3
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Figure 4.9: Boxplots of the empirical sizes (in percentage) under Models 1, 2, 3
(the 1st, 2nd, 3rd row), for testing main effect of factor A in Simulation 3.
Table 4.11: Empirical powers (in percentage) for testing main effect of factor A
in Simulation 3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
n1 5.97 5.97 25.86 24.99 6.72 6.72 14.02 20.27 6.69 6.69 2.15 14.71
200 n2 6.07 6.07 37.09 35.79 6.81 6.81 20.62 28.40 6.80 6.80 3.08 21.24
n3 6.30 6.30 49.71 47.89 6.39 6.39 29.34 39.39 7.51 7.51 4.34 31.33
n1 5.64 5.64 47.77 48.45 6.35 6.35 32.21 41.20 6.74 6.74 4.69 29.73
1 500 n2 6.07 6.07 69.68 69.73 6.21 6.21 51.72 60.91 6.92 6.92 8.33 51.57
n3 5.34 5.34 84.40 84.21 6.60 6.60 72.95 80.73 7.02 7.02 14.82 80.27
n1 5.90 5.90 74.46 76.05 6.07 6.07 60.47 68.56 6.38 6.38 14.55 61.16
1000 n2 5.44 5.44 92.76 93.22 6.05 6.05 85.27 89.90 6.58 6.58 32.57 91.37
n3 5.83 5.83 98.55 98.67 6.27 6.27 97.72 98.62 6.76 6.76 63.00 99.90
n1 5.52 5.52 25.03 23.98 6.83 6.83 14.44 20.46 7.20 7.20 2.17 14.85
200 n2 5.52 5.52 36.92 35.50 6.88 6.88 20.46 28.63 7.05 7.05 2.88 20.93
n3 5.73 5.73 49.78 48.25 6.86 6.86 30.16 40.20 7.08 7.08 3.93 30.86
n1 5.65 5.65 49.51 50.13 6.71 6.71 33.07 41.95 7.31 7.31 4.76 30.53
2 500 n2 5.89 5.89 70.48 70.54 6.57 6.57 52.53 62.30 7.32 7.32 8.62 51.19
n3 5.14 5.14 85.02 84.88 6.57 6.57 73.14 80.67 6.56 6.56 14.72 79.93
n1 5.10 5.10 75.89 77.58 6.25 6.25 60.58 68.89 6.81 6.81 14.61 59.75
1000 n2 5.25 5.25 92.88 93.40 6.06 6.06 85.92 90.24 6.74 6.74 33.35 91.20
n3 5.40 5.40 98.33 98.43 6.63 6.63 97.22 98.32 6.81 6.81 63.23 99.88
n1 5.73 5.73 25.54 24.86 6.61 6.61 13.47 19.40 6.94 6.94 2.26 14.81
200 n2 5.77 5.77 36.71 35.42 6.72 6.72 20.82 28.36 7.07 7.07 3.01 20.28
n3 5.88 5.88 49.78 48.16 7.15 7.15 29.12 39.38 6.28 6.28 3.68 30.57
n1 5.78 5.78 49.58 50.20 6.39 6.39 31.74 40.62 6.76 6.76 4.68 29.41
3 500 n2 5.49 5.49 68.60 68.72 6.39 6.39 51.88 61.46 6.76 6.76 8.24 51.67
n3 5.63 5.63 85.49 85.26 6.24 6.24 73.18 80.46 6.90 6.90 15.57 80.54
n1 5.55 5.55 75.73 77.31 6.24 6.24 59.99 68.61 6.98 6.98 14.45 60.95
1000 n2 5.56 5.56 92.50 92.93 6.58 6.58 85.65 90.06 6.57 6.57 32.52 91.83
n3 5.39 5.39 98.61 98.66 6.10 6.10 97.49 98.63 6.81 6.81 62.97 99.88















































































































































Figure 4.10: Empirical powers (in percentage) with parameters [p,n] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row), for testing main
effect of factor A in Simulation 3.
Table 4.12: Values of dˆadj and cp,n for testing main effect of factor A in Simulation
3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n dˆadj cp,n dˆadj cp,n dˆadj cp,n
n1 130 1.13 24 1.61 3 6.25
200 n2 130 1.12 24 1.60 3 6.25
n3 131 1.12 24 1.60 3 6.25
n1 329 1.11 60 1.42 6 4.97
1 500 n2 332 1.10 60 1.41 6 4.96
n3 334 1.09 60 1.40 6 4.95
n1 656 1.11 120 1.33 11 3.99
1000 n2 665 1.10 120 1.32 11 3.98
n3 671 1.09 120 1.31 11 3.97
n1 129 1.13 24 1.61 3 6.26
200 n2 130 1.12 24 1.61 3 6.25
n3 131 1.12 24 1.60 3 6.25
n1 328 1.11 60 1.42 6 4.97
2 500 n2 331 1.10 60 1.41 6 4.96
n3 333 1.09 60 1.40 6 4.96
n1 654 1.11 120 1.34 11 3.99
1000 n2 664 1.10 120 1.32 11 3.98
n3 670 1.09 120 1.31 11 3.97
n1 129 1.13 24 1.61 3 6.25
200 n2 130 1.12 24 1.60 3 6.25
n3 131 1.12 24 1.60 3 6.25
n1 328 1.11 60 1.42 6 4.97
3 500 n2 332 1.10 60 1.41 6 4.96
n3 334 1.09 60 1.40 6 4.95
n1 655 1.11 120 1.34 11 3.99
1000 n2 665 1.10 120 1.32 11 3.98
n3 671 1.09 120 1.31 11 3.97
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Table 4.13: Empirical sizes (in percentage) for testing main effect of factor B in
Simulation 3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
n1 5.68 5.67 4.78 4.84 6.68 6.68 3.09 5.15 7.29 7.26 0.52 5.22
200 n2 6.07 6.04 4.94 4.88 6.73 6.72 3.29 5.60 7.12 7.11 0.51 5.24
n3 5.65 5.65 4.81 4.63 6.48 6.46 3.43 5.83 7.08 7.07 0.56 5.38
n1 5.48 5.46 4.76 5.27 6.53 6.50 3.68 5.95 6.85 6.84 0.48 5.33
1 500 n2 5.81 5.78 4.58 4.91 6.27 6.26 3.63 5.60 7.42 7.41 0.56 5.53
n3 5.40 5.40 4.10 4.26 6.33 6.32 3.60 5.60 7.10 7.09 0.55 5.72
n1 5.56 5.51 4.79 5.69 6.27 6.24 3.73 5.91 6.62 6.62 0.64 5.71
1000 n2 5.45 5.44 4.71 5.29 5.64 5.63 3.31 5.40 6.72 6.71 0.87 5.72
n3 5.97 5.94 4.64 5.07 5.85 5.85 3.74 5.67 7.08 7.07 0.57 5.45
ARE 13.5 13.1 6.4 6.2 26.2 25.9 30.0 12.7 40.6 40.4 88.3 9.6
n1 5.45 5.43 4.45 4.50 6.33 6.31 2.93 5.32 7.21 7.20 0.50 5.44
200 n2 5.55 5.55 4.38 4.33 6.52 6.48 3.21 5.60 7.07 7.05 0.54 5.30
n3 5.75 5.75 4.50 4.41 6.84 6.83 3.20 5.45 6.69 6.69 0.48 5.31
n1 5.31 5.28 4.53 5.03 5.98 5.97 3.44 5.38 6.82 6.80 0.58 5.59
2 500 n2 5.44 5.44 4.53 4.75 6.21 6.21 3.70 5.61 6.84 6.84 0.68 5.42
n3 5.23 5.22 4.56 4.77 6.26 6.24 3.63 5.64 7.10 7.09 0.63 5.70
n1 5.02 4.99 4.17 5.22 5.76 5.73 3.84 6.05 7.14 7.14 0.71 5.73
1000 n2 5.13 5.13 4.69 5.34 5.83 5.83 3.54 5.40 6.98 6.97 0.77 6.10
n3 5.15 5.14 4.39 4.85 6.28 6.26 3.97 5.60 7.04 7.04 0.62 5.51
ARE 6.7 6.6 10.7 6.6 24.5 24.1 30.1 11.2 39.8 39.6 87.8 11.3
n1 5.40 5.38 4.40 4.48 6.56 6.55 3.36 5.48 7.01 6.99 0.51 5.44
200 n2 5.64 5.64 4.56 4.49 6.42 6.39 3.38 5.56 6.74 6.74 0.52 5.45
n3 5.59 5.58 4.43 4.29 6.62 6.61 3.39 5.79 7.02 7.02 0.48 5.72
n1 5.33 5.33 4.31 4.82 6.30 6.28 3.77 5.87 6.81 6.80 0.66 5.38
3 500 n2 5.20 5.19 4.03 4.34 6.42 6.41 3.64 5.56 7.04 7.02 0.61 5.66
n3 5.24 5.21 4.57 4.71 6.34 6.34 3.63 5.64 7.26 7.24 0.60 5.57
n1 5.28 5.25 4.47 5.34 6.01 6.01 3.72 5.61 7.00 6.99 0.60 5.61
1000 n2 5.28 5.27 4.46 5.15 6.02 6.01 3.96 5.76 6.39 6.37 0.63 5.51
n3 5.17 5.16 4.69 5.19 6.30 6.30 3.63 5.34 7.28 7.28 0.78 5.61





































































Figure 4.11: Boxplots of the empirical sizes (in percentage) under Models 1, 2, 3
(the 1st, 2nd, 3rd row), for testing main effect of factor B in Simulation 3.
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4.7. Simulation studies
Table 4.14: Empirical powers (in percentage) for testing main effect of factor B
in Simulation 3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj TFHW TSF TY S Tn,adj
n1 5.62 5.62 20.22 20.33 6.64 6.64 12.53 19.95 7.25 7.24 1.70 15.58
200 n2 5.68 5.66 30.46 30.18 6.92 6.92 18.81 27.90 6.72 6.72 1.97 22.13
n3 5.67 5.65 40.58 40.01 6.89 6.89 27.15 39.01 7.16 7.16 3.24 30.89
n1 6.26 6.25 39.98 42.08 6.08 6.05 29.89 39.87 6.58 6.58 3.51 29.93
1 500 n2 5.60 5.58 58.12 59.51 6.43 6.42 47.47 58.43 7.26 7.26 6.96 49.08
n3 5.67 5.67 74.56 75.16 5.99 5.99 66.70 75.85 6.65 6.65 12.11 71.69
n1 5.17 5.14 62.52 65.95 6.18 6.17 55.77 65.46 6.77 6.76 11.82 56.12
1000 n2 5.66 5.65 83.64 85.44 6.23 6.19 80.36 86.58 6.88 6.86 26.29 84.07
n3 5.33 5.33 95.11 95.56 6.45 6.45 94.80 96.94 7.02 7.02 51.33 97.94
n1 6.10 6.03 21.62 21.68 6.40 6.39 12.95 19.95 7.10 7.08 1.53 15.69
200 n2 6.08 6.07 31.14 30.84 7.01 7.00 19.42 29.08 7.20 7.20 2.53 23.00
n3 5.91 5.87 41.56 40.99 6.38 6.36 26.92 38.11 6.99 6.98 3.10 31.00
n1 5.48 5.46 39.44 41.51 6.26 6.23 29.39 38.98 6.91 6.89 3.90 30.59
2 500 n2 5.16 5.16 58.50 59.60 6.27 6.27 47.16 57.73 6.82 6.81 7.30 48.76
n3 5.77 5.76 75.65 76.33 6.27 6.26 67.10 76.02 6.52 6.51 12.27 70.84
n1 5.24 5.21 64.06 67.47 6.31 6.30 55.94 65.44 6.95 6.95 12.47 56.56
1000 n2 5.11 5.09 84.85 86.36 5.88 5.85 80.97 86.96 6.87 6.86 26.99 84.10
n3 5.27 5.25 95.63 96.00 5.70 5.69 94.63 96.60 7.02 7.02 51.45 98.10
n1 5.62 5.58 20.63 20.69 6.75 6.72 12.40 19.56 7.35 7.33 1.87 16.10
200 n2 5.61 5.60 29.35 29.05 6.55 6.55 18.55 28.04 6.83 6.82 2.59 21.92
n3 5.82 5.79 41.22 40.78 6.66 6.64 26.62 38.60 7.30 7.30 3.19 30.75
n1 5.45 5.44 39.31 41.26 6.54 6.52 29.60 40.10 6.61 6.61 3.16 30.47
3 500 n2 5.47 5.47 58.02 59.12 6.13 6.13 48.26 58.75 6.95 6.92 7.23 48.71
n3 5.89 5.88 74.58 75.34 6.42 6.41 67.33 76.10 7.01 6.97 12.36 71.52
n1 5.35 5.33 63.36 66.66 6.12 6.11 55.93 65.33 6.60 6.57 11.94 56.32
1000 n2 5.78 5.76 84.70 86.33 6.19 6.17 81.08 86.87 6.79 6.77 27.59 83.91
n3 5.26 5.24 95.33 95.88 6.12 6.10 94.88 97.13 7.09 7.06 51.39 97.99
* δ = 0.035, 0.055, 0.1 for ρ = 0.01, 0.55, 0.95 respectively.
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Figure 4.12: Empirical powers (in percentage) with parameters [p,n] sequentially
from the setup under Models 1, 2, 3 (the 1st, 2nd, 3rd row), for testing main
effect of factor B in Simulation 3.
Table 4.15: Values of dˆadj and cp,n for testing main effect of factor B in Simulation
3.
ρ = 0.01 ρ = 0.55 ρ = 0.95
Model p n dˆadj cp,n dˆadj cp,n dˆadj cp,n
n1 259 1.13 49 1.61 5 6.25
200 n2 261 1.12 49 1.60 5 6.25
n3 262 1.12 49 1.60 5 6.25
n1 657 1.11 121 1.42 11 4.97
1 500 n2 664 1.10 121 1.41 11 4.96
n3 668 1.09 120 1.40 11 4.95
n1 1311 1.11 241 1.33 22 3.99
1000 n2 1331 1.10 240 1.32 22 3.98
n3 1343 1.09 240 1.31 22 3.97
n1 258 1.13 49 1.61 5 6.25
200 n2 260 1.12 49 1.61 5 6.25
n3 261 1.12 49 1.60 5 6.25
n1 656 1.11 120 1.42 11 4.97
2 500 n2 663 1.10 120 1.41 11 4.96
n3 667 1.09 120 1.40 11 4.96
n1 1308 1.11 240 1.34 22 3.99
1000 n2 1328 1.10 240 1.32 22 3.98
n3 1340 1.09 239 1.31 22 3.97
n1 259 1.13 49 1.61 5 6.25
200 n2 260 1.12 49 1.60 5 6.25
n3 261 1.12 49 1.60 5 6.25
n1 656 1.11 121 1.42 11 4.97
3 500 n2 663 1.10 120 1.41 11 4.96
n3 667 1.09 120 1.40 11 4.96
n1 1309 1.11 240 1.34 22 3.99
1000 n2 1329 1.10 240 1.32 22 3.98
n3 1341 1.09 240 1.31 22 3.97
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4.8. Real data analysis
Based on the above three simulation studies, in terms of size control and
powers, our test Tn,adj generally outperforms the three tests under consideration.
The two non-scale-invariant tests TFHW and TSF are too liberal while the scale-
invariant test TY S is too conservative when the data are moderately or highly
correlated.
4.8 Real data analysis
We now apply Tn,adj, together with TFHW , TSF and TY S to the leukemia data
set introduced in the introduction section to check whether the three groups
(AML, ALL-B, ALL-T) of the leukemia data have the same mean expression
levels. For this end, we first check the equality of the covariance matrices of
the three groups using the test recently proposed by Srivastava and Yanagihara
(2010). The resulting p-value is 0.99, indicating that we do not reject the hy-
pothesis that the three groups of the leukemia data have the same covariance
matrix.
Table 4.16 displays the results for testing the equality of mean expression
levels of the AML, ALL-B, ALL-T groups of the leukemia data using the tests
TY S and Tn,adj for a three-sample one-way MANOVA test and three contrast tests.
To save space, the associated test results of TFHW and TSF are not included since
their p-values for all the four hypotheses are 0. It is seen that the four hypotheses
are also rejected by TY S and Tn,adj but the p-values of TY S are always larger than
those of Tn,adj. The values of dˆadj and cp,n for the four hypotheses indicate that
the underlying null distributions of the tests under consideration may not be
normal. Therefore, the p-values of TFHW , TSF and TY S are less reliable than
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those of Tn,adj.
Table 4.16: Testing the equality of mean expression levels of the AML, ALL-B,
ALL-T groups of the leukemia data using the tests TY S and Tn,adj.
hypothesis method statistic p-value dˆadj cp,n
AML vs ALL-T vs ALL-B TY S 5.5 1.9× 10−8 - 4.75
Tn,adj 3.1 0 68 -
ALL-T vs ALL-B TY S 1.8 3.6× 10−2 - 5.84
Tn,adj 2.2 2.0× 10−4 29 -
AML vs ALL-T TY S 3.0 1.4× 10−3 - 6.07
Tn,adj 2.8 0 36 -
AML vs ALL-B TY S 5.1 1.5× 10−7 - 5.00
Tn,adj 3.9 0 33 -
4.9 Conclusion
In this chapter, we proposed and studied a scale-invariant test for the general
linear hypothesis testing problems in high-dimensional linear regression, where
the dimension of the data can be much larger than the total sample size. The
null distribution of the test statistic is the same as that of a χ2-type mixture,
and the associated approximating methods are discussed. Moreover, the approx-
imate and asymptotic powers of the proposed test are derived theoretically. The
methodologies reduced to the one-way and two-way MANOVA are given for
easy implementation. Our new test works reasonably well both for normal and





Proof of Theorem 4.1 Since the data are normally distributed, we have
Sh ∼ Wp(q,Σ). It follows that D−1/2ShD−1/2 ∼ Wp(q,R). By Lemma 1 of Zhang






r=1 λrAr, whereAr, r = 1, . . . , p
i.i.d∼ χ2q. The expressions of E(Tn0),Var(Tn0)
and E[Tn0 − E(Tn0)]3 then follow immediately from Eq. (4) on p. 273 of Zhang
(2005). 2






. Then d = qd0 and
d∗ = qd∗0. The theorem then follows from Theorem 2.2 in Chapter 2 directly. 2
Proof of Theorem 4.3 By Theorem 4.1, Tn0 is a central χ
2-type mixture with
all nonnegative coefficients. The first claim then follows from Lemma 1 of Zhang
et al. (2015) immediately, with d∗ defined in (4.14). To show the second claim,
note that when d is bounded, G is not asymptotically normal and by (a) of
Theorem 4.2, d∗ is also bounded so that Tn0 is also not asymptotically normal.
To show the third claim, note that when d∗ → ∞, by the first claim, we have
Tn0−1√
2tr(R2)/(p2q)





L−→ N(0, 1). We then conclude. 2
Proof of Corollary 4.1 (a) First of all, it is easy to show that 1 ≤ tr(R2)/p ≤ p.
By the Cauchy-Schwarz inequality, we have tr2
(
R3
) ≤ tr (R4) tr (R2). There-







→ ∞. By The-
orem 4.3, both Tn0 and G are asymptotically normal and have the expressions







< ∞. By Theorem 4.3, both Tn0 and G are not asymptotically
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normal, as desired. 2
Proof of Corollary 4.2 By Theorem 4.3, the proof is obvious since t̂r(R2) is a
ratio-consistent estimator of tr(R2). 2
Proof of Theorem 4.4 Based on (4.21), it is obvious that Cov(z>i zi, z
>
j zj) = 0,
Cov(z>i zi, z
>
i zj) = 0 for i 6= j, and Cov(z>i zj, z>i1zj1) = 0 for (i, j) 6= (i1, j1). It
















Note that Var(z>i zi) = E(z
>
i zi)
2 − [E(z>i zi)]2 = κ + 2tr(R2), i = 1, . . . , n and
Var(z>i zj) = tr(R































where we have used the fact that H is an idempotent matrix with tr(H2) =
tr(H) = q. 2
Proof of (4.25) Under Assumption A1, we can write κ (4.22) as κ = E[u>1 Ru1]
2−
2tr(R2)−p2 = E[u>1 Ru1−p]2−2tr(R2). Denote R = (rij). Note that rii = 1, i =
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4.10. Technical proofs




ij. Then under Assumptions A1 and A2, we have












































= pK4 + 2tr(R
2).
It then follows that κ = pK4 + 2tr(R
2) − 2tr(R2) = pK4 = O[tr(R2)] since
tr(R2) ≥ p. By Assumption A3, we have ∑ni=1 h2ii = O(n−1). It follows that as





[1 + o(1)]. 2
Proof of Theorem 4.5 Under Assumptions A1-A3 and by (4.25), we have d =
p2q
tr(R2)
[1 + o(1)]. It follows from Assumption A4 that d = pq
tr(R2)/p
[1 + o(1)]→∞
as n, p → ∞ so that G is asymptotically normal. The proof of the asymptotic
normality of Tn is along the same lines as the proof of the asymptotic normality
for the test statistic in Srivastava and Kubokawa (2013). We then conclude. 2
Proof of Corollary 4.3 Under Assumption A, by Theorem 4.5 and the ratio-
consistent estimator t̂r(R2) of tr(R2), the expression (4.19) follows immediately.
2
















Proof of Theorem 4.7 Under Assumption A, we have (4.25) and dˆ is a ratio-
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consistent estimator of d (Srivastava and Kubokawa, 2013). Then, under the





























In this thesis, we have proposed and studied some scale-invariant tests for the
two-sample problems and the general linear hypothesis testing problems, where
the dimension of the data can be close to or even much larger than the total
sample size. Here scale-invariant means invariant under the transformation of
a group of nonsingular diagonal matrices. Since it is quite common that differ-
ent components of multivariate data may have different scales in practice, the
scale-invariant tests may be preferred and usually have higher powers than the
non-scale-invariant tests. We simply constructed some scale-invariant tests by
incorporating the variance information of the variables, and showed that the null
distributions of the test statistics are the same as that of some χ2-type mixtures,
indicating that the null distributions of our scale-invariant tests are generally
skewed although they may be asymptotically normal under some strong regu-
larity conditions imposed by some researchers in the literature. However, these
assumptions may not be satisfied or hardly be checked in practice so that the
normal approximation is not always applicable to the null distributions of our
tests. To overcome this difficulty, we proposed to approximate the null distri-
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butions of our tests by a simple form of the well-known Welch-Satterthwaite
χ2-approximation without imposing strong assumptions on the underlying co-
variance matrices via matching the first two cumulants, which is very accurate
and widely used in solving Behrens-Fisher problems for univariate data (Sat-
terthwaite, 1946; Welch, 1951). Although the normal approximation is also a two-
cumulant matched approach, it has a fixed bell shape while the χ2-distribution
can have different symmetric and skewed shapes. Therefore, it is expected that
the Welch-Satterthwaite χ2-approximation is better than the normal approxima-
tion for the null distributions of our tests. This is one of the main reasons why
we studied the Welch-Satterthwaite χ2-approximation for the null distributions
of our tests in this thesis. Based on the good performance of χ2-approximation,
we can study the three-cumulant matched method for future work, since with
higher cumulant matched the approximation is more accurate.
Besides, some scale-invariant tests employ a so-called adjustment coefficient
to improve the convergence of their test statistics to normal distributions. How-
ever, to our knowledge, the properties of the adjustment coefficient are not well
understood. Therefore, we conducted a careful study on the adjustment coef-
ficient and found that the adjustment coefficient works well in improving the
convergence of a scale-invariant test to a normal distribution when the under-
lying null distribution of the test is approximately normal but it substantially
worsens the size control and power of the test otherwise. To overcome this prob-
lem, we identified an empirical criterion to determine when we should apply this
adjustment coefficient to a scale-invariant test. Simulation studies and real data
examples demonstrated the good performance of our scale-invariant tests, via
comparing them against several existing non-scale-invariant and scale-invariant
tests. Although the empirical criterion for the adjustment coefficient works well
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for our scale-invariant tests, its theoretical principles have not been established
and need to be studied for more accurate application in future work.
For easy presentation, when we showed that the null distributions of our
scale-invariant test statistics are the same as that of some χ2-type mixtures,
we assumed that the samples are from normal populations. This has led to the
good theoretic results like Theorem 2.1 in Chapter 2 without strong conditions.
Without the normal distribution assumption, we have not obtained the good
theoretic results for non-normal data at this moment, but this assumption may
be relaxed when the sample sizes are large since for large samples, by the central
limit theorem, some key expressions in the proof, like Theorem 2.1 in Chapter 2,
are approximately valid. Besides, we have showed that the effect of non-normality
of the data is ignorable under some regularity conditions, which also can be seen
from the simulation results. Further studies about this aspect are encouraged.
For the two-sample problem, we have proposed two scale-invariant tests under
homoscedasticity and heteroscedasticity in Chapters 2 and 3 respectively, and
for the general linear hypothesis testing problem we proposed our scale-invariant
test based on the common covariance matrix assumption in Chapter 4. Therefore,
to choose which test method we should use for the two-sample problem, or to
verify whether the common covariance matrix assumption is satisfied for the
general linear hypothesis testing problem, it is better to test the equality of
covariance matrices of two or several samples for real data applications. For this
problem, several methods have been proposed recently. To test the equality of
covariance matrices of two high-dimensional samples, we can apply many existing
test methods, such as Bai et al. (2009), Li et al. (2012), Jiang et al. (2012) for
normal data, Cai et al. (2013), Li and Qin (2014), Srivastava et al. (2014), and
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Yang and Pan (2015) among others. To test the equality of several covariance
matrices, we can use the tests proposed by Hallin and Paindaveine (2009) , Schott
(2007b) and Srivastava and Yanagihara (2010) for normal data, among others.
However, this problem for high-dimensional data so far has not been completely
settled and needs more investigation for further research.
Another possible avenue of future work is to extend our test method in Chap-
ter 4 for heteroscedastic data, without the assumption that the measurement
errors or samples have the common covariance matrix. For this problem, Kr-
ishnamoorthy and Lu (2010), Van Aelst and Willems (2011) and Konietschke
et al. (2015) proposed their tests based on bootstrap method for the one-way
MANOVA or the GLHT problem, and recently Yamada and Himeno (2015) and
Hu et al. (2015) also investigated this problem for one-way MANOVA. Therefore,
a lot of future work can be done for the GLHT problem under heteroscedasticity.
Lastly, our test methods in this thesis are not based on the sparsity assump-
tion that the mean vector difference is sparse, since it is hard to check for high-
dimensional data. If there is strong prior sparsity information, our test methods
can still be used, and we may consider modified tests to make use of the sparsity
information by using the max-norm (Cai et al., 2014; Cai and Xia, 2014) of the
mean vector difference, such as ‖Dˆ−1/2(y¯1− y¯2)‖∞. Besides, we may modify our
tests with shrinkage estimates of the mean vectors which may be more accurate,
or shrinkage estimates of the covariance matrices (Chen et al., 2011; Shen et al.,
2011) to incorporate more correlation information of the variables in the data. We
can also consider modified tests for other data types, such as heavy tailed data
(Wang et al., 2015), repeated measurements data (Ahmad et al., 2008; Pauly
et al., 2015), and transposable data (Touloumis et al., 2015).
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