ABSTRACT Network intrusion detection plays a very important role in protecting computer network security. The abnormal traffic detection and analysis by extracting the statistical features of flow is the main analysis method in the field of network intrusion detection. However, these features need to be designed and extracted manually, which often loses the original information of the flow and leads to poor detection efficiency. In this paper, we do not manually design the features of the flow but directly extract the raw data information of the flow for analysis. In addition, we first proposed a new network intrusion detection model named the deep hierarchical network, which integrates the improved LeNet-5 and LSTM neural network structures, while learning the spatial and temporal features of flow. By designing a reasonable network cascading method, we can train our proposed hierarchical network at the same time instead of training two networks separately. In this paper, we use the CICIDS2017 dataset and the CTU dataset. The number and types of flow in these two datasets are large, and the attack types are relatively new. The experimental results show that the performance of the proposed hierarchical network model is significantly better than other network intrusion detection models, which can achieve the best detection accuracy. Finally, we also present an analysis method for traffic features which has an important contribution to abnormal traffic detection and gives the actual meanings of these important features.
I. INTRODUCTION
With the continuous expansion and rapid development of the Internet, it has brought great convenience to network users. But along with the development of the Internet, there have also been a series of attacks. A targeted attacker takes appropriate attacks against a specific network to cause the network to crash, thereby failing to provide users with safe and reliable services, resulting in huge economic losses. The task of network intrusion detection is to discover suspicious attacks [1] and take corresponding measures to protect the network from sustaining attacks and reduce economic losses. Traffic classification is an important task of network intrusion detection [2] . It requires researchers to accurately judge the collected traffic datasets and detect traffic with attack behaviors. Traffic classification mainly analyzes some key fields in the traffic packets to determine whether the network is attacked or has abnormal behaviors that violate network security. According to the classification test results of the The associate editor coordinating the review of this manuscript and approving it for publication was Zehua Guo.
traffic, a feedback message is sent to the network to determine whether the network needs to disconnect or give an alarm message.
In order to detect abnormal traffic efficiently, the traffic packets are usually divided into flow [3] according to the source ip, destination ip, source port, destination port, protocol, and timestamp. At present, there are mature traffic detection technologies, including port-based method, payload-based method and statistical feature-based method.
The port-based traffic detection method [4] is commonly used and effective in the early days. In the early days of the Internet, network protocols used for network traffic were relatively simple, and specific applications basically used fixed port numbers. Therefore, when an application is attacked by other applications, abnormal traffic packets can be effectively detected based on the port number. However, with the advent of dynamic port allocation technology, ports can be easily redirected. Therefore, the port-based traffic detection method cannot adequately express the traffic attributes of the network, and the traffic detection effect is often poor.
The payload-based traffic detection method [5] , [6] uses the information of the application layer protocol to express the features of the traffic, the most representative of which is the deep packet inspection (DPI) technology [7] . Deep packet inspection technology needs to decrypt and encrypt the transmitted traffic data. By modeling and analyzing the transmitted data information, malicious traffic packets can be detected very effectively. Although the deep packet inspection technology is a widely used abnormal traffic detection technology in practical applications, with the rise of encryption protocols (such as https) and the increasing emphasis on privacy, deep packet inspection technology is no longer recommended. In addition, the use of deep packet inspection in the decryption processing of traffic is very expensive. With the rapid growth of Internet traffic, deep packet inspection technology needs to consume huge computing resources when decrypting traffic packets.
The statistical feature based traffic detection method [8] generally uses the packet arrival time, the packet size and the statistical features of the traffic packet fields (eg, average, maximum, minimum) to express the attributes of the traffic. Using these artificially designed features and machine learning algorithms to analyze and detect abnormal traffic [9] have become relatively reliable methods, but the traffic data needs to be accurately labeled when training a supervised algorithm model.
In the previous work, researchers mainly operated from the data level to improve the classification accuracy and other metrics. Whether it is traditional machine learning algorithms or various neural network algorithms in deep learning, researchers try to extract information from traffic data through complex feature engineering. Their feature engineering can extract the temporal feature and spatial feature of the flow data, but feature engineering will lose some information or change the original temporal and spatial features of the traffic packets. Yeo et al. [10] extracted temporal features such as fiat, biat and duration, while Yu et al. [11] extracted temporal features such as activation time of flow, time interval, packet arrival time and spatial features such as packet number, IP address and transmission direction. Through the traffic features they extracted, algorithms can only use the missing traffic data information to perform classification, so the classification accuracy and other metrics have reached the bottleneck and can hardly continue to improve. This paper uses the deep learning method in the field of machine learning to classify flow. The neural network model in deep learning can automatically extract features from the input data for training. It has good self-adaptation, self-organization and promotion ability to make the system have higher detection efficiency. The proposed method only uses the original information of traffic data as the features of flow, and uses the hierarchical network structure to automatically learn the spatial and temporal features of flow without complex feature engineering. By analyzing the experimental results, we find that the spatial and temporal features extracted by the separate CNN and LSTM models have similar shortcomings compared with the feature engineering. The data does contain rich features with classification recognition capabilities, but since the separate CNN and LSTM only utilize the spatial feature or temporal feature of flow respectively, this is equivalent to discarding some information. So if we want to further improve the classification accuracy and other metrics, we need to extract the spatial and temporal features of the flow simultaneously using a hierarchical network. Code has been released at https://github.com/chenxu93/abnormal-traffic. The main contributions of this paper are as follows:
(1) We propose a new method for extracting flow features, which preserves all the information of the flow as much as possible. The flow features we extracted do not require any prior knowledge, so we don't need to manually extract the flow features with specific meanings.
(2) For the first time, we propose a new deep hierarchical network model structure to learn their temporal features and spatial features simultaneously from the original flow data. Our model achieves the best performance on all metrics.
We propose a method to analyze the flow features, which can find the features that contribute significantly to abnormal flow detection and we give the true meanings of these important features.
The structure of this paper is as follows. Section II describes some of the related work of network intrusion detection. Section III details the abnormal flow classification detection model we used in this paper. In section IV, we describe the two datasets used in this paper and show the experimental results we performed on the two datasets.
In section V, we analyze the flow features that have important contributions to abnormal flow detection. Finally, Section VI gives a conclusion of this article.
II. RELATED WORKS
The concept of intrusion detection technology was first proposed by Anderson [12] in 1980, with the goal of identifying anomalous behaviors in the network. Reduce the losses of the network by taking appropriate measures against abnormal behaviors. Currently, many researchers perform normal or abnormal classification by extracting characters or numeric features from traffic packets.
Fahad et al. [13] proposed a Global Optimization Approach (GOA) and used feature selection methods to classify spatial and temporal domain traffic data to 97% accuracy. Bang et al. extracted the temporal and spatial features of traffic data from LTE signaling and used the semi-Markov model to detect attacks in wireless sensor networks. Their method can effectively separate attack nodes and the false positive rate is very low [14] . Yang [15] proposed a new type of abnormal network traffic detection algorithm in the cloud computing environment. They proposed an Ent-SVM abnormal traffic detection system framework mainly considering the source IP address number, source port number, destination IP address number, destination port number, packet type number and network packet number. By calculating VOLUME 7, 2019 the mixed information entropy and the eigenvalues of the canonical network, the SVM algorithm is used for intrusion detection. The proposed model can detect network abnormal traffic with high precision on large-scale datasets. Ertam and Avcı [16] proposed a GA-WK-EML network traffic classification model. They use genetic algorithms to select the best parameters based on the Wavelet function algorithm Extreme Learning Machine (WK-ELM). Through the adjustment of parameters, the accuracy of traffic classification exceeds 95%. Nezhad et al. [17] extracted the number of packets and the number of source IP addresses from the network traffic as the traffic detection indicator per minute to detect DoS and DDoS attacks. They built a time series of packet numbers and normalized them using the Box-Cox transformation. The ARIMA model is proposed to predict the number of packets every other minute, and then the chaotic behaviors of the prediction error time series are detected by calculating the maximum Lyapunov exponent. Through simulation, it is found that the number of data packets and the number of source IP addresses increase sharply during the attack time, and the classification accuracy rate for normal and attack traffic reaches 99.5%. Li et al. [18] proposed a multi-layer anomaly traffic detection model, which extracts the features of different network layers and uses PCA and random forest algorithms to remove redundant features. The detection accuracy and false positive rate of the model are improved by obtaining high-quality features. Roy et al. [19] designed a response feature from the KDD Cup99 dataset and classified the traffic using a deep neural network. The experimental results show that the deep neural network has better classification accuracy than SVM. Zhou et al. [20] extracted 256 features from the flow and mapped them into 16*16 grayscale images, and then used the improved convolutional neural network to classify flow. Their model has a good classification result for data types with large data volume, but the classification of data types with small data volume is very poor. Yuan et al. [21] proposed a recurrent neural network model for deep learning. They extracted 20 fields from continuous flow packets sequence and generated a three-dimensional feature map using a sliding time window of length T. The experiment found that the proposed model reduced the error rate by about 5 percentage points compared to the traditional machine learning algorithm. Kim et al. [22] used the LSTM network to perform five classifications in the KDD dataset. Although the classification results are ideal, the KDD dataset is too old and there are only four types of attacks. These types of attacks are no longer sufficient for today's network intrusion detection research. However, we found that the previously mentioned methods use different flow features, and the datasets used have been released for a long time without including some recent new attack types. In addition, most researchers use a shallow classification model, which can achieve better classification results when the feature dimension is small, but when the amount of data used is large and the feature dimension is large, the classification effect will be poor.
In this paper, we do not artificially design and extract the characters or statistical features in the flow, but extract the original hexadecimal codes in the flow, by mapping the original codes into equal-length decimal numbers as the features of the flow. We designed an improved deep hierarchical network model to classify flow, the CICIDS2017 dataset and CTU dataset were used in the experiments. These two new datasets contain a large number of traffic packets and attack types. The experimental results show that the proposed model can still achieve 99.9% classification accuracy under the condition of more types and numbers of traffic. In the experimental section, we compared the existing methods of Wang et al. [23] in detail, and found that our model had fewer parameters and a very a low miss detection rate, and proved that our model can rapidly converge through experiments. The differences between our proposed solution and existing methods such as BWManager [24] and LTE signaling attack detection scheme [14] include: 1) We use deep learning methods rather than traditional machine learning algorithms or statistical learning methods. 2) Our method requires the use of original traffic data generated by network users for analysis and detection, rather than analyzing the resources of the communication system for attack detection. 3) Our approach can not only detect network attacks in specific networks such as SDN, but also detect most common attacks on the Internet and only require traffic data generated by these networks. Therefore, our method can detect a large number of attack types, but more importantly, it can satisfy the attack detection in the big data environment by using deep learning.
III. METHODOLOGY
In this section, we designed an anomaly traffic detection model named deep hierarchical network. The deep hierarchical network consists of two layers of the neural network algorithms model. The first layer is based on the improved LetNet-5 convolutional neural network to extract the spatial features of the flow, and the second layer uses the LSTM network to extract the temporal features of the flow. The two networks are simultaneously trained by cascading into a hybrid network to enable the network to automatically extract the spatial and temporal features of the flow. Before introducing the deep hierarchical network, we will first introduce the composition of the traffic data used by the training model.
A. DATA PREPROCESSING
In this paper, the original traffic packets are used as the network intrusion detection analysis. Compared with the commonly used artificial traffic packets data extraction method, the method we proposed can retain all the feature information of each traffic packet. We do not need to filter or design the traffic features that need to be extracted. In the Wireshark we can see that the original traffic packets are some hexadecimal codes, as shown in FIGURE 1.
The process of extracting traffic features is as follows:
(1) data: Each traffic packet has an Ethernet layer, a network layer, a transport layer, and an application layer. In this
Algorithm 1 Original Flow Data Extraction
Input: network traffic pcap files. Output: original flow data and its labels.
Step 1 paper, we do not use the data of the Ethernet layer and the network layer's Version and Differentiated Services fields. Because in the Ethernet layer, the three fields are the MAC source address, the MAC destination address, and the protocol version. According to Anderson et al.'s [12] analysis of the features of the flow, these fields are usually not used as the features of the traffic packets. The first line in FIGURE 1 is the raw data of a traffic packet we discarded.
(2) split: We use the SplitCap tool to split traffic packets with the same five-tupple information into a flow [25] . In the obtained flows, we found that the number of traffic packets contained in different flows is not the same within a certain timestamp. So we don't use all the traffic packets in a flow.
(3) vectorization: Statistics show that the number of traffic packets in most flows is less than 10, but the number of traffic packets in some flows is greater than 10 or even exceed 100. Since the payload length of each traffic packet is not equal, in order to use our raw data to train our classification model, we only extract 160 bytes in each traffic packet as the traffic packet features. Therefore, if the packet length of a packet is less than 160 bytes, then we need to use 0 padding for this packet. If a packet is longer than 160 bytes, we only take the first 160 bytes. In order to make the data sent to the model has the same dimensions, we only use the first 10 traffic packets of each flow. So, for each flow we extracted 1600-dimensional raw data. Original flow data extraction method is shown in Algorithm 1.
B. CNN MODEL
CNN's convolution operation has good spatial sensing ability, and it is widely used in image processing such as face recognition [26] and has achieved good results. In the network, the traffic packets generated by users are fragmented during the transmission process [27] , and the IP field of each traffic packet indicates the spatial features of the flows. Considering the spatial features of traffic data, the first layer of our deep hierarchical network uses the CNN model to extract spatial features of traffic packets. This paper uses the improved LeNet-5 network structure [28] , which is a classic handwritten digit recognition VOLUME 7, 2019 FIGURE 2. CNN network structure model. CNN network. In this paper, the 1600-dimensional features are first converted into a 40*40 grayscale image as the input to the CNN network input layer. The hidden layer of CNN uses two convolution layers and two maximum pooling layers to perform spatial feature extraction on the original flow data. Among them, the first convolution layer uses 32 5*5 convolution kernels, and then performs the maximum pooling operation. The second convolution layer uses 64 3*3 convolution kernels and then performs maximum pooling operations. After convolution operations, the CNN hidden layer first uses the ReLU activation function to transform and then uses the maximum pooling operation. The original 40*40 grayscale image becomes 8*8 with 64 channels of an image. After performing a flatten operation on an 8*8*64 image, a 4096-dimensional vector is obtained and then sent to the output layer of the CNN. CNN's output layer uses a fully connected layer, and the fully connected layer uses 1600 neurons. The purpose is to maintain the same dimensional data feature as the original traffic data after spatial feature extraction. In addition, in order to prevent over-fitting, a dropout operation is performed after the fully connected layer to randomly inactivate some of the neurons of the fully connected layer. The CNN network structure used in this paper is shown in FIGURE 2.
The convolution operation uses an f*f-sized convolution kernel ω to perform a sliding convolution on a size n*n picture, and each sliding convolution produces a new feature. Suppose X is the input of the convolution, b is the bias term, c i is the new feature produced by the convolution at the i-th layer, and σ r is the activation function ReLU. Then the new features obtained by the convolution operation are:
After the convolution operation, the feature map of n * nwill generate a feature map of c = (n−f + 1) * (n−f + 1) size through a convolution kernel sliding window of size f * f . Maximum pooling is carried out for feature map c after convolution, and the maximum value in the selected window is taken as the final feature. The final feature map size is:
The Recurrent Neural Network (RNN) in deep learning is widely used in speech processing, and has achieved good results in speech recognition and time series processing. In the traffic data, the transmission of the traffic packets has a chronological order, and the arrival of the traffic packets also has a sequence in the receiving end due to the delay problem. At the same time, the number of traffic packets sent within a certain timestamp varies, and these traffic packets characteristics indicate that they have temporal features. This paper uses the LSTM [29] network structure, and the LSTM network structure is a variant of RNN. The cell processor structure in the LSTM algorithm determines whether or not to add a useful message. Since the cell contains data operations for the input gate, the forget gate, and the output gate control network, this has a good effect in dealing with the dependency problem of a long sequence. The cell structure is shown in FIGURE 3. The calculation operation of each neuron node in LSTM is as follows:
(1)forget gate: The first step in the LSTM network is to determine the information to be discarded from the cell, which is done through the forget gate layer. The forget gate first reads the data information of the previous hidden layer h t−1 and the input layer x t , and then outputs a value between 0 and 1 to the cell state C t−1 through the activation function. 1 indicates complete reservation of information, and 0 indicates complete discard of information.
(2)input gate: The input gate determines how much new information is stored in the cell state. The update of the cell state consists of two steps: first, the input gate layer (sigmoid layer) determines the value to be updated by the cell, and then the tanh layer creates a candidate value vector C to added it the cell state.
(3)output gate: In order to determine the final output value, it is necessary to determine the state of the cell. First, use the sigmoid layer to determine which parts of the cell state to output. Then, the cell output is multiplied by the output of the previous sigmoid layer by a tanh layer operation as the final output value. The purpose of the tanh layer is to map cell state values between -1 and 1.
Since the arrival time of the traffic packets in each flow is different and the values of the fields such as TTL are also different. Different from the methods of dealing with temporal feature like Feghhi and Leith [30] and Shen et al. [31] , this paper uses the LSTM network to perform automatic temporal feature extraction on the original flow data. In this paper, the LSTM network uses two layers of cells for temporal feature extraction. Each cell of LSTM uses 256 hidden layer units. The cell activation function of each layer uses the sigmoid function for nonlinear operation. The last layer of the LSTM network uses a fully connected layer, and the number of neurons in the fully connected layer is equal to the number of classes of flow.
D. DEEP HIERARCHICAL NETWORK
Ahuja [27] showed that network flows contain a large number of features that can be analyzed. However, these features are based on statistics. These features, which are designed by hand, cannot express the temporal and spatial characteristics of flows by using traditional algorithms. These artificially designed features transform the intrinsic features of flows from the very beginning, and also lose some of the features of flows, so the high-level semantics of flows cannot be fully represented. The CNN and LSTM networks, along with deeper depths and using the original flows data can learn a high degree of semantic features and improve the performance of all metrics. Since CNN and LSTM network can only extract the spatial feature and temporal feature of flows separately and can not fully express all the feature information of traffic, this paper can extract the spatial feature and temporal feature of flow simultaneously by forming a hybrid network structure model by combining CNN and LSTM networks. The hybrid network structure model is divided into two parts. Since the inputs to the CNN and LSTM network structures have different forms, we reshape the spatial features of the CNN network output at the junction of the CNN and the LSTM network. Since each flow extracts the first 10 traffic packets, each traffic packet extracts only the first 160 bytes. To correspond to each traffic packet, we make the input size of the LSTM network 160 and the input time step to 10. The output of the deep hierarchical network model is the probability of belonging to a certain kind of flow, and its structure is shown in FIGURE 4.
In this paper, the deep hierarchical network model structure classifier uses the softmax classifier, and the softmax classifier outputs the class probability of each type of flow. The index with the highest probability is the classification result of the hierarchical network on a flow. The loss function used in the model is the mean square loss function, and the training optimizer uses AdamOptimizer [32] ,which uses adaptive moment estimation for gradient descent. The training and testing process of the deep hierarchical network structure model is shown in Algorithm 2.
IV. EXPERIMENTS
In this section, we performed three different experiments on the CICIDS2017 dataset and the CTU dataset respectively. In the first experiment, we used the CNN model to extract the spatial features of the flow to classify it. In the second experiment, we used the LSTM model to extract the temporal features of the flow to classify it. In the third experiment, we extracted the spatial and temporal features of flow using the proposed deep hierarchical network model to classify it. Our experimental environment is as follows:
CPU: Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz GPU: GTX1080ti 11GB RAM: 32GB OS: Ubuntu 16.04
A. DATASET
As described by Weller-Fahy et al. [1] , A key issue with most intrusion detection datasets is the lack of a sufficient number and types of traffic packets. This article uses two different datasets to conduct experiments, both of which were recently released and these two dataset contain more traffic and types. Reliable validation and test dataset compared to other datasets. 
Algorithm 2 Training and Testing Process of the Deep Hierarchical Network
Input: Network flow images, each flow image include 10 packages(p1,p2. . . p10). Output: flow category probabilities list [c1,c2. . . cn].
Step 1: CNN model learn spatial features 1. Reshape the 1600-dimensional flow feature into a 40*40 grayscale image. 2. Add the first layer of convolution operation(filter size:5*5*32)followed by the first max pooling layer of size 2*2. 3. Add the second layer of convolution operation (filter sizeÅĄÅ §3*3*64) followed by the second max pooling layer of size 2*2. 4. Add a full connection layer with 1600 neurons and then perform a dropout operation to obtain 1600-dimension temporal features. gives real-world pcap files data. On Monday, no attack traffic collected only benign traffic and the attack network launched an attack on the victim network to collected traffic generated by the network for a fixed period of time every Tuesday through Friday. Finally, the author accurately labeled the flow according to the timestamp of the flow, the source IP, the destination IP, the source port, the destination port, and the protocol. This paper extracts the benign flow and 10 types of attack flow from the CICIDS2017 dataset as the training and test data of the deep hierarchical network model, and extracts the flow features by extracting the original flow data in section 3. We labeled our generated flow according to the CICIDS2017 data labeling method to get a real and reliable label. Finally, we extract the number and type distribution of flows as shown in TABLE 1. According to the number of flows we extracted in TABLE 1, it can be found that the percentage of benign flow and port scan attack flow are far greater than other types of the attack flow. In the multi-classification training, in order to deal with the deviation caused by data imbalance, we perform random downsampling on benign flows and port scan flows. In the binary classification, we use all the benign flows and attack flows.
(2)CTU Dataset The CTU dataset is the BotNet traffic data collected by CTU University. This dataset contains a large amount of BotNet traffic and is mixed with normal traffic and background traffic. This dataset takes into account different types of BotNet traffic in different scenarios. The traffic in the PCAP files format is captured in each scenario and the traffics are labeled. This paper selects 11 types of traffic generated between April 2017 and April 2018. It includes 1 type of benign traffic and 10 types of BotNet traffic. The specific quantities of various types of traffic are shown in TABLE 2.
Since the percentage of benign flow and attack flow in the CTU dataset is not very different, we do not need to adopt data balance processing when performing multi-classification and binary classification. Although the Percentage of the total number of BotNet traffic between Viaxmr and Trojan is relatively small, considering that these two type flows are the more common attack flow, we still use them for intrusion detection analysis to find suspicious attack behaviors.
B. IMPLEMENTATION DETAILS
We train the hierarchical network in a joint end-to-end training method. The input to the CNN network is a 40*40 grayscale image, the first layer convolution operation is 32 5*5 kernels, and the second layer convolution operation is 64 3*3 kernels. The final 40*40 grayscale image is downsampled as 8*8*64, and a 1600-dimensional feature is output through a fully connected layer. Because the LSTM network inputs a time signal once within a timestep, we divide the 1600-dimensional feature of the CNN network output into a matrix size of 10*160. The reason for dividing into 10 inputs is because the 1600-dimensional feature represents 10 consecutive traffic packets in a flow, thus preserving the temporal features of the flow. The LSTM network consists of two layers, each layer with 256 neurons. We trained 1 epoch on the training set, and the mini-batchsize was 128. In the test phase we used mini-batchsize 2000.
The training method uses joint end-to-end training to train both CNN and LSTM networks. The forward process trains the CNN network and then trains the LSTM network. The backward process first calculates the loss of the LSTM and then calculates the loss of the CNN network. The joint end-toend training method can ensure that the hierarchical network can simultaneously learn the temporal features and spatial features of flows and improve the classification accuracy and other metrics in the test phase.
C. EVALUATION METRICS
Our evaluation of model performance is based on the following metrics:
Here, TP is the number of positive samples in the test dataset and the model classification is also classified as positive samples. FP is the number of samples that are actually negative samples in the test dataset but are classified as positive samples. TN is the number of negative samples actually measured in the test dataset and the model is also classified as negative samples. FN is the number of test samples that VOLUME 7, 2019 are actually positive samples but the model is classified as negative samples.
D. RESULTS
According to the original features we extracted from the flow, we perform binary classification and multi-classification on the CNN model, the LSTM model and the deep hierarchical network model respectively. The binary classification experiment performs normal and abnormal classification on flows, and the multi-classifications experiment performs a class of normal and ten kinds of abnormal classification on flows. The experimental results on the CICIDS2017 dataset are shown in TABLE 3, and the experimental results on the CTU dataset are shown in TABLE 4 . CNN2 indicates that the binary classification is performed on the CNN algorithm, CNN11, which indicates that the CNN algorithm performs multi-classifications (1 benign plus 10 abnormal flows), and CNN+LSTM2 indicates that the binary classification is performed on our proposed deep hierarchical network. LSTM2, LSTM11 and CNN+LSTM are the same. From the experimental results on the CICIDS2017 dataset in TABLE 3, we can find that the deep hierarchical network model proposed by us has better performance than the traditional machine learning algorithm model by Sharafaldin et al. [33] . They manually extracted 80-dimensional features from each flow for learning. Our model has better experimental (improved the classification accuracy by about 3%) results on the three metrics of precision, recall and F1-measure. At the same time, the accuracy metric we have given shows that our proposed deep hierarchical network model has a good detection efficiency for abnormal traffic. Although the proposed hierarchical network model has only a slight performance improvement compared with the CNN or LSTM model alone, in the actual network environment, because the amount of traffic data is very large, it is better to detect the traffic packets with attack behaviors as many as possible.
On the CTU dataset, the experimental results of the deep network model we proposed are shown in Table 4 , compared with the experimental results of Huang et al. [34] . He Huang's method only gives two metrics of precision and recall, and we give the four metrics of accuracy, precision, recall and F1-measure. The experimental results show that our model is better on the two metrics of precision and recall. We retained more accurate values to compare performance between models more efficiently.
The three different experiments of CNN model, LSTM model and deep hierarchical network model on two datasets show that CNN network model and LSTM network model can extract spatial features and temporal features of flow separately. The separate CNN model and LSTM model can achieve good classification results in the binary-classification and multi-classification experiments. But comparing our proposed deep hierarchical network model to extract the spatial and temporal features of flow at the same time, our model can further improve the performance of these classification metrics. This shows that our proposed deep hierarchical network model can indeed learn the deeper abstract features of flow and perform better. The experimental results on both datasets are very good, indicating that our model has good generalization ability.
In order to study the influences of input data size and type on experimental results, we further studied the impacts of individual header data and payload on classification accuracy. Specifically, for each flow we extract the header and payload of the first five traffic packets. For each traffic packet, we extract the first 50 bytes of the header and payload respectively. By padding, we extend a flow to a 256-dimensional feature vector and then reshape the network to a size of 16*16. We used the header and payload raw data to conduct multiclassification experiments on the models we designed. The experimental results are shown in TABLE 5.
Through experimental result in TABLE 5 , we find that the packet header information has more classification capability than the payload information. In particular, when the payload information is used alone, the model does not have the ability to recognize when performing multi-classification. This is because in most cases the differences between payloads transmitted by the same host are not obvious and the payloads of the transmission are few, resulting in a very sparse feature matrix. Compared with the proposed method, by extracting the first 160 bytes of each traffic packet that include the packet header information and the payload information, the classification accuracy can be further improved under the same network structure. The gain obtained by the combined packet header and payload is mainly due to the addition of field information of the application layer, which further enhances the expression features of the traffic to make the traffic data more distinguishable. In fact, by analyzing the payload part, we found that the obtained feature vectors are very sparse and have too many 0 elements, which make our network models unable to distinguish the categories well.
In addition, we used the statistical features of Vlăduţu et al. [9] and the semi-supervised machine learning algorithm model of the Kmeans+Decision Tree on CICIDS2017 and CTU datasets for multi-classification experiments. The experimental results on the two datasets are shown in TABLE 6 and TABLE 7 respectively.  Through the experimental results in TABLE 6 and  TABLE 7 , we found that the classification accuracy of flow on the CICIDS2017 dataset exceeded 94%, but the experimental results were inferior to the experimental results of the deep hierarchical network model proposed by us. The experimental results on the CTU dataset are more than 10 percentage points worse than our proposed deep hierarchical network model. The experimental results show that the statistical features and traditional machine learning algorithms can not express the flow information as much as possible, which leads to the bottleneck of classification accuracy.
Further, we find that the network structure proposed by Wang et al. [23] is partially similar to the model proposed by us, but our model can perform better than their experimental results with fewer model parameters and converge very quickly. The difference in the recall metric is very obvious, we can reach 99.98% but they can only reach 96.91%, which indicates that our model has a very low miss detection rate. In fact, one-hot-encoding operation is adopted in the data preprocessing part of their model, which not only introduces feature engineering operation but also introduces a large number of useless parameters to increase the computational complexity of the model. Because the operation of their onehot-encoding is to deal with each traffic packet, assuming a traffic packet of length n and an OHE vector length of m, then their method introduces n (m − 1) 0 elements. These large 0 elements account for (1 − 1/m) percent of the total traffic packet bytes, which not only introduces additional computational parameters but also makes network learning useless. What's more, their hierarchical network structure is very different from ours. In their network structure, CNN extracts features by convolution operation just for each traffic packet. Firstly, spatial feature extraction is carried out for r traffic packets in a flow, then feature vectors of r traffic packets are cached, and finally each feature vector is sent to the LSTM network for temporal feature learning. In this way, their four-layer CNN outputs r one-dimensional vectors for one flow, while our two-layer CNN outputs 1 onedimensional vector for the whole flow and then sends it to the LSTM network according to the time step. This further makes the model have fewer parameters and greatly reduces the cache storage space, which is an important reason for the fast convergence of our model. In order to illustrate the convergence performance of our model in detail, we give the training and test time of multi-classification of the model on CICIDS2017 dataset, and the results are shown in TABLE 8.
In TABLE 8 , the parameters of the experiment were set to be the same as all the above experiments. Only 1 epoch was trained and test time analysis was performed on each model in 112,000 test samples. From the experimental results, we found that CNN was more time-consuming than LSTM in the training stage, while LSTM was more time-consuming than CNN in the test stage. This is because the convolutional neural network finally recovers to the original input data size after downsampling. Many of the 0 parameters in the middle have become non-zero parameters through learning, so they become denser through the fully connected layer. For the LSTM network, since the data is input according to the time step, the calculation time of the model cannot be significantly reduced even in the test stage. Experimental results show that the hierarchical network model proposed by us in the test stage only about 26% more time consume compares to a single CNN network and LSTM network, but does not require additional computing resources. In order to compare with traditional machine learning algorithms, we trained five classifiers including KNN, NaiveBayes(NB), Logistic Regression(LR), Random Forest(RF), Decision Tree(DT) on the CIC2017 dataset, and each classifier was multi-classified using original flow data. We give the accuracy of these algorithms, the training time, and the test time, the results are shown in Table 9 . We find that Random Forest can achieve the highest classification accuracy, but this is still lower than the result of our proposed algorithm (0.998111). In terms of convergence, these five algorithms are quite different. The test time of KNN is about 8 hours, because the algorithm needs to calculate a large number of Euclidean distances. The test time of Random Forest and Decision Tree is low, because the depth parameter of the tree is set relatively small to prevent overfitting. It indicates that only a small number of features are required to recognize the abnormal traffic, and that these strongly separable features are derived from header fields ( Table 5 shows that header is the main separable feature). In addition, because the payload of transmission in the dataset is very small, the feature matrix is very sparse, which is also the reason why the test time of Random Forest and Decision Tree algorithm is reduced. In the actual network environment, an attacker usually does not send a small amount of payload. In this case, the feature matrix will not become sparse and the test time will become longer.
V. IMPORTANT FEATURE ANALYSIS
In order to explore why our proposed deep hierarchical network model and flow classification method based on original flow data can achieve such high accuracy. We further analyze the features that are important for the flow classification in the experiments and give the actual meanings of these important features. In this section, we use three different important feature analysis methods, and weight the average of the analysis results of the three methods and finally give the top nine feature scores.
A. THREE METHODS
The principle of three different feature analysis methods is based on the analysis method of ensemble trees, which is weight-based, gain-based and cover-based. The three different methods are described below.
1) WEIGHT-BASED
The weight-based [35] method is currently the most commonly used method, which measures the importance of features by counting the number of times a feature is divided when constructing a subtree. If a feature is divided more times during the construction of the ensemble tree, then the more important this feature is.
2) GAIN-BASED
The gain-based method is a classical feature importance analysis method proposed by Breiman [36] in 1984. Gain is the contribution of loss or impurities to all the divisions of a feature. The gain calculation formula for feature A in a tree is: g(D,A) = H(D) -H(D|A). Where H(D) is the information entropy of feature set D in a given tree, and H(D|A) is the conditional entropy of feature set D given the condition of feature A. The larger the Gain, the more important the feature is.
3) COVER-BASED
The cover-based method is the relative amount of specified features observed in the tree. For example, suppose there are 100 observations, there are 3 trees and 4 different features in the ensemble tree, and assume that the node observations of feature 1 in the three trees are 10, 5 and 2, then the value of cover of feature 1 is 17. Similarly, the larger the cover value of a feature, the more important the feature is.
B. RESULTS
Three different feature importance analysis methods were used to analyze the original flow data extracted on the CICIDS2017 dataset. We performed binary classification and multi-classification experiments on 1600-dimensional features. The experimental results are shown in TABLE 10 and  TABLE 11 . According to the experimental results, we found that in the binary classification and multi-classification the features of the three different feature importance analysis methods have some overlap. This suggests that these repeated features do have a large impact on the classification results. We compare the actual meaning of a TCP packet field to add the feature scores obtained by the three methods and give the actual meaning of these features in a TCP packet. The results of the analysis are shown in Figure 5 . The actual meaning of each field is shown in TABLE 12. According to the actual meaning of the field of a TCP packet, we find that for multi-classification, the impact of the TCP payload field on the flow classification is the most important, and the impact of fragment offset field on the binary classification is the most important. Combined with the urgent pointer, window size and acknowledge number fields, we can conclude that malicious flows are usually sent out in more slices. We found that several of the top 9 features are features that were previously rarely used by researchers in the field of network intrusion detection.
VI. CONCLUSION
We consider the artificial design and extraction of the features of the flow for network intrusion detection will lose part of the traffic information and thus affect the detection accuracy. In this paper, we extract the original information of flow and use our proposed hierarchical network to detect abnormal flow. Our hierarchical network is a specially designed CNN and LSTM model that learns spatial and temporal features from original flow information. To the best of our knowledge, this is the first time that the original information of flow is used for feature learning. The hierarchical network model we proposed is significantly better than other network intrusion detection models. In this paper, we use the CICIDS2017 dataset and CTU dataset. The experimental results on these two datasets show that our proposed model can achieve very high accuracy, precision, recall and F1-measure. At the same time, we analyzed the features that have contributed significantly to abnormal traffic detection and found features that were rarely used by previous researchers.
In the future work, we will design a traffic collection system by ourselves. Use our designed traffic acquisition system to collect real-world traffic data under the environment of our lab for analysis to detect suspicious attack traffic and evaluate test results. In addition, we will improve our hierarchical network model to make the network deeper, enabling the model to detect unknown types of attacks that have not been trained. 
