Abstract. In this paper we present an approach for the statistical analysis of multi-model ensemble results. The models considered here are operational long-range transport and dispersion models, also used for the real-time simulation of pollutant dispersion or the accidental release of radioactive nuclides.
Introduction
Standard meteorological/air quality practice, such as the prediction of the future state of the atmosphere, typically proceeds conditionally on one assumed model. The model is the result of the work of many area-expert scientists, e.g. meteorologists, computational scientists, statisticians, and others.
Nowadays, several models are available for the forecast of variables of meteorological and/or air quality interest, but, even when using the same ancillary (e.g. initial and boundary) data, they could give different answers to the scientific question at hand. This is a source of uncertainty in drawing conclusions, and the typical approach, that is of conditioning on a single model deemed to be "the best", ignores this source of uncertainty and underestimates the possible effects of a false forecast.
is extremely important to support the decision-making process with any relevant information and to provide a comprehensive analysis of the uncertainties and the confidence that can be put into the the dispersion forecast. Galmarini et al. (2004a) showed how the intrinsic differences among the models can become a useful asset to be exploited for the sake of a more educated support to decision making by means of the definition of ad-hoc parameters and treatments of the model predictions. Among them the definition of the the socalled Median Model defined as a new set of model results constructed from the distribution of the model predictions. The Median Model was shown to be able of outperforming the results of any single deterministic model in reproducing the cloud measured during the ETEX experiment (Girardi et al., 1998) .
At the end of their paper Galmarini et al. (2004b) mention: "At present we are not in the position of providing a rigorous explanation on why the median model should perform better than the single models.". . ."Furthermore the conclusions presented in this paper should be generalized and placed in a more rigorous theoretical framework".
This work moves its steps from the above mentioned sentences. In particular we will focus on the second statement as the first seems to fish deep in the conundrums of theoretical statistics. More explicitly the questions tackled here are:
1. is it possible to place the multimodel ensemble approach within a sound theoretical framework?
2. how to quantify the discrepancies between each ensemble member and observations?
3. And between ensemble-based predictions and observations?
4. In the case of ensemble-based simulations, predictions are obtained by merging results from each member. It is reasonable to suppose that ensemble member predictions are correlated. Even in the case of multimodel simulations, it is expected that results from different models are correlated, since they often share similar ancillary data, e.g. input data, physics parameterizations, numerical approaches, and so on. In the case of "correlated models", we expect that data are "clustered", thus biasing the ensemble-based results and producing too much optimistic confidence intervals. How to work around these problems?
5. Can some of the parameters described in Galmarini et al. (2004a) be presented in a coherent theoretical framework?
In this work we used a well-known statistical approach to multimodel data analysis, i.e. Bayesian Model Averaging (BMA), which is a standard method for combining predictive distributions from different sources. The BMA predictive probability density function (pdf) of any quantity of interest is a weighted average of pdfs centered on the individual biascorrected forecasts, where the weights are equal to posterior probabilities of the models generating the forecasts.
More specifically the objectives of this work consist in the:
-evaluation of the BMA weights, in order to sort the predictive skill of models;
-quantification of the systematic bias of each model;
-estimation of some useful statistical indexes introduced in Galmarini et al. (2004a; 2004b) ,
-exploration of similarities and differences between our approach and the "median model",
-quantification of the correlations between models, as a measure of interdependency.
First, we introduce the theoretical context (the Bayesian framework), under which ensemble modeling, and much other, can be placed. In Sect. 3 the BMA approach is described; this approach provides the way to interpret the weights used to combine the ensemble members results. Next (Sect. 4), we introduce the notion of independence and advance some suggestions about how to take into account the relations among models. In Sect. 5 a Bayesian hierarchical model, implementing the procedure to calculate the weights and the bias of each model, is derived and applied to the test case of the ETEX-1 experiment. The results are analyzed and discussed, bringing the "median model" heuristically introduced by Galmarini et al. (2004a, 2b ) into a theoretical framework.
Bayes theorem and ensemble prediction
The Bayes theorem plays a fundamental role in the fields of ensemble modeling, data assimilation, sensitivity and uncertainty analysis. The Bayesian view has been acknowledged to be the most natural approach for combining various information sources while managing their associated uncertainties in a statistically consistent manner (Berliner, 2003) .
The optimal combination of ensemble members has its roots in the Bayes theorem. Essentially, the Bayes theorem may be expressed as p(final analysis|ens data) ∝ p(ens data|final analysis) ×p(final analysis).
The power of the Bayes theorem relies on the fact that it relates the quantity of interest, the probability that the 'final analysis' is true given the data from the ensemble, to the probability that we would have observed the data if the final analysis were true, that is to the likelihood function. The last term on the right side, p(final analysis), the prior probability, represents our state of knowledge (or ignorance) about the "true state" (the final analysis) before data have been analyzed; p(ens data|final analysis) is the likelihood function; the product of the two yields the posterior probability function, that is our state of knowledge about the truth in the light of the data. In a sense, the Bayes theorem can be seen as a learning process, updating the prior information using the data from the ensemble predictions.
For sake of clarity, it is useful to briefly review the key equations in an ensemble prediction system. The practical implementation of Bayes theorem requires the specification of a suitable probability model for each ensemble member. For example, consider two ensemble members. If each p×1 ensemble member state, x {1,2} , is (multivariate) normally distributed
where the p×1 vector x is the "true" (final analysis) state and ε 1 and ε 2 are (multivariate) normally distributed errors with mean zero and covariances 1 and 2 , respectively, then the Bayesian posterior solution equals to
with the final analysis x a , and corresponding error covariance , given by
The notation "∼ N (µ, R)" means distributed as a multivariate normal distribution with mean µ and covariance R.
Therefore, the data from the two ensemble members, x 1 and x 2 , can be merged into an optimal estimate, the final analysis, x a , provided that the linearity and gaussianity assumptions in (1) are a realistic representation of the process and one can estimate the matrices 1 and 2 . Moreover, the combination of the two members is optimal in the log score sense, i.e.
since the precision (i.e. the inverse of the covariance matrix) of the final analysis is the sum of the precision of each member. In other words, the optimal combination makes the posterior distribution sharper and the MAP (maximum a posteriori) estimate less uncertain.
We can put a step forward this analysis, by using the Bayes theorem to combine the results of a multimodel ensemble prediction system into a skillful and well-calibrated final analysis. Krishnamurti et al. (2000) has defined this entity a "superensemble approach".
The BMA approach
Consider the following scenario: instead of relying on one assumed model, a researcher gathered data concerning the state of the atmosphere from different meteorological centers. The advantages of comparing different models are evident: each model is an imperfect representation of the real world and contains several approximations/parameterizations/lack of physics representations, etc.. Inferences obtained from a single model is risky, since they do not take into account for the model uncertainties. On the other hand, the comparison among several models may highlight the models' deficiencies, since it is highly unlikely that each physical phenomenon is equally represented by all models. The drawbacks of ignoring model uncertainties have been recognized by many authors a long time ago (e.g., see the collection of papers in Dijkstra, 1988) , but little attention has been devoted until now.
The problem is how to combine the results from different models in a skillful summary. In the statistical literature the problem of comparing/combining results from different models is a long-standing approach. In his seminal book, Theory of Probability, Jeffreys (1961) developed a methodology for quantifying the evidence in favor of a given model/hypothesis. He introduced the Bayes factor which is the posterior odds of two hypotheses when their prior probabilities are equal.
In order to introduce the Bayes factor, assume that data x have arisen from two competing hypotheses/models, M 1 and M 2 , according to a likelihood function p(x|M 1 ) and p(x|M 2 ). Given a priori probabilities p(M 1 ) and p(M 2 )=1−p(M 1 ), the data produce a posteriori probabilities p(M 1 |x) and p(M 2 |x)=1−p(M 1 |x). From the Bayes theorem, we obtain
so that,
and the transformation from prior to posterior odds is simply the multiplication by the Bayes factor
In other words, posterior odds = Bayes factor × prior odds .
If the two models are equally probable a priori, the Bayes factor immediately provides the evidence for the first model with respect to the second one, by transforming the prior opinion through considerations on the data. In the case of multiple competing models, Eq. (3) can be easily generalized to
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and, as usual in any Bayesian analysis, the posterior inference of a quantity of interest, say θ, e.g. a future observation or a model parameter, can be obtained from its ppd (posterior predictive distribution), i.e.
In this case, the ppd is the average of the posterior distribution over all models, each weighted by their posterior probabilities. The weights come from (4) and can be used to assess the usefulness of ensemble members, i.e. as a basis for selecting the most skillful model ensemble members: high (close to one) posterior model probability, p(M k |x), provides the quantitative basis to estimate the usefulness of model k in predicting the parameter of interest, thus playing the same role as Bayes factors for multiple competing models.
Model (5) is known as BMA (Bayesian Model Average) in the statistical literature. BMA works around the problem of conditioning on a single model, taking into account for the information from different models.
Recently, Raftery and Zheng (2003) reviewed the properties of BMA. There also several realistic simulation studies on the performance of BMA in different contexts, e.g. in linear regression (Raftery et al., 1997) , loglinear models (Clyde, 1999) , logistic regression (Viallefont et al., 2001) , wavelets (Clyde and George, 2000) and medium-range weather forecasting models (Raftery et al., 2005) .
The properties of BMA
In their paper, Raftery et al. (2005) developed an EM-based (Expectation Maximization) algorithm to estimate the parameters in Eq. (5). They were interested in the calibration of the University of Washington mesoscale short-range multimodel ensemble system (Grimit and Mass, 2002) . They used normal distributions to model the uncertainty of each ensemble member, but different distributions may be used, as well. A plug-in implementing BMA is freely available for the R statistical software.
Apart from implementation details, several analytical results can be derived. It can be shown that the posterior BMA mean and variance are:
e. the expected value of θ conditional on model k alone, i.e. having assumed p (M k |x) = 1.
As can be seen from Eq. (6), the expected value is the weighted average over all models, and the variance is decomposed into two terms: the first term takes into account the between-models ensemble variance, i.e. the spread of the ensemble prediction, while the second term the withinmodels ensemble variance, i.e. the internal uncertainty of each model. Verbally, Predictive variance = between ens. variance +withinens. variance
It can be presumed that within-ensemble variance does not capture all the sources of uncertainty. In an ensemble approach, the estimation of confidence intervals, based only on the ensemble spread, may be optimistic, because they do not properly take into account the internal variability of the model, so that the output of any predicted variable may be not calibrated. By calibrated we mean simply that intervals or events that we claim to have probability p happen a proportion p of the time on average in the long run. For example, a 90% prediction interval veryfing at a given time and place is defined so that 90% of verification observations effectively lay between the 90% upper and lower bounds. Uncalibrated ensemble predictions tend to be under-dispersive, and this behavior has often been observed (see Coelho et al., 2004 , as an example of an application of a model ensemble approach to a climatological problem). Of course, BMA is well calibrated on the training dataset, but it has been shown that it also gives satisfactory results for the predicted observations (Raftery et al., 2005) . Another interesting result is the correlation of the model ensemble error with the ensemble spread. Equation (6) provides a theoretical basis for this finding, since it relates the predictive model ensemble variance to the between-model ensemble variance. Whitaker and Loughe (1998) provide several examples from real-world meteorological ensemble data, showing the relationship between error and spread; see also Raftery et al. (2005) for a more-in-depth discussion of error-spread correlation in BMA modeling.
Independence and correlation
If different models are used to simulate the same phenomenon, e.g. weather, climate or the dispersion of radioactive material, they probably will give similar responses. Now, suppose that all model results agree in giving a wrong prediction; without any observational support, this situation cannot be discerned. Potentially, model ensemble results may lead to erroneous interpretations, and this is more probable if models are strongly dependent (i.e. all biased toward the wrong answer). We can say that a dependent model does not convey "newly fresh information", but it replicates the (wrong/right) answer given by the previous models.
Technically, independence can be defined by the joint/marginal probability densities. Let us denote by p(y 1 , y 2 ) the joint pdf of two random variables, y 1 and y 2 ; denote by p 1 (y 1 ) the marginal pdf of y 1 , and similarly for y 2 . Then y 1 and y 2 are independent if, and only if, the joint pdf is factorizable in the product of the corresponding marginal pdfs, i.e.
The extension to any number K of random variables can be straightforwardly defined, in which case the joint density is the product of K terms. This definition can be used to derive an important property of independent random variables. Given two functions, f 1 and f 2 , we have
This can be easily proved by applying (7).
Equality in Eq. (7) means that the statistical properties of any random variable cannot be predicted from the others; for example, if a relationship such as y 2 =f (y 1 ) holds, the joint pdf is not factorizable because p(y 2 | y 1 ) = p(y 2 ).
In the case of independent random variables the interpretation of BMA weights is meaningful. For example, if we have three independent models, then
But, if we suppose that the third model is linearly related to the others, i.e. y 3 =a 31 y 1 +a 32 y 2 , it is straightforward to show that
This example shows the difficulties in the interpretation of BMA weights: if models are linearly dependent, they cannot be strictly identified. The concept of independence is central in information theory, and several measures of independence has been developed, as for example mutual information or negentropy, e.g. see Cover and Thomas (1991) or Papoulis (1991) .
Usually variables are not independent, but it is possible to find a proper transformation, say z 1 =g 1 (y 1 , y 2 ) and z 2 =g 2 (y 1 , y 2 ), so that the transformed variables are independent. Unfortunately, there is no general way to select the proper transformation, nor the mutual information or negentropy can be easily calculated, but, if the definition of independence is relaxed, some general and interesting results can be obtained.
A weaker form of independence is uncorrelatedness. Two random variables are uncorrelated if their covariance is zero:
which follows directly from (8), taking f 1 (y 1 )=y 1 and f 2 (y 2 )=y 2 . On the other hand, uncorrelatedness does not imply independence. For example, as shown by Hyvarinen and Oja (2000) , assume that (y 1 , y 2 ) are discrete-valued variables and follow such a distribution that the pairs are, with probability 1/4, equal to any of the following values: (0,1), (0,−1), (1,0), (−1,0). Then y 1 and y 2 are uncorrelated, as can be simply calculated, but
Because the condition in Eq. (8) is violated, y 1 and y 2 are not independent.
In some special cases, uncorrelatedness implies independence. This is the case for normally (or lognormally) distributed data. For example, denote by the covariance matrix of K-dimensional normally distributed data, then
If the ys are uncorrelated, −1 is a diagonal matrix. Then, by the properties of the exponential function, Eq. (13) can be written as the product of K functions, each dependent on only one component, i.e.:
satisfying the definition of independence in Eq. (7). Even if variables are correlated, they can be made uncorrelated if the frame of reference is properly roto-translated. Let U U T = the eigendecomposition of the covariance matrix. The projection of the original variables onto the directions represented by the eigenvectors of , i.e. (z −z)=U T (y −ȳ), allows to obtain independently distributed variables, as can be easily proved:
See Fig. 1 for a fictitious example of bivariate, normally distributed, data. Other measures, such as mutual information or negentropy, are much more difficult to calculate than correlations; so the eigendecomposition of the covariance matrix may be seen as a viable approximation to explore dependences between data or highlight the role of systematic deficiencies of model results, as will be shown in Sect. 6.
The estimation procedure
Now we have all the elements to proceed with the analysis of the results of the multi-model ensemble that will constitute our case study. The ensemble analysed in this work is an extended version of that originally analysed by Galmarini et al. (2004b) . To summarize we will be looking at 25 simulations of the ETEX-1 release (Girardi et al., 1998) performed by independent groups world wide. Each simulation and therefore each ensemble member is produced with different atmospheric dispersion models and is based on weather fields generated by (most of the time) different Global Circulation Models (GCM). All the simulation relate to the same release conditions. For details on the groups involved in the exercise and the model characteristics refer to Galmarini et al. (2004b) . Nine additional sets are presently available for this analysis. These include one set of results from the Danish Meteorological office (DMI), one set from the Korean Atomic Energy Agency, three sets from the Finnish met service (FMI), one set from UK-Metoffice, three sets from Meteo-France. In this study we also took care to mask the origin of the sets as we are not interested in ranking the model results. However in order to allow for the inter-comparability of the present results with those previously obtained by Galmarini et al. (2004b) we have kept the same coding for the original 16 members (m1-m16) that were used therein and added 9 additional codes (m17-m25) for the newly available sets randomly associated to the new models listed above.
Using the Bayes' theorem, model parameters can be estimated from the posterior pdf. Hereafter z i denotes the ith observation and y ik the corresponding predicted value from the kth model. The BMA posterior pdf reads
p(θ k | y ·k , z · ) is the posterior pdf based on model k alone, and π k is the posterior probability (weight) of model k being correct given the data, and reflects how well model k fits the data. θ k is the vector of parameters charactering the posterior pdf of model k.
In BMA it is customary to choose the functions p(·|·) from the same family; in this work we selected log-normal functions; so, prior to any analysis, we log-transformed observations and model-predicted concentrations, originally expressed as ng/m 3 . The motivation for this choice was based on the consideration that "errors" appeared to be lognormally distributed. In Fig. 2 the histogram of the differences between (log-transformed) model results and observations is shown; as can be seen, some models behave reasonably well, with data approximately log-normally distributed around the observations. Moreover, the choice of log-normal distributions automatically avoids the problem of getting finite probabilities for negative concentration values. However, there are some models for which deviations from log-normality are pronounced; for example, m08 is extremely diffusive, with a large fraction of results less than observations (resulting in the negative skewness of the empirical pdf). Also, note that all these distributions are not exactly centered on zero, i.e. there is a model-dependent bias. This is particularly relevant for m04, whose results are systematically higher than observations.
In order to avoid that a large number of small values exert a disproportionate influence on BMA results, we discarded all observations with values less than 10 −2 ng/m 3 , close to the threshold (10 −3 ng/m 3 ) of the analytical technique; moreover, model values equal to zero were substituted with very small values (in order to avoid "-Inf" warnings due to the application of logarithms).
Markov chain Monte Carlo (McMC) simulation was used to explore the posterior pdf. The basic procedure of Monte Carlo simulation is to draw a large set of
, from the target distribution (the posterior pdf in this work). One can then approximate the expectation of any function f (θ) by the sample mean as follows:
L is the number of samples from the target distribution. In this work we exploited a Gibbs sampler (Geman and Geman, 1984) to explore the posterior pdf. The Gibbs sampler alternates two major phases: obtaining draws for parameters from the posterior pdf of each model, and obtaining draws for the weights given the model parameters.
In the first phase, we drew a sequence of samples
for each model k.
The Gibbs sampler was implemented as follows:
By its construction , the Gibbs sampler algorithm guarantees that the chain generates a sequence of
Having assumed log-normal distributions and spatiotemporally independent data, the posterior pdf for model k
p(b k ) and p(σ k ) are the prior probabilities for the bias and its covariance.
We placed the customary flat prior on the bias and assumed a fairly vague prior for the variance, i.e. we assumed that the prior variance was inverse-gamma distributed with a mean of 9 and variance of 36. In this case Gibbs sampling is easy to apply because it can be demonstrated that the conditional posterior distributions of the Gibbs sampler in the previous algorithm have canonical forms, i.e. a normal distribution for the bias and an inverse-gamma for the variance; for a definition of these functions, and how to draw from them, see Gelman et al. (2003) .
In a preliminary test we run three chains in parallel; the Gelman and Rubin test (Gelman and Rubin, 1992) suggested that convergence is reached almost immediately (after a few iterations). We then run a single long (5500 iterations) chain and conservatively discarded the first 500 iterations, well beyond the "burn-in" period suggested by the Gelman and Rubin test. The sample means were estimated from the remaining iterations using Eq. (17), and errors were computed by batching, to account for the correlation in the Markov chain (Roberts, 1996) . Table 1 shows the posterior values for the bias and standard deviations, along with their errors (i.e. standard deviations calculated from the McMC sequence).
In the second phase, we sampled the posterior distribution to get a sequence of model weights. If we look at Eq. (16) as the mixture of K competing models, the estimation process can be simplified with the introduction of the binary random variables, ζ ik , with , and ζ i = (ζ i1 , . . . , ζ iK ), then the selection of the 'best' model in explaining the ith observation can be viewed as the outcome of a multinomial random process (Gelman et al., 2003) , i.e.
The factors p ik s in Eq. (19), are the posterior pdf values of each model, re-normalized so that their sum over index k is equal to 1, i.e.
which coincides with the Bayes' factor for the kth model in explaining the ith observation in Eq. (4). From the properties of a multinomial random process, a draw for ζ i from (19) is a vector with K−1 components equal to zero, and one component (that corresponding to the "best" model) equal to one, i.e. K k=1 ζ ik = 1 for any i. Each model has a probability to be selected as the 'best' model equal to p ik , given by Eq. (20).
The selection process was repeated for each observation and iterated for each θ (l) k sample, as implemented in the following algorithm:
. . , p iK ) end end Table 1 shows the expected values (with their standard deviations) of the fraction of times each model is selected as the "best" model, averaged over all McMC iterations. Computational costs are negligible; 100 iterations took about 12 s (using Matlab as computing environment installed on a PC with an Intel Centrino Core2 T7200@2GHz CPU and 2048M of main memory), so that the whole estimation process can be accomplished within a few minutes. This makes this data analysis framework suitable for real-time applications, too.
Results

Essentially, the objectives of this work consist in the:
-estimation of some useful statistical indexes, e.g. APL (Above Percentile Level) or ATL (Above Threshold Level), introduced in Galmarini et al. (2004a, b) ,
-exploration of similarities and differences between our approach and the "median model", -quantification of the correlations between models, as a measure of interdependency. We will show that the results of our theoretical framework provides an answer to all these items. The results of the optimization procedure are reported in Table 1 .
As can be seen, the a posteriori values of the weights can be clustered in several groups: the majority of model weights are close to the a priori value (1/25=0.04); a second group (models m04 and m08) present a below-average value. Correspondingly, there is a group of three models: m02, m19 and m20 (and to a lesser extent model m12, too), for which the weights are significantly higher than the a priori value.
The bias reported in Table 1 is a measure of how much (on the log-scale) the model predicted values should be shifted so that their mean value coincide with the mean value of observations. It can be noted that model m04 largely overestimates the observations, with a mean bias of about 11.6 on the log scale (remember that an additive bias on the log-scale is equivalent to a multiplicative bias on the linear scale). Also, note that the standard deviation of this bias is considerably larger than those of other models, suggesting that probably something went wrong with this model. As Fig. 3 shows, the physics of dispersion has been qualitatively captured, but, during the first hours after release, the predicted values are extremely high (with a concentration as high as 6 g/m 3 close to the site of release), due to a problem with the source emission strength as pointed out in Galmarini et al. (2004b) . The differences between model results and observations tend to disappear during the day after the release, but the highest concentration is predicted over Poland instead of Denmark, as shown by Fig. 3 . Models tend to underestimate observations: the overall mean bias, excluding model m04, is −0.91, corresponding to a shrinking factor of about 0.4; even if m04 is included, the overall mean bias remains negative, i.e. −0.32. It can also be shown that the bias is not uniformly distributed over time: Galmarini et al. (2004b) , at T0+24 (uppermost row), T0+48 (middle row) and T0+60 (lowermost row). models generally tend to overestimate observations close to time of release, and underestimate observations during the day after. We can conjecture that the well-known deficiencies of Eulerian models in correctly representing the subgrid effects, and the extra-diffusion introduced by numerical approaches, play an important role in determining the time tendency of the bias. However, our statistical analysis is not powerful enough to gain an insight into these physical/numerical aspects.
The sampled weights and parameters can be used to calculate some useful statistics, e.g. APL (Above Percentile Level) or ATL (Above Threshold Level).
In Galmarini et al. (2004a) , the APL p (x, y, t) is defined as the pth percentile from the K models at a specific time t and spatial location (x, y). The APL p (·, ·, t) can be graphically represented as a two-dimensional surface, e.g. see Fig. 6 in Galmarini et al. (2004a) .
The expected value of this index can be straightforwardly estimated from the BMA results, too. For example, the expected APL 50 is the concentration c ′ so that
for any spatio-temporal location denoted by index i.
It is worth noticing that this value coincides with the APL50 index defined in Galmarini et al. (2004a) if a weight equal to 1/K, a bias equal to zero and small standard deviations equal for all models were used in Eq. (21), that is if the a priori values for weights and parameters were used and uncertainties were ignored. Figure 4 shows the APL 50 index calculated from Eq. (21), compared with observations and the APL 50 adapted from Galmarini et al. (2004b) . As can be seen, the APL 50 index from Eq. (21) substantially gives the same results as those from Galmarini et al. (2004b) ; roughly speaking, this is due to the fact that weights are approximately the same for the majority of models, and there are largely compensating effects between the bias of the different models, so that this ensemble analysis indicates a complementarity between model results.
The evidence for complementarity of model results is also supported by the following result. Figure 5 plots the contribution of each model in determining the BMA median values. For each model, we calculated the following integral: where c ′ the the median concentration calculated from (21) and n is the number of distinct spatio-temporal locations. Apart from models m04 and m08 which contribute to a lesser extent, and model m20 which contribute to a greater extent, all other models contribute with similar proportions. Therefore, at different times and/or spatial locations, models alternatively contribute to define the BMA median result, without no clear dominant subset. This result reflects very closely that found by Galmarini et al. (2004b) .
Also, it should be stressed that the specific values of weights may depend on the selected database, as well as on the assumptions exploited in this work (e.g log-normal deviations of model predictions from observations); differences in the relative performance are expected using different databases and/or implicit assumptions. However, there is no reason to assume that the ETEX-1 database acts as a 'special' case, and we expect that models will continue to behave in a well-balanced manner also using other databases. Results from the ENSEMBLE project (Galmarini et al., 2004a) suggest this is indeed the case. We can move a step forward the analysis of differences and similarities between the BMA approach and the Median Model, by exploring the distribution of the latent variables ζ ik . As can be seen from Eq. (19), the vector of latent variables {ζ i1 , . . . , ζ iK } is sampled from a multinomial distribution, where each member has a probability to be "extracted" equal to p ik , given by Eq. (20). p ik measures the "distance" of the value predicted by the kth model from the corresponding ith observation, so the kth model is selected with a low probability if it is farther than other models from the ith observation. We can explore the distribution of the ζ ik to search for any systematic structure.
This kind of analysis provides information analogous to the ATL or Space Overlap index. In Galmarini et al. (2004b) the ATL is defined as the surface given by the normalized number of models that, at a given time, predict values above a given threshold c t , namely
An analogous information can be deduced from the ζ ik variables, too. We define the PBS (Probability of Being Selected) index as follow
where L is the total number of McMC iterations. This index is close to 0 if model k performs much better than the other models in explaining the ith observation, i.e if the mean value of ζ ik tends to 1; conversely, it tends to 1 if model k is one Table 1 ). In Fig. 6 the areas for which PBS ≥0.985 have been contoured with black lines; the result is a "leopardized" structure. The leopard-like spots are due to the fact that we have not introduced any physical information is our sampling strategy: obviously model's results are spatio-temporally correlated, so we could expect a smoothly varying surface of the PBS index, but in Eq. (18) we implicitly assumed that model results are independently distributed in space and time. Notwithstanding this lack of physical coherence, there are some remarkable structures: the "bump" protruding over the Scandinavian region and that over Eastern Romania. It can be shown that these spots are due to high model concentrations which are not represented, neither by observations nor by the majority of other model results. This finding has already been outlined by Galmarini et al. (2004b) using the ATL index. They showed that the protrusion over the Scandinavian area corresponds to ATL ≈1, i.e. a characteristic showed only by m08 (see Figs. 3 and 4 in Galmarini et al., 2004b) .
As a final example of the potentialities of this approach, we analyze the information that can be gained from the eigendecomposition of the covariance matrix. Each model in (19) can be independently selected from all others; however, models cannot be completely independent since they simulate the same phenomenon, described by well defined physical laws. As explained in Sect. 4, a viable approximation to quantify dependences among models is correlation. To this aim, we changed model Eq. (18) to where now is the K−dimensional matrix of covariances between models. p( ) is the prior pdf for , for which we chose a non-informative inv-Wishart distribution. The analysis of the expected values of the covariance matrix says what models show correlated deviations from the observations.
As shown in Eq. (15) and Fig. 1 , the eigenvectors of the covariance matrix correspond to the directions of independent components if data are normally (or log-normally) distributed. The magnitudes of the components of each eigenvector immediately say to what extent each model contributes to that independent component.
In Table 2 we report the eigenvectors corresponding to the two largest eigenvalues (Eig. 1 and Eig. 2) and to the three smallest eigenvalues (Eig. 23, Eig. 24 and Eig. 25). As can be seen, the first two eigenvectors are dominated by the components corresponding to m04 and m08, and all other models have negligible projections on these two vectors.
The first two eigenvalues (data not shown) explain about 61% of the total variance; of course this is not surprising, since, as can be seen from table 1, m04 and m08 are associated with the largest variances. This means that, not only m04 and m08 are associated with a great bias, but they also significantly co-vary (i.e. the spatio-temporal pattern of their bias is similar) and are not significantly correlated with all other models, because their projection over the successive eigenvectors is negligible.
It is worth noticing that, while models m04 and m08 are positively correlated along the direction of the first eigenvector (components with the same sign), they are negatively correlated along the direction of the second eigenvector. This is due to the fact that model m08 is extremely diffusive, so that it predicts positive concentrations even where model m04 shows zero values (remember that model m04 predicts extremely high values on the mean); the first set of data is clustered along the first eigenvector, and the second set along the second eigenvector.
There are also significant correlations between models m02 and m19 and models m02 and m20; Eig. 23 also shows that model m19 is significantly correlated with model m12.
Remember that these models show the highest BMA weights (see Table 1 ). The data from all other models are projected more uniformly among the remaining eigenvectors.
We conjecture that models m02, m19 and m20 perform better than the others because their data share a similar spatio-temporal pattern, and this similarity is highlighted by the significant correlations between their bias.
In a model selection perspective, the analysis of the covariance matrix can be used to pick those models showing independent features. If a model would be sacrificed, it is better to discard a model with a low BMA weight and well correlated with other models.
Conclusions and final considerations
The results presented in the previous section highlight the advantages of the BMA framework:
1. the weights provide the quantitative basis to judge if there is an "outlier model", but, instead of disregarding its values, they are bias-corrected, weighted and included in the final analysis satisfying an optimality criterion, i.e. so that the posterior probability is maximized;
2. the McMC approach provides the way to quantify the uncertainties of each estimated parameter, so that any decision making or regulatory-purpose activity, can be supported by an adequate uncertainty analysis;
3. a deeper analysis, based on the distribution of unobserved indicators, ζ ik , allows to detect the outliers among the model-predicted values, i.e. a very low mean value of ζ ik indicates that the ith observation is very different from the kth model-predicted value. This analysis can be projected onto the physical space/time, thus playing a role similar to several other statistical indexes, e.g. the Agreement in Threshold Level or Space Overlap, originally introduced in Galmarini et al. (2004a; 2004b);  4. the analysis of the covariance matrix can be used to inspect the similarities and/or differences between model results. We can look at the values projected onto the eigenvectors of the covariance matrix as "orthogonal" data, i.e. data forecast by independent models, whose variations cannot be explained by the other components. In a model selection perspective, the number of independent model can be selected as those associated with the most "interesting" (uncorrelated) directions.
