ABSTRACT Classification of brain tumor is one of the most vital tasks within medical image processing. Classification of images greatly depends on the features extracted from the image, and thus, feature extraction plays a great role in the correct classification of images. In this paper, an enhanced method is presented for glioma MR images classification using hybrid statistical and wavelet features. In the proposed method, 52 features are extracted using the first-order and second-order statistical features (based on the four MRI modalities: Flair, T1, T1c, and T2) in addition to the discrete wavelet transform producing a total of 152 features. The extracted features are applied to the multilayer perceptron (MLP) classifier. The results using the MLP were compared with various known classifiers. The method was tested on the dataset MICCAI BraTS 2015 which is a standard dataset used for research purposes. The proposed hybrid statistical and wavelet features produced 96.72% accuracy for high-grade glioma and 96.04% accuracy for low-grade glioma, which are relatively better compared to the existing studies.
I. INTRODUCTION
The human brain contains billions of neurons for information processing and body organ operations making it an extremely complex part of the human body. The brain is composed of three part namely; the cerebellum, the brainstem and finally the cerebrum. Surrounded a protective shield known as the skull that is able to protect the brain from injuries and direct damage. The skull cannot, however, protect the brain from internal neurological affects. These affects can cause the most common problem known as tumors. Tumors damage the brain at the cellular level, and thus causing death in most cases. Early detection of tumors and correct diagnosis can assist in early intervention and lifesaving medications and procedures [1] .
The Brain MRI uses radio waves, magnetic field and other computing devices to produce images of the brain tissues. Based on magnetic field strength and signal frequency, the Brain MRI can produce four different types of images. The types are; longitudinal relation time (T1) weighted, T1-contrasted, transverse relaxation time (T2) weighted, and fluid-attenuated inversion recovery (Flair) [2] . The different types can be easily identified as tissues in T1 type are dark, tissues in T2 type are bright, and tissues in Flair type clearly shows water and macromolecules. Since MRI depends on the use of magnetic field, it can be used to detect tissue inflammation, bleeding, swelling and tumors.
The early diagnosis and correct classification of brain tumors is extremely important in deciding the type of treatment the patient must undergo. Numerous recent research studies have developed on the design of Convolutional Neural Networks (CNNs) to assist in the process of correct classification of brain tumors based on MR Images. Classifying tumors by physicians is an extremely slow process and is prone to errors. This is one of the main reasons that there has been an increased interest in developing automated highly accurate image processing systems for tumor classification in general, and brain tumor classification in particular [3] .
Once a brain abnormality or tumor is detected, it needs to be segmented. However, this is a complex task because MR images are low contrast and highly correlated. This complexity is increased due to the inconsistency of the brain anatomy. Yet correct segmentation is crucial in the proper diagnosis and analysis of the various types of brain tumors.
In this paper, a new technique is proposed in order classify MR Images into tumorous and non-tumorous using feature extraction (enhanced hybrid DWT and statistical features). From each modality, 38 hybrid features have been extracted giving a total of 152 features. The 38 features are based on the first order and second order statistical features in addition to DWT features. The features are applied to various classifiers in order to check the performance of the extracted features. The results achieved show a higher classification accuracy than those mentioned in the existing literature.
The rest of the paper is organized as follows: Section II highlights the previous related literature, Section III details the proposed system, Section IV shows the experimental data (datasets) used, Section V has a detailed discussion on the results, and the paper is concluded in Section VI.
II. LITERATURE REVIEW
The classification technique accuracy is heavily dependent on the feature extraction phase. Various number of features extraction techniques have been proposed such as Gabor features [4] , wavelet transform-based features [5] , [6] , Principle Component Analysis (PCA) [7] , and texture features [8] in latest researches. Wavelet transform is a mathematical tool that decomposes the image data into various frequencies used for classification and analysis. Other feature vectors used for classification includes the Duabechies-4 wavelet approximation coefficients [5] . Zhang et al. [9] used Fractional Fourier transform based features and support vector machine (SVM) for classification of brain MR images. Using PCA, the features were reduced to 26 features. The experiments were performed on 90 T2-weighted images of size 256 × 256 and achieved 99.11% accuracy.
Mohsen et al. [10] applied Deep Learning combined with Discrete Wavelet Transform (DWT) for the classification of a dataset of 66 brain MRI. Overall, the proposed methodology achieved good results as compared to other methods. Bahadure et al. [11] proposed a method which is a combination of Berkeley Wavelet Transform (BWT) along with Support Vector Machine (SVM) for the proper detection, segmentation, and classification of MRI based brain tumor. Their proposed method achieved 96.51% accuracy, a specificity of 94.2%, and sensitivity of 97.72%. Amin et al. [12] proposed an automated method to classify cancerous and non-cancerous regions (tumor detection and classification) in MR images. In their proposed method, they apply different method for segmentation. Feature extraction is done based on intensity, texture and shape. SVM classifier is then applied on the MR images for classification. Their proposed method achieve an accuracy of 97.1%, specificity of 98% and sensitivity of 91.9%. The method was tested on three different datasets namely; Local, RIDER, and Harvard. Shenbagarajan et al. [13] propose an efficient MRI brain analysis technique. The technique utilizes the use of Active Contour Method (ACM) for segmentation and classification is done using Artificial Neural Network (ANN) based on Levenberg-Marquardt (LM) algorithm. Their proposed method was reported to produce excellent results with an accuracy of 93.74%. Zhou et al. [14] proposed a detection of pathological brain from Brain MR Images based on WaveletEntropy and Naïve Bayes Classifier. Their method achieved an accuracy of 92.6%, a specificity of 91.7% and a sensitivity of 94.5% when applied to a dataset of 64 images. Gurusamy and Subramaniam [15] proposed a simple and efficient method for brain MR image classification that consisted of Feature extraction bas on color moments and classification using Artificial Neural Network (ANN). With this simple method, they achieved fairly good results with an overall accuracy of 91.8% when applied to a dataset consisting of 70 images (25 normal and 45 abnormal).
Aerts et al. [16] propose a radiomic analysis procedure consisting of 440 features to quantify the tumorous image shape, intensity, and texture extracted from a dataset of 1,019 patients image of lung or head/neck cancer. Datasets used in the study were lung1, lung2, H&N1 and H&N2. Their method proved that noninvasive techniques can be used to diagnose whether a patient has a tumor or not based on this radiomic analysis procedure. Li et al. [17] propose radiomic analysis to identify the MR image features linked with epidermal growth factor (EGFR) expression level in lower grade gliomas. They used a data set consisting of 270 lower grade Glioma patients with known EGFR expression status. 25 wavelet features were proposed in their method which achieved an accuracy of 82.5%.
Corso et al. [18] used multimodal brain dataset of 20 expert's annotated glioblastoma multiform (GBM) gathered from different sources. Pre-processing is performed on all the four modalities T1, T1C, T2 and FLAIR. A topdown model based approach is used to distribute the product over a generative model, where classification and segmentation are performed. In the second step, a sparse graph is input to the graph cut method. The graph cut method uses segmentation by weighted aggregation (SWA) to provide the multi-level segmentation of data, where each voxel is classified into one of the three (active tumor, necrotic or edema) classes and at a higher level these voxels are combined as a single segment. Automatic classification is performed using the random forest (RF) [19] , where features extraction is performed after pre-processing. Features for classification include MR sequence intensities, neighborhood information, context information and texture.
A three-stage process is presented in [20] to find abnormalities in brain MRI scans. The authors have used various techniques such as feature extraction, image transformation and image segmentation by using fuzzy logic to evaluate the overall quality of proposed method. Two metrics i. Jaffar et al. [21] proposed a different technique that uses fuzzy curvelets, Discrete Cosine Transform (DCT) and Support Vector Machines to categorize the MR images as benign (non-cancerous) and malignant (cancerous). In initial stages, noise is removed from the images using fuzzy curvelets and features are extracted from the denoised image using DCT. Afterwards, the features are fed to an SVM for classification. Fuzzy based clustering algorithms are used to segment the images and detect brain tumor. A comparison of different image transformation techniques, to extract tumor features from MR image, is provided in [22] . The authors de-noise image in the initial stage and use DCT and DWT to obtain relevant characteristics of the input image, which are later segmented using neural network techniques to find the brain irregularities. Sensitivity and accuracy metrics are used to study the performance of DCT and DWT on tumor detection.
A multi-layer architecture for tumor classification is presented in [23] . Once the initial filtering (noise removal) is complete, various feature sets of the input image are obtained using the histogram and matrix-based systems. Normal and abnormal images are separated using a random forest classifier. The abnormal images are further separated into glioma and meningioma which helps in tumor segmentation using active contour model and bounding box. The method achieved an accuracy of 87.62 %.
III. PROPOSED SYSTEM
The proposed technique consists of various stages which is shown in Fig. 1 . The MR Image is given as input to the system and subsequently the stage of feature extraction (FE) is applied to the MR image. The feature extraction stage utilizes the statistical and DWT feature extraction techniques. The MR image then goes through the classification phase which classifies the image as either tumorous or non-tumorous based on the extracted features. If the image is classified as benign, then no additional processing is required. However, if the image is classified as malignant, then the image will be passed to the next stage of segmentation to extract the tumorous portion. The details of the different stages in the proposed system are discussed below.
A. FEATURE EXTRACTION
Feature extraction describes the process of converting the input images into unique set of useful feature sets. In other words, it is a way of reducing the dimensionality of raw images into a concise set of desirable features. A good set of extracted features make the task of formal classification technique easy in classifying the images. However, the extraction of useful distinctive features is a complex and tedious task. There are several well-known techniques for feature extraction including local binary patterns, transform features, principal component analysis, decision boundary feature extraction and statistical features.
Characterization of brain tumor images require careful extraction of useful image features which are given as an input for the image classification methods. For this purpose, a hybrid technique using statistical and DWT features is proposed in this paper. The details of these feature extraction techniques is described below.
1) STATISTICAL FEATURES
Statistical can be thought as a recurrent pattern of information or structure in raw data. There are different ways to extract the statistical features such as, structural, statistical, and transform based methods. In this paper statistical based feature extraction methods are used, specifically it focused on first order histogram based features and second order cooccurrence matrix features from MR images.
Histogram provides First order statistical information for the images. Probability density (P) can be used as a measure of the occurrence of the intensity level. This can be calculated by using (1) [24] .
where I refers to intensity level histogram values, N refers to the total number pixels which is product of the horizontal spatial domain resolution cells (H) and the vertical spatial domain resolution cells (V). I (m) is the intensity level for a given gray scale level m; L is the maximum number of gray levels in an input image. From probability density of gray scale intensity levels (P) several useful quantitative first order statistical features can be obtained. These features include mean (F 1 ), variance (F 2 ), skewness (F 3 ), kurtosis (F 4 ), energy (F 5 ) and entropy (F 6 ). The first simple feature mean represents the average of the MRI intensity, while variance measures the intensity changes around the mean. The degree of asymmetry around the mean of the histogram is measured by the skewness. The degree of outliers in the histogram are measured by the kurtosis, uniformity of histogram is measured by the energy, and the randomness of distribution is measured by entropy.
The mathematical formulas of these first order statistical features using probability distribution of intensity levels are shown in (2-7).
where, P (i) is the probability density obtained in (1) and m = 1, 2, . . . , L. σ is standard deviation which is √ F 2 . The first order statistical features based on Histogram are considered local features. They do not take into account the spatial information that can be obtained from the image. Therefore, a second level of feature extraction utilizes the gray-level spatial co-occurrence matrix [M (m, n)]. These features have been defined as the second order histogram based features, and are calculated using the joint probability distribution of pixel pairs [25] . The joint probability distribution between pixels uses the distance (d) and angle (O) within a given neighborhood as a basis for the calculation [26] . It is the practice to use d = 1, 2 and θ = 0 • , 45
• , 90
• , 135
• for calculation of the joint probability distribution between pixels. Statistical features derived from the matrix are Angular Second Moment Energy (F 7 ), Correlation (F 8 ), Inertia (F 9 ), Absolute Value (F 10 ), Inverse Difference (F 11 ), Entropy (F 12 ) and Maximum Probability (F 13 ) can be calculated as shown in (8) (9) (10) (11) (12) (13) (14) .
A total of thirteen first and second order statistical features are extracted.
2) DISCRETE WAVELET FEATURES
Wavelet transform refers to time-frequency decomposition of signals into basic functions called wavelets. Wavelets are purposefully derived to hold specific properties which are useful in image processing. Wavelet coefficients are employed as feature vectors for image classification. Discrete Wavelet Transform (DWT) is a feature extraction method using a discrete set of the wavelet scales and translations. It is used for efficient and quick de-noising of a noisy signal. Its implementation is regarded as computationally efficient [27] .
The DWT transforms a one variable function into a function of two variables, which are translation and scale. The wavelet coefficients are calculated at discrete scales based on powers of two.
The discrete function x (k) can be represented as a detailed component (weighted summation of wavelets) plus a coarse approximation. The coarse approximation is further decomposed by iterative low pass and high pass filtering of the time domain signal. The approximation and detailed components (a j and d j ) are calculated as shown in (16) (17) .
The sequences l[m − 2k] and h[m − 2k] are low pass and high pass filters obtained from the original wavelet.
DWT is used for numerical and functional analysis in data compression, image processing, and signal processing. In DWT, image is divided into different frequencies using linear transformation. The four sub-bands generated are HH, HL, LL, and LH, where HH, LH, and HL represent detail coefficients and LL is for approximate coefficients. In proposed model the brain MRI features are extracted using level 3 DWT. Fig. 2 show the process of 3 level DWT approximation and detailed coefficients. For this study, a total of 25 features are extracted using DWT.
3) CLASSIFICATION
Classification is the process of classifying the input patterns into analogous classes. The selection of suitable classifier is dependent on the accuracy, performance and time complexity.
The proposed hybrid features are tested using three different classifiers named; Multilayer Perceptron, Naïve Bayes and Random Forest [28] . The proposed hybrid features set got better results through all the classifiers but MLP got the highest accuracy. Several experiments are performed on the acquired MICCAI BraTS 2015 datasets for binary classification [29] .
IV. EXPERIMENTAL DATA
For experiments, a worldwide recognized MRI dataset named MICCAI brain tumor image segmentation (BraTS) 2015 [29] . The dataset contains training and testing samples of both Low-grade Glioma (LGG) and High-grade Glioma (HGG). In the experiments, total 39 cases of HGG and 26 cases of LGG are selected randomly and used as described in the testing dataset also has T1, T2, T1c and Flair images, each one having 155 images. In order to validate the results, two other datasets were used in the study. A dataset published by Harvard Medical School named AANLIB was used and consists of 90 MR images divided into 62 normal cases and 28 tumorous images [28] . Another dataset used for validation is the Pakistan Institute of Medical Sciences (PIMS) dataset that consists of 144 normal images and 114 tumorous images with a total size of 258 images [30] . In the BraTS dataset, only 65 cases were used for the purpose of this study. The 65 cases contained 40,300 images for all four modalities which is sufficient to provide the statistical required for the proper operation and verification of the proposed technique. The total BraTS dataset was not used because of the limited computer resources, however, this should not affect the overall analysis and performance of the proposed method.
V. RESULTS AND DISCUSSIONS
The usefulness of extracted statistical and DWT features is studied using four well known classifiers, namely Random Forest (RF), Multilayer Perceptron (MLP), Naïve Bayes (NB) and Support Vector Machines (SVM). RF is supervised classification method that uses decision trees, but it randomly finds the root node and splits the feature nodes. RF with enough trees has an advantage of avoiding the overfitting problem. It also has ability to handle missing values in the data. MLP is an artificial neural network (ANN) based classification method. Other ANN techniques were also tested, but didn't offer any comparable accuracy. The Naive Bayes model is chosen for this study because of its simplicity, ability to analyze huge data sets, and proven history of outperforming highly sophisticated classification methods. SVM is a supervised machine learning algorithm, which uses the kernel trick to transform the classification data and then implicitly finds an optimal boundary between the possible outputs. It is well-known for superior accuracy for non-linear classifications. All of the above classifiers are tested for:
A. Each MRI modality using statistical and DWT feature sets separately. B. Each MRI modality using combined statistical and DWT feature sets. C. Combined MRI Modalities and combined feature sets. All these experiments are done on LGG and HGG samples separately. For each experiment, accuracy of the classification is measured. Additionally, other performance measures (precision, recall, F1 measure, and ROC) are also calculated to show fidelity of results. Accuracy refers to the fraction of classifications that are predicted correctly; precision is the fraction of positive identifications that are actually correct; recall refers to the fraction of actual positives classified; F1 is the harmonic mean of precision and recall score, which is product of these two scores over sum of them; ROC (receiver operating characteristic) is performance classification method at different thresholds.
The classification results of MLP, RF, SVM and NB for the three different cases are discussed in the following subsections. For comprehensibility the results are discussed based on the accuracy of the classifiers. However, the other performance measures (precision, recall, ROC and F1) followed similar trends as accuracy. It should be noted that the experiments are conducted with different set of classifier parameters. The parameters with better accuracy were chosen and their results are presented in this paper. In MLP, the number of hidden layers is set to (Number of Features + Classes) / 2, momentum weights value is chosen as 0.2, and training epochs are chosen as 500. The learning weights are updated with a learning rate of 0.3. For RF classifier, the number of randomly chosen attributes is set to integer value of (log_2(number of predictors) + 1), and 100 iterations are performed. For SVM, a type C-SVC SVM with linear kernel type is used. The batch size of 100 is chosen for all classifiers. Table 2 shows the results obtained for LGG and HGG samples for different feature types of different MRI Modalities and classifiers. The first half columns of the table shows the results obtained from HGG samples. The results show that RF classifier produced the best results using the feature sets extracted from flair modality. Statistical features produced 92.3% accuracy, whereas the DWT features produced 88.4% accuracy. In other words, statistical features of flair modality produced 3.91% more accuracy than the DWT features.
A. SEPARATE FEATURE SETS FOR INDIVIDUAL MRI MODALITIES
MLP also produced similar result patterns as RF, that is, statistical features using flair modality produced better results that the other feature sets. MLP performance using flair modality's DWT feature sets is similar to RF. It has around 0.31% less accuracy than the RF results. However, the difference is much higher (4.92%) when statistical feature sets are used. SVM accuracy is less than RF and MLP accuracy in all cases. NB classifier produced very low accuracy. The best accuracy (76.73%) is achieved using the statistical feature set of T2 modality, which is 15% less than the accuracy obtained using RF classifier. So, if the choice of feature sets is restricted then it is better to choose the statistical features extracted from the flair modality.
The second half of Table 2 shows the results obtained using LGG sample set. RF classifier results have similar pattern as in the case of HGG. Statistical feature sets of Flair modality produced best accuracy. In case of DWT feature sets, MLP has produced accuracy of 82.19% which is slightly (0.32%) better than RF's accuracy. As in the case of HGG, SVM and NB classifiers produced inferior results for all feature sets. NB has the least accuracy and its accuracy is 11.47% less than the best accuracy obtained. Overall HGG sample sets produced better accuracy than LGG sample sets, and statistical feature sets produced better results than DWT feature sets. In the next set of experiments, we mixed DWT and statistical feature sets.
B. HYBRID FEATURE SETS FOR INDIVIDUAL MRI MODALITIES
In this subsection, the classification results obtained after combining DWT and statistical feature sets is studied. The resultant hybrid set after merging two feature sets has a total of 38 features for each MRI modality. The obtained results from RF, MLP, SVM and NB classifiers are summarized in Table 3 .
RF classifier produced best accuracy for HGG samples using hybrid feature sets of flair modality. It has an improved accuracy of 95.09%, which is 2.79% higher than the accuracy obtained with segregated DWT and statistical feature sets. MLP classifier has also achieved an improved accuracy of 94.89% with hybrid feature sets, which is 6.78% higher than the accuracy obtained with separate feature sets. MLP accuracy is only 0.28% less than the accuracy obtained by RF classifier.
Similar to HGG dataset, the classification accuracy on LGG dataset using MLP and RF classifiers has improved. However, in this case MLP has produced better results than RF; its accuracy is 0.58% better than RF accuracy. NB classifier is an exception; its accuracy has decreased using hybrid feature sets. Its accuracy is 3.39% and 5.16% less than the best accuracy obtained by separate feature sets for HGG and LGG dataset respectively. MLP has the best combined overall accuracy, which moderately more than RF accuracy. Also, it can be easily reasserted that hybrid feature sets contribute the most towards the classification accuracy in MLP and RF classifiers. NB is an exception where statistical feature sets have more influence than the hybrid feature sets.
C. HYBRID FEATURES AND MIXED MRI MODALITIES
In this subsection we study the performance of classification algorithms after combining all four MRI modalities for DWT, statistical, and hybrid feature sets. Table 4 shows the results for both HGG and LGG datasets. Mixing MRI modalities has improved the accuracy of RF and MLP classifiers regardless of feature sets (statistical, DWT, and hybrid) and datasets (HGG and LGG). However, hybrid feature set produced the best results. The accuracy improvements for RF, MLP, and SVM using hybrid feature set are 1.12%, 1.91% and 1.81% respectively for HGG dataset, while the performance enhancement for LGG dataset are 2.83%, 2.58% and 2.81% respectively. This clearly implies that merging data of different modalities is beneficial for classification. Again the only exception is NB classifier, which hasn't shown any improvement.
D. PROCESSING TIME OF CLASSIFIERS
The analysis of results in the previous subsections clearly shows that MLP has better accuracy than the other compared classifiers when hybrid feature sets of merged modalities are used. In this subsection, the accuracy is compared with respect to the total CPU processing time needed for training and testing classifiers. Table 5 summarizes the average processing time of MLP, NB, SVM and RF classifiers for different MRI Modalities against different feature sets and datasets. From these results, it can be concluded that NB classifier is most efficient as it requires the least amount of time. However, its accuracy is very low when compared to the other classifiers.
SVM required a high processing time except for the few cases such as ''DWT features with combined modalities'', where MLP needed the highest processing time. However, SVM accuracy is very low when compared to MLP and RF. So, SVM is not a good choice for this classification problem. Processing time needed for MLP is also very high when compared to RF classifier in all cases. It took 660.722 and 436.086 seconds for hybrid feature set of combined modalities on HGG and LGG datasets respectively, which is 132 and 156 times more than the time taken by RF classifier. However, the improvement in accuracy offered by MLP is only 0.51% and 0.33% more than RF classifier on HGG and LGG datasets. In other words, RF is a good choice when quick classification is needed and/or devices are resource constrained.
E. RESULTS VALIDATION AND COMPARISON
Machine learning algorithms could over fit the data, and hence an independent validation is necessary. For this purpose, we used two independent datasets AANLIB and PMIS. AANLIB dataset [30] , available on Harvard Medical School website, consists of 90 flair modality MR Images with 62 normal and 28 tumorous images. PIMS (Pakistan Institute of Medical Sciences) dataset [28] consists of 258 T1 modality MR images including 144 normal and 114 tumorous images. The obtained results using these two datasets for all four aforementioned machine learning approaches are shown Table 6 . The results show that for AANLIB dataset DWT features are more useful than statistical features. RF, MLP and NB classifiers achieved 100% accuracy using DWT features. SVM classifier produced nominal accuracy of 70.59% with DWT features. Its accuracy was improved to 94.74% with combined statistical and DWT features. Conversely, the statistical features turned out be more useful than the DWT features for PIMS dataset. RF and MLP classifiers obtained around 8% higher accuracy using the statistical features than DWT features. Combining DWT and statistical features further improved the accuracy of RF and MLP classifiers. MLP has achieved the highest accuracy of 98.09%. The validation results reaffirm the finding that combined DWT and statistical features produce higher accuracies with both RF and MLP classifiers. Table 7 shows a quick comparison of our results with the other published results in the literature. The first column of the table shows the research study details along with features and classification techniques used. The other two columns show the number of images used and classification accuracy obtained. It evident that the classification accuracy of proposed method is better than the existing studies. Machine learning techniques rely on statistical information and features obtained from datasets that contain large number of images. Some recent research studies have used datasets that contain a small number of images which makes their results unreliable. The accuracy obtained with our proposed approach even when using a big dataset (40300 images) is very high, which shows the robustness of the approach.
VI. CONCLUSION
A new method for brain glioma tumor classification is proposed in this paper. The classification of MR Images into tumorous and non-tumorous images is performed based on features extracted using first order and second order statistical features and DWT features. A total of 152 features are produced for both HGG and LGG images. The proposed features were then input to the classification phase with MLP chosen as the classifier. However, the features were also studied with various other well-known classifiers for comparison purposes. Results indicate that proposed method achieved 96.72% accuracy for HGG and 96.04% accuracy for LGG. The dataset used in this study is the MICCAI BraTS 2015 which is a well-known and widely used dataset. The results achieved in this work are better than those reported in the literature review. Future work will concentrate on deep learning algorithms for feature extraction in order to achieve a higher accuracy of classification for brain tumor MR Images.
