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structured perturbations for which approximate eigenelements
are exact eigenelements of the perturbed polynomials. We also
analyze structured pseudospectra of a structured matrix polyno-
mial and establish a partial equality between unstructured and
structured pseudospectra. Finally, we analyze the effect of struc-
ture preserving linearizations of structured matrix polynomials
on the structured backward errors of approximate eigenelements
and show that structure preserving linearizations which minimize
structured condition numbers of eigenvalues also minimize the
structured backward errors of approximate eigenelements.
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1. Introduction
Consider a matrix polynomial P(z) := ∑mj=0 zjAj of degree m, where Aj ∈ Cn×n. We assume that
P is regular, that is, det(P(z)) = 0 for some z ∈ C. We say that λ ∈ C is an eigenvalue of P if
det(P(λ)) = 0. A nonzero vector x ∈ Cn (respectively, y ∈ Cn) that satisfies P(λ)x = 0 (respectively,
yHP(λ) = 0) is called a right (respectively, left) eigenvector of P corresponding to the eigenvalue
λ. The standard approach to computing eigenelements of P is to convert P into an equivalent linear
polynomial L, called a linearization of P, and employ a numerically backward stable algorithm to
compute the eigenelements of L, where L(z) := zX + Y, X ∈ Cmn×mn and Y ∈ Cmn×mn. However, a
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matrix polynomial admits many linearizations. In fact, two vector spaces of potential linearizations of
amatrix polynomial P have been identified and analyzed in [20,18]. Thus choosing an optimal (in some
sense) linearization of P is an important first step towards computing eigenelements of P. In general,
a linearization of P can have an adverse effect on the conditioning of the eigenvalues of P (see [13]).
Hence by analyzing the condition numbers of eigenvalues of linearizations, potential linearizations of
P have been identified in [13] whose eigenvalues are almost as sensitive to perturbations as that of
P. Further, it has been shown in [11] that these linearizations nearly minimize the backward errors of
approximate eigenelements.
Polynomial eigenvalue problems that occur in many applications possess some distinctive struc-
tures (e.g., Hermitian, even, odd and palindromic) which in turn induce certain spectral symmetries
on the eigenvalues of thematrix polynomials (see [21,25,24,17,16] and the references therein).With a
view to preserving spectral symmetry in the computed eigenvalues (and possibly improved accuracy),
there has been a lot of interests in developing structured preserving algorithms (see [15,23,25,19,9]
and the references therein). Since linearization is the standard way to solve a polynomial eigenvalue
problem, for a structured matrix polynomial it is therefore desirable to choose a structured lineariza-
tion and then solve the linear problem by a backward stable structure preserving algorithm. For the
accuracy assessment of computed solution, it is therefore important to understand the sensitivity
of eigenvalues of a structured matrix polynomial with respect to structure preserving perturbations.
Also it is equally important to know the structured backward errors of approximate eigenelements
of a structured matrix polynomial. Moreover, for a variety of structured polynomials such as sym-
metric, skew-symmetric, Hermitian, skew-Hermitian, even, odd and palindromic polynomials, there
are infinitely many structured linearizations, see [12,21]. This poses a genuine problem of choosing
one linearization over the other. For computational purposes, it is highly desirable to know how dif-
ferent structured linearizations affect the accuracy of computed eigenelements. Thus the selection
of an optimal or a near optimal structured linearization is an important step in the solution process
of a structured polynomial eigenvalue problem. The sensitivity analysis of eigenvalues of structured
matrix polynomials with respect to structure preserving perturbation has been investigated in [4]. It
also provides a recipe for choosing structured linearizationswhose eigenvalues are almost as sensitive
to structure preserving perturbations as that of the structured matrix polynomials.
To complete the investigation, in this paper we analyze structured backward errors of approximate
eigenelements of symmetric, skew-symmetric, Hermitian, skew-Hermitian, T-even, T-odd, H-even
and H-odd polynomials. These structures are defined in Table 1. The main contribution of this paper
is as follows.
First, we derive explicit computable expressions for the structured backward errors of approximate
eigenelements of structuredmatrix polynomials.We also construct aminimal structured perturbation
so that an approximate eigenelement is the exact eigenelement of the structured perturbed polyno-
mial. These results generalize similar results in [3] obtained for structured matrix pencils.
Second, we analyze structured pseudospectra of structured matrix polynomials and establish a
partial equality between structured and unstructured pseudospectra. Similar study for palindromic
matrix polynomials has been carried out in [2], see also [1,8].
Third,we consider structured linearizations that preserve spectral symmetry of a structuredmatrix
polynomial and compare the structured backward errors of approximate eigenelements with that of
the structured polynomial. For example, a T-even matrix polynomial admits T-even as well as T-odd
linearizations both of which preserve the spectral symmetry of the T-even polynomial. We show that
structured linearizations that minimize the structured condition numbers of eigenvalues also mini-
mize the structured backward errors of approximate eigenelements.We show that bad effect, if any, of
a structure preserving linearization on the structured backward errors of approximate eigenelements
can be neutralized by considering a complementary structured linearization. For example, when P is a
T-even polynomial, we show that any T-even linearization is optimal for eigenvalues λ of P such that
|λ|  1, and any T-odd linearization is optimal for eigenvalues λ such that |λ|  1. In such a case, we
show that the backward error of an approximate eigenelement of the linearization differ from that of
P by no more than a factor of 2.We show that similar results hold for other structured polynomials as
well.
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Table 1
Spectral symmetries of structured polynomials.
S Condition Spectral symmetry Eigentriple
Symmetric PT (z) = P(z),∀z ∈ C λ (λ, x, x)
Skew-symmetric PT (z) = −P(z),∀z ∈ C
T-even PT (z) = P(−z),∀z ∈ C (λ,−λ) (λ, x, y), (−λ, y, x)
T-odd PT (z) = −P(−z),∀z ∈ C
Hermitian PH(z) = P(z),∀z ∈ C (λ, λ) (λ, x, y), (λ, y, x)
Skew-Hermitian PH(z) = −P(z),∀z ∈ C
H-even PH(z) = P(−z),∀z ∈ C (λ,−λ) (λ, x, y), (−λ, y, x)
H-odd PH(z) = −P(−z),∀z ∈ C
Therestof thepaper isorganizedas follows. InSection2,wereviewstructuredpolynomialsandtheir
spectral symmetries. In Section 3, we analyze structured backward errors of approximate eigenpairs
of structured polynomials. In Section 4, we consider structured pseudospectra of structured matrix
polynomials. Finally, in Section 5, we analyze the effect of structure preserving linearizations on the
backward errors of approximate eigenelements of structure polynomials.
2. Structured matrix polynomials
We consider matrix polynomial of degree m of the form P(z) := ∑mj=0 zjAj, where Aj ∈ Cn×n
and Am = 0. Let Pm(Cn×n) denote the vector space of matrix polynomials of degree at most m. The
spectrum of a regular polynomial P ∈ Pm(Cn×n), denoted by σ(P), is given by σ(P) := {z ∈ C :
det(P(z)) = 0}. Strictly speaking σ(P) consists of the finite eigenvalues of P. If the leading coefficient
of P is singular then P has an infinite eigenvalue. In this paper, we consider only finite eigenvalues
of matrix polynomials. An infinite eigenvalue of P, if any, can easily be analyzed by considering the
reverse polynomial of P (see [6]). We say that (λ, x, y) is an eigentriple of P if λ is an eigenvalue of P
and, x and y are corresponding nonzero right and left eigenvectors, that is, P(λ)x = 0 and yHP(λ) = 0.
We denote the transpose and conjugate transpose of a matrix A by AT and AH, respectively. Define
the map Pm(C
n×n) → Pm(Cn×n), P → P∗ given by P∗(z) := ∑mj=0 zjA∗j , where A∗ = AT or
A∗ = AH. The map P → P∗ can be used to define interesting structured matrix polynomials such
as symmetric, skew-symmetric, Hermitian, skew-Hermitian, ∗-even and ∗-odd matrix polynomials.
These structures are defined in Table 1. The table also shows the eigentriples as well as the spectral
symmetries of the eigenvalues, see also [21]. We denote the set of structured polynomials having one
of the structures given in Table 1 by S. By writing a pair (λ, μ) in the third column of Table 1 we
mean that if λ is an eigenvalue of P then so is μ. Notice that the eigenvalues of Hermitian and skew-
Hermitian polynomials have the same spectral symmetry. Similarly, the eigenvalues of ∗-even and
∗-odd polynomials have the same spectral symmetry, where ∗ ∈ {T,H}.
Let P ∈ S be regular. With a view to obtaining structured backward error of (λ, x) ∈ C × Cn
with xHx = 1 as an approximate eigenpair of P, we now show that there always exists a polynomial
P ∈ S such that (λ, x) is a right eigenpair of P + P, that is, (P(λ) + P(λ))x = 0. Recall that S
denotes the set of structured polynomials having one of the structures given in Table 1. In short, we
write S ∈ {sym, skew-sym,Herm, skew-Herm, T-even, T-odd,H-even,H-odd}.
Theorem 2.1. Let S ∈ {sym, skew-sym,Herm, skew-Herm, T-even, T-odd,H-even,H-odd} and
P ∈ S be given by P(z) = ∑mj=0 zjAj. Let (λ, x) ∈ C × Cn be such that xHx = 1. Set r = −P(λ)x,
m := [1, λ, . . . , λm]T and Px := I − xxH. Define
Aj :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−xxTAjxxH + λj‖m‖22 [xr
T + rxH − 2(rT x)xxH], if Aj = ATj ,
− λj‖m‖22 [xr
T − rxH], if Aj = −ATj ,
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Aj :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−xxHAjxxH + 1‖m‖22 [λ
jxrHPx + λjPxrxH], if Aj = AHj ,
−xxHAjxxH − 1‖m‖22 [λ
jxrHPx − λjPxrxH], if Aj = −AHj ,
and consider the polynomial P(z) := ∑mj=0 zjAj. Then P(λ)x + P(λ)x = 0 and P ∈ S.
Proof. The proof is computational and is easy to check. 
3. Structured backward errors
Backward errors of approximate eigenelements of regular matrix polynomials have been system-
atically analyzed and computable expressions for the backward errors have been derived by Tisseur
in [26] . Forourpurpose,we require adifferentnormsetup formatrixpolynomials.WeequipPm(C
n×n)
with a norm so that the resulting normed linear space can be used for perturbation analysis of matrix
polynomials. Let P ∈ Pm(Cn×n) be given by P(z) := ∑mj=0 Ajzj. We define
|||P|||M :=
⎛
⎝ m∑
j=0
‖Aj‖2M
⎞
⎠1/2 ,
where ‖A‖M denotes the Frobenius norm whenM = F and the spectral norm whenM = 2. Accord-
ingly, we say that |||·|||F is the Frobenius norm and |||·|||2 is the spectral norm on Pm(Cn×n). See [6,5]
for more on norms of matrix polynomials. Wemention that we could as well choose a weighted norm
on Pm(C
n×n) but, as shown in [4,6], weighted norms require no extra machinery and are dealt at par
with un-weighted norms. Therefore, for simplicity, we consider the un-weighted norm |||·|||M.
Let (λ, x) ∈ C×Cn be such that xHx = 1 and P ∈ Pm(Cn×n) be regular. We denote the backward
error of (λ, x) as an approximate eigenelement of P by ηM(λ, x, P) given by
ηM(λ, x, P) := infP∈Pm(Cn×n){|||P|||M : P(λ)x + P(λ)x = 0}.
Setting r := −P(λ)x and m := [1, λ, . . . , λm]T , it is easily seen that
ηM(λ, x, P) = ‖r‖2‖x‖2‖m‖2 (1)
for M = F as well as M = 2. Indeed, defining Aj := λ
jrxH
xHx‖m‖22
, j = 0 : m, and considering the
polynomial P(z) := ∑mj=0 zjAj, we have |||P|||M = ‖r‖2/‖x‖2‖m‖2 and P(λ)x + P(λ)x = 0.
Consequently, for simplicity of notation, we denote ηM(λ, x, P) by η(λ, x, P).
Now suppose that P ∈ S. Then treating (λ, x) as an approximate eigenelement of P,we define the
structured backward error of (λ, x) by
ηSM(λ, x, P) := infP∈S{|||P|||M : P(λ)x + P(λ)x = 0}.
In view of Theorem 2.1, it follows that η(λ, x, P)  ηSM(λ, x, P) < ∞. Structured backward errors
of approximate eigenelements of structured matrix pencils have been systematically analyzed and
computable expressions of the structured backward errors have been derived in [3]. In this section we
generalize these results to the case of structured matrix polynomials.
As we shall see, determining ηS2 (λ, x, P) is much more difficult than determining η
S
F (λ, x, P) and
requires solution of norm preserving dilation problem for matrices. The Davis–Kahan–Weinberger
solutionsofnormpreservingdilationproblemgivenbelowwillplayan importantrole inthesubsequent
development. Let A, B, C andD bematrices of appropriate sizes. Then the following result holds.
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Theorem 3.1 (Davis–Kahan–Weinberger [10]). Let A, B, C satisfy
∥∥∥∥∥∥
⎡
⎣A
B
⎤
⎦
∥∥∥∥∥∥
2
= μ and
∥∥∥[A C]∥∥∥
2
= μ.
Then there exists D such that
∥∥∥∥∥∥
⎡
⎣A C
B D
⎤
⎦
∥∥∥∥∥∥
2
= μ. Indeed, those D which have this property are exactly those
of the form
D = −KAHL + μ(I − KKH)1/2Z(I − LHL)1/2,
where KH := (μ2I − AHA)−1/2BH, L := (μ2I − AAH)−1/2C and Z is an arbitrary contraction, that is,
‖Z‖2  1.
We refer to [10] for more on norm preserving dilations and their applications.
3.1. Symmetric and skew-symmetric polynomials
We now derive structured backward error of (λ, x) ∈ C × Cn as an approximate eigenpair of
symmetric and skew-symmetricmatrix polynomials.Wealsoderiveminimal structuredperturbations
so that (λ, x) is an exact eigenpair of the perturbed polynomials. First, we consider symmetric matrix
polynomials. Note that amatrix polynomial P ∈ Pm(Cn×n) is symmetric if andonly if all the coefficient
matrices of P are symmetric. For a symmetric matrix polynomial, we have the following result.
Theorem 3.2. Let S denote the set of symmetric matrix polynomials in Pm(C
n×n) and let P ∈ S. Let
(λ, x) ∈ C × Cn be such that xHx = 1. Set r := −P(λ)x, Px := I − xxH and m := [1, λ, . . . , λm]T .
Then we have
ηSF (λ, x, P) =
√
2‖r‖22 − |xT r|2
‖m‖2 
√
2η(λ, x, P) and ηS2 (λ, x, P) = η(λ, x, P).
Set Aj := λj‖m‖22 [xr
T + rxH − (rT x)xxH], j = 0 : m, and consider the polynomial P(z) :=∑m
j=0 zjAj. Then P is a unique polynomial such that P ∈ S, P(λ)x + P(λ)x = 0 and |||P|||F =
ηSF (λ, x, P). Further, when ‖r‖2 = |xT r|, define
Aj := λ
j
‖m‖22
[xrT + rxH − (rT x)xxH] − λ
j xT r PTx rr
TPx
‖m‖22 (‖r‖22 − |xT r|2)
and consider the polynomialP(z) := ∑mj=0 zjAj. ThenP ∈ S, P(λ)x+P(λ)x = 0 and |||P|||2 =
ηS2 (λ, x, P).
When ‖r‖2 = |xT r|, define Aj := λj rxH/‖m‖22 = λj x¯rT/‖m‖22 and consider the polynomial
P(z) := ∑mj=0 zjAj. Then in such a case we have P ∈ S, P(λ)x + P(λ)x = 0 and |||P|||M =
ηSM(λ, x, P) = η(λ, x, P).
Proof. By Theorem 2.1 there is a P ∈ S such that P(λ)x + P(λ)x = 0. Suppose that
P(z) := ∑mj=0 Ajzj. Let Q1 ∈ Cn×(n−1) be such that the matrix Q = [x Q1] is unitary. Then
˜Aj := QTAjQ =
⎛
⎝ ajj aTj
aj Xj
⎞
⎠ , where Xj = XTj is of size n − 1. Since QQT = I, we have
P(λ)x = r ⇒ QT (P(λ))QQHx = QTr =
⎛
⎝ xT r
QT1 r
⎞
⎠
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As QHx = e1, the first column of the identity matrix, we have
⎛
⎝∑mj=0 λjajj∑m
j=0 λjaj
⎞
⎠ =
⎛
⎝ xT r
QT1 r
⎞
⎠ . Hence the
minimum norm solutions are aj = λjQ
T
1 r
‖m‖22 and ajj =
λjxT r
‖m‖22 , j = 0 : m. Consequently, we have
˜Aj =
⎛⎜⎜⎜⎝
λjxT r
‖m‖22
(
λjQT1 r
‖m‖22
)T
λjQT1 r
‖m‖22 Xj
⎞⎟⎟⎟⎠ . (2)
This shows that the Frobenius norm of ˜Aj is minimized when Xj = 0. Hence we have ‖Aj‖2F =
‖˜Aj‖2F = |ajj|2 + 2‖aj‖22. Since Q1QT1 = I − xxT , we have
ηSF (λ, x, P) =
√√√√ |xT r|2
‖m‖22
+ 2‖(I − xx
T )r‖22
‖m‖22
=
√
2‖r‖22 − |xT r|2
‖m‖2 .
Now from (2), we have
Aj = [x Q1]
⎛⎜⎜⎜⎝
λjxT r
‖m‖22
(
λjQT1 r
‖m‖22
)T
λjQT1 r
‖m‖22 0
⎞⎟⎟⎟⎠
⎛
⎝ xH
QH1
⎞
⎠ = λj‖m‖22 [xrT + rxH − (rT x)xxH]
which gives the desired polynomial P for the Frobenius norm.
For the spectral norm, we employ dilation result in Theorem 3.1 to the matrix in (2). Indeed, if
xT r = ‖r‖2 then for μj := |λj| ‖r‖2‖m‖22 , by Theorem 3.1, we have
Xj = − λ
j xT r QT1 r(Q
T
1 r)
T
‖m‖22 (‖r‖22 − |xT r|2)
, j = 0 : m,
which gives ηS2 (λ, x, P) =
‖r‖2
‖m‖2 = η(λ, x, P). Putting Xj in (2) and after simplification we have
Aj = λ
j
‖m‖22
[xrT + rxH − (rT x)xxH] − λ
j xT r PTx rr
TPx
‖m‖22 (‖r‖22 − |xT r|2)
,
which gives the desired polynomial P for the spectral norm.
Finally, note that when |xT r| = ‖r‖2 we have QT1 r = 0. Indeed, recalling that Q = [x,Q1]we have
‖r‖22 = |xT r|2 + ‖QT1 x‖22 ⇒ QT1 r = 0. Since Q¯1QT1 = I − x¯xT we have r = xT rx¯ which in turn shows
that x¯rT = x¯xT rxH = rxH. Hence considering Xj = 0 in (2) we obtain the desired result. 
Observe that if Y is symmetric and Yx = 0 then Y = PTx ZPx for some symmetric matrix Z. Con-
sequently, from the proof Theorem 3.2, we have QjXjQ
H
j = PTx ZjPx, j = 0 : m, for some symmetric
matrices Zj. Hence we have following.
Corollary 3.3. Let P be a symmetric matrix polynomial. For (λ, x) ∈ C × Cn with xHx = 1, set
r := −P(λ)x. Then all symmetric matrix polynomials Q satisfying P(λ)x + Q(λ)x = 0 are of the form
Q(z) = P(z) + PTx R(z)Px for some symmetric polynomial R, where P is the symmetric polynomial
given by P(z) := ∑mj=0 zjAj and
Aj := λ
j
‖m‖22
[xrT + rxH − (rT x)xxH], j = 0 : m.
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Next, we consider skew-symmetric matrix polynomials. Note that a matrix polynomial
P ∈ Pm(Cn×n) is skew-symmetric if and only if all the coefficient matrices of P are skew-symmetric.
For skew-symmetric matrix polynomials we have the following result.
Theorem 3.4. Let S denote the set of skew-symmetric matrix polynomials in Pm(C
n×n) and let P ∈ S.
For (λ, x) ∈ C × Cn with xHx = 1, set r := −P(λ)x. Then we have
ηSF (λ, x, P) =
√
2 η(λ, x, P), ηS2 (λ, x, P) = η(λ, x, P).
For the skew-symmetric polynomial P given in Theorem 2.1, we have P(λ)x + P(λ)x = 0, |||P|||F =
ηSF (λ, x, P) and |||P|||2 = ηS2 (λ, x, P).
Proof. The proof is the same as that of Theorem 3.2 except thatAj is skew-symmetric for j = 0 : m.
This gives
˜Aj =
⎛⎜⎜⎝ 0 −
(
λjQT1 r
‖m‖22
)T
λjQT1 r
‖m‖22 Xj
⎞⎟⎟⎠ . (3)
Setting Xj = 0, we obtain the results for the Frobenius norm.
Setting μj := |λj| ‖r‖2‖m‖22 and invoking Theorem 3.1, it is easily seen that the spectral norm of ˜Aj in
(3) is minimized when Xj = 0. Hence the desired results follow for the spectral norm. 
Note that if Y is a skew-symmetric matrix and Yx = 0 then Y = PTx ZPx for some skew-symmetric
matrix Z. Hence we have the following result.
Corollary 3.5. Let P ∈ Pm(Cn×n) be a skew-symmetric matrix polynomial. For (λ, x) ∈ C × Cn with
xHx = 1, set r := −P(λ)x. Then all skew-symmetricmatrix polynomialsQ satisfying P(λ)x+Q(λ)x = 0
are of the formQ(z) = P(z)+PTx R(z)Px for some skew-symmetric polynomial R, whereP is the skew-
symmetric polynomial given by P(z) := ∑mj=0 ziAj and
Aj = − λ
j
‖m‖22
[xrT − rxH], j = 0 : m.
3.2. T-even and T-odd matrix polynomials
For backward perturbation analysis of T-even and T-odd polynomials, we need the even index
projection e : Cm+1 → Cm+1 given by
e([x0, x1, . . . , xm−1, xm]T ) :=
⎧⎨
⎩ [x0, 0, x2, 0, . . . , xm−2, 0, xm]
T , ifm is even,
[x0, 0, x2, 0, . . . , 0, xm−1, 0]T , ifm is odd.
Note that “0” is considered as even number. Observe that I − e is the odd index projection.
Recall that a matrix polynomial P ∈ Pm(Cn×n) given by P(z) := ∑mj=0 Ajzj is T-even if and only if
Aj is symmetric when j is even (including j = 0) and Aj is skew-symmetric when j is odd. We have the
following result for T-even matrix polynomials.
Theorem 3.6. Let S denote the set of T-even matrix polynomials in Pm(C
n×n). Let P ∈ S and (λ, x) ∈
C × Cn be such that xHx = 1. Set r := −P(λ)x, Px := I − xxH and m := [1, λ, . . . , λm]T . Then we
have
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ηSF (λ, x, P) =
√√√√ |xT r|2
‖e(m)‖22
+ 2‖r‖
2
2 − |xT r|2
‖m‖22
,
ηS2 (λ, x, P) =
√√√√ |xT r|2
‖e(m)‖22
+ ‖r‖
2
2 − |xT r|2
‖m‖22
.
In particular, if m is odd and |λ| = 1 then we have ηSF (λ, x, P) =
√
2 η(λ, x, P) and ηS2 (λ, x, P) =
η(λ, x, P).
For j = 0 : m, define
Ej :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λj
‖e(m)‖22
(xT r)xxH + λ
j
‖m‖22
[xrTPx + PTx rxH], if j is even,
λj
‖m‖22
[PTx rxH − xrTPx], if j is odd .
Then P(z) := ∑mj=0 zjEj is a unique T-even polynomial in S such that P(λ)x + P(λ)x = 0 and
|||P|||F = ηSF (λ, x, P). Further, for |xT r| = ‖r‖2 and j = 0 : m, defining
Aj :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ej − λ
j xT r PTx rr
TPx
‖e(m)‖22 (‖r‖22 − |xT r|2)
, if j is even,
Ej, if j is odd,
we obtain a T-even polynomialP(z) := ∑mj=0 zjAj inS such that P(λ)x+P(λ)x = 0 and |||P|||2 =
ηS2 (λ, x, P).
When ‖r‖2 = |xT r|, for j = 0 : m, define
Aj :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
λj
‖e(m)‖22
(xT r)xxH = λ
j
‖e(m)‖22
rxH, if j is even,
0, if j is odd ,
and consider the polynomial P(z) := ∑mj=0 zjAj. Then in such a case we have P ∈ S, P(λ)x +
P(λ)x = 0 and |||P|||M = ηSM(λ, x, P) =
‖r‖2
‖e(m)‖2 .
Proof. Again by Theorem 2.1 there exists a P ∈ S such that P(λ)x + P(λ)x = 0. Suppose that
P(z) := ∑mj=0 Ajzj. Then arguing similarly as in the proofs of Theorems 3.2 and 3.4, we have
˜Aj =
⎛
⎝ ajj aTj
aj Xj
⎞
⎠ , XTj = Xj when j is even, and ˜Aj =
⎛
⎝ 0 bTj
−bj Yj
⎞
⎠ , YTj = −Yj when j is odd.
Consequently, we have⎛
⎝ ∑j λjajj∑
j-even λ
jaj −∑j-odd λjbj
⎞
⎠ =
⎛
⎝ xT r
QT1 r
⎞
⎠ .
Hence the smallest norm solutions are ajj = λj‖e(m)‖22 x
T r, aj = λj‖m‖22 Q
T
1 r, bj = − λj‖m‖22Q
T
1 r.
Therefore, we have
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˜Aj = QTAjQ =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛⎜⎜⎜⎜⎜⎝
λj
‖e(m)‖22 x
T r
(
λjQT1 r
‖m‖22
)T
λjQT1 r
‖m‖22 Xj
⎞⎟⎟⎟⎟⎟⎠ , if j is even
⎛⎜⎜⎜⎜⎜⎝
0 −
(
λjQT1 r
‖m‖22
)T
λjQT1 r
‖m‖22 Yj
⎞⎟⎟⎟⎟⎟⎠ , if j is odd.
(4)
Setting Xj = 0 = Yj and using the fact that Q1QT1 = I − xxT , we obtain the desired unique T-even
polynomial P(z) := ∑mj=0 zjEj such that
|||P|||F = ηSF (λ, x, P) =
√√√√ |xT r|2
‖e(m)‖22
+ 2‖r‖
2
2 − |xT r|2
‖m‖22
.
When m is odd and |λ| = 1, it is easily seen that ‖e(m)‖22 = 12‖m‖22. Hence we have
ηSF (λ, x, P) =
√
2 η(λ, x, P).
For the spectral norm, setting μj :=
√
|λj|2 |xT r|2
‖e(m)‖42 +
|λj|2 (‖r‖22−|xT r|2)
‖m‖42 when j is even, and μj :=√
|λj|2 (‖r‖22−|xT r|2)
‖m‖42 when j is odd, and applying Theorem 3.1 to the matrices in (4), we have
Xj = − λ
j xT r QT1 r(Q
T
1 r)
T
‖e(m)‖22 (‖r‖22 − |xT r|2)
and Yj = 0.
Consequently, we have ηS2 (λ, x, P) =
√√√√ |xT r|2
‖e(m)‖22
+ ‖r‖
2
2 − |xT r|2
‖m‖22
. From (4), we have
Aj =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λjxT rxxH
‖e(m)‖22
+ λ
j
‖λ‖22
[xrTPx + PTx rxH] + Q1XjQH1 , if j is even
λj
‖λ‖22
[PTx rxH − xrTPx] + Q1YjQH1 , if j is odd.
Substituting Xj and Yj in Aj we obtain the desired T-even matrix polynomial P for the spectral
norm.
When |xT r| = ‖r‖2,we have QT1 r = 0,which in turn gives r = xT rx¯.Hence considering Xj = 0 =
Yj in (4), we obtain the desired result. 
Recall that when A is symmetric (respectively, skew-symmetric) and Ax = 0 then A = PTx ZPx for
some symmetric (respectively, skew-symmetric) matrix Z. Consequently, from the proof Theorem 3.6
it follows thatAj := Ej + PTx ZjPx,where Zj = ZTj when j is even, and ZTj = −Zj when j is odd. Hence
we have the following result.
Corollary 3.7. Let P be a T-even matrix polynomial in Pm(C
n×n). Let (λ, x) ∈ C × Cn be such that
xHx = 1. Then all T-even matrix polynomials Q satisfying P(λ)x + Q(λ)x = 0 are of the form Q(z) =
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P(z) + PTx R(z)Px for some T-even matrix polynomial R ∈ Pm(Cn×n), where P(z) :=
∑m
j=0 Ejzj and
Ej’s are given in Theorem 3.6.
Next, we consider backward error of T-odd polynomials. Observe that a matrix polynomial P ∈
Pm(C
n×n) given by P(z) := ∑mj=0 Ajzj is T-odd if and only if Aj is skew-symmetric when j is even
(including j = 0) and Aj is symmetric when j is odd.
Theorem 3.8. Let S denote the set of T-odd matrix polynomials in Pm(C
n×n). Let P ∈ S and (λ, x) ∈
C × Cn be such that xHx = 1. Set r := −P(λ)x, Px := I − xxH and m := [1, λ, . . . , λm]T . Then we
have
ηSF (λ, x, P) =
⎧⎪⎨
⎪⎩
√
|xT r|2
‖(I−e)(m)‖22 + 2
‖r‖22−|xT r|2
‖m‖22 , if λ = 0,√
2 η(λ, x, P), if λ = 0,
ηS2 (λ, x, P) =
⎧⎪⎨
⎪⎩
√
|xT r|2
‖(I−e)(m)‖22 +
‖r‖22−|xT r|2
‖m‖22 , if λ = 0,
η(λ, x, P), if λ = 0.
In particular, if m is odd and |λ| = 1 we have ηSF (λ, x, P) =
√
2 η(λ, x, P) and ηS2 (λ, x, P) =
η(λ, x, P). For j = 0 : m, define
Fj :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λj
‖m‖22
[PTx rxH − xrTPx], if j is even
λjxxT rxH
‖(I − e)(m)‖22
+ λ
j
‖m‖22
[xrTPx + PTx rxH], if j is odd.
Then P(z) := ∑mj=0 zjFj is a unique T-odd polynomial in S such that P(λ)x + P(λ)x = 0 and
|||P|||F = ηSF (λ, x, P).
Further, for j = 0 : m, define Aj := Fj when j is even, and
Aj := Fj − λ
j xT rPTx rr
TPx
‖(I − e)(m)‖22(‖r‖22 − |xT r|2)
when j is odd. Then P(z) := ∑mj=0 zjAj is a T-odd polynomial in S such that P(λ)x + P(λ)x = 0
and |||P|||2 = ηS2 (λ, x, P).
When |xT r| = ‖r‖2, for j = 0 : m, define
Aj :=
⎧⎪⎪⎨
⎪⎪⎩
0, if j is even
λj(xT r)x¯xH
‖(I − e)(m)‖22
= λ
j rxH
‖(I − e)(m)‖22
, if j is odd.
Then P(z) := ∑mj=0 zjAj is T-odd, P(λ)x + P(λ)x = 0 and |||P|||M = ηSM(λ, x, P)
= ‖r‖2‖(I − e)(m)‖2 .
Proof. The desired results follow from the proof of Theorem 3.6 by interchanging the role of Aj for
even j and odd j. 
We have the following results whose proof is immediate.
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Corollary 3.9. Let P be a T-odd matrix polynomial in Pm(C
n×n). Let (λ, x) ∈ C × Cn be such that
xHx = 1. Then all T-odd matrix polynomials Q satisfying P(λ)x + Q(λ)x = 0 are of the form Q(z) =
P(z) + PTx R(z)Px for some T-odd matrix polynomial R ∈ Pm(Cn×n), where P(z) :=
∑m
j=0 Fjzj and
Fj’s are given in Theorem 3.8.
3.3. Hermitian and skew-Hermitian matrix polynomials
We now consider structured backward errors of approximate eigenelements of Hermitian and
skew-Hermitian matrix polynomials. We proceed as follows. Let S ⊂ Pm(Cn×n) and ω ∈ C be such
that |ω| = 1. We set Sω := {ωP : P ∈ S}. Then for P ∈ Pm(Cn×n), it is easily seen that
ηSF (λ, x, P) = ηSωF (λ, x, ωP) and ηS2 (λ, x, P) = ηSω2 (λ, x, ωP). (5)
Note that a matrix polynomial P ∈ Pm(Cn×n) is Hermitian (respectively, skew-Hermitian) if and
only if all the coefficient matrices of P are Hermitian (respectively, skew-Hermitian). Let Herm and
skew-Herm, respectively, denote the set of Hermitian and skew-Hermitian matrix polynomials in
Pm(C
n×n). Then noting that a matrix X ∈ Cn×n is Hermitian if and only if iX is skew-Hermitian, it is
easily seen that the maps
Herm −→ skew-Herm, P −→ iP and skew-Herm −→ Herm, Q −→ iQ (6)
are isometric isomorphisms. Thus, in view of (5) and (6), it follows that the structured backward
error of (λ, x) as an approximate eigenpair of a skew-Hermitian polynomial can be obtained from the
structured backward error of (λ, x) as an approximate eigenpair of a Hermitianmatrix polynomial and
vice-versa. We therefore analyze structured backward perturbation of Hermitian matrix polynomials.
For x ∈ Cn, we denote by Re(x) and Im(x), respectively, the real and the imaginary parts of x.
Thenwe have x = Re(x)+ iIm(x).Wedenote the real and imaginary part of a complex number z ∈ C
by re(z) and im(z), respectively. We denote the Moore–Penrose pseudo-inverse of A by A† and the
canonical basis of Cm+1 by ej, j = 0 : m.
Theorem 3.10. Let Herm denote the set of Hermitian matrix polynomials in Pm(Cn×n). Let P ∈ Herm
and (λ, x) ∈ C×Cn be such that xHx = 1. Set r := −P(λ)x,Px := I−xxH andm := [1, λ, . . . , λm]T .
Then we have
ηHermF (λ, x, P) =
⎧⎪⎪⎨
⎪⎪⎩
√
2‖r‖22−|xHr|2‖m‖2 
√
2η(λ, x, P), if λ ∈ R,√
‖̂r‖22 + 2(‖r‖
2
2−|xHr|2)
‖m‖22 , if λ ∈ C \ R,
ηHerm2 (λ, x, P) =
⎧⎪⎨
⎪⎩
η(λ, x, P), if λ ∈ R,√
‖̂r‖22 + ‖r‖
2
2−|xHr|2
‖m‖22 , if λ ∈ C \ R,
where r̂ :=
⎡
⎣Re(m)T
Im(m)T
⎤
⎦†
⎡
⎣ re(xHr)
im(xHr)
⎤
⎦ . For the Frobenius norm, define
Aj :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
λj
‖m‖22
(xrH + rxH − (rHx)xxH), when λ ∈ R,
eTj r̂xx
H + 1‖m‖22
[λjPxrxH + λjxrHPx], when λ ∈ C \ R.
Then P(z) := ∑mj=0 zjAj is a unique Hermitian polynomial in Herm such that P(λ)x + P(λ)x = 0
and |||P|||F = ηHermF (λ, x, P).
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For the spectral norm, when |xHr| = ‖r‖2, define
Aj :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
λj
‖m‖22
(rxH + xrH − (rHx)xxH) − λ
j xHrPxrr
HPx
‖m‖22 (‖r‖22 − |xHr|2)
, when λ ∈ R,
eTj r̂xx
H + 1‖m‖22
[λjPxrxH + λjxrHPx] −
eTj r̂ Pxrr
HPx
‖r‖22 − |xHr|2
, when λ ∈ C \ R.
Then P(z) := ∑mj=0 zjAj is a Hermitian polynomial in Herm such that P(λ)x + P(λ)x = 0 and
|||P|||2 = ηHerm2 (λ, x, P).
When |xHr| = ‖r‖2, define
Aj :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
λj
‖m‖22
(xHr)xxH = λ
j
‖m‖22
rxH, when λ ∈ R,
eTj r̂xx
H, when λ ∈ C \ R.
and consider the polynomial P(z) := ∑mj=0 zjAj. Then P ∈ Herm, P(λ)x + P(λ)x = 0 and
|||P|||M = ηHermM (λ, x, P) =
⎧⎨
⎩ η(λ, x, P), if λ ∈ R‖̂r‖2, if λ ∈ C \ R.
Proof. Again, in view of Theorem 2.1, let P(z) = ∑mj=0 zjAj be a Hermitian polynomial such thatP(λ)x + P(λ)x = 0. Choosing a unitary matrix Q := [x, Q1], we have
˜Aj := QHAjQ =
⎛
⎝ ajj aHj
aj Xj
⎞
⎠ , QHr =
⎛
⎝ xHr
QH1 r
⎞
⎠ .
NowP(λ)x+ P(λ)x = 0 ⇒
⎛
⎝∑mj=0 λjajj∑m
j=0 λjaj
⎞
⎠ =
⎛
⎝ xHr
QH1 r
⎞
⎠ . The minimum norm solution of∑mj=0 λjaj
= QH1 r is given by aj = λj‖m‖22Q
H
1 r.
Now suppose that λ ∈ R. Then the minimum norm solution of ∑mj=0 λjajj = xHr is given by
ajj = λj‖m‖22 x
Hr ∈ R. Hence for λ ∈ R, we have
˜Aj =
⎛⎜⎜⎝
λj
‖m‖22 x
Hr
(
λj
‖m‖22Q
H
1 r
)H
λj
‖m‖22Q
H
1 r Xj
⎞⎟⎟⎠ , j = 0 : m. (7)
For the Frobenius norm, setting Xj = 0 we obtain ηHermF (λ, x, P) =
√
2‖r‖22−|rHx|2‖m‖2 and the desired
Hermitian polynomial P.
For the spectral norm, setting μj := |λj| ‖r‖2‖m‖22 and applying Theorem 3.1 to (7), we obtain
Xj = − λ
j xHr(QH1 r)(Q
H
1 r)
H
‖m‖22 (‖r‖22 − |xHr|2)
.
This gives ηHerm(λ, x, P) = ‖r‖2‖m‖2 = η(λ, x, P). Now substituting Xj in (7) and simplifying the
expression, we obtain the desired Hermitian polynomial P.
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Next, suppose that λ ∈ C \ R. Then the minimum norm solution of∑mj=0 λjajj = xHr is obtained
by solving
⎛
⎝ ∑mj=0 re(λj)ajj∑m
j=0 im(λj)ajj
⎞
⎠ =
⎛
⎝ re(xHr)
im(xHr)
⎞
⎠ ⇒
⎛⎜⎜⎜⎜⎝
a00
...
amm
⎞⎟⎟⎟⎟⎠ =
⎛
⎝ Re(m)T
Im(m)T
⎞
⎠†
⎛
⎝ re(xHr)
im(xHr)
⎞
⎠ =: r̂.
Therefore we have ajj = eTj r̂. Hence for λ ∈ C \ R, we have
QHAjQ =
⎛⎜⎜⎝ eTj r̂
(
λj
‖m‖22Q
H
1 r
)H
λj
‖m‖22Q
H
1 r Xj
⎞⎟⎟⎠ , j = 0 : m. (8)
Thus, for the Frobenius norm, setting Xj = 0 we obtain
ηHermF (λ, x, P) =
√√√√‖̂r‖22 + 2‖r‖22 − |rHx|2‖m‖22
and the desired Hermitian polynomial P.
For the spectral norm, setting μj :=
√
|eTj r̂|2 + |λ
j|2 (‖r‖22−|xHr|2)
‖m‖42 and applying Theorem 3.1 to the
matrix in (8), we have
Xj = −
eTj r̂ (Q
H
1 r)(Q
H
1 r)
H
‖r‖22 − |xHr|2
, j = 0 : m.
This gives
ηHerm2 (λ, x, P) =
√√√√‖̂r‖22 + ‖r‖22 − |xHr|2‖m‖22 .
Now substituting Xj in (8) and simplifying the expression, we have
Aj = eTj r̂xxH +
1
‖m‖22
[λjPxrxH + λjxrHPx] −
eTj r̂ Pxrr
HPx
‖r‖22 − |xHr|2
.
Hence the results follow.
Finally, when |xHr| = ‖r‖2,we have QH1 r = 0 ⇒ (I − xxH)r = 0. Hence considering Xj = 0, j =
0 : m, in (7) and (8) we obtain the desired results. 
Let x ∈ Cn be such that xHx = 1. If A ∈ Cn×n is Hermitian and Ax = 0 then it is easily seen that
A = (I − xxH)Z(I − xxH) for some Hermitian matrix Z. Consequently, in view of Theorem 3.10, we
have an analogue of the result in Corollary 3.3 for Hermitian matrix polynomials.
Note that, in view of (5) and (6), structured backward error of (λ, x) as an approximate eigenpair
of a skew-Hermitian matrix polynomial follows from Theorem 3.10. Indeed, let Q ∈ skew-Herm ⊂
Pm(C
n×n) be a skew-Hermitian matrix polynomial. Then P := iQ ∈ Herm ⊂ Pm(Cn×n). Hence by
(5) and (6), we have ηskew-HermM (λ, x,Q) = ηHermM (λ, x, P). Now, let P be the matrix polynomial
given in Theorem 3.10 such that P(λ)x + P(λ)x = 0 and |||P|||M = ηHermM (λ, x, P). Then settingQ := −iP, we have Q ∈ skew-Herm such that Q(λ)x + Q(λ)x = 0 and |||Q |||M =
ηskew-HermM (λ, x,Q).
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3.4. H-even and H-odd matrix polynomials
We now derive structured backward errors of approximate eigenelements of H-even and H-odd
matrix polynomials. Recall that a matrix polynomial P ∈ Pm(Cn×n) given by P(z) := ∑mj=0 Ajzj is
H-even if and only if Aj is Hermitian when j is even (including j = 0) and Aj is skew-Hermitian when
j is odd. Let H-even and H-odd, respectively, denote the set of H-even and H-odd matrix polynomials
inPm(C
n×n). Then, as in the case of Hermitianmatrix polynomials in (6), it is easily seen that themap
H-even −→ H-odd, P −→ iP and H-odd −→ H-even, Q −→ iQ (9)
are isometric isomorphisms. Consequently, we only need to prove the results either for H-even or for
H-oddmatrix polynomials. Recall that A† is theMoore–Penrose pseudo-inverse of A and ej, j = 0 : m,
is the canonical basis of Cm+1.
Theorem 3.11. Set S := H-even ⊂ Pm(Cn×n). Let P ∈ S and (λ, x) ∈ C × Cn be such that xHx = 1.
Set r := −P(λ)x, Px := I − xxH and m := [1, λ, . . . , λm]T . Then we have
ηSF (λ, x, P) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
√
2‖r‖22−|xHr|2‖m‖2 
√
2η(λ, x, P), if λ ∈ iR,√
‖̂r‖22 + 2(‖r‖
2
2−|xHr|2)
‖m‖22 , if λ ∈ C \ iR,
ηS2 (λ, x, P) =
⎧⎪⎪⎨
⎪⎪⎩
η(λ, x, P), if λ ∈ iR,√
‖̂r‖22 + ‖r‖
2
2−|xHr|2
‖m‖22 , if λ ∈ C \ iR,
where r̂ :=
⎡
⎣e Re(m)T − (I − e)Im(m)T
e Im(m)T + (I − e)Re(m)T
⎤
⎦†
⎡
⎣ re(xHr)
im(xHr)
⎤
⎦ . For j = 0 : m, set
Ej := 1‖m‖22
[λjPxrxH + λjxrHPx] and Fj := 1‖m‖22
[λjPxrxH − λjxrHPx].
For the Frobenius norm, define Aj := λ
j
‖m‖22
[xrH + rxH − (rHx)xxH] when λ ∈ iR, and
Aj :=
⎧⎨
⎩ e
T
j r̂xx
H + Ej, if j is even,
ieTj r̂xx
H + Fj, if j is odd,
when λ ∈ C \ iR, for j = 0 : m. Then P(z) := ∑mj=0 zjAj is a unique H-even polynomial in S such
that P(λ)x + P(λ)x = 0 and |||P|||F = ηSF (λ, x, P).
For the spectral norm, when |xHr| = ‖r‖2, define
Aj := λ
j
‖m‖22
[xrH + rxH − (rHx)xxH] + (−1)
j+1λj xHrPxrrHPx
‖m‖22 (‖r‖22 − |xHr|2)
when λ ∈ iR, and
Aj :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
eTj r̂xx
H + Ej +
(−1)j+1eTj r̂ PxrrHPx
‖r‖22 − |xHr|2
, if j is even,
ieTj r̂xx
H + Fj −
i (−1)j+1eTj r̂ PxrrHPx
‖r‖22 − |xHr|2
, if j is odd,
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whenλ ∈ C\ iR. ThenP(z) := ∑mj=0 zjAj is anH-even polynomial inS such that P(λ)x+P(λ)x =
0 and |||P|||2 = ηS2 (λ, x, P).
When |xHr| = ‖r‖2, define for j = 0 : m, Aj := λ
j
‖m‖22
rxH when λ ∈ iR, and
Aj :=
⎧⎪⎨
⎪⎩
eTj r̂xx
H, if j is even,
ieTj r̂xx
H, if j is odd,
whenλ ∈ C\ iR. ThenP(z) := ∑mj=0 zjAj is anH-even polynomial inS such that P(λ)x+P(λ)x =
0 and |||P|||M = ηHermM (λ, x, P) =
⎧⎨
⎩ η(λ, x, P), if λ ∈ iR‖̂r‖2, if λ ∈ C \ iR.
Proof. By Theorem 2.1 there exists an H-even matrix polynomial P(z) = ∑mj=0 zjAj such that
P(λ) = r. Now choosing a unitary matrix Q := [x, Q1],we haveAj = Q
⎛
⎝ ajj aHj
aj Xj
⎞
⎠QH, XHj = Xj
if j is even, and Aj = Q
⎛
⎝ iajj aHj
−aj Yj
⎞
⎠QH, YHj = −Yj if j is odd. Notice that ajj is real for all j.
Then P(λ)x = r gives
⎛
⎝∑j-even λjajj + i∑j-odd λjajj∑
j-even λ
jaj −∑j-odd λjaj
⎞
⎠ =
⎛
⎝ xHr
QH1 r
⎞
⎠ . The minimum norm
solution of
∑
j-even λ
jaj − ∑j-odd λjaj = QH1 r is given by aj = λj‖m‖22 QH1 r if j is even, and aj =
− λj‖m‖22 Q
H
1 r if j is odd.
Now suppose that λ ∈ iR. Then the minimum norm solution for ajj is given by ajj = λj‖m‖22 x
Hr
when j is even, and ajj = − i λj‖m‖22 x
Hr when j is odd. Hence ajj ∈ Rwhen j is even, and iajj ∈ iRwhen
j is odd. Consequently, we have
QHAjQ =
⎛⎜⎜⎜⎝
λj
‖m‖22 x
Hr
(
λj
‖m‖22Q
H
1 r
)H
λj
‖m‖22Q
H
1 r Xj
⎞⎟⎟⎟⎠ (10)
when j is even, and
QHAjQ =
⎛⎜⎜⎜⎝
λj
‖m‖22 x
Hr −
(
λj
‖m‖22Q
H
1 r
)H
λj
‖m‖22Q
H
1 r Yj
⎞⎟⎟⎟⎠ (11)
when j is odd. Setting Xj = 0 = Yj in (10) and (11), we obtain ηSF (λ, x, P) =
√
2‖r‖22−|rHx|2‖m‖2 and the
desired Aj.
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Next, suppose that λ ∈ C \ iR. Then∑j-even λjajj + i∑j-odd λjajj = xHr gives⎛
⎝∑j-even re(λj)ajj −∑j-odd im(λj)ajj∑
j-even im(λj)ajj +∑j-odd re(λj)ajj
⎞
⎠ =
⎛
⎝ re(xHr)
im(xHr)
⎞
⎠ .
Hence we have
⎛⎜⎜⎜⎜⎜⎜⎜⎝
a00
a11
...
amm
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎝e Re(m)T − (I − e)Im(m)T
e Im(m)T + (I − e)Re(m)T
⎞
⎠†
⎛
⎝ re(xHr)
im(xHr)
⎞
⎠ = r̂ ⇒ ajj = eTj r̂.
Consequently, we have
QHAjQ =
⎛⎜⎜⎜⎜⎜⎝
eTj r̂
(
λj
‖m‖22Q
H
1 r
)H
λj
‖m‖22Q
H
1 r Xj
⎞⎟⎟⎟⎟⎟⎠ (12)
when j is even, and
QHAjQ =
⎛⎜⎜⎜⎜⎜⎝
ieTj r̂ −
(
λj
‖m‖22 Q
H
1 r
)H
λj
‖m‖22Q
H
1 r Yj
⎞⎟⎟⎟⎟⎟⎠ (13)
when j is odd. Now setting Xj = 0 = Yj in (12) and (13), we have the desired matricesAj, j = 0 : m,
and ηSF (λ, x, P) =
√√√√‖̂r‖22 + 2‖r‖22 − |xHr|2‖m‖22 . This completes the proof for the Frobenius norm.
For the spectral norm, consider μj := |λj| ‖r‖2‖m‖22 when λ ∈ iR. Then applying Theorem 3.1 to the
matrices in (10) and (11), we obtain
Xj = − λ
j xHr(QH1 r)(Q
H
1 r)
H
‖m‖22 (‖r‖22 − |xHr|2)
and Yj = λ
j xHr(QH1 r)(Q
H
1 r)
H
‖m‖22 (‖r‖22 − |xHr|2)
.
This gives ηS2 (λ, x, P) = ‖r‖2‖m‖2 . Now substituting Xj and Yj in (10) and (11), we obtain the desired
matrices Aj, j = 0 : m.
When λ ∈ C \ iR, consideringμj :=
√
|eTj r̂|2 + |λ
j|2 (‖r‖22−|xHr|2)
‖m‖42 and applying Theorem 3.1 to the
matrices in (12) and (13), we obtain
Xj = −
eTj r̂ (Q
H
1 r)(Q
H
1 r)
H
‖r‖22 − |xHr|2
and Yj = −
ieTj r̂ (Q
H
1 r)(Q
H
1 r)
H
‖r‖22 − |xHr|2
.
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Consequently, we have
ηS2 (λ, x, P) =
√√√√‖̂r‖22 + ‖r‖22 − |xHr|2‖m‖22 .
Substituting Xj and Yj in (12) and (13), we obtain the desired matrices Aj, j = 0 : m.
When |xHr| = ‖r‖2, we have QH1 r = 0 ⇒ (I − xxH)r = 0. Hence setting Xj = 0 = Yj in (10) and
(11) when λ ∈ iR, and in (12) and (13) when λ ∈ C \ iR, we obtain the desired results. 
Let x ∈ C be such that xHx = 1. If X ∈ Cn×n is skew-Hermitian and Xx = 0 then it is easily seen
that X = (I − xxH)Z(I − xxH) for some skew-Hermitian matrix Z. Consequently, it follows that an
analogue of the result in Corollary 3.9 holds for H-even matrix polynomials.
Observe that, in view of (5) and (9), the structured backward error of (λ, x) as an approximate
eigenpair of anH-oddmatrix polynomial follows from Theorem 3.11. Indeed, let Q be anH-oddmatrix
polynomial in Pm(C
n×n). Set Se := H-even ⊂ Pm(Cn×n) and So := H-odd ⊂ Pm(Cn×n). Then
P := iQ ∈ Se. Hence by (5) and (9), we have ηSoM (λ, x,Q) = ηSeM (λ, x, P). Now, let P be the
matrix polynomial given in Theorem 3.11 such that P ∈ Se, P(λ)x + P(λ)x = 0 and |||P|||M =
η
Se
M (λ, x, P). Then setting Q := −iP, we have Q ∈ So, Q(λ)x + Q(λ)x = 0 and |||Q |||M =
η
So
M (λ, x, P).
3.5. Polynomials with coefficients in Lie and Jordan algebras
Wemention that the structured backward perturbation analysis of structured matrix polynomials
discussed so far can easily be extended to more general structured matrix polynomials in which the
coefficient matrices are elements of appropriate Jordan and/or Lie algebras. Indeed, letM be a unitary
matrix such thatMT = M orMT = −M. Consider the Jordan algebra J := {A ∈ Cn×n : M−1ATM =
A} and the Lie algebra L := {A ∈ Cn×n : M−1ATM = −A} associated with the scalar product
(x, y) → yTMx. Consider a polynomial P(z) := ∑mj=0 zjAj. Then by imposing the condition that the
polynomialMP given byMP(z) = ∑mj=0 λjMAj is either symmetric or skew-symmetric or T-even or T-
odd, we obtain various structuredmatrix polynomials. Said differently, S ⊂ Pm(Cn×n) defines a class
of structured matrix polynomials ifMS ∈ {sym, skew-sym, T-even, T-odd}. Hence if P ∈ S then the
results obtained in the previous section are easily extended to P by replacing Aj and r := −P(λ)x by
MAj andMr, respectively.
Similarly, when M is unitary and M = MH or M = −MH, we consider the Jordan algebra J :=
{A ∈ Cn×n : M−1AHM = A} and the Lie algebra L := {A ∈ Cn×n : M−1AHM = −A} associated with
the scalar product (x, y) → yHMx. Then a class of structured matrix polynomials S ⊂ Pm(Cn×n)
is obtained by imposing the condition that MS ∈ {Herm, skew-Herm,H-even,H-odd}. Hence the
results obtained in the previous section are easily extended to P ∈ S by replacing Aj and r := −P(λ)x
by MAj and Mr, respectively. In particular, when M := J, where J :=
⎛
⎝ 0 I
−I 0
⎞
⎠ ∈ C2n×2n, the
Jordan algebra J consists of skew-Hamiltonian matrices and the Lie algebraL consists of Hamiltonian
matrices. So, for example, considering the polynomial P(z) := ∑mj=0 zjAj, where Ajs are Hamiltonian
when j is even and skew-Hamiltonian when j is odd, we see that the polynomial JP(z) = ∑mj=0 zjJAj
is H-even. Hence extending the results obtained for H-even polynomial to the case of P, we have the
following.
Theorem 3.12. Let S denote set of polynomials of the form P(z) = ∑mj=0 zjAj where Aj is Hamiltonian
when j is even, and Aj is skew-Hamiltonian when j is odd. Let P ∈ S and (λ, x) ∈ C × Cn be such that
xHx = 1. Set r := −P(λ)x, Px := I − xxH and m := [1, λ, . . . , λm]T . Then we have
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ηSF (λ, x, P) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
√
2‖r‖22−|xHJr|2‖m‖2 
√
2η(λ, x, P), if λ ∈ iR,√
‖̂r‖22 + 2(‖r‖
2
2−|xHJr|2)
‖m‖22 , if λ ∈ C \ iR,
ηS2 (λ, x, P) =
⎧⎪⎪⎨
⎪⎪⎩
η(λ, x, P), if λ ∈ iR,√
‖̂r‖22 + ‖r‖
2
2−|xHJr|2
‖m‖22 , if λ ∈ C \ iR,
where r̂ :=
⎡
⎣e (Re(m)T ) − (I − e)(Im(m)T )
e (Im(m)T ) + (I − e)(Re(m)T )
⎤
⎦†
⎡
⎣ re(xHJr)
im(xHJr)
⎤
⎦ .
4. Structured pseudospectra of structured polynomials
Let P be a regular polynomial. For λ ∈ C, the backward error of λ as an approximate eigen-
value of P is given by η(λ, P) := min{η(λ, x, P) : x ∈ Cn and ‖x‖2 = 1}. Since η(λ, x, P) =‖P(λ)x‖/‖x‖2‖m‖2, it follows that for the spectral as well as for the Frobenius norms on Cn×n,we
have
η(λ, P) := σmin(P(λ))‖m‖2 ,
where σmin(P(λ)) is the smallest singular value of P(λ).
Similarly, for M ∈ {2, F} we define structured backward error of an approximate eigenvalue λ of
P ∈ S by
ηSM(λ, P) := min{ηSM(λ, x, P) : x ∈ Cn and ‖x‖2 = 1}.
In this section, we make an attempt to determine ηSM(λ, P). The backward errors of approximate
eigenvalues and pseudospectra of a polynomial are closely related. For  > 0, the unstructured -
pseudospectrum of P, denoted by σ(P), is given by (see [5,6,14,27])
σ(P) =
⋃
|||P|||M
{σ(P + P) : P ∈ Pm(Cn×n)}.
Obviously, we have σ(P) = {z ∈ C : η(z, P)  }, assuming, for simplicity, that ∞ /∈ σ(P),
see [5,6]. For the sake of simplicity in this section we make an implicit assumption that ∞ /∈ σ(P).
Observe that since η(λ, P) is the same for the spectral norm and the Frobenius norm, we conclude
that σ(P) is the same for the spectral and the Frobenius norms. Similarly, when P ∈ S,we define the
structured -pseudospectrum of P, denoted by σ S (P), by
σ S (P) :=
⋃
|||P|||M
{σ(P + P) : P ∈ S}.
Then it follows that σ S (P) = {z ∈ C : ηSM(λ, P)  }.
Theorem 4.1. Let S ∈ {sym, skew-sym} and P ∈ S. Then for the spectral norm, we have ηS2 (λ, P) =
η(λ, P) and σ S (P) = σ(P).On the other hand, for the Frobenius norm,wehaveηSF (λ, P) =
√
2 η(λ, P)
and σ S (P) = σ/√2(P) when S = skew-sym, and ηSF (λ, P) = η(λ, P) and σ S (P) = σ(P) when
S = sym.
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Proof. For the spectral norm, byTheorem3.2,wehaveηS2 (λ, x, P) = η(λ, x, P) for all x.Consequently,
we have ηS2 (λ, P) = η(λ, P). Hence the result follows.
For theFrobeniusnorm, the result follows fromTheorem3.4whenP is skew-symmetric. So, suppose
that P is symmetric. Then P(λ) ∈ Cn×n is symmetric. Consider the Takagi factorization P(λ) = U	UT ,
whereU is unitary and	 is a diagonalmatrix containing singular values of P(λ) (appear in descending
order). Set σ := 	(n, n) and u := U(:, n). Then we have P(λ)u = σu. Now define
Aj := −λ
j
σ uuT
‖m‖22
,
and consider the polynomialP(z) = ∑mj=0 zjAj. ThenP is symmetric and P(λ)u+P(λ)u = 0.
Note that forM ∈ {2, F} we have
ηSM(λ, P)  |||P|||M =
σ
‖m‖2 = η(λ, P) and hence σ(P) = σ
S
 (P).
This completes the proof. 
When P is symmetric, the above proof shows how to construct a symmetric polynomial P such
that λ ∈ σ(P + P) and |||P|||M = ηSM(λ, P).When P is skew-symmetric, using Takagi factorization
of the complex skew-symmetric matrix P(λ), one can construct a skew-symmetric polynomial P
such that λ ∈ σ(P + P) and |||P|||M = ηSM(λ, P). Indeed, consider the Takagi factorization
P(λ) = Udiag(d1, . . . , dm)UT ,
where U is unitary, dj :=
⎡
⎣ 0 sj
−sj 0
⎤
⎦ , sj ∈ C is nonzero and |sj| are singular values of P(λ). Here the
blocks dj appear in descending order of magnitude of |sj|. Note that P(λ)U = Udiag(d1, · · · , dm). Let
u := U(:, n − 1 : n). Then P(λ)u = udm = udmuTu. Now define
Aj := −λ
j udmu
T
‖vλ‖22
and consider the pencilP(z) = ∑mj=0 zjAj. ThenP is skew-symmetric and P(λ)u+P(λ)u = 0.
Further, we have
ηS2 (λ, P) = |||P|||2 =
σmin(P(λ))
‖m‖2 = η(λ, P), η
S
F (λ, P)
= |||P|||F =
√
2
σmin(P(λ))
‖m‖2 =
√
2 η(λ, P).
We denote the unit circle in C by T, that T := {z ∈ C : |z| = 1}. Then for the T-even or T-odd
polynomials we have the following result.
Theorem 4.2. Let S ∈ {T-even, T-odd} and P ∈ S and m is odd. Then for λ ∈ T and the Frobenius norm
we have ηSF (λ, P) =
√
2 η(λ, P) and σ S (P) ∩ T = σ/√2(P) ∩ T.
Proof. Let λ ∈ T. Then by Theorem 3.6 and Theorem 3.8, ηSF (λ, x, P) =
√
2 ‖P(λ)x‖2/‖m‖2 for all
x such that ‖x‖2 = 1. Hence taking minimum over ‖x‖2 = 1, we obtain the desired results. 
Theorem 4.3. Let S ∈ {Herm, skew-Herm} and P ∈ S. Then for M ∈ {2, F} and λ ∈ R, we have
ηSM(λ, P) = η(λ, P) and σ S (P) ∩ R = σ(P) ∩ R.
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Proof. Note that P(λ) is either Hermitian or skew-Hermitian. Let (μ, u) be an eigenpair of the matrix
P(λ) such that |μ| = σmin(P(λ)) and uHu = 1. Then P(λ)u = μu. Define
Aj := −λ
j μ uuH
‖m‖22
and consider the polynomial P(z) = ∑mj=0 zjAj. Then P ∈ S and λ ∈ σ(P + P). Further, we
have |||P|||M = σmin(P(λ))‖m‖2 . Hence the result follows. 
Theorem 4.4. Let S ∈ {H-even, H-odd} and P ∈ S. Then for M ∈ {2, F} and λ ∈ iR, we have
ηSM(λ, P) = η(λ, P) and σ S (P) ∩ iR = σ(P) ∩ iR.
Proof. Note for λ ∈ iR, then the matrix P(λ) is again either is Hermitian or skew-Hermitian. Hence
the result follows from the proof of Theorem 4.3. 
We mention that the above results can be easily extended to the case of general structured poly-
nomials where the coefficients matrices are elements of Jordan and/or Lie algebras.
Finally, we mention that the partial equality σ S (L) ∩ 
 = σ(L) ∩ 
, for an appropriate 
 ⊂
C, and the minimal perturbations constructed above as well as in Section 3 are expected to be
key tools for solution of certain structured distance problems, see [7]. For illustration, consider an
H-even polynomial P. We have seen that the eigenvalues of P have Hamiltonian spectral symmetry,
that is, the spectrumof P is symmetricwith respect to the imaginary axis in the complex plane and thus
appear in the pair (λ,−λ).Obviously the spectral symmetry degenerates if there are purely imaginary
eigenvalues. Often in practice the polynomial P is obtained by an approximation of the exact problem.
Thus it may be the case that even though the exact problem has no purely imaginary eigenvalues but
due to approximation error the polynomial P may have a few purely imaginary eigenvalues. So, the
task is to construct a minimal perturbation P such that P + P is H-even and that the perturbed
polynomial P + P has no eigenvalues on the imaginary axis. On the other hand, it may also be the
case that all eigenvalues of the exact problem are purely imaginary (e.g., gyroscopic system) but due
to approximation error the polynomial P has a few eigenvalues off the imaginary axis. In such a case
the task is to construct aminimal perturbationP such that P+P isH-even and that all eigenvalues
of P + P are purely imaginary. The minimal perturbations so constructed and the partial equality
of between structured and unstructured pseudospectra so established are expected to be key tools in
solving these problems and will be investigated elsewhere.
5. Effect of structured linearization on backward error
Aswe havementioned before, linearization is the standard approach to solving a polynomial eigen-
value value problem. It is well known that important classes of structured matrix polynomials admit
structured linearizations [18,12,21,20].However, theprocess of linearizing amatrixpolynomial (struc-
ture preserving or not) has its side effect too. It increases the sensitivity of eigenvalues of the matrix
polynomial (see [13,1,4]). Therefore, it is important to identify linearizationswhose eigenelements are
almost as sensitive to perturbations as those of the matrix polynomial. Obviously, condition numbers
of eigenvalues and backward errors of approximate eigenelements play an important role in identify-
ing such linearizations. For an unstructured polynomial P ∈ Pm(Cn×n),Highamet al. [13,11] provided
a recipe for choosing a linearization by analyzing condition numbers of eigenvalues and backward er-
rors of approximate eigenpairs. For structured matrix polynomials, a recipe for choosing a structured
linearization has been provided in [4] by analyzing structured condition numbers of eigenvalues. We
now show that the optimal structured linearizations identified in [4] also minimize the structured
backward errors of approximate eigenelements. Thus we show that the optimal structured lineariza-
tions of a structured matrix polynomial that minimize structured condition numbers of eigenvalues
also minimize the structured backward errors of approximate eigenelements.
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For a ready reference, we briefly review some basic results about linearizations of P ∈ Pm(Cn×n),
for details, see [20,18,12,21]. For our purpose, it is enough to consider the vector space L1(P) given
by [20]
L1(P) := {L(λ) : L(λ)(m−1 ⊗ In) = v ⊗ P(λ), v ∈ Cm},
where m−1 := [λm−1, λm−2, . . . , 1]T , ⊗ is the Kronecker product and v is called the right ansatz
vector for L. The spaceL1(P) is a rich source of linearizations of P, however, not every pencil inL1(P)
is a linearization of P, see [20]. Let L(λ) = λX + Y ∈ L1(P) be a linearization of P corresponding to a
right ansatz vector v ∈ Cm. Then for x ∈ Cn, the following holds
‖L(λ)(m−1 ⊗ x)‖2 = ‖v‖2 ‖P(λ)x‖2, (14)
|(m−1 ⊗ x)TL(λ)(m−1 ⊗ x)| = |Tm−1v| |xTP(λ)x|, (15)
|(m−1 ⊗ x)HL(λ)(m−1 ⊗ x)| = |Hm−1v| |xHP(λ)x|. (16)
Observe from (14) that (λ, x) is an eigenelement of P if and only if (λ, m−1 ⊗ x) is an eigenelement
of L. Consequently, when (λ, x) ∈ C × Cn is considered as an approximate eigenelement of P, it is
natural to consider (λ,m−1 ⊗ x) ∈ C × Cmn as an approximate eigenelement of L and vice-versa.
The reason of considering approximate eigenvector of the form m−1 ⊗ x is the following. Suppose
that the problem P(μ)u = 0 is solved by employing a structured preserving method to a structured
linearization L from L1(P). Then a computed eigenelement (λ, X) of L will be an exact eigenelement
of a structured pencil Lˆ. So, if Lˆ inherits the same block structure of L then in such a case X would
be of the form m−1 ⊗ x for some x ∈ Cn. Even when Lˆ inherits only the structure (e.g., Hermitian,
even, odd, etc.) of L but not the block structure of L, one would like to know whether the first n
components x of X could be expected to be a good approximation of an eigenvector of P or not. We
denote the (unstructured) backward error of (λ,m−1 ⊗ x) as an approximate eigenelement of L by
η(λ,m−1 ⊗ x, L; v) so as to show the dependence of the backward error on the ansatz vector v.
Similarly, we denote the structured backward by ηSM(λ,m−1 ⊗ x, L; v), whereM ∈ {2, F}.
Now suppose that (λ, x) ∈ C × Cn with xHx = 1 is an approximate eigenpair of P. In view of
(14)–(16), we only need to consider ansatz vectors v having unit norm. We use the inequality√
m + 1
2m
 ‖m‖2‖m−1‖2 ‖(λ, 1)‖2  1 (17)
which is derived in (Lemma A.1, [13]).
Theorem 5.1. Let P ∈ Pm(Cn×n) be regular and L ∈ L1(P) be a linearization of P corresponding
to a normalized right ansatz vector v. Let (λ, x) ∈ C × Cn be such that xHx = 1. Set m−1 :=[λm−1, . . . , λ, 1]T . Then we have√
m + 1
2m
 η(λ,m−1 ⊗ x, L; v)
η(λ, x, P)
 1.
Proof. By (1) and (14), we have
η(λ,m−1 ⊗ x, L; v) = ‖L(λ)(m−1 ⊗ x)‖2‖(m−1 ⊗ x)‖2 ‖(λ, 1)‖2 =
‖v‖2‖P(λ)x‖2
‖(m−1 ⊗ x)‖2 ‖(λ, 1)‖2
= ‖v‖2‖m‖2‖x‖2‖(m−1 ⊗ x)‖2 ‖(λ, 1)‖2 η(λ, x, P)
= ‖m‖2‖m−1‖2 ‖(λ, 1)‖2 η(λ, x, P).
Hence by (17) the desired result follows. 
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Table 2
Admissible ansatz vectors for structured linearizations.
S Structured linearization Ansatz vector
sym sksymm v ∈ Cm
skew-sym skew-symm v ∈ Cm
T-even T-even 	v = v
T-odd 	v = −v
T-odd T-even 	v = −v
T-odd 	v = v
Herm Herm v ∈ Rm
skew-Herm v ∈ iRm
skew-Herm Herm v ∈ iRm
skew-Herm v ∈ Rm
H-even H-even 	v = v
T-odd 	v = −v
H-odd H-even 	v = −v
H-odd 	v = v
Theorem 5.1 shows that as far as the backward errors of approximate eigenelements of P are con-
cerned, any linearization fromL1(P) is as goodas anyotherprovided that the linearization is associated
to a normalized right ansatz vector. In contrast, restricting L inDL(P) (see [20]), it is shown in [4] that
the condition number of an eigenvalueλ of P is increased at least by δ(λ, v) and atmost by
√
2 δ(λ, v),
where δ(λ, v) := ‖m−1‖2/|Tm−1v|, see also [13].
For a structuredmatrix polynomials, there exists infinitely many structured linearizations, see [12,
21,18]. For the structures we consider in this paper, we consider structured linearization from L1(P).
For a ready reference, we summarize in Table 2 the condition on the ansatz vector for a structured lin-
earization, see [12,21]. Thematrix	 in Table2 is givenby	 = diag{(−1)m−1, (−1)m−2, . . . , (−1)0}.
Recall that η(λ, x, P)  ηSM(λ, x, P). Similarly, for a structured linearization from L1(P) we have
η(λ,m−1 ⊗ x, L; v)  ηSM(λ,m−1 ⊗ x, L; v), where v is the ansatz vector. With a view to un-
derstanding the effect of structure preserving linearizations on the backward errors of approximate
eigenelements of structuredmatrix polynomials, in this sectionwecompareη(λ, x, P) andηSM(λ, x, P)
with ηSM(λ, x, L).
Corollary 5.2. Let P ∈ S and L ∈ L1(P) be a structured linearization corresponding to a normalized
ansatz vector v. Then for M ∈ {2, F}, we have
ηSM(λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√
m + 1
2m
.
Proof. By Theorem 5.1 we have
ηSM(λ,m−1 ⊗ x, L; v)
η(λ, x, P)
 η(λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√
m + 1
2m
.
Hence the proof. 
5.1. Symmetric and skew-symmetric linearizations
For a symmetricmatrix polynomial P, any ansatz vector v yields a potential symmetric linearization.
Recall that an ansatz vector v is always assumed to be normalized, that is, ‖v‖2 = 1. We now show
that structure preserving linearizations of symmetric and skew-symmetric matrix polynomials have
almost no adverse effect on the backward errors of approximate eigenelements.
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Theorem 5.3. Let S be the space of symmetric matrix polynomials and P ∈ S. Let L ∈ L1(P) be a
symmetric linearization of P with normalized ansatz vector v. Finally, let (λ, x) ∈ C × Cn be such that
‖x‖2 = 1. Then we have
√
m + 1
2m
 η
S
F (λ,m−1 ⊗ x, L; v)
ηSF (λ, x, P)
 η
S
F (λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√
2,
√
m + 1
2m
 η
S
2 (λ,m−1 ⊗ x, L; v)
ηS2 (λ, x, P)
= η(λ,m−1 ⊗ x, L; v)
η(λ, x, P)
 1.
Proof. For the Frobenius norm, by Theorem 3.2 we have
ηSF (λ,m−1 ⊗ x, L; v)
ηSF (λ, x, P)
=
√
2‖r‖22 − |
T
m−1v|2
‖m−1‖22 |x
T r|2√
2‖r‖22 − |xT r|2
· ‖m‖2‖m−1‖2‖(λ, 1)‖2 ,
where r := −P(λ)x. Hence by (17) we have η
S
F (λ,m−1 ⊗ x, L; v)
ηSF (λ, x, P)

√
m+1
2m
. Next, since ‖r‖2 √
2‖r‖22 − |
T
m−1v|2
‖m−1‖22 |x
T r|2  √2 ‖r‖2, we have
ηSF (λ,m−1 ⊗ x, L; v)
ηSF (λ, x, P)
 η
S
F (λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√
2
‖m‖2
‖m−1‖2‖(λ, 1)‖2 
√
2.
Finally, by Theorem 3.2, we have structured and unstructured backward errors are the same for the
spectral norm. Hence the desired results follow from Theorem 5.1. 
For skew-symmetric linearizations of skew-symmetric matrix polynomials, we have the following
result.
Theorem 5.4. Let S be the space of skew-symmetric matrix polynomials and P ∈ S. Let L ∈ L1(P) be a
skew-symmetric linearization of P with normalized ansatz vector v. Finally, let (λ, x) ∈ C × Cn be such
that ‖x‖2 = 1. Then for M ∈ {2, F} we have√
m + 1
2m
 η
S
M(λ,m−1 ⊗ x, L; v)
ηSM(λ, x, P)
= η(λ,m−1 ⊗ x, L; v)
η(λ, x, P)
 1.
Proof. By Theorem 3.4 we have
ηSM(λ,m−1 ⊗ x, L; v)
ηSM(λ, x, P)
= η(λ,m−1 ⊗ x, L; v)
η(λ, x, P)
.
Hence desired result follows from Theorem 5.1. 
Thus we conclude that for a symmetric/skew-symmetric matrix polynomial a structure preserving
linearization automatically ensures that the backward errors of approximate eigenelements are least
affected by the conversion the polynomial eigenvalue problem into a generalized eigenvalue problem
of larger dimension. Moreover, as shown in [4] this choice also ensures that the linearization has a
mild influence on the structured condition numbers of eigenvalues of the polynomial.
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5.2. T-even and T-odd linearizations
Now we analyze T-even and T-odd linearizations. Note that a T-even (respectively, T-odd) poly-
nomial admits T-even as well as T-odd linearizations which preserve the spectral symmetry of the
T-even (respectively, T-odd) polynomial.
Theorem 5.5. Let P ∈ Pm(Cn×n) be a T-even polynomial and (λ, x) ∈ C × Cn be such that ‖x‖2 = 1.
Let Se ⊂ L1(P) and So ⊂ L1(P), respectively, denote the space of T-even and T-odd pencils. Finally, let
Le ∈ Se (respectively, Lo ∈ So) be T-even (respectively, T-odd) linearization of P with normalized ansatz
vector v = 	v (respectively, v = −	v). Then for M ∈ {2, F} we have the following.
1. If |λ|  1 then
√
m+1
2m
 η
Se
M (λ,m−1 ⊗ x, Le; v)
η(λ, x, P)

√
2.
2. If |λ|  1 then
√
m+1
2m
 η
So
M (λ,m−1 ⊗ x, Lo; v)
η(λ, x, P)

√
2.
Proof. First consider the T-even linearization Le. Then by Theorem 3.6 we have
η
Se
F (λ,m−1 ⊗ x, Le; v)
η(λ, x, P)
=
(√
2 ‖r‖22 + (|λ|
2−1)|Tm−1v|2
‖m−1‖22 |x
T r|2
)
‖m‖2
‖r‖2 ‖m−1‖2 ‖(λ, 1)‖2 , (18)
where r := −P(λ)x.
Now for |λ|  1,we have ‖r‖2 
√
2‖r‖22 + (|λ|
2−1)|Tm−1v|2
‖m−1‖22 |x
T r|2  √2 ‖r‖2. Hence by (17) the
desired results for the Frobenius norm.
Again by Theorem 3.6, we have
η
Se
2 (λ,m−1 ⊗ x, Le; v)
η(λ, x, P)
=
(√
‖r‖22 + |λ|
2 |Tm−1v|2
‖m−1‖22 |x
T r|2
)
‖m‖2
‖r‖2‖m−1‖2 ‖(λ, 1)‖2 . (19)
Notice that ‖r‖2 
√
‖r‖22 + |λ|2 |
T
m−1v|2
‖m−1‖22 |x
T r|2 
√
1 + |λ|2 ‖r‖2 for λ ∈ C. Hence by (17) we
obtain the desired result for the spectral norm.
Next, consider the T-odd linearization Lo. Then by Theorem 3.8 we have
η
So
F (λ,m−1 ⊗ x, Lo; v)
η(λ, x, P)
=
(√
2‖r‖22 +
(
1
|λ|2 − 1
) |Tm−1v|2
‖m−1‖22 |x
T r|2
)
‖m‖2
‖r‖2‖m−1‖2 ‖(1, λ)‖2 , (20)
for λ = 0. Now for |λ|  1, we have
‖r‖2 
√√√√2‖r‖22 + (|λ|−2 − 1) |Tm−1v|2‖m−1‖22 |xT r|2 
√
2‖r‖2.
Hence by (17)we obtain the desired result for the Frobenius norm.
Again by Theorem 3.8 we have
η
So
2 (λ,m−1 ⊗ x, Lo; v)
η(λ, x, P)
=
(√
‖r‖22 + |
T
m−1v|2
|λ|2 ‖m−1‖22 |x
T r|2
)
‖m‖2
‖r‖2 ‖m−1‖2‖(1, λ)‖2 (21)
B. Adhikari, R. Alam / Linear Algebra and its Applications 434 (2011) 1989–2017 2013
for λ = 0. For |λ|  1, we have ‖r‖2 
√
‖r‖22 + |λ|−2 |
T
m−1v|2
‖m−1‖22 |x
T r|2  √2‖r‖2. Hence by (17) we
obtain the desired result for the spectral norm. 
Remark 5.6. Wemention that the bounds in Theorem 5.5 also hold when P is T-odd with the role of
T-even and T-odd linearizations are reversed, that is, by interchanging the role of Le and Lo we obtain
the desired bounds.
Next, comparing ηS2 (λ, x, P) with η
S
2 (λ, x, L, v) we have the following result.
Theorem 5.7. Suppose that the assumptions of Theorem 5.5 hold. Let S ⊂ Pm(Cn×n) denote the set of
T-even polynomials. Then we have
1. If |λ|  1 :
√
m+1
4m
 η
Se
2 (λ,m−1 ⊗ x, Le; v)
ηS2 (λ, x, P)

√
2.
2. If |λ|  1 :
√
m+1
4m
 η
So
2 (λ,m−1 ⊗ x, Lo; v)
ηS2 (λ, x, P)

√
2, when m is even and
√
m+1
2m
1
‖(1, λ)‖2 
η
So
2 (λ,m−1 ⊗ x, Lo; v)
ηS2 (λ, x, P)

√
2, when m is odd.
Proof. Note that the upper bounds follow from Theorem 5.5. We now derive the lower bounds.
First suppose that |λ|  1. Then it is easy to see that ‖(I − e)(m)‖2  ‖e(m)‖2. Hence by
Theorem 3.6 we have
ηS2 (λ, x, P) 
‖r‖2
‖m‖2
√√√√1 + ‖(I − e)(m)‖22‖e(m)‖22 
√
2‖r‖2
‖m‖2 .
On the other hand, by (19) we have η
Se
2 (λ,m−1 ⊗ x, Le; v) 
‖r‖2
‖m−1‖2‖(1, λ)‖2 . Consequently, by
(17) we have
η
Se
2 (λ,m−1 ⊗ x, Le; v)
ηS2 (λ, x, P)
 ‖m‖2√
2‖m−1‖2‖(1.λ)‖2
 1
2
√
m + 1
m
.
Next suppose that |λ|  1 and consider the T-odd linearization Lo. Then it is easy to check that‖(I −e)(m)‖2  ‖e(m)‖2 whenm is even and the desired result follows by similar arguments
as above. Now suppose thatm is odd. Then it is easy to see that ‖(I −e)(m)‖22 = |λ|2‖e(m)‖22.
Hence by Theorem 3.6 we have
ηS2 (λ, x, P) 
‖r‖2
‖m‖2
√√√√1 + ‖(I − e)(m)‖22‖e(m)‖22 
√
1 + |λ|2‖r‖2
‖m‖2 .
Further by (21) we have η
So
2 (λ,m−1 ⊗ x, Lo; v) 
‖r‖2
‖m−1‖2‖(1, λ)‖2 . Hence by (17) we have
η
So
2 (λ,m−1 ⊗ x, Lo; v)
ηS2 (λ, x, P)
 ‖m‖2‖m−1‖2‖(1.λ)‖22
 1√
2‖(1, λ)‖2
√
m + 1
m
.
This completes the proof. 
For T-odd polynomials, we have the following result.
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Theorem 5.8. Let S ⊂ Pm(Cn×n) denote the space of T-odd matrix polynomials and P ∈ S. Let Se ⊂
L1(P) and So ⊂ L1(P), respectively, denote the space of T-even and T-odd pencils. Finally, let Le ∈ Se
(respectively, Lo ∈ So) be T-even (respectively, T-odd) linearization of P with normalized ansatz vector
v = 	v (respectively, v = −	v). Then for (λ, x) ∈ C × Cn with ‖x‖2 = 1, we have the following.
1. If |λ|  1 :
√
m+1
6m
 η
So
2 (λ,m−1 ⊗ x, Lo; v)
ηS2 (λ, x, P)
 1.
2. If |λ|  1 : 1‖(√2, λ)‖2
√
m+1
m
 η
Se
2 (λ,m−1 ⊗ x, Le; v)
ηS2 (λ, x, P)
 1, when m is even and
√
m+1
4m
 η
So
2 (λ,m−1 ⊗ x, Lo; v)
ηS2 (λ, x, P)
 1, when m is odd.
Proof. By Theorem 3.8 we have ηS2 (λ, x; P) =
1
‖m‖2
√√√√‖r‖22 + ‖e(m)‖22‖(I − e)(m)‖22 |xT r|2. It is easy
to see that
|λ|2
1 + |λ|2 
‖(I − e)(m)‖22
‖m‖22
(22)
with equality holds for oddm. Now, by (21) we have
η
So
2 (λ,m−1 ⊗ x, Lo; v) =
1
‖m−1‖2‖(1, λ)‖2
√√√√‖r‖22 + |λ|−2 |Tm−1v|2‖m−1‖22 |xT r|2.
Since by (22),
‖e(m)‖22
‖(I−e)(m)‖22  |λ|
−2 with equality holds for oddm, we have
η
So
2 (λ,m−1 ⊗ x, Lo; v)
ηS2 (λ, x; P)
 1. (23)
Also it is easy to check that ‖(I − e)(m)‖2  ‖m‖2 
√
2‖e(m)‖2 whenever |λ|  1.
Consequently we have
‖(I−e)(m)‖2‖e(m)‖2 
√
2. This yields
η
So
2 (λ,m−1 ⊗ x, Lo; v)
ηS2 (λ, x; P)

√
m + 1
6m
.
Next suppose that |λ|  1. If m is even then its obvious that ‖e(m)‖22‖(I−e)(m)‖22  |λ|
2. Hence by (19)
and (17) we have
η
Se
2 (λ,m−1 ⊗ x, Le; v)
ηS2 (λ, x; P)
 ‖m‖2‖m−1‖2‖(1, λ)‖2
√
‖r‖22 + |λ|2 |
T
m−1v|2
‖m−1‖22 |x
T r|2√
‖r‖22 + |λ|2|xT r|2
 1.
Further using the fact
‖e(m)‖22
‖(I − e)(m)‖22
 1 + |λ|2 we have
η
Se
2 (λ,m−1 ⊗ x, Le; v)
ηS2 (λ, x; P)
 1‖(√2, λ)‖2
√
m + 1
m
.
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On the other hand, if m is odd and |λ|  1 then the lower bound follows from the fact
that
‖e(m)‖22
‖(I − e)(m)‖22
= 1|λ|2  1. This completes the proof. 
This shows that for computing eigenelements of a T-even matrix polynomial P, it is advisable to
solve T-even as well as T-odd linearizations of P and then choose a computed eigenpair (λ, x) from
T-even or T-odd linearization according as |λ|  1 or |λ|  1. In contrast, when P is T-odd it is
advisable to choose (λ, x) from T-even linearization only when |λ|  1 and the degree of P is even,
otherwise choose (λ, x) from T-odd linearization of P. This choice ensures that the linearizations have
almost no adverse effect on the backward error of the computed eigenelement (λ, x).Wearrived at the
same conclusion in [4] by analyzing the effect of structure preserving linearizations on the structured
condition numbers of eigenvalues of the polynomial P.
5.3. Hermitian and H-even linearizations
First, we consider Hermitian matrix polynomials. Note that a Hermitian matrix polynomial admits
Hermitian and skew-Hermitian linearizations both preserving the spectral symmetry of theHermitian
polynomial.
Theorem 5.9. Let P ∈ Pm(Cn×n) be Hermitian and (λ, x) ∈ C × Cn be such that ‖x‖2 = 1. Let
S ∈ {Herm, skew-Herm} and L ∈ S be a linearization of P with normalized ansatz vector v. If λ ∈ R
then we have√
m + 1
2m
 η
S
F (λ,m−1 ⊗ x, L; v)
ηHermF (λ, x, P)

√
2 and
√
m + 1
2m
 η
S
2 (λ,m−1 ⊗ x, L; v)
ηHerm2 (λ, x, P)
 1.
The same bounds hold when P is skew-Hermitian.
Proof. First, suppose that S = Herm so that L is a Hermitian linearization of P. For λ ∈ R, by
Theorem 3.10, we have
ηSF (λ,m−1 ⊗ x, L; v)
ηHermF (λ, x, P)
=
√
2‖r‖22 − |
H
m−1v|2
‖m−1‖22 |x
Hr|2√
2‖r‖22 − |xHr|2
· ‖m‖2‖m−1‖2‖(λ, 1)‖2 ,
where r := −P(λ)x. Hence by (17) we have η
S
F (λ,m−1 ⊗ x, L; v)
ηHermF (λ, x, P)

√
m+1
2m
. Next, since ‖r‖2 √
2‖r‖22 − |
H
m−1v|2
‖m−1‖22 |x
Hr|2  √2 ‖r‖2, we have
ηSF (λ,m−1 ⊗ x, L; v)
ηHermF (λ, x, P)
 η
S
F (λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√
2
‖m‖2
‖m−1‖2‖(λ, 1)‖2 
√
2.
For the spectral norm, by Theorem 3.10, structured and unstructured backward errors are the same
when λ ∈ R. Hence the desired results follow from Theorem 5.1.
Finally, since the backward errors are the same for Hermitian and skew-Hermitian pencils, the
above hounds obviously hold for the case when S = skew-Herm. 
This shows that a structured linearization of a Hermitian matrix polynomial does not have adverse
effect on the backward errors of approximate eigenelements when the approximate eigenvalues are
real. On the other hand, when the approximate eigenvalues are complex, the structured backward
errors are not amenable to easy comparisons. Indeed, under the assumptions of Theorem 5.9, when
2016 B. Adhikari, R. Alam / Linear Algebra and its Applications 434 (2011) 1989–2017
λ ∈ C \ R by Theorem 3.10 a little calculation shows that
ηSF (λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√√√√2 + ‖̂r‖22‖r‖22 and
ηS2 (λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√√√√1 + ‖̂r‖22‖r‖22 ,
where r := −P(λ)x and r̂ = rh :=
⎡
⎣1 reλ
0 imλ
⎤
⎦†
⎡
⎣ re(Hm−1vxHP(λ)x)
im(Hm−1vxHP(λ)x)
⎤
⎦ when S = Herm, and r̂ =
rs :=
⎡
⎣1 −imλ
0 reλ
⎤
⎦†
⎡
⎣ re(Hm−1vxHP(λ)x)
im(Hm−1vxHP(λ)x)
⎤
⎦when S = skew-Herm.
Next we consider linearizations of H-even polynomials. Note that an H-even polynomial admits
H-even as well as H-odd linearizations and both have the same spectral symmetry as that of the
polynomial. Forpurely imaginaryeigenvaluesof anH-evenorH-oddpolynomial,wehave the following
result.
Theorem 5.10. Let P ∈ Pm(Cn×n) be H-even and (λ, x) ∈ C × Cn be such that ‖x‖2 = 1. Let
S ∈ {H-even,H-odd} and L ∈ S be a linearization of P with normalized ansatz vector v. If λ ∈ iR then
we have√
m + 1
2m
 η
S
F (λ,m−1 ⊗ x, L; v)
ηH-evenF (λ, x, P)

√
2 and
√
m + 1
2m
 η
S
2 (λ,m−1 ⊗ x, L; v)
ηH-even2 (λ, x, P)
 1.
The same bounds hold when P is H-odd.
Proof. The proof is exactly the same as that of Theorem 5.9 and follows from Theorem 3.11. 
This shows that a structured linearization of anH-even polynomial has least influence on the back-
ward errors of approximate eigenelements when the approximate eigenvalues are purely imaginary.
On the other hand, when the approximate eigenvalues are not purely imaginary, the structured back-
ward errors of approximate eigenelements are not amenable to easy comparisons. Indeed, under the
assumptions of Theorem 5.10, when λ ∈ C \ iR by Theorem 3.11, we have
ηSF (λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√√√√2 + ‖̂r‖22‖r‖22 and
ηS2 (λ,m−1 ⊗ x, L; v)
η(λ, x, P)

√√√√1 + ‖̂r‖22‖r‖22 ,
where r := −P(λ)x and r̂ = rs when S = H-even, and r̂ = rh when S = H-odd.
The obvious conclusion that we can draw is that real eigenvalues of a Hermitian/skew-Hermitian
matrix polynomial can be computed either by solving a Hermitian or a skew-Hermitian linearization.
However, for non real eigenvalues it may be a good idea to solve Hermitian as well as skew-Hermitian
linearizations and choose an eigenpair (λ, x) fromHermitian or skew-Hermitian linearization accord-
ing as rh  rs or rs  rh. Similar conclusion holds for H-even/H-odd matrix polynomials. These
observations are consistent with those made in [4] by analyzing the structured condition numbers of
eigenvalues.
6. Conclusion
Wehave derived backward errors of approximate eigenelements of structuredmatrix polynomials.
We have constructedminimal structured perturbations that induce the approximate eigenelements as
exact eigenelements of the perturbed polynomials. The minimal perturbations so constructed are ex-
pected to be useful in analyzing the evolution of eigenvalues of structured polynomials under structure
preservingperturbations.Wehaveanalyzedstructuredpseudospectraofstructuredmatrixpolynomials
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andhaveshownthatpartial equalitybetweenstructuredandunstructuredpseudospectraholds for cer-
tainstructuredpolynomials.Theseresultsareexpectedtobeuseful forconstructingminimalstructured
perturbationsthatmoveeigenvaluesofstructuredpolynomialswhichinturnareexpectedtobekeytools
for solving certain structured distance problems.We have analyzed the influence of structure preserv-
ing linearizations on the approximate eigenelements of structured matrix polynomials. Also, we have
shown that the structured linearizationswhichminimize structured conditionnumbers of eigenvalues
alsominimize the structuredbackward errors of approximate eigenelements.
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