Abstract-Let 8 be a code of length n over a field F, with automorphism group G ; 8 , denotes the subset of codewords of weight w. Our goal is to classify the vectors of IF" into orbits under G and to determine their distances from the various subcodes 8,. We do this for the first-order Reed-Muller, Nordstrom-Robinson, and Hamming codes of length 16, the Golay and shortened Golay codes of lengths 22, 23, 24, and the ternary Golay code of length 12.
The circled nodes in the graphs indicate the constant weight subcodes 8 , of each code. Since distances in these graphs (measured by number of edges) coincide with Hamming distances between orbits, these graphs also classify the vectors of 5" according to their distances from the constant weight subcodes. Tables 11, VI , IX, X, XII, and XIV show how the cosets of these codes are decomposed into orbits under the groups. These tables are expanded versions of the usual coset weight distribution tables. The final table, Table XV, gives the weight distributions of the cosets of the [ l l , 6 , 51 perfect ternary Golay code.
Orbits of binary vectors under M24 (the case when t is the Golay code of length 24) were classified in ([2], [8], Chap. 10). In the present paper we introduce a new parameter, the specification number (or spec), to describe these orbits-see Fig. 1 and Table I . This makes it easy to determine the distance of an orbit from the code and to tell when one orbit is contained in another. Table I .
In Fig. 1 two orbits A , B are joined by an edge if a vector in B can be obtained from some vector in A by complementing a single bit. The edge joining A and B is labeled near A with the number of choices for this bit.
The Golay code 9 itself consists of the orbits 9, = So = {O}, 9, = S, (the 759 special octads, forming the Steiner system S(5, 8, 2411, 9,, = U , , (the 2576 umbral dodecads), 9,, = SI, (the 759 special I6-sets) and ~9 ,~ = S, , ={I}. These nodes are circled in Fig. 1 [13] .) The vectors in S,, T,, U, are the complements of the vectors in S24-,, T24-w, U24-,, respectively, while the types PI, and XI, are self-complementary. Fig. 1 has the convenient property that the minimal Hamming distance between two orbits is given by the minimal number of edges joining the corresponding nodes of the graph. In other words, distance in the graph is the same as Hamming distance.
The orbits in Fig. 1 are positioned according to their weight (increasing downwards) and specification number or spec (increasing across). For a vector of weight w I 12 not in TI, or XI,, the specification number is defined to be the number of points in its support that lie in a nearest octad, minus the number of points outside that octad, while for vectors in TI, or XI, it is 3 and 5, respectively. The specification number of a vector of weight greater than 12 is defined to be the same as that of its complement. The specification number has two useful properties.
a) A vector of weight W and spec S contains a vector of weight w and spec s just if W -w 2 IS -SI.
b) The distance of a vector of spec s from the Golay code is at least min{s, 8 -s), and is equal to this except when the parity is wrong; that is to say, except for the vectors of T,, and XI2, which are at distance 4 (not 3) from the code.
We also record some other properties of Fig. 1 . The sum of the labels on edges upwards from an orbit of weight w is equal to w , while the sum of the labels on downward edges is n -w , where n is the length of the code. Furthermore if there is an edge from orbit A to orbit B labeled a (at A ) and p (at B ) , then alAl= PIBI.
(1)
Before describing Table I begins by giving (in column 2) the number of vectors in each orbit. These numbers are easily calculated from Fig. 1 , using (11, and an alternative enumeration is given later in this section. The next column describes the subgroup of M24 fixing a vector in the orbit. We use the ATLAS notation (see [4] , [SI) for these groups. In particular, A X B indicates a direct product, A . B or AB is a group with a normal subgroup isomorphic to A for which the corresponding quotient group is isomorphic to B , A : B denotes the case of A . B which is a split extension (or semidirect product), and i(S, X S,) indicates the even permutations of the group S, X S , acting on m + n objects.
The fourth column gives the action of this group on the 24 coordinates, with the action on the 1-coordinates and on the 0-coordinates separated by a vertical bar. Orbits are separated by commas, so for example 6,5, 2 indicates three orbits of sizes 6, 5, and 2. A symbol such as 2' indicates an orbit of 14 points having an invariant parti- The six columns of the MOG form a sextet, and we shall usually take this as our typical example. We see that the S, , (the "deep holes" in the Golay code) are at distance 4 from the code and reduce modulo the code to any of the six tetrads of some sextet. Table I describes only orbits of weight WI 12. The entries for S24-w, T24-w, U24-,,, (w I 11) are the same as those for S,,,, T,,,, U,,,, respectively, except that the "Action" column is reversed, and in the final column d , vectors in S4, U69 U,, TI,, E12, S12, T12, Ul8, and For example, for TI, and T I , the actions are 4 x 3, 2 132, 4
and 2' , 117, 2, respectively, and the minimal error patterns are described by 4333311 and 3,, respectively. From Fig. 1 and Table I we may obtain a complete analysis of the cosets of the Golay code, as displayed in Table 11 . This is an expanded version of the usual coset weight distribution table (as found for example on p. 69 of [ll] ), and is more-or-less obtained by folding Fig. 1 about a vertical line through its center (and transposing).
We next show how to construct and enumerate the vectors in each orbit. For orbits at distance I 3 from the code (belonging to the first four rows of Table 111 , there is It then follows that the numbers in the ith row of Table   I1 Table I1 are obtained from row 3 of Tables  111-A, 111-B: 7 7 x 1 1 7 6 x 2 3 3 0 x 1 + 6 1 6 x 1 6 7 2 x 2 616x1.
a unique description that can be read off Fig. 1 
follows from
The vectors in the final row of Table 11 , the deep holes in 9, may also be enumerated in this way, but (because the representatives modulo 9 are no longer unique), it is simpler to enumerate them from their error patterns (given in the last column of Table I ). The results are shown in Table IV . Consider for example a vector of type S,, which, since its error pattern is described by 4400000, consists of one tetrad from a sextet. Since there are 1771 sextets, each containing six tetrads, the number of S, vectors is 1771 x 6=10626. As an example we may take any of the six columns of the MOG.
Vectors of type U, have error pattern 4111111, and typical examples consist of 4 X 6 MOG arrays with a single 1 in each column, chosen so that the positions of the 1's (when the rows of the array are labeled 0,1, o, 0) form a word w in the hexacode. We call this vector H(w). The number of such vectors is 1771 (for the choice of sextet) times 64 (for the choice of a hexacodeword). In the column headed "Number" in Table IV , the first factor is the appropriate number of hexacodewords, and the second factor gives the number of other choices that must be made.
We omit details of the remaining entries in Table IV . (Readers familiar with Chap. 11 of [81 will have no difficulty in verifying these enumerations, and the numbers are in any case available in Table I.) Finally, Fig. 1 makes it easy to find the vectors at a specified distance from the code. For example, in constructing constant weight codes in [ll it was necessary to determine the vectors of length 24, weight 12 and having distance 6 from the 2576 words of gI2 = U12. From Fig. 1 and Of course the dual code to 9', the [23, 11, 81 even weight subcode of 9', has the same group.
Let U be a vector of length 23 and weight w , and let x and y be the vectors of length 24 obtained from U by adjoining a 0 or 1 respectively in the coordinate. If x belongs to the orbit A, of Fig. 1 , and y to the orbit B , + I , then U corresponds to the edge in Fig. 1 under M,, are in one-to-one correspondence with the edges of Fig. 1 . There are therefore 72 orbits.
These orbits are shown in Fig. 2 , which uses the same conventions-except for specification number-as Fig. 1 . The edge labels and the sizes of the orbits (given in Table  V) can be determined from the information in Fig. 1 and Table 1 , as we now demonstrate. 
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Consider for example the edges in Fig. 1 at the node T,. There is an edge from T, to TI, (labeled 14 at T,), and an edge from T9 to SI, (labeled 1). Since there are 728640 vectors of type T, (from Table I The calculation of the edge labels in Fig. 2 is only slightly more complicated. Consider for example a vector L' E ffi3 of type T,,, so that x (U with a 0 adjoined) is of type T, and y ( U with a 1 adjoined) is of type Tlo. From the edge labels in Fig. 1 we see that complementing a 0 in x leads in one way to a vector of SI, and in 14 ways to a vector of TI, (one of which is y ) . In Fig. 2, therefore, there is one edge from T,, to a node of type SI,, and 13 edges to nodes of type TI,. (where the stars indicate unknown letters). On the other hand, complementing a 1 in y leads in two ways to a vector of SI, and in 12 ways to a vector of Til. This tells us that in Fig. 2 is impossible. We conclude that a vector of type T9, transforms in one way to type SI,,, in 12 ways to type Tlo, and in one way to type TI,,. The labels at the bottom ends of these edges are then found from (1) and Table V . From Fig. 2 and Table V we obtain a complete analysis of the cosets of 9', as shown in Table VI .
IV.
By shortening 9 to length 22 we obtain [22, 10, 81, E22, 11, 71, and [22, 12, 61 codes. The automorphism group of the first and third of these is M,, : 2, while the automorphism group of the [22, 11, 71 code (obtained from the words of J that begin 00 or 01) is M2*.
Without giving any details we mention that the orbits of M,, are in one-to-one correspondence with the edges of Fig. 2 . There are therefore 130 orbits, which can be named in the following way. An edge in Fig. 2 Then 9 consists of the codewords of the [24, 12, 81 Golay code 9 that vanish on the left-hand brick (with this brick deleted), while 2Y is the projection of 9 onto the last two bricks.
To study how vectors L; E F: 6 of weight w I 8 fall into orbits under G we shall adjoin the left-hand brick (a special octad) to 6, obtaining a vector U of weight 8 + w , belonging to one of the orbits of Fig. 1 . Conversely, each orbit in Fig. 1 that contains a special octad arises in this way. To classify vectors of F: 6 under G we must therefore take the orbits in Fig. 1 that contain a special octad and study them acc2rding to the special octads they contain. We denote by X,,, the type of vector formed by removing a special octad from a vector of type X,,,. It turns out (as usual we omit the details) that G ispansitive on vectors of each of Jhese types, except for U,,, which splits into two orbits U; and U;,. So there are 32 orbits under G, as displayed in Fig. 3 , whose properties are summarized in Tables VI1 and VIII. In Table VII , the columns headed n8, nI2, and n I 6 give the numbers of special octads, umbral dodecads and special 16-ads contained in U , while the last column shows how the stabilizer of L: acts on the 8 coordinates of the left-hand brick. To explain the last two rows of Table VII , we note that if c' is of type U,, the it contains 13 special octads, which fall into orbits of sizes 1 and 12 under the stabilizer of U . Thus the left-hand brick can be chosen in two e!sentially different ways, producing the orbits and U,',. We use the notation of the previous section. Let 9, (0 s i 1 6 1 denote the words of the Golay code 9 that have 1's in coordinates w and i, and 0's elsewhere in the first 8 coordinates, with the first 8 coordinates deleted.
Each si is a translate of 9 containing 16 words of weight 6 and 16 of weight 10, and M = 9 u 9 0 u~l u ... u 9 , is the Nordstrom-Robinson code. Thus M consists of the words of 9 that begin with one of with these first 8 coordinates deleted, and Aut ( M ) = Again we study vectors D E Fi6 by adjoining the lefthand octad (consisting of 8 "ghostly" points), one of which (03, or the "focus") is special, obtaining a vector U E Ff". We classify L; by saying what U reduces to modulo 9, i.e., its minimal error pattern. This is either a vector e of weight at most 3, or six vectors e,; ., e5 of weight 4, all mutually congruent modulo 9, i.e., a sextet (see Section 11). These minimal error patterns (e or {e,;.*,e,}) are described in the fourth column of Table XI, using the symbols F for the "focus" (or coordinate), G for a "ghostly" point (one of the other seven points in the left-hand brick), 0 for a coordinate out of the last 16 where U is 0, and 1 for a coordinate where U is 1. 24: A , . It turns out that the minimal error pattern is enough to distinguish the orbits of Fi6 under A u t ( M ) , and furthermore that A u t ( M ) is transitive on vectors of each type. Once again we omit the proof. There are therefore 39 orbits under A u t ( M ) , those of weight at most 8 being shown in Fig. 4 and Table XI. In Fig. 4 , as in Fig. 3 , the weight is 8 less than the subscript. Again the FottFm $alf of the graph has been omitted; The types SI,, TI,, v : are self-complementary, while U& complements to U,. Fig. 4 closely resembles Fig. 3 , except that certain nodes and edges have been split. The sizes and error patterns for the orbits are given in Table XI . Although the Nordstrom-Robinson code M is nonlinear, it has the property that certain of its translates partition the whole space (see Table XII ). The union of M and the seven translates described by the last row of There is an essential difference between the binary and ternary classifications. In the binary case there is only one way to change a bit, so edges in the graphs of Figs. 1-4 link pairs of orbits. A n edge linking orbits A , and B,-l indicates that any vector in can be obtained by changing a 1 in some vector of A , to a 0. In the ternary case we take the components of the vectors u E F: to be O's, +'s (or + 1's) and -3 ( -1's) .
Consider the pair of vectors U , U ' at Hamming distance 1 from u that are obtained by changing a particular nonzero component of U. One ( U say), obtained by changing the sign of this component, has the same weight as U ; the other ( U ' say), obtained by changing this component to a 0, has weight one less. This process links the words of F," in triples.
If U , U , U ' belong to different orbits A,, B,,C,-l, respectively, we indicate this by a "trident":
It turns out that two different U ' S obtained from U in this way are in the same orbit under 2.M,, just if the corresponding ~1"s are. We may therefore label the trident with the numbers a , p , y , where a is the number of ways to choose the nonzero component of u E A , that leads to a U E B, when its sign is changed and to a U' E C,-when it is replaced by a 0.
Similarly y is the number of zero components of U' E C,-that when replaced by one sign lead to a u E A , and when replaced by the other sign to a U E B,. We then have alA,I = PIB,I = 7IC,-ll.
(2) Of course it may happen that U and U are in the same orbit, in which case we make the top arms of the trident coincide:
There are 48 orbits in Fi2 under 2.MI2, displayed in
Figs. 5 and 6, and Table XIII. Unfortunately the graph in Fig. 5 (strictly speaking a hypergraph , since the nodes are linked in triples) is too complicated to be conveniently drawn in one piece. We have therefore broken it up into five sections, giving the orbits of weights 12-10, 9, 8, 7, and 6-0 separately. As in the binary case, Hamming distance between orbits is measured by the distance in the graph, only now one must remember that following two of the three arms of a trident takes one unit of Hamming distance. The Golay code itself is indicated by double circles.
We shall write words in the ternary Golay code 7 in The second column in Table XI11 gives the number of vectors in each orbit. The third column gives the distance d from the code, with a subscript describing the minimal error pattern($. Fig. 6 gives an example of a vector from each orbit. If U is a vector in the orbit and d is at most 2, there is a unique closest codeword c E 7. Then the error pattern e = U -c is given (for the particular U of the example) in Fig. 6 , and the third column in Table XI11 gives di, where i is the number of coordinates where U and e are both nonzero. (In Fig. 6 we give only the left-hand one or two columns of the MINIMOG array for e. The rest of this array is zero.)
On the other hand if L' is at distance 3 from 7 then there are four codewords c,; . -, c4 all at distance 3 from U , and four equally likely minimal error patterns e, = Uc, (0 5 r 5 3). The four vectors e,, e , e3 all have weight 3 and have disjoint supports, and any difference e, -e, ( r # s) is a codeword of weight 6 in 7. In this situation the four er's are called a quartering (analogous to a sextet in the binary case). Modulo the code, U is congruent to any of e,; e , e3. The simplest example of a quartering occurs when e,, . . . , e3 are the successive columns of The symbol N in Fig. 6 stands for any of the columns of this array. If U is at distance 3 from F the entry in the third column of Table XI11 is 3r0r,r2r3, where i, is the number of coordinates where U and e, are both nonzero ( O s r s 3 ) . However, if i , = 3 and U and e, have the opposite sign on each of these three coordinates, then we put a bar over i,.
This information is sufficient to determine the signs in e,; a , e3. For each column of U adds up to the same number ( a say) modulo 3, and (+ = -wt(u) (mod3). So we can determine the signs of the coordinates where U and e, intersect, except that three agreements in sign are indistinguishable from three disagreements. The bar then enables us to distinguish these two cases.
The cosets of F are analyzed in Table XIV . 
