We address single machine problems with optional job-rejection, studied recently in Zhang et al. [21] and Cao et al. [2] . In these papers, the authors focus on minimizing regular performance measures, i.e., functions that are non-decreasing in the jobs completion time, subject to the constraint that the total rejection cost cannot exceed a predefined upper bound. They also prove that the considered problems are ordinary NP-hard and provide pseudo-polynomial-time Dynamic Programming (DP) solutions. In this paper, we focus on three of these problems: makespan with release-dates; total completion times; and total weighted completion, and present enhanced DP solutions demonstrating both theoretical and practical improvements. Moreover, we provide extensive numerical studies verifying their efficiency.
Introduction
During the last decade, scheduling problems with optional job-rejection have attracted considerable interest from researchers. Unlike the traditional approach in deterministic scheduling theory, in which all jobs must be processed, in the considered family of problems we are given the choice of job rejection. In a recent and a comprehensive survey, Shabtay et al. [20] state that " … in many practical cases, mostly in highly loaded make-to-order production systems, accepting all jobs may cause a delay in the completion of orders which in turn may lead to high inventory and tardiness costs." Thus, the option of job-rejection provides the production manager with a new level of freedom, and allows him to accept (process) only a subset of the given jobs, while rejecting (out-sourcing or refusing to process) the complementary subset. Unquestionably, the production manager must consider the cost accompanied by the rejection, as each rejected job incurs a jobdependent penalty.
The survey of Shabtay et al. [20] also presents both the theoretical and practical significance of enabling job-rejection in scheduling problems and describes an abundance of problems studied in this area in the past few years. Studies published later include e.g., Domaniç and Plaxton [3] consider scheduling unit jobs with a common deadline to minimize the sum of weighted completion times and rejection penalties. Shabtay [19] , studies the single machine serial batch scheduling problem with rejection to minimize total completion time and total rejection cost. Li and Zhao [14] focus on deteriorating jobs scheduling on a single machine with release dates, rejection and a fixed non-availability interval. Different parallel machine settings with jobrejection were considered in several studies: Ou et al. [17] work on an improved heuristic; Jiang and Tan [12] consider non-simultaneous machine available time; Ma and Yuan [15] examine online scheduling with rejection to minimize the total weighted completion time. He et al. [9, 10] investigate scheduling a single machine with parallel batching to minimize makespan and total rejection cost, and improve algorithms for single machine scheduling with release dates and rejections, respectively. Ou et al. [16] present faster algorithms for single machine scheduling with release dates and rejection. Wang et al. [25] study bi-criteria scheduling problems involving job rejection, controllable processing times and rate-modifying activity. Zhang et al. [22] provide approximation algorithms for precedence-constrained identical machine scheduling with rejection.
Zou and Miao [24] focus on the single machine serial batch scheduling problems with rejection.
Li and Chen [13] research scheduling with rejection and a deteriorating maintenance activity on a single machine. Agnetis and Mosheiov [1] consider scheduling with job-rejection and positiondependent processing times on proportionate flowshops. Gerstl and Mosheiov [5] propose DPs and heuristics for single machine scheduling problems with generalized due-dates and jobrejection. Gerstl et al. [6] explore minmax scheduling problems with acceptable lead-times, and propose extensions to position-dependent processing times, due-window and job-rejection. Zhong et al. [23] address scheduling with release times and rejection on two parallel machines.
In this paper, we address several fundamental single-machine problems with optional jobrejection, studied in Zhang et al. [21] and Cao et al. [2] . In these studies, the authors focus on minimizing regular performance measures, i.e., functions that are non-decreasing in the jobs' completion time, subject to the constraint that the total rejection cost cannot exceed a predefined upper bound. The authors prove that the considered problems are ordinary NP-hard and provide DP algorithms for all problems, except for the total completion time criteria. Zhang et al. [21] and Cao et al. [2] present FPTAS for minimizing the makespan with a release-date problem and minimizing the total weighted completion time problem, respectively. In this paper, we focus on three of these problems: makespan with release-dates, total completion times, and total weighted completion. We provide DP solutions demonstrating both theoretical and practical improvements.
Moreover, we have conducted extensive numerical studies to all solutions, which empirically validates the capability of our DPs to solve large-size instances for the first two problems. For the third problem, the DP is shown to be suited for medium sized orders.
Our paper is constructed as follows. Section 2 provides the formulation of the general problem.
In Sections 3, 4 and 5 we present the DP algorithms for the problems: minimizing the makespan with release-dates, minimizing the total completion time, and minimizing the total weighted completion time, respectively. Section 6 concludes.
Notation and formulation
A set of jobs needs to be processed on a single machine. All the jobs are available at time zero, and preemption is not allowed. The scheduler is given the option to accept (process) a subset of the jobs and to reject the complementary set, , thus = ∪ and ∩ = ∅. The processing time of job is denoted by , = 1, … , . For a given schedule, denotes the completion time of job , ∈ . The rejection cost of job is denoted by , = 1, … , and the total accepted rejection upper bound is denoted by .
In all three problems discussed in these paper the goal is to find an optimal schedule that minimizes a non-decreasing function, of the completion times of the accepted jobs, subject to a constraint on the total rejection cost .
For the first problem, we add a job dependent release-date denoted by , ∈ and the scheduling criteria is the makespan. Thus, the scheduler needs to minimize the makespan of the accepted jobs, = ∑ ∈ , subject to the constraint that total rejection cost does not exceed the upper bound . Using the three-field notation, introduced by Graham et al. [8] , the first problem denoted by is:
In our second problem, we aim to minimize the total completion time given that the total rejection cost cannot exceed , thus the problem denoted by is:
The last problem addressed in this paper is minimizing the total weighted completion time subject to the constraint that total rejection cost does not exceed the upper bound . Let denote the job dependent weight of job ∈ and the third problem denoted by is:
Zhang et al. [21] prove that the problem 1/ ∑ ≤ ∈ / , is NP-hard based on the reduction from the well-known minimization Knapsack problem (see Güntzer and Jungnickel [7] ).
Thus, the extended problem, 1, in which release dates of the jobs are introduced, is also NP-hard.
The authors then provide an ( ( + ∑ =1 )) time DP algorithm for solving the problem, proving that the problem is ordinary NP-hard. In this section, we provide an improved DP algorithm for Problem 1, with running time of ( ). Based on the theorem by Jackson [11] who showed that the problem 1/ / is optimally solved by sorting the jobs in a nondecreasing order of the release dates, i.e., 1 ≤ 2 ≤ ⋯ ≤ −1 ≤ , the jobs are first sorted accordingly. We define the following state variables:
Let ( , ) denote the minimum completion time for the partial schedule of jobs 1, … , with maximum rejection cost . At each iteration of the DP, the minimum completion time of jobs 1 to , having an upper bound on the rejection cost is computed, based on the completion time of jobs 1 to − 1, with an upper bound rejection cost of either or − . At each stage, one needs to decide whether to accept or reject job , as follows, i. Job must be accepted in case its rejection cost exceeds the current rejection limit .
ii. Job may be accepted in case its release time is at most or higher than the minimum completion time of jobs 1 to − 1. In these cases, upon acceptance, the completion time should be increased by or by + , in correspondence.
iii. Job may be rejected in case it minimizes the total completion time.
Thus, we obtain the following recursion formula, Dynamic programming algorithm DP1:
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The boundary conditions are:
( , 0) = { −1 + , −1 ≥ + , −1 < , ∀ 0 ≤ ≤ , as = 0 implies that no job can be rejected;
) , implies that no jobs are considered.
The optimal solution is given by ( , ).
.
Proof:
Using the formula in (1), the dynamic programming is calculated for every job , 1 ≤ ≤ , and every rejection cost ≤ min(∑ , Applying 1, we obtain the following optimal solution:
The set of rejected jobs is, = ( 5 , 8 , 9 , 10 ).
The set of accepted jobs is, = ( 1 , 2 , 3 , 4 , 6 , 7 ).
The optimal makespan is = 329, and the solution valid since ∑ = 87 ≤ 93 = ∈ .
Numerical study:
We performed numerical tests in order to measure running times of 1. We coded all the experiments in this paper in C++ and executed them on an Intel (R) Core ™ i5-6200U CPU @ 2.30 GHz 4.0 GB RAM platform. We generated random instances having = 500, 1000, 1500
and 2000 jobs. The job processing times and the job rejection costs were generated uniformly in the interval [1, 50] . Let = max{ | ∈ } denote the maximal processing time and = max{ | ∈ } denote the latest release date, thus = = 50. The release-dates were generated uniformly in the interval [0, 0.80 ] to reflect full spectrum of zero to nearly the total sum of processing times. To avoid trivial solutions, i.e. all the jobs are either rejected or accepted, the total rejection cost upper bound ( ), was generated uniformly in the interval 
Problem : / ∑ ≤ ∈ / ∑
Zhang et al. [21] proved that the problem , is NP-hard, based on reduction from the evenodd partition problem (Garey and Johnson [4] ), but did not present a solution procedure for the problem. In the following, we provide a DP algorithm for Problem and thus prove that it is ordinary NP-hard. It is well-known that the Shortest Processing Time first (SPT) rule, i.e., 1 ≤ 2 ≤ ⋯ ≤ is optimal for 1// ∑ , (see Pinedo [18] ). Thus, we start the DP by sorting the jobs in SPT order.
Let ( , ) denote the total completion time for the partial schedule of jobs 1, … , and maximum rejection cost . Similar to 1, at each iteration of the DP, one needs to decide whether to accept job , and thus to increase the total completion time, or rather to reject job , in case its rejection cost does not exceed the current rejection cost .
Thus, the formal recursion function is,
Dynamic programming algorithm DP2:
).
Theorem 2: The computational complexity of
Proof: See the proof for Theorem 1 in Section 3.
Example 2:
Consider the following instance of the problem with = 10 and = 66, and the jobs are sorted in SPT order and renumbered.
The job processing times are, Applying 2, we obtain the following optimal solution:
The set of rejected jobs is, = ( 1 , 3 , 4 , 5 , 8 ).
The set of accepted jobs is, = ( 2 , 6 , 7 , 9 , 10 ).
The optimal makespan is ∑ = 469, and the solution valid since ∑ = 63 ≤ 66 = ∈ .
Numerical study:
We adapted the scheme planned for Problem to suit Problem by eliminating the jobs release-dates. Again, to avoid trivial solutions the total rejection cost upper bound ( ), was generated uniformly in the interval [0.10 , 0.15 ]. Table 2 , having the same structure as 
Problem : / ∑ ≤ ∈ / ∑
In this section we address Problem , studied in Cao et al. [2] . The authors prove that the considered problem is NP-hard, and present a DP solution with computational complexity of ( 3 2 ) time, where = max{ | ∈ } and = max{ | ∈ }.
Therefore, they suggest an FPTAS algorithm. The suggested DP runs in ( • ∑ =1 • ). As
• , our solution is at least faster by a factor of . We start our DP by sorting the jobs in WSPT (Weighted Shortest Processing Time) first order, i.e., non -increasing order of 
(0,0, ) = 0 for all ≤ , as if the set of jobs is empty, their total completion time is 0, and so is their cost.
(0, , ) = ∞ if ≠ 0 and ≤ , as if the set of jobs is empty, their total completion time must be 0.
( , , 0) = ∑ =1 , and = ∑ =1 . In case the rejection upper bound is 0, all jobs must be processed.
The optimal solution is given by min{ ( , , )|0 ≤ ≤ ∑ =1 , 0 ≤ ≤ ∑ ∈ }.
Theorem 3: The computational complexity of
The proof is similar to that of Theorem 1 in Section 3.
At first sight, one could have used formula (2) The fact that jobs may be rejected necessitates the computation of the cost of each job at every time unit, as if it was its completion time, which justifies the addition of another state variable .
Example 3:
Consider the following instance of the problem with = 10, = 88, and the jobs are renumbered according to their WLPT order. We adapted the scheme planned for Problem 2 to suit Problem 3 by adding job-dependent weights, which were generated uniformly in the interval [1, 25] . To guarantee solutions with approximately equal numbers of rejected and accepted jobs the total rejection cost upper bound ( ), was generated uniformly in the interval [0.15 , 0.20 ]. 
Conclusions
In this paper, we focused on minimizing regular performance measures with optional jobrejection. We introduced improved time complexity DP algorithms to well-known DPs in scheduling theory. Moreover, extensive numerical studies were presented, that support our achievements, and suggest that the enhanced DPs, for minimizing the makespan and minimizing the total completion time, are extremely fast and efficient, and thus suitable for solving large size real life problems.
