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Abstract
Background: Shedding light on the neuroscientific mechanisms of human upper limb motor control, in both healthy and
disease conditions (e.g., after a stroke), can help to devise effective tools for a quantitative evaluation of the impaired
conditions, and to properly inform the rehabilitative process. Furthermore, the design and control of mechatronic devices
can also benefit from such neuroscientific outcomes, with important implications for assistive and rehabilitation robotics
and advanced human-machine interaction. To reach these goals, we believe that an exhaustive data collection on human
behavior is a mandatory step. For this reason, we release U-Limb, a large, multi-modal, multi-center data collection on
human upper limb movements, with the aim of fostering trans-disciplinary cross-fertilization. Contribution: This collection
of signals consists of data from 91 able-bodied and 65 post-stroke participants and is organized at 3 levels: (i) upper limb
daily living activities, during which kinematic and physiological signals (electromyography, electro-encephalography, and
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electrocardiography) were recorded; (ii) force-kinematic behavior during precise manipulation tasks with a haptic device;
and (iii) brain activity during hand control using functional magnetic resonance imaging.
Keywords: motion control; upper limb; stroke; human kinematics; electromyography; electro-encephalography; functional
magnetic resonance imaging; Virtual Peg Insertion Test
Background
An open access approach to experimental data on human sen-
sorimotor behavior has become extremely popular in the re-
cent years, not only for neuroscience and clinics, but also for
devising new design and control guidelines in robotics. This
interest has been strengthened by the widespread adoption
of deep learning techniques for analyzing human movements,
which has fostered the translation of neuroscientific observa-
tions for robot control, design, and planning [1]. In the litera-
ture, it is possible to find a number of datasets focusing on hu-
man loco-manipulation, in which data were acquired using dif-
ferent acquisition modalities, ranging from RGB cameras to op-
tical markers and electromyographic (EMG) techniques [2–11].
Among them, it is worth mentioning the KIT Whole-Body Hu-
man Motion Database (https://motion-database.humanoids.kit.
edu/), a comprehensive motion capture database of whole-body
human motion [12], and the NinaPro database, which consists of
surface electromyography (sEMG) data acquired from 67 intact
participants and 11 participants with amputations, who were
asked to perform 50 different movements [13, 14].
Although these datasets represent an important tool for im-
proving the knowledge on the neuroscientific aspects underpin-
ning motor generation and control in humans, their focus was
limited to specific acquisition modalities or anatomical parts.
Looking at the upper limb as a whole (i.e., considering the en-
tire kinematic chain), there is poor or no evidence of databases
where multi-modal and multi-center data have been collected.
Furthermore, disease conditions, such as post-stroke participant
data, are rarely considered. To the best of our knowledge, the
only example in the literature is the Toronto Rehab Stroke Pose
Dataset [15], which consists of upper body 3D poses recorded
through Microsoft Kinect Sensors of 9 post-stroke patients and
10 healthy participants performing a set of tasks using an upper
limb rehabilitation robot.
In this work, we strive to release an exhaustive collection
of data related to the neural and local control of the upper
limb musculoskeletal system, the U-Limb dataset (consisting of
91 able-bodied and 65 post-stroke participants acquired), with
the aim of describing upper limb motions in both healthy (i.e.,
participants with no known history of neurological or physi-
cal issue) and disease conditions. The 2 great novelties of this
work are (i) multi-modality and (ii) multi-centricity; i.e., data
were acquired at different research and clinical centers, using
shared and integrated protocols. The choice of multi-centricity
is also motivated by the need to guarantee the robustness of
the collected data. At the same time, multi-modal acquisitions
can offer a privileged point of view to unveil different yet re-
lated aspects of human upper limb motor control. For exam-
ple, kinematic data can shed light on the workspace and the
phenomenological characteristics of healthy movements, while
offering a benchmark to comparatively evaluate the severity
of the motor impairment. In this regard it is worth underlin-
ing that the postural data contained in the U-Limb dataset,
which are related to daily living activities, refer to both able-
bodied and post-stroke participants. These participants under-
went the same experimental protocol, which also includes sEMG
and electro-encephalography (EEG) measurements, to provide
information on the level of muscular tone and brain connec-
tivity, respectively, thus offering a unique opportunity to iden-
tify quantitative tools for informing and evaluating rehabilita-
tive outcomes. Furthermore, these different types of informa-
tion can be used to analyze whether and to what extent the
abundance of healthy sensorimotor degrees of freedom (DoF) of
the upper limb is organized in low-dimensional representations,
or synergies, whose study has received a lot of attention in the
past decade. More specifically, the main focus of these studies
has been on human hands, and it has driven important tech-
nological translational outcomes for engineering, assistive and
rehabilitation robotics, and advanced human-machine interac-
tion [16]. In parallel to daily living activities, we also report on
data that target the observation of precise force-kinematic coor-
dination in manipulation tasks with a robotic device, and func-
tional magnetic resonance imaging (fMRI) data on hand fine mo-
tor control in imagined, performed, and observed manipulation
tasks. In this way, we can provide a comprehensive description
of the neuroscientific aspects underpinning motion generation
along the whole upper limb kinematic chain, highlighting the
different aspects (kinematic, muscular, neural, dynamic) of this
process.
These data were collected within the recently ended H2020
EU-funded Project SoftPro, whose goal was to move from the un-
derstanding of the theoretical bases of sensorimotor control of
the upper limb to produce a strong impact in different fields of
research, clinical practice, and technology. More details on data
organization and collection are provided in the following sec-
tions.
Data Description
During the SoftPro Project, we collected different sets of physi-
ological and kinematic data on the human upper limb, in both
healthy and disease conditions. The latter refer to post-stroke
participants, whose clinical characteristics are reported later in
the text.
Data acquisition followed 3 experimental protocols, i.e., the
lists of tasks thath the participants were asked to perform during
the acquisition:
 daily living activities, hereinafter referred to as SoftPro pro-
tocol;
 hand grasping and control for the fMRI experiments, here-
inafter referred to as fMRI protocol;
 coordination of arm and hand movements as well as grasp-
ing forces during a virtual, goal-directed object manipulation
task performed with a haptic device, hereinafter referred to
as VPIT (virtual peg insertion test) protocol.
The details of each protocol are reported in the dedicated sec-
tion and subsections.
Data collection was organized to be multi-center and to
encompass different acquisition and signal modalities. More
specifically, the contributors to the generation of these datasets
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Hannover Medical School (MHH), Technical University of Mu-
nich (TUM), University of Zurich (UZH), Swiss Federal Institute
of Technology in Zurich (ETHZ), and IMT School for Advanced
Studies Lucca (IMT). Data types are as follows:
i. kinematic recordings (optical marker positions or inertial
measurement unit [IMU]-based reconstructions of angular
values through commercial sensing systems), hereinafter
referred to as KIN data;
ii. EMG signals, hereinafter referred to as EMG data;
iii. EEG signals, hereinafter referred to as EEG data;
iv. electrocardiography (ECG) signals, hereinafter referred to as
ECG data;
v. fMRI, hereinafter referred to as fMRI data;
vi. kinematic end-effector, grasping force, and haptic interac-
tion data from the VPIT protocol, hereinafter referred to as
VPIT data.
The details of each experimental acquisition procedure are
reported in the dedicated following section.
The information on the able-bodied participants (sex, mean
age, handedness) who took part at the experimental sessions is
briefly summarized in the following:
i. Group A: 39 healthy participants, 17 female, age 26.6 ±
4.2 years, all right-handed, recorded by UP, participants were
tested on the right arm;
ii. Group B: 20 healthy participants, 8 female, age 46.77 ±
15.25 years, 18 right-handed, recorded by MHH, participants
were tested on their dominant hand;
iii. Group C: 5 healthy participants, 2 female, age 59.15 ±
15.85 years, recorded by UZH, participants were tested on
both arms;
iv. Group D: 6 healthy male participants, age 29.17 ± 5.91 years,
all right-handed, recorded by TUM, participants were tested
on the right arm;
v. Group E: 27 healthy participants, divided in 3 independent
groups of 9 participants (5 female) each, all right-handed.
Execution experiment: age 29 ± 3 years, imagery experi-
ment: age 27 ± 6 years, observation experiment: age 25 ±
2 years, all recorded by IMT.
The details of the post-stroke participants involved in the ex-
periments are reported as follows:
i. Group α: 20 post-stroke participants, 5 female, age 61.00 ±
10.69 years, 11 right-arm affected, recorded by UZH, partic-
ipants were tested on both arms. Note that these partici-
pants are a subset of Group γ and that the IDs are coher-
ent between the 2 datasets. Note also that these participants
were collected with the same experimental protocol and by
the same experimenter as Group C, and these may serve as
control group when using data of Group α.
ii. Group β: 20 post-stroke participants, of which 6 female, age
49.88 ± 16.92 years, 12 right-arm affected, recorded by MHH,
participants were tested on the impaired arm. Note that
these participants were collected with the same experimen-
tal protocol and by the same experimenter as Group B, and
these may serve as control group when using data of Group
α.
iii. Group γ : 27 post-stroke participants, 14 female, age 59.0 ±
10.93 years, 26 right-handed, recorded by ETHZ. Participants
were tested on both arms. Because both the unimpaired and
impaired arm were tested in Group γ , we suggest the user
to consider the first set of data as control group with respect
to the second.
An overview of all the data reported in this publication is fi-
nally provided in Table 1, where we also indicate the contribu-
tor and the details of the ethical committee that gave the ap-
proval to acquire and share these data in an anonymous form.
Additional details on the cohort of participants enrolled for each
group are collected in Table 2. All participants gave written in-
formed consent before the start of the experiment.
Details on the severity level of post-stroke participants
Specific details on the level of impairment for participants of
Groups α, β, and γ are reported in the accompanying files in-
cluded in the corresponding dataset directory.
Data type
KIN data
Kinematic data encompass both (i) optical marker positions and
(ii) IMU-based angular reconstructions during the implementa-
tion of the SoftPro protocol. Regarding (i), we collected different
sets of data containing the measurements of 3D optical marker
coordinates related to the upper limb movements. Although dif-
ferent across laboratories, the placement of markers is always
sufficient—with a certain redundancy—to enable the estimation
of upper limb movements and the identification of a minimum
set of DoF, relying on a shared kinematic model (see, e.g., [17]).
In the following we provide additional details for each dataset,
referring to the ID reported in Table 1.
H1—Participants of Group A were enrolled in this study. Twenty
active markers were placed on rigid supports fastened on
arm links. In particular, 4 markers were placed on the chest,
6 markers on the arm, 6 markers on the forearm, and 4
markers on the hand dorsum. In addition, 20 active markers
were also placed on the participant’s fingers to track hand
movements. Marker 3D position was recorded via a Phas-
eSpace motion capture system. Marker locations and ID are
reported in Fig. 1. Participant-specific physical distances be-
tween groups of markers and kinematic landmarks are pro-
vided in the data folder. See also [17–19] for further details.
H4—Participants of Group B were involved in this study. Arm
movements were tracked trough 21 passive markers fastened
on arm skin. Marker trajectories were captured using an
optical infrared motion-capturing system based on 12 MX-
cameras controlled by Nexus software, Version 1.8.5 (Vicon
Motion System Ltd., Oxford, UK) at a sampling rate of 200 Hz.
The marker placement and their IDs are given in Fig. 2.
H6—Participants of Group C were involved in this study. The
data were recorded with a full-body worn IMU-based system
sensor suit (Awinda, Xsens technologies B.V., Enschede, The
Netherlands). The system consists of 17 IMUs placed sym-
metrically on predefined body positions and fixed with Vel-
cro straps and a close-fitting t-shirt. The IMUs provide 3D an-
gular velocity using rate gyroscopes, 3D acceleration using
accelerometers, 3D earth magnetic field using magnetome-
ters, as well as atmospheric pressure using the barometer in
an operating frequency 2,405−1,475 MHz. Then, proprietary
software was used to reconstruct the time-varying angular
deviation (roll-pitch-yaw) between subsequent IMUs. For ad-
ditional details see the user’s manual [20].
H7—Participants of Group D were involved in this study. Up-
per body and shoulder-arm movements were tracked using 9
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Table 1: Details on the groups of participants enrolled in the studies
ID Type Group Protocol Contributor Ethical Committee Approval No.
H1 KIN A SoftPro UP 1072-2016
H2 EEG A SoftPro UP 1072-2016
H3 ECG A SoftPro UP 1072-2016
H4 KIN B SoftPro MHH 3364-2016
H5 EMG B SoftPro MHH 3364-2016
H6 KIN C SoftPro UZH BASEC-ID 2016-02075
H7 KIN D SoftPro TUM EV LUH 05/2016
H8 EMG D SoftPro TUM EV LUH 05/2016
H9 EEG D SoftPro TUM EV LUH 05/2016
H10 fMRI E fMRI IMT 1616/2003 (amended), 1072/2016
P1 KIN α SoftPro UZH BASEC-ID 2016-02075
P2 KIN β SoftPro MHH 3364-2016
P3 EMG β SoftPro MHH 3364-2016
P4 VPIT γ VPIT ETHZ EKNZ-2016-02075, EK2017-00398
IDs Hx refer to healthy participants, while IDs Px to participants with disease. All the experiments were carried out in accordance with the principles of the Declaration
of Helsinki, and approved by the local institutional research ethical committees. All participants gave written informed consent before the start of the experiment.
Experiments performed at UP were approved by the Ethics Committee of the Area Vasta Nord-Ovest Toscana, Italy; experiments performed at MHH were approved
by the Ethics Committee of Hannover Medical School; experiments performed at UZH were approved by the Cantonal Ethics Committee Northwest and Central
Switzerland; experiments performed by TUM were approved by the Ethics Committee of Leibniz Universität Hannover, Germany; experiments performed at IMT were
approved by the Ethics Committee of the Area Vasta Nord-Ovest Toscana, Italy; experiments performed at ETHZ were approved by the Ethics Committee of ETH Zurich.
Note that different ID of this table may correspond to the same group of participants. For example, participants of Group A were a cohort of 39 healthy participants
who performed 1 single experiment while kinematics, EEG, and ECG recordings were simultaneously recorded (IDs H1, H2, H3, respectively).
Table 2: Details on the different populations included in this article
Group Contributor Participant No. Mean age, y M/F Handedness R/L Mean FMA score
A UP 39 26.6 ± 4.2 22/17 39/0 N/A
B MHH 20 46.8 ± 15.3 12/8 18/2 N/A
C UZH 5 59.2 ± 15.9 3/2 5/0 N/A
D TUM 6 29.2 ± 6 6/0 6/0 N/A
E IMT 27 27.0 ± 2 22/5 27/0 N/A
α UZH 20 61.0 ± 10.7 15/5 19/1 17.8 ± 2.1 (≤66)
β MHH 20 49.9 ± 16.9 14/5 12/8 17.8 ± 2.1 (≤20)
γ ETHZ 27 59.0 ± 10.9 13/14 26/1 46.6 ± 9.3 (≤66)
For each group of participants (for details on the modalities see Table 1), we report here the contributor, the number of participants, their mean age, the sex balance,
the handedness (right vs left handed), and the mean stroke severity in terms of FMA score.
tion Systems Ltd, UK, 500 Hz) system with 8 cameras. See
Fig. 2 for details of marker placement.
To enable the analysis of the effects of stroke conditions in
upper limb kinematics (i.e., movements) we recorded the motion
of participants in disease conditions. More specifically:
P1—Participants of Group α were enrolled in this study. Arm
movements were recorded using the Xsens MVN Awinda sys-
tem (same set-up of H6). This consists of 17 IMU sensors,
placed on the body limbs and trunk, and of a software tool
that allows data collection with a frequency of 60 Hz and re-
constructs the joint angular values in time, starting from ac-
celeration signals. Part of these data have been used in [21],
to which the reader can refer for further details.
P2—Participants of Group β were involved in this study. Arm
movements were tracked trough 21 passive markers fastened
on arm skin. Marker placement and data acquisition were the
same used for Group H2 (see Fig. 3).
EMG data
Muscular data were recorded during experiments ID H5, H8, and
P3. More specifically:
Table 3: List of 12 muscles recorded during the experiments at MHH
Electrode No. Muscle
1 M. Deltoideus pars clavicularis (DC)
2 M. Biceps brachii (BB)
3 M. Triceps brachii (TB)
4 M. Flexor digitorum superficialis (FDS)
5 M. Extensor digitorum (ED)
6 M. Brachioradialis (BR)
7 M. Flexor carpi ulnaris (FCU)
8 M. Extensor carpi ulnaris (ECU)
9 M. Pronator teres (PT)
10 M. Flexor carpi radialis (FCR)
11 M. Abductor pollicis brevis (APB)
12 M. Abductor digiti minimi (ADM)
H5—Participants of Group B were enrolled in this study. A wire-
less sEMG system (Trigno Delsys, Inc., Natick, MA, USA) was
used to measure the activity of 12 upper arm and forearm
muscles with 2,000 fps (Table 3, see also Fig. 4). Mini sensors
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Figure 1: Anatomical placement of active markers, and details on the marker support used for the experiments at UP. Numerical values on the dimensions of marker
support are reported in millimeters.
Figure 2: Anatomical landmarks (blue circles) that define the marker placement for the experiments performed at TUM (H7). C7 and T8 refer to the seventh cervical
and the eighth thoracic vertebrae, respectively.
talk artifacts. The 12 bipolar electrodes were placed follow-
ing the Surface EMG for Non-invasive Assessment of Muscles
(SENIAM) guidelines.
H8—Participants of Group D were involved in this study. Data
were collected using a Refa system (TMSi, Oldenzaal, The
Netherlands) with 29 bipolar channels. The 29 × 2 microelec-
trodes were placed, following the SENIAM guidelines [22], on
the muscles reported in Table 5.
P3—Participants of Group β were involved in this study. The ex-
perimental framework used is the same as in H5 (see Table 3).
EEG data
Cortical activity was recorded during the experiments ID H2 and
H9. More specifically:
H2—Participants of Group A were enrolled in this study. Contin-
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Figure 3: Marker placement used during the experiments performed at MHH (H4).
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Table 4: List of actions defining the SoftPro protocol
No. No. [51] Task class Description
1 Int Ok gesture (lifting hand from the table)
2 Int Thumb down (lifting hand from the table)
3 Int Exultation (extending the arm up in the air with closed fist)
4 Int Hitchhiking (extending the arm along the frontal plane, laterally, parallel to the floor, with
extended elbow, closed fist, extended thumb)
5 Int Block out sun from own face (touching the face with the palm and covering the eyes)
6 Int Greet (with open hand, moving wrist) (3 times)
7 Int Military salute (with lifted elbow)
8 Int Stop gesture (extending the arm along the sagittal plane, parallel to the floor, open palm)
9 Int Pointing (with index finger) at something straight ahead (with outstretched arm)
10 Int Silence gesture (bringing the index finger, with the remainder of the hand closed, to the
lips)
11 2 Tr Reach and grasp a small suitcase by the handle, lift it, and place it on the floor (close to
own chair, along own sagittal plane)
12 3 Tr Reach and grasp a glass, drink for 3 seconds, and replace it in the initial position
13 4 Tr Reach and grasp a phone receiver, carry it to own ear and hold for 3 seconds, and replace
it in the initial position
14 6 Tr Reach and grasp a book (placed overhead on a shelf), put in on the table, and open it (from
right side to left side)
15 8 Tr Reach and grasp a small cup by the handle (2 fingers + thumb), drink for 3 seconds, and
replace it in the initial position
16 11 Tr Reach and grasp an apple, mimic biting, and replace it in the initial position
17 12,13 Tr Reach and grasp a hat bby its top and place it on own head
18 12 Tr Reach and grasp a cup by its top, lift it, and put it on the left side of the table
19 15 Tr Receive a tray (straight ahead, with open hand) and put it in the middle of the table
20 16 Tr Reach and grasp a key in a lock (vertical axis), extract it from the lock, and put it on the
left side of the table
21 1 T-M Reach and grasp a bottle, pour water into a glass, and replace the bottle in the initial
position
22 2,3,4 T-M Reach and grasp a tennis racket (placed along own frontal plane) and play a forehand (the
participant is still seated)
23 5 T-M Reach and grasp a toothbrush, brush teeth (horizontal axis, 1 time left-right), and put it
inside a holder (on the right side of the table)
24 6 T-M Reach and grasp a laptop, open it (without changing its position) (4 fingers + thumb)
25 7,8,9 T-M Reach and grasp a pen (placed on the right side of the table) and draw a vertical line on
the table (from the top to the bottom)
26 7 T-M Reach and grasp a pencil (placed along own frontal plane) (3 fingers + thumb) and put it
inside a square pencil holder (placed on the left side of the table)
27 9 T-M Reach and grasp a tea bag in a cup (1 finger + thumb), remove it from the cup, and place it
on the table on the right side of the table
28 10 T-M Reach and grasp a doorknob, turn it clockwise and counterclockwise, and open the door
29 13 T-M Reach and grasp a tennis ball (with fingertips) and place it in a basket on the floor (right)
30 14 T-M Reach and grasp a cap (2 fingers + thumb) of a bottle (held by left hand), unscrew it, and
place it overhead on a shelf
Int: intransitive; Tr: transitive; T-M: tool-mediated.
density EEG System (Electrical Geodesics Inc., Eugene, OR,
USA) through a pre-cabled HydroCel Geodesic Sensor Net
(HCGSN-128), sampling rate of 500 Hz with the vertex as on-
line reference; sensor-skin impedances were maintained at
<5–10 k for each sensor. The “ground” sensor on the Net is
an “isolated common,” which means that it is tied to the zero
level, or common, of the isolated amp circuit’s power supply.
A schematic representation of channel locations is provided
in Fig. 5. These data were used for the analyses reported in
[23–26], to which the reader is invited to refer for further tech-
nical details.
H9—Participants of Group D were involved in this study. An
actiCHamp active EEG electrode net of 32 unipolar chan-
nels (Brain Products GmbH, Gilching, Germany)—which cor-
responds to the 10-20 system [27]—was used at 10 kHz to
record brain activity.
ECG Data
Heart electrical activity was recorded during the experiment ID
H3. More specifically:
H3—Participants of Group A were enrolled in this study. Contin-
uous ECG was recorded using the Polygraph Input Box (PIB),
the EGI’s physiological measurement Geodesic System (Elec-
trical Geodesics Inc., Eugene, OR, USA). It allows the simul-
taneous measurement of peripheral nervous system activity
and EEG; indeed the acquisition was performed together with
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Table 5: List of 29 muscles recorded during the experiments at TUM (ID H8)
Electrode No. Muscle
1 M. trapezius Pars descendens (TRPc)
2 M. trapezius Pars transversa (TRPt)
3 M. trapezius Pars ascendens (TRPa)
4 M. deltoideus Pars clavicularis (DLTc)
5 M. deltoideus Pars acromialis (DLTa)
6 M. deltoideus Pars spinalis (DLTs)
7 M. latissimus dorsi (LTDt)
8 M. pectoralis major Pars clavicularis (PMJc)
9 M. pectoralis major Pars sternocostalis (PMJs)
10 M. pectoralis major Pars abdominalis (PMJr)
11 M. biceps brachii Caput longum (BICl)
12 M. biceps brachii Caput breve (BICs)
13 M. triceps brachii Caput longum (TRClg)
14 M. triceps brachii Caput laterale (TRClt)
15 M. pronator teres (PRNT)
16 M. flexor carpi radialis et (if present) M. palmaris longus (FCR)
17 M. flexor carpi ulnaris (FCU)
18 M. flexor digitorum superficialis (FDS)
19 M. flexor pollicis longus (FPL)
20 M. extensor digitorum (EDT)
21 M. extensor digiti minimi (EDM)
22 M. extensor carpi ulnaris (ECU)
23 M. abductor pollicis longus et M. extensor pollicis brevis (APL&EPB)
24 M. brachioradialis (BRD)
25 M. extensor carpi radialis (ECR)
26 M. abductor digit minimi (ADM)
27 M. flexor pollicis brevis (FPB)
28 M. abductor pollicis brevis (APB)
29 M. interosseus dorsalis I (DI1)
input for the measurement of ECG. The input box accommo-
dates the most common sensor connector (the 1.5-mm fe-
male safety connector) that is used in both clinical and re-
search settings. Signals were acquired with a sampling rate
of 500 Hz, applying 2 standard ECG sensors, the first to the
lower left ribcage and the second to the upper right collar-
bone/clavicle, in accordance with the constructor design.
VPIT Data
Kinematic and haptic interaction data were transferred through
a FireWire connection from the end-effector to a personal com-
puter. Grasping force data were recorded through an NI (National
Instruments, Austin, TX, USA) Data Acquisition Card. The vir-
tual reality environment of the VPIT was implemented in C++
and OpenGL. All data were sampled at 1 kHz. Missing data seg-
ments, which occurred owing to a delayed communication of
the C++ software, of ≥50 samples were linearly interpolated.
Furthermore, the sensor readings were low-pass filtered with
a zero-phase Butterworth filter of second order and 10 Hz cut-
off frequency. Because the VPIT comprises multiple movement
phases with different characteristics, a temporal segmentation
of the continuous data streams is required to select specific parts
of the movements that are relevant to describe impairments in
the targeted sensorimotor functions. In more detail, the “trans-
port” (ballistic movement after picking up a peg) and “return”
(ballistic movement after releasing a peg in a hole) phases fo-
cus especially on the gross movements of the task. The start
and end of these phases were identified by the moment the cur-
sor velocity increased above and decreased below 5% of peak
velocity, respectively. To quantify fine target adjustments when
reaching for a target or hole, the data were segmented into the
“peg approach” and “hole approach” phases. Last, the grasping
force data were additionally divided into the “force buildup” and
“force release” phases. These periods were detected by first iden-
tifying the largest maximum/minimum in the force rate profile
and subsequently quantifying when the force rate decreased be-
low and increased above 10% of the maximum/minimum force
rate. More details about the data processing can be found in pre-
vious work [28].
fMRI
All fMRI data were acquired using a Philips Ingenia 3-Tesla scan-
ner, with a 12-channel head phased array coil. Data consisted of
anatomical and functional images. For anatomical images, a MP-
RAGE sequence was acquired, with TR = 7 ms, TE = 3.17 ms, flip
angle = 9◦, field of view = 224 × 224 mm, 156 sagittal slices, voxel
size = 1 × 1 × 1 mm. To acquire functional images, a Gradient-
Echo EPI sequence was used, with TR = 200 ms, TE = 30 ms, flip
angle = 75◦, SENSE acceleration, factor = 2.5, field of view = 256
× 256 mm, 38 interleaved axial slices, acquisition voxel size = 3
× 3 × 3 mm. Images were reconstructed with a 128 × 128 ma-
trix, and reconstructed voxel size was 2 × 2 × 3 mm. The top-
to-bottom extent along the z-axis was 114 mm; this ensured to-
tal brain coverage, excluding part of the cerebellum. Functional
runs comprised 4 additional dummy volumes, discarded by the
scanner and not transferred.
Structural images were anonymized with mri deface [29] to
remove any anatomical detail that can allow participants’ iden-
tification. For functional MRI, the initial stages of pre-processing
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Figure 5: A schematic representation of HydroCel Geodesic Sensor Net (HCGSN-128) channel locations.
performed using AFNI [30] and FSL 5.01 [31]. First, all fMRI data
underwent removal of signal spikes, temporal realignment of
slices, rigid-body registration to the mean image of the first run,
and estimation of the 6 motion parameters. Motion spikes were
then estimated as time-points exceeding 0.5 mm of framewise
displacement (FD) [32]; iterative spatial smoothing up to 4 mm
full width at half-maximum was subsequently performed, and
the signal of each run was expressed as a percentage of the
mean. Afterwards, stimulus-evoked fMRI responses were esti-
mated for each task using a general linear model: the onsets of
the 5 repetitions of each stimulus were entered into the model as
regressors of interest, and the 6 motion parameters plus the raw
value of the FD metric and polynomial trends up to the fourth
order were used as regressors of no interest. The 5 repetitions of
each stimulus were combined; for the execution and imagery ex-
periments, we modeled the entire stimulation period (0–16 sec-
onds) with 9 tent functions peaking at 2.5 seconds. The aver-
age t-score maps from the fifth, sixth, and seventh functions,
which covered activity from 2 to 6 seconds after movement on-
set, were used as estimates of movement-related BOLD activity.
A standard block function, convolved with the hemodynamic
response, was used for the observation experiment; the mod-
eled function started with the presentation of the video clip and
lasted 1 second. To avoid that baseline fMRI activity could re-
flect the 2-alternatives task, this was modeled with a 2 seconds-
long block function and the estimated BOLD responses were dis-
carded. The t-score maps from the tent functions (for the exe-
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relative to the movie clip (for the observation experiment) were
selected for data sharing.
Experimental set-up differences among research centers
All the data acquisitions were preformed according to an inte-
grated set of protocols. For what concerns the SoftPro protocol,
the different research centers shared the same list of actions.
However, specific cases required some adaptation of the general
framework. Differences with respect to the general setup are re-
ported in this section.
 Experiments of Group D were carried out inside an electro-
magnetically isolated chamber. For this reason, participants
were not able to execute task 22 (tennis smash) of the Soft-
Pro protocol. This task was replaced with the following one:
Reach and grasp a smartphone, unlock the screen, dial a
number, and put it back to the initial position. See also [33]
for additional details.
Analyses and Technical Validation
Kinematic data
Quality of kinematic data was tested through the evaluation of
SNR.
ID H1
Data of these experiments were collected using the PhaseSpace
motion capture system, a commercial device that tracks precise
motion data with submillimeter resolution (the amount of static
marker jitter is <0.5 mm, usually 0.1 mm). Ten stereo-cameras
were placed around the participant so as to fully cover the scene
(360◦). The system was fully calibrated before the acquisition of
each participant, following the standard procedure described by
the manufacturer. Marker IDs are automatically associated by
the proprietary software tool. For these data, we quantified the
SNR by selecting the 3 seconds of rest before the execution of
each task to estimate measurement noise, and a sample of 3
seconds of signal during the execution of the task itself (vectors
of same length). We used for this analysis 1 marker placed on
the hand dorsum, i.e., the worst-case scenario because of the re-
duced distance between markers. Then, from the x, y, z vectors
of markers’ trajectories we calculated the norm and removed
the mean. From signal and noise vectors, SNR was calculated
through the Matlab snr routine. We randomly selected 20 trials
from the dataset and quantified the SNR for each sample. We ob-
tained a median value of 37.54 (interquartile range [IQR], 4.56).
These data were used for kinematic reconstructions that were
used for the principal component analysis (PCA) and functional
PCA, which outcomes are discussed in [19] and [17], respectively.
The reader can refer to those works for an example on how to
pre-process and analyze the data. We also report a pseudocode
(see Alg. 1) of the motion identification procedure used in [17] to
calculate joint angular values from readings of the motion cap-
ture system. This should serve as an example of data analysis
that can be tailored on different acquisition systems.
ID H4
Data of these experiments were collected through the Vicon
motion capture system, a commercial device that ensures sub-
millimeter errors in static conditions (see [34]). Twelve cam-
eras were used to record the scene from multiple perspectives.
Marker labeling and trajectory reconstruction were performed
through the proprietary software Nexus v1.8.5. For these data,
SNR was quantified following the same procedure of H1. From
a random selection of 20 trials, we obtained a median value of
44.12 (IQR, 3.09).
ID H6
Data of these experiments were collected through an IMU-based
sensor suit, a commercial device by Xsens technologies B.V., En-
schede, The Netherlands. The producer declares an accuracy in
angle estimation of 0.2◦ for roll/pitch and 0.5◦ for heading angles
in static conditions. These values are increased to the value of 1◦
in dynamic conditions. The whole acquisition system was prop-
erly calibrated, following the manufacturer’s guidelines, before
the acquisition of each participant. For these data, we quantified
SNR following the same procedure used with the previous cases.
SNR was evaluated on the norm of roll/pitch/yaw angles of the
arm with regard to the chest (shoulder DoFs). Our analysis on a
random selection of 20 trials reported a median value of 40.73
(IQR, 5.87).
ID H7
Data of these experiments were collected through a Vicon mo-
tion capture system, similar to the one used in H4. As previously
stated, this system ensures submillimeter errors in static condi-
tions (see [34]). Also in this case we quantified the SNR of data
associated with the 3D position of markers placed on the hand
dorsum. Our analysis on a random selection of 20 trials resulted
in a median value of 45.0 (IQR, 6.48).
EMG data
All the experiments that involved the recording of EMG data
were performed by expert experimenters who followed the SE-
NIAM guidelines for skin preparation and electrode placement
[35]. This represents a gold standard in EMG signal recording
and treatment, which guarantees the highest data quality. Be-
fore the placement of EMG sensors, the corresponding skin ar-
eas were cleaned with abrasive and conductive cleaning pastes
(skin impedance was controlled <30 k). Before each acquisi-
tion, the recorded data were carefully visually checked on-line
by an expert experimenter, and sensor locations were adjusted
if necessary. Part of these data were successfully used for the
identification of task-dependent muscle synergies in [33] and
for the validation of a human shoulder-arm musculoskeletal dy-
namic model in [36], to which the interested reader is referred
for an example on how to pre-process and analyze the data. It is
worth mentioning that in the literature EMG data typically un-
dergo a number of pre-processing steps to increase the quality
of the collected signal and make it usable for further analyses.
Because in this publication we are releasing raw data, it is dif-
ficult to find references for quantitative SNR calculated on raw
data. To evaluate the SNR on the raw data released with this pub-
lication, we first performed a high-pass filtering on each bipo-
lar channel (fourth-order Butterworth filter, cut-off frequency of
10 Hz) to remove baseline shifts. Then, we calculated the SNR
for each sample and for each bipolar channel. The estimation of
the SNR is based on [37], and a Matlab implementation is also
available [38]. This evaluation of the SNR defines the noise as an
unidentifiable high-frequency component concentrated on the
upper 20% of the frequency range (ensuring all frequencies are
>500 Hz). The module of the noise is then estimated as the aver-
age of all the power densities in the upper 20% frequency range.
Then, the SNR is estimated as the ratio between the sum of all
the power densities and the noise. In the data released with this
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EEG
EEG data presented were already successfully exploited in dif-
ferent works and from different perspectives [23–26]. As is well
known, many different pre-processing pipelines have been pre-
sented in the literature to properly analyze EEG signals; they can
vary according to the specific further analyses that are intended
to be performed on the dataset. For this reason, in [23–26] differ-
ent processing steps were applied to remove artifacts and pre-
pare the data for further analyses. A detailed description of the
processing steps that have been implemented is thereby pro-
vided.
VPIT
The VPIT test is based on a CE marked haptic device, i.e., PHAN-
TOM Omni, SensAble Technologies, Inc., USA, with a nominal
position resolution >450 dpi (0.055 mm). Grasping forces are
recorded through 3 single-axis force sensors (CentoNewton 40,
EPFL, Switzerland). Each sensor can accurately record force val-
ues in the range of 0−40 N, with a resolution of 0.05 N. The lin-
ear relationship between forces applied and voltages produced
by the force sensors has been verified [39]. To do this, the sen-
sor was dynamically loaded and unloaded (up to 100 N/s) to 3
force levels (approximately 10, 20, and 30 N) against a commer-
cial load cell (Mini 40, ATI Industrial Automation, USA) while the
voltage output of the piezoresistive sensor was measured. Force
data were low-pass filtered at 50 Hz and show good linearity
characteristic (V = 0.0915F + 0.726; R2 = 0.9987, where F is the
applied force and V the voltage measured by the force sensor).
fMRI
Quality check of fMRI data was performed using MRIQC [40].
MRIQC is a software package, part of the bids-apps [41], that
performs several processing steps to derive different parame-
ters regarding image quality, such as SNR measures and mo-
tion estimates (e.g., FD) that are graphically reported as image
quality metrics (IQMs) from each run in each participant. Here,
we ran MRIQC on raw functional data, and plots with IQMs and
mean images from single runs are included in the QC folder,
which is organized in the same way as the folder containing
data. Group analysis—i.e., averages and distributions of IQMs
across participants—is also included. For further information on
the quality check pipeline, please refer to http://mriqc.org.
Discussion and Potential Implications
The aim of this article is to provide an exhaustive description
of the experimental protocols and acquisition techniques that
finally led to the release of the dataset U-Limb. This dataset
has a value per se because it represents an extraordinary and
unique source of information, with multiple sensory modali-
ties that concur to shed light on different aspects underpinning
the motor control of the human upper limb. We firmly believe
that the release of this dataset, together with all the informa-
tion needed to reproduce the experiments, can be a key com-
ponent for fostering data reuse and benchmarking, and finally
advancing the research in the field of motor control. The objec-
tive is to contribute to the establishment of a transdisciplinary
community and to the definition of well-accepted guidelines for
data collection. Of note, some of the data reported in this article
have already been used and analyzed for different research pur-
poses, and the scientific outcomes have affected or could posi-
tively affect various fields, as already mentioned in the introduc-
tory part of the article. In the following we report some examples
of the applications of our data and discuss the transdisciplinary
impact. First and foremost, neuroscientific research can benefit
from the analysis of U-Limb data. Thanks to the adoption of in-
tegrated experimental protocols, the kinematic, muscular, and
dynamic mechanisms, as well as the central and autonomous
nervous system components related to motion execution, can
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tem (e.g., fMRI data focus on the hand; kinematic data focus on
the whole upper limb chain). In [17] a functional PCA was ap-
plied to the kinematic data of healthy participants, labeled as
H1, to identify the principal functional modes of human upper
limb movements. To summarize, the idea was to decompose the
temporal trajectories of upper limb joints in terms of a basis of
functions. The results showed that a combination of a few func-
tional principal components is sufficient to reconstruct a large
part of the variability of joint evolutions over time, in activities
of daily living. This observation has led to the definition of a
planning problem for the generation of human-like movements
in robot manipulators. Briefly, the human upper limb principal
motion modes computed through functional analysis were em-
bedded in the robot trajectory optimization, thus intrinsically
ensuring robot human-likeness in free motions and for obsta-
cle avoidance [42,43]. This point is of paramount importance in
advanced human-robot interaction and assistive applications,
to guarantee the safety of the human operator and the accept-
ability of the robotic technologies [44]. The kinematic data la-
beled as H1 were also analyzed in [19], to characterize the upper
limb poses at each time frame, through a technique that was
named “repeated principal component analysis.” The outcomes
demonstrated that the subspace identified by the first 3 principal
components takes into account most of the motion variability,
and these results were proven to be stable over time and con-
sistent across participants. These findings could inform the def-
inition of control laws for upper limb robotic devices, relying on
a time-invariant low-dimensional approximation of upper limb
kinematics, within the general framework of synergistic control
[16]. For what concerns the kinematic data on post-stroke partic-
ipants, it is worth reporting the results described in [21]. Briefly,
the data labeled as P1 were analyzed to evaluate the variations
of functional principal components applied to the reconstruc-
tion of joint angle trajectories. These variations were compared
between 2 conditions, i.e., the affected and non-affected arm, to
devise a dissimilarity index for achieving an accurate and quan-
titative assessment of upper limb motion impairment induced
by stroke. This point is extremely important to overcome the
limitations of current evaluation procedures, which are mostly
based on ordinal scaling, operator-dependent, and subject to
floor and ceiling effects, to pave the path for a more analyti-
cal assessment that could inform the rehabilitation procedures.
On the same line, the kinematic and haptic interaction data la-
beled as P4 were used to devise quantitative metrics to evaluate
the neurological sensorimotor impairment of upper limb kineto-
dynamic behavior, in virtual peg-in-hole tasks [45]. It is worth
highlighting here one of the characteristics that make the U-
Limb dataset unique: i.e., the possibility to have data that cover
different yet related aspects of human upper limb motor con-
trol, which allow it to be analyzed under different perspectives
and points of view (for the aforementioned examples, a purely
kinematic point of view for P1 and the kineto-dynamic coordina-
tion in virtual manipulation tasks for P4). Considering the EEG
data labeled as H2, in [23–25] they were used to automatically
discriminate transitive, intransitive, and tool-mediated imagi-
nary actions (as described in the SoftPro protocol) using EEG dy-
namics, and relying on non-linear support vector machine and
fuzzy entropy techniques. Interestingly, in [25] different combi-
nations of EEG-derived spatial and frequency information were
investigated to find the most accurate feature vector, and sex
differences between accuracies achieved with male and female
data were observed. These results could open the path to sex-
based models for the development of optimized brain machine
interfaces. To conclude, U-Limb can positively affect different
research fields, which encompass neuroscience and motor con-
trol, clinical assessment and rehabilitation, and robotics and ad-




“Activities of daily living” is a term commonly used in rehabilita-
tion to indicate a set of everyday tasks. More recently, the use of
this class of movements has also become central in robotics to
evaluate the use of artificial systems in daily actions. The crite-
ria for the selection of a comprehensive list of activities include
(i) the specific hand-grasping configuration and (ii) the direction
of motion for the whole upper limb.
In the attempt to exhaustively consider all the possible com-
binations of (i) and (ii), we identified 30 tasks, which were di-
vided in 3 different classes: intransitive, transitive, and tool-
mediated actions. Intransitive tasks collect movements with-
out contact with external objects; transitive tasks are actions
that involve an external object; and, finally, tool-mediated tasks
are actions in which an object is used to interact with another
object. This particular classification takes inspiration from the
analysis presented in [46], which was proven to be reflected at
the cortical level in imaging studies, e.g., [47], that show differ-
ences in cortical activation between actions belonging to the
3 different classes, with prefrontal and parietal regions of the
left hemisphere tuned towards tool-mediated and transitive ac-
tions, whereas the right hemisphere shows a preference for
meaningful, intransitive gestures. This organization has been
confirmed by clinical observations as well: classic neurologi-
cal studies show that, following cortical stroke, patients can
develop class-specific deficits for tool-mediated actions [48,49],
and deficits for transitive or intransitive gestures have been de-
scribed as a result of greater involvement of the left or right
hemisphere, respectively [50].
Within a specific class, the selected actions cover different
hand-grasping configuration in order to span most of the pos-
tures of the main hand-grasping taxonomies [51,52]. A detailed
list of actions is reported in Table 4. In each row of the table, the
first element reports the task number, the second links to the
grasp taxonomy [51], the third indicates the class of movement,
and, finally, the fourth reports a brief description of the task.
More details can be found in [19]. During the experiment, each
task was repeated ≥3 times, resulting in a minimum number of
90 independent acquisitions for each participant. The temporal
timeline for task execution was (i) 3 seconds of rest, (ii) task exe-
cution at a self-paced speed, (iii) 3 seconds of rest. Regarding UP
(IDs {H1, H2, H3}) a custom C++ routine was used to associate
the pressure of a keyboard key with (i) the start of 3D marker po-
sition acquisition and (ii) the placement of a temporal marker in
the acquisition flow of EEG/ECG recordings. The same tool was
used to interrupt the task acquisition on both sides. Absolute
timing is also provided in the related dataset. An analogous pro-
cedure was used at MHH (IDs {H4, H5} and {P2, P3}), and at TUM
(IDs {H7, H8, H9}), where an EtherCAT system with NI 9144 (Na-
tional Instruments), controlled using the Simulink tool of Mat-
lab, was used to send start/stop trigger signals to the acquisition
systems.
VPIT protocol
The VPIT is performed using a commercial haptic end-effector
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Figure 6: The Virtual Peg Insertion Test (VPIT) is a technology-aided assessment
platform consisting of a haptic end-effector, a grasping force sensing handle,
and a virtual reality environment. It allows recording of kinematic and kinetic
data about sensorimotor impairments in arm and hand during a functional task.
custom-made handle with force sensors (CentoNewton40, EPFL,
Switzerland), and a virtual reality environment rendered on per-
sonal computer (Fig. 6) [39, 53–55]. The VPIT requires the inser-
tion of 9 virtual pegs into 9 virtual holes through the coordina-
tion of arm and hand movements controlling the end-effector
as well as the grasping forces applied to the instrumented han-
dle attached at the end-effector. In more detail, a virtual cursor
needs to be first spatially aligned with the virtual peg. Subse-
quently, a peg can be picked up and transported towards a hole
by applying a grasping force of ≥2 N. The peg can be released
in the hole by reducing the grasping force below the threshold.
The virtual pegboard is thereby physically rendered through the
haptic device to ease the perception of the 3D virtual reality en-
vironment.
The starting position of the participants was defined through
an elbow flexion angle of ≈90◦, a shoulder abduction angle of
≈45◦, and a shoulder flexion angle of ≈10◦. The protocol con-
sists of an initial familiarization period, during which partici-
pants were instructed to perform the task as fast and precise as
possible, followed by 5 repetitions of the task (i.e., inserting all 9
pegs 5 times). More details about the set-up and the procedure
can be found in previous work [28, 39].
fMRI protocol
Designs for motor execution and imagery experiments were
based on a previous work [56] and relied on a delayed grasp-
ing task after a visual presentation of the target objects. More
specifically, in each trial, a picture of the target object was vi-
sually presented for 2 seconds, then, after a 4-second pause, an
auditory cue prompted the actual task: participants had to pre-
shape the hand as if they were grasping the target object to use
it (for the execution group) or imagine a preshaping movement
without moving their hand (for the imagery group). A 10-second
interval separated 2 subsequent trials. Twenty different target
objects were used for this study (see Table 6 for a list), and, in
each experiment, movements were repeated 5 times, for a to-
tal number of 100 trials, organized in 5 fMRI runs, each last-
ing 5 minutes 44 seconds, including 12 seconds of rest at the
beginning and at the end of each run to achieve a measure of
baseline fMRI activity. The experimental paradigm for execution
and imagery experiments was coded using Presentation (Neu-
robehavioral System, Berkeley, CA), and presented with an MR-
compatible monitor at the resolution of 1,200 × 800 pixels, and
a mirror mounted on the MR coil. During the observation exper-
iment, participants watched short videos of preshaping move-
ments towards an object from the same set adopted in the other
experiments. In each trial, the video was followed by a task that
implied a judgment on the target of the preshaping gesture. To
create videos, we used vectors of joint angles (according to a
24 DoFs model) corresponding to the common starting posture
and to the 20 final object-specific postures, recorded in a previ-
ous study [56]. Intermediate hand configurations (i.e., posture
vectors) between the initial and final postures were obtained
from linear interpolation between the values of each kinematic
joint angle in the initial and final hand postural configurations.
The resulting 30 vectors of joint angles were plotted as 3D ren-
derings, using Mathematica 8.0 (Wolfram Research Inc, Cham-
paign, IL, USA), saved as png images (size: 800 × 600 pixels),
and converted to 1 second-long videos at a frame rate of 60 Hz.
Five sets of 20 videos were created, showing the hand rendering
as seen from 5 different viewpoints, obtained by changing the
values of azimuth and elevation. During the fMRI experiment,
participants performed 5 runs, each comprising 20 trials. Dur-
ing each trial, the video was presented (1 second), followed by a
black fixation cross at the center of the screen (7 seconds). Then,
the judgment task (2-alternatives forced choice) was presented,
and participants were shown the black/white pictures of 2 ob-
jects (size: 250 × 250 pixels)—the target of the preshaping ges-
ture previously shown and a randomly chosen alternative—and
asked to press the left or right key on an MR-compatible key-
board to select the actual target of the preshaping movement.
After the task, the same black fixation cross was shown for 6
seconds. Each run comprised the presentation of the full set of
20 videos (20 objects), always from the same viewpoint; the 5
different viewpoints were presented in separate runs. Each run
started and ended with 10 seconds of rest and lasted in total 5
minutes 40 seconds. The experimental paradigm was delivered
with an MR-compatible monitor at the resolution of 1,200 × 800
pixels, and a mirror mounted on the MR coil, using the e-Prime
2 software package (Psychology Software Tools, Pittsburgh, PA,
USA). Owing to hardware failure, behavioral responses from 2
participants could not be recorded. For all experiments, partici-
pants performed a familiarization run, outside the MR scanner,
to ensure that they correctly understood the procedures.
Data Records
Data records published with this article, together with the
dataset summary and ReadMe, are available through the Har-
vard Dataverse repository and can be downloaded []. The overall
size is 36.2 GB. Data are organized in 6 folders, 1 for each re-
search center. Within every folder, data are organized per record-
ing modality (e.g., kinematic data, EMG, and EEG). Data provided
from each institution have been separately compressed in .rar
format and uploaded on the repository, in such a way to enable
the download of a single block of data. For blocks heavier than
2.5 GB, we divided the file in multiple linked parts. In these cases,
to properly unpack the data the reader is required to extract the
file named XXX.part1, which in turn will automatically recall the
subsequent parts. Each folder contains a ReadMe file that details
the folder content. In the following, we provide more detailed in-
formation for each folder
Folder UP
In this folder, data are organized per recording modality, i.e.,
EEG-ECG and KIN. Each folder contains in turn 39 folders named







T School for Advanced Studies Lucca user on 21 June 2021
14 U-Limb: A database on arm motion control in healthy and post-stroke conditions
Table 6: List of objects used for the fMRI experiments
Bucket Calculator Chalk Cherry
Dinner plate Espresso cup Fishing rod Flying disc
Hairdryer Hammer Telephone handset Jar lid
Light bulb PC mouse Pen rope Ice cube
Tennis racket Toothpick Wrench
tains the kinematic acquisition. Files are named as “SXX Y Z,”
where Y is the task number and Z is the repetition number (e.g.,
S4 23 1). Data are collected with a sampling rate of 100 Hz. Each
acquisition is provided in the dedicated mat file.
An identical naming convention has been used for the corre-
sponding (synchronized) data of EEG-ECG signals, contained in
the “Data EEG - ECG” folder. This folder contains the MFF files
with the EEG and ECG data (in millivolts). Data were gathered
through an EGI 128-channel system (sampling rate of 500 Hz).
Each acquisition is complemented by a number of markers that
identify the beginning of each repetition of a single task.
Note that, for these experiments, 3 repetitions of the same
task are provided. There are some cases in which the Z value
(repetition number) is >3. This can be associated with cases
in which we noticed (i) errors in the task execution or (ii) evi-
dent problems in the acquisition (either in kinematic data or in
EEG data). In these cases, we performed additional repetitions
to guarantee the minimum number of 3 samples of the same
task. Acquisitions containing evident errors have been discarded
from the dataset.
In addition, 2 additional folders are included, namely,
“read EEG” and “read plot KIN,“ in which we provide sample
codes to access and plot the dataset. Further information about
the data and the code is included in the ReadMe file.
Folder MHH
In this folder, data are organized per recording modality, i.e.,
EMG data and kinematic data. These 2 subfolders are divided
in healthy and post-stroke participants.
Trials are named with 3 numbers (e.g., 10 8 3), where the first
number (in the example 10) indicates the participant ID, the sec-
ond (8 in the example) indicates the task number, and the third
is the trial number. Post-stroke participants are named the same
way but with the addition of an “S” at the beginning of the name.
EMG data are organized to have the rows corresponding to
the time frames (sampling rate 2,000 Hz) and the columns asso-
ciated with the 12 measured muscles. The kinematic data files
contain the position data of thorax, upper arm, and forearm
markers. The table is divided in 63 columns, with 3 columns,
corresponding to the x, y, z position, for each of the 21 markers;
the rows, starting from the third one, report the recorded marker
position for each time frame (sampling rate of 200 Hz). The first
2 rows contain, respectively, the marker names and the measure
unit (in millimeters).
The file read emgfiles.m is a sample Matlab code to plot
the EMG data. Additional details are provided in the ReadMe
file. Participant-specific information is provided in 1 additional
file, named “Patients details MHH extended.doc”. There we re-
ported the following characteristics: ID, age, sex, tested limb, im-
paired limb, dominant limb, time since stroke, FMA-UE, and MM
score.
Folder UZH
In this folder, data are organized for each participant who took
part in the experiment, i.e., healthy and impaired participants.
Kinematic parameters are stored in a software-specific XML file
format (.mvnx) that enables the import to different software
tools, such as Matlab and Microsoft Excel. Each mvnx file repre-
sents 1 trial execution and is named according to the participant
ID (e.g., P02), task number (T01–T30), tested upper limb (R/L),
and repetition (1–3). Sample Matlab codes are provided, show-
ing how to access and plot data. More information regarding the
file structure and how to plot data is provided in the ReadMe file.
Participant-specific information is provided in the additional file
“ParticipantCharacteristics.xlsx”. There we reported the follow-
ing information: ID, age, sex, impaired limb, dominant limb, time
since stroke, FMA-UE. Note that the 20 post-stroke participants
enrolled in this dataset (Group α) are a subset of the 27 who per-
formed the VPIT protocol (Group γ ). Therefore, further informa-
tion on participants of this folder may also be included in the
additional files included in Folder ETHZ (the ID of participants is
consistent in the 2 datasets).
Folder TUM
In this folder, data are organized per participant. Each subfolder
is divided per recording modality, i.e., EEG, EMG, and kinematic
Data (MoCap folder). Matlab files are provided to access and plot
data (i.e., plot KIN.m, plot EMG.m, and plot EEG.m).
Folder ETHZ
In this folder, the provided VPIT Data v3.mat file contains pro-
cessed and unprocessed VPIT data collected from 27 post-stroke
individuals. Data are all contained in the VPIT Data v3.mat file,
in which each row corresponds to data from 1 specific trial.
The file header.xlsx contains detailed meta-information regard-
ing the content of each column in the VPIT Data v3.mat. Addi-
tional information about the data, processing, and procedures is
provided in the ReadMe file. Participant-specific information is
provided in 2 additional files, named “patient-information.png”
and “patient-information-2.png”. There we reported the follow-
ing characteristics: ID, age, sex, tested limb, impaired limb, dom-
inant limb, time since stroke, FMA-UE, ARAT, NHPT, BBT, MAS,
EmNSA, and MOCA.
Folder IMT
In this folder, data are organized according to the Brain Imag-
ing Data Structure (BIDS) standard [57]. Single-participant t-
score maps from functional data are included in the directory
for processed data (i.e., derivatives). For the execution and im-
agery experiments, t-scores for the fifth, sixth, and seventh
tent functions (i.e., with peak at 2, 4, 6 seconds after move-
ment onset) are selected. Each stimulus is modeled using its
5 repetitions. The .nii.gz file contains the average of the 3 se-
lected t-score maps. For the observation experiment, t-scores
for the block functions, covering the stimulus period, are se-
lected. Each stimulus is modeled using its 5 repetitions. The
2AFC task responses, though modeled, were discarded. The
.nii.gz file contains the 20 t-score maps, 1 for each stimulus.
Structural data are shared as anonymized, raw images in the
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performed the execution experiment, whereas participants Nos.
10–18 performed the imagery experiment, and participants Nos.
19–27 performed the observation experiment. Detailed informa-
tion about the data analysis procedure and participants is given
in the README, dataset description.json, and participants’ .tsv
files, respectively.
Availability of Source Code and Requirements
For each set of data released with this manuscript, we included
dedicated Matlab codes to access and, when possible, plot data.
Please refer to the ReadMe of each folder and to the specific files
for a detailed description. All the codes were tested with Matlab
version R2019b (Mathworks Inc., Natick, MA, USA).
Data Availability
All the data associated with this manuscript are available in the
Harvard Dataverse repository [58].
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Additional Information
Given the international effort provided to prepare this
manuscript, and the firm belief that sharing and reusing
human data is of paramount importance for the research com-
munity in multiple fields, such as neuroscience, motion control,
robotics, rehabilitation, and clinical practice, the authors are
willing to continue nourishing U-Limb with additional data,
when available. Under these regards, other research groups are
warmly invited to contribute to U-Limb with data on the human
control of limbs, with specific focus on the upper extremities
in both healthy and disease conditions. The latter can refer to
any disease condition that induces a sensorimotor impairment
in the upper limb (not only stroke but also traumatic brain
injury, spinal cord injury, injuries to motoneurons, multiple
sclerosis, cerebral palsy, Guillain-Barré syndrome, essential
tremor, Parkinson disease, autosomal recessive spastic ataxia of
Charlevoix–Saguenay, and so forth), which may be investigated
through different acquisitions modalities, such as kinematics,
EMG, EEG, fMRI, and others. To participate, please contact the
Corresponding Author. New data will be associated either with
a completely new submission or with an “Update” on this Data
Note, for submission to GigaScience’s sister journal, GigaByte.
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