ABSTRACT. This work considers analytic equivalence within the analytic function theory (or commutative Banach algebras which was introduced by E. R.
An open connected set will be called a domain. We shall speak of domains in C and in C(X), according to context. The letters U and V will be reserved for domains in C(X). Domains U and V are (analytically) equivalent if there exists a one-to-one analytic map $ of U onto V whose inverse is also analytic.
We shall refer to 0 as an (analytic) equivalence of Í7 onto V. The letters y and r¡ will denote paths in various spaces.
The same symbol will be used both for the function that defines the path and for the image set. The them which is holomorphic (in both directions). The bijection will be referred to as an equivalence between the two surfaces. We shall rely heavily on the uniformization theorem [l] , that a simply connected, noncompact Riemann surface is equivalent either to the plane or to the disk.
Sections.
In the discussion under this heading V will be a simply connected domain in C(X) and x will be a point of X. To justify this inductive definition we first verify (1) through (4) when / = 0.
Condition (1) is vacuously true. Since wRQz means Pw = Pz, the map QQ makes the same identifications as P. We can thus identify QQ with P and S . asa set with P(M ). We have
Since P is an equivalence of A(x, j) onto D[x, /], the quotient topology of Sx Q matches the relative topology of V^ in the plane. Thus Sx 0 coincides with the starting section V . Conditions (2) and (3) follow from QQ = P, and (4) follows from a n = E .
We next show that (1) through (4) are satisfied when ; = k. Condition (1) is the same as (l'). To show (2) suppose w, w' £ A(x, f) and z, z' £ A(x, g) with Q.w' = Q.z' and Pw = Pz. Since w'R.z', condition (2*) holds for / < k. From wRQz, which is the same as Pw = Pz, and from (2 ) with /' = 0 we get wR¡z. By adding (21) with / = 1 we get wR2z, and soon. By induction wR^z.
Before checking (3) we verify that R, is an equivalence relation on Mx. Let w, z, £, be points of M with w e A(x, /), z £ A(x, g), £ £ A(x, h). The subscript / is understood to vary over 0 < ; < k. Now check condition (3) . By (1*) the equality Qkw = Qkz implies Pw = Pz.
The map P is one-to-one on A(x, /), and PQ, = P; therefore Qfc is one-to-one on A(x, /). In the quotient topology of Sx k a neighborhood base at a point Qfcw consists of sets of the form KJQAN ) where the union is over g e V and N is 
It is possible to satisfy these conditions because
Lemma 3.2. Tie map $* is ab equivalence of S (U) onto S (V).
Proof. We show first that $* is single valued, hence holomorphic. Being an equivalence of U onto V, $ has an analytic inverse f: V -» U. The map ¥ induces f*: Sx(V) ~*Sx(U) with the property Wxffx = oV. By Lemma 2.2 every point of S (U) has the form <*x(g) for some g e U, and
Likewise $xm* is the identity on S (V). It follows that $x is an equivalence of
Sx(U) onto SX(V).
We call <t* the section mapping of 0 at the point x. One result of Lemma 3.2 is that if U and V are equivalent, then their corresponding sections must be equivalent.
Other conditions for equivalence will come from looking at all the sections_ simultaneously.
Write S(U) fot the disjoint union of all the sections S (U), x e X. Each We say U is full if W*(U) -W(U).
Lemma 3.3. // U and V are equivalent simply connected domains and U is full, then V is full.
Proof. Let 4> be an equivalence of U onto V and let V be the inverse equivalence of V onto U. Fix a function / e W*(V) and put g(x) = *P(/(x)), x e X. This makes sense because by (1*) we have f(x) e Sx(V). The function value g(x) belongs to S ((/). We show that g belongs to W (U). Pg(x) = PW*(/«) = Tx(/(x)) = V*(P/«).
By (2 ) the function Pf is continuous. Since P/(y) = h (y), we see that Pg is continuous at y.
We have shown that g satisfies (l') and (2 ). Since U is full, there is a function g' e U with <rx(g') = g(x) for all x. 
From (4.2) we get \Ç-z\ < e, \C-w\ < t and $x(z) = <Dy(£), <t>x(w) = 4>y(*;). The function a(x, £) is defined because £ £ K(fj + t). By (4.1), z = a(x, £) = it».
We have <F(K(rn)) C 0y and for x £ Y, $x(K(r0)) C 0x. This proves the lemma. This makes H'(0) = 1. A corollary to the Schwarz lemma [5] implies that H(z) = z.
In other words the subnet \Ha; ß e A 1 converges uniformly inside D to the identity.
Since F is continuous on D, the subnet }PX/«) = PyHß', ß e A \ converges uniformly inside D to F .
We finish the proof of this lemma by a contradiction argument. Suppose The first of these is necessary because every equivalence is a homeomorphism.
The others follow from Lemma 3.2, Lemma 4.2, and Lemma 3.3 respectively.
We now assume that V is a domain in C(X) which satisfies (5-1) through (5-4). We also assume V contains the zero function. Our aim is to prove that V is equivalent to B. As standard notation we let This can be used to show that 0 is one-to-one.
For each x the mapping Fx is one-to-one; therefore f(x) = g(x) fot all x, that is, / = g. For r and t finite (7.1) also gives
The positive lower semicontinuous function t has a positive infimum on the compact space X. Equation (7. 2) shows that as x approaches the zero set of g or the set where r and t are infinite, the ratio r(x)/t(x) approaches I. Put . «V *2)
• "o^i) We define functions gj, g2 £ V. Let gj have the constant value 1 + 52. For 0 < x < 3 put g2(x) = 1 + (11 -2x)i, and for 3 < x < 4 put g2(x) = 1 + 5i. For 
