Super-resolved localization microscopy (SLM) has the potential to serve as an accurate, single-cell technique for counting the abundance of intracellular molecules. However, the stochastic blinking of single fluorophores can introduce large uncertainties into the final count. Here we provide a theoretical foundation for applying SLM to the problem of molecular counting in such a way as to mitigate errors introduced by stochastic blinking. We show that by redundantly tagging singlemolecules with multiple blinking fluorophores, the accuracy of the technique can be enhanced by harnessing the central limit theorem. The coefficient of variation (CV) then, for the number of molecules M estimated from a given number of blinks B, scales like ∼ 1/ √ N l , where N l is the mean number of labels on a target. As an example, we apply our theory to the challenging problem of quantifying the cell-to-cell variability of plasmid copy number in bacteria.
I. INTRODUCTION
single-cell genomic analyses. And since fluorescence microscopy is less susceptible to errors 23 arising from protein size or abundance than techniques like mass spectroscopy [8] , it could 24 hold a significant advantage for single-cell proteomics.
25
Most conventional microscopy techniques either rely upon observing the step-wise pho-26 tobleaching of fluorescent labels or on calibrating the fluorescence intensity to a standard 27 [1, 2, 9] . While these two methods have provided valuable insight into a range of cellular 28 phenomena, both have their limitations.
Step-wise photobleaching can only be used to iden-29 tify small numbers of molecules (roughly < 10). And intensity measurements, although able Let's begin by calculating the conditional probability distribution P (B|N ) for observing B from another. In the simple case of a single emitter, the probability P (B|N ) is often well satisfied by a geometric distribution [16] :
where λ is the characteristic number of blinks of a particular fluorophore within the inter-71 val T M . From this relationship we generalize to the case of N fluorophores to obtain the
where the prefactor accounts for the number of ways that N fluorophores, each blinking some 
and
respectively.
78
Up until this point, we have been considering the conditional probability distribution 79 P (B|N ), which, to reiterate, is the probability of observing B blinks when there are N 80 fluorophores. However, we wish to know the probability of there being N fluorophores when 81 we observe B blinks, or P (N |B). Bayes' Theorem connects these two expressions
If we have no prior knowledge of the distribution of fluorophores in our sample we may 
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In the exponent of Eq. 7, we identify the variance σ
For single fluorophores that blink multiple times during the measurement (i.e., the limit sites where a fluorophore may bind (or hybridize), is given by the binomial distribution
where θ denotes the fractional occupancy. Note that hM is the maximum number of labels 108 possible, if we ignore all non-specific labeling, and that the fractional occupancy θ ranges 109 from 0 ≤ θ ≤ 1.
110
C. Distribution of blinks within a population
111
We can now combine Eqs. 2 and 9 as follows:
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115
For instance, the first and second moments may be found by multiplying both sides of Eq. 10 
which can be combined with the second moment to obtain the variance
However, we wish to estimate the mean and variance in the estimate of the number of 120 molecules after having measured B blinks. While a more formal derivation is provided in
121
Appendix B, the ML estimate for the mean can simply be obtained by substitutingμ B → B
122
and M →μ M into Eq. 11:
In the limit λ 1, Eq. 13 again yields an intuitive result for the expected number of 124 moleculesμ M = B/(λθh).
125
The variance, on the other hand, is more challenging to evaluate, but it can be estimated, 126 similar to how one estimates the propagation of errors in a measurement (see Appendix C).
127
If we assume the distribution P (M |B) is peaked about the meanμ M , then we may use the 128 following expression for the Fisher information matrix [27]:
to yield our final result for the ML estimate of the variance
In the limit λ 1, this yields the simpler expression σ this process is simply
which can, when θh > 2 − θ, reach the sub-Poissonian limit scaling like one over the square 
III. CELL-TO-CELL VARIABILITY OF PLASMID COPY NUMBER

137
To illustrate the utility of our approach, we consider the problem of counting plasmids 
IV. DISCUSSION
176
The redundant labeling approach we present in this manuscript makes use of the central-limit 177 theorem to improve on the accuracy of a molecular count, achieving a √ N l improvement in 178 the uncertainty of the estimated count (where N l is the mean number of labels per molecule).
179
Our approach relies upon an accurate measure of two parameters: the mean number of blinks 180 from a single fluorophore λ during the measurement time and the fractional occupancy θ.
181
Let's assume that in vitro measures of these parameters are accurate. The parameter λ can 182 easily be obtained from imaging single blinking fluorophores sparsely attached to a coverslip.
183
Obtaining the fractional occupancy, however, is more challenging. One method is to count 
array of TetO sequences that could be spatially resolved by localization microscopy (e.g.,
195
patterned on a grid) would serve as a template. Inefficient photo-activation or -switching will Identifying Eq. 2 as a negative binomial distribution, the mean and variance can easily be 216 derived from the moment generating function:
where t is a dummy variable and, for consistency with Eq. 2, p = 1 − e −1/λ . The k th moment 218 is solved for by evaluating ∂ k Γ(t)/∂t k t→0
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To derive equation 13, we begin by expressing P (M |B) analogous to Eq. 10 as
To calculate the mean, we can multiply both sides by M M such that
We approximate the term in brackets with the ML estimate of the expectation value of 224 P (M |N ), which is N/(θh). This leaves
where the remaining sum is identified as µ N . Substituting the expression we derived in Eq. 6 226 yields Eq. 13. 
Combining this result with Eq. C1 and solving forσ 2 M yields Eq. 14.
238
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