The Einstein-Vlasov system describes a self-gravitating, collisionless gas within the framework of general relativity. We investigate the initial value problem in a cosmological setting with surface symmetry and a non-zero cosmological constant and prove local existence and continuation criteria in both time directions. The continuation criterion says that as long as the maximum velocity remains bounded and the lapse function remains bounded then the solution can be continued. This applies to either time direction.
Introduction
One of the key mathematical problems in general relativity is the determination of the global properties of solutions of the Einstein equations coupled to various matter fields such as collisionless matter described by the Vlasov equation. The underlying strategy is to first establish a local-in-time existence theorem together with a continuation criterion and then use this result to prove the existence of a suitable global time coordinate t and to study the asymptotic behaviour of the solution when t tends to its limiting values, which might correspond to the approach to a singularity or a phase of unending expansion. The following is almost exclusively concerned with the first of these steps. So this paper is to be thought as providing a foundation for future work.
In [3] , G. Rein obtained cosmological solutions of the Einstein-Vlasov system with surface symmetry written in areal coordinates. In the present paper we consider the same problem when a cosmological constant Λ is added to the source terms in the Einstein equations. Specializing to Λ = 0 gives some of the results obtained in [3] , since we adapt the proofs of that reference to our situation.
All the particles in the gas are assumed to have rest mass, normalized to unity, and to move forward in time so that their number density f is a non-negative function supported on the mass shell P M := {g αβ p α p β = −1, p 0 > 0}, a submanifold of tangent bundle T M of the space-time manifold M with metric g (the signature is − + ++). We use coordinates (t, x a ) with zero shift and corresponding canonical momenta p α ; Greek indices always run from 0 to 3, and Latin ones from 1 to 3. On the mass shell P M the variable p 0 becomes a function of the remaining variables (t, x a , p b ) :
The Einstein-Vlasov system now reads
G αβ + Λg αβ = 8πT αβ
f p α p β |g| 1/2 dp 1 dp 2 dp 3 p 0
where p α = g αβ p β , Γ α βγ are the Christoffel symbols, |g| denotes the determinant of the metric g, G αβ the Einstein tensor, Λ the cosmological constant, and T αβ is the energy-momentum tensor.
In [4] a definition of spacetimes with surface symmetry was given. This comprised three cases, namely spherical, plane or hyperbolic symmetry. The spacetime (M, g) is topologically of the form R × S 1 × F with F a compact two-dimensional manifold. The universal coverF of F induces a spacetime (M ,ĝ) byM = R × S 1 ×F andĝ = p ⋆ g where p :M −→ M is the canonical projection. A three-dimensional group G of isometries is assumed to act on (M ,ĝ). If F = S 2 and G = SO(3) then (M, g) is called spherically symmetric, if F = T 2 and G = E 2 (Euclidian group) then (M, g) is called plane symmetric, and if F has genus greater than one and the connected component of the symmetry group G of the hyperbolic plane H 2 acts isometrically onF = H 2 then (M, g) is said to have hyperbolic symmetry. The diffeomorphic images of F in the product decomposition of M are called surfaces of symmetry and each surface in M diffeomorphic to S 1 × F is called symmetric. The isometric action forces the curvature of the surfaces of symmetry up to rescaling to be k = 1, 0, −1 in the spherical, plane and hyperbolic case respectively. Therefore they can be coordinatized by the angular coordinates (θ, ϕ) (they range in
2π] for k = 1, 0, −1 respectively ) which cast the metricg of the surfaces of symmetry into the form
Define the area radius function R on a surface of symmetry F to be
then R is independent of (θ, ϕ) and the metric of F reads
Now we can write the Einstein-Vlasov system in areal coordinates, i.e., the coordinates are chosen such that R = t. The circumstances under which coordinates of this type exist are discussed in [1] . The metric g takes the form
Here t > 0, the functions λ and µ are periodic in r with period 1. It has been shown in [2] and [1] that due to the symmetry f can be written as a function of t, r, w := e λ p 1 and
i.e. f = f (t, r, w, F ). In these variables we have p 0 = e −µ 1 + w 2 + F/t 2 . After calculating the Vlasov equation in these variables, the non-trivial components of the Einstein tensor, and the energy-momentum tensor and denoting by a dot or by prime the derivation of the metric components with respect to t or r respectively, the complete Einstein-Vlasov system reads as follows :
(1.10) the (3,3)-component of the field equations which is also non trivial coincides with the (2,2)-component due to symmetry. Note that F is a conserved quantity of the geodesic flow, the modulus of the angular momentum of particles, and thus there is no F -derivative in the Vlasov equation. Furthermore, the latter equations do not depend on k.
We are going to study the initial value problem corresponding to the Einstein-Vlasov system (1.2)-(1.6) and prescribe initial data at some time t = t 0 > 0,
The organization of the paper is as follows. In the next section we introduce an auxiliary system and prove that it is equivalent to the original system. In section 3 we prove local-in-time existence and uniqueness results for classical solutions in both time directions, together with a continuation criterion. In the last section we first prove that for Λ < 0 the lapse function e 2µ blows up in finite coordinate time, accordingly no solution exists for all t ≥ t 0 in that case. This section ends by a discussion of the vacuum solutions of the system and the fact that in the spherically symmetric case there is no global existence in general.
Preliminary results and reduced system
The system stated at the end of the previous section is overdetermined, for example already the equations (1.3) and (1.4) determine λ and µ for given ρ and p. However, the subsystem (1.2), (1.3), (1.4) would have the disadvantage that it would become rather unpleasant to estimate the term µ ′ in the iterative scheme used to obtain a local solution of the reduced system. It is more convenient to consider an auxiliary system which consists of the modified Vlasov equation
Let us make precise the regularity properties which we require.
, and suppf (t, r, ., .) is compact, uniformly in r and locally uniformly in t.
We identify such functions with their restrictions to the interval [0, 1] with respect to r. The fact that regularity means different things for different objects will cause no ambiguities. Let us show how to obtain λ and µ from the field equations (1.2) and (1.3) for given ρ and p. 
and assume that
Then the equations (1.2) and (1.3) have unique, regular solution (λ, µ) on
The local existence and uniqueness of a solution on some subinterval of I is clear. On this subinterval the field equation (1.4) can be rewritten in the form
If we integrate this relation with respect to t and divide the resulting equation by t we obtain (2.4), and if we solve (1.2) forλ we obtain (2.5). Since the right hand side of (2.4) is positive on I × R by (2.3) this shows that the solution extends to the whole interval I and is given by (2.4), (2.5) and (2.6). If I =]T, t 0 ], the function of t and r defined by (2.4) is bounded from below by
Since
• µ is continuous and periodic in r, it is bounded, so there exists some
Thus the continuity of t → h(t, r) at t = t 0 implies the existence of some 
We now proceed to show that a solution of the subsystem (1.2), (1.3), (1.4) also satisfies the equations (1.5), (1.6). (1.4) on some time interval I ⊂]0, ∞[ with t 0 ∈ I, and let the initial data satisfy (1.5) for t = t 0 , in particular
Proof : Differentiating (2.4) with respect to r we obtain :
From (1.2) and integration by parts it follows that
(s, r)e λ−µ j(s, r)s 2 ds
Adding (1.3) and (1.4) yieldṡ
and since we assume that the constraint equation (1.5) holds for t = t 0 , these identities imply
so that using Gronwall's lemma
on I, i.e., (1.5) holds for all t ∈ I. In particular this relation shows that µ is C 2 with respect to r. The latter equation can be differentiated with respect to r to yield
2) we obtain by integration by parts the identity
differentiating (2.5) with respect to t yields
Combining these identities implies the remaining field equation (1.6).
Next we show that the auxiliary system which was introduced at the beginning of this section is equivalent to the full system. Proposition 2.4 Let (f, λ, µ,μ) be a regular solution of (2.1), (1.3) , (1.4) , (2. 2) on some time interval I ⊂]0, ∞[ with t 0 ∈ I, and let the initial data satisfy (1.5) 
Proof : The only problem is to show that µ ′ =μ. As above
Using (2.8) and (2.2) we obtain
so that (1.5) holds for all t ∈ I if it holds for t = t 0 . Finally
Thus (f, λ, µ) is a regular solution of the system (1.2), (1.3), (1.4), and by Proposition 2.3 the proof is complete. We will have to estimate the derivatives of the characteristic system with respect to their initial data. This is the motivation for the following lemma.
Lemma 2.5 Let I ⊂]0, ∞[ be an interval, let λ, µ,μ : I ×R −→ R be regular and let (R, W )(., t, r, w, F ) be the solution oḟ
where
If µ ∈ C 2 (I × R) and if we letμ = µ ′ then we take :
and we drop the coefficient a 5 . In particular, if (f, λ, µ) solves the full system (1.2)-(1.6) the second order derivatives of λ and µ can be removed from the coefficients since H can be expressed via q, using (1.10).
Proof : see [2] . We conclude this section with a remark dealing with the solvability of the constraint equation (1.5) for t = t 0 .
Remark 2.6
The constraint equation
Proof : Indeed this equation is equivalent to
To solve this we need to impose the condition that
Now if I(f ) < 0 then we proceed in the same way as above but now with suppΦ ⊂ {w > 0}.
Thus we determine a candidate for e − 
Local existence and continuation of solutions
In this section we prove local existence and uniqueness results with the continuation criteria described in the introduction.
f ≥ 0, and
Then there exists a unique, left maximal, regular solution (f, λ, µ) of (1.2)-
, and consider the auxiliary system (2.1), (1.
(3.1) for t ∈]T n−1 , t 0 ] and denote by (R n , W n )(s, t, r, w, F ) the solution of the characteristic system
with initial data (R n , W n )(t, t, r, w, F ) = (r, w), (t, r, w,
note that F is constant along characteristics. Define
that is, f n is the solution of
with f n (t 0 ) =
• f , and define ρ n , p n , j n , q n by the integrals (1.7)-(1.10) with f replaced by f n . Now (2.4) can be used to define µ n as long as the right hand side is positive. Thus we define
and let
n (s, r)ds, µ n (t, r) := −4πte µn+λn j n (t, r) (3.5) By Proposition 2.2, T n ≤ T ⋆ for all n. So all the iterates are well defined and regular on the fixed time interval ]T ⋆ , t 0 ], in particular, since λ n−1 , µ n−1 , λ n−1 ,μ n−1 are continuous on ]T ⋆ , t 0 ] × R and periodic in r, these functions are bounded on compact subintervals of ]T ⋆ , t 0 ], uniformly in r, and since G n−1 is linearly bounded with respect to w the characteristics R n , W n exist on the time interval ]T ⋆ , t 0 ]. The proof of Theorem 3.1 now consists in showing in a number of steps that the iterates constructed above converge in a sufficiently strong sense.
Step 1 : As a first step we establish a uniform bound on the momenta in the support of the distribution functions f n , more precisely we want to bound the quantities P n (t) := sup{|w|/(r, w, F ) ∈ suppf n (t)} uniformly in n. On suppf n (t) we have
and thus
Throughout the paper . denotes the L ∞ -norm on the function space in question ; we have used the fact that f n (t) =
• f for n ∈ N and t ∈]T ⋆ , t 0 ]. The numerical constant c may change from line to line and does not depend on n or t or on the initial data. In view of the continuation criterion it is important to keep track of any dependence on the latter. From Proposition 2.2 it follows that there exists some positive constant c 1 such that e −2µn(t,r) ≥ c 1 .
By (3.4), (3.5), and the above estimates on ρ n and j n , we get
Thus, on suppf n+1 (t) :
We then have
Now define Q n (t) := sup{P m (t)/m ≤ n}. Then (Q n ) n∈N is increasing and by (3.9) we have :
Let z 1 be the left maximal solution of the equation
, this implies that
and all the quantities which were estimated against P n in the above argument are bounded by certain powers of
Step 2 : Here we establish bounds on certain derivatives of the iterates. In particular we need a uniform bound on the Lipschitz-constant of the right hand side G n of the characteristic system in order to prove convergence in the next step. Differentiating (3.3) and (3.4) with respect to r one obtains the identities
In the following C 1 denotes a continuous function on ]T (1) , t 0 ] which depends only on z 1 as an increasing function of z 1 . By Step 1, and using once more (1.7), (1.8), (1.9) :
Then the above estimates, the formulas for the derivatives of the metric components and (3.8) show that
where c 3 := e −2
and
We are now in the position to estimate the derivatives of G n with respect to r and w :
and | w |≤ z 1 (t). Differentiating the characteristic system with respect to r, we obtain
therefore by Gronwall's inequality we obtain, for (r, w, F ) ∈ suppf n+1 (t) ∪ suppf n (t)
The definition of f n implies that
Combining this with the previous inequality and using the definition of D n we obtain the following :
These inequalities imply that
Now let z 2 be the left maximal solution of
and so
and all the quantities estimated against D n above can be bounded in terms of z 2 on ]T (2) , t 0 ], uniformly in n.
Step 3 : Let [δ, t 0 ] ⊂]T (2) , t 0 ] be an arbitrary compact subset on which the estimates of Steps 1 and 2 hold. We will show that on such an interval the iterates converge uniformly. Define for t ∈ [δ, t 0 ] :
and let C denote a constant which may depend on the functions z 1 and z 2 introduced in the previous two steps. Then :
Therefore,
and by Step 2
, using the last two estimates on the difference of two consecutive iterates of the characteristics we get :
using (3.10). Then, integrating directly over [t, t 0 ] :
If we recall how f n was defined in terms of the characteristics this implies, using the mean value theorem :
By induction we obtain
Since the series
, uniformly with respect to all their arguments. These quantities therefore have continuous limits, but the established convergence is not yet strong enough to conclude differentiability of say, f := lim n→∞ f n , µ := lim n→∞ µ n , λ := lim n→∞ λ n ,μ := lim n→∞μn .
In the next step we establish the convergence of the derivatives of the iterates, using Lemma 2.5. Note that also by (3.11), (3.12) and (3.13),
thus the sequence of characteristics (R, W ) n converges pointwise, for all t ∈ [δ, t 0 ]. We set (R, W ) := lim n→∞ (R n , W n ).
Step 4 : Fix δ ∈]T (2) , t 0 ] and U > 0, and consider the system derived in Lemma 2.5 with (λ n , µ n ,μ n ) instead of (λ, µ,μ), and call the corresponding coefficients a n,i , i = 1, · · · , 5. By Steps 1 and 2 we have :
| a n,i (t, r, w, F ) | + | ∂ (r,w) a n,i (t, r, w, F ) |≤ C (3.14)
for n ∈ N, i = 1, 2, 3, 4, 0 ≤ F ≤ F 0 , |w| ≤ U , and t ∈ [δ, t 0 ]. The only new terms to estimate here areμ n andμ ′ n , but from (3.3) we obtaiṅ
so both of these terms are bounded by Steps 1 and 2. The convergence established in
Step 3 shows that a n,i (t, r, w, F ) − a m,i (t, r, w, F ) −→ 0, n, m → ∞, i = 1, 2, 3, 4,
The crucial term in the present argument is a n,5 , more precisely the expression
If the iterates solved the field equation (1.6) then this term would equal 4πq n − Λ and would also converge. The idea how to treat a n,5 is to show that H n − 4πq n + Λ −→ 0 for n → ∞ and then use the fact that q n converges and has uniformly bounded r-derivative. Now we repeat the computations in the proof of Proposition 2.3, only considering iterates. Using (3.5) we have :μ
and by (3.4)
From the definition of ρ n we obtaiṅ
where we used the Vlasov equation to express ∂ t f n and integrated by parts ; note that the coefficients in that equation have index n − 1. Inserting all this into the expression for H n yields, after cancelling a number of terms :
By Steps 1, 2 and 3, it remains to show that µ ′ n −μ n−1 −→ 0 for n → ∞ in order to conclude that H n − 4πq n + Λ −→ 0, since the second and third terms in the right hand side of H n tend to 0 as n → ∞. To see the former differentiate (3.3) with respect to r to obtain
Differentiating the defining integral of p n , using the Vlasov equation for f n to express ∂ r f n , and integrating by parts with respect to w and s results in the relation :
and since the initial data satisfy the constraint (1.5), µ ′ n →μ as n → ∞, in particular, µ ′ n −μ n−1 −→ 0 for n → ∞. In Step 3 we have shown that among other quantities the characteristics (R n , W n )(t 0 , t, r, w, F ) converge. Now for any ǫ > 0, there exists N ∈ N such that for n, m ≥ N , s ∈ [δ, t 0 ], r ∈ R, |w| ≤ U , and
and | a n,5 (s, r, w, F ) − e 2µn 1 + w 2 + F/s 2 (Λ − 4πq n (s, r)) |≤ ǫ which together with the estimates (3.3) implies that
Gronwall's inequality now shows that (ξ n ) and (η n ) are Cauchy sequences and thus also (∂ (r,w) (R n , W n )(t 0 , t, r, w, F )) is a Cauchy sequence uniformly on [δ,
. This implies the convergence of (∂ (r,w) (R n , W n )(t 0 , t, r, w, F ) ; note that the transformation from ∂(R, W ) to (ξ, η) in Lemma 2.5 is invertible, and the coefficients in the transformation are convergent in the present situation. Thus the limiting characteristic (R, W )(t 0 , t, r, w, F ) and therefore also f are continuously differentiable with respect to r and w. This in turn implies that all the moments (i.e. ρ n , p n , j n , q n ) calculated from f are differentiable with respect to r, the coefficients in the limiting characteristic system are continuously differentiable with respect to r, w and F , and thus (R, W )(t 0 , t, r, w, F ) is also differentiable with respect to F and t, and the regularity of the limit (f, λ, µ) is established. Note that, using the convergence of the derivatives, we can prove that the limit (f, λ, µ,μ) is a regular solution of (2.1), (1.3), (1.4), (2.2) and by Proposition 2.4, we conclude that (f, λ, µ) is a solution of the full system (1.2)-(1.6).
Step 5 : In this step we show uniqueness of the solution. Let (f 1 , λ 1 , µ 1 ), (f 2 , λ 2 , µ 2 ) be two regular solutions of the full system such that Proof : Assume that T < ∞. We show that under the assumption on e 2µ we obtain the bound sup {| w | /(t, r, w, F ) ∈ suppf } < ∞ which is a contradiction of Theorem 3.3. Define P + (t) := sup {w/(r, w, F ) ∈ suppf (t)} , P − (t) := inf {w/(r, w, F ) ∈ suppf (t)} , and assume that P + > 0 for some t ∈ [t 0 , T [, and let w(t) = w > 0 denote the w-component of a characteristic in suppf . We havė w = 4π 2 t e 2µ ∞ −∞ ∞ 0 w 1 + w 2 + F/t 2 − w 1 +w 2 +F /t 2 f dF dw
Let us abbreviate ξ =w 1 + w 2 + F/t 2 − w 1 +w 2 +F /t 2 . 
where C is an arbitrary constant. Thus the solution can be defined only if 3 − t + C allow us to conclude that for C < 0, the solution exists on some interval (t 2 , ∞) whereas if C > 0, the solution exists on (0, ∞) for C > , t 2 , t 3 and t 4 are positive. The next step is to investigate the global existence and asymptotic behaviour in the future for the case Λ > 0 and k = 0 or k = −1. This will be the content of a forthcoming paper.
