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In this presentation we discuss the analysis of clustered binary or count data, when the cluster size is 
two. For Gaussian outcomes, linear mixed models taking into account the correlation within clusters, 
are frequently used and well understood. Here we explore the potential of generalized linear mixed 
models (GLMMs) for the analysis of non-Gaussian outcomes that are possibly negatively correlated. 
Several approximation techniques (Gaussian quadrature, Laplace approximation or linearization) that 
are available in standard software packages for these GLMMs are investigated. Despite the different 
modelling options related to these different techniques, none of these have satisfactory performance 
in estimating fixed effects  when the within-cluster correlation is negative and/or the number of 
clusters is relatively small. In contrast, a generalized estimating equations (GEE) approach for the 
analysis of non-Gaussian data turns out to have an overall excellent performance. When using GEE 
the robust score and Wald test are recommended for small and large samples, respectively. 
