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Introduction
This report discusses the use of infinity norms to solve the problem of finding the minimum covering radius for a set of points. The minimum covering radius can be used as a measure of the accuracy of a collection of shots or a description of spall fragments. The infinity norm differs from the 1-norm and the 2-norm in that it is determined by a single element of a set. The infinity norm is the largest deviation from a reference function or point, the 1-norm is the average deviation (always positive) from the reference function, and the 2-norm is the average of the square root of the square of the difference between the set of interest and a reference set. The 2-norm has been extensively used as it is commensurate with mathematical analysis. The 1-norm has become more popular as computing has made iterative methods more accessible.
An appointment of infinity norms is that they allow nonprobabilistic statements to be made. These statements are typically related to a performance metric of some type and have the following style: If the parameters are in this range, then the performance is better than this value. Notice that this form of statement is typical of mathematics and is the type of statement required for many artificial intelligence database applications; that is, it fits the framework of a predicate calculus. In this report, the infinity norm is used to make descriptive statements of the form: All the data is within a circle of radius r, or equivalently, if the data is from set A, then it is all within a circle with a radius of r. The method developed can be used for any n-dimensional space for any performance metric.
Method
A method to find the minimum covering radius for a set of points was developed within the framework of infinity norms. In this case, the set of controllable parameters is the center of a circle. The task is to adjust the center in a manner as to reduce the radius of the circle. The infinity norm is the greatest distance between each point and the center. A fine way to think of the algorithm is as an adjustable center removal process. For an infinity norm, typically only one point in the data set is pertinent for a given set of conditions. On a given iteration only the point associated with the infinity norm and the set of parameters are pertinent to reducing the magnitude of the norm. The gradient of the distance function for a particular point is toward the given point. For the minimum radius coverage problem, this amounts to moving the center towards the point associated with the infinity norm. The question then is how to determine the magnitude of this displacement. The problem is simple; it is not desirable to move so far that another point defines the infinity norm and has a larger magnitude.
As a first case, consider two points and assume the center is collocated at one of the points. Assuming distance is being used as the metric; one point will have a norm equal to the distance between the two and the other will have a norm of zero. If the magnitude of the difference in the norms is used as an adjustment for the center, the process will oscillate between the two points and never converge. This oscillation occurs along the direction connecting the two points, and is eliminated by using 0.5 as a multiplier of the magnitude. In this situation, when the midpoint between the two points is reached, there are two points with the same norm. Any change to the circles center from the midpoint can be thought of as a component along the connecting segment and a component orthogonal to this segment. Any change along the connecting segment will increase the infinity norm as one distance (metric) must increase. Changes in the orthogonal component will cause both distances (metrics) to increase. For distances, the Pythagorean Theorem guarantees this increase; for other metrics, the Cauchy Schwartz inequality can be invoked. So a deviation from the midpoint along either component predicts an increase of the infinity norm. This suggests an exit condition for an algorithm can be: If the center point is at the midpoint of two points and the norms associated with all the other points are less than these two norms, then the search is done.
Next, consider an exit condition for a set of three points, if the third point is within the circle defined by the two most distant points the situation reverts to the previous case; however, the third point can keep the center from reaching the midpoint of the two most distant points. If the center is located so that all three points are on the circumference of the same circle then the algorithm should exit as there is no basis for improvement in reducing the infinity norm. Consider the situation where the algorithm has found two points that have the same infinity norm. At this point for the distance metric, the center of the circle must be on the perpendicular bisector of the two points. To decrease the norms associated with these two points, the center must move toward their midpoint; during this process, it is possible for a third point to prevent further decrease when it obtains the same value as the other two points. In this situation, the center will be at the intersection of the perpendicular bisectors.
Based on the former discussion, an algorithm to find the minimum covering radius was developed. The basic step is to move towards the point with the largest distance from the center. This process is repeated until the difference between the two largest distances is within tolerances defined by the difference in the distances between the second and third largest distances. If the criteria is met, the process moves toward the midpoint of the segment defined by the two points with the largest distances. If the midpoint is reached, the algorithm terminates; if three points have equal distances (the same norm), then the process terminates. The algorithm uses a sort routine to order the distance metric and then a routine to find the index of a point with a given value. Both of these functions are available as MATLAB commands.
Implementation
The ideas were implemented through a graphical user interface (GUI) in MATLAB shown in figure 1. There are three buttons on the GUI. The first, called "Get Data," queries the user for a data file. The file is assumed to contain two rows of entries for the X and Y values of the data. If the data is stored from MATLAB, it must be in the first element using the save command. For example, if the data is in a variable named dat, then the command, "save info dat," will place the information in the variable dat into the file, "info.mat." After the file is opened, the GUI will display a graph of the data. To continue, the user must specify the max number of replications to be made. There is a slide bar to adjust this value; alternatively, the user can enter a number in the text box above the slide bar. After the maximum number of replications is set, the user then clicks the "Adjust Center" button. The ensuing graph shows the movement of the center. The number of iterations to meet termination requirements is displayed in the replications text box. The user can click the "Final Graph" button to see the end product. Displayed on the graph will be the data points in blue, the center of the circle as a red plus, and the circle in green. On the GUI under the title "Center," the center of the circle will be displayed; under the title "Radius," will be the minimum covering radius. Finally, if the user wants a figure for reports without the GUI interface, the menu item "AxestoFigure" can be clicked. This will open a figure window with the final graph using the file name as the title and the center location and radius printed below the x-axis. Properties can be adjusted using the figure menu item axes properties (under the edit menu). After this, the figure can be copied and moved to any document. The MATLAB program listing is included in the appendix. The starting point for the center was set to the mean of the locations. This worked for all the data sets investigated. The pseudo-code is contained in figures 2 and 3. It is prudent to mention the following situation as an example of the algorithm converging to an improper solution. Consider three points on a circle within a small arc. If the algorithm selects the center of this circle on any iteration it will terminate. This is an undesirable situation since the distance between the points will all be less than the radius of this circle; this is illustrated in figure 4 . Although this situation did not occur using the mean of the locations as the starting point for the center, it did occur in one testing situation. Observation of the graph of the solution can be used to rule out this case. To test a solution it would be possible to restart the algorithm at the average of the three points defining the final circle and then determine if the algorithm converges to the same solution. 
Conclusion
It is certainly possible to develop a more complex algorithm utilizing more detailed information. For example, the distant matrix could be calculated for the set of n points; this will take 2 0.5n n − distance calculations. The Elzinga-Hearn method 1 is a geometric algorithm that solves this problem. The method developed is conceptually straightforward as it is based on the definition of the infinity norm. Unlike methods associated with linear programming, this method does not require linear metrics. The algorithm worked well for the data sets investigated, sometimes converging in three iterations; however, in some cases, there were hundreds of iterations. For specific metrics, it would be possible to use directional derivatives to improve the convergence of the process. The overall design is based on defining an improvement step to be repeated until the state of the process fulfills a specific criterion. Infinity norms offer a theoretic framework for algorithm development.
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