Stochastic Approximation (SA) is a popular approach for solving fixed point equations where the information is corrupted by noise. In this paper, we consider an SA involving a contraction mapping with respect to an arbitrary norm, and show its finite-sample bound for using either constant or diminishing step sizes. The idea is to construct a smooth Lyapunov function using the generalized Moreau envelope, and show that the iterates of SA are contracting in expectation with respect to that Lyapunov function. The result is applicable to various Reinforcement Learning (RL) algorithms. In particular, we use it to establish the first-known convergence rate of the V-trace algorithm for the off-policy TD-Learning [15] . Importantly, our construction results in only a logarithmic dependence of the convergence bound on the state-space dimension.
possible to derive convergence guarantees with unbounded iterates if the norm for contraction of H is the Euclidean norm [4] .
However, in many RL problems, the contraction of H occurs with respect to a different norm (e.g. the ℓ ∞ norm [36] or a weighted variant [33] ). Further, conditioned on the past, the second moment of the norm of the noise scales affinely with the squared-norm of the current iterate (again with respect to an arbitrary norm), and in general, no uniform bound exists. For instance, this is the case with the well-known V-trace algorithm for solving off-policy evaluation [15] . Therefore, deriving finite convergence results for noisy SA under contraction of H with respect to general norms, and handling unbounded noise is of fundamental interest. In this paper, we answer the following general question in the affirmative:
Can we provide finite time convergence guarantees for the noisy SA algorithm when the norm of contraction of H is arbitrary, and the second moment of the noise conditioned on the past scales affinely with respect to the squared-norm of the current iterate?
To the best of our knowledge, except under special conditions on the norms for contraction of H and/or strong assumptions on the noise, such finite-sample error bounds have not been established. The main contributions of the paper are as follows.
1. We present a novel approach for deriving a finite-sample error bound of the SA algorithm under a general-norm contraction. The key idea is to study the drift of a smooth and quadratic potential/Lyapunov function. We obtain such a potential function by smoothing the norm-squared function using a generalized Moreau envelope. We then study the error bound under either constant or diminishing step sizes. Specifically, we show that the iterates converge to a ball with radius proportional to the step size when using constant step size, and converge with rate roughly O(1/k) when using properly chosen diminishing step sizes.
error. However, suppose we find a function f (x) that gives negative drift, and in addition: (a) f (x) is approximately quadratic, and is L -smooth with respect to some norm · s , i.e., f (y) ≤ f (x) + 〈∇ f (x), y − x〉 + L 2 y − x 2 s , (b) the noise {w k } is zero mean conditioned on the past, and (c) the conditional second-moment of w k n (where · n is some arbitrary norm) can be bounded affinely by the current iterate x k 2 n . Then, we have a handle to deal with the discretization error and error caused by the noise to obtain:
Since ǫ 2 k = o(ǫ k ) when ǫ k → 0, the above inequality implies a contraction in E[ f (x k+1 − x * )]. Therefore, a finite-sample error bound can be obtained by recursively applying the previous inequality. The key point is that f (·)'s smoothness and its negative drift with respect to the ODE produces a contraction (1 − αǫ k + O(ǫ 2 k )) for {x k }. Based on the above analysis, we see that the right Lyapunov function for the SA in the case of ℓ p -norm contraction is f (x) = x − x * 2 p , which is known to be (p − 1) -smooth [1] . Now suppose · c is some arbitrary norm, then a key difficulty is to construct a smooth Lyapunov function for the corresponding ODE. An important special case is when · c = · ∞ , which is applicable to many RL algorithms. In fact, this general problem has been pointed out in the classic textbook [4] . We provide a solution to this where we construct a smoothed convex envelope M(x) called the generalized Moreau envelope that is L -smooth with respect to some norm · s , and it is a tight approximation to f , i.e. M(x) ≤ f (x) ≤ cM(x). Further, it is a Lyapunov function for the ODE with a negative drift. This essentially lets us prove a convergence result akin to the case when f is smooth.
Related Work
Due to the popularity and wide applicability of the SA algorithm, its asymptotic behavior has been studied extensively in the literature. Specifically, suppose that {w k } is a martingale difference sequence with some mild conditions on its variance, and the step sizes decays to zero (at an appropriate rate). Then, almost sure convergence of the sequence {x k } to x * has been established in [20, 33] using a supermartingale convergence approach, and in [6, 7] using an ODE approach. Further, when the iterates are uniformly bounded by an absolute constant (with probability 1), or that the operator H is contractive with respect to the Euclidean norm, convergence rates and finite-sample bounds can be derived using the decomposition methods [33] or Lyapunov techniques [4] . In particular, the decomposition technique has been used for Q-Learning in [2, 3, 34] to derive finite-sample convergence bounds and in [16, 25, 35] to establish a high probability bound, using the fact the iterates of Q-Learning are bounded by a constant [18] . Further in work appearing simultaneous to ours, [25] has extended these results for the asynchronous case. As for TD-Learning and Q-Learning with linear function approximation, finite-sample guarantees were shown in [5, 9, 10, 27] for a single-agent problem, and in [14] for a multi-agent problem. [32] derived concentration results for SA algorithm when starting near an attractor of the underlying ODE. Variations of temporal difference methods like gradient temporal difference and least squares temporal difference have been studied and their convergence has been studied in some cases in [29, 30, 37] .
Moreau envelopes are popular tools for non-smooth optimization [23] , where the proximal operator is used to develop an algorithm to work with non-smooth parts of the objective. Moreau envelopes have been used as potential functions to analyze convergence rate of sub-gradient methods to first order stationary points for non-smooth and non-convex stochastic optimization problems in [11] . They use the Moreau envelope defined with respect to the Euclidean norm, and use this to show convergence by bounding a measure on first order stationarity with the Moreau envelope's gradient. In contrast, our interest is in understanding contraction with arbitrary norms -this requires us to use a generalized Moreau envelope obtained by infimal convolution with a general smooth function, and show that its a smooth Lyapunov function with respect to the underlying ODE. The flexibility in the selection of this smooth function in our infimal convolution plays a crucial role in improving the dependence on the state-space dimension to logarithmic factors for our applications.
Stochastic Approximation under a Contraction Operator
Let H be a mapping from R d to R d . We are interested in solving for x * ∈ R d in the equation
Suppose we have access to the mapping H only through a noisy oracle which for any x returns H(x) + w, where w is the noise. Note that w might depend on x. In this setting, the following SA method [26] is a popular iterative algorithm to estimate x * :
where ǫ k is the step size. We now present our main assumptions to study this SA. In the following, let F k = {x 0 , w 0 ,..., x k−1 , w k−1 , x k }, and let · c and · n be two arbitrary norms in R d .
Assumption 2.1. The mapping H : R d → R d is a pseudo-contraction with respect to norm · c , i.e., there exists x * ∈ R d and γ ∈ (0,1) such that 
Assumption 2.3. The step size sequence {ǫ k } is positive, non-increasing and satisfies ǫ 0 < 1.
The asymptotic convergence of x k under similar assumptions has been established in the literature. In particular, an approach based on studying the ODĖ
was used in [7] . In this approach, it was shown that x k → x * almost surely under some stability assumptions of the ODE (2). The focus of this paper is to obtain finite-sample mean square error bound for Algo. (1) . We do this by studying the drift of a smooth potential/Lyapunov function [9, 27] . While we do not explicitly use the ODE approach, the potential function we use is inspired by the Lyapunov function used to study the ODE [6] . In addition to the finite-sample error bounds, our analysis also immediately establishes the almost sure convergence.
Finite-Sample Analysis
Before we state our main result, the following definition from [1] is needed. In this paper, 〈x, y〉 = x ⊤ y represents the standard dot product, while the norm · in the above definition can be any arbitrary norm instead of just being the Euclidean norm x 2 = 〈x, x〉.
Let · s be an arbitrary norm in R d such that g(x) := 1 2 x 2 s is L -smooth with respect to the same norm · s in its definition. For example, · s can be the ℓ p -norm for any p ∈ [2,∞) (Example 5.11 [1] ). Due to the norm equivalence in R d [22] , there exist l cs ,l ns ∈ (0,1] and u cs ,u ns ∈ [1,∞) that depend only on the dimenson d and universal constants, such that l cs x c ≤ x s ≤ u cs x c , and l ns x n ≤ x s ≤ u ns x n , ∀ x ∈ R d , where · c and · n are given in Assumptions 2.1 and 2.2 (b). Let µ ∈ (0,l 2 cs (1 − γ 2 )), and let
Note that α 2 ∈ (0,1). We now present our finite-sample error bound for Algo. (1). 
In addition, if the step size satisfies ∞ k=0 ǫ k = ∞ and ∞ k=0 ǫ 2 k < ∞, then x k → x * almost surely.
Here we impose the condition ǫ 0 ≤ α 2 /α 3 so that the result holds for all k ≥ 0. If ǫ 0 > α 2 /α 3 , letk := min{k ≥ 0 : ǫ k ≤ α 2 /α 3 }, then we can apply Theorem 2.1 starting from thek-th iteration.
The coefficients α 1 to α 4 in (3) depend on the problem itself, as well as our choice of g(x) and µ . Ideally we want α 2 to be large, and α 1 , α 3 , and α 4 to be small. In order to get the optimal coefficients, g(x) and µ must be tuned, and this will be elaborated in Section 2.3. Upon obtaining a finite-sample error bound in its general form, we next consider two common choices of step sizes, and see what does Eq. (4) give us. We first consider using constant step size in the following Corollary, whose proof is presented in Appendix D.
Corollary 2.1. Suppose ǫ k ≡ ǫ ≤ α 2 /α 3 , then we have for all k ≥ 0:
From Corollary 2.1, we see that in expectation, the iterates converge exponentially fast in the mean square sense, to a ball with radius α 4 ǫ/α 2 centered at the fixed point x * . With smaller step size ǫ, at the end the estimate x k of x * is more accurate, but the rate of convergence is slower since the geometric ratio (1 − α 2 ǫ) is larger. Same phenomenon has been observed in [2] for Q-Learning. We next consider using diminishing step sizes of the form
where ǫ > 0, ξ ∈ (0,1], and The main reason for introducing K here is to make sure that ǫ 0 ≤ α 2 /α 3 .
Corollary 2.2.
Suppose ǫ k is of the form given above, then for all k ≥ 0, we have
(See Appendix E for the proof)
According to Corollary 2.2, when the step sizes are chosen as ǫ k = ǫ/(k + K), the constant ǫ is important in determining the convergence rate, and the best convergence rate of O(1/k) is attained when ǫ > 1/α 2 . This is because, as we have seen in Theorem 2.1, the constant α 2 represents the real contraction effect of the algorithm. When α 2 is small, we choose large ǫ to compensate for the slow contraction. However, it can be shown that the best asymptotic convergence rate of O(1/k) can be attained as long as ǫ > 1/(2α 2 ) [13] . (See Remark E.1 in Appendix E for more details).
In the case where ξ ∈ (0,1), the convergence rate we have is roughly O(1/k ξ ), which is sub-optimal but more robust, since the rate does not depend on the choice of ǫ. This suggests the following rule of thumb in tuning the step sizes. If we know the contraction factor γ, we know α 2 given in (3) (since we pick g(x) and µ ). Therefore, if we have a good estimate of γ, we may choose ǫ k = ǫ/(k + K) with ǫ > 1/α 2 to achieve the optimal convergence rate. When our estimate of γ is poor, to avoid being in the first case of Corollary 2.2, it is better to use ǫ k = ǫ/(k + K) ξ as the step size, thereby trading-off between convergence rate and robustness.
Also note that we have convergence in E[ x k − x * 2 c ] for all ξ ∈ (0,1], which is less restrictive than the usual requirement ∞ k=0 ǫ k = ∞ and ∞ k=0 ǫ 2 k < ∞ for the almost sure convergence. This has also been observed in [10] in a related problem.
Proof of Theorem 2.1
In this section we present the proof of Theorem 2.1. The main idea is to construct a Lyapunov function, and use the contraction property of the operator H to show that in expectation, in every iteration, it decreases by a constant factor (and increases only by a constant due to noise). We need the following definition to construct the Lyapunov function.
Definition 2.2 (Generalized Moreau Envelope)
. Let h 1 : R d → R be a proper closed and convex function, and let h 2 : R d → R be a convex and smooth function. For any µ > 0, the generalized Moreau envelope of h 1 with respect to h 2 is defined as
Usually the Moreau envelope is defined for h 2 (x) = 1 2 x 2 2 [1, 23] . Here we use a generalized definition for the case where h 2 can be any smooth function. Note that for any two functions h 1 ,
Therefore, the generalized Moreau envelope can be written as M
where · c is given in Assumption 2.1, and recall that g(x) = 1 2 x 2 s is assumed to be L -smooth with respect to the same norm · s in its definition. For µ ∈ (0,l 2 cs (1−γ 2 )), the generalized Moreau envelope M µ,g f (x) has the following properties. 
(See Appendix A for the proof)
is a smooth approximation of f (x) up to a constant factor. We will
as the Lyapunov function to analyze Algo. (1), and both these properties play an important role in the following proof of Theorem 2.1.
Proof of Theorem 2.1. Applying Lemma 2.1 (a) with y = x k+1 − x * and x = x k − x * , then using Algo. (1), we have
Using the convexity of M 
Note that the inner product gives us the desired negative drift in (7) . Moreover, if we ignore the last two terms on the right hand side of (8), we have a simple recursion for M µ,g f (x k − x * ) that gives geometric convergence, which is what we would get if there is no noise. To bound the noise terms in (8), taking expectation conditioned on F k on both side of the preceding inequality, and using Assumption 2.2 along with Lemma 2.1, we have the following claim, whose proof is presented in Appendix B.
Claim 2.1. The following inequality holds for all k ≥ 0:
In Eq. (9), the first term represents the overall contraction property that results from a combination of the contraction in the drift term in (7) that counteracts an expansion resulting from the discretization error and the noise variance that scales linearly in x k 2 n . The second term is a consequence of discretization and the noise {w k }. This is the key step in the proof as we do not separate the analysis into one for the drift terms and another for noise terms. Claim 2.1 is now used to establish both the finite-sample error bound and the almost sure convergence.
To derive the finite-sample error bound, taking the total expectation on both side of Eq. (9) and recursively apply it, we obtain for all k ≥ 0:
To write the bound in terms of E[ x k − x * 2 c ], using Lemma 2.1 (b) one more time and we have the finitesample error bound (4) .
As for the almost sure convergence, when
Discussion
The key idea in the proof of Theorem 2.1, is the construction of a smooth Lyapunov function for Algo. (1) that also has negative drift on the ODE. Lemma 2.1 establishes that the generalized Moreau envelope M µ,g f is smooth, and is also close to the norm-squared function f . These two results immediately imply that the Moreau envelope also gives negative drift for the ODE. More specifically, let us analyze the derivative (with respect to time) of M µ,g f along the path of the ODE (2). Using the same line of analysis in Section 2.2, we have
By Lyapunov stability theory [19] , x * is the unique globally exponentially stable equilibrium point of ODE (2) . While the structure of the finite-sample bound in Eq. (4) of Theorem 2.1 is independent of the choices of the function g, which is used in the definition of M µ,g f , the constants α 1 to α 4 depend on g. These constants are important for the following two reasons. First, α 2 impacts the contraction rate, and α 1 ,α 4 directly scale the bound in (4) . Second, we see that in order for (4) to be effective from the beginning of the iteration, we need ǫ 0 ≤ α 2 /α 3 . If the ratio α 2 /α 3 is very small, i.e, α 3 is very large, then we have to start with a very small step size, which results in slow learning rate. Therefore, the choice of g can significantly affect our error bounds dependence on the dimension d through the constants α 1 to α 4 . The following two remarks highlight the importance of the choice of g.
. It is known that g is (p − 1) -smooth with respect to · p . Furthermore in this case, l cs = l ns = 1, u cs = u ns = d 1/p , and µ ∈ (0,1 − γ 2 ). Consider the constants given in (3) . In this setting, only α 3 and α 4 depend on g (i.e., p), and Hence when we choose p = 4 log d, the dimension dependence on α 3 and α 4 is both log d. This example indicates that the choice of g(x) is crucial. If we choose g(x) = 1 2 x 2 2 as in the definition of the usual Moreau envelope, then the dimension d appears quadratically in both α 3 and α 4 , which is much worse than log d since in most applications of Algo. (1) the dimension d is very large.
Remark 2.3.
Suppose · c is the ℓ p 1 -norm with p 1 ∈ [2,∞), and · n is the ℓ p 2 -norm with p 2 ∈ [2, p 1 ]. Let g(x) = 1 2 x 2 p with p ∈ [2,∞). When p ∈ [p 2 , p 1 ], we have l cs = u ns = 1, u cs = d 1/p−1/p 1 , l ns = d 1/p−1/p 2 , and µ ∈ (0,1 − γ 2 ). Consider the constants given in (3) . In this setting, only α 3 and α 4 depend on g (i.e., p), and α 3 ,α 4 ∝ d 2/p 2 −2/p 1 (p − 1). Hence, the dimension d appears in the bound (4) as d 2/p 2 −2/p 1 , which is independent of p as long as p ∈ [p 1 , p 2 ]. It can be easily verified that the dimension dependence can only be worse in the other two cases, i.e., p ∈ [2, p 2 ) or p ∈ (p 1 ,∞). Therefore, in this specific setting, it is inevitable that the dimension d appears polynomially in the bound (4) as long as p 1 = p 2 .
Recall from Section 1.1 that when · n is the p-norm, we can use · 2 p as a smooth potential function. The generalized Moreau envelope M µ,g f subsumes this case, by picking g(x) = f (x) = 1 2 x 2 p . In addition, the generalized Moreau envelope enables us to improve the upper bound by appropriate choice of g, as the above remarks illustrates.
In Section 2, we stated and proved the finite-sample error bound for Algo. (1) in its general form (Theorem 2.1), studied its behavior under different choices of step sizes (Corollaries 2.1 and 2.2), and elaborated how to choose the function g(x) used in the Moreau envelope to optimize the constants in the bound (4) (Remark 2.2). In the next section, we present how the convergence results in this section apply in the context of Reinforcement Learning.
Applications in Reinforcement Learning
We study the infinite-horizon discounted (with discount factor β ∈ (0,1)) Markov decision problem M = {S ,A ,P ,R,β}. Here, S is the finite state space (with |S | = n), A is the finite action space (with |A | = m), P = {P a ∈ R n×n | a ∈ A } is the set of unknown transition probability matrices, and R : S × A → R is the reward function. We assume max (s,a) R(s, a) < ∞, and denote r max = max(1 + β, max (s,a) R(s, a)); see [28] for more details.
The goal in reinforcement learning is to find a policy π * (aka the optimal policy) that maximizes the expected total reward. Specifically, the value function of a policy π is defined as
where r k := R(S k , A k ), and A k ∼ π(·|S k ) for all k ≥ 0. We want to find π * so that V * (s) := V π * (s) ≥ V π (s) for all π and s. It is well know that V π satisfies the following Bellman's equation:
where a ∼ π(·|s), and s ′ represents the successor state. It is also useful to define the optimal state-action value function Q * : S × A → R as
where A k is sampled from the optimal policy π * (·|S k ) for all k ≥ 1. It can be shown that Q * verifies another Bellman's equation:
Moreover, we have π * (s) ∈ argmax a∈A Q * (s, a). See [4] for more details.
The convergence of many classical algorithms for solving the RL problem such as TD-Learning and Q-Learning relies on the stochastic approximation under contraction assumption [4] . Therefore, our result is a broad tool to establish the finite-sample error bound of various RL algorithms. We next present two case studies, one is the V-trace algorithm [15] for solving the off-policy policy evaluation problem, and the other is the tabular Q-Learning algorithm [36] .
Finite-Sample Analysis of the V-trace Algorithm
One popular approach for finding π * is through the following iteration: first initialize some policy π 0 , estimate its value function V π 0 , then update the policy to π 1 with some strategy, and repeat until π k closely represents π * . In such method, an intermediate step is to estimate V π for a given policy π, which is called the policy evaluation problem [28] .
Since we do not have access to the system parameters P , a popular method for solving the policy evaluation problem is the TD-Learning [31] , where one tries to estimate V π using the samples collected from the system. In the off-policy TD-Learning algorithms [28] , one uses trajectories generated by a behavior policy π ′ = π to learn the value function of the target policy π. Off-policy method has an advantage that one set of samples can be used more than once to evaluate different target policies, which improves the sample efficiency. However, since bias naturally appear due to π ′ = π, the behavior of the off-policy method is more difficult to analyze. Though one can incorporate off-policy TD-learning with importance sampling to obtain unbiased estimate of V π , the variance in the estimate can blow up since the importance sampling ratio can be very large [17] .
Recently, [15] proposed an off-policy TD-Learning algorithm called the V-trace, where they introduced two truncation levels in the algorithm to control the bias and the variance in the estimate. Here we consider a synchronous version of the V-trace algorithm. Let π ′ be a behavior policy used to generate sample trajectories, and let π be the target policy whose value function is to be estimated. We first initialize V 0 ∈ R |S | . Given a fixed horizon T > 0, at each time step k ≥ 0, for each state s ∈ S , a trajectory {S 0 , A 0 ,..., S T , A T } with initial state S 0 = s is generated using the behavior policy π ′ . Then, the corresponding entry of the estimate V k is iteratively updated according to
where
are truncated importance sampling weights with truncation levelsρ ≥c. Here we use the convention that c t = ρ t = 1, and r t = 0 whenever t < 0. In the special case where the behavior policy π ′ and the target policy π coincide, andc ≥ 1, Algo. (12) boils down to the on-policy multi-step TD-Learning update [28] . To simplify the notation, we denote c a,b = b t=a c t in the following. The asymptotic convergence of Algo. (12) with T = ∞ has been established in [15] using the convergence results of stochastic approximation under contraction assumptions [4, 21] . Similarly, when T < ∞, Algo. (12) admits the following properties (See [15] or Appendix F for more details):
(a) Algo. (12) can be rewritten (in the vector form) as
Here E π ′ [ · ] indicates that the actions are selected according to the behavior policy π ′ .
(c) H has the unique fixed point V πρ , where πρ(a|s) = min(ρπ ′ (a|s),π(a|s)) b∈A min(ρπ ′ (b|s),π(b|s)) , ∀ (s, a).
Observe that whenρ ≥ ρ max := max (s,a) π(a|s)/π ′ (a|s) , we have πρ = π, otherwise the policy πρ is in some sense between the behavior policy π ′ and the target policy π.
(d) The noise sequence {w k } verifies Assumption 2.2 with · n = · ∞ and
Since Assumptions 2.1 and 2.2 are satisfied for Algo. (12) , let us now use Theorem 2.1 to establish a finite-sample error bound of {V k } and study its dependence on the two truncation levelsc,ρ, and the horizon T. Observe that · c = · n = · ∞ in this problem, the result in Remark 2.2 is applicable. For ease of exposition, here we only consider the O(1/k) step sizes, and pick the parameters to ensure that we fall in the third case of Corollary 2.2, which has the best convergence rate. The finite-sample error bound for other cases can be derived similarly.
Theorem 3.1. Consider iterates {V k } updated according to Algo. (12) . Suppose that there exists ζ ∈ (0,1) such that E π ′ [ρ 0 | S 0 = s] ≥ ζ for all s ∈ S , and ǫ k = ǫ/(k + K) with
Then we have for all k ≥ 0:
(See Appendix G for the proof)
To better understand the how the parametersc,ρ, and T affect the convergence rate. Suppose we want to find the number of iterations we need so that in expectation the distance between x k and x * is less than δ, i.e., k δ = min k ≥ 0 : E x k − x * 2 ∞ ≤ δ . Using Eq. (15) and we have
We first note that the dimension dependence of k δ is only log|S |. The parametersc,ρ, and T, impact the convergence rate through A and γ. Though γ is a decreasing function ofc,ρ, and T (see Eq. (13)), under the assumption that E π ′ [ρ 0 | S 0 = s] ≥ ζ for all s ∈ S , we have by Eq. (13) that the term 1/(1 − γ 2 ) 3 can be bounded above by 1/[(1 − β) 3 ζ 3 ] . Therefore, the main impact comes through A(c,ρ, T) given in (14) . In all cases of Eq. (14),ρ appears quadratically in A(c,ρ, T). The impact ofc and T is more subtle. In the case where βc < 1, A(c,ρ, T) is independent of the horizon T. However, when βc = 1 or βc > 1, A(c,ρ, T) increase either linearly or exponentially in terms of T, which suggests thatc < 1/β is a better choice. Such a smallc can lead to the contraction factor γ being close to unity (See Eq. (13) ), which increases the error. However, since A does not depend on T whenc < 1/β, this drawback can be avoided by increasing the horizon T which decreases the contraction parameter γ, albeit at the cost of more samples in each iterate.
Though we have analyzed the convergence rate of V k , the limiting value function V πρ is not the value function of the target policy π, and thus there is a bias in the estimate. To make V πρ = V π , we needρ ≥ ρ max . In the tabular case, when the behavior policy has enough exploration, i.e., π ′ (s|a) > 0 for all state-action pairs (s, a), ρ max is guaranteed to be finite. However, when the state-action space is infinite, and when we use V-trace algorithm along with function approximation, ρ max can be infinity, and studying such a scenario is one of our future directions.
Finite-Sample Analysis of Q-Learning
In this sub-section, we use our convergence results from Section 2 to improve the existing bound on Q-Learning. Recall that the optimal policy π * can be computed using the optimal Q-function Q * . For finding Q * , consider the following Q-Learning algorithm (in the synchronous case) of [36] : first initialize Q 0 ∈ R |S |×|A | , then at each time step, sample from each state-action pair (s, a) its successor state s ′ , and update the estimate Q k of Q * according to ∀ (s, a) .
The Q-Learning algorithm has the following properties (See Appendix H for more details):
(a) Algo. (16) can be rewritten (in vector form) as
The mapping H is a β-contraction with respect to · ∞ with unique fixed point Q * .
(c) {w k } satisfies Assumption 2.2 with · n = · ∞ and A = 8r 2 max .
Therefore, Assumptions 2.1 and 2.2 are satisfied and Theorem 2.1 is applicable. To compare our result with existing literature [2, 34] , we will apply Corollary 2.1 and Corollary 2.2 case 3 (which gives the optimal asymptotic rate) to obtain the finite-sample error bound for Q-Learning using constant step size and diminishing step sizes respectively. Theorem 3.2. Consider iterates {Q k } updated according to Algo. (16) . Suppose that
.
(See Appendix I for the proof) Theorem 3.2 agrees with [2] (Theorem 2.1) in that the iterates {Q k } converges exponentially fast to a ball centered at Q * with radius proportional to the step size ǫ. However, with our approach, we get the dimensional dependence that scales as log(|S ||A |). We next consider using diminishing step sizes. Theorem 3.3. Consider iterates {Q k } generated by Algo. (16) . Suppose that ǫ k = ǫ/(k + K) with
(See Appendix J for the proof)
The error bound in Theorem 3.3 is similar to Corollary 3 of [34] where the dimension dependence appears as log(|S ||A |) in the bound and the rate of convergence is 1/k.
Conclusion
We propose a general approach to derive finite-sample bounds for Stochastic Approximation algorithms, when the fixed point operator is contractive with respect a general norm. Our bounds rely on a generalized Moreau envelope construction that involves the infimal convolution with respect to the square of some arbitrary norm. The choice of the norm is flexible as long as its square is smooth. By carefully choosing this norm based on the application, we are able to show that our approach provides bounds that only scale logarithmically in the dimension of the ambient state space for Q-Learning, thus significantly improving existing polynomial bounds for the same. Furthermore, our bounds provide the first finite-sample analysis for the popular off-policy Reinforcement Learning V-trace algorithm, and thus provides analytically justified design rules for parameter selection.
Taking expectation conditioned on F k , we have
C Supermartingale Convergence Theorem
We first state Proposition 4.2 in [4] .
Proposition C.1. (Supermartingale Convergence Theorem) Let Y k , X k , and Z k , k = 0,1,2,..., be three sequences of random variables and let F k , k = 0,1,2,..., be sets of random variables such that F k ⊂ F k+1 for all k. Suppose that:
(a) The random variables Y k , X k , and Z k are non-negative, and are functions of the random variables in F k .
(c) There holds ∞ t=0 Z k < ∞. Then, we have ∞ k=0 X k < ∞, and the sequence Y k converges to a nonnegative random variable Y , with probability 1.
In Eq. (9) of Lemma 2.1:
We see that all requirements of Proposition C.1 are satisfied and hence we have M 
D Proof of Corollary 2.1
We begin with Eq. (4)
The result then follows from the previous two observations.
E Proof of Corollary 2.2
We now evaluate T 1 and T 2 for different values of ξ and ǫ.
E.1 The term T 1
Using the expression for ǫ k , we have
Since the relation b+1 a h(x)dx ≤ b n=a h(n) ≤ b a−1 h(x)dx holds for any non-increasing function h(x), we have
E.2 The term T 2

E.2.1 When ξ = 1
Using the expression of ǫ k , we have
where the last line follows from
We next bound the quantity
(1) When ǫ ∈ (0,1/α 2 ), we have
(2) When ǫ = 1/α 2 , we have
(3) When ǫ ∈ (1/α 2 ,2/α 2 ), we have
(4) When ǫ = 2/α 2 , we have
Using the definition of K and the relation that (1 + 1/x) x < e for all x > 0, we have
Combine the above five cases together and we have when ξ = 1:
E.2.2 When
The approach in the previous section does not work in this case since the integral we used to bound the sum does not admit a clean analytical expression. Here we present one way to evaluate T 2 based on induction.
Consider the sequence {u k } k≥0 defined as
It can be easily verified that
We next use induction on u k to show that when k ≥ max(0,[2ξ/(α 2 ǫ)] 1/(1−ξ) − K), we have
Since u 0 = 0 ≤ 2ǫ α 2 1 K ξ , we have the base case. Now suppose
where the last line follows from K ≥ [2ξ/(α 2 ǫ)] 1/(1−ξ) . The induction is now complete, and we have for all k ≥ 0:
Finally, combine the results in Sections E. [13] , instead of finite time bounds for all k ≥ 0, we can obtain a similar result by tightening our analysis. To see this, note than for k large enough, since ǫ 2 k = o(ǫ k ), the (1 − 2α 2 ǫ k + α 3 ǫ 2 k ) term in Eq. (19) can essentially be bounded by (1 − 2α 2 ǫ k ). Solving the resulting recursion, we get the additional factor of 2.
F The V-trace algorithm
We begin by rewriting Algo. (12) in the following way:
We next show that H is a contraction with respect to · ∞ , V πρ is the unique fixed point of H, and {w k } verifies Assumption 2.2 with · n = · ∞ and A given in (14) .
F.1 H being a contraction
We begin by rewriting the operator H in the following way:
For any V 1 ,V 2 : R |S | → R and s ∈ S , we have
Sinceρ ≥c, we have ρ t ≥ c t for all t. Therefore,
It follows from the Markov property that
Plug in the previous result into Eq. (20) and we have
Switching the role of V 1 and V 2 and we have by symmetry that
To show that H is a contraction with respect to · ∞ , it remains to show that γ ∈ [0,1) for all s ∈ S . Observe from Eq. (21) that γ ≥ 0, we next show that γ < 1:
Under the assumption that min s∈S E π ′ [ρ 0 | S 0 = s] ≥ ζ for some ζ ∈ (0,1), we further have
Therefore, H is a γ-contraction with respect to · ∞ .
F.2 V πρ is the unique fixed point of H
It is enough to show that V πρ is a fixed point of H, the uniqueness part follows from the Banach fixed point theorem [12] . Since for any t ∈ [0, T]:
E π ′ ρ t r t + βV πρ (S t+1 ) − V πρ (S t ) S t = a∈A π ′ (a|S t ) min ρ, π(a|S t ) π ′ (a|S t ) R(S t , a) + β 
F.3 {w k } verifying Assumption 2.2
In the setting of Algo. (12) , F k contains all the information in the first (k − 1) sets of trajectories. Since the k-th set of trajectories are generated independent of the previous ones, conditioning on F k simply means that V k is given. Therefore, by definition of {w k }, we have
Moreover, we have for all s ∈ S :
(1 − βc) 2 , βc < 1, 32ρ 2 r 2 max (T + 1) 2 , βc = 1, 32ρ 2 r 2 max (βc) 2T+2 (βc − 1) 2 , βc > 1.
G Proof of Theorem 3.1
Using the result in Remark 2.2, let g(x) = 1 2 x 2 p with p = 4 log |S | and µ = (1−γ 2 )/3, we have in this problem
Using Theorem 2.1, with ǫ k = ǫ/(k + K), we have that
Now, using the same proof that we use to go from Theorem 2.1 to Corollary 2.2 with α 1 to α 4 replaced byᾱ 1 toᾱ 4 , we have when ξ = 1, ǫ = 2/ᾱ 2 , and K = ǫᾱ 3 /ᾱ 2 (the third case of Corollary 2.2): 3 .
Therefore, we have for all k ≥ 0:
H Q-Learning
We begin with the update of synchronous Q-Learning: Hence H is a β-contraction with respect to · ∞ . The fact that Q * is the unique fixed point of H follows from Bellman's equation for Q * and the Banach fixed point theorem. For the noise {w k }, due to the Markov property we have E [w k | F k ] = 0, where F k contains all the information up to the k-th iteration. Moreover, since |w k (s, a)| ≤ 2r max + 2β Q k ∞ ≤ 2r max (1 + Q k ∞ ), (r max ≥ 1)
we have E w k 2 ∞ | F k ≤ 8r 2 max (1 + Q k 2 ∞ ).
