ABSTRACT. For an abelian group G and an integer t > 0, the modified Erdős-GinzburgZiv constant s ′ t (G) is the smallest integer ℓ such that any zero-sum sequence of length at least ℓ with elements in G contains a zero-sum subsequence (not necessarily consecutive) of length t. We compute bounds for s ′ t (G) for G = (Z/nZ) 2 and G = (Z/n 1 Z × Z/n 2 Z). We also compute bounds for G = (Z/pZ) d where the subsequence can be any length in {p, . . . , (d − 1)p}. Lastly, we investigate the Erdős-Ginzburg-Ziv constant for G = (Z/nZ) 2 and subsequences of length tn.
INTRODUCTION
In 1961, Erdős, Ginzburg, and Ziv proved the following theorem. Theorem 1.1 (Erdős-Ginzburg-Ziv [4] ). Any sequence of length 2n − 1 in Z/nZ contains a zero-sum subsequence of length n.
Many different proofs of this theorem have been given since the original in 1961.
Perhaps the simplest proof makes use of the Chevalley-Warning theorem. Here, we don't require the subsequence to be consecutive, and a sequence is zero-sum if its elements sum to zero. This theorem has inspired many follow-up questions on zero-sum sequences.
For the general case we consider the following problem: Let G be an abelian group and let L ⊆ N. Then s L (G) is defined to be the minimal ℓ such that any sequence of length ℓ with elements in G contains a zero-sum subsequence whose length is in L. When L = exp(G), this is the Erdős-Ginzburg-Ziv constant.
In this paper we will also study the modified Erdős-Ginzburg-Ziv constant s ′ L (G) defined as the smallest ℓ such that any zero-sum sequence of length at least ℓ with elements in G contains a zero-sum subsequence whose length is in L. When L = {t} is a singleton set, we ignore the bracket notation. Note that one may also study the problem for subsets G 0 ⊆ G. However, in this paper we will always consider the modified or unmodified constant of the entire group G. In 2019, Berger and Wang determined modified EGZ constants in the finite cyclic case and some extensions. In particular they prove: 2 ) = 4n − ℓ + 1 where ℓ is the smallest integer such that ℓ ≥ 4 and ℓ ∤ n.
They also state the following problem:
2 ) for t > 1.
Our first two results provide partial answers for Problem 1. 
where k is the smallest integer such that k ≥ 3 and gcd(n, k) = 1. Note that when n = p is prime, the upper and lower bounds match and we obtain Theorem 1.4.
In 2006, Halter-Koch and Geroldinger obtained the following result.
is given by
We investigate the problem of computing the modified constant for this group first posed in [3] .
We give bounds for this case. We split it up into two theorems. In Theorem 1.7, we provide upper and lower bounds when t = 1. For t > 1, we are able to prove the following upper bound for the modified EGZ constant. Theorem 1.7. The modified EGZ constant of (Z/n 1 Z × Z/n 2 Z), where n 1 | n 2 , satisfies the bounds
where ℓ is the smallest integer such that ℓ ≥ 4 and ℓ ∤ n 2 . Theorem 1.8. Let ℓ be the smallest integer such that ℓ ≥ 4 and ℓ ∤ n 1 , n 2 . Let t ≥ 1 and
Lastly, we investigate the (unmodified) EGZ constant of (Z/nZ) 2 . In 1983, Kemnitz [7] conjectured that s n ((Z/nZ)) 2 = 4n − 3. In 1993, Alon and Dubiner [1] proved that s n ((Z/nZ) 2 ≤ 6n − 5 and showed s p ((Z/pZ) 2 ) ≤ 5p − 2 for sufficiently large primes p. In 2000, Róyai [10] 
We consider the EGZ constant when L = {nt}, t ≥ 1, i.e., the minimal ℓ such that any sequence of length ℓ contains a zero-sum subsequence of length 2n or 3n, etc. Theorem 1.10. If t ≥ 2 and n = p is prime, then we have
Corollary 1.11. Let t ≥ 2 and write n = pm. We have
Note if n = p = 3 is prime, then m = 1 and we recover Theorem 1.10.
2. PROOFS OF THEOREMS 1.5 AND 1.4
In this section we give the proof of Theorem 1.5. As in [3] , if J is a sequence of elements of (Z/nZ) 2 , we use (k | J) to denote the number of zero-sum subsequences of J of size k. The proof closely follows the ideas presented in [3] .
2 of length (t + 2)n − k which contains no zero-sum subsequences of length nt.
Proof. Consider a sequence of the form
where a denotes the number of (0, 0)'s, etc. It suffices to show that there is no zerosum subsequence of any length among the nonzero elements, otherwise we could add copies of (0, 0) until we have a zero-sum subsequence of length nt. Indeed the sum of the nonzero elements is (n − 1, n − 1) and there are at most n − 1 nonzero elements with value 1 being summed in each coordinate, so there is no zero-sum subsequence modulo n. Note also that since k ≥ 3, b, c ≤ n − 1 and d ≤ n − 4, we cannot form a zero-sum subsequence using copies of only one basis element. We claim there exists (r, s) ∈ (Z/nZ) 2 such that adding (r, s) to each term of the above sequence will result in a zero-sum sequence. Note that adding (r, s) to each term does not change the fact that there is no zero-sum subsequence of length nt. Indeed, we only need to satisfy the divisibilty relations
We can solve for (r, s) since gcd(n, k) = 1.
Proposition 2.2. There exists a zero-sum sequence in (Z/3Z)
2 of length (3t + 2) which contains no zero-sum subsequence of length 3t.
There is clearly no zero-sum subsequence of length 3t. We claim there exists (r, s) ∈ (Z/nZ) 2 such that adding (r, s) to each term of the above sequence will result in a zero-sum sequence. It is easy to check that (2, 2) works. Proposition 2.2 provides the lower bound for the p = 3 case of Theorem 1.4. Proposition 2.1 provides the lower bound for both Theorem 1.4 and Theorem 1.5, by noting that when n = p is prime, k = 3.
Proof. We induct on t. Note that when t = 2, we have 3(t + 1) = 9 = 4(3) − 3. By Theorem 1.9, we can remove a zero-sum subsequence of length 3, leaving us with 6 elements. Since the original sequence of length 9 was zero-sum, the remaining 6 elements are zero-sum, so we have found our zero-sum subsequence of length 3t. Now suppose the statement is true for all positive integers at most t ≥ 2. Consider a zero-sum sequence of length 3((t + 1) + 1). We have 3((t + 1) + 1) ≥ 4(3) − 3, since t ≥ 1. So we remove a zero-sum subsequence of length 3. This leaves a zerosum sequence with 3(t + 1) elements. By the induction hypothesis, this has a zero-sum subsequence of length 3t. Combining this subsequence with the zero-sum subsequence of length 3 we removed yields a zero-sum subsequence of length 3(t+1), as desired.
Note that in general the modified EGZ constant is bounded above by the EGZ constant. If any sequence of some length has a zero-sum subsequence, then surely any zero-sum sequence of that same length will have a zero-sum subsequence. Theorem 1.10 and Corollary 1.11 provide the upper bounds to finish the proofs of Theorems 1.4 and 1.5. Note in the case p = 3, the value of the upper bound provided by Theorem 1.10 is exactly one more than the length in Proposition 2.3. Now we prove an analogue of a key lemma from [3] . Proof. By Lemma 2.4, (n | J) > 0. If (n | J) = 1, then the complement sequence of length 2n is zero-sum since J is zero-sum. Otherwise (n | J) ≥ 2, in which case we can pick 2 of the zero-sum subsequences of length n and combine them to obtain a zero-sum subsequence of length 2n.
Now we generalize Proposition 2.5 for all t ≥ 2.
Corollary 2.6. If J is a zero-sum sequence of length (t + 1)n in (Z/nZ) 2 and t ≥ 2, then (tn | J) > 0.
Proof. The t = 2 case is Proposition 2.5. Assume t ≥ 3. Then (t + 1)n > 4n − 3. By Theorem 1.9, we can remove zero-sum subsequences of length n until there are exactly 3n remaining. This gives us t − 2 zero-sum subsequences of length n. Since J is zero-sum, the 3n remaining elements are zero-sum. Hence by Proposition 2.5, there is a zero-sum subsequence of length 2n. Combining this with the t − 2 zero-sum subsequences of length n gives a zero-sum subsequence of length nt.
3. PROOF OF THEOREMS 1.7 AND 1.8 Proposition 3.1. Let ℓ be the smallest positive integer greater than or equal to 4 such that ℓ ∤ n 1 . If J is a zero-sum sequence in G = (Z/n 1 Z × Z/n 2 Z) with n 1 | n 2 and J has length at least 2n 1 + 2n 2 − ℓ + 1, then (n 2 | J) > 0.
Proof. Assume n 1 = n 2 , otherwise this is just the (Z/nZ) 2 case. We proceed by strong induction on the exponent of the group. Note that exp(G) = n 2 in this case. Let d be a divisor of n 1 such that d | n 1 , d < n 2 and write n 1 = dm 1 and n 2 = dm 2 . Note that H = (Z/m 1 Z × Z/m 2 Z) is a subgroup of G. When exp(G) = 2, the claim is clearly true. Suppose the claim is true for all exp(G) < n 2 . First consider a zero-sum sequence of length 2n 1 + 2n 2 − d. Note that 2n 1 + 2n 2 − d ≥ 4d ≥ 4d − 3, so by Theorem 1.3 we can remove subsequences of length d with sum 0 (mod d) until there are exactly 3d remaining. Then by Lemma 2.4, we can break off another d elements to obtain 2m 1 + 2m 2 − 3 blocks of size d, with sums dx 1 , . . . , dx 2m 1 +2m 2 −3 , for some x i . By the induction hypothesis, since
some m 2 of the x i must sum to 0 in (Z/m 1 Z × Z/m 2 Z). Combining the corresponding blocks gives a subsequence of length n 2 whose sum is zero in (Z/n 1 Z × Z/n 2 Z). Now note that since ℓ is the least integer such that ℓ ∤ n 1 , we have ℓ − 1 | n 1 . Since n 1 | n 2 , we also have ℓ − 1 | n 2 . Letting d = ℓ − 1 finishes the proof. Now we will show that if |J| were any smaller, there couldn't be a zero-sum subsequence of length n 2 . Proof. Let g := gcd(ℓ, n 2 ). Consider a sequence of the form
It is easy to verify that this does not contain a zero-sum subsequence of length n 2 . We claim there exists (r, s) ∈ (Z/n 1 Z × Z/n 2 Z) such that adding (r, s) to each term will result in a zero-sum sequence. Note again that adding (r, s) to each element won't change the fact that there is no zero-sum subsequence of length n 2 . Since ℓ ∤ n 2 , g ≤ ℓ/2. Therefore a ≤ n 2 − ℓ/2 ≤ n 2 − 2, and g ≥ 1, so b ≤ n 2 − 1. To find (r, s) we need only to satisfy the divisibility relations
By the definition of g, we can find solutions (r, s) to make the sequence zero-sum.
Proof. We proceed by induction on t. Note the base case t = 1 is given by Proposition 3.1. Now suppose the statement is true for positive integers less than t > 1. Then J contains a zero-sum sequence of length (t − 1)n 2 . Remove this sequence from J. Then J has 2n 1 + 2n 2 − ℓ + 1 elements remaining, which sum to zero since J was zerosum. This reduces to the base case, so J contains a zero-sum subsequence of length n 2 . Combining this with the (t − 1)n 2 length sequence gives a zero-sum subsequence of length n 2 t. Proof. Consider the following sequence:
We clearly cannot make a sequence of tn (0, 0)'s. It suffices to verify that there does not exist a zero-sum subsequence of any length among the nonzero elements. Otherwise, we could just add enough (0, 0)'s to get a zero-sum subsequence of length tn. Suppose we use i (1, 0)'s, and j (0, 1)'s, where 0 ≤ i, j ≤ n − 1. In order for the subsequence to be zero-sum, necessarily we would need i ≡ 0 (mod n) and j ≡ 0 (mod n).
Since 0 ≤ i, j ≤ n − 1, the only solution is i = j = 0. Hence there is no zero-sum subsequence.
This gives the lower bound in both Theorem 1.10 and Corollary 1.11. To prove Theorem 1.10, we will need the following preliminary lemma. 
To prove the proposition, we use the following classical theorem. 
Then Z ≡ 0 mod p. Now we will prove Proposition 5.1.
Proof. Let J = {(a n , b n , c n ) : 1 ≤ n ≤ 4p − 4}. Consider the following polynomials over F p [t 1 , . . . , t 4p−3 ]:
We partition the solutions according to (x 1 , . . . , x 4p−4 , 0) and (x 1 , . . . , x 4p−4 , nonzero). First we consider solutions of the form (x 1 , . . . , x 4p−4 , 0). Let I = {1 ≤ i ≤ 4p − 4 : x i = 0}. Note that x p−1 = 1 if x is nonzero and x p−1 = 0 if x = 0. Then since P 1 (x) = . . . P 4 (x) = 0, we have
Therefore, |I| ≡ 0 mod p and, since 0 < |I| ≤ 4p − 4, we have |I| = p, 2p, or 3p. Note that this set of solutions contains the zero solution, so the total number of solutions where x 4p−3 = 0 is
Now we consider the set of solutions of the form (x 1 , . . . , x 4p−4 , nonzero). In this case, define I the same way and since P 1 (x) = · · · = P 4 (x) = 0, we have 
OPEN PROBLEMS
In 1973, Harborth [6] considered the problem of computing s n (Z/nZ) d for higher dimensions. In particular, he proved the following bounds.
Theorem 6.1 (Harborth, [6] ). We have
In general the lower bound is not tight, but Harborth showed we have equality for n = 2 k .
In 2019, this was improved by Naslund resulting in the following bounds.
Theorem 6.2 (Naslund, [9] ).
where J(p) is a constant satisfying 0.8414 < J(p) < 0.91837.
In 2019, Berger and Wang made the following conjecture. 
where ℓ is the smallest integer such that ℓ ≥ 2 d and ℓ ∤ n.
We make the following conjecture. where ℓ is the smallest integer such that ℓ ≥ 2 d and ℓ ∤ n.
We also have not determined the EGZ constant s nt ((Z/nZ) 2 ) for non-prime n.
