In this paper, we discuss the prediction of k-records from the future sequence based on observed current records of either kind upper or lower, record coverage and k-records from the same distribution. It is shown that the coverage probability of all proposed prediction intervals are distribution-free. Exact and explicit expressions for the prediction coefficient of these intervals are obtained. The existence and optimality of these intervals are discussed. At the end, a numerical example is given for illustrating and comparing the proposed procedure.
Introduction
Let {X i , i 1} be a sequence of independent and identically distributed (iid) random variables with an absolutely continuous cumulative distribution function (cdf) F(x) and probability density function (pdf) f (x). An observation X j is called an upper record if its value exceeds all previous observations, i.e., X j is an upper record if X j > X i for every i < j. An analogous definition can be given for lower records. Interested readers may refer to the book by Arnold et al. [5] and the references contained therein. Upper k-record process is defined in terms of the k-th largest X yet seen. For a formal definition, in the continuous case, we follow Arnold et al. [5] (p. 43). Let T 0,k = k, R 0,k = X 1:k and for n 1, let T n,k = min{ j : j > T n−1,k , X j > X T n−1,k −k+1:T n−1,k }, where X i:m denotes the i-th order statistic in a sample of size m. The sequence of upper k-records is then defined by R n,k = X T n,k −k+1:T n,k for n 0. An analogous definition can be given for lower k-records as well. Let us denote the pdf of R i,k by f i,k (t), then for i 0,
whereF(t) = 1 − F(t) is the survival function of X . Several applications of k-records can be found in the literature, for instance, see the examples cited in Kamps [10] . Current records are another type of record data which was introduced by Houchens [9] . Consider the largest and the smallest observations, respectively, at the time when a new record of either kind (upper or lower) occurs. In the literature, they are called the n-th upper current record and the n-th lower current record, respectively, of the X n sequence when the n-th record of any kind (either an upper or lower) is observed. In this paper, we denote them by R l n and R s n , respectively (R s 0 = R l 0 = X 1 ). For n 1, the interval (R s n , R l n ) will be called the record coverage. The marginal density of R l i is given by (see Arnold et al. [5] , p. 276)
for convenience in notation, we suppose the empty sum to be 0, i.e., ∑ The problem of prediction of future records based on observed record data has been extensively studied by several statisticians in parametric and nonparametric setup. Among others are Ahsanullah [3] , Dunsmore [8] , Awad and Raqab [7] , AL-Hussaini et al. [4] , Malinowska and Szynal [11] , Raqab [12] and Asgharzadeh and Valiollahi [6] . Recently, Ahmadi and Balakrishnan [1] considered the problem of predicting order statistics (record values) based on record values (order statistics) and obtained several nonparametric prediction intervals. Ahmadi and Balakrishnan [2] obtained prediction intervals for order statistics of future sample based on current records. Here, we consider two sample prediction intervals and intend to construct prediction intervals for k-records (upper and lower) from the future sequence based on observed record coverage, current records of either kind upper or lower from the same distribution. There are presented in Section 2. Also, prediction intervals based on k-records are given in Section 3. Finally, a numerical example is given in Section 4 for illustrating and comparing the proposed procedure.
Prediction based on current records
In this section, we consider three cases and discuss how one can construct prediction intervals for k-record based on current records. In what follows, let {X i , i 1} be a sequence of iid continuous random variables with cdf F(x) and pdf f (x), also denote the corresponding i-th and j-th lower and upper current records by R s i and R l j , respectively. Independently of the X i -sequence, let {Y i , i 1} be a sequence of iid continuous random variables from the same distribution and denote the corresponding m-th k-record by R Y m,k (m 0, k 1).
PIs based on record coverage
Here, we show that (R s i , R l i ), is a two-sided prediction interval for R Y m,k , whose coverage probability is free of F and is given by
where
in fact F NB (m, n, p) is the cdf of Negative binomial with parameters n and p. Also, C (s) is the
Proof for (2.1): From the definition of current records, R s i is smaller than R l i for i 1 with probability one, then we have
By using the expressions in (1.1) and (1.2), and apply the same argument given in the proof of Lemma 1 of Ahmadi and Balakrishnan [2] , we obtain an exact expression for ϕ 1 (i, m, k) which is stated in the following.
where 
Also an explicit form of C (s) is given by
where r 0 = 0 and r s = .
Similarly for the second term in (2.3), we have
(2.6) So, first, using (2.5) and (2.4) we find an explicit expression for ϕ 1 (i, m, k), then upon substituting the resulting expression (2.6) and (2.4) into (2.3), the required result follows. 2
Thus, the i-th record coverage (R s i , R l i ), i 1, is a two-sided prediction interval for R Y m,k , m 0, the m-th upper k-record from the future Y -sequence, whose coverage probability is free of F and is given by (2.1). Table 1 presents some numerical values of α 1 (i; m, k) for i = 1 up to 10, k = 1, 2, 3, 5, and some selected values of m. From this table, we observe that for fixed m and k, the prediction coefficient α 1 (i; m, k) increases as i increases and for fixed i and k, decreases as m increases.
Optimal prediction interval
For a given α 0 the two-sided prediction interval (R s i , R l i ), i 1, exists if and only if α 1 (i, m, k) α 0 . For choosing the optimal interval, if k and m and the desired prediction level α 0 are specified, we have to start with i from 1 and gradually increase it until α 1 (i, m, k) exceeds α 0 , resulting in an optimal i opt = g 1 (k, m). With this in mind, we obtain i opt for m = 2, ..., 10, k = 1, ..., 5 and α 0 = 0.90. These are presented in Table 2 . From Table 2 , we observe that i opt = g 1 (k, m) is a decreasing function with respect to k and increasing function with respect to m.
PIs based on upper current records
Let R l n be the n-th upper current record from the X -sequence. In this section, we show that
The problem is to obtain the probability of the event
It may be noted that R l n (for n 0) is a continuous random variable, and for i < j, R l i R l j with probability one, and moreover R Y m,k and (R l i , R l j ) are independent. Then, using (2.6) we find that
Thus, we have a prediction interval (R l i , R l j ), j > i 0, for R m,k , k 1, whose prediction coefficient given by (2.7), is free of F. From (2.7), it is obvious that for fixed m and k, the prediction coefficient α 2 (i, j; m, k) is decreasing in i and increasing in j, as we would expect.
If we are interested in finding a one-sided prediction interval of the form (R l i , +∞) or (−∞, R l j ) for future upper k-records, the coverage probabilities of these intervals can be easily obtained from (2.7). For example, the prediction coefficient of the interval (R l i , +∞) is
Existence
For a given α 0 , m and k, the two-sided prediction interval exists if and only if, for a large n,
But, since the prediction coefficient α 2 (i, j; m, k) is decreasing in i and increasing in j we have
Thus, for a given α 0 , m and k, the two sided prediction interval exists if and only if max i, j α 2 (i, j; m, k) α 0 , which means that we can construct a prediction interval for R m,k with a coverage probability of at least α 0 by using upper record values if
(2.9)
Ahmadi and Balakrishnan [1] , found the same result on the basis of ordinary upper records. Table 3 contains the numerical values of α 2 (i, j; m, k) for some choice of m and k. This table shows that if m and k and desired α 0 are specified, we can choose i and j so that α 2 (i, j; m, k) exceeds α 0 . For example if we want to construct a prediction interval for R Y 5,2 with coverage probability at least α 0 = 0.80, it suffices to select i = 0 and j = 10. Thus (R l i , R l j ) is a 100α 2 % prediction interval for R Y m,k , the m-th k-record from a future sample, where α 2 (i, j; m, k) given by (2.7).
Optimal prediction interval
In the previous subsection we proved that, for a given α 0 , m and k the prediction interval,
α 0 . Now, we obtain an optimal prediction interval for R Y m,k , based on the observed current records from X -sequence. Let α 0 , m and k be fixed, we have to find i opt and j opt such that the expected width of the prediction interval, (R i opt , R j opt ), be less than any prediction interval, (R i , R j ). It should be noted that the expected width and the coefficient of the prediction interval are decreasing in i and increasing in j. With this in mind, the steps of the algorithm for finding the optimal prediction interval can be expressed as:
(1) For a given α 0 , m and k, set i = i 0 = 0 and j = i 0 + 1. (2) Gradually increase j until α 2 (i 0 , j; m, k) becomes greater than or equal to α 0 . (3) Calculate the expected width of the prediction interval resulting from step 2. (4) Set i = i 0 + 1, and start with j = i 0 + 2 and follow the above procedure.
By the above procedure, we can find all the pairs of (i, j) such that α 2 (i, j; m, k) is at least α 0 . With comparing the expected width of these intervals, we can find the optimal prediction interval with prediction coefficient at least α 0 . Since the prediction coefficient, α 2 (i, j; m, k), is distribution free, we calculate the expected width of (R i , R j ) for uniform distribution. From (1.2), we readily obtain
where U i stands for the i-th upper current record from U(0, 1) distribution.
For some selected values of α 0 , m and k, by employing the above algorithm, we obtained (i opt , j opt ), E i, j and α 2 (i opt , j opt ; m, k). These results are presented in Table 4 . From Table 4 , we observe that for k 2, in the most cases we have to start with i = 0 and gradually increase it until α 2 (i opt , j opt ; m, k) exceeds α 0 , resulting in optimal i opt and j opt .
PIs based on lower current records
In this Section we construct a prediction interval for R Y m,k based on R s i and R s j , j > i 0, the i-th and the j-th lower records, respectively. We suppose that the assumptions of the previous subSection hold. We recall that R s j R s i with probability one, and moreover R Y m,k and (R s j , R s i ) are independent. Then we readily find that
It is obvious that the prediction coefficient α 3 (i, j; m, k) is increasing in j and decreasing in i. Table 5 contains the numerical values of α 3 (i, j; m, k) for some choice of m and k. From Table 5 , we observe that lower current records are not suitable for constructing the prediction intervals for upper k−records, as we expected. It seems more applicable which we use lower current records for predicting lower k−records.
PIs based on upper r-records
In this section, we construct prediction intervals for upper k-record of future Y -sequence based on observed k-records from X -sequence. With this in mind for convenience of notations, let us denote the observed k-records for X -sequence by R n,r , n 0 (use subscript r instead of k) and consider the interval (R i,r , R j,r ), i < j, as a prediction interval for the m-th upper k-record from future Y -sequence. Since R i,r and R j,r are continuous random variables, and for i < j, R i,r R j,r , with probability one, and moreover R Y m,k and (R i,r , R j,r ) are independent, we have 
Hence by substituting (3.2) in (3.1), we find the prediction coefficient of the interval (R i,r , R j,r ), which is given by
where F NB (., ., .) is given by (2.2). It may noted that if k = r then α 4 (i, j; m, ,k), does not depend on k.
Notice that, for a given α 0 , m, r and k, the two sided prediction interval exists if and only if , for a large n,
From (3.3), this condition is equivalent to max
Thus, we can construct a prediction interval for R Y m,k based on observed r-records from Xsequence with a coverage probability of at least α 0 if the inequality (3.4) holds. We have obtained the numerical values of α 4 (i, j; m, r, k) for some selected choices of i, j, m, r, k. These are presented in Table 6 . From Table 6 , we observe that, for fixed r, m and k the prediction coefficient α 4 (i, j; m, r, k) is increasing in j and decreasing in i.
With following the procedure as described in Section 2, we can find the optimal prediction interval for R Y m,k based on the event (R i,r , R j,r ). For some selected values of m, k and r, we obtain the optimal prediction intervals and present them in Table 7 . In Table 7 ,
where U i,r stands for the i-th upper r-record from Uniform (0, 1) distribution.
Numerical example
For illustrating the proposed procedure in this paper, we use the data set in Arnold et al. [5] (pp. 49-50) which represent the record values of the average July temperatures (in degrees centigrade) of Neurenburg, Switzerland, during the period 1864-1993, the extracted current records and r-records, r = 1, 2, 3, 4, are given in Table 8 . Based on the data in Table 8 , we obtained prediction intervals for the future k-records with shortest length based on three record data set, namely, record coverage, upper current records and r-records.
These are presented in Table 9 . Using Table 9 , it is observed that when r = k and the three mentioned data set are available, the length of prediction intervals in terms of r-records are smaller than others. It is also observed that for a given α 0 , the optimal prediction interval for R m,k , based on record coverage has more width than the optimal prediction interval based on upper current records or upper r-records, which support our intuition. Published by Atlantis Press Copyright: the authors Table 3 . The values of α 2 (i, j; m, k) for k = 1, 2, 3 and some selected choices of i, j and m. Table 5 . Table 9 . Prediction intervals based on the data set in Table 8 . 
