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Introdution générale
Le terme ybernétique doit sa signiation atuelle au élèbre ouvrage de
Norbert Wiener Cybernetis or Control and Communiation in the Animal
and the Mahine (1948). C'est dans e adre-là que s'insrit l'automatique,
qui peut être vue omme l'ensemble des méthodes pour trouver des solutions
à des idéalisations mathématiques de problèmes posés par l'automatisation,
.-à-d., l'art de rendre automatique un proessus.
L'automatique est une siene à part entière : bien qu'elle ait ses origines
dans des besoins pratiques d'automatisation des proessus industriels, le fait
d'avoir réé des modèles abstraits des problèmes d'automatisation lui a per-
mit d'élargir son hamp d'ation, ar es modèles s'appliquent aussi bien
dans d'autres domaines, omme l'éonomie, la biologie, la dynamique des
populations, l'épidémiologie, et...
Au départ, l'automatique se développa en utilisant des modèles linéaires,
où la sortie est proportionelle à l'entrée d'abord ne onsidérant que les
systèmes ave une seule entrée et une seule sortie, puis, les systèmes ave
plusieurs entrées et sorties. Mais e n'est qu'ave l'introdution de la notion
d'état, dans les années soixantes, que l'automatique a onnu une véritable
expansion, surtout dans le as linéaire. Cei est justiable ar, bien que la
nature des phénomènes de la physique ou des sienes de l'ingénieur soit, en
général, non linéaire, pour la plupart des appliations ourantes, un modèle
linéaire donne une bonne approximation du proessus réel.
Cependant, dans ertains as, ette approximation linéaire n'est plus satis-
faisante. En eet, lorsque le point de travail est près d'une forte non linéarité,
ou que l'on demande au système d'aomplir des tâhes très sophistiquées,
le modèle linéaire onduit à de mauvaises performanes. De plus, une modé-
lisation par des équations linéaires risque d'eaer des phénomènes que les
équations linéaires ne peuvent pas prendre en ompte.
C'est ainsi que la théorie des systèmes non linéaires ommença à se déve-
lopper. Une des premières théories a été une extension de l'approhe dite
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géométrique du as linéaire qui a permis de résoudre un nombre important
de problèmes (voir p.ex. [24℄). Cependant, les solutions obtenues par ette
approhe n'étaient pas toujours simples à mettre en ÷uvre, et elle se montrait
ineae pour s'attaquer à ertains problèmes, omme par exemple l'inver-
sion d'un système. C'est en herhant une solution à e dernier, que des
nouveaux outils mathématiques ont été développés : l'approhe algébrique
était née. L'avantage de ette approhe est la struture linéaire ainsi ob-
tenue pour analyser les systèmes non linéaires. C'est à partir de ette base,
que des outils diérentielsalgébriques ont été développés, grâe aux travaux
de plusieurs herheurs (voir p.ex., [10℄).
Tous es travaux ont onsidéré que les systèmes étaient gouvernés par un
prinipe de ausalité, selon lequel l'évolution de l'état du système est indé-
pendant de son passé et n'est déterminée que par l'état présent.
Cependant, enore une fois, ei n'est qu'une approximation de la réalité,
et un modèle plus réaliste doit inlure au moins une partie de l'histoire du
système. Dans e as-là, on parle de systèmes à retards.
La lasse de systèmes onernée est très large. On peut même armer qu'il y
a des retards assoiés à tout proessus réel, en raison prinipalement du temps
de réation des omposants (apteurs, ationneurs,. . .) et les phénomènes de
transport (de matière, d'information,. . .).
Lorsqu'on veut appliquer les tehniques lassiques de la ommande sur ette
lasse de systèmes, on retrouve des ompensateurs qui demandent la onnais-
sane des valeurs futures de l'état du système. Pour ontourner e problème,
il est très ourant dans la littérature de trouver des préditeurs d'état, la plu-
part inspirés du travail de Smith [57℄. Le problème est, d'un oté, que ette
approhe est très sensible aux variations paramétriques et demande que le
système soit stable en boule fermée. D'un autre oté, tel qu'il sera montré
tout au long de e rapport, il est parfois possible de résoudre des problèmes
de ommande ave des solutions ausales (et don, l'emploi d'un préditeur
est superu).
Ce travail de thèse a pour but le développement des outils mathématiques
permettant de aratériser l'existene des solutions aux problèmes de la om-
mande, qui ne font pas appel aux préditeurs d'état, et de les synthétiser.
Pour e faire, une nouvelle analyse pour une lasse très large de systèmes non
linéaires à retards a été dévéloppée. Elle est introduite d'une façon naturelle
à partir des onnaissanes standard de systèmes non linéaires sans retard [10℄
et de systèmes linéaires à retards.
Ave ette approhe on a analysé quelques propriétés struturelles d'une
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lasse étendue de systèmes à retards, et on a trouvé des solutions ausales à
divers problèmes de la ommande de es systèmes.
Le ontenu de ette thèse est organisé de la façon suivante.
Plan
Une ontribution majeure de e travail de thèse, a savoir les dénitions et
les outils mathématiques que l'on a développés pour l'analyse de systèmes
à retards, sera présentée dans le premier Chapitre, après quelques rappels
mathématiques.
Puis, dans le Chapitre 2, on va s'intéresser à deux propriétés struturelles
des systèmes à retards : l'aessibilité et l'inversibilité.
L'aessibilité est une ondition néessaire pour la ommandabilité. Elle a
été d'abord dénie sous un formalisme géométrique [23, 58℄, puis à l'aide des
outils algébriques [3, 4℄. Cette notion est étendue aux systèmes à retards, et
une ondition susante, dont la néessité est onjeturée, est proposée.
L'inversion d'un système permet, soit de trouver les entrées néessaires pour
obtenir une sortie partiulière, soit de retrouver les entrées qui ont été appli-
quées à partir de la mesure des sorties. Ce problème a déjà été abordé dans
[14℄, où des onditions très faibles, mais non onstrutives ont été présen-
tées. Une extension de l'algorithme de Singh nous a permis de proposer des
onditions susantes, plus restritives mais onstrutives sous lesquelles un
système inverse existe.
Ces résultats ont fait l'objet de deux publiations en revue : [35℄ pour l'a-
essibilité, et [41℄ pour l'inversion.
Ensuite, on s'intéressera à deux problèmes de la ommande : le rejet de
perturbations et la linéarisation entréesortie.
Le problème de rejet de perturbations, traité dans le Chapitre 3, est un des
problèmes de base de l'automatique. Son but est de garantir l'aomplisse-
ment des objetifs de ontrle malgré l'ation des entrées non pilotées (et
souvent non mesurées). Il a intéressé de nombreaux auteurs depuis relative-
ment longtemps [2, 7, 60, 61℄. Nous avons apporté les premières solutions
ausales à e problème pour la lasse de systèmes à retards [42℄ : une solu-
tion omplète par boulage statique sur l'état est donnée, et une ondition
susante pour l'existene de boulage dynamique ausale a été établie. Ré-
emment [36℄, ette approhe a pu être érite sous des termes géométriques,
e qui a permis de prouver son équivalene ave les onditions déjà onnues
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dans le as linéaire [12℄.
Finalement, le problème de linéarisation entréesortie est abordé dans le qua-
trième Chapitre. Ce problème avait déjà été traité dans [19℄, où des ondi-
tions trés restriitives sont présentées sous une approhe géométrique. On a
ontribué ave des solutions par retour statique et dynamique (d'état et de
sortie. Ces ontributions sont inédites, bien que des résultats préliminaires
puissent être trouvés dans [37℄. On nit e Chapitre ave deux appliations
onrètes : la synthèse d'un observateur et la poursuite de trajetoire. Ces
exemples ombinent notre approhe ave des résultats disponibles dans la
littérature sur la stabilité des systèmes linéaires à retards.
Chapitre 1
Formalisme mathématique
On présente dans e hapitre les outils mathématiques qui seront la base de
notre étude sur les systèmes à retards. An de failiter la leture de e do-
ument, on va d'abord rappeler quelques notions qui seront utilisées par la
suite. Le leteur intéressé pour plus de détails peut onsulter des nombreux
ouvrages dont [5, 9, 10, 18, 29, 64℄. La lasse des systèmes onsidérée sera
présentée dans la setion 1.2 avant d'introduire le formalisme mathématique,
e qui sera fait dans les setions 1.3 à 1.5. Finalement, on fera une ompa-
raison entre l'approhe présentée et des travaux trouvés dans la littérature,
valables pour d'autres lasses de systèmes.
1.1 Rappels
Algèbre
Dénition 1 (Semigroupe) Un semigroupe est un ensemble G muni d'une
loi de omposition interne, dont la seule ontrainte est d'être assoiative.
Dénition 2 (Groupe) Un groupe est un ensemble G non vide, muni d'une
loi de omposition interne (notée ∗,+,×, ◦, . . .) satisfaisant aux axiomes sui-
vants :
1. assoiativité : pour tout (a, b, c) ∈ G3, (a ∗ b) ∗ c = a ∗ (b ∗ c) ;
2. élément neutre e : il existe un élément e ∈ G tel que, pour tout a ∈
G, a ∗ e = e ∗ a = a ;
3. élément symétrique a−1 : pour tout a ∈ G, il existe a−1 ∈ G, a−1∗a =
a ∗ a−1 = e ;
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Dénition 3 (Groupe abélien) Un groupe, dont la loi de omposition est
ommutative (a ∗ b = b ∗ a), ayant les propriétés suivantes :
1. a ∗ c = b ∗ c ⇒ a = b, c ∗ a = c ∗ b ⇒ a = b ;
2. ∀ (a, b) ∈ G2, ∃x ∈ G, a ∗ x = x ∗ a = b (x = a−1 ∗ b = b ∗ a−1).
Dénition 4 (Anneau) Un anneau R est un ensemble muni de deux lois de
omposition interne S(+, ∗), appelées addition et multipliation, satisfaisant
les onditions suivantes :
1. assoiativité additive : pour tout a, b, c ∈ S, (a + b) + c = a + (b + c) ;
2. ommutativité additive : pour tout a, b ∈ S, a + b = b + a ;
3. élément neutre pour l'addition : il existe un élément 0 ∈ S tel que, pour
tout a ∈ S, 0 + a = a + 0 = a ;
4. inverse additif : pour haque a ∈ S, il existe −a ∈ S tel que a+(−a) =
(−a) + a = 0 ;
5. assoiativité multipliative : pour tout a, b, c ∈ S, (a∗ b)∗ c = a∗ (b∗ c) ;
6. distributivité à droite et à gauhe : pour tout a, b, c ∈ S, a ∗ (b + c) =
(a ∗ b) + (a ∗ c) et (b + c) ∗ a = (b ∗ a) + (c ∗ a).
Un anneau est don un groupe abélien sous l'addition et un semigroupe sous
la multipliation.
Un anneau doit ontenir au moins un élément, mais n'a pas besoin d'avoir
un élément neutre pour la multipliation ou d'être ommutatif.
Par rapport à ses lois de omposition, un anneau peut être ommutatif, avoir
ou non des "diviseurs de zéros", ou enore posséder des inverses par rapport
à la loi multipliative. Cei se traduit de la façon suivante.
Dénition 5 Un anneau R est
 ommutatif, si pour tout x, y ∈ R, xy = yx ;
 unitaire, s'il possède un élément neutre pour la multipliation ;
 intègre, si pour tout x, y ∈ R, xy = 0 implique x = 0 ou y = 0 (pas de
diviseurs de zéro) ;
 un orps s'il est un anneau unitaire, et si R⋆ = R\{0} est un groupe pour
la multipliation.
A partir d'un anneau R, on peut onstruire un anneau plus grand, appelé
anneau de polynmes. Un polynme est une somme d'un nombre ni de mo-
nmes à une ou plusieurs indéterminées. S'il n'y a qu'une seule indeterminée,
le polynme peut s'érire sous la forme anx
n+an−1x
n−1 + · · ·+a1x+a0, ave
ai ∈ R.
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Dénition 6 (Sous-anneau) Soit R un anneau. Un sous-anneau S de R
est un anneau ontenu dans R, muni des mêmes lois de omposition que R.
Dénition 7 (Idéal) Soit R un anneau.
 Un idéal à droite I de R est un sous-groupe additif de R tel que pour tout
x ∈ R, y ∈ I on a : xy ∈ I.
 Un idéal à gauhe I de R est un sous-groupe additif de R tel que pour tout
x ∈ R, y ∈ I on a : yx ∈ I.
 Un idéal I de R est un idéal à droite et à gauhe.
Sur Z, l'ensemble 2Z des entiers pairs (divisibles par 2) est un idéal, engendré
par {2}. On remarque que l'élément unité 1 n'appartient pas à 2Z. L'exemple
suivant souligne la diérene entre un idéal et un sous-anneau : 2Z est un
idéal de Z mais n'est pas un sous-anneau, puisque l'élément neutre pour la
multipliation n'appartient pas à 2Z.
Dénition 8 Un idéal prinipal I de R est un idéal engendré par un seul
élément a : I = Ra = {x a | x ∈ R}.
Dénition 9 (Anneau prinipal) Un anneau R est prinipal si tout idéal
de R est prinipal.
Un exemple d'un anneau prinipal est Z, où tout idéal kZ est engendré par
k. Les anneaux de polynmes à plusieurs variables ne sont pas prinipaux.
Théorème 1 (Division eulidienne) Soit R un anneau et g un polynme
non nul de R[x] tel que le oeient du terme de plus haut degré en x de g
soit inversible sur R. Alors pour tout f ∈ R[x], il y a deux éléments uniques
q et r de R[x], tels que
f = qg + r; ave deg r < deg g
On remarque que l'on ne peut diviser un polynme que par un polynme dont
le oeient dominant est inversible sur l'anneau. Cette restrition disparaît
sur e qu'on appelle les anneaux eulidiens. La aratérisation de ette famille
d'anneaux s'appuie sur une notion plus générale de la fontion degré.
Dénition 10 (Anneau eulidien) Soit R un anneau. R est un domaine
eulidien s'il est intègre et s'il existe une fontion "degré" Φ : R 7→ Z satis-
faisant les onditions suivantes.
i) Si a, b ∈ R\{0}, et si b divise a alors Φ(b) ≤ Φ(a).
ii) Pour tout a, b ∈ R, b 6= 0, il existe des éléments q et r de R uniques,
tels que a = bq + r, ave Φ(r) < Φ(b).
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Proposition 1 [22℄ Un anneau eulidien est prinipal.
Dénition 11 Soit a, b ∈ R deux éléments d'un anneau R, et D l'ensemble
de diviseurs ommuns à gauhe de a et b :
D := {d ∈ R | ∃x, y ∈ R, a = xd et b = yd}
Etant donné une norme Φ(x) dénie pour tout élément x d'un anneau R, on
dénit le plus grand ommun diviseur (p.g..d.) à gauhe de a et b omme
un élément d ∈ D satisfaisant
Φ(d) = max{Φ(x), x ∈ D}
Dans le as des nombres entiers, la norme usuelle est la norme eulidienne
(valeur absolue) ; dans le as d'un anneau de polynmes, elle est le degré
polynmial.
Le p.g..d. à droite est déni à partir de l'ensemble des diviseurs ommuns à
droite :
D := {d ∈ R | ∃x, y ∈ R, a = dx et b = dy}
Le p.g..d. peut être trouvé à l'aide de l'algorithme d'Eulide.
Dénition 12 Deux polynmes sont dits premiers entre eux à droite ou à
gauhe si leur p.g..d. respetif est 1.
Théorème 2 (Bezout) Soit a et b deux éléments d'un anneau de polynmes
R[x]. Ils sont premiers entre eux si, et seulement si, il existe deux polynmes
p, q de R[x] tels que
pa + qb = 1
Dénition 13 (Anneau d'Ore) Soit R un anneau. Un sous-anneau in-
tègre D ⊂ R est un anneau d'Ore à gauhe s'il satisfait les propriétés sui-
vantes :
i) Pour b ∈ R, a ∈ D, il existe b′ ∈ R, a′ ∈ D tels que b′a = a′b.
ii) Pour b ∈ D alors b′ ∈ D.
Dénition 14 (Module) Un module M sur un anneau R est un groupe
abélien additif satisfaisant
1. pour tout a ∈ R et pour tout x ∈M, ax ∈M,
2. pour tout a ∈ R et pour tout x, y ∈M, a(x + y) = ax + ay,
3. pour tout a, b ∈ R et pour tout x ∈M, (a + b)x = ax + bx,
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4. pour tout a, b ∈ R et pour tout x ∈M, a(bx) = (ab)x,
5. pour tout x ∈M, 1x = x.
Remarque 1
 Si l'anneau est un orps, le module M est un espae vetoriel. On appelle
veteur, tout élément de M.
 Une somme quelonque (nie ou innie) de sous-modules de M est un
sous-module de M et une intersetion quelonque de sous-modules de M
est un sous-module de M.
Dénition 15 Les veteurs ligne (resp. olonne) {v1, . . . , vs} sont linéaire-
ment indépendants sur un anneau R si Σiaivi = 0 (resp. Σiviai = 0) implique
que les oeients ai ∈ R sont tous nuls.
Dénition 16 Le rang d'un sous-module A⊂M est déni omme le nombre
maximal de veteurs linéairement indépendants ontenus dans A.
Fontions analytiques et méromorphes
Lorsque l'on travaille ave la ommande de systèmes non linéaires, on s'in-
téresse aux situations dans lesquelles les propriétés théoriques en onsidéra-
tion sont génériques, 'est-à-dire, valables presque partout (sur des voisinages
denses dans IRN , pour N adéquat).
D'un point de vue pratique, les propriétés théoriques d'un système se ara-
térisent très souvent par des onditions qui exigent que ertaines fontions,
obtenues à partir des oeients du système, ne s'annulent que sur un en-
semble non dense. Cette ondition peut être obtenue si nous limitons notre
attention aux systèmes dénis au moyen des fontions analytiques, ou méro-
morphes [10℄.
Une fontion inniment dérivable est dite C∞. Un as partiulier de fontions
C∞ sont les fontions analytiques.
Dénition 17 Soit I ⊆ IR un intervalle ouvert ; une fontion f : I → IR
est dite analytique dans un point x0 de I si elle admet un développement en
séries de Taylor dans un voisinage de x0. On appelle analytique une fontion
f : IR→ IR qui est analytique dans tout point de IR.
Des exemples de fontions analytiques sont les fontions polynmiales ; tanx
n'est pas analytique en x = (2k + 1)π/2, mais elle est méromorphe, 'est-à-
dire, le quotient de deux fontions analytiques, (dans en l'ourrene sinx et
cos x).
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On note que [10℄ :
 l'anneau des fontions C∞ n'est pas intègre.
 soit une fontion analytique d'une seule variable est identiquement nulle,
soit tous ses zéros sont des points isolés.
 l'ensemble de fontions méromorphes f : IRm → IR est un orps.
 les fontions méromorphes sont analytiques dans tout leur domaine de
dénition.
C'est d'ailleurs pour es raisons, que l'on va travailler seulement ave le orps
de fontions méromorphes.
Causalité
Lorsqu'on veut éviter l'emploi de préditeurs quand on travaille sur un sys-
tème à retards, il faut se restreindre à des expressions non antiipatives ou
ausales. Dans ette setion on va donner une dénition de ausalité qui a
été empruntée à [13℄.
Dénition 18 Soit f : IR→ IR. Pour tout T ∈ IR+ la fontion fT : IR→ IR
est dénie omme suit :
fT (t) =
{
f(t) , −∞ < t < T
0 , t ≥ T
Dénition 19 Une fontion G : IRp → IRq est dite ausale (ou non antii-
pative) si :
(G(u))T = (G(uT ))T , ∀T ≥ 0.
Remarque 2 Une onséquene direte de ette dénition est que, si l'on a
une fontion ϕ(z(t), z(t± 1), . . .), elle est ausale si et seulement si :
∂ϕ(·)
∂(z(t + τ))
≡ 0, ∀ τ > 0.
1.2 Systèmes non linéaires à retards
Un système à retards est un système dynamique dont l'évolution dépend non
seulement de son état présent, mais aussi de son passé.
Dans e travail, on va onsidérer omme système à retards tout objet pouvant
être dérit par un ensemble d'équations diérentielles et aux diérenes.
1.2. SYSTÈMES NON LINÉAIRES À RETARDS 11
Prenons par exemple le système suivant :
x˙(t) = −x(t).
La seule onnaissane de la valeur de l'état x à l'instant t0 nous permet de
onnaître l'état à tout instant t. Etant donné que l'on a besoin d'un seul
point (appelé ondition initiale), le système est de dimension 1.
Si l'on rajoute maintenant un retard h1 au modèle :
x˙(t) = −x(t− h1)
alors la simple onnaissane de x(t0) n'est plus susante pour déterminer
l'évolution du système : pour ela, il faut onnaître les valeurs de l'état à
haque instant dans l'intervalle [t0 − h1, t0]. On a besoin maintenant d'un
nombre inni de onditions initiales : la dimension du système est innie.
Les retards apparaissent naturellement dans les modèles des proessus réels.
Leurs prinipales soures sont les temps de réation (des ationneurs, des
apteurs,. . .) et les phénomènes de transport (de matière, d'information, . . .).
Cependant, les retards peuvent être aussi introduits artiiellement. Une
raison pour e faire, est de proter de leur dynamique plus rihe pour résoudre
des problèmes qui n'ont pas de solution autrement. Par exemple, on peut
onsidérer le système entréesortie suivant [1℄ :
y¨(t) + ω2y(t) = u(t).
Ce système ne peut pas être stabilisé par retour de sortie statique. Cependant,
ave le ompensateur par retour de sortie retardée suivant :
u(t) = ky(t− τ)
on obtient des régions de stabilité/instabilité en fontion de la valeur du
retard introduit τ .
Finalement, ertains systèmes modélisés par d'autres moyens peuvent aussi
être modélisés omme des systèmes à retards (par exemple, des systèmes
hybrides [44℄ ou l'équation de propagation d'une onde (wave equation) [17℄).
Les retards peuvent être lassés selon leur nature. Prenons par exemple les
expressions suivantes :
x(t− h1(t)) + x(t− h2(t))∫ t
t−h
x(t− τ)dτ.
La première ontient des termes ave des retards pontuels hi(t), tandis que
la deuxième montre un terme ave un retard distribué dans un intervalle h.
Dans le premier as, les retards sont aussi appelés
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 onstants, si (d/dt)hi(t) = 0,
 ommensurables, s'ils sont tous des multiples d'un retard de base, 'est-à-
dire, s'il existe un réel h et des entiers ai tels que
hi = aih
Dans e travail, on va se restreindre à étudier la lasse de systèmes à un
nombre ni de retards pontuels ommensurables et onstants.
Le fait de onsidérer seulement le as des retards ommensurables n'est pas
trop restritif, surtout dans le as d'appliations pratiques : en eet, les re-
tards ne peuvent être alulés qu'ave un degré de préision ni, et ave des
inertitudes. Alors, tous les retards peuvent être onsidérés ommensurables.
De plus, et sans perte de généralité, on va supposer que l'axe du temps a été
ajustée pour avoir seulement des retards entiers (h = 1).
Sous es onditions, la lasse de systèmes onsidérée est dénie par :
Σ :


x˙(t) = f(x(t), x(t− 1), . . . , x(t− τ))
+
τ∑
i=0
gi(x(t), x(t− 1), . . . , x(t− τ))u(t− i)
y(t) = h(x(t), x(t− 1), . . . , x(t− τ))
x(t) = ϕ(t), u(t) = u0, ∀ t ∈ [t0 − τ, t0]
(1.1)
L'état x ∈ IRn, l'entrée de ommande u ∈ IRm, et la sortie y ∈ IRp. Les
éléments de f gi et h sont des fontions méromorphes de leurs arguments.
ϕ(t) est un fontion ontinue de onditions initiales.
Remarque 3 Le fait d'avoir une fontion ontinue de onditions initiales
n'assure pas que les trajetoires engendrées soient C∞. Pour ela, des hypo-
thèses supplémentaires sur ϕ(t) sont néessaires.
1.3 L'anneau K[∇]
1.3.1 Dénition
On onsidère l'ensemble inni des variables réelles
C := {z1,0, z2,0, . . . z1,1, z2,1, . . .}
Pour toute paire d'entiers stritement positifs r, τ , on prend les éléments
suivants de C
{zi, j}, i = 1 . . . r, j = 0 . . . τ − 1 (1.2)
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pour représenter les oordonnées d'un point dans IRrτ . Par onséquent, une
fontion de IRrτ vers IR peut être érite omme une fontion des rτ variables
de C données par (1.2). On déni Kr,τ omme étant le orps de toutes les fon-
tions méromorphes de es rτ inonnues. L'opérateur de dérivation partielle,
donné par
∂zi, j
∂zi′, j′
:=
{
1 si i = i′ et j = j′
0 autrement
agit naturellement sur le orps Kr,τ qui est, pour ette raison, muni d'une
struture de orps diérentiel. Soit K l'union théorique des ensembles Kr,τ .
En toute évidene, K est un orps. Tout élément de e orps est une fontion
d'un nombre ni d'éléments de C et, par onséquene, il peut être noté en
général par
a(z0, . . . , zτ ),
où
zi := {z1, i, . . . zr, i}
pour des valeurs onvenables de r et τ .
On onsidère maintenant l'ensemble inni de symboles
dC = {dzi, j, i = 1, 2, . . . , j = 0, 1, . . .}.
Soit E l'espae vetoriel engendré sur K par les éléments de dC :
E = spanK dC.
Tout élément appartenant à E est un veteur de la forme
v =
∑
i ≥ 1
l ∈ N
Fi, ldzi, l, Fi, l ∈ K
où seulement un nombre ni de oeients Fi, l sont diérents de zéro. L'es-
pae vetoriel E peut être identié au produit artésien K×· · ·×K, ave des
veteurs unitaires dzi, j.
On dénit un opérateur de K vers E , qui, ave un abus de notation sera noté
par d, de la manière suivante :
d(F (z0, . . . , zτ ) =
∑
i ≤ r
l ≤ τ
∂F (·)
∂zi, l
dzi, l.
Les éléments de E seront appelés 1-formes.
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Considérons l'ensemble inni de symboles
∧dC = {dzi, l ∧ dzi′, l ′ , pour i, i
′ ≥ 1, l, l ′ ∈ N}
et l'espae vetoriel, qui sera représenté par ∧E , engendré sur K par les
éléments de ∧dC. Pour ∧E on onsidère la relation d'équivalene R dérite
par
dα ∧ dβ = −dβ ∧ dα.
L'espae vetoriel ∧E mod R sera dénoté par E (2) et ses éléments seront ap-
pelés 2-formes.
On dénit maintenant un opérateur de E vers E (2), qui, ave un nouvel abus
de notation sera noté par d, de la façon suivante :
dv = d
( ∑
i ≥ 1
l ∈ N
Fi, ldzi, l
)
=
∑
i ≥ 1
l ∈ N
d(Fi, l) ∧ dzi, l
=
∑
i, i ′ ≥ 1
l, l ′ ∈ N
∂Fi, l
∂zi ′, l ′
dzi ′, l ′ ∧ dzi, l
On dénit maintenant un opérateur, δ : K → K, omme suit :
δa(z0, . . . zs) := a(z1, . . . , zs+1). (1.3)
Cet opérateur a été utilisé pour dénir un anneau de polynmes pour l'étude
des systèmes à retards dans les as linéaire [5, 11, 48, 53℄, et non linéaire
[7, 42, 45℄. Cependant, il faut prendre des préautions pour éviter ertaines
ontraditions.
Par exemple, le membre de gauhe de l'équation (1.3) peut être vu omme
le produit d'un polynme de degré 1 (δ) et un salaire sur K (a(·)). Or, ei
donne un salaire, au lieu d'un polynme de degré 1. De plus, une extension
de δ aux éléments de E a été dénie dans [35, 45℄ de sorte qu'elle ommute
ave l'opérateur d. Or, si l'on évalue
(δ)(z1,0dz1,0),
ela donne
z1,1δdz1,0 = z1,1dδz1,0 = z1,1dz1,1δ
e qui n'est pas déni.
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Pour ontourner es paradoxes, il est néessaire d'introduire un anneau de
polynmes d'un opérateur ∇ à oeients sur K, qui sera noté K[∇] ; tout
élément de et anneau se met sous la forme
a(∇) =
ra∑
i=0
ai∇
i, ai ∈ K
où ra est le degré polynmial de a(∇). La somme et le produit sur et anneau
sont dénis par
a(∇) + b(∇) :=
max(ra,rb)∑
i=0
(ai + bi)∇
i
a(∇)b(∇) :=
ra∑
i=0
rb∑
j=0
(ai)(δ
ibj)∇
i+j
Cet opérateur est maintenant lié à δ par la pseudo-ommutation
∇d := dδ,
e qui lui permet d'agir d'une façon naturelle sur les éléments de E : en
utilisant et opérateur dans l'exemple préédent, on obtient
∇x1,0dx1,0 = x1,1∇dx1,0 = x1,1dδx1,0 = x1,1dx1,1
Bien qu'il ne soit pas ommutatif, il a des propriétés intéressantes qui seront
présentées dans la setion suivante.
1.3.2 Quelques propriétés de base
En toute évidene, et anneau est intègre. On va montrer maintenant que et
anneau possède un algorithme de division Eulidienne.
Théorème 3 (Algorithme de division à gauhe) Pour toute paire de
polynmes a(∇), b(∇) ∈ K[∇], b(∇) 6= 0, il existe deux polynmes uniques
c(∇), r(∇) ∈ K[∇], tels que
a(∇) = c(∇)b(∇) + r(∇) ave deg r(∇) < deg b(∇) (1.4)
Preuve. L'existene est donnée par l'Algorithme 1.
La preuve d'uniité est direte, par ontradition.
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Algorithme 1 Division d'Eulide sur K[∇]
Valeurs initiales :
c(∇) ← 0
r(∇) ← a(∇)
boule
Soit l = deg r(∇)− deg b(∇).
si l < 0 alors
n de l'algorithme.
sinon
p(∇) ←
r¯
δl b¯
∇l
où les fontions r¯ et b¯ sont, respetivement, les oeients des mo-
nmes de plus haut degré de r(∇) et b(∇). A noter que δl b¯ ∈ K.
c(∇) ← c(∇) + p(∇)
r(∇) ← r(∇)− p(∇)b(∇)
n si
n boule
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Remarque 4 Dans ertains as, il est possible de trouver des polynmes
c′(∇), r′(∇) ∈ K[∇], tels que
a(∇) = b(∇)c′(∇) + r′(∇)
deg r′(∇) < deg b(∇)
(1.5)
Dans e as-là, on parle de division à droite. Un exemple est fourni par les
polynmes appartenant à IR[∇].
Considérons maintenant deux polynmes non nuls a(∇), b(∇) ∈ K[∇]. En
utilisant l'algorithme de division à gauhe on obtient c1(∇), r1(∇) ∈ K[∇]
tels que (1.4) soit satisfaite. Alors[
1 −c1(∇)
0 1
] [
a(∇)
b(∇)
]
=
[
r1(∇)
b(∇)
]
.
Divisons b(∇) par r(∇), e qui donne[
1 0
−c2(∇) 1
] [
r1(∇)
b(∇)
]
=
[
r1(∇)
r2(∇)
]
,
où deg r2(∇) < deg r1(∇). Si l'on ontinue ette proédure ( au plus deg a(∇)
fois), on obtient [
P1(∇) Q1(∇)
P2(∇) Q2(∇)
] [
a(∇)
b(∇)
]
=
[
d(∇)
0
]
(1.6)
où
 les matries
[
1 −ci(∇)
0 1
]
et
[
1 0
−ci(∇) 1
]
sont inversibles ;
 la première matrie du oté gauhe de l'équation (1.6) est inversible, ar
elle est le produit de matries inversibles,
 le polynme d(∇) est le p.g..d. à gauhe de a(∇) et b(∇).
Ce résultat montre bien que l'algorithme d'Eulide peut être utilisé sur K[∇]
(pour la division à gauhe). Don, K[∇] est un anneau eulidien non ommu-
tatif, e qui implique à son tour que K[∇] est un anneau prinipal à gauhe.
A partir de e même résultat, on peut montrer aussi que l'anneau K[∇] est
aussi un anneau d'Ore à gauhe. Cette propriété à été prouvée ave des outils
diérents, dans [35℄.
Théorème 4 Pour tout a(∇) et b(∇) ∈ K[∇], il existe deux polynmes non
nuls p(∇), q(∇) tels que
p(∇)a(∇) + q(∇)b(∇) = 0 (1.7)
18 CHAPITRE 1. FORMALISME MATHÉMATIQUE
Preuve. Elle déoule diretement de (1.6), en posant p(∇) = P2(∇) et
q(∇) = Q2(∇). Ces polynmes ne sont pas nuls, ar ils forment une ligne
d'une matrie inversible, mais ils ne sont pas uniques.
Théorème 5 Soit a(∇), b(∇) deux éléments de K[∇] premiers entre eux à
gauhe. Alors, il existe des polynmes p(∇), q(∇) ∈ K[∇] tels que
p(∇)a(∇) + q(∇)b(∇) = 1.
Preuve. Cei vient diretement de (1.4), ar d(∇) = 1.
Corollaire 1 Considérons a(∇), b(∇) dénis omme auparavant. Alors pour
tout f(∇) ∈ K[∇], il existe des oeients α(∇), β(∇) ∈ K[∇] tels que
α(∇)a(∇) + β(∇)b(∇) = f(∇).
Remarque 5 L'équivalent du Théorème 5 pour les polynmes premiers entre
eux à droite n'est valable que dans des as partiuliers. Par exemple, si l'on
divise à droite z1,0∇ par z2,0∇ on arrive à
z1,0∇ = z2,0∇
z1,−1
z2,−1
.
Le terme z1,−1/z2,−1 n'appartenant pas à K[∇], es polynmes sont premiers
entre eux à droite (sur K[∇]). Cependant il n'existe pas de polynmes p(∇),
q(∇) ∈ K[∇] satisfaisant
z1,0∇p(∇) + z2,0∇q(∇) = 1.
1.3.3 Matries à éléments dans K[∇]
Dans l'appliation de notre approhe, on sera souvent onfronté à manipuler
des matries dont les éléments appartiennent à K[∇]. Cela nous impose à
bien établir ertaines dénitions pour de telles matries.
Dénition 20 Le rang par lignes (resp. par olonnes) sur l'anneau K[∇]
d'une matrie A est le nombre maximal de lignes (resp. olonnes) linéaire-
ment indépendantes à gauhe (resp. à droite) sur et anneau.
Remarque 6 Le rang par lignes est égal au rang par olonnes sur des an-
neaux ommutatifs. Cei n'est plus le as pour le as non ommutatif. Prenons
par exemple la matrie [
z1,0∇ ∇
z21,0∇ z1,0∇
]
,
pour laquelle le rang par olonnes est 2, mais le rang par lignes est 1.
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Une autre notion importante est elle de matrie unimodulaire. Les matries
unimodulaires sont souvent dénies omme étant elles dont le déterminant
est un salaire. Cependant, la notion de déterminant n'existe pas pour les
matries à éléments dans K[∇]. Pour montrer les diultés pour établir une
dénition pratique, onsidérons la matrie suivante[
a11 a12
a21 a22
]
=
[
z1,0 + z1,1∇ z2,0 + z2,1∇− z1,1∇
z1,1∇ z2,1∇+ z1,0 − z1,1∇
]
.
Bien que ette matrie ait un inverse polynmial[
a11 a12
a21 a22
]−1
=
1
z21,0
[
z1,0 + (z2,0 − z1,0)∇ −z2,0 − (z2,0 − z1,0)∇
−z1,0∇ z1,0(1 +∇)
]
,
le leteur se onvainquera qu'il n'existe pas d'expression unique privilégiée
pour une éventuelle notion de déterminant.
C'est pour ette raison que les matries unimodulaires seront dénies de la
manière suivante.
Dénition 21 (Matrie unimodulaire) Une matrie à éléments dans un
l'anneau de polynmes K[∇] est unimodulaire si elle admet un inverse à
éléments dans le même anneau.
L'avantage d'une telle dénition est que, si la matrie inverse existe, elle peut
être trouvée à l'aide de l'Algorithme 2.
Considérons maintenant les trois opérations élémentaires suivantes, sur les
lignes ou les olonnes d'une matrie :
1. permutation de deux lignes ou deux olonnes ;
2. somme d'un multiple d'une ligne ou olonne, à une autre ;
3. multipliation d'une ligne ou une olonne par un élément non nul.
Toute matrie A ∈ Rm×p, de rang r, dénie sur un anneau ommutatif R,
peut être ramenée, à l'aide de es trois opérations élémentaires, à la forme
diagonale équivalente, Smith(A) appelée forme de Smith assoiée à A, sui-
vante (voir, par exemple, [34, 63℄ ) :
Smith(A) =


[∆ 0], si p < m
∆, si p = m
[
∆
0
]
, si p > m
ave ∆ =


p1
.
.
. (0)
pr
0
(0)
.
.
.
0


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Algorithme 2 Inversion d'une matrie à éléments dans K[∇]
Soit A = [A | I ]
pour i = 1 jusqu'à n faire
si [aii · · · ani] = 0 alors
le problème n'a pas de solution. Fin de l'algorithme.
sinon
Permuter les lignes de A de sorte que deg aii ≤ min{deg aji, j >
i, aji 6= 0}
tant que ∃ j > i tel que aji 6= 0 faire
Permuter les lignes i + 1 et j de A
Trouver P,Q,R, S ∈ K[∇]\{0} tels que[
P Q
R S
] [
aii
aji
]
=
[
d[∇]
0
]
A ←


Ii−1 (0)
P Q
R S
(0) In−i−1

A
n tant que
si aii /∈ K alors
le problème n'a pas de solution. Fin de l'algorithme.
sinon
Diviser (à gauhe) la ligne i de A par aii.
A ←


−a1i
Ii−1
.
.
. (0)
−ai−1,i
1 (0)
(0) In−i−1

A
n si
n si
n pour
Après n étapes, on obtient A = [ I | A−1], où A−1 est la matrie inverse
de A.
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où pi divise pi+1, i = 1 . . . r− 1. Les polynmes pi sont appelés les poly-
nmes invariants de A.
1.4 Systèmes à retards modélisés sur K[∇]
Considérons le système à retards Σ modélisé par (1.1).
Par simpliité de notation, on utilisera les symboles suivants :
xi := {x1(t− i), . . . , xn(t− i)}
ui := {u1(t− i), . . . , um(t− i)}
x := {x0, . . . ,xτ}
u := {u0, . . . ,uτ}
L'état x(t) := {x1(t), . . . , xn(t)}, l'entrée de ommande u(t) = {u1(t), . . . , um(t)}
ave ses dérivées par rapport au temps uk(t), ainsi que leurs valeurs passées
sont assoiés aux éléments de C :
xi := {z1, i, . . . , zn, i}
u
(k)
i := {zn+1+km, i, . . . , zn+(1+k)m,i}
E est alors l'espae vetoriel engendré sur K, et noté
E = spanK {dξ, ξ ∈ K}
Soit M le module à gauhe sur l'anneau K[∇] :
M = spanK[∇]{dξ | ξ ∈ K}.
Pour un ensemble donné de veteurs {ω1, . . . , ωs} sur E , spanK[∇]{ω1, . . . , ωs}
représente le sous-module de M engendré par {ω1, . . . , ωs}.
L'introdution de e module nous permet à présent d'érire la diérentielle
de toute fontion ϕ(z0, . . . , zk) omme suit :
dϕ(z) =
[
k∑
i=0
∂ϕ(·)
∂zi
∇i
]
dz0
Remarque 7 Tout élément de M appartient aussi à E et vie-versa. Même
si E et M sont égaux en tant qu'ensembles, ils ont une struture algébrique
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diérente. Considérons par exemple deux veteurs ω1 := dz1,0 et ω2 :=
z1,0dz1,1. Alors
dimK{spanK{ω1, ω2}} = 2
tandis que
dimK[∇]{spanK[∇]{ω1, ω2}} = 1 (ar ω2 = z1,0∇ω1)
A présent, on peut modéliser les systèmes à retards dénis par (1.1) omme
un sous-module de M, en prenant la diérentielle de x˙0 :
dx˙0 = F [∇]dx0 + g[∇]du0
dy0 = H[∇]dx0
(1.8)
où les éléments de F [∇], g[∇] et H[∇] appartiennent à K[∇]. Le système
(1.8) est aussi appelé le système linéarisé tangent.
1.5 Dénitions supplémentaires
1.5.1 Fermeture d'un sous-module
La notion de fermeture sur IR[∇], introduite en automatique par Conte et
Perdon pour l'étude des systèmes linéaires à retards [11℄, a prouvé être un
outil puissant pour l'étude des systèmes à retards.
Une dénition générale est maintenant rappelée.
Dénition 22 ([5℄ Fermeture d'un sous-module) SoitM un module sur
un anneau intègre R et S l'ensemble multipliatif des éléments non nuls de
R. La fermeture d'un sous-module N de M est l'ensemble N¯ :
clsRN = N¯ = {x ∈M tel que ∃s ∈ S; sx ∈ N}
Si N et N¯ oïnident, on dira que N est fermé.
Dans le but d'éviter des notations trop lourdes, on notera la fermeture d'un
module sur un anneau R engendré par un nombre ni de veteurs {v1, . . . , vs}
par
clsR{v1, . . . , vs} , clsR{spanR{v1, . . . , vs}}.
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Exemple 1 Soit A = spanK[∇]{ω}. Pour trouver sa fermeture on érit d'abord
ω = [p1 · · · pk]


dz1,0
.
.
.
dzk,0


Soit p¯ le p.g..d. (à droite) sur K[∇] des tous les oeients pi ; alors
ω = p¯
k∑
i=1
p′idzi,0
ω′ =
∑k
i=1 p
′
idzi,0 est une base de clsK[∇]A.
L'exemple suivant montre que la somme de deux fermés n'est pas forément
fermée.
Exemple 2 Considérons les veteurs ω1 = dz1,0 + dz2,1 et ω1 = dz1,0 +
dz3,1. En suivant l'exemple préédent, on peut montrer que les sous-modules
spanK[∇]{ω1} et spanK[∇]{ω2} sont fermés sur K[∇]. Pourtant, spanK[∇]{ω1, ω2}
ne l'est pas, ar :
dz2,0 − dz3,0 /∈ spanK[∇]{ω1, ω2}
mais
∇(dz2,0 − dz3,0) = ω1 − ω2.
Une base de clsK[∇]{ω1, ω2} est {ω1, dz2,0 − dz3,0}.
1.5.2 Transformations de systèmes
La solution de beauoup de problèmes demande de modier la dynamique
du système et/ou la représentation de l'espae d'état. La dynamique est
modiée en utilisant des ompensateurs, et les diérentes représentations
de l'espae d'état sont obtenues à travers de hangements de oordonnées.
Ces transformations sont bien dénies et lassées dans la littérature de la
ommande standard. Cependant, ei n'est plus le as pour les systèmes à
retards.
Changement de oordonnées
La dénition standard de hangement de oordonnées demande que les o-
ordonnées d'état x0 soient assoiées (au moins dans un voisinage d'un point
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donné x0) aux nouvelles oordonnées ξ0, par un diéomorphisme ϕ(x). Cette
ondition peut être testée au moyen d'une ondition de rang sur (∂/∂x)ϕ(x).
Pour les systèmes sans retard, ette ondition n'est plus susante. Pour le
prouver, onsidérons d'abord la relation ξ1,0 = ϕ1(x) = x1,0 + x1,1, d'où
dξ1,0 = Tdx1,0 = [1 + δ]dx1,0.
Bien que la matrie T soit de rang plein, ϕ1(x) n'est pas un diéomorphisme :
il existe une innité de fontions x = φ(t) qui sont assoiées à ξ1,0 = 0. Trois
exemples sont 0, sin(πt) et sgn(sin(πt)) (voir g. 1.1). La seule façon de les
distinguer à partir d'un instant t0 est de onnaître les valeurs de x(t) dans
tout l'intervalle [t0 − 1, t0].
x(t)=sgn(sin(πt))
x(t)=sin(πt)
x(t)=0
ξ
–1
1
–2 –1 1 2
t
ϕ1(x)
7−→
–1
1
–2 –1 1 2
t
Fig. 1.1  ϕ1 = x1,0 + x1,1, évalué pour trois trajetoires diérentes
Considérons maintenant la relation dξ1,0 = Tdϕ2(x) = x1,1. La matrie T
est a nouveau de rang plein. Cette fois-i, on a une relation biunivoque entre
les valeurs de ξ0 et x. ϕ2 est une transformation ausale, mais son inverse ne
l'est pas : x1,0 ne peut pas être exprimé omme une fontion ausale de ξ.
Finalement, onsidérons la transformation ausale dérite par
z1,0 = x1,0 + x
2
2,1
z2,0 = x2,0
Cette transformation est appelée biausale, ar elle admet un inverse ausal :
x1,0 = z1,0 − z
2
2,1
x2,0 = z2,0
Dans e travail, on s'est intéressé partiulièrement aux hangements de oor-
données biausaux. D'une part, pare que ette ondition empêhe d'avoir des
restritions tives pour la reherhe des solutions ausales aux problèmes de
la ommande. D'autre part, ei évite de trouver des solutions ausales après
transformation, qui deviennent non ausales dans les oordonnées d'origine.
La notion de hangement de oordonnées est dénie par la suite.
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Dénition 23 [Changement de oordonnées℄ Considérons le système Σ, ave
des oordonnées loales d'état x0. Alors
ξ0 = Ψ(x)
est un hangement de oordonnées d'état pour le système s'il existe une fon-
tion Ψ−1 et des onstantes τ1, . . . τn ∈ N telles que (loalement)
diag{δτi}x0 = Ψ
−1(ξ).
ξ0 est un hangement de oordonnées biausal si max{τi} = 0, .-à-d., si
x0 = Ψ
−1(ξ).
Proposition 2 Soit A un sous-module de M donné par
A = spanK[∇] {ω1, . . . , ωs}
ave {ω1, . . . , ωs} linéairement indépendants. Alors, pour tout ensemble de
veteurs {ω¯1, . . . , ω¯s}
A = spanK[∇] {ω¯1, . . . , ω¯s}
si, et seulement si, il existe une matrie unimodulaire T [∇] ∈ Ks×s[∇] telle
que 

ω1
.
.
.
ωs

 = T [∇]


ω¯1
.
.
.
ω¯s

 . (1.9)
Preuve. Puisque spanK[∇] {ω1, . . . , ωs} ⊂ spanK[∇] {ω¯1, . . . , ω¯s}, il existe une
matrie T [∇] satisfaisant (1.9). Aussi, spanK[∇] {ω¯1, . . . , ω¯s} ⊂ spanK[∇] {ω1, . . . , ωs},
e qui implique l'existene d'une autre matrie polynmial T ′[∇] satisfaisant

ω¯1
.
.
.
ω¯s

 = T ′ [∇]


ω1
.
.
.
ωs

 . (1.10)
A partir de (1.9) et (1.10) on a

ω1
.
.
.
ωs

 = T [∇]


ω¯1
.
.
.
ω¯s

 = TT ′


ω1
.
.
.
ωs


L'indépendane linéaire des veteurs ωi implique que TT
′ = I, e qui om-
plète la preuve.
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Proposition 3  Soient ξ0 = ϕ(x) une transformation et T ∈ K
n×n[∇] la
matrie dénie par
dξ0 = Tdx0
Si ξ0 est un hangement de oordonnées ausal pour le système Σ, alors T
peut être déomposée sous la forme
T = T1T2
où la matrie T1 ∈ K
n×n[∇] est unimodulaire et T2 = diag{∇
τi} ; en
d'autres termes
spanK[∇]{dξ1,0, . . . , dξn,0} = spanK[∇]{dx1, τ1 , . . . , dxn, τn}
 Si ξ0 = ϕ(x) est un hangement de oordonnées biausal alors T2 = I, et
spanK[∇]{dξ1,0, . . . , dξn,0} = spanK[∇]{dx1,0, . . . , dxn,0}.
La preuve est assez direte, à partir de la Dénition 23 et la Proposition 2.
Compensateurs ausaux pour les systèmes à retards
Un seul opérateur agit sur les systèmes sans retard : la dérivation par rap-
port au temps. La terminologie standard onsidère les ompensateurs sta-
tiques omme un as partiulier de la lasse générale des ompensateurs
dynamiques. Les systèmes à retards sont dérits par des équations diéren-
tielles et aux diérenes, et sont sujets à deux opérateurs : la diérentiation
par rapport au temps et à l'opérateur de déalage de temps.
Les ompensateurs généraux pour les systèmes à retards se divisent alors
en plusieurs lasses en fontion de leur dynamique par rapport à haque
opérateur. Une lassiation très générale est montrée dans le Tableau 1.1.
Dynamique par rapport à
d
dt
?
non oui
Dynamique par non statique sans mémoire dynamique sans mémoire
rapport à δ ? oui statique ave retards dynamique ave retards
Tab. 1.1  Compensateurs ausaux par rapport à leur dynamique
Dans e tableau, les ompensateurs sur la première ligne orrespondent aux
ompensateurs statique et dynamique standard pour les systèmes sans retard.
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La deuxième ligne montre deux lasses générales de ompensateurs ave une
dynamique propre par rapport à δ.
An d'introduire es nouvelles lasses de ompensateurs, supposons que lors
de la résolution d'un problème de ommande, on soit amené à résoudre en
u(t) l'équation
u(t) + x(t)u(t− 2) = f(x(t), x(t− 1), . . . , x(t− τ)) + v(t) + v(t− 1),
e qui nous onduit à une relation impliite en u :
u(t) = f(x(t), x(t− 1), . . . , x(t− τ)) + v(t)− x(t)u(t− 1).
Cette équation peut s'érire sous la forme
u(t) = f(x) + v(t) + v(t− 1)− x(t)ζ(t)
ζ(t + 2) = f(x) + v(t) + v(t− 1)− x(t)ζ(t).
(1.11)
Ce ompensateur appartient à la lasse de ompensateurs appelée statique
ave retards, et dérite par
C :


ζ(t + τz) = M(x, ζ) +
m′∑
i=0
Ni(x, ζ)v i,
u0 = α(x, ζ) +
m′∑
i=0
βi(x, ζ)v i.
(1.12)
La lasse la plus générale de ompensateurs à avoir été onsidérée dans e
travail sont les ompensateurs dynamiques ave retards. Ceux-i sont dénis
par
C :


η˙0 = M(x, ζ,η) +
m′∑
i=0
Ni(x, ζ,η)v i
ζ(t + τz) = ψ(x, ζ,η) +
m′∑
i=0
ℓi(x, ζ,η)v i
u0 = α(x, ζ,η) +
m′∑
i=0
βi(x, ζ,η)v i
(1.13)
Reprenons maintenant l'équation (1.11) ; on la réérit d'une façon plus om-
pate :
(1− x0δ)u0 = f(x) + (1 + δ)v0.
C'est en utilisant ette notation que plusieurs sous-lasses de ompensateurs
sont présentées dans la Table 1.2. Ces ompensateurs seront utilisés dans les
setions suivantes pour traiter divers problèmes de ommande.
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Retour statique sans mémoire
u0 = α(x0) + β(x0)v 0, β(x0) inversible
Retour statique ave retards
P [x, δ]u0 = α(x) + β(x)v 0, β(x) inversible, rangK[∇]P [x, 0] = m
Compensateur biausal
P [x, δ]u0 = α(x) + Q[x, δ]v 0, rangK[∇]P [x, 0] = rangK[∇]Q[x, 0] = m
Compensateur dynamique ave retards
P [x,η, δ]u0 = α(x,η) + Q[x,η, δ]v 0
R[x,η, δ]η˙0 = M(x,η) +N [x,η, δ]v 0
rangK[∇]P [x, η, 0] = m
Tab. 1.2  Compensateurs non linéaires ausaux
1.5.3 Formes exates, intégrabilité
La dénition du moduleM donne lieu à des nouvelles relations entre les élé-
ments de E . Ainsi, des 1-formes indépendantes sur K deviennent olinéaires
sur K[∇]. Certains onepts omme forme exate et forme intégrable dé-
pendent de es notions d'indépendane, e qui nous oblige à dénir e que l'on
va appeler une forme exate, une forme intégrable, et leur aratérisation.
Pour ommener, on emprunte une terminologie usuelle au as sans retard :
 une 1-forme v ∈ E est dite fermée si dv = 0 ;
 la diérentielle d'une fontion est appelée une 1-forme exate ;
 toute 1-forme exate est fermée ;
 toute 1-forme fermée est loalement exate (Lemme de Poinaré).
L'exemple typique de la forme fermée qui n'est pas exate est le suivant.
Exemple 3 [10℄ Dans IR2, on onsidère la 1-forme fermée
ω =
x2
x21 + x
2
2
dx1 −
x1
x21 + x
2
2
dx2.
Loalement, autour de tout point (x1, x2) tel que x2 6= 0, ω = d [arctan(x1/x2)],
et autour de tout point (x1, x2) tel que x2 = 0 et x1 6= 0, ω = d [arctan(−x2/x1)].
Cependant, il n'existe auune fontion ϕ telle que ω = dϕ globalement sur
IR2\{(0, 0)}.
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Une ondition plus faible que d'être exate, est d'être intégrable. Une 1-forme
v est dite intégrable si
spanK[∇]{v} = spanK[∇]{dϕ}.
On présente maintenant une généralisation de ette propriété.
Dénition 24 Un sous-module V ⊂M de rang s est dit intégrable s'il existe
s fontions ϕi telles que :
V = spanK[∇]{dϕ1, . . . , ϕs}
Dans le as de systèmes sans retard, ette propriété est aratérisée par le
théorème de Frobenius, que l'on rappelle maintenant.
Théorème 6 (Frobenius) [8℄ Soit {ω1, . . . , ωr} une base d'un sous-espae
V de E. V est fermé si et seulement si dωi ∧ωr ∧ . . .∧ω1 = 0, ∀ i = 1, . . . , r.
Ce théorème n'est plus valable pour les systèmes à retards, omme le montre
l'exemple suivant.
Exemple 4 Soit les veteurs ω1, ω2 ∈M dénis par
ω1 = dz1,0 + z3,0dz2,1
ω2 = dz2,0
une base d'un sous module V de M. La ondition de Frobenius n'est pas
satisfaite :
dω1 ∧ ω1 ∧ ω2 = dz3,0 ∧ dz2,1 ∧ dz1,0 ∧ dz2,0 6= 0
ependant, {dz1,0, dz2,0} est un hangement de base pour V :[
dz1,0
dz2,0
]
=
[
1 −z3,0∇
0 1
] [
ω1
ω2
]
,
et don V est fermé.
La généralisation au as des systèmes à retards n'est disponible que pour le
as de sous-modules engendrés par une seule 1-forme.
Théorème 7 Etant donné v ∈ E, il existe une fontion ϕ ∈ K et un oe-
ient λ ∈ K[∇] tels que v = λdϕ si et seulement si dv¯ ∧ v¯ = 0, où v¯ est une
base de clsK[∇]{v}.
Preuve. Voir Annexe A.
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1.6 Contributions par rapport à d'autres tra-
vaux
Dans e hapitre on a présenté des dénitions et des outils mathématiques
qui seront utilisés pour étudier une lasse de systèmes non linéaires à retards.
Cette lasse de systèmes a été restreinte au as de retards pontuels, onstants
et ommensurables. Dans le as de systèmes linéaires, ela se réduit aux
systèmes pouvant être modélisés sur un anneau prinipal. Ce hoix est plus
restritif par rapport à d'autres travaux dans le as linéaire, où des modèles
plus généraux ont été traités (par exemple systèmes sur anneaux noétheriens
[5℄ ou systèmes bidimensionnels [52℄). Il reste aussi général, voire plus général,
que bon nombre de ontributions pour les systèmes à retards linéaires et non
linéaires [21, 43, 48, 53℄. Cette restrition a permis de dénir un anneau K[∇]
ave des propriétés importantes, qui failitent la mise en ÷uvre eetive des
algorithmes qui seront proposés dans e rapport.
L'idée d'utiliser un opérateur retard pour traiter les systèmes à retards en
tant que des systèmes sur un anneau remonte aux travaux de Tzafestas et
Paraskevopoulos [59℄, Kamen [28℄, et Morse [43℄.
Des anneaux non ommutatifs ont déjà été utilisés dans l'automatique pour
étudier d'autres lasses de systèmes, omme par exemple les systèmes li-
néaires (en temps ontinu et disret) variant dans le temps [27, 26℄. Ce-
pendant, auun de es anneaux a les propriétés adéquates pour l'étude des
systèmes non linéaires à retards.
La notion de hangement de oordonnées a été utilisée dans le as linéaire
depuis relativement longtemps [30℄, mais seulement très réemment dans le
as non linéaire par des travaux indépendants [21, 38℄.
Le lassement de ompensateurs a été rapporté pour la première fois dans
[42℄. Dans leur forme la plus générale, ils peuvent être onsidérés omme
appartenant à une généralisation du modèle de Roesser (voir par exemple
[52℄) pour les systèmes non linéaires à retards. Cette généralisation ombine
des dynamiques en temps ontinu et disret, et une appliation aux systèmes
hybrides peut être envisagée.
La lasse de ompensateurs statique sans mémoire a été déjà onsidérée dans
le as des systèmes linéaires ave retards [46℄ ; la lasse de ompensateurs
statiques ave retards peut être onsidérée omme une généralisation de elles
utilisées pour étudier le rejet de perturbations dans [12℄ (pour le as linéaire
statique) et [21℄ (as non linéaire).
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1.7 Conlusions
Dans e Chapitre on a introduit des nouveaux outils mathématiques pour
l'étude d'une lasse très large de systèmes non linéaires à retards.
La spéiité remarquable de ette approhe onduit à la dénition et l'utili-
sation de modules sur un anneau qui, à diérene de sa ontrepartie linéaires,
n'est pas ommutatif, e qui est non usuel dans la théorie des systèmes.
Dans le reste de e mémoire, on montre omment e formalisme peut être
utilisé de manière eetive pour traiter divers problèmes de l'analyse et la
ommande de systèmes non linéaires à retards.
32 CHAPITRE 1. FORMALISME MATHÉMATIQUE
Chapitre 2
Propriétés struturelles des SAR
L'étude de la struture de systèmes (linéaires et non linéaires), aussi appelée
approhe struturelle de la ommande, a permis de résoudre des problèmes
importants omme, par exemple, les problèmes de rejet de perturbation, de
déouplage, ou de poursuite de modèle. Elle a fait l'objet de nombreuses
ontributions dans le as de systèmes sans retard. Des extensions sont dis-
ponibles pour les systèmes linéaires à retards [33℄.
Dans e hapitre, on présentera quelques résultats sur deux sujets assoiés
aux propriétés struturelles des systèmes à retards : l'aessibilité et la re-
herhe de systèmes inverses.
2.1 Aessibilité
2.1.1 Dénition
Quelle que soit la lasse de systèmes, il est raissonable d'analyser la omman-
dabilité avant de herher à résoudre un problème de ommande quelonque.
Un sujet de reherhe très important, depuis le début de l'approhe géomé-
trique diérentielle de la ommande, a été l'extension de la notion de om-
mandabilité pour les systèmes non linéaires. Cette notion, qui est un outil
puissant dans la théorie linéaire, implique l'existene d'une entrée de om-
mande u(t) qui onduit le système d'un état initial xini vers un état nal xfin
dans un temps ni. Cependant, on a vite réalisé que ei était une ondition
très forte pour la lasse générale de systèmes sans retard, omme le montre
l'exemple suivant.
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Exemple 5 Considérons le système
x˙(t) = x(t)u(t);
 il n'est pas ommandable dans xini = 0 ar on ne peut atteindre auun
autre point ;
 il est loalement ommandable ailleurs : à partir de tout point xini 6= 0 il
existe un voisinage ouvert V de points atteignables :
V = {xf ∈ IR | xinixf > 0}
De plus, une aratérisation pratique de ette propriété s'avère diile. Tout
ei a onduit à la dénition d'une notion plus faible : l'aessibilité [23, 58℄.
Il existe dans la littérature lassique un ritère bien déni pour l'aessibilité
des systèmes non linéaires sans retard [3, 4, 15, 23, 58℄.
D'une façon générale, l'aessibilité est assoiée à la possibilité de modier
toute dynamique d'un système. Cette notion a été dénie dans des termes
d'existene ou non de fontions autonomes.
Dénition 25 (Elément autonome) Une 1-forme non nulle ω est un élé-
ment autonome du système Σ, s'il existe un entier ν, et des oeients non
tous nuls ai ∈ K[∇], tels que
α0ω + · · ·+ ανω
(ν) = 0
Dénition 26 Une fontion ϕ ∈ K est autonome si dϕ est un élément au-
tonome de Σ.
D'un point de vue pratique, une fontion autonome est un état non omman-
dable du système ; ette notion a été introduite pour la première fois dans
[50℄ pour une lasse étendue de systèmes à paramètres distribués.
Dans le as de systèmes sans retard, un système Σ est aessible si une de
es deux onditions équivalentes est satisfaite :
a) il n'existe auune fontion autonome pour le système Σ, ou
b) il n'existe auun élément autonome pour le système Σ.
Pour les systèmes linéaires à retards, es notions sont équivalentes à dire
que le système est sans torsion sur l'anneau K[∇, d
dt
] ; dans notre as, leur
équivalene demeure un problème ouvert.
L'aessibilité d'un système non linéaire à retards est dénie formellement
omme suit.
Dénition 27 Le système Σ est dit aessible s'il n'existe pas de fontion
autonome.
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2.1.2 Filtration de M
La ltration M ⊃ H0 ⊃ H1 ⊃ · · · ⊃ H∞ a été introduite dans le adre
des systèmes non linéaires sans retard en temps disret [3℄ et ontinu [4℄.
Elle permet, parmi d'autres appliations, de tester ave un nombre réduit de
aluls l'aessibilité d'un système donné.
Cette ltration est assoiée à la notion de degré relatif des 1-formes.
Dénition 28 Soit X = spanK[∇]{dx}. Le degré relatif r(ω) d'une 1-forme
ω ∈ X est déni omme suit :
r(ω) = min
{
k ∈ IN | ω(k) /∈ X
}
.
Si, pour tout k ∈ IN, ω(k) ∈ X , on pose r(ω) = ∞.
Cette ltration H0 ⊃ H1 ⊃ · · · ⊃ Hk ⊃ · · · peut être généralisée au as des
systèmes non linéaires à retards [35℄ :
H0 := spanK[∇] {dx, du}
Hj+1 := spanK[∇] {ω ∈ Hj | ω˙ ∈ Hj} , j ∈ IN.
(2.1)
Cette ltration lasse les 1−formes ω selon leur degré relatif r(ω), ar ∀ j ≥ 1
Hj :=
{
ω ∈ spanK[∇] {dx} | r(ω) ≥ j
}
.
2.1.3 Contribution
Dans le alul pratique de la ltration Hk, pour les systèmes à retards on
trouve une diulté majeure : es derniers sont, en général, engendrés par
un nombre inni de générateurs, omme le montre l'exemple suivant :
Exemple 6 Soit le système
x˙1,0 = x1,0u1,0 + u1,2
x˙2,0 = u1,0 + u1,1
x˙3,0 = u1,1 − u1,2
(2.2)
Dans le alul deH2, on trouve une innité de triplets de polynmes (αi, βi, γi)
satisfaisant
αi(x1,0u1,0 + u1,2) + βi(u1,0 + u1,1) + γi(u1,1 − u1,2) = 0
sans que l'on trouve un nombre ni de veteurs qui engendrent tous les autres.
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On va présenter maintenant une forme alternative pour le alul de ette
ltration.
Lemme 1 Pour tout k > 1, le sous-module Hk est l'annulateur à gauhe de
la matrie
[g1, · · · , gk−1],
où
g1 = g[∇]
gi+1 = F [∇]gi − g˙i,
ave F [∇] et g[∇] dénies par (1.8).
La preuve se trouve dans l'Annexe C. Dans e même Annexe, on montre que,
pour toute 1-forme ave un degré relatif ni, e dernier n'est jamais supérieur
à n. En d'autres termes, Hn+1 = H∞.
Lemme 2 Soit ω ∈ X une 1-forme ave degré relatif r(ω). Si r(ω) > n,
alors r(ω) = ∞.
Ces résultats montrent que l'on peut aratériser les sous-modules Hk au
moyen d'un nombre ni de veteurs olonne. Cei permet d'obtenir une ondi-
tion susante vériable pour l'aessibilité.
Théorème 8 Les énonés suivants sont équivalents :
i) le système Σ n'a pas d'élément autonome
ii) H∞ = 0
iii) [g1, . . . , gn]
⊥ = 0
iv) rang par lignesK[∇][g1, . . . , gn] = n
L'exemple présenté par la suite montre qu'au delà du résultat prinipal, le
alul des gk permet de donner des onlusions dénitives sur l'aessibilité
d'un système dans ertains as.
Exemple 6 (suite) Pour le système (2.2) on a
H∞ =

 x1 +∇2 u1,0∇2 − u1,2 (u21,0 − u˙1,0)∇2 − u˙1,21 +∇ 0 0
∇−∇2 0 0


⊥
d'où on peut déduire que (∇−∇2)dx2 − (1 +∇)dx3 est dans H∞. Cet élé-
ment étant intégrable (même exat), on peut armer que le système n'est pas
aessible.
Le seul problème ouvert demmeure elui de l'intégrabilité de H∞.
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2.2 Struture des systèmes à retards
L'inversion d'un système arré est un sujet important. Elle onsiste à trouver
un système Σ−1, qui a omme entrée la sortie y désirée (où mesurée) du
système Σ, et dont les sorties sont égales aux entrées u qui produisent y, si
les onditions initiales sont adéquates.
-1
u(t) y(t)
tt
Σ
Σ
Fig. 2.1  Un système Σ et son inverse Σ−1.
L'intérêt prinipal pour résoudre e problème est que, lorsque le système
inverse existe, il peut nous donner les lois de ommande que engendrent une
trajetoire désirée quelonque. Ayant pour but ette appliation, on peut
aepter, pour les systèmes à retards, des systèmes inverses ave des avanes
dans le temps pour la sortie ar la trajetoire désirée est onnue à l'avane.
La résolution de e problème pour les systèmes sans retard est fondée sur un
algorithme dû à Singh [56℄, développé à partir des travaux de Silverman [54℄.
On présente par la suite une extension de et algorithme pour les systèmes
non linéaires à retards. Elle permet de dénir des notions de rang et d'inver-
tibilité pour ette lasse de systèmes. Une appliation de ette notion sera
montrée dans la setion 3.2.
2.2.1 Algorithme de struture
L'extension de l'algorithme de Singh au as de systèmes non linéaires à re-
tards est donnée par l'Algorithme 3.
Cet algorithme onverge au plus après n étapes, ar {ρk} est une séquene
non déroissante d'entiers bornée par le nombre d'entrées et de sorties.
Le rang ρ du système est déni omme
ρ := max{ρk, k ≥ 1}.
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Algorithme 3 Algorithme de struture pour les syst. à retards.
Etape 0
ρ0 = 0, F˜0 = 0 et
F0 := y0 − h(x) ≡ 0
Etape k+1
A l'étape préédente, on a déni les fontions F˜k et Fk :[
F˜k
Fk
]
=
[
a˜k(x, y˙, . . . ,y
(k))
ak(x, y˙, . . . ,y
(k))
]
+
[
b˜k(x, y˙, . . . ,y
(k−1), δ)
0
]
u0
ave rankK[δ] b˜k(·) = rankK[δ] F˜k = ρk = dimension de F˜k.
Dériver Fk par rapport au temps :
F˙k = a¯k+1(x, y˙, . . . ,y
(k+1)) + b¯k+1(x, y˙, . . . ,y
(k), δ)u0
et dénir
ρk+1 = rankK[δ]
[
b˜k(x, y˙, . . . ,y
(k−1), δ)
b¯k+1(x, y˙, . . . ,y
(k), δ)
]
.
Permuter les omposantes de F˙k pour que les premières ρk+1 lignes de
[b˜Tk b
T
k+1]
T
soient linéairement indépendantes sur K[δ], et dénir
[
F˜k+1
Fˆk+1
]
:=
[
Iρk+1 0
0 Ip−ρk+1
] [
F˜k
F˙k
]
=
[
a˜k+1(x, y˙, . . . ,y
(k+1))
aˆk+1(x, y˙, . . . ,y
(k+1))
]
+
[
b˜k+1(x, y˙, . . . ,y
(k), δ)
bˆk+1(x, y˙, . . . ,y
(k), δ)
]
u0
Trouver des matries S˜k+1 ∈ K
(p−ρk+1)×ρk+1 [δ] et Sˆk+1 ∈ K
(p−ρk+1)×(p−ρk+1) [δ]
telles que
S˜k+1b˜k+1 + Sˆk+1bˆk+1 = 0 et rankK[δ]Sˆk+1 = p− ρk+1.
Finalement, dénir Fk+1(x, y˙) = S˜k+1F˜k+1 + Sˆk+1Fˆk+1, e qui donne[
F˜k+1
Fk+1
]
=
[
a˜k+1(x, y˙, . . . ,y
(k+1))
ak+1(x, y˙, . . . ,y
(k+1))
]
+
[
b˜k+1(x, y˙, . . . ,y
(k), δ)
0
]
u0. (2.3)
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2.2.2 Systèmes inverses
Dans ette setion, on va onsidérer le problème de trouver l'inverse d'un
système non linéaire à retards. Pour e faire, prenons d'abord le système
(sans retard) déni par :
x˙1,0 = x2,0u1,0
x˙2,0 = u1,0
y1,0 = x1,0
qui admet le système inverse suivant :
η˙1,0 = (η1,0y¨1,0 − η
3
1,0)/y˙1,0
u1,0 = η1,0.
Si l'on rajoute un retard au modèle de depart :
x˙1,0 = x2,0δu1,0
x˙2,0 = u1,0
y1,0 = x1,0
(2.4)
on obtient les relations :
y˙1,0 = x2,0u1,1
y¨1,0 = u1,0u1,1 + u˙1,1y˙1,0/u1,1.
La reherhe d'un système inverse à partir de es relations donne des solutions
antiipatives (don, non réalisables), omme par exemple :
δη˙1,0 = (η1,1y¨1,0 − η1,0η
2
1,1)/y˙1,0
u1,0 = η1,0.
Dans [41℄ (voir Annexe A), on a déni une lasse assez générale de systèmes
inverses ; un as partiulier, qui est le seul à être onsidéré dans e rapport,
est dérit par
R[δ]δτ η˙0 = F (y
(k),ηi; i ≥ τ, k ∈ N)
P [δ]δτu0 = H(y
(k),ηi, i ≥ τ, k ∈ N)
(2.5)
où les matries arrées R[δ] |δ=0 et P [δ] |δ=0 sont de rang plein.
Dénition 29 Le système (2.5) est un inverse à gauhe du système Σ si la
sortie u0 (2.5) est égale a l'entrée u0 de Σ lorsque la sortie y0 de Σ est égale
à l'entrée y de (2.5) ave des onditions initiales adéquates.
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Dénition 30 Le système Σ est dit inversible à gauhe s'il admet un inverse
à gauhe.
Pour les systèmes sans retard, l'existene d'un inverse est aratérisé par le
rang du système. Cette ondition est toujours néessaire pour les systèmes
à retards ; ependant, omme le montre le système (2.4), elle n'est plus suf-
sante ; on a don besoin de onditions supplémentaires pour assurer l'exis-
tene d'un système inverse. Pour les trouver, supposons que l'algorithme ait
onvergé à l'étape k. A partir de l'équation (2.3) on a
dF˜k = a˜(∇)dx0 + b˜k(·,∇)du0 (2.6)
ave rang par lignesK[∇]{b˜k(·,∇)} = ρk.
On met (2.6) sous la forme
dF˜k = diag {pi(∇)∇
µi} [A(∇)dx0 + B(∇)du0 ] +


ω1
ω2
.
.
.
ωρk

 (2.7)
ave pi(∇) ∈ K[∇], pi(0) 6= 0, µi ∈ IN , et ωi ∈ spanK[∇]{dy, dy˙, . . .}, pour
i ∈ 1, . . . , ρk.
Une ondition susante pour l'existene d'un inverse à gauhe est maintenant
rappelée (voir Annexe B) :
Théorème 9 Le système Σ a un inverse à gauhe si
rang par lignesK[∇] B(∇) |∇=0= m. (2.8)
Un exemple illustratif peut être trouvé dans [41℄ (Annexe B).
2.3 Lien ave d'autres travaux
Aessibilité
Quelques auteurs ont déjà abordé le sujet de la ommandabilité pour les
systèmes non linéaires à retards. On trouve ainsi une étude d'un réateur
himique [45℄ et une autre sur les systèmes bilinéaires [6℄.
Les ontributions par rapport à es travaux sont la dénition formelle d'aes-
sibilité proposée, et une ondition vériable sous laquelle un système donné
possède ette propriété.
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Le Théorème 8 peut être vu omme la généralisation de la ondition algé-
brique présentée dans [3, 4℄. Sa partiularité est qu'il ne demande pas le
alul des sous-modules Hk. Ces sous-modules étant en général de dimension
innie, on ne peut pas employer les onditions (basées sur leur dimension)
que l'on trouve dans les travaux ités préédemment.
Les onditions du Théorème 8 deviennent, dans les ontextes adéquats, une
ondition néessaire et susante pour l'aessibilité forte (systèmes sans re-
tard [4, 58℄), pour la ommandabilité faible (systèmes linéaires à retards [43℄),
et pour la ommandabilité (systèmes linéaires variants dans le temps [55℄).
Finalement, il faut remarquer que l'on peut arriver à e même résultat en
utilisant un formalisme développé dans [51℄.
Inversion de systèmes
L'inversion pour les systèmes non linéaires à retards a été onsidérée pour la
première fois dans [14℄.
La ondition présentée dans e rapport est moins générale que elle du travail
préédemment ité. Par ontre, elle a l'avantage d'être onstrutive.
2.4 Conlusions
Deux aspets struturels des systèmes à retards ont été présentés. Le premier
onerne l'aessibilité, où une dénition de ette propriété et des ondi-
tions vériables sous lesquelles un système la possède, ont été proposées. Ces
onditions demandent un nombre de aluls moindre (par rapport aux autres
ritères disponibles) pour être vériées dans le as de systèmes non linéaires
sans retard.
Lors de la résolution du problème du rejet de perturbation, dans le Chapitre
suivant, nos redénirons H∞ relativement à un seul type d'entrées, sahant
que le système est soumis aux entrées de ommande et aux entrées de per-
turbation.
Le deuxième aspet onerne l'inversion d'un système. A e sujet on a pré-
senté une extension de l'algorithme de struture de Singh. On montre que
la onvergene de et algorithme ne sut pas pour l'existene d'un système
inverse, et des onditions supplémentaires pour le garantir ont été proposées.
A notre meilleure onnaissane, et algorithme est innovant aussi dans le as
partiulier de systèmes linéaires à retards.
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Chapitre 3
Rejet de perturbations
3.1 Dénition du problème
La synthèse d'une loi de ommande est généralement eetuée à partir d'un
modèle mathématique élémentaire.
Ce modèle dière du proessus réel pour plusieurs raisons ; parmi les prini-
pales on trouve des erreurs de modélisation et/ou d'identiation, des bruits,
et des perturbations. Une partiularité de es dernières est qu'elles peuvent
être inluses dans le modèle en tant qu'entrées sur lesquelles on ne peut pas
agir et que, très souvent, on ne peut pas mesurer non plus.
Un des problèmes majeurs de la ommande est d'assurer le fontionnement
du système malgré la présene de es perturbations. Ainsi, le problème de
rejet de perturbations onsiste à éliminer leur inuene sur les sorties d'un
système Σ, e qui peut être fait d'une façon parfaite ou asymptotique.
C Σ
- y
?
q
-v -u
6
-
6
- Rejet parfait
Rejet asymptotique¡
¡ª ﬀ
Fig. 3.1  L'eet de la perturbation q sur la sortie y est anéanti par le
ompensateur C.
La lasse de systèmes qui sera onsidérée est modélisée par
Σd :
{
x˙0 = f(x) +
∑τ
i=0
(
gi(x)ui + pi(x) q i
)
y0 = h(x)
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où q j représente le veteur de perturbations [q1, . . . , qr]
T
à l'instant t− j. Le
problème du rejet de perturbations est maintenant déni.
Dénition 31 (Problème de rejet de perturbations) Soit le système Σd,
ave des entrées de ommande u et des sorties y, aeté par des perturbations
q. Trouver, si possible, un ompensateur C, tel que les sorties y ne soient pas
aetées par les perturbations q ; plus préisément, tel que, pour le système
ompensé, la relation
dy(k) ∈ spanK[∇]{dx, dv, . . . , dv
(k−1)}, ∀ k ∈ N,
où v est la nouvelle entrée de ommande, soit vériée.
Ce problème à été traité depuis longtemps pour les systèmes sans retard, où
une solution omplète est disponible (voir, par exemple [47℄ et référenes in-
luses). Cette solution standard onduit à la perte maximale d'observabilité,
e qui n'est pas toujours appliable dans le as de systèmes à retards si l'on
se restreint à des ompensateurs ausaux.
Exemple 7 Soit le système
x˙1,0 = x2,0(u1,1 − x3,2) + x1,0x1,1
x˙2,0 = −x
2
1,0
x˙3,0 = q1,0
y1,0 = x1,0.
A partir de
y˙1,0 = x2,0(u1,1 − x3,2) + x1,0x1,1,
on obtient la solution élémentaire
u1,0 = (v1,0 − x1,−1x1,0)/x2,−1 + x3,1.
Cette solution n'est pas ausale, ar elle demande la onnaissane de x1 et
x2 à l'instant t+ 1 (notés x1,−1 et x2,−1). Néanmoins, ave le ompensateur
ausal suivant :
u1,0 = v1,0 + x3,1,
on obtient
y˙1,0 = x2,0v1,1 + x1,0x1,1.
Le leteur peut vérier que la sortie n'est plus aetée par la perturbation q.
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Cet exemple permet d'illustrer l'idée de base des solutions qui seront présen-
tées dans e hapitre : une partie de l'état (x1 et x2 en l'ourrene) n'a pas
besoin d'être rendue inobservable pour rejeter la perturbation. La question
est alors de l'identier. La reherhe de ette réponse a onduit à la dénition
du sous-module Ω ⊂M assoié au système Σd [42℄ :
Ω :=
{
ω ∈ spanK[∇]{dx} | ∀k ∈ N, ω
(k) ∈ lsK[∇]{dx, dy, dy˙, . . .}
}
.
Ce sous-module peut être alulé en tant que limite de la séquene
Ω0 := spanK[∇]{dx}
Ωk+1 := {ω ∈ Ωk | ω˙ ∈ lsK[∇]{Ωk +
d
dt
(X ∩ Y)}}
ave X ∩ Y := spanK[∇]{dx} ∩ spanK[∇]{dy, dy˙, . . .} et y les sorties de Σd.
Remarque 8 Dans le as de systèmes sans retard, Ω est équivalent à la
notion standard d'un sous-espae de ommandabilité ou d'une odistribution
de ommandabilité.
Ω est, en quelque sorte, une extension de H∞ (f. Chapitre 2), en onsidérant
les dérivées de y omme des paramètres.
Dans les setions suivantes, on va présenter des solutions statiques et dyna-
miques ave retards au problème de rejet de perturbations. Ces solutions font
appel aux notions de degré et déalage relatifs [42℄.
Dénition 32 Le système Σd a un degré relatif ρ s'il existe un entier non
négatif ρ tel que
ρ = min{k ∈ N |
∂y
(k)
1,0
∂u
6= 0}. (3.1)
Si, pour tout k ∈ N, ∂y(k)1,0/∂u = 0, alors ρ = ∞.
Dénition 33 Le déalage relatif est déni pour tout système Σd ayant un
degré relatif ni ρ, omme l'entier non négatif µ satisfaisant
µ = min{k ∈ N |
∂y
(ρ)
1,0
∂u1, k
6= 0}. (3.2)
Remarque 9 Dans le as partiulier des systèmes sans retard, la notion de
degré relatif, donnée par (3.1), est équivalente à la notion standard pour es
systèmes. Le déalage relatif est, en quelque sorte, équivalent à la notion de
degré relatif pour les systèmes disrets.
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3.2 Solution statique biausale
Considérons d'abord le as monovariable, où l'existene d'une solution bi-
ausale au rejet de perturbations est aratérisée omme suit.
Théorème 10 Considérons le système Σd ave m = p = 1. Le rejet de
perturbation peut être résolu par ompensation biausale si, et seulement si,
il existe ω0 ∈ E tel que
i) ω0 ∈ spanK[∇]{dxµ, du1, µ},
ii) dy
(ρ)
0 − ω0 ∈ Ω, et
iii) clsK[∇]{ω0} soit intégrable.
Ces onditions impliquent que (voir Annexe A) :
 il existe une fontion ϕ(·) telle que ω0 = α(∇)dϕ (ond. iii)),
 ϕ(·) dépende de l'entrée u (ond. ii) et déf. du degré relatif) ; plus enore,
qu'elle dépende de la valeur de l'entrée à l'instant t (ond. i) et déf. du
déalage relatif) :
∂ϕ(·)
∂u1,0
6= 0
 dy(ρ+k) ∈ Ω + spanK[∇]{dϕ, . . . , dϕ
(k)} (ond. ii)).
A partir de ei, il est faile de montrer que
ϕ(x,u) = v0
admet une solution statique (ave retards) u0 qui rejette la perturbation.
Il reste que le problème du hoix de ω0, qui n'est pas unique. En eet, si l'on
reprend l'exemple préédent, les 1-formes
ω0 = x2,0d(u1,1 − x3,2), et
ω′0 = x2,0d(u1,1 − x3,2) + x1,0dx1,1
satisfont toutes les deux les onditions i) et ii). Cependant, seulement la
première satisfait iii). Pour ontourner et inonvénient, notons d'abord que,
si le problème est résolu, alors pour le système ompensé
lsK[∇]{Ω + Ω˙} = Ω⊕ spanK[∇]{dv0} (3.3)
et, dans tous les as,
lsK[∇]{Ω + Ω˙} = lsK[∇]{Ω +
d
dt
(X ∩ Y)}
= lsK[∇]{Ω + spanK[∇]{dy
(ρ)
1,0}}.
On a le résultat suivant.
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Théorème 11 Considérons le système Σd ave m = p = 1. Le rejet de
perturbations admet une solution par ompensation biausale si, et seulement
si,
a) du1,0 ∈ lsK[∇]{Ω + spanK[∇]{dy
(ρ)
1,0}}+ spanK[∇]{dx0, du1,1}
b) dim (lsK[∇]{Ω + spanK[∇]{dy
(ρ)
1,0}})
⋆ = dim Ω⋆ + 1
où dim (·)⋆ représente la dimension du plus grand sous-module intégrable
ontenu dans (·).
Preuve.
Néessité. Supposons que le problème ait été résolu par ompensation bi-
ausale. Alors,
p0du1,0 = q(∇)dv1,0 + f
′(∇)dx0 + p
′(∇)du1,1, p0 6= 0
et
lsK[∇]{Ω + spanK[∇]{dy
(ρ)
1,0}} = Ω⊕ spanK[∇]{dv1,0}; (3.4)
don,
lsK[∇]{Ω + spanK[∇]{dy
(ρ)
1,0}} ⊃ spanK[∇]{q(∇)dv1,0}
⊃ spanK[∇]{p0du1,0 − f
′(∇)dx0 − p
′(∇)du1,1
A partir de ette relation, il est simple de montrer la néessité de a). La
néessité de la deuxième ondition déoule diretement de (3.4).
Susane. A partir de b), il existe une fontion ϕ telle que
lsK[∇]{Ω + spanK[∇]{dy
(ρ)
1,0}} = Ω + spanK[∇]{dϕ};
la ondition a) implique que
∂ϕ
∂u1,0
6= 0
et alors, une solution peut être obtenue à partir de ϕ = v1,0.
Cette même idée a été étendue au as multivariable, et une ondition d'exis-
tene d'une solution biausale peut s'érire omme suit.
Théorème 12 Soit le système Σd ave m entrées et p sorties. Il existe une
solution statique biausale au problème de rejet de perturbations si
i) Ω ⊂ P⊥
ii) du0 ∈
(
lsK[∇]{Ω + Ω˙}+ spanK[∇]{dx0, du1}
)
iii) dimK[∇]
(
lsK[∇]{Ω + Ω˙}
)⋆
= dim Ω⋆ + m
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ave P := Σi pi(x)∇
i
. Si le rang du système (f. 2.2.2) est égal au nombre
d'entrées ('est-à-dire, si le système est inversible à gauhe), es onditions
deviennent aussi néessaires (voir Annexe B).
Remarque 10 On note l'inlusion d'une troisième ondition par rapport
au as monovariable. Cei est dû au fait que, dans e as partiulier, les
onditions i) et ii) du Théorème 11 sont équivalentes.
3.3 Solution dynamique
Lorsque le problème n'a pas de solution par retour statique ave retards,
on reherhe des solutions dans la lasse (plus générale) des ompensateurs
dynamiques. Des onditions susantes pour l'existene de telles solutions
seront présentées maintenant.
Rappelons d'abord la notion suivante.
Dénition 34 [42℄ Soit le système Σd. Il a un degré relatif σ vis-à-vis de la
perturbation q si
σ = min{k ∈ N |
∂y
(k)
1,0
∂q
6= 0} est ni.
Si, pour tout k ∈ N, ∂y(k)1,0/∂q = 0, alors σ = ∞.
Si σ = ∞, le système est déjà déouplé de la perturbation. On ne onsidère
par la suite que le as où σ est ni.
Théorème 13 Soit le système Σd. Supposons qu'il ait des degrés relatifs ρ
et σ nis, et un déalage relatif µ. On dénit la forme diérentielle
ω0 :=
∑
ℓ≥µ
[
∂y
(σ−1)
0
∂xℓ
dxℓ +
σ−ρ−1∑
i=0
∂y
(σ−1)
0
∂u
(i)
ℓ
du
(i)
ℓ
]
Il existe un ompensateur dynamique qui rejette la perturbation q si
i) lsK[∇]{ω0} est intégrable
ii) dy
(k)
1,0 ∈ spanK{dx,∇
ℓω
(i)
0 , ℓ ∈ N, 0 ≤ i ≤ k − ρ}, pour tout k ≥ σ − 1.
Preuve. Voir l'Annexe A.
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Corollaire 2 Soit le système Σd ave degrés relatifs nis ρ et σ, et un déa-
lage relatif µ, et la forme diérentielle suivante :
ω0 :=
∂y
(σ−1)
1,0
∂xµ
dxµ +
σ−ρ−1∑
i=0
∂y
(σ−1)
1,0
∂u
(i)
1, µ
du
(i)
1, µ. (3.5)
Le problème de rejet de perturbations admet une solution dynamique sans
mémoire si
i) lsK[∇]{ω0} est intégrable
ii) dy
(k)
1,0 ∈ spanK{dx,∇
ℓω(i), ℓ ∈ N, 0 ≤ i ≤ k − ρ},
pour tout k ≥ σ − 1.
3.4 Lien ave d'autres travaux
Le as monovariable du problème de rejet de perturbations à été traité par
plusieurs auteurs. En dehors de nos ontributions on trouve :
 une approhe géométrique [62℄,
 une approhe de systèmes à perturbations singulières [62℄,
 une approhe de linéarisation [62℄, et
 une approhe de disrétisation [2℄
Leurs résultats sont résumés et omparés ave les ntres dans le tableau 3.1.
On remarque que les onditions néessaires et susantes données pour les
approhes de perturbations singulières et de disrétisation sont par rapport
à une approximation du système original. Elles ne sont que susantes pour
le système de départ.
Dans le as multivariable, e n'est que tout réemment que notre approhe,
appliqué aux systèmes linéaires à retards (modélisés sur un anneau prini-
pal), a pu être érit sous un formalisme géométrique et don, être omparée
ave une approhe disponible dans la littérature [5, 12℄. L'équivalene des
onditions proposées par es deux approhes à été montrée dans [36℄.
Finalement, on remarque que la notion de degré relatif, qui a été employée
aussi pour étudier le problème de linéarisation entréesortie dans [19℄, n'est
pas uniée, omme le montre le Tableau 3.2, où sont interprétées diverses
versions trouvées dans la littérature.
On note que, bien que pour les systèmes sans retard, toutes es dénitions
oïnident ave la notion lassique, elles sont toutes diérentes dans le as
plus général de systèmes à retards.
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Approhe Systèmes onsidérés Solutions
Type Retards n ressm resar ps b dg
Velaso M. [62℄
Géométrique MIMO 1 sur l'entrée s
Pert. sing. MIMO 1 sur l'entrée ns
1 (h) sur l'état,
Linéarisation SISO 1 (k) sur l'en-
trée, h ≥ k ≥ 0
ns
Alvarez Ja. et Alvarez Jq. [2℄
plusieurs sur
Disrétisation SISO l'entrée, l'état et ns
la sortie
Moog et al. [42℄, Marquez, Moog et Velaso [40℄
plusieurs sur
Algébrique SISO l'entrée, l'état et s s s ns s
MIMO la perturbation s
∗
NC = Solution non ausale
RESSM = Solution par retour d'état statique sans retard
RESAR = Solution par retour d'état statique ave retards
PS = Solution pure shift
BC = Solution biausale
DG = Solution dynamique (générale).
∗ = Aussi néessaire pour les systèmes inversibles à gauhe
Tab. 3.1  Comparaison des ontributions au problème de rejet de pertur-
bations de systèmes à retards.
Dans l'approhe le degré relatif indique le nombre de fois qu'il
faut dériver (ou itérer) la sortie pour avoir une
dépendane expliite de
Géométrique [62℄ u(t− τ), τ unique
Géométrique [19℄ u(t)
Perturbations singulières [62℄ u(t) dans le modèle approhé
Linéarisation [62℄ u(t− τ) dans l'approximation linéaire, τ quel-
onque
Disrétisation [2℄ u(k) dans le modèle disrétisé
Algébrique [42℄ u(t− τ), τ quelonque
Tab. 3.2  Interprétation de plusieurs dénitions de degré relatif.
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3.5 Conlusions
Dans e Chapitre, notre formalisme mathématique a été employé pour ap-
porter des solutions ausales exates au problème de rejet de perturbations.
Une solution omplète par retour statique d'état a été donnée, ainsi que des
onditions susantes pour l'existene d'une solution dynamique.
Il est à souligner que es résultats se distinguent de eux existant dans la
littérature ar
 ils sont valables sous des hypothèses non restritives sur le système onsi-
déré,
 ils ne résultent pas d'approximations (linéarisation, perturbations singu-
lières,. . .)
Dans ette mesure, nous apportons des résultats qui se veulent pionniers, et
qui peuvent mettre en lumière des solutions originales pour des problèmes
tels que le déouplage ou la poursuite de modèle.
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Chapitre 4
Linéarisation entréesortie
Un problème important de l'automatique onsiste à modier la représentation
d'un système et/ou sa dynamique, de telle sorte qu'il soit équivalent à un
système linéaire. Cei peut être fait par deux types de transformation :
i) par injetions additives de sortie [49℄
ii) par boulage [24, 25℄
Le premier as, est un problème purement de représentation du système. Le
deuxième est un problème de ommande, dont la solution peut demander
de modier la dynamique (ave un ompensateur) et la représentation du
système (par un hangement de oordonnées).
Ce problème réside au ÷ur du développement de l'automatique non linéaire
ar, s'il existe une solution, on peut utiliser la théorie (plus développée) des
systèmes linéaires sur le système ompensé. Il a été résolu pour les systèmes
sans retard depuis plus de vingt ans (le leteur intéressé, peut trouver un
historique dans [24, 25, 49℄).
Dans le as de systèmes à retards, seul le problème de linéarisation de sys-
tèmes à retards par boulage, a été onsidéré par quelques auteurs [19℄, sous
des hypothèses très restritives, évauant la problématique réelle assoiée à
ette lasse de systèmes.
Dans e hapitre, on montre que la solution au problème de linéarisation
par injetions additives de sortie est aratérisé à l'aide d'une extension de
l'algorithme proposé dans [66℄.
Ce résultat est utilisé pour :
 trouver une solution omplète au problème de linéarisation par retour sta-
tique de sortie (4.2)
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 donner une ondition susante pour la synthèse d'un observateur pour les
systèmes à retards (4.5).
Puis, dans la Setion 4.3, on présente des onditions sous lesquelles le pro-
blème de linéarisation admet une solution par retour d'état (statique et dy-
namique).
Finalement, dans la Setion 4.4, on montre que la linéarisation d'un sys-
tème, en ombinaison ave les résultats sur la stabilité de systèmes linéaires
à retards, nous permet de donner une solution au problème de poursuite de
trajetoire.
4.1 Dénition du problème
Dans sa formulation lassique (voir, par exemple, [24, 25℄),le problème de
linéarisation entréesortie onsiste à trouver un ompensateur et une trans-
formation d'état, tels que le système puisse être déomposé en deux sous-
systèmes : une partie linéaire (ommandable et observable), et une autre non
linéaire, non observable.
Pour le as des systèmes à retards, une telle formulation ne peut être reprise
diretement pour plusieurs raisons. D'abord, il n'y a pas de dénition de
hangement de oordonnées pour les systèmes non linéaires à retards qui
soit aeptée de manière générale. De plus, il existe plusieurs dénitions de
ommandabilité et d'observabilité pour les systèmes linéaires à retards [16,
30, 31, 43, 48, 53℄, e qui ouvre le problème de déterminer laquelle est la plus
adéquate dans la formulation du problème. Finalement, ertains systèmes
linéaires à retards n'aeptent pas de réalisation observable et ommandable
[32℄.
Pour ontourner es disussions, le problème de linéarisation entréesortie
sera déni en termes de l'existene d'une équation diérentielle et aux dif-
férenes linéaire pour le système en boule fermée plutt qu'en termes de
l'existene d'une forme partiulière de l'équation de l'espae d'état.
Dénition 35 (Linéarisation entréesortie) Soit le système non linéaire
à retards Σ, ave degré relatif ni ρ. Trouver, si possible, un ompensateur
ausal C, tel que le système en boule fermée satisfasse
i) dy¯
(k)
1,0 ∈ spanIR[δ]{dy¯1,0, . . . , dy¯
(k−1)
1,0 , dv1,0, . . . , dv
(k−1)
1,0 }
ii) dy¯
(k)
1,0 /∈ spanIR[δ]{dy¯1,0, . . . , dy¯
(k−1)
1,0 } (4.1)
pour un ertain k ∈ N. y¯1,0 représente la sortie du système en boule fermée
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et v1,0 la nouvelle entrée de ommande.
Remarque 11 La ondition ii) assure la ommandabilité de la sortie et évite
des solutions triviales.
4.2 Solutions par retour de sortie
Dans ette setion, on onsidère le as où la seule mesure disponible pour la
ommande est la sortie du système. On herhe les onditions sous lesquelles
le problème admet une solution en n'utilisant que ette information.
On montrera que, pour répondre à ette question, il est néessaire de savoir
si la sortie peut s'érire sous la forme
y
(n¯)
1,0 =
n¯∑
j=1
Φ
(j−1)
j (y,u). (4.2)
Dans le as partiulier des systèmes sans retard, ela se réduit à demander que
le système soit linéarisable par des injetions additives de sortie [49℄. Cette
ondition peut être vériée sur les systèmes à retards ave l'Algorithme 4,
qui est en fait une adaptation de l'algorithme proposé dans [66℄.
Soit E0 = 0, Ek = spanK[∇]{dy1,0, . . . , dy
(k−1)
1,0 , du1,0, . . . , du
(k−1)
1,0 }. Si la
relation (4.2) est satisfaite, alors
dy(n¯) = d [Φ1(y,u)]
(n¯−1) + · · ·+ dΦn¯(y,u). (4.3)
Sous l'hypothèse suivante
dimK[∇] E
n¯ = 2n¯, (4.4)
l'Algorithme 4 donne un moyen de vérier (4.3). Les onditions sont énonées
en termes d'intégrabilité de ertaines 1-formes diérentielles.
Lemme 3 Sous l'hypothèse (4.4), dy(n¯) ∈ E peut être érit sous la forme
(4.3) si, et seulement si, dy(n¯) ∈ En¯ et
dω¯i = 0, i = 1, . . . , n¯. (4.6)
Un premier résultat peut être énoné.
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Algorithme 4 Linéarisation par injetions additives de sortie.
si dy(n¯) /∈ En¯. alors
Fin de l'algorithme.
sinon
Etape 1 :
Choisir des fontions ξ1, θ1 ∈ K[∇] telles que
ω1 − ξ1dy
(n¯−1) − θ1du
(n¯−1) ∈ En¯−1. (4.5)
ω¯1 := ξ1dy + θ1du.
Si dω¯1 6= 0 alors n de l'algorithme.
Etape ℓ (ℓ = 2, . . . , n¯) :
Soit Φℓ−1(y,u) telle que dΦℓ−1 = ω¯ℓ−1.
ωℓ := ωℓ−1 − dΦ
(n¯−ℓ+1)
ℓ−1 . Choisir ξℓ, θℓ ∈ K[∇] telles que
ωℓ − ξℓdy
(n¯−ℓ) − θℓdu
(n¯−ℓ) ∈ En¯−ℓ.
Dénir la 1-forme diérentielle ω¯ℓ omme
ω¯ℓ = ξℓdy − θℓdu.
Vérier si dω¯ℓ = 0. Si non, stop !
Fin de l'algorithme.
n si
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Théorème 14 Considérons le système Σ ave une entrée u, une sortie y, et
degré relatif ρ. Le problème de linéarisation entrée-sortie admet une solution
par retour de sortie ave retards pour e système si, et seulement si,
i) dy peut s'érire sous la forme (4.3),
ii) dimIR[δ]{dy1,0, dΦ1, . . . , dΦn¯} = 2
iii) lsIR[∇]{dy1,0, dΦρ} ⊂ spanK[∇]{dy1,0, du1,0}
6⊂ spanK[∇]{dy1,0, du1,1}.
Preuve. Voir Annexe C.
Remarque 12 La première ondition indique simplement que l'entrée doit
agir sur la sortie avant la perturbation. La deuxième implique l'existene
d'une fontion Φ¯ et des oeients ai, bi ∈ IR[∇] tels que
Φi = aiΦ¯ + biy1,0, i = 1 . . . n¯
Finalement, la troisième ondition implique que Φ¯ est une fontion de y et u,
et que Φ¯ = v1,0 admet une solution ausale en u1,0 qui linéarise le système.
A partir de e résultat, il est possible d'obtenir des onditions néessaires et
susantes pour l'existene d'une solution par retour de sortie statique sans
retard.
Corollaire 3 [39℄ Soit Φ¯ une fontion telle que
spanIR[∇]{dΦ¯}+ lsIR[∇]{dy1,0} = lsIR[∇]{dy1,0, dΦρ}
Le problème de linéarisation entréesortie admet une solution par retour de
sortie statique sans retard si, et seulement si, les onditions i) et ii) du Théo-
rème 14 sont satisfaites, et il existe un polynme p ∈ IR[∇] tel que
dΦ¯− pdy1,0 ∈ spanK{dy1,0, du1,0}.
Les onditions de e Corollaire sont vériables. En pratique, il est requis que
Φ¯ s'érive sous la forme
Φ¯ = Φ¯′(y1,0, u1,0) + py1,0, p ∈ IR[∇].
4.3 Solutions par retour d'état
Considérons maintenant le même problème, mais en reherhant une solution
dans la lasse plus générale des boulages d'état.
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4.3.1 Solution par retour d'état statique
Le premier as à être onsidéré est elui de systèmes ayant un degré relatif
égal au nombre d'états. Ces sorties, sont onnues aussi omme des sorties
plates [45℄.
Théorème 15 [39℄ Soit le système à retards Σ, ave degré relatif ρ = n.
Le problème de linéarisation entréesortie peut être résolu par retour d'état
dynamique ave retards si, et seulement si,
lsIR[∇]{dy1,0, dy˙1,0, . . . , dy
(n)
1,0} 6⊂ spanK[∇]{dx0, du1,1}.
La preuve de e théorème (Annexe C), onsiste à montrer que la ondition
préédente est équivalente à la relation
dy
(n)
1,0 =
n−1∑
i=0
aidy
(i)
1,0 +∇
µdΦ¯(x,u), ai ∈ IR[∇],
où ∂Φ¯/∂u1,0 6= 0, par dénition de µ.
Le alul eetif d'une base de lsK[∇]{spanK[∇]{dy1,0, . . . , dy
(n)
1,0}} permet
d'obtenir une telle fontion Φ¯ (non unique). C'est en imposant des restri-
tions sur son hoix que l'on obtient des ritères pour l'existene d'autres types
de solutions.
Corollaire 4 Le problème de linéarisation entréesortie admet une solution
par retour d'état statique sans retard si, et seulement si, il existe une forme
exate dΦ¯ ∈ spanK{dx0, du0} telle que
lsIR[∇]{dy1,0, . . . , dy
(n−1)
1,0 , dΦ¯} = lsIR[∇]{dy1,0, . . . , dy
(n)
1,0}
On onsidère par la suite le as le plus général où ρ ≤ n. Pour ela, on érit
y(ρ) omme suit :
y
(ρ)
1,0 := ϕ(x0, . . . ,xµ−1, u1, µ,xµ, . . . , u1, τ ,xτ )
et on dénit une fontion α1,0 regroupant tous les termes non antiipatifs
par rapport à l'entrée u :
α1,0 := δ
−µϕ(0, . . . ,0, u1, µ,xµ, . . . , u1, τ ,xτ )
= ϕ(0, . . . ,0, u1,0,x0, . . . , u1, τ−µ,xτ−µ).
(4.7)
Une ondition susante est maintenant énonée.
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Proposition 4 Considérons le système Σ, ave α1,0 dénie par (4.7). Le
problème de linéarisation entréesortie admet une solution par retour d'état
statique ave retards, s'il existe un entier k tel que
i) dβ1,0 ∈ spanK[∇]{dx}, et
ii) dβ
(k)
1,0 ∈ spanIR[∇]{dy1,0, . . . , dy
(ρ+k−1)
1,0 , dα1,0, . . . , dα
(k−1)
1,0 },
ave β1,0 := y
(ρ)
1,0 − δ
µα1,0.
Preuve. Annexe C
L'exemple suivant donne un indie pour aaiblir es onditions.
Exemple 8 Considérons le système
x˙1,0 = x2,2u1,2
x˙2,0 = x1,0 + x
2
1,2
y1,0 = x1,0 + x2,1
pour lequel β1,0 vaut x1,0. Des aluls simples montrent que les onditions de
la Proposition 4 ne sont pas satisfaites. Pourtant
y˙1,0 = x1,1 + x
2
1,3 + x2,2u1,2
= y1,1 − x2,2 + x
2
1,3 + x2,2u1,2,
d'où
u1,0 = (v1,0 + x2,0 − x
2
1,1)/x2,0
e qui donne, en boule fermée
y˙1,0 = y1,1 + v1,2.
Cette solution a été obtenue en utilisant le fait que le terme en avane par
rapport à l'entrée n'était pas gênant, ar il dépend linéairement de la sortie.
Cei est formalisé omme suit.
Soit Φ(x0, . . . ,xµ¯−1, u1, µ¯,xµ¯, . . . , u1, k,xk) une fontion telle que
spanIR[∇]{dΦ}+ lsIR[∇]{dy1,0, . . . , dy
(ρ−1)
1,0 } = lsIR[∇]{dy1,0, . . . , dy
(ρ)
1,0},
ave ∂Φ/∂u1, µ¯ 6= 0.
Un hoix de α1,0 moins restritif que (4.7) est
α1,0 := Φ(0, . . . ,0, u1,0,x0, . . . , u1, k−µ¯,xk−µ¯).
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4.3.2 Solution par retour d'état dynamique
Pour les systèmes sans retard à sortie unique, il est bien onnu que l'existene
d'une solution dynamique au problème de linéarisation implique qu'il existe
aussi une solution statique. Cei n'est plus vrai pour le as des systèmes à
retards, en raison de la ontrainte supplémentaire de ausalité.
Dans ette setion, nous présenterons une ondition susante pour résoudre
le problème de linéarisation par retour d'état dynamique ave retards.
L'idée est d'examiner la struture de la dérivée de la sortie d'ordre supérieur
y
(ρ+i)
1,0 au lieu de y
(ρ)
1,0. Cei est illustré par l'exemple préliminaire suivant.
Exemple 9 Considérons le système :
x˙1,0 = u1,0
x˙2,0 = x1,1 + x4,0 + x2,0 + x3,0
x˙3,0 = x
2
1,1
x˙4,0 = x2,0
y1,0 = x1,1 + x4,0,
pour lequel des aluls simples montrent qu'il n'admet pas de solution statique
ausale. Cependant, si l'on ontinue à dériver la sortie on obtient :
y
(2)
1,0 = u˙1, µ + x3,0 + y1,0 + y˙1, µ − u1, µ
y
(3)
1,0 = u¨1, µ + x
2
1, µ + y˙1,0 + y¨1, µ − u˙1, µ
Si l'on pose maintenant y
(3)
1,0 − y¨1, µ − y˙1,0 = v1, µ on est onduit à dénir le
ompensateur dynamique linéarisant suivant :
u1,0 = η1,0
η˙1,0 = η2,0
η˙2,0 = v1,0 − x
2
1,0 + η2,0.
On vérie que le système en boule fermée est linéaire :
y¯
(3)
1,0 = ¨¯y1,1 + ˙¯y1,0 + v1,1.
La généralisation de e résultat peut être énonée omme suit.
Théorème 16 Soit le système Σ. Le problème de linéarisation entréesortie
admet une solution dynamique ave retards s'il existe k ∈ IN tel que :
lsIR[∇]{dy1,0, . . . , dy
(ρ+k)
1,0 } 6⊂ spanK[∇]{dx0, du1,0, . . . , du
(k−1)
1,0 du
(k)
1,1}.
Preuve. Voir Annexe B.
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4.4 Appliation à la poursuite de trajetoire
Dans ette setion, on traite le problème de poursuite de trajetoire. Ce
problème onsiste à trouver une ommande telle, que la sortie y1,0 du système
tende asymptotiquement vers une trajetoire de référene y˜1,0.
Dénition 36 (Problème de poursuite de trajetoire) Considérons le
système Σ ave une sortie y et soit y˜ une fontion du temps ontinue. Trou-
ver, si possible, une ommande telle que l'éart entre la sortie du système et
la fontion de référene e := y1,0 − y˜1,0 soit stable à l'origine.
Le problème de poursuite de trajetoire est très lié à la linéarisation entrée
sortie : la stabilité asymptotique de l'erreur (y1,0− y˜1,0) est, en eet, failitée
par la linéarisation (par boulage) de l'erreur.
Théorème 17 Soit le système Σ, ave une sortie y1,0 et soit y˜1,0 la traje-
toire désirée pour la sortie. Le problème de poursuite de trajetoire admet une
solution ausale si
i) la relation entréesortie de Σ peut être linéarisée :
dy
(k)
1,0 =
∑
i aidy
(k−1)
1,0 +
∑
j bjdv
(j)
1,0, ai, bj ∈ IR[∇],
ii) la sortie en boule fermée peut être stabilisée à l'origine, et
iii) δµ divise tous les oeients bj.
Preuve. Les onditions i) et ii) impliquent l'existene d'un ompensateur
ausal tel que, pour le système en boule fermée,
k∑
i=0
a′iy
(i)
1,0 = δ
µ
k−ρ∑
j=0
b′jv
(j)
1,0, bk−ρ 6= 0
ave limt→∞ y1,0 = 0 lorsque v1,0 ≡ 0.
Une solution est donnée par
v1,0 = η1,0
η˙1,0 = η2,0
.
.
.
η˙k−ρ−1,0 = ηk−ρ,0
η˙k−ρ,0 = b
−1
k−ρ,µ
(
k∑
i=0
a′iy˜
(i)
1,−µ −
k−ρ−1∑
j=0
b′jηj,0
)
où y˜
(i)
1,−µ représente la i-ème dérivée par rapport au temps de la référene y˜,
évaluée à l'instant t + µ.
62 CHAPITRE 4. LINÉARISATION ENTRÉESORTIE
Exemple 10 Soit le système
x˙1,0 = u1,0
x˙2,0 = −x2,0 + x
3
1,1
y1,0 = x2,0 + x1,1
Ave le ompensateur ausal suivant :
u1,0 = v1,0 − x1,0 − x
3
1,0
on obtient la relation linéaire entréesortie :
v1,1 = y˙1,0 + y1,0.
On dénit maintenant
v1,0 = y˜1,−1 + ˙˜y1,−1 (4.8)
et on obtient, en boule fermée :
y˙1,0 − ˙˜y1,0 = −(y1,0 − y˜1,0)
e qui implique que l'éart entre la sortie et la fontion de référene y1,0− y˜1,0
tende asymptotiquement vers 0.
Remarque 13 Le fait d'avoir utilisé des valeurs futures de y˜ dans (4.8)
ne met pas en ause la ausalité de la solution proposée, ar la fontion de
référene y˜ et ses dérivées sont onnues à l'avane.
4.5 Synthèse d'observateurs
Dans ette setion on va utiliser les résultats sur la linéarisation par inje-
tions additives de sortie, pour onstruire des observateurs pour une lasse
partiulière de systèmes. Seulement des étapes préliminaires seront étudiées.
Avant d'aborder la synthèse des observateurs, on va donner une notion d'ob-
servabilité, et proposer une lasse d'observateurs.
Dénition 37 Le système Σ est dit observable, si tout l'état x0 peut être
exprimé en fontion des dérivés de la sortie, de l'entrée, et leurs valeurs
futures :
δτx0 = ϕ(y
(k),u(ℓ), k, ℓ ∈ N)
pour un τ ∈ N.
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A partir de ette dénition, il est simple de montrer que, si le système Σ est
observable, alors il existe un entier τ ∈ N tel que
spanK[∇]{dxτ} ⊂ O
où O := spanK[∇]{dx0} ∩ (spanK[∇]{dy0, dy˙0, . . .}+ spanK[∇]{du0, du˙0, . . .}).
Dans le as partiulier de systèmes sans retard, O est l'espae d'observabilité.
Dénition 38 On dit que le système dynamique
˙ˆ
ξ0 = γ(ξˆ,y,u)
δτ xˆ0 = ϕ(ξˆ,y,u)
est un observateur pour le système Σ, si eτ (t) → 0 lorsque t → ∞, où
eτ (t) := δ
τ
xˆ0 − δ
τ
x0, pour un τ ∈ N.
Admettons maintenant que le système soit linéarisable par injetions addi-
tives d'entréesortie ave n¯ = n. A partir de l'Algorithme 4 (f. 4.2), on
a
dy
(k−1)
1,0 = dhk(x) +
k∑
i=1
dφ
(k−i)
i (y,u), k = 1 . . . , n
Pour un système sans retard, ei est une ondition susante pour l'existene
d'un observateur [49℄. Pour montrer que ela n'est pas toujours le as pour
les systèmes à retards, onsidérons un système ave un seul état x1,0, et les
sorties y1,0 = x1,1 et y2,0 = x1,0 + x1,1. Ave la première sortie, on ne peut
pas onnaître la valeur de x1 à l'instant t, mais à l'instant t− 1 :
x1,1 = y1,0
Dans le deuxième as, on ne peut onnaître la valeur de x1 à partir de y2,0
que si l'on dispose des onditions initiales :
x1,0 = y2,0 − x1,1
Ce deuxième as n'est pas observable au sens de la Dénition 37.
Dans le but de trouver des onditions susantes pour la synthèse d'un ob-
servateur, on hoisit des fontions {ξ1,0, . . . , ξn,0} telles que
spanIR[∇]{dξ1,0, . . . , dξn,0} = lsIR[∇]{dh1(x), . . . , dhn(x)},
et on érit 

dh1
.
.
.
dhn

 = T [∇]


dξ1,0
.
.
.
dξn,0

 , T [∇] ∈ IRn×n[∇]. (4.9)
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La forme de Smith de la matrie T [∇] permet d'identier des systèmes qui ne
sont pas observables, ar une ondition néessaire est que tous les polynmes
invariants soient des monmes : dans l'exemple préédent, T [∇] = [∇] pour
y1,0 et T [∇] = [1 +∇] pour y2,0.
On arrive au résultat suivant (f. Annexe C).
Théorème 18 Considérons le système Σ, et admettons qu'il soit linéarisable
par φi(y,u)-injetions. Soient T [∇] et ξ donnés par (4.9). Si
i) ξ est un hangement biausal de oordonnées pour x :
ξ0 = ϕ(x), x0 = ϕ
−1(ξ), et
ii) Smith{T [∇]} = diag{∇µi}, µi ∈ N,
alors
˙ˆ
ξ0 = A(∇)ξˆ0 + φ(y,u)− k(∇)(y1,0 − C(∇)ξ0) (4.10)
xˆ0 = ϕ
−1(ξˆ)
où A(∇) + k(∇)C(∇) est une matrie stable, est un observateur pour le
système Σ.
La stabilité d'une matrie A˜(∇) est dans le sens où toute solution de
x˙ = A˜(∇)x
est stable pour toute ondition initiale.
4.6 Lien ave d'autres travaux
Nos ontributions par rapport au problème de linéarisation par ompensation
ausale pour les systèmes à retards sont résumés dans le Tableau 4.1.
En dehors de nos travaux, on trouve dans la littérature une première ontri-
bution faite par Germani et al. dans les as monovariable [19℄ et multivariable
[20℄. Ces travaux ont été faits dans un adre géométrique, et sont valables
pour des systèmes observables ayant un déalage relatif µ = 0, e qui est très
restritif.
La notion d'observabilité présentée dans e rapport ramenée au as linéaire,
est plus restritive que l'observabilité faible, et sa relation ave les autres
notions d'observabilité disponibles reste à établir.
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Compensateur statique ave retards Statique sans retard Dynamique
Retour de sortie CNS CNS CS
Retour d'état
ρ = n CNS CNS 
ρ < n CS∗ CS CS
CNS : Condition néessaire et susante,
CS : Condition susante,
* : plus faible que elle proposée dans [19℄.
Tab. 4.1  Solutions proposées pour la linéarisation entréesortie
Finalement, le problème de poursuite de trajetoire a été traité dans [65℄ pour
une lasse partiulière de systèmes ave retards dans l'entrée de ommande.
Leur approhe passe également par la linéarisation entréesortie du système,
et la stabilité est assurée au moyen des théories de Lyapunov et Razumikhin.
4.7 Conlusions
Dans e Chapitre, on a onsidéré la linéarisation d'un système à retards
(monovariable) par deux moyens :
 injetions de sortie, et
 boulage (statique et dynamique).
Pour la linéarisation par injetions de sortie, un ritère d'existene d'une
solution a été donné.
En e qui onerne la linéarisation par boulage, une solution omplète par
retour statique de sortie a été présentée, et des onditions susantes pour
l'existene de solutions par retour d'état statique et dynamique ont été dé-
veloppées.
On a montré aussi que, lorsqu'un système peut être linéarisé, et que la théorie
sur la stabilisation de systèmes linéaires à retards nous permet d'assurer
une relation entréesortie stable, on peut dénir une dynamique d'erreur qui
hérite ette stabilité. Cei nous a permis d'aborder deux sujets partiuliers :
la synthèse d'un observateur et la poursuite de trajetoire.
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Conlusion et perspetives
L'analyse struturelle des systèmes non linéaires à retards fut, à quelques
exeptions près [14, 21℄, un domaine de reherhe inexploré. L'ambition de
ette thèse fut de développer quelques résultats pionniers dans e domaine.
Les diultés inhérentes au domaine furent en partie dûes à l'absene d'une
approhe mathématique adaptée. Dans ette mesure, une ontribution ma-
jeure de e travail a été le développement d'un formalisme adapté à l'étude
de es systèmes.
Ce formalisme à été largement inspiré de résultats onnus pour les systèmes
sans retard, notamment l'approhe dite diérentiellealgébrique, et de résul-
tats valables pour les systèmes linéaires à retards modélisés sur un anneau.
Pourtant, il est loin d'en être une banale extension : le module introduit
dans le premier Chapitre est déni sur un anneau non ommutatif, et pour
lequel la multipliation est dénie d'une façon très partiulière, non onsidé-
rée jusqu'à présent dans la littérature. De es faits, haque propriété, même
les plus élémentaires (standards pour les espaes vetoriels ou les modules
ommutatifs) et haque dénition doivent être établies et revues.
Cette approhe a été utilisée pour s'attaquer à divers problèmes de l'analyse
et la ommande d'une lasse étendue de systèmes à retards.
D'abord, dans le Chapitre 2, on s'est intéressé à deux aspets struturels :
l'aessibilité et la reherhe de systèmes inverses. Pour le premier, on a
donné une ondition susante (vériable par un nombre réduit de aluls)
et dont la néessité demeure une onjeture : l'intégrabilité de H∞ surait
à le prouver. L'inversion de systèmes nous a mené à faire une extension de
l'algorithme dit de struture. Cei nous a permis de donner des onditions
pour l'existene d'un inverse. Ces onditions sont plus fortes que elles que
l'on trouve dans la littérature [14℄, mais elles sont onstrutives.
Puis, dans le troisième Chapitre, on s'est intéressé au problème de rejet de
perturbations. Une solution omplète par retour d'état biausal a été donné,
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et de onditions susantes pour l'existene de plusieurs types de solutions
(statiques et dynamiques) ont été proposées. Ces résultats se distinguent des
autres trouvés dans la littérature ar :
 ils sont valables sous des hypothèses non restritives,
 ils ne résultent pas d'approximations telles que la linéarisation ou la dis-
rétisation.
Finalement, dans le quatrième Chapitre, la linéarisation de systèmes a été
traitée. Deux types de linéarisation ont été onsidérés :
 par injetions de sortie, et
 par boulage.
Dans le premier as, une solution omplète a été présentée. Pour le deuxième
as, une solution omplète par retour statique de sortie a été trouvée. Des
onditions susantes pour l'existene d'un retour d'état statique résolvant le
problème ont été obtenues dans le as des systèmes dont le degré relatif de la
sortie est égal à la dimension de l'état. De plus, dans le as plus général où
auune hypothèse est faite sur la sortie, des onditions garantissant l'existene
des plusieurs types de solutions par retour d'état ont été données.
Tous es résultats motivent la poursuite des reherhes dans le adre de ette
approhe : malgré la omplexité importante inhérente à son développement,
ses possibilités d'appliation ont été démontrées par les premiers résultats
donnés dans les Chapitres 2 à 4. Cei ouvre un axe de reherhe qui s'avère
féond pour d'autres problèmes tels que le déouplage, par exemple.
Une aratéristique importante des résultats apportés par e travail, est
la possibilité de mise en ÷uvre eetive : toutes les onditions présentées
peuvent être vériées en pratique, et leur programmation dans des langages
de alul formel a été mise en ÷uvre en partie.
Finalement, même si ette approhe n'est pas diretement adaptée pour étu-
dier la stabilité, on peut passer par de formes partiulières (linéarisation,
formes triangulaires,. . .) et les assoier aux résultats onnus sur la stabilisa-
tion pour assurer la stabilité du système ompensé, tel qu'il est fait dans le
as de systèmes sans retard.
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