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Abstract
Inspired by recent photoemission measurements, we demonstrate that the normal state of cuprate su-
perconductors can be described by a power-law liquid, a state of matter with a power-law self-energy
Σ′′ ∼ (ω2 + pi2T 2)α. The scaling exponent decreases from α ∼ 1 in the overdoped Fermi-liquid state to
α . 12 in the optimal and underdoped regime. We ﬁnd that broad scale invariance of a power-law liquid
leads to the cuprates' superconducting dome, vanishing Fermi velocity, and diverging eﬀective mass. We
propose that a power-law liquid can arise from the presence of a scale-invariant sector known as unpar-
ticles. To extend the power-law liquid framework to include the ubiquitous magnetic phases of high-Tc
superconductors, we study the local-itinerant dichotomy in iron pnictides. We show that an interplay be-
tween localized moments and itinerant electrons is needed to reproduce the spin excitations observed in
inelastic neutron scattering experiments. These results further our understanding of the degrees of freedom
in high-Tc superconductors and will help formulate a consistent framework incorporating the physics of the
antiferromagnetic, normal, and superconducting states.
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Chapter 1
Introduction
1.1 Background
A central theme in condensed matter physics is the identiﬁcation of eﬀective degrees of freedom that repro-
duce the collective behaviors of many-body systems. In general, the Green function of interacting electrons
can be written as
G (k, ω) =
1
ω − k − Σk (ω) , (1.1)
where k is the bare energy spectrum, and Σ is the self-energy. The self-energy encapsulates the eﬀects
of interactions, with the real Σ′ and imaginary Σ′′ parts of the self-energy describing the renormalization
of the energy spectrum and the scattering rate, respectively. According to Fermi liquid theory, interacting
electrons in a metal remain particlelike, with the scattering rate of these quasiparticles quadratic with
respect to both energy and temperature: Σ′′ ∼ ω2 + pi2T 2. The vanishing of the scattering rate at T = 0
and ω = 0 indicates the stability of these quasiparticles, and a key implication of Fermi liquid theory is that
the electrical resistivity depends quadratically on temperature, as shown in Fig. 1.1a.
Many metals exhibit superconductivity. As temperature decreases below the superconducting transition
temperature Tc, the resistivity vanishes abruptly as shown in Fig. 1.1a. According to BCS theory [1],
electrons collectively bind into Cooper pairs due to electron-phonon interactions, allowing the electrons to
move unimpeded in the metal. Based on early estimates of the optimal interaction strength and energy, the
highest Tc is expected to be ∼ 10 K [2]. Together, BCS theory and Fermi liquid theory provide a framework
for explaining the resistivity of many metals over a wide range of temperatures.
However, the discovery of superconducting copper oxides in 1986 [3] threw these theories into disarray.
These materials superconduct at temperatures as high as 150 K in HgBa2Ca2Cu3O8+δ [4], an order of
magnitude higher than expected from BCS theory. Furthermore, the resistivity above the superconducting
Tc has a robust linear dependence on temperature [5], in contrary to Fermi liquid theory. Shown in Fig.
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Figure 1.1: (a) The electrical resistivity of a conventional metal, according to Fermi liquid theory and BCS
theory. (b) The resistivity of superconducting cuprates has an anomalous T -linear behavior in the strange
metal phase.
1.1b, these observations call into question the low-energy degrees of freedom in the cuprates. The fate of
quasiparticles and Cooper pairs in the cuprates and related compounds will be the focus of this dissertation.
1.2 Cuprate superconductors
1.2.1 Non-Fermi liquid behaviors
Understanding the physics of cuprate superconductors is challenging because they are in the strong coupling
regime, where conventional perturbative techniques fail. In general, undoped cuprates are antiferromagnetic
Mott insulators [6]. Doping suppresses the magnetic order and the superconducting phase emerges. The
superconducting Tc peaks at some optimal doping, producing the dome-like structure shown in Fig. 1.2.
It is at the optimal doping where the cuprates' normal state exhibit T -linear resistivity and many other
anomalous properties, such as the pseudogap, Fermi arc, and ω−2/3 optical conductivity. Aptly, this state of
matter is known as a strange metal. As doping increases from the optimal value, superconductivity vanishes
and the cuprates eventually become a conventional Fermi liquid in the overdoped regime. These observations
suggest that high-Tc superconductivity in the cuprates is linked to the non-Fermi liquid behaviors in the
strange metal phase.
Theoretically, mechanisms yielding non-Fermi liquid scalings have been extensively studied. For example,
the marginal Fermi liquid phenomenology [7] shows that a polarizability proportional to ω/T can lead to
T -linear resistivity. Also, due to the robustness of the strange metal's anomalous scaling behaviors, a
quantum critical point [8] is believed to exist within the superconducting dome. By coupling quasiparticles
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Figure 1.2: The phase diagram of cuprate superconductors. The cuprates behave as a Fermi liquid in the
overdoped regime and as a strange metal with T -linear resistivity at optimal doping.
with various bosons [911] near a quantum critical point, similar scaling behaviors can be obtained. More
exotically, strong coupling theories using the anti-de Sitter spacetime (AdS)/conformal ﬁeld theory (CFT)
correspondence have also been shown to yield T -linear resistivity [1214].
1.2.2 Power-law liquid
In Chapter 2, we will describe a recent set of spectroscopy measurements of cuprate superconductors that
is particularly illuminating. Angle-resolved photoemission spectroscopy (ARPES) directly measures the
spectral weight of electrons below the Fermi level as a function of both momentum and energy:
A (k, ω) ∝ ImG (k, ω)
=
Σ′′ (ω)
[ω − k − Σ′ (ω)]2 + [Σ′′ (ω)]2
. (1.2)
Along a ﬁxed energy cut, the spectral weight is a Lorentzian with respect to momentum k, and the peak
width is proportional to the imaginary part of the self-energy Σ′′. By measuring A (k, ω) over a wide range
of temperature, energy, and doping, the recent ARPES experiments showed that the T -linear resistivity at
optimal doping is in fact a slice of a broad scale-invariance phenomenon. The electron scattering rate over
a wide range of doping is found to have the scaling form Σ′′ ∼ (ω2 + pi2T 2)α [15]. The scaling exponent
decreases from α ∼ 1 in the overdoped Fermi-liquid state to α . 12 in the optimal and underdoped regime.
This unconventional state of matter is known as a power-law liquid. It encapsulates both the Fermi liquid
at overdoping and the strange metal at optimal doping, detailing the evolution of quasiparticles in the
Fermi liquid as doping decreases towards the optimal value and beyond. We will study the experimental
implications of a power-law liquid, in particular, showing that its broad scaling behavior naturally leads to
the superconducting dome in the cuprates. We will also show that a power-law liquid has a vanishing Fermi
3
velocity and a diverging eﬀective mass, in agreement with earlier experiments [1618]. These suggest that a
power-law liquid contains physics central to the cuprates.
Chapter 3 will follow by addressing the possible origin of a power-law liquid. Inspired by works from
high-energy physics [19], we will postulate that a scale-invariant sector, known as unparticles, exists in the
cuprates. Unparticles are the result of strong correlations in the cuprates, and they exhibit properties similar
to those of a fractional number of invisible massless particles. We will assume a simple form for the unparticle
propagator
G (k, ω) =
1
(ω − k)1−a
, (1.3)
where the anomalous scaling exponent a ranges from −1 to 1. We will show that interactions between
electrons and unparticles can lead to the power-law scattering rate that deﬁnes a power-law liquid. In
Chapter 4, we will highlight one of the many unconventional properties of unparticles: the absence of
Luttinger's theorem [20, 21], a powerful theorem governing the possible low-energy degrees of freedom a
microscopic theory can have.
1.3 Iron-based superconductors
Closely related to the cuprates are the superconducting iron pnictides, whose discovery in 2008 [22] further
mystiﬁes the problem of high-temperature superconductivity. Similar to the cuprates, iron pnictides are an-
tiferromagnets that superconduct when doped [23], and their superconducting Tc is too high to be explained
by BCS theory [24]. While a power-law liquid has not been experimentally revealed in the iron pnictides,
these compounds do exhibit non-Fermi liquid behaviors such as T -linear resistivity [25] and an optical con-
ductivity with an anomalous fractional power law [26,27]. The key diﬀerence is that, unlike the single-band
insulating cuprates, iron pnictides are multiband bad metals [28]. To appreciate the complications this
diﬀerence leads to, we ﬁrst need to examine the basic properties of iron pnictides in more details.
1.3.1 Basic properties
In general, iron pnictides consist of ferropnictide layers sandwiched between electronically inert buﬀer layers.
The iron atoms, whose ﬁve d orbitals dominate the low-energy physics of iron pnictides, form a tetragonal
crystal structure. Fig. 1.3a illustrates the resultant quasi two-dimensional Fermi surface, which consists of
hole pockets located at the Γ point, nested with electron pockets at the M point.
Above the magnetic transition temperature TN , the compound obeys C4 rotational symmetry. Below TN ,
4
Γ M
-π 0 π-π
0
π
kx
k
y
(a) (b)
Figure 1.3: (a) A schematic of the Fermi surface of iron pnictides, showing hole pockets at the Γ point nested
with electron pockets at the M point. (b) The striped antiferromagnetic order of iron pnictide.
the symmetry is broken and is reduced to a C2 symmetry, structurally, electronically, and magnetically. In
particular, the degeneracy of the dxz and dyz orbitals is lifted, giving rise to orbital ordering. Furthermore,
an unusual stripe-like antiferromagnetic order shown in Fig. 1.3b develops. Due to the proximity of the
magnetically and orbitally ordered phases, superconductivity in iron pnictides is believed to be mediated by
spin ﬂuctuations [24] or orbital ﬂuctuations [29].
1.3.2 Non-Fermi liquid behaviors
While the above mechanisms for non-Fermi liquid behaviors in the cuprates are generally applicable to
the iron pnictides as well, mechanisms involving orbital ﬂuctuations and Fermi surface nesting have been
proposed in the context of iron pnictides speciﬁcally. Ref. [30] studied the normal state of iron pnictides using
a ﬁve-orbital tight-binding model that approaches the phase transition with increasing Hubbard interactions
U . The authors showed that, close to the phase transition, overdamped collective modes due to orbital
ﬂuctuations acquire an increased spectral weight. These collective modes then give rise to the fractional
power law found in the imaginary part of the electron self-energy, as shown in Figure 1.4a. Alternatively,
Ref. [31] calculated the electron self-energy of a two-band model in which the degree of Fermi surface nesting
can be tuned using the chemical potential µ. The self-energy obeys a power law with respect to temperature,
with the exponent n dependent on the degree of Fermi surface nesting. In particular, the exponent n reaches
a minimum value at perfect nesting, as shown in Figure 1.4b.
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Figure 1.4: (a) Within a ﬁve-band model, the electron self-energy acquires a fractional power-law behavior
as the coupling U is tuned to increase the spectral weights of orbital ﬂuctuations. From Ref. [30]. (b) By
tuning the chemical potential µ in a two-band model, Ref. [31] shows that the scaling exponent n of the
electron self-energy Σ′′ exhibits the greatest deviation from Fermi liquid theory at maximal Fermi surface
nesting.
1.3.3 Local-itinerant dichotomy
Since iron pnictides are bad metals, there exists a local-itinerant dichotomy in the antiferromagnetic phase,
where it is unclear whether localized moments or itinerant electrons are the degrees of freedom responsible
for the magnetic properties. We will focus on this dichotomy in the context of BaFe2As2, one of the most
commonly studied iron pnictides. The key experimental ﬁndings are data from inelastic neutron scattering
(INS) experiments [32], which measure the imaginary part of the dynamic spin susceptibility χ′′ (q, ω). In
the ordered state of BaFe2As2, the data revealed the presence of sharp spin-wave excitations with the energy
spectrum shown in Fig. 1.5. The gapless Goldstone modes at the ordering wavevector (pi, 0) can be explained
within both the itinerant-electron and local-moment pictures. In the former picture, Fermi surface nesting
with nesting wavevector (pi, 0) between the hole and electron pockets in Fig. 1.3a leads to spin density
waves. In the latter picture, local moments coupled by nearest and next-nearest neighbor superexchange
interactions in a J1-J2 Heisenberg model has a (pi, 0) magnetic order when J1 < 2J2.
What is surprising about the INS data is the presence of sharp excitations with high energies near
the momentum (pi, pi). The itinerant picture incorrectly predicts the spin wave excitations fading into the
particle-hole continuum at high energies, while an isotropic J1-J2 Heisenberg model results in excitations
with zero energies at (pi, pi). Accounting for the high excitation energies around (pi, pi) would require a highly
anisotropic J1-J2 model which contradicts the underlying isotropic crystal structure.
This dichotomy in the ordered state can be resolved by considering both itinerant electrons and local
moments coupled by a ferromagnetic Hund exchange [33]. In the degenerate double-exchange model, the
6
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Figure 1.5: The energy spectrum of spin wave excitations in the magnetically ordered state of BaFe2As2.
The presence of well-deﬁned excitations at high energies near (pi, pi) cannot be explained using itinerant
electrons or a J1-J2 Heisenberg model.
Hund coupling stabilizes the (pi, 0)-stripe antiferromagnetic order. Due to orbital ordering of the dxz and
dyz orbitals in the itinerant bands, the competing (pi, pi) antiferromagnetic order is destabilized and the
corresponding excitation energies dramatically increases, in accordance to INS observations.
In Chapter 5, we will study a further problem: the observed spin excitation spectrum appears to be
temperature independent, even across the transition temperature TN [34]. We will show that this problem
can be addressed by calculating the dynamic spin susceptibility χ′′ (q, ω) of the degenerate double exchange
model in the paramagnetic state. The spin susceptibility contains information about both the excitation
spectra and the particle-hole continuum. We will show that the latter keeps the spin excitations near
(pi, pi) at high energies without any C4 symmetry breaking, in agreement with INS observations. All in all,
these results imply that both local and itinerant degrees of freedom are needed to account for the magnetic
properties of BaFe2As2.
However, we will discuss in Chapter 6 that this picture is far from complete, as iron pnictides being
multiband leads to unconventional properties for the superconducting gaps on the various bands. In par-
ticular, we will show that accounting for an anomalously large superconducting gap in LiFeAs requires not
just spin ﬂuctuations, but also interband Coulomb interactions.
Given our understanding of a power-law liquid in the cuprates and the local-itinerant dichotomy in the
iron pnictides, one wonders how we can combine these degrees of freedom within one framework to reproduce
the anomalous properties of these distinct, but closely related, families of materials. We will conclude the
dissertation in Chapter 7 with a summary and a discussion of future works that could address this question.
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Chapter 2
Superconducting dome in the cuprates
from power-law liquid
2.1 Introduction
Understanding the physics of cuprate superconductors involves identifying the low-energy degrees of freedom
responsible for the normal state's anomalous features, such as T -linear resistivity, pseudogap, and Fermi arcs.
In general, the electron Green function can be written as G (k, ω) = [ω − k − Σ (ω)]−1, where k is the bare
energy spectrum, and Σ is the self-energy. Recent angle-resolved photoemission spectroscopy (ARPES)
measurements [15] of the cuprates have revealed that the imaginary part of the electron self-energy has the
scaling form
−Σ′′ (ω) = Γ0 + λ
(
ω2 + pi2T 2
)α
ω2α−1N
, (2.1)
over a wide range of doping. The key parameter here is the scaling exponent α, which varies from α = 1 in
the overdoped Fermi-liquid state to α = 12 at optimal doping, and to α <
1
2 at underdoping. Other relevant
parameters include a dimensionless coupling constant λ ∼ 0.5, a high-energy scale ωN ∼ 0.5 eV to maintain
dimensional consistency, and an impurity scattering term Γ0 ∼ 8 to 35 meV.
What is new here is that this scaling form persists over a wide range of doping, manifesting not just at
a single point as traditional critical scenarios would suggest. Given the novelty of this scaling form, it is
peculiar that the full consequences of this power-law scaling have not been explored previously. It is just this
task that we perform here. In this chapter1, we explore the consequences for 1) the Fermi velocity, 2) the
eﬀective mass, 3) the quasiparticle weight, and 4) the superconducting dome. All these quantities reveal truly
unusual behaviors that are directly related to the power-law liquid's unconventional scaling observed in the
experiments. In particular, within the BCS formalism, we show that the Tc is non-monotonic with respect
to α, the self-energy scaling exponent. The Tc peaks at α =
1
2 , reproducing the cuprates' superconducting
1This chapter is adapted from Ref. [35].
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dome. We attribute this behavior to the scaling form of the electron spectral function at low energies, where
the scaling exponent is minimum at α = 12 . Furthermore, we ﬁnd that, due to strong renormalization of
the spectral weights towards the Fermi level, the Fermi velocity vanishes and the eﬀective mass diverges for
α ≤ 12 , in agreement with earlier experimental observations [1618]. Our results suggest that a power-law
liquid contains physics central to understanding the cuprates.
2.2 Normal state properties
2.2.1 Band renormalization
The ﬁrst obvious quantity to calculate is the real part of the electron self energy. This can be done directly
from the Kramers-Kronig relationship:
Σ′ (ω) =
1
pi
P
ˆ
dω′
Σ′′ (ω′)
ω′ − ω . (2.2)
Interested in only the low energy behavior, we integrate up to the high-energy scale ωN , assuming that the
eﬀects of Σ′′ at higher energies are negligible. Also, for the integral to be analytically tractable, we omit the
T -dependence in the self-energy. As detailed in Sec. A, we obtain
Σ′ (xωN ) =
2Γ0
pi
artanhx− λωN tan (αpi) sgnx |x|2α
−λωN
2αpi
[2F1 (1,−2α; 1− 2α;x)− 2F1 (1,−2α, 1− 2α,−x)] , (2.3)
where 2F1 (a, b; c; z) is the hypergeometric function. Illustrated in Fig. 2.1 (inset), this result strongly
inﬂuences several low-energy behaviors of a power-law liquid. For concreteness, we consider a quadratic bare
energy spectrum k in two dimensions. For notational simplicity, we measure energies in units of ωN . Since
our focus is the α-dependence of low-energy properties, we ﬁx Γ0 at a constant value of 0.01.
The renormalized band ′k is determined by 
′
k − k −Σ′ (′k) = 0. Fig. 2.1 shows that, close to the Fermi
level, the bare dispersion is strongly renormalized towards the Fermi level for α < 12 . This is quantiﬁed by
9
α = 0.2 α = 0.5α = 0.8 bare
0.5 0.6 0.7 0.8 0.9
-0.3-0.2
-0.10.0
0.1
0.2
0.3
k
ϵ k′
ωΣ
′ (ω)
Figure 2.1: The energy spectrum of a power-law liquid is strongly renormalized towards the Fermi level for
α < 12 , because the real part of the self-energy Σ
′ is non-analytic at ω = 0, as shown in the inset. The
impurity scattering term Γ0 ﬁxed at 0.01ωN .
the Fermi velocity vF , which is renormalized by the quasiparticle residue Z via v
′
F = ZvF , where
Z =
(
1− dΣ
′
dω
∣∣∣∣
ω=0
)−1
=

[
1− 2Γ¯0pi + 2λ(2α−1)pi
]−1
, α > 12 ,
0, α ≤ 12 .
(2.4)
A similar result was obtained in Ref. [15]. The two cases arise due to the |x|2α term in Σ′. The quasiparticle
residue Z of a Fermi liquid quantiﬁes how particle-like the system is, with unity denoting completely particle-
like. The vanishing of the quasiparticle residue for α ≤ 12 therefore reﬂects the absence of any particle-like
behavior in a power-law liquid, indicative of the strong correlations in underdoped cuprates. A similar
behavior also exists in an ultracold Fermi gas with strong interactions [36].
Second, shown in Fig. 2.2, the Fermi velocity vF vanishing for α ≤ 12 quantiﬁes the strong renormalization
of the band towards the Fermi level. Experimentally, the Fermi velocity can be determined from the slope
of the band close to, but not exactly at, the Fermi level. In Ref. [16], ARPES measurements of the nodal
Fermi velocity within 7 meV of the Fermi level show that the Fermi velocity decreases monotonically with
underdoping. This behavior is reproduced in Fig. 2.2, which shows that the power-law liquid's velocity just
below the Fermi level decreases with α.
Third, the vanishing Fermi velocity also implies that the eﬀective mass m∗ = kF /v′F diverges as(
α− 12
)−1
, as shown in Fig. 2.2. This behavior has been observed in the cuprates via quantum oscilla-
tions measurements [17, 18] and is attributed to a metal-insulator transition beneath the superconducting
dome. Our results thus far are robust in the sense that they are independent of the values of Γ0 and λ.
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Figure 2.2: Top: (Solid) The Fermi velocity vF of a power-law liquid vanishes for α ≤ 12 . (Dashed) The
velocity just (0.01ωN ) below the Fermi level decreases monotonically with α, in agreement with ARPES
measurements [16]. Bottom: The eﬀective mass of a power-law liquid diverges for α ≤ 12 , in agreement with
quantum oscillation measurements [17,18].
2.2.2 Spectral function
The spectral function of a power-law liquid given by −ImG is
A (k, ω) = N
−Σ′′ (ω)
[ω − k − Σ′ (ω)]2 + [Σ′′ (ω)]2
, (2.5)
where N is a normalization constant dependent only on α 2. To make comparisons between diﬀerent values
of α, we deﬁne N such that the sum rule
´ ωn
−ωn dωA (k = kF , ω) = 1 is obeyed for all α's, where ωn is a
high-energy cutoﬀ which we ﬁx at 0.05ωN . Fig. 2.3 illustrates the increased shifting and broadening of the
spectral function as α decreases. Finally, since the self-energy at the Fermi level is α-independent, so is
the Fermi momentum kF , and the Fermi surface remains sharp even when α ≤ 12 . A sharply deﬁned Fermi
surface despite a vanishing quasiparticle residue represents a critical Fermi surface [37].
2Due to how the self-energy Σ′′ from Eq. 2.1 was obtained from ARPES momentum distribution curves, N is momentum
independent.
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Figure 2.3: (a) The energy and momentum dependence of a power-law liquid's spectral function for a
quadratic energy spectrum with α = 0.2. (b) An energy cut of the same plot at a momentum close to the
Fermi momentum, illustrating the shifting and broadening of the spectral function due to the self-energy.
From the spectral function, the density of states for a bare energy spectrum restricted between ±µ is
D (ω) ∝
ˆ
d2k
(2pi)
2A (k, ω)
=
1
pi
tan−1
[
ω + µ− Σ′ (ω)
−Σ′′ (ω)
]
− (µ→ −µ) . (2.6)
Fig. 2.4 shows that, due to the shifting and broadening of the spectral function, the density of states of a
power-law liquid greatly deviates from a constant as α decreases. For α ≤ 12 , it has a cusp at the Fermi
level. Quantitatively, the derivative dDdω at ω = 0 is
lim
ω→0
dD
dω
= lim
x→0
2
piµωN
dΣ′′
dx
= −4αλ
piµ
lim
x→0
sgn (x) |x|2α−1 . (2.7)
This implies that the derivative is divergent and discontinuous for α < 12 : limω→0± dD/dω = ∓∞. Since this
density of states is based on self-energy measured along only the nodal lines of the cuprates, the experimental
implications of this result is unclear.
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Figure 2.4: The density of states of a power-law liquid has a cusp at the Fermi level for α < 12 . The
shaded region represents the bare constant density of states between µ = ±0.05 for a quadratic band in two
dimensions.
2.3 Superconducting Tc
Next, we focus on the superconducting properties of a power-law liquid. We consider the simplest case of
s-wave pairing symmetry with a constant pairing interaction g within an energy range ωD. Within the BCS
formalism, the superconducting Tc is determined by the pairing instability equation [38]
1
g
=
∑
k
ˆ
dωdω′
1
2
tanh ω2Tc + tanh
ω′
2Tc
ω + ω′
A (k, ω)A (−k, ω′) .
(2.8)
From how the spectral function A (k, ω) is strongly renormalized towards the Fermi level for α ≤ 12 , we
expect the superconducting Tc to monotonically increase as α decreases. However, numerical solutions to
the instability equation show that the superconducting Tc is non-monotonic with respect to α, peaking at
α = 12 . Shown in Fig. 2.5a, a power-law liquid reproducing the cuprates' superconducting dome is our main
result.
To understand the origin of the Tc's α-dependence, we consider the minimal BCS coupling gmin needed
for superconductivity by setting Tc = 0 in Eq. 2.8:
1
gmin
=
ˆ
d
ˆ
dωdω′
1
2
1
ω + ω′
A (, ω)A (, ω′) . (2.9)
Fig. 2.5b shows that gmin is non-monotonic with respect to α. In particular, the peak of 1/gmin approaches
α = 0.5 as the impurity term Γ0 decreases. A similar behavior in fact appears in Fig. 2.5a where the peak
13
● ● ●●●●●
●●
●●
●●
●●●
●●●
●●●●
●●●●●●
●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●●
■ ■ ■■■■■
■■■
■■■
■■■■
■■■■■■
■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■■ ■ ■◆ ◆ ◆ ◆◆◆◆◆
◆◆◆◆◆
◆◆◆◆◆◆◆◆◆◆
◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆◆ ◆ ◆ ◆
g● 0.4
■ 0.36
◆ 0.33
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
α
T
c
/10-
3
underdoped overdoped
(a)
Γ0
0.001
0.002
0.005
0.01
0.02
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
5
6
α
1/g mi
n
(b)
Figure 2.5: (a) The superconducting Tc of a power-law liquid peaks at α =
1
2 , reproducing the cuprates'
superconducting dome. The BCS coupling g is chosen to be constant up to an energy ωD = 0.05, and
the impurity term Γ0 is ﬁxed at 0.01. (b) The minimal coupling gmin needed for superconductivity is
non-monotonic with respect to α. The peak of 1/gmin approaches α =
1
2 as Γ0 decreases.
Tc approaches α =
1
2 as g increases. When g increases, superconductivity onsets in a higher temperature
regime where the impurity term Γ0 is less signiﬁcant. This implies that as Γ0/Tc decreases, the peak Tc
approaches α = 12 . These behaviors suggest a closer study of the Γ0 = 0 case. Since solutions for gmin and
Tc at Γ0 = 0 are numerically inaccessible, we proceed with a scaling argument.
When Γ0 = 0, the spectral function close to the Fermi level (, ω → 0) has the scaling form
A ( = r, ω = r) ∼ r
2α
(r + r2α)
2
+ r4α
∼

r2α−2, α > 12 ,
r−2α, α < 12 .
(2.10)
The two cases arise from the competition between linear and nonlinear terms in the denominator. More
concisely,
A (r, r) ∼ r2|α− 12 |−1, (2.11)
which means that the spectral function's scaling exponent has a minimum value of −1 at α = 12 , as shown
in Fig. 2.6. Consider the integral for gmin in spherical coordinates (r, θ, φ) near the origin:
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Figure 2.6: The scaling exponent of the spectral function A (k, ω) close to the Fermi level for Γ0 = 0. The
exponent is minimum at α = 12 . The solid line is obtained from numerical ﬁts over the energy range shown
in the inset, while the dashed line is based on analytic calculations. Inset: A log-log plot of the spectral
function close to the Fermi level for α = 0.2, 0.5, 0.8.
1
gmin
∼
ˆ
r2dr
1
r
A (r, r)A (r, r)
∼
ˆ
dr r4|α− 12 |−1. (2.12)
Simply counting the powers of r reveals that the integral diverges logarithmically at α = 12 . This implies
that gmin ∼ 0 at α = 12 , and a power-law liquid becomes most susceptible to superconductivity. Therefore,
the superconducting dome in Fig. 2.5a can fundamentally be attributed to the scaling form of the spectral
function.
2.4 Discussions
We conclude this chapter with four pertinent points. First, we have used an α-independent impurity scatter-
ing term Γ0 in our calculations. Experimentally, Γ0 in fact varies with α [15]. It is minimum (∼ 8 meV) at
optimal doping and about four (two) times larger with underdoping (overdoping). Since impurity scattering
opposes superconductivity, one can show that such a Γ0 produces a narrower superconducting dome.
Second, when the BCS coupling g increases, superconductivity onsets at a higher temperature, where
high energy spectral weights play an increased role. Since the power-law liquid's spectral function has the
scaling form in Eq. 2.11 only at low energies, the scaling argument for the superconducting dome in the
preceding section is inapplicable in these regimes. Indeed, for suﬃciently large g, we ﬁnd that the Tc becomes
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monotonic, and the superconducting dome vanishes.
Third, superconducting domes in other unconventional superconductors have been attributed to various
mechanisms [39]. In SrTiO3, screening eﬀects [40], longitudinal optical phonons [41], and a quantum critical
point [42] have been suggested. Quasiparticle-phonon interactions in dichalcogenides [43, 44] and a Mott
transition in organic superconductors [45] have also been proposed. For the cuprates, self-energy eﬀects near
the charge-density wave instability have been theorized [46]. Our present results show that the power-law
self-energy inferred from ARPES experiments can produce the superconducting dome.
Fourth, the self-energy in Eq. 2.1 was obtained from measurements along the nodal lines of the cuprates.
Recently, similar measurements found that the antinodal self-energies are a few times larger [47]. Further-
more, as the superconducting gap develops, Σ′′ markedly decreases while Σ′ increases. This implies that
correlations in the normal state are converted into a strongly renormalized coherent state below Tc. It will
be interesting to incorporate these eﬀects into the power-law liquid model.
In conclusion, we studied the superconducting Tc of a power-law liquid, an unconventional state of
matter revealed in superconducting cuprates by recent ARPES measurements [15]. The imaginary part
of the electron self-energy has the scaling form
(
ω2 + pi2T 2
)α
, where the scaling exponent α varies from
α . 1 at overdoping to α ∼ 12 at optimal doping, and to α . 12 at underdoping. We found that strong
renormalization of the spectral weights results in a vanishing Fermi velocity and diverging eﬀective mass for
α ≤ 12 , in agreement with earlier experimental observations [1618]. Within a BCS formalism, we found
that the superconducting Tc is non-monotonic with respect to α. The Tc peaks at α ∼ 12 , reproducing the
cuprates' superconducting dome. We attribute this behavior to the low-energy scaling form of the spectral
function, where the scaling exponent is minimum at α = 12 . Our results suggest that a power-law liquid
contains physics central to understanding cuprate superconductors.
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Chapter 3
Power-law liquid from
electron-unparticle interactions
3.1 Mechanisms for non-Fermi liquid scalings
In the previous chapter, we showed that a power-law liquid, deﬁned by an anomalous scaling form of
the electron self-energy, reproduces various unconventional properties experimentally observed in cuprate
superconductors. In this chapter1, we will study a possible origin of a power-law liquid.
Theoretically, mechanisms yielding non-Fermi-liquid scalings have been extensively studied [714,49,50].
In a marginal Fermi liquid [7], a polarizability proportional to ω/T leads to T -linear resistivity, while a d-
wave Pomeranchuk instability in two dimensions [49] yields self-energies with ω2/3 and T 2/3 dependence. In
addition, similar behaviors can also be obtained by coupling quasiparticles with gauge bosons [9], Goldstone
bosons [10], and critical bosons [11] near a quantum critical point [8]. Furthermore, strong coupling theories
using the anti-de Sitter spacetime (AdS)/conformal ﬁeld theory (CFT) correspondence [12] and Gutzwiller
projection in hidden Fermi-liquid theory [50] also exhibit T -linear resistivity. In particular, the spectral
functions calculated within the AdS/CFT formalism can also exhibit a range of power-law scaling when the
scaling dimension of the boundary fermionic operator is tuned continuously [13,14].
Because of the robustness of the scaling behavior observed in recent ARPES measurements [15], it is
natural to invoke a scale-invariant sector such as unparticles as the eﬀective low-energy degrees of freedom in
the cuprates. Proposed a decade ago as a scale-invariant sector within the standard model [19], unparticles
can emerge in strong coupling theories as low-energy degrees of freedom. Exhibiting features similar to those
of a fractional number of invisible massless particles [19], unparticles are an incoherent state of matter that
lack any particle-like behavior. They can be construed as a product of states with a continuous distribution
of masses [5153] and can be constructed from theories in AdS [54].
While extensively studied in high-energy physics, unparticles remain relatively new in condensed matter
physics. In the context of the cuprates, unparticles have been proposed to explain the absence of Luttinger's
theorem in the pseudogap phase [38] using zeros in the Green function [55] and have also been found to yield
1This chapter is adapted from Ref. [48]
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unusual superconducting properties [38,56,57] and optical conductivity [58].
Unparticles can arise in the cuprates because any nontrivial infrared dynamics in a strongly correlated
electron system is controlled by a critical ﬁxed point. Consequently, scale invariance can be used to construct
the form of the underlying propagator. This propagator which can acquire an anomalous dimension within
the renormalization group approach is the unparticle propagator. Furthermore, in the context of AdS/CFT,
one of us [59, 60] showed that a massive scalar ﬁeld in the bulk is generally dual to a nonlocal operator
(i.e., a fractional Laplacian) on the boundary. The propagator of these operators is of a power-law form,
just like the unparticle propagator. These results indicate that unparticles should generically exist in a
strongly-coupled system.
In the context of the Hubbard model near half-ﬁlling, dynamical spectral weight transfer [61] has long
been observed to occur. The key implication is that the number of low-energy degrees of freedom exceeds the
number of electrons the lower band can hold. Hence, the low-energy physics is not delineated by counting
electrons alone. Such anomalous physics disappears in the overdoped regime. If the critical physics near
optimal doping is due to the apparent non-Fermi liquid behavior in the underdoped regime, then it is natural
to suggest that the non-electron-like degrees of freedom in the underdoped regime arise from a scale-invariant
sector. Consequently, unparticle propagators are a natural starting point for describing such physics.
In this chapter, we show analytically that interactions between electrons and fermionic unparticles can
reproduce the power-law liquid revealed in the cuprates by recent ARPES experiments [15]. This chapter is a
follow-up to our recent paper that focused on bosonic unparticles [62]. Here we ﬁnd that, in agreement with
the experiments, the electron self-energy due to interactions with fermionic unparticles exhibits power-law
scaling with respect to both energy and temperature: Σ′′ ∼ ω2+2α and T 2+2α, where α is the anomalous
scaling of the unparticle propagator. In addition, we ﬁnd that the occupancy number and susceptibility of
fermionic unparticles, unlike those of normal fermions, have signiﬁcant spectral weights even at high energies.
These unconventional behaviors can be attributed to the branch cut in the unparticle propagator which
broadens the unparticle spectral function over a wide energy range, and non-trivially alters the scattering
phase space by enhancing (suppressing) the intrinsic susceptibility at low energies for negative (positive) α.
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3.2 Electron-Fermionic Unparticle Scattering
3.2.1 Model
We consider a system of electrons in the presence of a background of fermionic unparticles. The action of
the system in Matsubara-Fourier space is given by
S = T
∑
n
∑
p
ψ†n(p)G
−1
0 (p, iωn)ψn(p)
+ T
∑
n
∑
p
φ†n(p)G
−1
α (p, iωn)φn(p)
+ UT 3
∑
m,n,l
∑
k,p,q
ψ†m−l(k − q)φ†n+l(p+ q)φn(p)ψm(k), (3.1)
where ψ is the non-relativistic electron ﬁeld, φ is the fermionic unparticle ﬁeld, G0 is the bare electron Green
function
G0(p, iωn) =
1
iωn − Ep , (3.2)
and Gα is the fermionic unparticle Green function
Gα (k, iωn) =
1
(iωn − k + µ)1−α
. (3.3)
Here, k is the unparticle energy spectrum, 1 − α is the scaling exponent, and µ is the chemical potential.
When α = 0, the Green function reduces to that of a normal particle. In addition, U is the interaction
between electrons and unparticles, and T is the temperature. The subscripts of the ﬁelds denote the depen-
dence on the Matsubara frequency. In this model, the fermionic unparticles are assumed to exist up to a UV
momentum cutoﬀ, Λ because they represent a low-energy description of some microscopic theory. For the
unparticle Green function to be scale-invariant, we set µ = 0 when α 6= 0. While the literature in high-energy
physics considers fermionic unparticles as relativistic four-spinors within the standard model [63,64], here in
the context of the cuprates, we consider them as non-relativistic fermions. For simplicity, we also omit the
normalization factor and the eﬀects of spins.
In this chapter, we focus on unparticles with −1 < α < 1. In this case, instead of a simple pole, the
unparticle Green function has a branch cut, which we choose to be along the negative energy axis. That
is, the branch cut of z1−α is chosen to be along −∞ < z < 0 with the phase angle deﬁned in the range
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−pi < θ < pi. Fig. 3.1 shows that, compared to particles, the spectral function of unparticles
Aα (k, ω) ≡ − 1
pi
ImGα(k, ω + iη)
=
1
pi
|sin (piα)| θ (k − ω)|k − ω|1−α
(3.4)
remains divergent at ω = k, but has a broadened peak due to the presence of the branch cut, representing
the incoherence of unparticles. Here θ(x) is the Heaviside step function. It is precisely the modeling of the
broad incoherent background in the electron spectral function that unparticles are tailored to handle.
For the unparticle spectral function to satisfy the usual sum rule, a high energy cutoﬀ is implicitly
assumed when α > 0. Similarly, the IR divergence when α < 0 is regularized by an IR cutoﬀ η, where a
convenient choice for the spectral function is Aα (k, ω) =
1
pi |sin (piα)| θ(k−ω)|k−ω−iη|1−α . These cutoﬀs naturally
arise from the fact that unparticles are eﬀective degrees of freedom of some strongly interacting theories and
so are scale-invariant only within a certain energy range. These cutoﬀs also ensure the convergence of other
observables, such as the susceptibility.
Since the IR/UV cutoﬀs are free parameters in our model, they can in principle be made suﬃciently
small/large for experimental agreement. However, what ultimately sets the cutoﬀs cannot be an extrinsic
scale. In the cuprates, phonons with energies around 10 meV [65] are intrinsically present. Since our model
does not take into account these phonons, they naturally set a low-energy scale η at which the power-law
scaling breaks down. This scale is well below the energy of 0.1 eV up to which the ARPES experiments
measured [15] and therefore is low enough to explain the experiments.
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Figure 3.1: (a) The spectral function Aα (ω) of unparticles compared to that of particles. As α deviates
from zero, the delta peak in the spectral function broadens due to the branch cut in the Green function. (b)
The energy and momentum dependence of the unparticle spectral function for a quadratic energy spectrum
k ∼ k2 with α = 0.5. The broadening of the spectral function reﬂects the incoherent nature of unparticles.
3.2.2 Electron self-energy
For a constant interaction U between electrons and fermionic unparticles, Fig. 3.2 illustrates the lowest-order
contribution to the electron self-energy Σ (k, iωn) within a perturbative approach. This can be written as
Σ (k, iωn) = −U2
∑
q
T
∑
iωm
G0 (k − q, iωn − iωm)
χα (q, iωm) , (3.5)
where
χα (q, iωm) =
∑
p
T
∑
iωn
Gα (p, iωn)Gα (p− q, iωn − iωm)
(3.6)
is the unparticle susceptibility, and G0 (p, iωm) is the electron Green function. While unparticle-particle
interactions in the standard model are constrained by experiments to be weak [19], the coupling strength U
here in the cuprates can be signiﬁcant.
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Figure 3.2: The lowest-order Feynman diagram of the electron self-energy due to interactions between
electrons and fermionic unparticles. The solid lines, double line, and wavy lines correspond to fermionic
unparticles, electron, and the electron-unparticle interaction, respectively.
Appendix B details our analytic evaluation of the Matsubara sums in Eqs. 3.5 and 3.6 using standard
contour integration techniques. After analytic continuation iωn → ω + iη, we write the imaginary part of
the electron self-energy in the standard form
Σ′′ (k, ω) = −U2
∑
p
χ′′α (k − p, ω − Ep)
× [nB (ω − Ep) + nF (−Ep)] , (3.7)
where
χ′′α (q, ω) = pi
ˆ ∞
−∞
dz [nF (z)− nF (z − ω)]
×
∑
p
Aα (p, z)Aα (p− q, z − ω) . (3.8)
Here, nF/B (z) =
(
ez/T ± 1)−1 is the Fermi (Bose) distribution, and Ek is the electron energy spectrum.
To understand how the electron self-energy depends on the anomalous dimension α, it is insightful to
consider the scattering phase space. This phase space is governed by the function S˜′′α given by
S˜′′α (1, 2, 3, ω) = [nB (ω − 3) + nF (−3)] [κ¯α (2, 1 − ω + 3)− κ¯α (1, 2 + ω − 3)] , (3.9)
κ¯α (, 
′) = pi
ˆ ∞
−∞
dz nF (z)Aα (z − )Aα (z − ′) , (3.10)
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such that
Σ′′ (k, ω) = −U2
∑
pq
S˜′′α (p, p−q, Ek−q, ω) . (3.11)
This function S˜′′α describes the amount of scattering at diﬀerent energies.
To elucidate the analytic structure of S˜′′α, we note that, for α > 0 in the T → 0 limit, the integral κ¯
evaluates to the closed-form expression
κ¯ (, ′) =
1
1− 2α
1
pi
sin2 (piα)
[
2
ξ (, ′)
]1−2α
2F1
[
1− α, 1
2
− α; 3
2
− α;
∣∣∣∣ − ′ξ (, ′)
∣∣∣∣2
]
, (3.12)
where 2F1 (a, b; c; z) is the hypergeometric function, and ξ (, 
′) = max (|− ′| , + ′). As in the Fermi
liquid case, α = 0,
S˜′′
FL
(1, 2, 3, ω) = piδ (1 − 2 − ω + 3)
[θ (−1) θ (−3) θ (2)
+θ (1) θ (3) θ (−2)] , (3.13)
we ﬁnd that the analogous expression for unparticles S˜′′α (1, 2, 3, ω) diverges when 1 − 2 + 3 − ω = 0
and 12 < 0. However, given that the unparticle chemical potential µ = 0, this divergence does not occur
because 1, 2 are nonnegative. In addition, unlike the Fermi liquid result, S˜
′′
α (1, 2, 3, ω) can be nonzero
for other values of energies 1, 2, 3, ω. These features are illustrated in Fig. 3.3. These nonzero values
provide additional contributions to the electron self-energy, and can be attributed to the broadening of the
unparticle spectral function illustrated in Fig. 3.1.
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Figure 3.3: Top: Plot of the self-energy Matsubara sum S˜′′α (1, 2, E, ω) at T = 0.01 for 1 = 2.7, 2 = −1.4,
and E = 4.2. Bottom: Same plot but with 2 = 1.4. Compared to the Fermi liquid result, the unparticle
one has additional nontrivial contributions.
Next, to determine the scaling form of the electron self-energy in the T → 0 limit, we note that the
unparticle spectral function scales as
Aα(λω) = − 1
pi
lim
η→0
ImGα(λω + iη)
= − 1
pi
λ−1+α lim
η→0
ImGα(ω + iη)
= λ−1+αAα(ω). (3.14)
Consequently, we have
κ¯α (λ, λ
′) = λ−1+2ακ¯α (, ′) , (3.15)
S˜′′α (λ1λ2, λ3, λω) = λ
−1+2αS˜′′α (1, 2, 3, ω) . (3.16)
Then, approximating the density of states to be constant near the Fermi level, we ﬁnd that the imaginary
part of the electron self-energy in the T → 0 limit becomes
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Σ′′ (k, ω) = −U2
∑
p1p2p3
δp1+p3,p2+kS˜
′′
α (p1 , p2 , Ep3 , ω)
∼ −U2
ˆ
d1d2dE S˜
′′
α (1, 2, E, ω) , (3.17)
which scales with respect to energy ω as
Σ′′ (k, λω) = λ2+2αΣ′′ (k, ω) . (3.18)
Therefore, the electron self-energy due to electron-unparticle interactions behaves as Σ′′ ∼ ω2+2α at low
temperatures, deviating from the Fermi liquid behavior of Σ′′
FL
∼ ω2. In the ω → 0 limit, a similar argument
shows that Σ′′ ∼ T 2+2α at low energies. Summarized in Fig. 3.4, these scaling behaviors of the electron
self-energy are our main result; they hold for −1 < α < 1, and do not depend on the speciﬁc form of the
electron energy spectrum, Ek. For α . 0, this non-Fermi-liquid state of matter quantitatively corresponds
to the power-law liquid revealed in the cuprates by the recent ARPES measurements [15].
α = -0.7α = -0.5α = 0α = 0.5
ω, T
-Σ″ (ω
,T
)
underdoping
optimal
doping
overdoping
Figure 3.4: Schematic of the energy and temperature dependence of the electron self-energy, showing devia-
tions from Fermi liquid theory. In the cuprates, unparticles with α . 0, α ≈ −0.5, and α < −0.5 correspond
to overdoping, optimal doping, and underdoping, respectively.
3.2.3 Susceptibility
The scaling behavior of the electron self-energy can be traced back to the unparticle susceptibility χα given
by Eq. 3.8. Fig. 3.5 illustrates the unparticle susceptibility in the q → 0 and T → 0 limit for a quadratic
energy spectrum k ∼ k2 in two dimensions. We note three features distinctive from the analogous free
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electron susceptibility. First, the unparticle susceptibility is nonzero despite the chemical potential being
restricted to be zero on account of scale invariance. This is unlike normal particles for which a zero chemical
potential necessarily implies that there is zero ﬁlling and hence zero susceptibility. Second, the unparticle
susceptibility does not have a cutoﬀ at high energies. Third, from
χ′′α (q = 0, ω) ∝
ˆ
dz [θ (−z)− θ (ω − z)]
×
ˆ
dAα (z − )Aα (z − ω − ) , (3.19)
we see that the susceptibility scales as χ′′ (0, ω) ∼ ω2α. Such a scaling form ensures that when α < 0 (α >
0), the susceptibility is enhanced (suppressed) at low energies, as shown in Fig. 3.5. Such an enhancement
(suppression) is crucial for the increased (decreased) scattering rate, as quantiﬁed by the electron self-energy
in the previous subsection. These features completely violate the usual susceptibility sum rule and can be
attributed to the broadening of the unparticle spectral function. As |α| decreases, the features become less
pronounced, as expected.
Similar non-Fermi liquid behavior induced by the enhancement of low energy susceptibility also occurs,
for example, in systems where large portions of the Fermi surface are nested with a single nesting wave
vector [66, 67], and in multiband models with orbital ﬂuctuations [68]. Additionally, the self-energy of a
Fermi liquid in the presence of weak impurities has an imaginary part of the form Σ′′ ∼ (E − Ef )d/2,
where d is the spatial dimension [69]. Non-Fermi liquid behavior in this case can also be understood as an
enhancement in the low energy spectrum of the susceptibility [69].
When α < 0, the scaling behavior χ′′α (q = 0, ω) ∼ ω2α may seem to suggest a divergence as ω → 0.
However, when the IR divergence of the spectral function is regularized as described above, the susceptibility
in fact remains ﬁnite and continuous. What happens is that the scaling behavior is true only for ω larger
than some energy scale dependent on the IR cut oﬀ.
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Figure 3.5: The energy dependence of the unparticle susceptibility χ′′α for a quadratic energy spectrum
k ∼ p2 in the T → 0 and q → 0 limit, for various values of α. The scaling behavior χ′′α ∼ ω2α is associated
with the scaling of the electron self-energy depicted in Fig. 3.4. Note that these plots are only qualitatively
accurate due to issues with numerical stability.
3.2.4 Occupancy
In Fermi liquid theory, the quadratic scaling of the electron self-energy follows from a phase-space argument
involving the occupancy of electrons. Therefore, it can be illuminating to explore how this argument is
modiﬁed in the case of unparticles by computing the occupancy for unparticles,
nα (p) =
ˆ ∞
−∞
dz nF (z)Aα (z − p) ez0+ . (3.20)
Fig. 3.6 shows that in the T → 0 limit, unlike the Fermi distribution for particles, the occupancy of
unparticles is signiﬁcant even when p is large. This counterintuitive result can be understood by noting
that the occupancy number measures the ﬁlling of states at momentum p, instead of at energy p. This
distinction is important because, unlike the particle case, the unparticle spectral function is broadened over
a wide energy range. Consequently, even unparticles with a large p possess a signiﬁcant amount of low
energy states that are ﬁlled at low temperatures. For α < 0, these states enlarge the scattering phase space
in the electron self-energy by enhancing the low energy susceptibility bubble, resulting in the non-Fermi
liquid behavior described in the preceding section. In addition, the occupancy is notably non-symmetric,
reﬂecting the particle-hole asymmetry of the unparticle Green function. This enhancement of phase space
undoubtedly reﬂects the enhanced scattering rate that ultimately grows linearly with temperature as opposed
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to the standard T 2 in the Fermi liquid case.
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Figure 3.6: The energy p dependence of the unparticle occupancy at T = 0. The signiﬁcant occupancy at
large p diﬀers from the Fermi distribution.
3.3 Discussions
While our model likely exhibits conventional Fermi liquid behavior at energy scales below the IR cutoﬀ,
what happens in that regime does not detract from the main point of this chapter. That is, the electron
self-energy above the IR cutoﬀ exhibits the power-law scaling observed experimentally. In fact, the ARPES
measurements [15] also possess an inherent cutoﬀ due to a limited energy resolution of 4 meV 2. Consequently,
the behavior of the cuprates at lower energies remains unclear.
As discussed in Ref. [15], a sublinear scaling of the electron self-energy can be interpreted as having
a vanishing quasiparticle residue Z in Fermi liquid theory. This signiﬁes that interactions with fermionic
unparticles with α < −0.5 cause electrons to behave completely incoherently, which is unsurprising given
the nature of unparticles. Nevertheless, since Σ′′ (ω = 0, T = 0) = 0, the Fermi surface remains sharp [37].
We can similarly calculate the self-energy of unparticles due to self interactions, that is, when the electron
line in Fig. 3.2 is replaced by another unparticle line. Naively, we expect the self-energy to scale as
Σ′′ ∼ ω2+3α and T 2+3α. This result, as well as the susceptibility and occupancy calculated above, can in
principle be observed experimentally. However, any meaningful comparison with experimental observations
would require further knowledge about the form of couplings between unparticles and external ﬁelds.
While the unparticle approach may resemble Anderson's proposal of a 2D Luttinger liquid [70], the two
models diﬀer for two main reasons. First, Anderson's model acquires anomalous properties because the
current-carrying degrees of freedom themselves are scale-invariant objects. In the present unparticle picture,
the current-carrying degrees of freedom are still electrons; their unusual properties arise from scattering oﬀ
scale-invariant unparticles. Second, in Anderson's model, the extension of Luttinger liquid to two dimensions
lacks a rigorous basis: bosonization by transforming fermions to particle-hole excitations requires the particle-
2Supplementary material to Ref. [15] obtained from D. S. Dessau.
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hole pairs to be long-lived, which is guaranteed only in 1D. On the other hand, as is well known in conformal
ﬁeld theory, the unparticle idea is completely general regardless of spatial dimension; the construction of
unparticles depends only on symmetry considerations. In fact, as shown previously by one of us [38], scale-
invariant matter constructed using gauge/gravity duality has its anomalous dimension a function of spatial
dimension and a mass of the bulk scalar ﬁeld.
While dimensional considerations may suggest the self-energy's power-law scaling, they are insuﬃcient as
a proof due to technical complications. Since the unparticle propagator has branch cuts instead of poles, the
convergence of the self-energy contour integral requires a careful choice of contour. In fact, the convergence
of certain components of the integral depends on α, which is not obvious from the formal expression of
the self-energy. Moreover, an explicit evaluation elucidates the way the scattering phase space is altered
by an enhancement of the imaginary part of the low-energy susceptibility. Obtaining this simple physical
interpretation would have been impossible from trivial power counting.
For the perturbative approach we have adopted to be meaningful, two conditions need to be satisﬁed.
First, the contributions at each order of perturbation are ﬁnite. Second, the perturbation series converge.
For the ﬁrst condition, Fig. 3b and Eq. 12 show that the Matsubara sum S˜α in the self-energy converges
for all energies when α < 12 at least in the limit T → 0. Consequently, the self-energy is ﬁnite, as required.
For the second condition to be satisﬁed, one can consider a model in which both fermionic unparticles and
electrons satisfy an SU(N) gauge group. For an unparticle-electron interaction given by U/N , the eﬀective
electron-electron interaction (the fermionic unparticle pair bubble) is of the order U2/N . One can then follow
the same analysis of Ref. [71] which outlines the details of the 1/N expansion. Nevertheless, for simplicity,
we just assume that the electron interaction with the unparticle sector is small.
Our recent paper [62] studied the eﬀects of bosonic unparticles on the electron self-energy. While similar
scaling behaviors were obtained, there are a few subtle diﬀerences. First, while a unitarity bound constrains
the scaling dimension of bosonic unparticles, we do not know of any such constraint for fermionic unparticles.
This freedom allows for a more qualitative agreement with experiments. Second, unlike the results in the
bosonic case, there is no dependence on the dimensionality in the scaling of Σ′′. This state of aﬀairs obtains
because we approximate the density of states of both electrons and fermionic unparticles to be constant near
the Fermi level. Third, our susceptibility plots in Fig. 3.5 diﬀer from that in Ref. [62], because a nonzero
chemical potential was previously adopted.
In conclusion, we showed analytically that interactions between electrons and fermionic unparticlesa
scale-invariant state of mattercan produce the power-law liquid revealed in the cuprates by recent ARPES
experiments [15]. In particular, we found that, at low temperatures and energies, the electron self-energy due
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to interactions with fermionic unparticles exhibits power-law scaling with respect to energy and temperature:
Σ′′ ∼ ω2+2α and T 2+2α, where α is the anomalous scaling of the unparticle propagator. This non-Fermi-liquid
behavior can be attributed to the broadening of the unparticle spectral function over a wide energy range,
which drastically alters the scattering phase space by enhancing (suppressing) the intrinsic susceptibility at
low energies for negative (positive) α. Although unparticles have zero chemical potential as required by scale
invariance, they nevertheless can contribute to the electron self-energy due to the same broadening. Our
results present new evidence suggesting that unparticles might be important low-energy degrees of freedom
in the cuprates, and should inspire the interpretation of other experimental data using unparticles.
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Chapter 4
Absence of Luttinger's theorem for
fermionic unparticles
4.1 Luttinger's theorem
A signature of cuprate superconductors is the power-law behavior of its physical properties in the normal
state. Since scale invariance and quantum criticality are widely used to explain these behaviors [70,7276], we
argued in the preceding chapter that the cuprates can contain a scale-invariant sector known as unparticles,
whose Green functions have the scaling form G ∼ (ω − p)−α. We showed that interactions between electrons
and unparticles lead to a power-law liquid, an unconventional state of matter revealed experimentally in the
cuprates. In this chapter1, we will highlight an unconventional property of unparticles: the absence of
Luttinger's theorem, a powerful theorem constraining the possible low-energy theories one can derive from
an interacting microscopic model.
Luttinger's theorem states that the particle density n, even for interacting systems, is governed solely
by the volume of the Fermi surface [20, 78]. Mathematically, Luttinger's theorem is stated in terms of the
single-particle Green function G(p, ω):
n =
∑
p
θ (G (p, ω = 0)) . (4.1)
Here, θ(x) is the Heaviside function, and we have omitted the spin degeneracy factor of two for simplicity.
Since G(p, ω → −∞) ∼ 1ω < 0 for fermions, only momenta at which G(p, ω) changes sign over the energy
range −∞ < ω < 0 contribute to the sum. For a Fermi liquid with energy spectrum p and Green function
GFL(p, ω) ∼ (ω − p)−1, the Luttinger's sum in Eq. 4.1 therefore counts the number of simple poles (that
is, the number of single-particle excitations) below the Fermi level.
A closer inspection of Eq. 4.1 reveals that the Luttinger's sum can also have contributions from zeros
in the Green function, which occurs when the electron self-energy diverges in a strongly coupled system.
1This chapter is adapted from Ref. [77].
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Such zeros are in fact a signature of the parent Mott insulating phase and the pseudogap phase of cuprate
superconductors [7883]. When a single-particle Green function has zeros, Luttinger's theorem has been
shown to be violated [55]. This comes about because the original proof of Luttinger's theorem for interacting
electrons [20, 21] relies on perturbation theory. More speciﬁcally, the proof uses Luttinger-Ward functional,
which does not exist when the electron self-energy diverges. For a general interacting system, the extent
of validity of Luttinger's theorem is therefore an interesting question. In this chapter, we will show that
Luttinger's theorem does not hold for fermionic unparticles in general. Only with speciﬁc values of parameters
can the Luttinger sum rule be satisﬁed.
4.2 Unparticle Green function
The Green function of fermionic unparticles is
G (p, ω) =
N
(ω − p)α , (4.2)
where α is an anomalous exponent and N is the normalization factor. The normalization factor N can be
speciﬁed by requiring that the spectral function A ≡ − 1pi ImG satisfy the sum rule,
ˆ
dωA (p, ω) = 1. (4.3)
Here, we omit spectral weights coming from physics or eﬀects beyond the UV cutoﬀ, such as those from
interband transitions (or core electrons).
When α = 1, this Green function simply describes quasiparticle excitations. Therefore, we focus on
cases in which α is not an integer with 0 < α < 2. Hence, the Green function in Eq. 4.2 has a branch cut
extending from ω = p in the complex ω space. We choose the branch cut to lie along the negative real axis
with phase angle, φ, deﬁned in the range −pi < φ ≤ pi. As the Green function in Eq. 4.2 represents the
low-energy theory of a system, by construction its range of validity is within an energy width −E < ω < E,
where E is the UV or high energy cutoﬀ, assumed to be much greater than |p|. We will see below in Eq.
4.7 that this assumption keeps the normalization factor momentum independent.
When α > 1, the theory has an infrared divergence. So, it is necessary to impose a low energy cutoﬀ, δ,
assumed to be much smaller than both E and p. We explicitly include this δ in both the 0 < α < 1 and
1 < α < 2 cases. We treat δ as ﬁnite when 1 < α < 2 and set δ = 0 when 0 < α < 1 at the end of the
calculation. The infrared cutoﬀ δ represents the breaking of scale invariance in a similar fashion to that in
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Ref. [84].
4.3 Luttinger's theorem for unparticles
Luttinger's theorem in the form of Eq. 4.1 implicitly assumes that the Green function is real at energies
ω = −∞ and ω = 0. This is equivalent to assuming that the imaginary part of the self-energy is zero at
these two energies. This assumption is true for a Fermi liquid because the imaginary part of the self-energy
ImΣ(ω) ∝ ω2 → 0 as ω → 0. However, this assumption does not hold for the power-law Green function in
Eq. 4.2 because the Green function is not real when ω < p.
A more general form [78,85] of Luttinger's theorem which does not require the Green function to be real
(but is still based on a perturbative argument) is given by
n =
ˆ
ddp
(2pi)
d
1
pi
(φR (0)− φR (−∞)) , (4.4)
where φR(ω) is the phase of the retarded Green function at frequency ω. Notice that this equation reduces
to Eq. 4.1 when ImΣ vanishes at ω = −∞ and ω = 0. For the unparticle Green function, we interpret
ω = −∞ as the negative UV cutoﬀ energy −E. Then, the phase of the retarded Green function at ω = −E
is
φR (−E) =

−αpi if 0 < α < 1,
−αpi + pi if 1 < α < 2,
and the phase at ω = 0 is
φR (0) =

−αpi (1− θ (−p)) if 0 < α < 1,
−αpi (1− θ (−p)) + pi if 1 < α < 2.
For both 0 < α < 1 and 1 < α < 2, one has φR(0) − φR(−E) = αpiθ(−p). Consequently, Luttinger's
theorem from Eq. 4.4 claims that the particle density
n = α
ˆ
ddp
(2pi)
d
θ (−p) . (4.5)
This result is similar to Luttinger's theorem for a Fermi liquid, n =
´
ddp
(2pi)d
θ(−′p), with ′p being the
renormalized dispersion. The main diﬀerence is the prefactor α which comes from the fact that the Green
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function is complex.
4.3.1 Spectral function
To check the validity of Luttinger's theorem, one needs to know the density of the system. We begin by
computing the spectral function which is equal to the discontinuity of the Green function across the branch
cut,
A (p, ω) = − 1
pi
ImG (p, ω + iη)
= − N
2pii
[
1
(ω + iη − p)α −
1
(ω − iη − p)α
]
= − N
2pii
θ(p − δ − ω)
|p − ω|α
(
1
eipiα
− 1
e−ipiα
)
=
N sinpiα
pi
θ(p − δ − ω)
|p − ω|α . (4.6)
The normalization factor N can be obtained from the spectral sum rule (Eq. 4.3). Substituting Eq. 4.6 into
Eq. 4.3 and then solving for N , one ﬁnds that
N =
(1− α)pi
sinpiα
1
(E + p)1−α − δ1−α
=
(1− α)pi
sinpiα
1
E1−α − δ1−α . (4.7)
Here, we have used the assumption E  |p|. This assumption is important for keeping N independent of
p. Note that the last line of Eq. 4.6 is positive even when 1 < α < 2, because N is negative for such an α.
Explicitly, the ﬁnal expression for A(p, ω) is given by
A (p, ω) =
|1− α|
|E1−α − δ1−α|
θ(p − δ − ω)
|p − ω|α . (4.8)
Fig. 4.1 shows a plot of the spectral function for α = 1.2. For a given momentum p, there are excitations
at all energies ω < p. This behavior stems from our choice of the branch cut which lies along the negative
real axis.
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Figure 4.1: A plot of the spectral function A(ω) of fermionic unparticles. The anomalous exponent α = 1.2.
Other values of α in the range 0 < α < 2 have the same qualitative behavior for A(ω).
4.3.2 Occupation number
The occupation number in terms of A(p, ω) is given by
n (p) =
ˆ
dωnf (ω)A (p, ω) , (4.9)
where nf (ω) ≡ 1eβω+1 is the Fermi-Dirac distribution. The density of the system can then be calculated by
integrating n(p) over all momenta p,
n =
ˆ
ddp
(2pi)
d
n (p) . (4.10)
At T = 0, the Fermi-Dirac distribution becomes a step function, nf (ω) = θ(−ω). By inserting 1 = θ(p −
δ) + θ(−p + δ) into the integrand of Eq. 4.9 and then integrating over ω, we obtain
n (p) =
ˆ E
−E
dωθ(−ω) [θ (p − δ) + θ (−p + δ)]A (p, ω)
=
N sinpiα
pi(1− α)
{
θ (p − δ)
[
(E + p)
1−α − 1−αp
]
+ θ (−P + δ)
[
(E + p)
1−α − δ1−α]} . (4.11)
Finally, substituting N from Eq. 4.7 into this equation and taking the limit E  |p|, one has
n (p) = θ (−p + δ) + θ (p − δ)
E1−α − ε1−αp
E1−α − δ1−α . (4.12)
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Figure 4.2: A plot of the occupation number n(p) of fermionic unparticles. The parameters used here are
E = 50, and δ = 0.1.
For 0 < α < 1, setting δ = 0, one obtains
n (p) = θ (−p) + θ(p)
[
1−
(p
E
)1−α]
, (4.13)
while for 1 < α < 2, taking the limits E  δ and E  |p| gives
n (p) = θ (−p + δ) + θ(p − δ)
(
δ
p
)α−1
. (4.14)
Fig. 4.2 shows a plot of the occupation number n(p) for various values of α. Since the occupation number
is one for p < 0 and nonzero for p > 0, particle-hole symmetry is broken. This arises because the spectral
function is nonzero only for energies below p.
4.3.3 Modiﬁed Luttinger count
In the case 0 < α < 1, using Eqs. 4.10 and 4.13, we ﬁnd that the density is
n =
ˆ
ddp
(2pi)d
θ (−εp) +
ˆ
ddp
(2pi)d
θ (P )
[
1−
(p
E
)1−α]
. (4.15)
Comparing this result to what is claimed by Luttinger's theorem in Eq. 4.5, one ﬁnds that the density
obtained here is always greater than α
´
ddp
(2pi)d
θ(−p). Consequently, Luttinger's theorem never holds for
unparticles when 0 < α < 1.
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Figure 4.3: A plot of δ/vΛ vs. α obtained by solving Eq. 4.17 in the case δ < vΛ. This shows the combination
of parameters needed for Luttinger's theorem to be valid.
When 1 < α < 2, using Eqs. 4.10 and 4.14 gives the density
n =
ˆ
ddp
(2pi)d
θ (−p + δ) +
ˆ
ddp
(2pi)d
θ (p − δ)
(
δ
p
)α−1
, (4.16)
which in general diﬀers from α
´
ddp
(2pi)d
θ(−p). While Luttinger's theorem does not hold in general, we can
still get Eq. 4.5 and Eq. 4.16 to agree by ﬁne-tuning the energy function p, the exponent α, and the cutoﬀ
δ. For example, consider the case of a linear energy spectrum p = vp in one dimension, where the constant
v has units of velocity, and the momentum p is chosen to be in the range −Λ < p < Λ. By equating Eq. 4.5
and Eq. 4.16, one can show that Luttinger's theorem holds when
(α− 1) Λ = δ
v
+
1
2− α
[(
δ
v
)α−1
Λ2−α − δ
v
]
. (4.17)
Numerically solving for the dimensionless ratio δ/vΛ as a function of α produces the result displayed in Fig.
4.3. When solving this equation, we require δ < vΛ to reﬂect the fact that δ is an infrared cutoﬀ and thus
must be smaller than other energy scales. For a given α, the ratio δ/vΛ is ﬁxed for Luttinger's theorem to
be valid.
To conclude, we have shown that fermionic unparticles violate Luttinger's theorem in general, except
for speciﬁc combinations of parameters. Although the above calculations are based on the spectral function
having a sharp high-energy cutoﬀ, our results regarding the validity of Luttinger's theorem remain unchanged
even if we use a more general form of the cutoﬀ (see Appendix C).
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Chapter 5
Spin excitations in BaFe2As2
5.1 Local moments versus itinerant electrons
In earlier chapters, we discussed how a power-law liquid describes the normal state of cuprate supercon-
ductors. Given that magnetism is ubiquitous in high-Tc superconductors, a next step would naturally be
to investigate the interplay between magnetism and a power-law liquid. But ﬁrst, we need to better our
understanding of magnetism in these compounds. In this chapter, let us turn our attention to iron pnictides
because of their rich magnetic properties. As discussed in Chapter 1, these superconductors are closely
related to the cuprates, with many similar properties. A key diﬀerence is that, in contrast to the Mott insu-
lating cuprates, iron-based superconductors are bad metals. This complicates questions about the low-energy
degrees of freedom in iron-based superconductors.
To explain magnetism in iron pnictides, both local-moment Heisenberg spin-exchange [8691] and itin-
erant weakly interacting band [9298] models have been proposed. However, experimental data [34,99108]
provide ample evidence that neither picture alone will suﬃce. Inelastic neutron scattering (INS) experi-
ments [99,104] reveal that the spin-wave spectrum persists up to 200 meV. Even in the paramagnetic state,
a well-formed low-energy feature persists in the spin-wave spectrum in the vicinity of the Q = (pi, 0) ordering
wave vector of the stripe-like magnetic state. In addition, the high-energy part of the spectrum in the vicinity
of (pi, pi) remains virtually unchanged even when the temperature is lowered from the paramagnetic to the
ordered antiferromagnetic state. These features are illustrated in Fig. 5.1. While isotropic J1-J2 Heisenberg
models can account for the features near the ordering wave vector, they cannot explain the spectrum in the
vicinity of (pi, pi). Physically, what would suﬃce to account for the (pi, pi) region is damping arising from
particle-hole excitations [104]. The natural source for such excitations is itinerant electrons.
Hybrid [33, 109112] models consisting of local moments and itinerant electrons have already had much
success in explaining the INS data. Lv et al. [33] considered the local moments in the standard J1-J2 model,
where J1 and J2 are the nearest and next-nearest neighbor exchange interactions, respectively, and the
itinerant electrons of the degenerate dxz and dyz orbitals arising from the conduction electrons. The local
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moments and itinerant electrons were allowed to interact via a ferromagnetic Hund coupling interaction.
The role of the Hund coupling is two-fold. First, it produces unfrustrated (pi, 0)-striped antiferromagnetism.
Previous ﬁts of the experimentally measured [103] spin-wave dispersion to a pure J1-J2 model required a
sizable anisotropy between the exchange interactions along the x and y axes, with one of the interactions
becoming ferromagnetic. The Hund coupling [33] provided a natural mechanism to explain the origin of this
anisotropy, with the added advantage that the magnetism remains unfrustrated. The second role played
by the Hund interaction [33] is that it lifted the degeneracy of the (pi, 0) and (0, pi) magnetic states, giving
rise to a relative maximum in the spin-wave spectrum at (pi, pi), in contrast to the minimum seen in local
moment models [103]. Alternatively, the anisotropy can also be derived within a purely local-moment model
with a bi-quadratic coupling between nearest neighbors [90]. In the paramagnetic state, this model also
exhibits features [89,91] consistent with nematicity found in INS experiments [106]. However, this approach
cannot explain the high temperature INS data [34, 105], where C4 symmetry is preserved. In fact, despite
the success of the double-exchange model in generating unfrustrated magnetism, it has not been applied to
the paramagnetic high-temperature state.
In this chapter1, we use the degenerate double exchange model in Ref. [33] to investigate the spin
excitation spectra of iron pnictides in the paramagnetic state. The model consists of local spin moments
on each Fe site, as well as itinerant electrons from the degenerate dxz and dyz orbitals. The local moments
interact with each other through antiferromagnetic J1-J2 Heisenberg interactions, and they couple to the
itinerant electrons through a ferromagnetic Hund coupling. Such a local-itinerant model can be motivated
by considering the dual role of d electrons [114]. Only dxz and dyz orbitals are included, because they
are the orbitals that break rotational symmetry in the x-y plane. As a consequence, these orbitals form
a minimal model that can drive the magnetic anisotropy. Unlike previous works [33, 8991], we represent
the local moments as fermions. This representation provides a uniﬁed framework for both the ordered and
paramagnetic states, and it yields the Landau damping in addition to the dispersion. We then perform a
generalized random-phase approximation calculation on both spinons and itinerant electrons. We show that,
in the (pi, 0)-magnetically ordered state, the spin-wave excitation at (pi, pi) is pushed to a higher energy due
to the presence of itinerant electrons, which is consistent with the previous study [33] using the Holstein-
Primakoﬀ transformation. In the paramagnetic state, the particle-hole continuum keeps the collective spin
excitation near (pi, pi) at a higher energy even without any C4 symmetry breaking.
1This chapter is adapted from Ref. [113]
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(a) (b)
Figure 5.1: The spin excitation spectra of BaFe2As2 from inelastic neutron scattering experiments along
the path (pi,−2pi)-(pi, 0)-(pi, 2pi) in the (a) antiferromagnetic [103] and (b) paramagnetic phases [34]. The
maximum at (pi, pi) contradicts the prediction of a J1-J2 Heisenberg model.
5.2 Model
The basic physics we envision being relevant to the spin-wave spectrum in the paramagnetic state is damping
arising from particle-hole excitations of the conduction electrons. Consequently, the minimal model is the
double-exchange model,
H = Hloc +Hitn +HH, (5.1)
proposed earlier by Lv et al. [33], where Hloc describes the superexchange coupling between local moments,
Hitn is associated with the itinerant electrons of the degenerate dxz and dyz orbitals, and HH describes the
ferromagnetic Hund coupling between local moments and itinerant electrons. Illustrated in Fig. 5.2a, the
local moments are represented by a J1-J2 Heisenberg model:
Hloc =
J1 ∑
〈i,j〉
+J2
∑
〈〈i,j〉〉
Si · Sj , (5.2)
where the ﬁrst and second summations are performed over nearest and next-nearest neighbors, respectively.
We will focus on the J1 < 2J2 regime in which the system exhibits striped magnetic order. Illustrated in
Fig. 5.2b, the itinerant electrons are described by a two-band tight-binding model
Hitn =
∑
kν
(
c†kxν c
†
kyν
) xk xyk
xyk 
y
k

 ckxν
ckyν
 , (5.3)
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(a) (b)
Figure 5.2: (a) The stripelike AFM order of BaFe2As2 can be explained by a J1-J2 Heisenberg local-moment
model. (b) A minimal two-band tight-binding model representing the itinerant electrons of BaFe2As2.
Together, the local and itinerant components form the double degenerate exchange model studied in Ref. [33].
where
xk = −2t1 cos kx − 2t2 cos ky − 4t3 cos kx cos ky,
yk = −2t1 cos ky − 2t2 cos kx − 4t3 cos kx cos ky,
xyk = −4t4 sin kx sin ky.
As deﬁned in Ref. [33, 92], the hopping parameters t1, t2, t3, t4 are between orbitals at nearest and next-
nearest neighbors. The operator ciαν removes an itinerant electron at site i, orbital α with spin ν. Finally,
the Hamiltonian for the ferromagnetic Hund coupling is
HH = −JH
∑
iα
Si · siα, (5.4)
where
siα =
1
2
∑
νν′
c†iανσνν′ciαν′
is the spin of the itinerant electrons at site i and orbital α.
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5.3 Method
5.3.1 Mean-ﬁeld approximation
Based on measurements of the total ﬂuctuating magnetic moments [34, 115, 116], we assume that the local
moments have spin 12 . We then represent the local moments as fermions using
Si =
1
2
∑
νν′
f†iνσνν′fiν′ , (5.5)
and we apply a mean-ﬁeld approximation to decouple the four-fermion terms in Hloc and HH. Because
the system has striped magnetic order with ordering vector Q = (pi, 0) at low temperatures, the staggered
magnetizations,Mloc andMitn, of the local moments and itinerant electrons are the natural mean-ﬁeld order
parameters. These parameters are deﬁned by
〈Szi 〉 = MloceiQ·ri , (5.6)∑
α
〈sziα〉 = MitneiQ·ri . (5.7)
In addition, we ﬁx the expectation values of the nearest and next-nearest neighbor exchange terms χ1, χ2 =
1
N
∑
i
〈
f†i fj
〉
at non-zero values, so that the mean-ﬁeld Hamiltonian in the paramagnetic state does not
vanish. Such non-zero χ1, χ2 can arise from the residual hopping terms in the Hubbard model from which
a Heisenberg model is typically derived.
The mean-ﬁeld Hamiltonian for the local moment is
HMFloc =
∑
kσ
(
Akσf
†
kσfkσ +Bkσf
†
kσfk+Q,σ
)
, (5.8)
where
Akσ = −3
4
J1χ1 (cos kx + cos ky)− 3
2
J2χ2 cos kx cos ky,
Bkσ = −2J2Mlocσ.
Here, σ = ±1 corresponds to up and down spins, respectively. Similarly, the mean-ﬁeld Hamiltonian for the
Hund coupling is
HMFH ≡ δHMFitn + δHMFloc , (5.9)
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where
δHMFitn = −
1
2
JHMloc
∑
kαν
νc†kανck+Q,αν ,
δHMFloc = −
1
2
JHMitn
∑
kν
νf†kνfk+Q,ν .
Hence, at the mean-ﬁeld level, the itinerant electrons and local moments are decoupled, and they are eﬀec-
tively governed by Heffitn = Hitn + δHMFitn and Heffloc = HMFloc + δHMFloc , respectively.
For convenience, we introduce the three-component operator ckaν = (ckxν , ckyν , fkν), for a = 1, 2, 3.
Then, the full mean-ﬁeld Hamiltonian HMF = Heffloc +Heffitn can be diagonalized by unitary transformations
ckaν =
6∑
n=1
Ukν,1andkνn, (5.10)
ck+Q,aν =
6∑
n=1
Ukν,2andkνn, (5.11)
for k in the reduced Brillouin zone, to give HMF = ∑′kνnEkνnd†kνndkνn. The prime over the summation
indicates a k-summation over the reduced Brillouin zone. The mean-ﬁeld order parameters Mloc and Mitn
can then be found by solving the self-consistent equations
Mloc =
1
N
′∑
kνm
νUkν,13mUkν,23mnkνm, (5.12)
Mitn =
1
N
′∑
kνm
2∑
a=1
νUkν,1amUkν,2amnkνm, (5.13)
where nkνm =
〈
d†kνmdkνm
〉
is the Fermi-Dirac occupancy number of the diagonalized bands.
5.3.2 Dynamic spin susceptibility
The transverse spin susceptibility of the system is given by the correlation function between the various spin
operators. Since there are three species of fermions, the spin susceptibility is a 3× 3 matrix,
χ+−0,ab (q, q
′; t) = −iθ (t)
〈[
S+q,a (t) , S
−
−q′,b (0)
]〉
, (5.14)
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where Sq,a is the spin operator corresponding to cqaν . Because of the doubling of the unit cell in the ordered
state, the susceptibility,
χ+−0,ab (q, q
′, ω) =
1
N
′∑
kmm′
nk↑m − nk+q,↓m′
ω + Ek↑m − Ek+q,↓m′ + iδ
×γqak,mm′γ∗q′bk,mm′
× (δq,q′ + δq,q′+Q) , (5.15)
is non-zero for q = q′ and q = q′ +Q, where
γqak,mm′ =
2∑
ξ=1
U∗k↑,ξamUk+q,↓,τ(k+ξ,Q+q),am′ .
Here, τ (k) equals 2 for k in the reduced Brillouin zone, and equals 1 otherwise. The system size is denoted
by N , and a small positive δ is included for convergence.
To include the interaction eﬀects, we apply a generalized random phase approximation. The resulting
susceptibility χ¯+− (q, q′;ω) is given by the Dyson equation
χ¯+− (q, q′;ω) = χ+−0 (q, q
′;ω)
+
∑
q′′
χ+−0 (q, q
′′;ω)Uq′′ χ¯+− (q′′, q′;ω) ,
(5.16)
where the non-zero entries of the interaction matrix Uq are Uq,13 = Uq,23 = Uq,31 = Uq,32 = − 12JH, and
Uq,33 = J1 (cos qx + cos qy) + 2J2 cos qx cos qy. It is straightforward to show that the solution has the form
χ¯+− =
[
I − χ+−0 U
]−1
χ+−0 . The quantity to be compared with the INS measurements is the total spin
susceptibility χ¯+−tot (q, ω), deﬁned as the sum of all 3× 3 components of −χ¯+− (q, q;ω).
5.4 Results
5.4.1 Mean-ﬁeld approximation
For modeling purposes, we set J1 = 0.16 and J2 = 0.6J1 as in Ref. [33]. However, we choose from Ref. [92]
an alternate set of tight-binding parameters, because these parameters more accurately reproduce the Fermi
surfaces found in angle-resolved photoemission spectroscopy (ARPES) experiments [117] and ﬁrst-principles
band structure calculations [118]. Explicitly, we set t1 = −0.5, t2 = 0.65, and t3 = t4 = −0.425, which gives
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Figure 5.3: (a) The temperature dependence of the mean-ﬁeld order parameters Mloc and Mitn. (b) The
temperature dependence of the orbital polarization.
a bandwidth comparable to that in Ref. [33]. Finally, we also set JH = 4, χ1 = χ2 = 0.2, and we ﬁx the
ﬁlling of the itinerant bands at n = 2.1.
Figure 5.3a shows the temperature dependence of the order parameters. The local moment magnetization
Mloc saturates at a value of 0.5, while the itinerant electron magnetization Mitn saturates at a value that
depends on the Hund coupling and the ﬁlling of the itinerant bands. In addition, both the local moments
and itinerant electrons have the same transition temperature. While a model incorporating Hitn alone does
not order magnetically, the inclusion of the Hund coupling term HH imposes on the itinerant electrons the
striped magnetic order of the local moments. While the mean-ﬁeld approximation is not expected to yield
an accurate value for the transition temperature, we note that the Hund coupling increases the transition
temperature. This implies that the presence of the itinerant electrons stabilizes the magnetic order of the
local moments.
As discussed in Ref. [33], the degeneracy between the dxz and dyz orbitals is broken in the ordered state
by the Hund coupling. Such an orbital ordering was observed in ARPES measurements [119]. Figure 5.3b
shows the temperature dependence of the orbital polarization, deﬁned as the occupancy diﬀerence between
the dxz and dyz orbitals. As the temperature increases, the orbital polarization decreases, vanishing at the
same temperature as the mean-ﬁeld order parameters. The increase at low temperature is not a general
feature, and can be accounted for by considering the details of the itinerant bands.
5.4.2 Dynamic spin susceptibility
For numerical purposes, we use a system size of N = 1000 × 1000 and δ = 0.01 for the ordered state, and
δ = 0.0005 for the paramagnetic state. A smaller δ is used for the paramagnetic state so that the energy
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resolution is appropriate for the lower energy scale involved. A larger N and a smaller δ do not change
our results qualitatively. Figure 5.4 shows both the imaginary part of the total spin susceptibility for the
momentum-space path (0, 0)-(pi, 0)-(pi, pi)-(0, 0) in both the (a) ordered and (b) paramagnetic states. In the
ordered state, the Hund coupling raises the excitation energy at (pi, pi). This eﬀect can be attributed to
orbital ordering [33], which stabilizes order at (pi, 0) at the expense of competing order at (pi, pi). While
the orbital polarization here is an order of magnitude smaller than that found in Ref. [33], the eﬀect at
(pi, pi) remains signiﬁcant. In addition, the presence of itinerant electrons dampens the excitations around
(pi, pi). Figure 5.5a shows the itinerant components of the bare spin susceptibility Imχ+−0 . The regions with
strong particle-hole continuum correspond to regions with heavily damped spin-wave excitations. These
observations are consistent with the results of INS measurements [34,102,103,105,106].
(a) (b)
Figure 5.4: The total spin susceptibility Imχ¯+−tot of the degenerate double-exchange model along the path
(0, 0)-(pi, 0)-(pi, pi)-(0, 0) in the (a) ordered and (b) paramagnetic state. The tight-binding parameters are
t1 = −0.5, t2 = 0.65, and t3 = t4 = −0.425, with an itinerant band ﬁlling of n = 2.1. The superexchange
couplings are J1 = 0.16 and J2 = 0.6J1. The Hund coupling is JH = 4.
Figure 5.6 shows the temperature dependence of the spin susceptibility along (pi, pi). As the temperature
increases, while the excitations around (pi, pi) soften, the Landau damping in the same region increases.
Further experiments will be necessary to verify this feature. In the paramagnetic state, the strong spin-
wave-like excitation near (pi, 0) persists, while the particle-hole continuum shown in Figure 5.5b pushes any
collective spin excitations near (pi, pi) to a higher energy. This feature is robust, because a ﬁnite particle-hole
continuum always exists at the ﬁnite wavevector (pi, pi), provided that the single-particle energy spectrum is
not fully gapped. Unlike previous theoretical models [89, 91], our results are obtained without breaking C4
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symmetry. This makes our results applicable to INS measurements even at high temperatures [34]. This is
the key ﬁnding of this work.
(a) (b)
Figure 5.5: The itinerant components of the bare susceptibility Imχ+−0 in the (a) ordered and (b) paramag-
netic state. The particle-hole continuum dampens the spin-wave excitations.
In our calculation, as the temperature increases in the ordered state, the energy scale of the collective
excitations decreases together with the mean-ﬁeld order parameters. In the paramagnetic state, the energy
scale is simply ﬁxed by χ1, χ2. These observations are inconsistent with INS measurements, which show that
the energy scale of the collective excitations is independent of temperature. This inconsistency likely arises
from the limitations of the mean-ﬁeld approximation.
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Figure 5.6: The spin susceptibility along the wavevector (pi, pi) at various temperatures. As temperature
increases, excitations around (pi, pi) soften and become more damped.
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5.5 Discussion and Conclusion
We also calculated the low-temperature spin susceptibility (not shown) using the tight-binding parameters
in Ref. [33]. The excitation energy spectrum is consistent with previous results obtained using the Holstein-
Primakoﬀ representation and a linear spin-wave approximation. Compared to the spectrum in Figure 5.4a,
the excitation energy at (pi, pi) has a larger increase due to a stronger orbital order, but the excitations
around (pi, pi) are less damped. Therefore, while our results do not qualitatively depend on the choice of
parameters, diﬀerent parameters can be used to produce the quantitative diﬀerences between various types
of iron pnictides. Furthermore, the (pi, 0)-ordering is robust because the paramagnetic spin susceptibility
exhibits a peak at (pi, 0) despite the itinerant bands having imperfect Fermi surface nesting. This is in
contrast with the calculations using only the itinerant model in Ref. [96], which show incommensurate
peaks.
Our results at high temperatures are consistent with ﬁrst-principles calculations based on a combination of
density functional theory and dynamical mean-ﬁeld theory [120]. This suggests that our model has captured
the essential physics of spin excitations in iron pnictides. Since the mechanism for superconductivity is
believed to arise from spin ﬂuctuations, it would be important to consider both the local moments and
itinerant electrons when studying superconductivity in iron pnictides.
For our choice of parameters, the dxz orbital has a larger occupancy than the dyz orbital. This is opposite
the result obtained in Ref. [33]. This diﬀerence arises because the opposite sign between the two sets of tight-
binding parameters makes occupying the dxz orbital more energetically favorable. This higher occupancy of
the dxz orbital agrees with ARPES measurements [119], which show that the dxz orbital is lower in energy
than the dyz orbital in the magnetically ordered state.
Our results are qualitatively insensitive to the choice of χ1, χ2. At low temperatures in the ordered state,
the mean-ﬁeld Hamiltonian for the local moment is dominated by the magnetization. At high temperatures
in the paramagnetic state, changing χ1, χ2 simply rescales the energy in the spin susceptibility.
To close, we studied the spin excitation spectra of the degenerate double-exchange model. This model
consists of local moments represented by a J1-J2 Heisenberg model, and itinerant electrons from the degen-
erate dxz and dyz orbitals represented by a tight-binding model. The local moments and itinerant electrons
are coupled through a ferromagnetic Hund coupling. Using a fermionic representation of the local moments
and a generalized random phase approximation, we obtained a uniﬁed framework for the spin excitations
in both the ordered and paramagnetic state. The calculated spin susceptibility shows energy spectra and
Landau damping consistent with measurements from inelastic neutron scattering experiments over a wide
range of temperatures.
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Chapter 6
Superconducting gaps of LiFeAs
6.1 Introduction
In the preceding chapter, we considered the local-itinerant dichotomy in iron pnictides. We found that both
localized and and itinerant degrees of freedom are needed to explain the magnetic properties of BaFe2As2.
Since superconductivity in iron pnictides is believed to arise from spin ﬂuctuations, understanding the
magnetic properties is crucial. However, we shall see in this chapter1 that our understanding remains
incomplete, due to an anomalous property found in the superconducting gaps of LiFeAs.
Despite the diﬀerences between LiFeAs and other families of iron-based superconductors [122, 123], the
superconductivity shares much in terms of family resemblance [124]. Experiments have found that the
anisotropic gaps in LiFeAs predominantly arise from antiferromagnetic spin ﬂuctuations [125127]. These
spin ﬂuctuations originate from scattering between the electron pockets located at the M -point and the
hole pockets at the Γ-point. In addition, theoretical and ﬁrst-principles calculations have conﬁrmed the
importance of spin ﬂuctuations in LiFeAs, predicting an s± gap symmetry similar to that of many iron-
based superconductors [128131].
However, the superconductivity mechanism at the innermost hole pocket at the Γ-point of LiFeAs remains
a puzzle. Since the band barely crosses the Fermi level, the small size of the pocket makes studying it
challenging. Theoretical calculations have shown that spin ﬂuctuations alone are insuﬃcient to account for
the large gap found on the tiny pocket [129]. Furthermore, unlike the other pockets, the innermost hole
pocket has an isotropic gap [125,126], suggesting the presence of a diﬀerent pairing mechanism.
Recently, high-resolution angle-resolved photoemission spectroscopy (ARPES) measurements have found
that the gap on the innermost hole pocket is robust, even as the shallow band sinks 8 meV below the Fermi
level upon electron doping [132]. As shown in Figure 6.1, the gap remains large, and the band's spectral
weight signiﬁcantly changes between the normal and superconducting states, even at energies well below the
Fermi level. These observations suggest that the gap on the shallow band does not arise from low-energy
1This chapter is adapted from Ref. [121]
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Figure 6.1: ARPES results of 3% Co-doped LiFeAs from Ref. [132]. Left: the ARPES intensity plot in the
normal state, showing that the shallow hole band at the Γ-point is 8 meV below the Fermi level. Middle: the
same plot in the superconducting state, showing that the large gap on the shallow band is robust against
the Lifshitz transition. Right: a combined plot of the shallow band's spectral weights in both the normal
and superconducting states, showing signiﬁcant changes between the two states even well below the Fermi
level.
excitations related to the structure of the Fermi surface.
Prior to the ARPES measurements [132], theoretical calculations have pointed to orbital-spin ﬂuctuations
[133] and the renormalization by high-energy excitations [134] as means to obtain the large gap on the shallow
band. However, it is unclear whether any of these proposed mechanisms will allow the large gap to be robust
across the Lifshitz transition upon electron doping.
In this paper, we propose Coulomb interactions as the superconductivity mechanism at the shallow
hole band centered at the Γ-point in LiFeAs. We represent LiFeAs by a ﬁve-band model, in which the
shallow band couples to the other bands by only Coulomb interactions. Using Eliashberg theory, we ﬁnd
that interband Coulomb interactions induce a large superconducting gap on the shallow band. The energy
independence of Coulomb interactions then ensures the robustness of the gap against changes in the Fermi
level, in agreement with ARPES observations [132]. Using reasonable interaction parameters, we ﬁnd that
our model can quantitatively reproduce the experimental values of the Tc and the gaps on all ﬁve bands.
Relative to the case without Coulomb interactions, these interactions are found to enhance the Tc by a factor
of 1.7, indicating the signiﬁcant role they play in LiFeAs. Finally, due to the repulsive nature of Coulomb
interactions, our results predict an unconventional s± gap symmetry, in which the gap changes sign between
the hole pockets at the Γ-point. Unlike other families of iron-based superconductors, the gap symmetry of
LiFeAs has not been ascertained experimentally.
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6.2 Methods
Since iron-based superconductors are moderately coupled [117, 132, 135137], we employ Eliashberg theory
[138]. Although our approach is phenomenological as in Ref. [130], BCS theory cannot be used, because
it would be unable to yield the correct gap to Tc ratio. It is for this reason that we adopt the Eliashberg
approach.
In the Matsubara formalism, the multiband Eliashberg gap equations are [139]
Zi (iωn) = 1 +
1
2n+ 1
∑
j,m
ωm√
ω2m + ∆
2
j (iωm)
[
V phij (iωn − iωm) + V spij (iωn − iωm)
]
, (6.1)
Zi (iωn) ∆i (iωn) = piT
∑
j,m
∆j (iωm)√
ω2m + ∆
2
j (iωm)
[
V phij (iωn − iωm)− V spij (iωn − iωm)− µijθ (|ωm| − ωc)
]
.(6.2)
Here, i, j are the band indices, and ωn = (2n+ 1)piT is the nth fermionic Matsubara frequency. The
function Zi(iωn) describes corrections to the electron self-energy, and ∆i (iωn) is the energy-dependent
superconducting gap of the ith band. The potentials V phij and V
sp
ij , deﬁned by
V ph,spij (iqm) = 2
ˆ ∞
0
ωdω
α2F ph,spij (ω)
ω2 + q2m
, (6.3)
describes the eﬀects of band i on band j due to interactions with phonons and spin ﬂuctuations, respectively.
The Eliashberg functions α2Fij (ω) can be experimentally determined from the inversion of tunneling data.
In Eq. 6.2, notice that the potential mediated by spin ﬂuctuations appears with a negative sign. This is due to
the spin-ﬂip nature of magnon scattering. Finally, the pseudopotential µij describes the Coulomb interactions
between bands i and j. It is usually given a cutoﬀ at a large energy ωc for numerical convergence. Physically,
the cutoﬀ signiﬁes the existence of an energy scale up to which the Coulomb interaction is instantaneous.
Unlike boson-mediated interactions, the Coulomb interactions cannot be easily measured, and are usually
tuned phenomenologically to ﬁt experimental measurements.
For a given set of interaction parameters, we self-consistently solve the Eliashberg equations for the
superconducting gaps ∆i (iωn). Then, using Padé approximants [140], we perform an analytic continuation
to obtain the solutions in terms of real energies. The energy gap ∆0 measured in ARPES experiments is
then given by ∆0 = Re [∆ (ω = ∆0)].
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Figure 6.2: A schematic of the Fermi surfaces of LiFeAs. In our model, the deep hole bands (1, 2) are coupled
with the deep electron bands (3, 4) via interactions mediated by spin-ﬂuctuations. In addition, the shallow
hole band (5) is coupled with the inner deep hole band (1) via Coulomb interactions.
6.3 Five-band model
We represent LiFeAs by a ﬁve-band model with a Fermi surface schematically shown in Figure 6.2. The deep
bands (1, 2) at the Γ-point are coupled to the deep bands (3, 4) at the M -point by interband interactions
mediated by spin-ﬂuctuations, while the shallow band (5) at the Γ-point is coupled to the deep bands
(1, 2, 3, 4) by Coulomb interactions. As in previous studies [129, 130, 133, 134], the spin ﬂuctuations arise
from interband scattering between the hole and electron pockets. Phonon-mediated interactions involving
only the deep bands are assumed to be negated by Coulomb interactions acting likewise, and boson-mediated
interactions involving the shallow band are assumed to be negligible due to the low density of states at the
Fermi level.
Previously, a four-band model of LiFeAs was studied under similar assumptions [130]. The authors
omitted the shallow hole band claiming that its small density of states at the Fermi level precludes its
contribution to superconductivity. They found that a large intraband phonon-mediated interaction on band
1 at the Γ-point is required to quantitatively reproduce the superconducting gaps of LiFeAs. Here, we will
show that this interaction is not necessary in our full ﬁve-band model.
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Interaction parameters Energy gaps / meV Tc / K
λ13 1.05 ∆1 5.0 Expt. 18.0
λ23 0.73 ∆2 2.6 Model 20.4
λ14 0.41 ∆3 -3.6
λ24 0.30 ∆4 -2.9
µ51 0.38 ∆5 -5.5
Table 6.1: The unique values of the interaction parameters λ13, λ14, λ23, λ24, µ15 used to reproduce the ﬁve
superconducting gaps at low temperatures. The Tc resulting from this set of parameters is consistent with
experimental measurements.
For the spin ﬂuctuations in our model, we follow Ref. [130] and use Lorentzian Eliashberg functions
α2F spij (ω) with peak energies Ωij = 8 meV and half-widths Yij = 4 meV. The coupling constants
λij =

0 0 λ13 λ14 0
0 0 λ23 λ24 0
λ31 λ32 0 0 0
λ41 λ42 0 0 0
0 0 0 0 0

, (6.4)
deﬁned by
λij = 2
ˆ ∞
0
dΩ
α2F spij (Ω)
Ω
, (6.5)
satisfy λ31/λ13 = 0.9019, λ41/λ14 = 1.5010, λ32/λ23 = 1.0483, and λ42/λ24 = 1.7447, in accordance with
band structure calculations [130].
For the Coulomb interactions, since they are generally stronger for smaller momentum transfers, we
include them only between the two innermost hole bands, that is only µ15, µ51 6= 0. This can also be
justiﬁed by the fact that only the two inner hole bands have similar orbital content [134]. Furthermore,
intraband Coulomb interactions µ55 can be omitted, as has been shown in a functional renormalization
analysis [128]. While the values of µij can be calculated from ﬁrst principles, doing so is diﬃcult, as they
depend on the details of the band structure. The cutoﬀ energy ωc of the Coulomb interactions is set to be
10Ωij , as is commonly done in the literature [139].
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Figure 6.3: A plot of the energy gap against temperature for the ﬁve-band model of LiFeAs. The gaps agree
with experimental measurements at low temperatures. The interaction parameters used are shown in Table
6.1.
6.4 Results
Although our model has six adjustable parameters λ13, λ14, λ23, λ24, µ15, and µ51, we ﬁnd that reproducing
the ﬁve gaps of LiFeAs requires µ15 & 0.2. We adopt the minimum value here to obtain a lower bound on
the eﬀects of Coulomb interactions. Now that the model is left with ﬁve adjustable parameters, they can be
uniquely solved to reproduce the ﬁve superconducting gaps at low temperatures. The results are shown in
Table 6.1.
Using these parameters, we calculated the gaps at various temperatures, as shown in Figure 6.3. The
temperature dependence has the expected mean-ﬁeld form with a Tc ≈ 20.4 that is consistent with exper-
imental measurements. Such reproduction of the Tc in addition to the gaps is often omitted in theoretical
calculations. The larger errors at higher temperatures are expected, due to the reduced number of Mat-
subara points. Notice that the opposite signs between ∆1,∆2 and ∆3,∆4 are due to the spin-ﬂip nature of
the interactions mediated by spin-ﬂuctuations, while the opposite signs between ∆1 and ∆5 are due to the
repulsive nature of Coulomb interactions.
To elucidate the eﬀects of Coulomb interactions, we also performed low temperature calculations con-
sidering cases in which the Coulomb interactions µij are scaled by a factor of 0 ≤ α ≤ 1. Figure 6.4 shows
that in the absence of Coulomb interactions at α = 0, the shallow hole band at the Γ-point is not gapped,
∆5 = 0. As α increases, interband Coulomb interactions induce a gap on the shallow hole band, and increase
the magnitude of the gaps on the other bands. For large enough α's, the gap on the shallow band is the
largest within the whole Brillouin zone. Then, because Coulomb interactions are energy independent in the
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Figure 6.4: A plot of the energy gaps against the Coulomb interactions showing Coulomb interactions
inducing a large gap on the shallow hole band. Due to the energy independence of Coulomb interactions,
the induced gap is robust against changes in the Fermi energy.
regime of interest, varying only on the energy scale of the plasma frequency ωp ∼ 1 eV [141], the large gap
on the shallow hole band is robust even as the band sinks below the Fermi level, in agreement with ARPES
observations [132].
Next, Figure 6.5 shows the eﬀects of Coulomb interactions on Tc. Relative to the case without Coulomb
interactions, these interactions are found to enhance the Tc by a factor of 1.7, indicating the signiﬁcant role
they play in LiFeAs.
6.5 Discussion and conclusions
While Coulomb interactions are often thought to oppose superconductivity, our results illustrate the impor-
tance of interband Coulomb interactions as a mechanism of Tc enhancement. Such enhancement is likely to
occur in systems with bands that have small densities of states at the Fermi level as Coulomb interactions
dominate pairing for these bands. An example of such systems is single-layer FeSe, which has a hole band
completely below the Fermi level [142]. Pairing by interband Coulomb interactions may be important in the
search of new high-Tc superconductors.
Our results also predict that the superconducting gap changes sign between the inner hole pockets at the
Γ-point. The resulting sign-reversal gap symmetry is unlike the conventional s± gap symmetry [24] believed
to be present in iron-based superconductors. Similar unconventional gap symmetries have also been proposed
in Ref. [134]. Unlike other iron-based superconductors in which the pairing symmetry has been extensively
studied [143], such is not the case for LiFeAs. Measurement of the gap symmetry can be performed using
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Figure 6.5: A plot showing the eﬀects of Coulomb interactions on Tc. In LiFeAs, Coulomb interactions
enhance the Tc by a factor of 1.7.
the SQUID junction proposed in Ref. [144]. While there have been experiments [145] measuring the gap
symmetry of LiFeAs, the results are not conclusive [134], as the diﬀerent hole bands were not individually
resolved.
ARPES experiments [146, 147] have also suggested that some iron-based superconductors are in the
BCS-BEC (Bose-Einstein condensate) crossover regime, due to the large ratios of the superconducting gap
to the chemical potential observed. This observation can alternatively be understood in the context of our
results. Since Coulomb interactions are energy independent, they can yield the observed superconducting
gaps regardless of the size of the chemical potential, thereby providing a mechanism for the gapping of states
lying below the Fermi energy.
Recent experiments have provided further evidence that superconductivity in LiFeAs does not entirely
arise from low-energy spin ﬂuctuations. Nuclear magnetic resonance (NMR) measurements show that the Tc
in Co-doped LiFeAs decreases even when the strength of spin-ﬂuctuations increases upon doping [148]. Fur-
thermore, tunneling spectroscopy measurements show the existence of a temperature independent bosonic
mode not directly related to spin ﬂuctuations [149]. These results strengthen our case that Coulomb inter-
actions are important for superconductivity in LiFeAs.
Before we conclude, we would like to highlight a common misconception about multiband superconduc-
tivity found in the discussions of the ARPES results in Ref. [132]. Unlike a one-band system, a gap ∆i driven
by interband interactions in a multiband system depends on the density of states Nj of the other bands,
and not on its own density of state Ni. For example, in a two-band system with only interband interactions,
the ratio ∆1/∆2 of the gaps is proportional to
√
N2/N1 [150]. Consequently, the shallow band in LiFeAs
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developing a large superconducting gap does not contradict the principles of BCS theory, as was incorrectly
implied in Ref. [132]. Nevertheless, the paper's main arguments remain sound.
In conclusion, we proposed Coulomb interactions as the superconductivity mechanism at the shallow
hole band centered at the Γ-point in LiFeAs. We represented LiFeAs by a ﬁve-band model, in which the
shallow band couples to the other bands by only Coulomb interactions. Using Eliashberg theory, we found
that interband Coulomb interactions can induce a large superconducting gap on the hole band. The energy
independence of Coulomb interactions then ensures the robustness of the gap, in agreement with the ARPES
observations [132]. Using reasonable interaction parameters, we found that our model can quantitatively
reproduce the experimental values of Tc and the gaps on all ﬁve bands. Relative to the case without Coulomb
interactions, these interactions were found to enhance the Tc by a factor of 1.7, indicating the signiﬁcant
role they play in LiFeAs. Finally, due to the repulsive nature of Coulomb interactions, our results predict an
unconventional s± gap symmetry, in which the gap changes sign between the hole pockets at the Γ-point.
This study should help motivate further experiments on the pairing symmetry of LiFeAs.
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Chapter 7
Conclusion
In this dissertation, we investigated the low-energy degrees of freedom in high-Tc superconductors. Motivated
by recent ARPES measurements [15], we showed in Chapter 2 that the normal state of cuprate supercon-
ductors can be described by a power-law liquid, a state of matter deﬁned by the power-law self-energy
Σ′′ ∼ (ω2 + pi2T 2)α. Since the scaling exponent decreases from α ∼ 1 at overdoping to α . 12 at optimal
and underdoping, a power-law liquid details the evolution of quasiparticles in the overdoped Fermi liquid
state as doping decreases. We found that a power-law liquid exhibits various unusual properties consistent
with experiments [1618]. In particular, we found that the superconducting Tc peaks at α =
1
2 , reproducing
the cuprates' superconducting dome.
In Chapter 3, we discussed the origin of a power-law liquid. We argued for the existence of unparticles,
a scale-invariant sector, in the cuprates and showed that interactions between electrons and unparticles can
lead to the power-law liquid's self-energy. Among the many unconventional properties of unparticles, we
highlighted the absence of Luttinger's theorem in Chapter 4.
Since a magnetic phase is ubiquitous in high-Tc superconductors, a next natural step would be to investi-
gate the interplay between magnetism and a power-law liquid. But ﬁrst, we need to better our understanding
of magnetism in these compounds. In Chapter 5, we turned our attention to iron pnictides because of their
rich magnetic properties. In particular, we discussed the local-itinerant dichotomy in BaFe2As2, where it is
unclear if localized moments or itinerant electrons are the degrees of freedom responsible for its magnetic
properties. We showed that both are needed, where orbital ordering in the itinerant bands stabilizes the
stripe-antiferromagnetic order at the expense of a competing order in the local moments. Finally, while it is
believed that spin ﬂuctuations mediate superconductivity in high-Tc superconductors, we showed in Chapter
6 that they alone are insuﬃcient. We demonstrated that interband Coulomb interactions in LiFeAs are also
needed to explain an anomalously large superconducting gap.
The results of this dissertation furthered our understanding of the degrees of freedom in three keys phases
of high-Tc superconductors: the antiferromagnetic state, the normal state, and the superconducting state.
Formulating a consistent framework incorporating the physics of all these phases would be the next step.
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Appendix A
Analytic evaluation of Σ′ for power-law
liquid
Here, we derive the real part of the self-energy, using identities from the Digital Library of Mathematical
Functions (DLMF) [151]. The derivation is lengthy as a shorter one (probably using contour integration)
currently eludes us.
From Σ′′ in Eq. 2.1, the real part of the self-energy via Kramers-Kronig relations (for |ω| < ωN ) is
Σ′ (xωN ) = − 1
pi
P
ˆ ωN
−ωN
dω′
ω′ − xωN
(
Γ0 + λ
|ω′|2α
ω2α−1N
)
= − 1
pi
P
ˆ 1
−1
dz
z − x
(
Γ0 + λωN |z|2α
)
, (A.1)
Since we are interested only in low energy behaviors, eﬀects from |ω| > ωN should be negligible.
The integral over the constant impurity term is straightforward:
P
ˆ 1
−1
dz
z − x = −2artanhx. (A.2)
For the second term, we break the integral into two, one with the divergence and the other without:
P
ˆ 1
−1
dz
|z|2α
z − x = P
ˆ 1
0
dz
(
z2α
z − x −
z2α
z + x
)
= sgn (x)
(
|x|2α P
ˆ 1/|x|
0
dz
z2α
z − 1 −
1
|x|
ˆ 1
0
dz
z2α
z/ |x|+ 1
)
. (A.3)
By series expansion and Eq. DLMF-15.8.2, the hypergeometric function 2F1 (a, b; c; z) has the integral
representations
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ˆ
dz
z2α
z − 1 = −
z1+2α
1 + 2α
2F1 (1, 1 + 2α; 2 + 2α; z)
=
z2α
2α
2F1
(
1,−2α; 1− 2α; 1
z
)
− pi csc (2αpi) (−1)−2α . (A.4)
These allow us to write the ﬁrst integral in Eq. A.3 as
P
ˆ 1/|x|
0
dz
z2α
z − 1 =
(ˆ 1/|x|
1+
+
ˆ 1−
0
)
dz
z2α
z − 1
=
1
2α
1
|x|2α 2F1 (1,−2α; 1− 2α; |x|)−
1
2α
2F1 (1,−2α; 1− 2α; 1− )
− 1
1 + 2α
2F1 (1, 1 + 2α; 2 + 2α; 1− ) . (A.5)
We resolve the → 0 singularity by series expansion:
1
2α
2F1 (1,−2α; 1− 2α; 1− ) + 1
1 + 2α
2F1 (1, 1 + 2α; 2 + 2α; 1− )
=
∞∑
n=0
(
− 1
n− 2α +
1
n+ 1 + 2α
)
(1− )n
=
1
2α
−
∞∑
n=1
(1− )n
n− 2α +
∞∑
n=1
(1− )n−1
n+ 2α
=
1
2α
−
∞∑
n=1
4α
n2 − 4α2
= pi cot (2piα) , (A.6)
where we have used Eq. DLMF-4.22.3 in the last line.
The second integral in Eq. A.3 can be evaluated using Eq. DLMF-15.6.1 and Eq. DLMF-15.8.2:
ˆ 1
0
dz
z2α
z/ |x|+ 1 =
1
1 + 2α
2F1
(
1, 1 + 2α; 2 + 2α;− 1|x|
)
=
|x|
2α
2F1 (1,−2α, 1− 2α,− |x|)− pi csc (2αpi) |x|1+2α . (A.7)
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Finally, combining Eqs. A.5, A.6, and A.7 gives
P
ˆ 1
−1
dz
|z|2α
z − x =
1
2α
sgn (x) [2F1 (1,−2α; 1− 2α; |x|)− 2F1 (1,−2α, 1− 2α,− |x|)]
+pisgn (x)
2 sin2 (αpi)
2 sin (αpi) cos (αpi)
|x|2α
=
1
2α
[2F1 (1,−2α; 1− 2α;x)− 2F1 (1,−2α, 1− 2α,−x)]
+pisgn (x) tan (αpi) |x|2α . (A.8)
This result is nicely cast in an antisymmetric form, with the argument of the hypergeometric function within
its radius of convergence so that the function is real.
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Appendix B
Analytic evaluation of unparticle
Matsubara sums
B.1 Susceptibility
The unparticle susceptibility deﬁned by Eq. 3.6 involves the fermionic Matsubara sum
Sα (1, 2, iωn) = T
∑
iωm
Gα (iωm − 1)Gα (iωm − iωn − 2) ,
where iωn is a bosonic Matsubara frequency. Using Cauchy's residue theorem, we rewrite the Matsubara
sum as
Sα (1, 2, iωn) = − 1
2pii
˛
C
dz nF (z)Gα (z − 1)Gα (z − iωn − 2) ,
where nF (z) =
(
ez/T + 1
)−1
is the Fermi distribution. Since the integrand is analytic except along Imz = 0
and Imz = iωn, we use the contour C illustrated in Fig. B.1a.
Re z
Im
z
Im z=ⅈωn
Im z=0
(a)
Re z
Im
z
Im z=ⅈωn
Im z=0
(b)
Figure B.1: The contours used to evaluate the Matsubara sums in (a) the unparticle susceptibility, and (b)
the electron self-energy.
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The integrals along the paths at large radius vanish when α < 1/2. For α ≥ 1/2, a convergence factor
ez0
+
can be included so that the same integrals vanish. Consequently, the nonvanishing contributions to the
contour integral are those along the branch cuts:
Ib1 (1, 2, iωn) = − 1
2pii
ˆ ∞
−∞
dz nF (z)
[
Gα
(
z+ − 1
)−Gα (z− − 1)]Gα (z − iωn − 2)
= − 1
2pii
ˆ ∞
−∞
dz nF (z) 2iIm
[
Gα
(
z+ − 1
)]
Gα (z − iωn − 2)
=
ˆ ∞
−∞
dznF (z)Aα (z − 1)Gα (z − iωn − 2) ,
Ib2 (1, 2, iωn) = − 1
2pii
ˆ ∞+iωn
−∞+iωn
dz nF (z)Gα (z − 1)
[
Gα
(
z+ − iωn − 2
)−Gα (z− − iωn − 2)]
= − 1
2pii
ˆ ∞
−∞
dz nF (z + iωn)Gα (z + iωn − 1)
[
Gα
(
z+ − 2
)−Gα (z− − 2)]
= − 1
2pii
ˆ ∞
−∞
dz nF (z)Gα (z + iωn − 1) 2iImGα
(
z+ − 2
)
=
ˆ ∞
−∞
dz nF (z)Gα (z + iωn − 1)Aα (z − 2) .
Here z± = z± iη, with η = 0+ being a positive real inﬁnitesimal. After analytic continuation iωn → ω+ iη,
the imaginary part of the Matsubara sum becomes
ImSα (1, 2, ω + iη) =
ˆ ∞
−∞
dz nF (z) [Aα (z − 1) ImGα (z − ω − iη − 2) + ImGα (z + ω + iη − 1)Aα (z − 2)]
=
ˆ ∞
−∞
dz nF (z) [Aα (z − 1)piAα (z − ω − 2)− piAα (z + ω − 1)Aα (z − 2)]
= pi
ˆ ∞
−∞
dz nF (z)Aα (z − 1)Aα (z − ω − 2)− (1 ↔ 2, ω → −ω)
≡ κ¯α (1, 2 + ω)− κ¯α (2, 1 − ω) ,
where we have deﬁned
κ¯α (, 
′) = pi
ˆ ∞
−∞
dz nF (z)Aα (z − )Aα (z − ′) .
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For α > 0, we can evaluate this exactly in the T → 0 limit using the unparticle spectral function in Eq. 3.4:
κ¯α (, 
′) =
1
pi
sin2 (piα)
ˆ min(,0,′)
−∞
dz
1
(− z)1−α
1
(′ − z)1−α
=
1
pi
sin2 (piα) 21−2α
ˆ ∞
ξ(,′)
dz[
z2 − (− ′)2
]1−α
=
1
pi
sin2 (piα)
1
2
[
2
ξ (, ′)
]1−2α ˆ 1
0
dt
t−
1
2−α[
1− t
∣∣∣ −′ξ(,′) ∣∣∣2]1−α
=
1
pi
sin2 (piα)
1
1− 2α
[
2
ξ (, ′)
]1−2α
2F1
[
1− α, 1
2
− α; 3
2
− α;
∣∣∣∣ − ′ξ (, ′)
∣∣∣∣2
]
,
where ξ (, ′) = max (|− ′| , + ′), and 2F1 (a, b; c, z) is the hypergeometric function.
B.2 Self-energy
The electron self-energy deﬁned by Eq. 3.5 involves the bosonic Matsubara sum
S˜α (1, 2, 3, iωn) = T
∑
iωm′
G0 (iωn − iωm′ − 3)Sα (1, 2, iωm′)
=
1
2pii
˛
C′
dz′nB (z′)G0 (iωn − z′ − 3)Sα (1, 2, z′) + TG0 (iωn − 3)Sα (1, 2, 0) ,
where iωn is a fermionic Matsubara frequency, and nB (z) =
(
ez/T − 1)−1 is the Bose distribution. Since
the integrand has a branch cut along Imz′ = 0 and a pole on a line Imz′ = iωn, we adopt the contour C ′
shown in Fig. B.1b. If α < 1, the integrals along the paths at large radius vanish.
The integrals along the small circle of radius r around the origin require special consideration. Since
Sα (1, 2, z
′) is analytic in the upper (lower) half plane, we see that Sα (1, 2, z′)→ Sα (1, 2, 0) in the limit
z′ → 0 for z′ in the same domain. Hence, as the radius r → 0, the integral along the small circle reduces to
1
2pii
˛
|z′|=r
dz′nB (z′)G0 (iωn − z′ − 3)Sα (1, 2, z′) ∼
[
1
2pii
˛
|z′|=r
dz′nB (z′)
]
G0 (iωn − 3)Sα (1, 2, 0)
= −TG0 (iωn − 3)Sα (1, 2, 0) ,
which exactly cancels the iωm′ = 0 term in S˜α (1, 2, 3, iωn). This cancellation can be physically motivated.
First, notice that the imaginary part of the term contains the factor δ(ω − 3) after analytic continuation.
Then, since ω = 3 corresponds to no energy transfer between unparticles and electrons, such a term
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understandably should not contribute to the electron self-energy.
Then, the nonvanishing contributions to S˜α are simply the integrals along the lines Imz
′ = 0 and
Imz′ = iωn:
I˜b1 (1, 2, 3, iωn) =
1
2pii
ˆ ∞
−∞
dz′nB (z′)G0 (iωn − z′, 3)
[
Sα
(
1, 2, z
′+)− Sα (1, 2, z′−)]
=
1
2pii
ˆ ∞
−∞
dz′nB (z′)G0 (iωn − z′, 3) 2iImSα
(
1, 2, z
′+)
=
1
pi
ˆ ∞
−∞
dz′nB (z′)G0 (iωn − z′, 3) [κ¯α (1, 2 + z′)− κ¯α (2, 1 − z′)] ,
I˜b2 (1, 2, 3, iωn) =
1
2pii
ˆ ∞+iωn
−∞+iωn
dz′nB (z′)
[
G0
(
iωn − z′+, 3
)−G0 (iωn − z′−, 3)]Sα (1, 2, z′)
=
1
2pii
ˆ ∞
−∞
dz′nB (z′ + iωn)
[
G0
(−z′+, 3)−G0 (−z′−, 3)]Sα (1, 2, z′ + iωn)
=
1
2pii
ˆ ∞
−∞
dz′ [−nF (z′)] 2iIm
[
G0
(−z′+, 3)]Sα (1, 2, z′ + iωn)
= − 1
2pii
ˆ ∞
−∞
dz′nF (z′) 2ipiA0 (−z′, 3)Sα (1, 2, z′ + iωn)
= −
ˆ ∞
−∞
dz′nF (z′)A0 (−z′, 3)Sα (1, 2, z′ + iωn) .
Here, A0 = − 1pi ImG0 is the spectral function of G0 , and we take principal values of the integrals in I˜b1 due
to the cancellation mentioned above. Then, analytic continuation iωn → ω + iη gives
ImI˜b1 (1, 2, 3, ω + iη) = −
ˆ ∞
−∞
dz′nB (z′)A0 (ω − z′, 3) [κ¯α (1, 2 + z′)− κ¯α (2, 1 − z′)] ,
ImI˜b2 (1, 2, 3, ω + iη) = −
ˆ ∞
−∞
dz′nF (z′)A0 (−z′, 3) [κ¯α (1, 2 + z′ + ω)− κ¯α (2, 1 − z′ − ω)]
= −
ˆ ∞
−∞
dz′nF (z′ − ω)A0 (ω − z′, 3) [κ¯α (1, 2 + z′)− κ¯α (2, 1 − z′)] ,
ImS˜ (1, 2, 3, ω + iη) = −
ˆ ∞
−∞
dz′ [nB (z′) + nF (z′ − ω)]A0 (ω − z′, 3) [κ¯α (1, 2 + z′)− κ¯α (2, 1 − z′)]
=
ˆ ∞
−∞
dz′A0 (ω − z′, 3) [nB (z′) + nF (z′ − ω)] [κ¯α (2, 1 − z′)− κ¯α (1, 2 + z′)] .
Finally, using A0 (ω) = δ (ω) gives
ImS˜α (1, 2, 3, ω + iη) = [nB (ω − 3) + nF (−3)] [κ¯α (2, 1 − ω + 3)− κ¯α (1, 2 + ω − 3)] .
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Appendix C
Modiﬁed Luttinger count with
generalized cutoﬀ
In Chapter 4, we studied the absence of Luttinger's theorem for fermionic unparticles, using a sharp UV
cutoﬀ for the unparticle spectral function. Here, let us consider a more general form of the cutoﬀ:
A (p, ω) =

N sinpiαpi
θ(p−δ−ω)
|p−ω|α , ω > −E,
N sinpiαpi
f(ω)
Eα , ω < −E,
where f(ω) is a dimensionless cutoﬀ function. There are two restrictions that one needs to put on f(ω).
First, f(ω) must fall oﬀ faster than ω−1 as ω → ±∞ in order for the integral ´ dωA(ω) to converge. Second,
the integral
´ −E
−∞
f(ω)
E dω  1. With this requirement, the spectral weight from the cutoﬀ function is much
less than the total spectral weight, i.e.
´ E
−∞N
sinpiα
pi
f(ω)
Eα dω 
´∞
−∞A(ω)dω = 1. Here, we explicitly exclude
the physics or eﬀects from energies beyond ±E, for example, interband transitions (from core electrons).
Using Eq. 4.3, one ﬁnds that the normalization factor in the limit E  |εp| is given by
N =
(1− α)pi
sinpiα
1
E1−α − δ1−α + cE1−α ,
where c ≡ ´ −E−∞ f(ω)E dω is a small parameter. Following the same procedure as in Section 4.3.2, one ﬁnds
that the occupation number is
n (p) = θ (−p + δ) + θ (p − δ)
E1−α − 1−αp + (1− α)E1−αc
E1−α − δ1−α + (1− α)E1−αc .
For 0 < α < 1, setting δ = 0, one obtains
n (p) = θ (−p) + θ (p)
[
1− 1
1 + (1− α)c
(p
E
)1−α]
≈ θ (−p) + θ (p)
[
1−
(p
E
)1−α
+ (1− α)
(p
E
)1−α
c
]
,
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while for 1 < α < 2, taking the limits E  δ and E  p gives
n (p) = θ (−p + δ) + θ (p − δ)
(
δ
p
)α−1
− (1− α) ( δE )α−1 c
1− (1− α) ( δE )α−1 c
≈ θ (−p + δ) + θ (p − δ)
[(
δ
p
)α−1
−
(
1−
(
δ
p
)α−1)
(1− α)
(
δ
E
)α−1
c
]
.
For 0 < α < 1, the density is then given by
n =
ˆ
ddp
(2pi)d
θ (−p) +
ˆ
ddp
(2pi)d
θ (p)
[
1−
(p
E
)1−α
+ (1− α)
(p
E
)1−α
c
]
and, for 1 < α < 2, the density is
n =
ˆ
ddp
(2pi)d
θ (−p + δ) +
ˆ
ddp
(2pi)d
θ (p − δ)
[(
δ
p
)α−1
−
(
1−
(
δ
p
)α−1)
(1− α)
(
δ
E
)α−1
c
]
.
For the general high-energy cutoﬀ, the claim of Luttinger's theorem is modiﬁed from Eq. 4.5. Since the
phase of the retarded Green function at inﬁnity is bounded as −pi < φR (−∞) ≤ pi, Luttinger's theorem
claims that the particle density for 0 < α < 1 is bounded above:
n < (1− α)
ˆ
ddp
(2pi)
d
θ (p) +
ˆ
ddp
(2pi)
d
θ (−p) .
Since the coeﬃcient in front of the θ (p) integral is less than one, Luttinger's theorem undercounts the
particle density for p just above the Fermi level, or more precisely when
( p
E
)1−α
< α. Similarly for
1 < α < 2, the particle density according to Luttinger's theorem is bounded as
n < (2− α)
ˆ
ddp
(2pi)
d
θ (p) + 2
ˆ
ddp
(2pi)
d
θ (−p) .
Since the coeﬃcient 2 − α < 1, if the energy spectrum is such that p > δ and
(
δ
p
)α−1
> 2 − α, then
Luttinger's theorem does not hold. Therefore, we reach the same conclusion as the sharp cutoﬀ case (f(ω) =
0). Luttinger's theorem is not valid in general; only for some speciﬁc values of parameters can Luttinger's
theorem hold.
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