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Long-pulse laserLong-ns-duration, single pulse laser-induced breakdown spectroscopy (LIBS) is known to be an effectivemethod
to observe well resolved spectra from samples immersed in water at high hydrostatic pressures. The aim of this
study is to investigate whether the signals obtained using this method are suitable for quantitative analysis of
chemical composition. Six certiﬁed brass alloys consisting of copper (Cu), zinc (Zn) and lead (Pb)weremeasured
underwater using a laser pulse of duration 250 ns, and their compositionsweredetermined using calibration-free
LIBS (CF-LIBS) and corrected CF-LIBS (CCF-LIBS) methods. The mass fractions of Cu and Zn calculated using CF-
LIBS showed better agreement with the certiﬁed values than those determined using CCF-LIBS, with relative er-
rors of Cu 4.2 ± 3.3 % and Zn 7.2 ± 6.4 %. From the results, it can be said that the difference of preferential evap-
oration and ablation among elements does not need to be considered for underwater measurements with the
long-pulse LIBS setup used in this work. While the results indicate that the CF-LIBS method can be applied for
in situ quantitative analysis of major elements with concentrations N ~10 %, the mass fractions determined for
Pb, with concentrations b 5 % had large relative errors, suggesting that an alternativemethod is required to quan-
tify minor elements.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Laser-induced breakdown spectroscopy (LIBS) is a form of atomic
emission spectroscopy that analyzes the light emitted from atoms and
ions of ablated material in a plasma created by a high intensity laser
pulse. The excited atoms and ions emit speciﬁc wavelengths of light as
they relax back to their ground state, which allows for simultaneous
multi-element detection. LIBS is a promising tool for on-site chemical
analysis and has been applied to the surveys of nuclear powers plants
[1,2], planetary [3,4] and deep-sea explorations [5–7]. However, LIBS
signals obtained underwater using a conventional single pulse method
are signiﬁcantly degraded compared to measurements in gaseous envi-
ronments [8–10].While it iswell documented that the quality of the sig-
nals can be improved using a double-pulse method, in which two laser
pulses are ﬁred successively to generate a plasma in a cavitation bubble
[11], it has been reported that the signal enhancement reduces at high
hydrostatic pressures [12–14], with no enhancement seen beyond
14.6 MPa (146 atm.) for immersed solids [12]. Meanwhile, it has also
been demonstrated that the use of a long-duration pulse N 100 ns cani).
. This is an open access article underyield signiﬁcant enhancements in signal quality for underwater samples
[15,16]. It has further been shown that well resolved spectra can be ob-
served for both bulk liquids [17] and submerged solids [18] at pressures
of up to 30MPa with little effect of external pressure using a long-pulse
technique. This method has been applied to in situ measurements of
seawater and hydrothermal deposits at depths of more than 1000 m,
using a 3000 m depth rated long-pulse LIBS device, ChemiCam [5].
The aim of this study is to investigate whether the signals obtained
using the long-pulse technique are suitable for quantitative analysis.
Conventionalmethods to quantify the chemical composition of sam-
ples requirematrixmatched standards, since the signals observed using
atomic emission spectroscopy are matrix dependent [19–21]. In order
to develop a more general method for quantiﬁcation, calibration-free
LIBS (CF-LIBS) has been introduced to determine chemical composition
without the need for calibration curves, by accounting formatrix effects
theoretically through analysis of the spectrum [22]. While CF-LIBS has
been shown to be effective for quantiﬁcation of compositions of samples
in a gaseous environment, its application to long-pulse measurements
of immersed samples needs further investigation. In ref. [23] it was re-
ported that the atomic Cu/Zn ratio of species in the light emitting region
of the plasma is signiﬁcantly lower than the ratio of the immersed target
when using a long pulse. It was suggested that for the experimentalthe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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sumption of the CF-LIBS method, was not satisﬁed. While the stoichio-
metric ablation of brass is observed at low pressure in an argon gas
environment [24], a similar discrepancy between values calculated by
CF-LIBS and the actual composition has also been reported for experi-
ments in air using a conventional duration ns single pulse [25,26].
Lednev et al. [25] suggested a Corrected CF-LIBS (CCF-LIBS) approach
in which the preferential evaporation of a speciﬁc element due to
nonstoichiometric ablation is taken into account in the calculation. In
this study, we compare the results of calculations using CF-LIBS and
CCF-LIBS for six certiﬁed brass alloys immersed in pure water at atmo-
spheric pressure, and investigate which of the techniques is more suit-
able for in situ quantitative analysis with the long-pulse setup used in
this work.
2. Experimental setup
The experimental setup used in thiswork is shown in Fig. 1. The laser
pulse is generated using a custom-made 1064 nm Nd:YAG Q-switched
laser that delivers a single 5 mJ pulse of duration 250 ns via a 600 μm
fused-silica ﬁber at a repetition rate of 1 Hz. The laser pulse is focused
onto a target in purewater 4 mm away from the face of a Cassegrain re-
ﬂection optic of 5× magniﬁcation. The diameter of the laser beam at its
focal point is 120 μm. The observed light passes through a custom-built
spectrograph and the spectra are recorded using an intensiﬁed charge-
coupled device (ICCD, Princeton Instruments, PiMAX 3 Gen II) from
250 nm to 570 nmwith a resolution of ~0.8 nm. Thewavelength and in-
tensity calibrations were performed using a standard mercury (Ocean
Optics, HG-1) and deuterium-halogen (Ocean Optics, DH-2000-CAL)
light source, respectively. The gate width and the gate delay of the
ICCD were set to 500 ns and 800 ns respectively, as these values were
optimized to achieve the largest signal-to-noise ratio (SNR) through
preliminary experiments using the setup.
Six brass certiﬁed reference materials (MBH Analytical Ltd.);
a) 31X7835.5, b) 31XB23, c) 31X7835.8, d) 31XB21, e) 31XB20, and
f) 31XB2 were used as targets in the experiments. The six samples
have different mass fractions of Cu, Zn and Pb, as shown in Table 1.
The target surfaces were observed using a microscope (Keyence, VK-
9700) and show visible grain boundaries for some of the samples (see
Fig. 2) and so the irradiation point was moved every 20 measurementsLaser
Nd:YAG
Wavelength: 1064 nm
-Experimental condition-
Pulse energy: 5 mJ
Pulse duration: 250 ns
Spectrograph
ICCD
camera
Fiber coupling unit
Cassegrain reflecting lens
Water
Sample
Fiber 
Fig. 1. Experimental setup.in order to limit the effects of local inhomogeneity and allow for more
representative characterization of the samples.
3. Signal processing
3.1. CF-LIBS approach
Here we introduce the basic outline of CF-LIBS calculations. A more
detailed description of the method can be found in refs. [20,22,27].
The main assumptions of CF-LIBS are that the following conditions are
satisﬁed; local thermal equilibrium (LTE), absence of self-absorption
and the stoichiometric ablation. The electron densities for the experi-
ments carried out in this work are in the order of several 1016 (cm−3),
two orders of magnitude higher than the lowest limit of the electron
densities, satisfying theMcWhirter criterion [27–30]. It has been recent-
ly reported that the McWhirter criterion alone is not sufﬁcient to con-
clude that LTE conditions are satisﬁed [19,31], and that additional
measurements are necessary. While the additional measurements
were not made in this work, the diffusion lengths and the relaxation
times are calculated for the Cu, Pb, and Zn peaks used in thiswork by ap-
plying the equations in ref. [19]. The calculated diffusion lengths are in
the order of several 10 μm, 1 ~ 10 μm and 1 ~ 10 μm respectively, all of
which are much smaller than the size of the plasma being observed
which is several 100 μm [18]. The calculated relaxation times are in
the order of several 10 ns, 1 ~ 10 ns and 1 ~ 10 ns respectively. These re-
laxation times are considered to be signiﬁcantly shorter than the overall
plasma extinction time, and so we assume that the LTE conditions are
warranted in the timescale used in this work. The effect of self-
absorption is discussed in Sect. 4.
The assumption of stoichiometric ablation is investigated experi-
mentally through comparison of the Cu, Zn and Pbmass fractions deter-
mined for the six samples using CF- and CCF-LIBS with their certiﬁed
values.
3.1.1. Plasma temperature
The excitation temperature (hereafter temperature) is calculated
based on the spectral lines of a single element using the Boltzmann dis-
tribution law,
ln Is i j
As i jgs i
¼− Es i
kBT
þ ln FNs
Us Tð Þ
 
; ð1Þ
where Is_ij is the intensity of the spectral line in arbitrary units, A s_ij is
the transition probability (s−1), g s_i is the statistical weight, E s_i is the
excitation energy (eV), kB is the Boltzmann constant (eV K−1), T is the
temperature (K), F is an experimental parameter,Ns is the number den-
sity of each emitted species and Us(T) is the partition function. The sub-
scripts i, j and s indicate the upper energy level i and lower energy level j
of the element s. The parameters A s_ij, g s_i, E s_i and Us(T) are obtained
from the National Institute of Standards and Technology (NIST) data-
base [32] and Kurucz atomic spectral line database [33]. When a single
element is considered, the values of −1/kBT and ln(FNs/Us(T)) in
Eq. (1) are constant. When ln (I s_ij/A s_ij g s_i) is plotted against E s_i for
more than two transition lines, a linear Boltzmann plot can be obtained
[20]. The temperature T can be determined from the slope of the
Boltzmann plot, i.e. -1/kBT.
3.1.2. Electron number density
Since no ionic lines are seen for the underwater samples measured
in this work over the observed spectral range, the electron number den-
sity was determined from the Stark broadening effect [19] using the fol-
lowing simpliﬁed relation:
Δλ1=2≈
2wNe
1016
; ð2Þ
Table 1
Mass fractions of Cu, Zn, and Pb in the certiﬁed samples.
Sample a) 31X7835.5 b) 31XB23 c) 31X7835.8 d) 31XB21 e) 31XB20 f) 31XB2
Conc. Unc. Conc. Unc. Conc. Unc. Conc. Unc. Conc. Unc. Conc. Unc.
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
Cu 91.25 0.12 89.57 0.06 69.93 0.12 69.24 0.12 58.53 0.1 60.13 0.1
Zn 6.23 0.06 9.97 0.06 24.83 0.06 29.5 0.14 37.03 0.17 39.57 0.12
Pb 1.64 0.04 0.046 0.002 3.15 0.03 0.12 0.004 4.43 0.06 0.0129 0.0014
Others 0.88 - 0.41 - 2.09 - 1.14 - 0.01 - 0.29 -
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broadened lines (nm), w is the electron impact width parameter
and Ne is the electron number density. The value of w was obtained
from ref. [34]. The resolution of the instrument is taken into account
as follows:
Δλ1=2 ¼ Δλobserved−Δλinstrument ; ð3Þ
where the instrument width △λinstrument is determined as 0.9 nm
using the line width of the Hg line observed at 435.8 nm during
wavelength calibration. It should be noted that Eq. (3) is valid if
both Stark and instrumental proﬁles are considered as Lorentzian
functions [19]. For the sake of simplicity, we assumed that each
spectral line to be observed as a Lorentzian proﬁle in this work
[23,35].
3.1.3. Estimation of elemental composition
Once T is obtained,Ns of all the elements seen as spectral lines in the
spectrum can be calculated using Eq. (1). Since only the neutral atomic
species are observed over the spectral range used in thiswork, the num-
ber densities of the single ionized species are calculated using the Saha
equation [19]:
Ne
Ns
II
Ns
I ¼
2πmekBTð Þ3=2
h3
2UsII Tð Þ
Us
I Tð Þ e
Es ion=kBT ; ð4Þ
where NsI and NsII are the number densities of the neutral atomic species
and the single ionized species (cm−3), respectively. Es_ion is the ioniza-
tion potential of each neutral species in its ground state (eV), me is the
electron mass (eV m2 s−2), and h is Planck’s constant (eV K−1). T and
Ne are calculated as described in Sect. 3.1.1 and 3.1.2, respectively. The
total number density of each species (Nstot) is determined by addingFig. 2. Images of the surface of brass samples taken at a magniﬁcation of 20×. The black spots a
boundaries, are observed in the images of a) 31X7835.5, e) 31XB20 and f) 31XB2.number densities of the neutral atomic species and single ionized
species,
Ns
tot ¼ NsI þ NsII ð5Þ
Finally, the mass concentration of each species, CsCF, is deﬁned as
follows:
Cs
C F ¼ msNs
tot
∑ns msNstot
; ð6Þ
wherems is the atomicweight of the sth element and n is the total num-
ber of elements observed in the target.
3.2. CCF-LIBS approach
In the CF-LIBS method, the mass fraction of element s in the plasma is
calculated as CsCF. While CsCF indicates the mass fraction of an element in
theplasma, if nonstoichiometric ablation occurs, themass fraction of an el-
ement in the plasma region is not the same as that in the target. In CCF-
LIBS, the work functionW is introduced to compensate for this effect [25],
CCC Fs
CCC Fs0
¼ C
C F
s Ws
CC Fs0 Ws0
; ð7Þ
where CsCCF indicates themass fraction of the element s and s’ indicates an
element other than s.Ws is deﬁned by the following equation,
Ws ¼ ðcs solid Ts melt−Troomð Þ þ ΔHs fusion
þcs liquid Ts evap−Ts melt
 þ ΔHs evapÞTs melt ; ð8Þ
where cs_solid is the heat capacity in the solid state (J mol−1 K−1), Ts_melt is
themelting temperature (K), Troom is the room temperature (K), ΔHs_fusionnd lines are stains and scratches. The local changes of color, which are thought to be grain
Table 3
Wavelength λ, the transition probability As_ij, the upper level energy Es_i, and the statistical
weight gs_i of atomic lines of Cu, Zn and Pb used in the CF-LIBS calculation. Thewavelength
and other data were obtained from [32] and [33], respectively.
λ As_ij Es_i gs_i
(nm) (108 s-1) (eV)
Cu I 510.6 0.0195 3.82 4
Cu I 515.3 1.03 6.19 4
Cu I 521.8 1.22 6.19 6
Zn I 481.1 0.700 6.65 3
Pb I 405.8 0.912 4.38 3
Table 2
Thermal and optical properties of Cu, Zn and Pb used in the calculation of the work func-
tionW, where values are taken from refs. [36,37].
csolid Tmelt ΔHfusion cﬂuid Tboil ΔHevap W x 10-8
(J mol-1K-1) (K) (kJ mol-1) (J mol-1 K-1) (K) (kJ mol-1) (J K mol-1)
Cu 24.44 1358 13.3 30.5 2835 300 5.22
Zn 25.39 692.7 7.07 32.3 1180 190 1.54
Pb 26.84 600.6 4.77 29.4 2022 180 1.41
11T. Takahashi et al. / Spectrochimica Acta Part B 111 (2015) 8–14is the enthalpy of melting (J mol−1), cs_liquid is the heat capacity in the liq-
uid state (J mol−1 K−1), Ts_evap is the temperature of evaporation (K) and
ΔHs_evap is the enthalpy of evaporation (J mol−1). Table 2 shows the pa-
rameters for the calculation ofWsused in the CCF-LIBS approach. The ther-
mal and optical propertieswere obtained from refs. [36,37]. For this study,
Troom is the water temperature which is set to be 25 °C. All other steps of
the calculation are the same as for CF-LIBS.
4. Results and discussion
The spectra obtained from the submerged samples are shown in
Fig. 3. The background is subtracted and the spectra are normalized to
have a maximum intensity of 1. The spectral lines of Cu I at 324.8,
327.4, 510.6, 515.3 and 521.8 nm, Zn I at 334.5, 472.2 and 481.1 nm
and Pb I at 405.8 nm are visible in all the spectra. In spectra c), d), e),
and f), the lines of Zn I at 468.0 nm are seen. The ratio of Zn/Cu of the
samples increases from sample a) to f), which is clearly visible fromFig. 3. Spectra of the six brass targets obtained underwater using long-pulse LIBS. The elemethe relative intensities of the Zn I and Cu I spectral lines in the spectra.
Other spectral lines of Pb I, at 364.0 and 368.3 nm, can be also seen in
the spectra of samples a), c) and e), which have the Pb mass fractions
N 1%. These spectral lines could not be detected in the spectra of the
samples b), d) and f), where the mass fractions are b 1% Pb.
The spectral lines which are clearly visible without the self-reversal
in all the spectra are used for the calculation of CF- and CCF-LIBS.
Other lines where lower energy levels of the transition are the ground
state were not used because it is reported that they often have
serious self-absorption [38]. It should be noted that the absence of
self-reversal in peaks is not a sufﬁcient condition that the peaks are
not affected by the self-absorption [19]. In order to evaluate the effects
of self-absorption, the integral intensity ratios of the peaks were calcu-
lated. While the integral intensity ratio of the peaks of Cu I at 327.4 tonts corresponding to each emission line are written above each identiﬁed spectral line.
Table 4
Temperature and electron number density calculated using Eq. (1) and (2) respectively.
Sample T emperature (K) Electron density (cm-3)
a) 31X7835.5 7750 ± 750 2.79 ± 0.41 × 1016
b) 31XB23 7350 ± 850 2.56 ± 0.42 × 1016
c) 31X7835.8 7350 ± 810 2.34 ± 0.16 × 1016
d) 31XB21 8230 ± 720 2.45 ± 0.13 × 1016
e) 31XB20 7480 ± 1050 2.34 ± 0.24 × 1016
f) 31XB2 7320 ± 930 2.32 ± 0.24 × 1016
12 T. Takahashi et al. / Spectrochimica Acta Part B 111 (2015) 8–14324.8 nm, whose lower energy levels are the ground state, is calculated
to be ~1.2, which is much smaller than the theoretical ratio of 2, the in-
tensity ratio of Cu I at 521.8 to 515.3 nm is calculated to be ~2, which is
close to the theoretical value of 1.8, indicating that the effects of self-
absorption are small.
The CF- and CCF-LIBS algorithms were implemented in Matlab
(Mathwork Inc.). The spectral line area was used as the input value for
the spectral line intensity in Eq. (1), as this was found to bemore robust
to noise than the maximum intensity. The spectral line was modeled
using a Lorentzian curve ﬁt [23] and its area was calculated by integrat-
ing the area under the Lorentzian curve after removing the continuum
light. The three spectral lines of Cu I at 510.6, 515.3 and 521.8 nm over-
lap due to broadening, and were modeled using multiple Lorentzian
curves. For the samples studied, we assume that the targets contain
only Cu, Zn and Pb since the mass fractions of other minor elements in
the targets, such as Sn, are only at trace levels. Spectral lines at low in-
tensity and those that overlap signiﬁcantly with adjacent spectral lines
were rejected. The parameters of spectral lines used in the ﬁnal calcula-
tion are summarized in Table 3. The electron density was calculated
with the data of a Zn I spectral line at 481.1 nm, since the line was
well resolved from the adjacent lines in all the observed spectra. The
temperature was calculated with the data of Cu I spectral lines at
510.6, 515.3 and 521.8 nm. For the calculation of temperature, spectral
lines withmore than two different upper energy levels need to be clear-
ly observable, and only Cu I fulﬁlls this condition with the setup used in
this study. The temperature and the electron density calculated are
shown in Table 4. The temperatures were calculated to be within
7500 K ± 1500 K for all the samples. 300 spectra were obtained for
each sample, and outliers were removed using the Smirnov-Grubbs0
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Fig. 4. Results of calculation using the CF-LIBS method. The subﬁgurrejection test [39]. The difference between the spectra observed by
ﬁrst and other shots was not considered since it is negligible with our
experimental setup. This is due to the small amount of material ablated
when using a long pulse [40]. Should there be a large difference in the
spectra of the ﬁrst and subsequent shots, the spectra would be rejected
by the test. Approximately 90 % of the spectra satisﬁed the Smirnov-
Grubbs rejection test, and 30 spectra were randomly selected for the
CF- and CCF-LIBS analysis without accumulation of the intensities of
the spectra. Since our motive is to apply LIBS to an in situ measurement
in a deep-sea environment, 30 spectra is considered as a reasonable
number of measurements for each target at a repetition rate of 1 Hz
used in our system. The results of CF- and CCF-LIBS of the different
brass targets are shown in Fig. 4 and Table 5, where the values shown
are the average of the 30 measurements and the error bars represent
the standard deviation. From the results, it is clear that the composition
is more accurately represented by the CF-LIBS calculation than the CCF-
LIBS calculation for all six samples. In particular, the actual values of Cu
and Zn are within the range of the standard deviations of the calculated
values using CF-LIBS for all six samples, with relative errors of Cu 4.2 ±
3.3% andZn7.2±6.4%. The values calculated usingCCF-LIBSwere found
to consistently overestimate Cu and underestimate Zn, and, for the ex-
perimental setup used in this work, were not found to be representative
of actual composition. The fact thatWCu NWZn orWPb implies that CCF-
LIBS will always estimate the Zn/Cu and Pb/Cu ratios less than CF-LIBS.
On average, the values of Cu and Zn calculated using CF-LIBS agree to
within 10% of the certiﬁed values, and it can be said that the difference
of preferential evaporation and ablation among elements does not need
to be considered for the underwater measurement with the long-pulse
LIBS setup used in this study. Although it has been reported that frac-
tionation of Cu might disturb stoichiometric ablation [41–43], since
the Cu values determined in this work are not consistently smaller
than their certiﬁed values, as would be expected if fractionation played
a signiﬁcant role in perturbing the results, it can be said that the effects
of fractionation are at most in the same order as other sources of uncer-
tainty for the experimental setup used. Meanwhile, previous research
performed underwater using a long pulse of similar pulse energies re-
ported nonstoichiometric atomization at the periphery of the plume
[23]. One possible reason why the compositions could be calculated
using CF-LIBS without correction of preferential evaporation may be% Cu % Zn % Pb % Cu % Zn % Pb % Cu % Zn % Pb %
d) 31XB21 e) 31XB20 f) 31XB2
actual value CF-LIBS CCF-LIBS
 % Pb % Pb % Pb %
7835.8 d) 31XB21 e) 31XB20 f) 31XB2
CCF-LIBS
e at the bottom shows the enlargement of the Pb mass fraction.
Table 5
Relative errors (R. E.) and the absolute errors (A. E.) of compositions calculated using the CF- and CCF-LIBS methods.
Sample Cu R. E. A. E. Zn R. E. A. E. Pb R. E. A. E.
(%) (%) (%) (%) (%) (%) (%) (%) (%)
a) 31X7835.5 CF 92 ± 2 1 1 7.2 ± 1.9 16 1.0 0.52 ± 0.31 69 -1.1
CCF 98 ± 1 8 7 2.4 ± 0.6 63 -3.9 0.12 ± 0.07 91 -1.5
b) 31XB23 CF 90 ± 2 0 0 10 ± 2 2 0 0.20 ± 0.13 336 0.15
CCF 97 ± 1 8 7 3.3 ± 0.7 67 -6.7 0.058 ± 0.038 27 0.012
c) 31X7835.8 CF 74 ± 4 6 4 25 ± 4 1 0 1.3 ± 0.7 59 -1.9
CCF 91 ± 2 30 21 8.9 ± 1.7 64 -16 0.43 ± 0.22 86 -2.7
d)31XB21 CF 73 ± 4 5 4 27 ± 5 8 -3 0.27 ± 0.19 124 0.15
CCF 90 ± 2 30 21 10 ± 2 66 -20 0.090 ± 0.064 25 -0.030
e) 31XB20 CF 61 ± 3 4 2 38 ± 3 2 1 1.5 ± 0.3 66 -2.9
CCF 84 ± 2 43 25 16 ± 2 58 -22 0.57 ± 0.11 87 -3.9
f) 31XB2 CF 66 ± 7 9 5 34 ± 7 14 -5 0.20 ± 0.29 1824 0.24
CCF 86 ± 4 44 26 14 ± 4 66 -26 0.088 ± 0.100 579 0.075
13T. Takahashi et al. / Spectrochimica Acta Part B 111 (2015) 8–14related to the fact that the laser was irradiated through a ﬁber optic
cable in this work, which makes the laser beam proﬁle a relatively ho-
mogenous top-hat shape, while a lens was used for irradiation of the
laser in the previous research. In our future work, the relation between
the power density, beam proﬁle and the calculated results of CF-LIBS
will be examined to further investigate this point.
While the mass fractions of Cu and Zn calculated in this work have
relative errors averaging b 10%, the mass fractions determined for Pb
are relatively large. Thismay be partially due to the fact that the spectral
line of Pb is too small to calculate its area accurately, considering that
these four samples contain less than 2% of Pb. While the average SNR
of peak heights of Cu I and Zn I are 30 ~ 70 and 5 ~ 20 respectively,
the SNR of Pb I at 405.8 nm for samples a), b), d) and f) were 1.7 ~ 2.6,
which might be too small for peak detection. Although for samples
c) and e) the SNR are 4.7 and 6.4 respectively, which may be large
enough for peak detection, Pb mass fractions were underestimated
with large relative errors. Since the mass fraction of one element calcu-
lated using CF- and CCF-LIBS is inﬂuenced by the calculated abundance
of the other elements, the absolute errors in the calculation of themajor
constituting elements directly affect the absolute errors of the minor
constituting elements, resulting in large relative errors of minor ele-
ments. It should be noted, however, that some works performed in air
have successfully determined the compositions of metal samples in-
cluding minor constituting elements with small absolute and relative
errors [30,44]. Compared to those obtained in measurements in air,
since the spectral lines tend to be broadened in underwater measure-
ment, larger errors in the calculation in this workmight occur in the cal-
culation of spectral line areas. This suggests that improved algorithms
for spectral line separation and calculation of spectral line area need to
be developed in future works. However, the fact that the errors are
non-separable and so not independent poses an inherent problem for
calibration-free methods for quantifying the concentration of minor el-
ements. It is suggested that for underwater measurements using long-
pulse LIBS, the application of CF-LIBS calculations should be limited to
the major constituents, and alternative methods with separable errors
between elements, such as matrix matched calibration curves, should
be used to quantify minor constituting elements.
5. Conclusion
Quantitative analysis of brass targets submerged in pure water
has been investigated using two calibration-free based methods,
CF-LIBS and CCF-LIBS. The results demonstrate that the CF-LIBS
method determined the mass fractions of major elements with
concentrations N 10%, which in this case are Cu and Zn, with relative er-
rors of less than 10%. From the results, it can be said that, considering Cu
and Zn, preferential evaporation and ablation among major elements
does not have a signiﬁcant inﬂuence on the quantiﬁcation of the sub-
merged metallic samples investigated with the long pulse setup usedin this study. The results suggest that CF-LIBS can be potentially applied
for in situ quantiﬁcation of water-immersed brass alloys measured
using a single long pulse. However, while the application of CF-LIBS is
adequate to quantify concentrations of major elements, the mass frac-
tions of Pb, with concentrations b 5%, could not be reliably determined.
The main reason for this is thought to be due to the inherently insepa-
rable nature of the estimation errors characteristic to calibration-free
methods. Alternative methods should be investigated to improve the
estimates of minor element mass fractions for underwater measure-
ments using a long-ns-duration pulse.Acknowledgment
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