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A b stract
Cellular networks are multi-user communication systems that consist of three basic 
elements: interference, cooperation, and feedback. A fundamental goal of multi-user 
systems research is to find out the capacity limit and its achievability of a general 
model that consists of many senders, receivers, and intermediate nodes. In the past 
60 years, a huge amount of research efforts have been paid towards five special prob­
lems of multi-user systems: multiple-access channel, broadcast channel, relay channel, 
crosstalk channel, and feedback channel. Although most of those problems have not 
received a satisfactory answer yet, rapid development of cellular networks have moti­
vated communication-theoretic research about cooperation in those special channels. 
The primary objective of this thesis is to study the cooperation theory in relay and 
crosstalk channels.
The overall organisation of this thesis is based on our new vision about cooperative 
behaviour in communication networks. This new vision indicates that cooperative be­
haviour in relay and crosstalk networks can be classified into three groups, namely. 
Postman, Host, and Synergy. The classification is based on how a cooperative node 
utilises the multi-user side information such as channel quality information (CQI), code­
book, message, in various communication scenarios. Specifically, major contributions 
of this thesis are summarised as follows.
The Postman describes cooperative behaviour in relay networks, where a cooperative 
node offers cooperation by delivering other’s message to its desired destination. Our 
first work in this category is about doubly differential cooperative relaying scheme 
proposed for mobile communication over rapidly time-varying channel. It is shown 
that the proposed scheme can enjoy full cooperative diversity-gain without need of 
full channel state information. The other work in this category is about adaptive bit- 
power allocation for orthogonal frequency-division multiplexing (OFDM)-based relay 
networks. Provided full knowledge of CQI, a number of sub-optimum approaches have 
been proposed to improve the power efficiency through multi-link optimisation.
The Host describes cooperative behaviour in cognitive interference networks, where a 
primary user offers cooperation to a secondary user by opening its own spectrum and 
sharing knowledge of side information. The work in this category is about overlay 
and underlay cognitive radio channels, where the primary user broadcasts its private 
codebook and knowledge of CQI, so that the secondary user can perceive the primary 
user’s message and interference state. Capacity theorem of two-user Caussian cognitive 
interference channels have been carefully investigated, based on which power allocation 
and spectrum access approaches have been proposed in terms of power and spectrum 
efficiency.
The Synergy describes cooperative behaviour in crosstalk channels. A typical example is 
the cooperative bit-power allocation between two individual transmitter-receiver pairs. 
One cooperative behaviour is sharing of codebook and CQI between two transmitter- 
receiver pairs. The purpose of sharing is to maximize their common profit and to allow 
an optimal treatment of mutual interference. Provided full knowledge of multi-user CQI 
at transmitters, two transmitter-receiver pairs first perform iterative rate-adaptation 
to maximize the sum-rate, and then employ proportional fairness for rate allocation.
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Chapter 1
Introduction
1.1 B ackgr ound
Cellular networks are multi-user communication systems. There are multiple transmitter- 
receiver pairs simultaneously sharing the same transmission medium. Thomas M. 
Cover’s viewpoint about a general multi-user communication system consists of three 
basic elements: interference, cooperation, and feedback [1]. These are the problems 
that are the domain of multi-user systems research. The general problem of it is stated 
as, given many transmitters and receivers and a channel transition matrix that de­
scribes the effects of the interference and the noise in the network, decide weather or 
not the sources can be transmitted over the channel. Solving this general problem 
motivated many research areas, such as distributed source coding (data compression) 
as well as distributed communication (finding the capacity region of the network). The 
fundamental goal of this work is to find out the capacity limit and its achievability of 
the general model. However, this general problem still has not received a satisfactory 
answer up to today. To approach the goal, five special problems of multi-user systems 
are considered respectively. They are broadcast channel (BC), multiple-access channel, 
relay channel, crosstalk channel and feedback channel. In the past 60 years, a huge 
amount of research efforts have been paid towards these five special problems.
The BC was first introduced by Cover in 1972 [2], and has important applications, i.e., 
the design of a base station for a cellular network. When the base station transmits to 
multiple mobile stations, this scenario can be modelled as BC. The capacity region of 
BC is only known for some special cases. Degraded BC was investigated by Bergmans in 
[3]-[5], and then separated sources scenario was considered by Gallager in [6]. General 
BC with degraded message sets has been documented by Korner and Maron in 1977 [7]. 
Recently, multiple-input multiple-output (MIMO) technique has also been successfully
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extended into BC [8], The best achievable capacity region is studied by Marton in 1979 
[9], and the Nair and El-Gamel gave a best upper bound in 2007 [10].
The multiple-access channel is referred as a communication scenario where multiple 
uncoordinated transmitters send independent information to a common receiver [11]- 
[12]. It can be viewed as being the uplink of a cellular network, when the BC is 
viewed as being the downlink. If there are multiple mobile stations transmitting to 
the base station, the model of multiple-access channel described the essence of this 
communication scenario. The capacity region of discrete memoryless multiple-access 
channel has been determined by Ahlswede [11] and Liao [12], and for the case in which 
the transmitters share a common information in addition to their private message 
disclosed by Slepian and Wolf in [13]. Recently, with the successful understanding of 
MIMO, the capacity region of MIMO multiple-access channel has been given by Telatar 
in [14]. Considering multiple-access channel in fading environment, the achievements 
are documented in [15]-[19].
Another problem of multi-user systems is the relay channel, where a source terminal 
transmits a message to a sink terminal with the help of one or more relays. It begins 
with the pioneering work done by van der Meulen in 1968 in [20]. By employing a 
model that assumes only one source-destination pair, the general problem of multi-user 
systems became to find the capacity of the active link. The wireless network becomes 
the multiple-relay channel [20]-[21]. However, this assumption still does not allow for 
a simple solution. The capacity of relay channel is still unknown even for the case 
of a single relay node. The difficulty of this problem is because of its generality. A 
relay is allowed to use any causal coding strategies under its power constraint and the 
challenge is to find the optimal one. Several coding strategies for relay channel have 
been proposed that led to capacity results for certain relay channels. For the special 
case of the physically degraded single relay channel, the capacity was found in [22]. Two 
fundamental coding strategies for one relay ([22], Theorems 1 and 6) have been studied, 
namely as decode-and-forward (DF) and compress-and-forward (CF). A combination 
of these strategies achieves capacity for several classes of channels, as documented in 
[22]-[28]. Capacity-achieving codes appeared in [29] for deterministic relay channels and 
in [30]-[31] for permuting relay channels with state or memory. Kramer, Gastpar and 
Gupta generalized the two basic coding strategies in [22], and only consider random 
coding in [32]. There is another coding strategy, called amplify-and-forward (AF). It 
does not require reliable decoding at the relay node. The relay forwards scaled version 
of the received noisy copy of the source signal. Under the assumption of uncoded 
transmission at the source, it was shown that the two-hop AF strategies achieves the 
asymptotic capacity in a relay network in the limits as the number of relays becomes 
large [33]-[34]. Then, it was further shown that in a random network, power efficiency
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of such strategy increases with the number of relays [35]. Hybrid schemes based on DF, 
CF and AF strategies have been studied in [36].
Shannon considered a two-way channel for which “the transmission and reception points 
at each end were different places with no direct cross communication,” on page 636 of 
[37]. This channel has later been considered as interference channel, as the transmis­
sion of information from one sender to its corresponding receiver may interfere with 
the transmission of information from the other sender to its receiver. It is also named 
as “crosstalk channel” to differ with other types of interference, such as multiple access 
interference. The capacity region of the interference channel is a long-standing open 
problem in information theory. Even for the simplest two-user additive white Gaussian 
interference, only partial results are available. The largest achievable region for the 
interference channel is due to Han and Kobayshi [38], and it is based on superposition 
coding and interference subtraction. In fact, when the interference is strong, inter­
ference subtraction is optimal and it achieves the same data rate as if interference is 
completely removed [39]-[40].
The last fundamental problem of multi-user systems is feedback. This work also begins 
with the two-way channel considered by Shannon in [37]. In two-way channel, the 
additional provision that each sender is attached to non-desired receiver. Hence, each 
sender can use information from previous received symbols of non-desired receiver to 
decide what to send next. This channel introduces another fundamental aspect of 
multi-user interference theory, namely, feedback. Feedback enables the senders to use 
the partial information that each has about the other’s message to cooperate with 
each other. The capacity region of the two-way channel is not known in general. The 
research of feedback is extremely difficult, as the precise model of feedback has not 
received satisfied investigation. Shannon only derived upper and lower bounds for the 
two-way channel in [37].
1.2 M otivation  and O bjective
Although most of the fundamental problems of multi-user systems have not received a 
satisfied answer yet, cellular networks have received dramatic development in the last 
decades, and experienced several generations. The first generation cellular networks 
use analogue transmission, and support voice services only. Then digital techniques 
have been successfully employed in the second generation cellular networks, and the 
network offers more services such as low-rate data (up to 9.6 kbps) in addition to voice. 
However, driven by the growing wideband services, such as high-speed internet access 
and high-quality video transmission, high throughput cellular networks are in high
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demand to offer high quality services with seamless connectivity. Uncountable research 
work has been done towards this goal.
One of them is to employ multiple antenna at wireless devices to improve link per­
formance in PHYsical-layer. The advanced PHY-layer techniques, such as space-time 
codes [41]-[43] and Bell Laboratories Layered Space-Time (BLAST) [44], can be em­
ployed to offer achievable spatial diversity and multiplexing gain, respectively. The 
successful usage of multi-antenna techniques is subject to a condition that channel 
of each transmit-receive antenna pair is not considerably correlated with the others. 
However, this condition cannot be guaranteed all the time. This is because most of 
the mobile devices such as mobile phones have a limited room and cannot be equipped 
with multiple uncorrelated antennas. This fact has recently motivated a new research 
topic called cooperative diversity technique [45]-[47] or virtual antenna array [48]. The 
basic idea is to allow distributed wireless devices to share their local resources (such 
as antennas, power, spectrum, etc.), and physical channels, through the employment 
of classical relaying strategies. Many distributed multi-antenna processing techniques 
have been developed to attain the achievable spatial diversity and/or multiplexing gain. 
Following by the information theory theoretical investigation, other areas, such as signal 
processing algorithms, have also been investigated to approach theoretical performance 
limits. Several review papers have been published as the special issues in IEEE Signal 
Processing Magazine September 2006 and IEEE Communications Magazine February
2009. However, the primary focus of all those work is still on cooperative diversity 
techniques.
More recently, some advanced techniques such as cooperative overlay and underlay cog­
nitive radio (CR) are proposed to provide sufficient bandwidth to support the demand 
for higher quality and higher data rate wireless products and services well for the fu­
ture cellular networks [49]-[50]. This motivated us to rethink cooperative behaviour. 
In fact, recent technical achievements and results from our work imply that coopera­
tive communications are not only diversity techniques. For future cellular networks, 
cooperative communications should have a wider implication and not be limited to 
cooperative diversity techniques only. The primary objective of this thesis is to study 
the cooperation theory in relay and crosstalk channels. In the approaching of this goal, 
the following questions are considered throughout our works,
• What is PHY-layer cooperative communications?
• Who is offering help?
• How to establish cooperative communication in various wireless environments?
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1.3 M ajor C ontributions
The overall organization of this thesis is based on our new vision about cooperative 
communication for future cellular networks. After a careful investigation of state-of- 
the-arts and through the investigation in our work, the information-theoretic definition 
about the generalized PHY-layer cooperative communications can be summarized as 
follows:
Interaction between distributed wireless devices for improving multi-user performance 
and/or efficiency through sharing their local radio resources and network side
information.
The Local Radio Resource in this definition is considered as the details as follow. In a 
wireless communications, a mobile user transmits/receives information by employing its 
own resources including antenna, power, physical channel, and allocated spectrum. All 
of those are referred to as the local radio resources. The Side Information considered 
here is for multi-link scenario. In a multi-user communications, the side information 
often denotes channel quality information (CQI), codebook, message (fi'om the other 
transmitter-receiver pairs), user activity, location information, etc. [50].
This new version definition indicates that cooperative behaviour in relay and crosstalk 
channels can be classified into three groups, namely. Postman, Host, and Synergy. This 
classification is based on how a cooperative node utilises the multi-user side information.
‘Postman” mode : This is referred to the scenario where a node (i.e., the “postman” 
node) offers cooperation by relaying other users’ message using its own antenna, 
power, and physical channel. There are two ways for the “postman” node to use 
the spectrum, i.e., orthogonal and non-orthogonal schemes. For the orthogonal 
scheme, the “postman” node uses its own spectrum to relay other users’ infor­
mation. For the non-orthogonal scheme, the “postman” node uses other users’ 
spectrum to relay information.
“Host” mode : This is referred to the scenario where a node (i.e., the “host” node) 
offers cooperation by opening its own spectrum to the unlicensed node. Sharing 
side information such as CQI, message, and codebook is the key to establish the 
cooperation.
“Synergy” mode : This is referred to the scenario where several users cooperate with 
each other to improve the multiuser efficiency through sharing their CQIs and 
codebooks.
In Table 1.1, a summary is provided about the three modes. Specifically, major contri­
butions of this thesis are summarised as follows.
1.3. Major Contributions
Mode Typical
Example
Who offers 
help
Shared Local 
Resources
Shared Side 
Information
Postman Cooperative
Relaying
Relay •Antenna
•Power
•Physical channel 
•Spectrum
•Message
•Codebook
Host Cooperative
DSA
Primary user •Spectrum •Message
•Codebook
•CQI
Synergy Cooperative
Power
Allocation
All users •Spectrum
•Power
•Codebook
•CQI
Table 1.1: Typical modes of generalized PHY-layer cooperative communications 
1.3.1 T h e  “P o s tm a n ” M o d e
“Postman” is used as a metaphorical description of a cooperative scenario, where a 
wireless device referred to as the “postman” node offers help by relaying message for 
other wireless transmitter-receiver pairs. The purpose of using this mode is to improve 
the link performance of wireless networks through exploitation of diverse quality of 
wireless channels. A typical example of this mode is the cooperative relaying tech­
niques independently presented in [45] and [46]-[47]. Other advanced techniques such 
as distributed space-time codes [51]-[52] and distributed BLAST [53] are also in this 
category. Following, cooperative relaying is used as an example to introduce the concept 
of “postman” mode.
1. Cooperative Relaying: Fig. 1.1 illustrates an example of wireless networks ac­
commodating two transmitters and two receivers. Each device is equipped with 
one omni-antenna. The transmitter (Tx) 1 wants to talk to the receiver (Rx)l, 
while the Tx2 wants to talk to the Rx2. In order to avoid collision, these two 
transmitter-receiver pairs operate either in the time-division duplex (TDD) or in 
the frequency-division duplex (FDD) mode. Due to the broadcasting nature of 
wireless transmissions, signals sent by one transmitter can reach the other trans­
mitter and both receivers. This creates opportunities for distributed devices to 
establish cooperation.
In Fig. 1.2, it is shows an example about transmitter cooperation, where Tx2 
plays as the “postman” to help the Txl-R xl pair. Take the TDD mode as an 
example. Tx2 listens the talk to Txl at the first time slot. At the second time 
slot, Tx2 sends the received signal together with its own signal with the support 
of advanced signal processing techniques. In this situation, Rxl receives two
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Figure 1.1: An example of the “Postman” mode: a wireless network with two
transmitter-receiver pairs.
copies of the desired signal through two physical links, i.e., “Txl-R xl” , and “Txl- 
Postnian-Rxl” , respectively. If channels of these two links are independently 
fading, the receiver Rxl can employ an efficient combing of two received copies 
to attain the achievable spatial diversity-gain.
2. How does “Postman” Node Work? The “postman” mode is typically the case 
where relaying is for cooperation. In order to improve performance of other 
links, the “postman” node shares its own antenna, power, spectrum, and physical 
channel to the others. In addition, the “postman” node pays extra computing 
resources such as computing time for extra signal processing and storage for 
received other users’ signal. Certainly, the “postman” node may also receive help 
from other cooperative nodes.
One key issue here is about the advanced signal processing techniques employed 
at the “postman” node. This is related to both multi-user multiplexing schemes 
and cooperative relaying protocols. In order to reduce the transceiver complex­
ity, the “postman” node usually utilize the time-division multiplexing (TDM) or 
frequency-division multiplexing (FDM) schemes to introduce user orthogonality. 
These two multiplexing schemes are well compatible with all existing relaying pro­
tocols. State-of-the-art cooperative relaying protocols include classical schemes 
such as AF, CF, DF [22] and other new schemes such as coded cooperation [54], 
soft-DF [55], etc. Detail descriptions and capacity theorems about those relaying 
protocols can be found in many references, e.g., [32]-[56].
1.3. Major Contributions
Tx2
Tx2
Message
Txl Rxl
Ch. Txl-Tx2
Ch. Txl-Rxl
Ch. Tx2-Rxl
Encoder
Signal
Processing
MUX
Figure 1.2: An example of the “Postman” mode: cooperative relaying.
Our first part work in this category is about doubly differential cooperative relaying 
scheme proposed for mobile communication over rapidly time-varying channel. It is 
shown that the proposed scheme can enjoy full cooperative diversity-gain without need 
of full channel state information. The other part of our work in this category is about 
adaptive bit-power allocation for orthogonal frequency-division multiplexing (OFDM)- 
based relay networks. Provided full knowledge of CQI, a number of sub-optimum 
approaches have been proposed to improve the power efficiency through multi-link 
optimisation.
1.3.2 T he “H o st” M od e
The “host” mode describes the user-cooperation behaviour in CR. A “host” node (pri­
mary user) allows other wireless users (secondary users) to access its own frequency 
band through intelligent utilization of networks side information. The information- 
theoretic definition about CR if given in [50], where the CR schemes are classified into 
three paradigms, i.e., interweave, overlay, and underlay. The interweave paradigm is 
known as the spectrum-sensing CR, where the secondary user can sense user activities 
in the primary frequency band and perform opportunistic spectrum access over spec­
trum holes. In this paradigm, there is no cooperation between the primary user and 
secondary user. The overlay paradigm is a new and interesting research topic recently 
presented in the references [49]-[58]. The major idea is that the secondary user perceives 
and utilizes the message being sent by the primary user for conducing opportunistic 
spectrum access and radio resource management. If the secondary user is a hidden
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Figure 1.3: An example of the “host” mode: overlay CR.
node in the network, the primary user is not aware of the existence of secondary user, 
and thus cannot offer cooperation. If the secondary user is a visible node, the primary 
user can offer cooperation through sharing its own message, codebook and knowledge 
of CQI. In the area of multiuser information theory, the overlay paradigm with user 
cooperation is modelled as an interference channel with unidirectional cooperation [57]. 
In the underlay paradigm, the secondary user can access the primary user’s spectrum 
when its presence will not introduce considerable performance loss to the primary user 
[59]-[60]. Similar to the overlay paradigm, the primary user in the underlay paradigm 
can offer cooperation only when the secondary user is not a hidden node.
1. The Overlay Paradigm with User Cooperation Fig. 1.3 illustrates the smallest 
overlay CR network, where Txl-Rxl is the primary transniitter-receiver pair al­
ready existing in the primary frequency band, and Tx2-Rx2 is the secondary 
transmitter-receiver pair who wants to perform opportunistic spectrum access. 
Prior to access the primary spectrum, the secondary transmitter Tx2 perceives 
side information such as CQIs and the primary user’s message. Then, Tx2 feeds 
its own message and the primary user’s message into the channel encoder. The 
encoder design should obey a criterion, i.e., the presence of secondary communica­
tion will not cause rate and performance penalty to the primary communication. 
Below provides two practical examples about the cooperative overlay paradigm.
Example 1 : The first example describes the overly CR scenario, where a repe­
tition encoder is employed at the primary transmitter Txl. This offers an 
opportunity for the secondary transmitter Tx2 to perceive message of the 
primary communications. As shown in Fig. 1.4, Txl encodes the message
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Figure 1.4: Practical example of the overlay CR: Example A
into a codeword (CW) 1, and sends N  copies of this codeword within N  
time slots. Meanwhile, Tx2 is listening the talk of primary user. If Tx2 can 
correctly decode CWl with in the first N d<  N) time slots, it can perform 
overlay spectrum access for the rest {N — Nc) time slots. In this example, 
the overlay CR will be possible only when the channel capacity of Txl-Tx2 
link is larger than that of Txl-Rxl link. Otherwise, Tx2 cannot obtain the 
primary user’s message.
Example 2 : In Fig. 1.5, another overly CR is shown where the primary system 
is a three-node TDD DF-relay network. The secondary transmitter Tx2 
perceives the primary user’s message by listening the talk between Txl and 
relay, then performs overlay spectrum access at the time slot where the relay 
in talking to Rxl. In this example, the transmitter Tx2 can reliably obtain 
the primary user’s message when the channel capacity of Txl-Tx2 link is 
larger than that of Tx 1-relay link.
2. The Underlay Paradigm with User Cooperation
Fig. 1.6 illustrates the smallest underlay CR network, where the primary user 
and secondary user form a cross-talk environment. Different from the overlay 
paradigm, the secondary transmitter operates in the underlay fashion which does 
not perceive the primary user’s message. The secondary transmitter is allowed 
to access the primary spectrum only when it will not introduce considerable 
interference to the primary receiver, i.e., the interference power is lower than 
a threshold. Hence, the secondary transmitter needs to know the CQI of Tx2- 
Rxl link for estimation of the interference power. There are three approaches for 
Tx2 to obtain the CQI. The first approach is only suitable for the TDD scenario.
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Figure 1.5: Practical example of the overlay CR: Example B
Tx2 can estimate the CQI when Rxl is sending it as feedback to Txl. The 
second one is the location-aided approach presented in [60]. This approach needs 
the support of a well built and maintained finger-printing database. Provided 
the location information about all nodes in the network, Tx2 can obtain partial 
knowledge about CQIs by looking up the finger-printing database. In the third 
approach, the receiver Rxl will estimate the CQI and feed it back to Tx2, when 
secondary user is a visible node. This is a typical user-cooperation case, where 
primary user pays system complexity and communication overhead for hosting 
the secondary user. Furthermore, the primary transmitter offers cooperation by 
sending its codebook to the secondary user to support the multi-user interference 
cancellation.
Our contributions in this category are about overlay and underlay cognitive radio chan­
nels, where the primary user broadcasts its private codebook and knowledge of CQI, so 
that the secondary user can perceive the primary user’s message and interference state. 
Capacity theorem of two-user Gaussian cognitive interference channels have been care­
fully investigated, based on which power allocation and spectrum access approaches 
have been proposed in terms of power and spectrum efficiency.
1.3.3 T he “S yn ergy” M od e
“Synergy” is used to describe the situation where the combined effect of interaction of 
several agents is greater than the result of a simple sum of the agents acting separately.
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In wireless networks, a typical case of the “synergy” mode is the distributed power 
allocation for cross-talk channels. Fig. 1.7 shows a simple cross-talk example in cellular 
networks. The talk between the mobile terminal Txl and the base-station Rxl in Cell 
1 interferes with the talk between the mobile terminal Tx2 and the base-station Rx2 in 
Cell 2. If these two transmitter-receiver pairs work separately, the inter-cell interference 
will be treated as noise at each receiver. Increasing the power of one transmitter will 
also increase interference power to the other transmitter-receiver pair. This is a typical 
user-competition environment, where capacity of each transmitter-receiver pair will be 
limited by the other.
To improve the overall system performance in this cross-talk scenario, exploiting side 
information can establish the cooperation between transmitter-receiver pairs. The 
first cooperative power-allocation approach for the cross-talk scenario was presented 
in [61], where distributed transmitters perform iterative power allocation over par­
allel channels through sharing of their channel side information. The knowledge of 
CQIs enables transmitters to calculate the interference power and maximize the signal- 
to-interference-noise-ratio (SINR) at each power-allocation iteration. This iterative 
approach was then extended to the strong interference scenario, where each receiver 
can decode the cross-talk interference [62]. The “synergy” concept inherent in the 
cooperative power allocation has been further investigated by us, and the detail will 
be explained in Chapter 4. There are two key points of the synergy behaviour: 1) 
awareness of the interference state through sharing the knowledge of CQIs, 2) optimal 
allocation of radio resource through exploitation of the knowledge of interference.
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Figure 1.7: A simple cross-talk example in cellular networks (reuse 1).
Our contributions in this category is about cooperative behaviour in crosstalk channels. 
A typical example is the proposed cooperative bit-power allocation between two indi­
vidual transmitter-receiver pairs. One cooperative behaviour is sharing of codebook 
and CQI between two transmitter-receiver pairs. The purpose of sharing is to maxi­
mize their common profit and to allow an optimal treatment of mutual interference. 
Provided full knowledge of multi-user CQI at transmitters, two transmitter-receiver 
pairs first perform iterative rate-adaptation to maximize the sum-rate, and then em­
ploy proportional fairness for rate allocation.
1.4 O utline of th e  T hesis
This thesis is organized as follows. In Chapter2, cooperative behaviours is considered 
in relay networks. Our first contribution in this category is about doubly differential 
cooperative relaying scheme, which is proposed for mobile communication over rapidly 
time-varying channel. Threshold is investigated for relay to decide to forward or not. 
It is shown that the proposed strategy can compensate signal-to-noise ratio (SNR) loss 
in high SNR range. The performance analysis and theoretical bounds are carefully 
investigated for the Rayleigh-fading channel. The second part of our contribution in 
this category is about adaptive bit-and-power loading (BPL) schemes for OFDM-based 
relaying networks. Provided full CQI, the first outage behaviour based margin adap­
tive (MA) BPL approach is proposed for OFDM based three-node AF/DF relaying. 
Furthermore, a two-step compensation based rate adaptive (RA) approach is also in­
vestigated to further improve the efficiency when the distributed power constraint ratio 
is not optimal.
Chapter 3 is devoted to the investigation of “host” mode. The work in this category 
is devoted to overlay and underlay CR, where the primary user broadcast its private
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codebook and knowledge of CQI, so that the secondary user can perceive the primary 
user’s message and interference state. Capacity theorem of two-user Gaussian cognitive 
interference channels have been carefully investigated, based on which power allocation 
and spectrum access approaches have been proposed in terms of power and spectrum 
efficiency.
In Chapter 4, the “synergy” mode is illustrated. Joint power allocation schemes are 
considered here. Multi-user side information is shared between users with the aim on 
maximizing their common profit and to allow an optimal treatment of mutual inter­
ference. Provided full knowledge of multi-user CQI at transmitters, two transmitter- 
receiver pairs first perform iterative rate-adaptation to maximize the sum-rate, and 
them employ proportional fairness for rate allocation.
Conclusion of our work and some open questions are described in Chapter 5.
1.5 N otation s
Throughout this thesis, lower case boldface symbols are used to denote column vectors 
(e.g., a) while upper case boldface symbols are used to denote matrices (e.g.. A). 
Elements of vectors or matrices are expressed as or denotes the identity
matrix of size M . |A{ denotes a matrix formed by the magnitude of the corresponding 
elements in A. D (a) denotes a diagonal matrix with a in its diagonal. (»)^, (-)^, 
(■)^  denotes the matrix transpose, Hermitian, and pseudo inverse, respectively. The 
superscripts (-)^"\ and denotes source, relay, destination,
source-destination (SD) link, source-relay (SR) link, and relay-destination (RD) link, 
respectively.
Chapter 2
a Postman” Mode
2.1 Introduction
In this chapter, the efficient node cooperation strategies is considered in “postman” 
mode. As it has been introduced in Chapter 1, a node will relay the message for the 
other wireless transmitter-receiver pair to offer cooperation. To investigate this aspect, 
classical three-node model is widely used, and various relaying protocol are proposed 
in [22], i.e., A F/CF/DF. The major motivation of employing cooperation in wireless 
networks within this mode is to explore the cooperative diversity. As various side 
information are available in wireless networks. Several node cooperative strategies will 
be presented in this chapter according to the availability of side information.
In Section 2.2, an orthogonal relaying assisted doubly differential communications 
(DDC) is proposed for mobile communication over rapidly time-varying channel [63]. 
The SNR loss of DDC is compensated by employing the selection-DF cooperative relay. 
The DDC is briefly introduced and it is clearly disclosed that the performance degrada­
tion is due to the doubly differential technology. A “postman” mode node cooperation 
is employed to compensate this SNR-loss. Two kinds of combiners are innovated to 
achievable spatial diversity-gain. Theoretical bounds and threshold are investigated for 
the Rayleigh-fading channel.
In Section 2.3, our work is about adaptive BPL for OFDM-based relay networks. Pro­
vided full CQI, a number of sub-optimal approaches have been proposed to improve 
the power efficiency through multi-link optimisation [64]-[66]. A MA BPL approach for 
OFDM systems assisted by a single cooperative relay is proposed first. This orthogo­
nal half-duplex relaying operates either in the selection DF mode or in the AF mode. 
Maximum-ratio combining (MRC) is employed at the destination to attain the achiev­
able distributed spatial diversity-gain. Two distributed resource-allocation strategies
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2.2. Relaying Assisted Doubly Differential Communications 16
are investigated, namely flexible power ratio (FLPR) and Fixed power ratio (FIPR). 
Then based on FIPR, a two-step compensation based RA BPL approach is further 
proposed for the scenario that distributed power constraint ratio is not optimal. The 
employed relaying protocols are selection DF and AF.
2.2 R elaying A ssisted  D oubly D ifferential Com m unica­
tions
Doubly differential modem turns out to be a promising technology for coping with 
unknown frequency offsets with the pay of SNR. In this section, it is proposed to 
compensate the SNR loss by employing the detection-forward cooperative relay. The 
receiver can employ two kinds of combiners to attain the achievable spatial diversity- 
gain. Performance analysis is carefully investigated for the Rayleigh-fading channel. It 
is shown that the SNR-compensation is satisfied for the high-SNR range.
2.2.1 In trodu ction
Carrier frequency offsets (CFOs) caused by Doppler shift and oscillator instability can 
affect significantly the overall performance of digital communication systems. State- 
of-the-art approaches for solving this problem can be classified into two main cate­
gories, i.e., coherent approaches and differential-coherent approaches. The coherent ap­
proaches are usually based on the carefully designed CFO estimators, which have been 
intensively investigated for the end-to-end communications (e.g., [67]-[68]). Recently, 
the CFO estimation issue is mainly focused on the network scenario, i.e., multiuser and 
multi-link cases (e.g., [69]-[70]). On the other hand, the imperfect CFO estimation and 
compensation can still affect the overall system performance. The differential-coherent 
approaches mainly refer to the doubly differential communications, which have been 
originally proposed by Okunev in 1979 [71]. Afterwai'ds, this technique has been ap­
plied in many advance wireless systems such as multi-antenna systems (e.g., [72]) and 
block transmissions (e.g., [73]). The major advantage of the doubly differential com­
munication is its bypass of the CFO and channel estimation. However, the pay for this 
nice feature is the considerable loss in the received SNR (up to 7.8 dB loss [74]).
In the “postman” mode, distributed nodes establish cooperation to exploit the dis­
tributed spatial diversity. This node cooperation is usually based on some classical 
relaying protocols such as selection DF, AF, and CP etc. in [45]-[47]. While the sub­
channels are orthogonal with each other, the receiver can employ MRC to enjoy the 
maximum cooperative diversity-gain. This impressive result motivates us to employ
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the half-duplex cooperative relay to compensate the SNR loss inherent in the doubly 
differential communications. In this section, the available side information is considered 
as channel varying status and codebook. It is also considered that the relay operating 
in the selection DF mode, i.e., the relay can forward the received symbols when the re­
ceived SNR is larger than a threshold. The receiver can employ two kinds of combiners 
to attain the achievable cooperative diversity-gain. Considering the single-relay case, 
the overall performance is carefully investigated for the slow Rayleigh-fading channel. 
The selection of the SNR threshold is also carefully studied for the performance opti­
misation. Computer simulations are carried out for various channel setup, which can 
clearly disclose the effect of the SNR compensation.
2.2.2 D D C
Here, we introduce briefly the work philosophy for DDC. Prior to transmission, the 
sender first format the information-bearing bits into an M  x 1 symbol block with N- 
PSK modulation, i.e., s — "  , 3^ - 1]^- The symbols are fed into the doubly
differential modulator [74], which relates the input s to the output x as
3^ ", =  (2.1)
where m  stands for the symbol index, r  (^  1) for the lag, the superscript * for the 
conjugate, and the terms x_^, x_^, |s^ |, are set to 1 for convenience. Then,
the symbols x^ are transmitted through the SD channel Denote v to be the
CFO normalized by the block duration. The received symbols at the destination are 
expressible as
(2.2)
where v stands for the Gaussian noise with zero mean and variance of AT,. At the 
receiver, the doubly differential demodulation can be implemented as below
( sd )  (sd )z =  y ,m  "  m — l —r ( sd )  (sd )V Vt/ TTt — T  m — 1 (2-3)
A"" (2.4)
where is the corresponding noise, which approximates to Gaussian [72]. Then, the 
symbol detection can be performed by checking the phase of z. This process does not 
need the CFO and channel knowledge.
Gini and Giannakis have calculated the variance of in [74], i.e., and
?7 =  4 -f 2<5(r — 1), where J(-) is Dirac delta function [75]. Hence, the instantaneous- 
SNR for the output z^ "^  ^ (denoted by 7 ^^*^ )^ can be obtained as 7 ^^  ^ =  (|/r^ '^^ |^^)/(7A(,).
“■Throughout this thesis, h is complex.
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In comparison with the instantaneoiis-SNR for the coherent communication [75], i.e., 
7^^  ^ =  the DDC losses up to 7.8 dB in SNR (i.e., r  =  1). This is the
significant performance cost, which can limit the application in the practical system. To 
see the overall system performance, we can also calculate the average-SER  ^ (denoted 
by P) for the Rayleigh-fading channel (see [76] for detail derivation), i.e.,
< æ (/3s ( ^ / ^ ) ) ,  (2.5)
£
2o!7 (^  ^ -(sd) ) (2-6)
where a , J3 is the modulation coefficient [76], 7  the average-SNR, E{-) the expectation, 
and Q{‘) the Gaussian Q-function. Accordingly, we can assume the perfect channel 
and CFO estimation and obtain the average-SER for the coherent communication, i.e.,
_ ( s d )  _ ( s d )Pc = {V )/(??)• This result can clearly disclose the performance degradation due 
to the doubly differential technology.
1 ) SNR Compensation with Single Relay.
As depicted in Fig. 2.1, we employ a selection-DF relay (equipped with a doubly 
differential modem) to help the SD communication. The relay first performs 
the doubly differential demodulation and detection on the received symbols, and 
obtains the result -f e^, where denotes the detection error, and<Ul TTl 771 /  TTl f
the label for relay. Then, the symbols are fed into the doubly differential 
modulator. The output of the modulator can be sent to the destination if the 
received SNR for the SR link (denoted by 7 "^^ )^ is larger than the threshold 7t.
While 7 "^^  ^ is smaller than 7 ,^ the destination can receive nothing from the relay. 
Then, the performance is exactly the SD link performance. The probability for 
this event is the outage probability, which has been given in [45], i.e.,
Pr ^7 "^^  < 7t)  =  1 -  . (2.7)
In the case of 7 ^^  ^ ^  7 ,^ the destination can receive a symbol block from the relay. 
After the doubly differential demodulation, we can obtain the following block
( rd )z (2.8)
where the superscript stands for the RD link. Then, the destination can 
perform the combination of z^ *^  ^ and for exploiting the achievable diversity- 
gain, i.e.,
(2.9)
^Please refer the definition of “average-SER” in [76].
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Figure 2.1: Block diagram of the DDC assisted with single cooperative relay.
where is the weighting coefficient. However, the channel knowledge is
not available at the destination, such that the MRC or equal-gain combine (EGG) 
is not possible. Next, we will introduce two kinds of combiners. To clarify the 
presentation, we assume but only here =  0 .
• Direct Combiner (DC)\ The implementation of this combiner is simple, i.e.,
( rd )  (sd )w = w 
computed as
= 1. Then, the instantaneous-SNR for the output z can be
(D C )7,
(sd ) + (rd)
(2 .10)
This approach can be regarded as the simplified version of the piecewise- 
linear combiner proposed in [77]. The average symbol error rate (SER) 
analysis for this combiner is extremely difficult. In the literature [78], Zhao 
and Li have carried out the performance analysis for the single-differential 
binary phase shift keying (BPSK) system. However, they have not provided
a close-form formulation. Fortunately, we find that 7  
inequality
(D C ) fulfills the following
(M R C ) (E G C )  (D C ) ^  (M R C )0.57, < 7 , < 7 , < 7 , (2 .11 )
(MRC) _  +
1^ . The proof of (2.11)
where 7^ °^^  ^ =  (1/1^ '"*^ |)^/(2/yAT ) and 7^
The equality holds under the condition | | =  |
is strenuous but straightforward. This result indicates that the SER per­
formance for EGC (MRC) is the upper-bound (lower-bound) for the direct 
combiner.
DC is not the same as EGC. When DC is employed, the noise variances are different.
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• Statistical Combiner (SC): In this combiner, the coefficient w for the corre­
sponding link can be implemented as below
/  -  M - l  \  “ 27v
“ ’ = ( â m E ^ J  > (212 )
\  m = 0  /
where A is a constant. We can see that the weighting coefficient is obtained 
via the high-order statistics of the received symbols. The idea of this design 
is based on the impressive feature of the N-PSK  symbols, i.e., = X (e.g.,
A =  — 1 for the PSK constellation defined by IEEE 802.11a). In the case 
of large-SNR or large M, the coefficient w can be very close to the value 
which is actually the MRC coefficient. Since the block size M  is 
usually large (e.g., 100), we can use the MRC result as the approximate 
performance. Based on the above proposed combiners, we can carry out the 
performance analysis as follows.
2) Performance Analysis:
We can use (2.7) to obtain the probability Pr(7^^ ’  ^ ^  7t) — exp[(—7t) / (7 ^^ "^ )]. The 
event (7 "^^  >  7t) includes two cases, i.e., =  0 and 0. The probability for
the fore case can be upper bounded by 1. For the later case, the error probability
at the destination can be upper bounded by 1. As a summary of the above
analysis, the overall average-SER performance can be upper bounded as
< P r ( 7 "  < + P r(7f ’ >  7t)(Pr(e„ ^  017^ >  7t) +  (2.13)
We can use the Marcum Q-function in [76] to analyze the conditional probability 
Pr(e^ ^  0 |7 *^^  ^  7t), which is detailed as below
Pr(e^ 017^ ""^  >  7t)
=  -Z w  /  /  e x p (- /(0 )7 )d 7 # , (2.14)7T7  ^ Jo J-y^
where
=  ^  +  (2.16)
We can easily prove the result /(<^) > /(O). Therefore, the conditional probability 
(2.15) can be upper bounded by
,<") \ ^ 0 ■ e x p (- /(0)7t)
2/ ( 0)¥Pr(e„ ^ 0 |7 r  > 7t) < • (2-17)
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Then, the very last term to resolve is which is related to the specific linear 
combiner. While the direct combiner is applied, is upper bounded by the 
EGC performance. However, the EGC performance is still over complicated [76], 
which cannot help our further analysis. Based on the inequality (2.11), we can 
employ the looser upper bound (i.e., 7 ^^ ^^  > 0 .57^^ *^ ^^ ) for the performance 
analysis. While the statistic combiner is applied, we can use the MRC result as 
the approximate performance. Therefore, the term can be formulated as
P ®  < E  (/3Q ( V < ^ ) )  < (2.18)
where is a scale, i.e., ^ =  0.5 for the direct combiner, ^ =  1 for the statistic
combiner. Replacing all terms in (2.13) with their upper bounds, we can obtain
the close-form upper bound for P^^^ as below
l/(7t) =  (1  -  exp ( - ^ ) )  ^  +  exp ( - ^ )
/^ •e^ P(-/(Q).7t) I ^ A ( 2  1Q)
It can be found that the average-SER is a convex function of the threshold 7t. 
The optimum SNR-threshold can be obtained by minimizing 17(7t), i.e., solving 
the equation {dU{'jt))/ {d'y^) = 0, which leads to
For the moderate and large SNR range, (2.20) can be simplified into
7t<”'=‘’ - j 7 y l n ( a 7 r ) -  (^^D
We can also have the following result
1 -  exp ( " ^ )  “
Applying (2.21)-(2.22) into (2.19) results in
^  /?(! +  ln (« 7 r ’)) , 0  (o 27\
2tt77>7'">/(0) 2«(7^""77 ''
Now, it is ready to see how the cooperative relay can compensate the performance 
loss. We consider a simple example, which compare the single-link coherent BPSK 
communication with the doubly differential quadrature phase shift keying (QPSK) 
relaying communication. The reason to choose different modulation scheme is to
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'2 2
Case 1 (Cl): 1 1 1
Case 2 (G2): 1 1 100
Case 3 (C3): 1 100 1
Case 4 (C4): 1 4 4
Table 2 .1; Channel-gain setups of different test cases for each link
keep the same bit rate. The average-BER for the coherent communication is 
upper bounded by < ( l) / (4?77^^ ‘^ )^. As introduced in [75], the average-BER 
for the QPSK communication is well approximated as P^^^/2, which is upper 
bounded as
2 4 7 7 7 '* ’ (2.24)
The performance compensation can be satisfied for the case of the upper-bound
 ( sd )ratio (BER)/(P^ ) ^  1, which can be achieved for the large-SNR range.
Sj Simulation Results:
Computer simulations used the SER to examine the overall system performance 
for the proposed doubly differential cooperative communications. The setup for 
the doubly differential modem is r  =  1 in (2.1) and (2.3). The results were 
obtained by averaging over 100,000 independent Rayleigh channels. Each symbol 
block consisted of 256 information-bearing bits, i.e., M  =  256 for the BPSK block, 
and M  = 128 for the QPSK block, and 100 symbol blocks per channel. The 
normalized CFOs were given by — —0.04, =  —0.03, and =  0.01,
respectively. The SNR was defined as the total transmitted symbol-power to noise 
ratio. With respect to various physical environments, the proposed system was 
tested for the four channel-gain setups as shown in Table 2.1. For instance, Case 
1 stands for the equal distance among three nodes. Case 2 for the relay close to 
the sender. Case 3 for the relay close to the destination, and Case 4 for the relay 
in the middle.
In order to examine the proposed DC and SC, we first plot the SER performance 
in Fig. 2.2. The baseline is the doubly differential cooperative communication 
with the MRC at the destination. It is shown that the MRC can offer the best 
performance for all cases. This phenomenon is in line with our theoretical anal­
ysis. On the other hand, both DC and SC can offer very close performance 
with the MRC throughout the whole SNR range. While the relay is close to the
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Figure 2.2: Performance evaluation for the proposed DC and SC approaches.
sender (Case 2), all approaches demonstrate the almost identical performance. 
Another interesting phenomenon is that the DC can provide the almost identical 
performance with the SC. Therefore, the DC is much favourable in the practical 
applications for its lower receiver complexity.
Then, we investigate the effect of performance compensation using single cooper­
ative relay. In order to provide a clear view of the results, we only use the DC as 
an example to show the performance improvement (see Fig. 2.3). The theoretical 
upper bound (2.23) is plotted in Fig. 2.3, which turns out to be tight for the 
large-SNR range (> 16 dB). We can see that the system operating in Case 2 can 
offer the best SER performance. It can compensate the performance loss at the 
SNR of 23 dB. Moreover, we also examine the performance for the single differen­
tial cooperative communications [78]. An error floor can be observed throughout 
the whole SNR range.
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Figure 2.3; Investigation of the performance compensation with the DC approach. The 
solid curves denotes the corresponding upper bounds for various cases.
2 .2 .3  Sum m ary
The doubly differential cooperative communications has been investigated here. For 
the single-relay case, two kinds of combiners have been carefully investigated in terms 
of the average-SER performance. It has been shown that the cooperative relaying 
technology can effectively compensate the SNR loss inherent in the doubly differential 
communications.
2.3 Power A llocation  for T hree-N ode R elaying M odel
2.3.1 In trodu ction
The BPL techniques have been intensively investigated for the single-link communica­
tions. It employs the channel feedback to determine the number of bits per symbol 
and the required power for each sub-channel in a parallel set of sub-channels. The WF 
algorithm turns out to be the optimum BPL approach. But this optimum approach
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may result in fractional number of bits/symbol, which can complicate encoder/decoder 
(or modulation/demodulation) implementation. In practical, one can employ two well- 
known sub-optimum BPL approaches, i.e., the MA algorithm and the RA algorithm, to 
offer the near WF solution and the integer number of bits/ symbol [79]. In specifically, 
the MA approach is to minimize the transmit-power subject to the target number of 
bits per block and the target link performance. This approach has received consider­
able application for the OFDM-frequency-division multiple access (FDMA) system [80]. 
Their intensive investigation includes the single-user link adaptation and the multiuser 
resource competition. The RA approach is to maximize the number of bits per block 
subject to the fixed transmit-power and the target link performance. This approach 
has also received considerable application in the OFDM systems [81].
In this Section, several MA and RA BPL approaches are investigated for OFDM- 
based three-node relaying communication. The orthogonal half-duplex relay can employ 
either symbol-level-selection (SLS) DF protocol or AF protocol for the re-transmission. 
The MRC is employed at the destination for maximizing the received SNR. Assuming 
the perfect channel knowledge available at all nodes, the proposed approaches are to 
improve the transmit-power efficiency for the distributed senders.
2.3 .2  M A  A pproach
Here, we propose a MA BPL approach for OFDM systems assisted by a single co­
operative relay. With respect to various power-constraint conditions, two distributed 
resource-allocation strategies are presented here, i.e., FLPR and FIPR. The FLPR 
strategy is proposed for scenarios without individual local power constraint. For ex­
ample, an access point (source) communicates to a user terminal with the help of a 
relaying station. Both the source and the relay can provide the required power to 
achieve the target performance. In this case, the source and relay have an optimum 
(or sub-optimum) distributed power allocation for each subcarrier. The total transmit- 
power is optimally (or sub-optimally) allocated between the source and relay. However, 
in many cases, the distributed senders have their individual power constrained, which 
cannot fulfill the optimum (or sub-optimum) distributed power allocation required by 
the FLPR strategy. For example, a mobile relay might not be able to offer the suf­
ficient power to support the FLPR strategy. In this case, we can employ the FIPR 
strategy, i.e., the source power and relay power have a fixed ratio for each sub carrier. 
This approach reduces the degree of freedom and offers a sub-optimum solution to the 
problem that controls the power expended by each sender.
N o te  1 : Our performance investigation is focused on the amount by which the pro­
posed approaches can reduce the required transmit-power. The investigation is
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Figure 2.4: Block diagram of the OFDM-based three-node relaying communication.
carried out by examining the average power-consumption per bit. This method 
has been employed for evaluating cost efficiency of an adaptive transmission sys­
tem (e.g., [80]).
N ote 2: The proposed BPL approaches are optimized for the uncoded source. Cer­
tainly, employing error-control-codes can improve the link performance for adap­
tive transmissions [82]-[83]. However, investigating BPL for coded-OFDM sys­
tems should take into account the impact of time-frequency correlation. This can 
significantly complicate the theoretical analysis.
1 ) System Model and Preparation:
• OFDM-Based Relaying Communications:
The OFDM system has been well documented in the literature (e.g., [84]). 
The major idea is to transmit the information-bearing symbols over a num­
ber of low-rate orthogonal subcarriers. This is established by employing 
inverse discrete Fourier-transform (IDFT) at the transmitter and discrete 
Fourier-transform (DFT) at the receiver. A cyclic prefix (CP) is employed 
for introducing the channel circulant property and mitigating the inter-block 
interference. The above signal processing can effectively turn the frequency- 
selective channel into a number of parallel fiat sub-channels. The chan­
nel equalization and symbol detection can be performed in the frequency- 
domain. To simplify the presentation, we will only consider the frequency- 
domain signal representation here.
Fig. 2.4 depicts the block diagram for the OFDM-based three-node relay­
ing communications. Prior to transmission, the information-bearing bits 
are first fed into the BPL component to produce an M x 1 symbol block 
, • • • , where c stands for the information-bearing sym-
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bol (with the variance erf — 1) or zero symbol. These symbols are then 
modulated onto M  corresponding subcarriers with the transmit power =  
• • •, where e denotes the transmit power for each subcar­
rier. This block goes through the SD channel and the SR channel, respec­
tively. Denoting h  to be the channel coefficients on subcarriers, the received
frequency-domain block at the destination and at the relay is expressible as
SD link : = D D ( \ / ? ^ )  c (2.25)
SR link : y"'"'’ = D D c"^ +  (2.26)
where v  denotes the white Gaussian noise with zero mean and variance Af^. 
The cooperative relay operates in the orthogonal half-duplex mode. After 
a certain signal processing, it can send an information-bearing block to 
the destination through the RD channel. Then, the destination can receive 
the second version of the information as below
RD link : y = D  . (2.27)
The format of is related to the specific relaying protocols.
This system description is based on the typical setup for the relaying com­
munications (e.g., in [45] and [46]). Recently, it has been reported (e.g., in 
[85]) that the non-orthogonal half-duplex relays are employed in order to 
exploit the potential spatial multiplexing-gain, i.e., both the source and the 
relays can send the information at the same time/frequency slot. However, 
this system setup results in different resource allocation strategy. Here, our 
investigation is carried out only for the typical setup introduced in Section 
2.3.2.
The SLS-DF Protocol:
The selection DF relay has two typical protocols, i.e., frame-level-selection 
(FLS) DF and SLS-DF. In the FLS-DF protocol, the relay forwards every 
correctly received frame to the destination. In the SLS-DF protocol, the 
relay forwards every correctly received (or reliable) symbol to the destina­
tion. Recently, the SLS-DF protocol has received considerable attention for 
cooperative communications (e.g., [86]-[89]). This is because the SLS-DF 
protocol can offer the significant performance improvement in comparison 
with the FLS-DF protocol [89]. Basically, the SLS-DF protocol has two 
modes, i.e., ideal mode or outage mode. In the ideal mode, the relay should 
be capable of symbol error detection. This demands employment of cyclic 
redundancy check (CRC) codes on the symbol level, which cannot be prac­
tically implemented [90]. In the outage mode, the relay can compute the
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received SNR for each sub carrier. When the received SNR is not smaller 
than a SNR threshold the relay can forward the detected symbols to 
the destination. Sadek et al. have experimentally shown that the outage 
SLS-DF can offer very close performance to the ideal SLS-DF for the non- 
adaptive transmissions [89]. To clarify the presentation, here, we take the 
ideal mode as an example to introduce the SLS-DF protocol.
The ideal SLS-DF relay can relate the output to as below
_  -n _(")c' = D  c . (2.28)
The vector can have zero elements corresponding to the unforwarded 
symbols or zero symbols. Define an M x M  diagonal matrix A =  [D( Ve^)]"l'D (V£^). 
The destination can employ MRC of and to yield
y^ "^  ^ =  D ( w j  +  D (wg) Ay^"^ ,^ (2.29)
where denotes the MRC coefficients. Then, the single-tap equalizers,
e.g., zero-forcing (ZF) or minimum mean-square error (MMSE) [75], can be 
employed for the channel equalization. These equalizers do not affect the 
SNR of the received symbols. The symbol detection performance is related 
to the effective SNR (denoted by 7 ^^ )^ for the MRC [76], i.e.,
(d )  (sd )  ( rd )7  = 7  + 7  ,
=  ^  ( |D  (k '" " ) |7 < "  +  |o  ( k ' " " ) | 7 " )  . (2.30)
For the N-ary quadrature-amplitude-modulation (QAM), the SER (denoted 
by V) for the m  th  element of y^ ^^  is tightly upper-bounded by [75]
(2.31)
where Q(-) is the Caussian Q-function.
® The AF Protocol:
In the AF protocol, the relay forwards all received noisy symbols with power 
re-allocation. Hence, the AF relay relates the output to as below
c"> =  D (v ^ )y < " > , (2.32)
=  D ( v ^ ) D ( f i ‘" ’) D ( v e ^ c “ + D ( v ^ ) r ‘“'’, (2.33)
where f3 denotes the amplifying coefficients. We can plug (2.33) into (2.27) 
and obtain
y'"” =  D  ( a""’)  D ( v ^ )  D  (li'">) D (%/?=>) c‘->
+D  (h "" ')  D ( v ^ )  v ”' + v"" . (2.34)
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The following operation is performed on to unify the noise variance to
_ ( r d )y  =
=0
The destination can perform the MRC on and . The effective SNR 
7 *^^^  can be calculated as
7 "" =  ^  ( | d  p  +  |0 D  (/i '"" ) D (v ;â )  D (ft*"’)  p )  s '" .  (2.36)
The SER for each sub carrier is tightly upper-bounded by (2.31).
MA BPL for SD Communication:
The margin-adaptive approach for the single-antenna single-link OFDM 
communications can be found in many literatures, e.g., Chow’s algorithm 
and Levin-Campello algorithm [79]. The basic structure can be described as 
follows [89]. Consider V  to be the target SER on the m  th  subcarrier'^. Load­
ing the amount of bits on the m th  sub carrier with iV-QAM {N — 2^^ ) 
needs the target SNR (denoted by 7 ) as (derived from (2.31))
7™ =  5[a"H ^/4)l"{2 '’”* -  1). (2.37)
The BPL algorithm aims to minimize the total power cost for a system that 
transmits at a rate of B  bits per block and achieves the target SER, V. This 
can be realized by minimizing the Lagrangian
M - l  / M - l  \
^  =  , (2.38)
m=0 \m=0 J
where is the transmit-power on the m th  subcarrier, and p the Lagrangian 
multiplier for the constraint 6^  — R = 0. It can be shown that is a
convex and increasing function of b^. Thus, (2.38) can lead to the following 
BPL algorithm
"^Similar to the consideration in [80], we also fix the target SER V  for each subcarrier. Certainly, the 
target SER can be different for each subcarrier, i.e., and V =  ^  YZZZoPrn.- However, it can be 
easily justified that the later one offers larger block-error-rate than the considered target-SER setup. 
Therefore, the considered target-SER is important when the ARQ scheme requires retransmission of 
the whole block.
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Initialization:
For all m, let % — 0 (iteration index),
0^,m ~ ~~
Bit-loading iterations:
Repeat the following B  times: 
i =  i +  l] 
rh — argmhim
+  1;
End.
Cioffi has mentioned in [79] that this is the best design for many trans­
mission systems such as high data rate real-time communications, where 
variable data rate is not desirable. Moreover, our performance investigation 
is focused on the average power-consumption per bit. Then, the margin- 
adaptive approach can easily enable the fair comparison between the adap­
tive transmissions and the non-adaptive transmissions.
2) MA BPL for the SLS-DF Protocol:
In this subsection, we investigate the BPL approach for both the ideal SLS-DF 
protocol and the outage SLS-DF protocol. Although the ideal SLS-DF protocol 
cannot be practically implemented, we can use it for the performance comparison 
with the outage SLS-DF protocol.
• Ideal SLS-DF Protocol:
Equations (2.29)-(2.30) indicate that the effective SNR for each subcarrier 
depends on whether the relay detects the symbol correctly. If the relay 
receives the correct symbol, which happens with probability (1 — then 
the effective SNR for the m  th  subcarrier is 7 ^^^^ =  7 "^"""^  — 7 ^^"^  ^ -f- 7 "^*^ .'m ' m * m » m
Otherwise, the effective SNR is the SNR for the SD channel, i.e., 7 *^^^  =  7 "^^ .^' '   ^ * m  • m.
Hence, the SER at the destination is tightly upper bounded by
7 " = 4 Q  T Z '.  (2.39)
i V  —  J .
Based on the fact 1 — < 1, we can further obtain the following upper
bound
< 4Q f 1 + 1 6 2  . (2.40)
A sufficient condition for the target SER to be achieved is for the upper 
bound in (2.40) to be no larger than the target SER, V. A sufficient condition
iV  —  X —  X.
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for that to happen is
N - l N - 1
(2.41)
16Q \ h r ^  Q ^ V / 2 .  (2.42)
We can see that the left hand of (2.42) (i.e., is a monotonically
decreasing function of the source power Therefore, the minimum of 
source power (denoted by is unique, and can be found by employing
the line search method [91]. For example, we can first use the Chernoff 
bound [75] to derive the following inequality
'p T ' p T  <  16 ■ exp ■ (2.43)
Based on (2.42) and (2.43), we can easily find the following result
 ^ I m  I  I  m  I
Then, the line search can be carried out within this range. When the source 
power is determined, we can use (2.41) to obtain the relay power (2.46). 
To help our further investigation, we summarize the above results as below.
T heorem  2.1 Given the target SER, V , and the number of bits/symbol, 
b^, a sufficient condition on the distributed power allocation on the m  th 
subcarrier for the target SER to be satisfied is
(2.45)
(r) (2 — l)A/%
( rd )
rm  j
.(rd) (2.46)
Next, our objective is to minimize the power sum for the m
th  subcarrier. This issue will be carefully investigated for both the FLPR 
and the FIPR scenarios.
— T he F L P R  S tra teg y
This strategy is used to minimize the power sum £^  for the scenarios 
without individual local power constraint. We can first set the transmit- 
power e'^ to the lower bound for (2.45) and (2.46). According to 
Theorem 2.1, this power allocation can achieve the target SER. Then, we 
increase the source power with the difference i.e.,
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The lower bound for (2.46) indicates that the required relay power is 
reduced with the difference (5^"^ =  Then, the
total power change for the m  th  subcarrier is
-  ^  • <2.47)
Hence, the total power consumption for the m th  subcarrier can be 
reduced (i.e., A £^ < 0) with increasing the source power only for the 
case In this case, the source should pay all power cost
for this subcarrier. For the case of we should keep the
initial power allocation, i.e., =  0. For the special case | =  |,
we suggest the source pay all power cost. This can increase the SD link 
reliability. As a conclusion, the above statements can be summarized as 
below.
C orollary  2 .1.1 Given the sufficient condition (2-45) and (2.46), for 
the case | ^  1, the power sum 6^ is minimized with the follow­
ing distributed power allocation
^  g ' -  -  1)AC
3 \h (sd ) =  0. (2.48)
Otherwise, the power sum 6!^  is minimized by employing the lower bound 
for (2 .4 5 ) and (2 .4 6 ).
— T he  F IP R  S tra teg y
In many cases, the distributed senders have their individual power con­
straint. Usually, this power constraint does not support the FLPR strat­
egy. In this scenario, we can fix the power ratio for each sub carrier, i.e., 
(^m )/(^m ) “  = rj, where £^ ^^  denotes the power con­
straint for the relay and the source, respectively. This is a sufficient 
condition for the relay/source power balancing required, and the extra 
(subcarrier) constraint is for analytic simplicity.
C orollary  2 .1.2 Given the sufficient condition (2.45) and (2.46) and 
the fixed power ratio, rj, the minimum of total transmit-power for the m  
th subcarrier is
(4 ' +  4 ' )  =  (1 +  . (2 49)
where
= 1"*“  A z L . '  / .: 7 . (2.50
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The proof for this result Is simple. We can first replace with r)e^  ^
in (2.45) to obtain another lower bound for the source power (i.e., the 
second term at the right hand of (2.50}}. As shown in (2.50), the source 
power should be the maximum of two lower bounds.
• Outage SLS-DF Protocol:
In this protocol, the relay can measure the received SNR for each subcar­
rier. When the received SNR is smaller than the SNR threshold® (i.e., 
7 "^^  ^ < 7t„„}, the relay does not transmit the received symbols on the m 
th subcarrier. In this case, the SER at the destination is . Oth­
erwise, the relay transmits the received symbols on the m th  subcarrier. 
Then, the SER at the destination is expressible as
= A " ’"'"" py + ( i  -  . (2 51)
where 7?'"’’''“”* denotes the SER at the relay for 7*"’ > 7. , and 7?'”"’''’*""m  V ' rn  /x-jtti./ 771
the SER for the MRC in the presence of error propagation. Based on the 
fan
by
ct ^  1 and (1— < 1, Equation (2.51} is upper bounded
p ( d )  ^ ( m r c )
m  m  m  '  /
As a summary of the above discussions, the SER at the destination can be
upper bounded by
+ (1 -  s j  ( p r ' " " " + , (2.53)
where is binary, i.e.,
(  n M ^  (2.54)I 0, 7,^
A sufficient condition for the target SER to be achieved is for the upper 
bound in (2,53} to be no larger than the target SER, V. For the case of
=  0 , a sufficient condition for that to happen is:
Cl) : < (P )/(2); (2.56)
or alternatively.
The condition Cl} leads to the result (2.46). Based on the fact
C2) : < (P}/(2). (2.56)
'The SNR threshold can be different with respect to the modulation order.
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the following condition is demanded for protecting the condition C2), i.e.,
4Q N - 1 (2.58)
We can replace in (2.58) with the SNR P)/(-A/l) and obtain the
following result o^<„ ^  (2"- -  1 )K
3 | f t r r
Q (2.59)
As a conclusion, we can summarize the above discussions as below.
T heorem  2.2  Given the target SER, V , and the number of bits/symbol, b^, 
for the case = 0, a sufficient condition on the distributed power allocation 
on the m  th subcarrier for the target SER to be satisfied is (2.46) and (2.59).
Now, we are ready to investigate the FLPR and FIPR strategy for the outage 
SLS-DF protocol.
— T he F L P R  S tra teg y  Theorem 2.2 provides the sufficient condition 
only for the case = 0. To protect this case, the condition (2.59) 
needs to be satisfied. However, the case 5"^  =  1 will happen under the 
following condition
2w (2"”» -  i)7v; 
9 I k (»r) ! ^ Q
1 f V (2.60)
In this case, the relay does not transmit on the m  th  subcarrier, i.e.,
4 '  =  0 -
results in
6 "^^^  =  0. The source should guarantee the condition < P , which
3 1 4id) I
(2.61)
The conditions (2.60) and (2.61) can lead to the following results
(sr )
(sd ) < g)(Î) (2.62)
We can easily justify that the right hand of (2.62) is very close to 1 for 
the target SER P  < 1 x 10“ .^ Moreover, Corollary 2.1.1 shows that 
the source should pay all power cost under the condition | ^
This statement is derived from the condition (2.46), which is also valid 
for the outage SLS-DF protocol. Therefore, the FLPR strategy here 
should obey the following criterion.
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C orollary  2.2.1 Given the sufficient condition (2.47) and (2.59), for 
the channel condition (2.62) and power sum is
minimized with the distributed power allocation as in (2.48). Otherwise, 
the power sum 8^ is minimized by employing the lower bound for (2.46) 
and (2.59).
T he F IP R  S tra teg y  In this scenario, we only need to consider the 
case = 0. This is to protect the fixed power ratio for each subcarrier. 
Therefore, the source power should simultaneously fulfill the condition
(2.46) and (2.59). Then, the power allocation strategy can be described 
as below.
C orollary  2 .2.2  Given the sufficient condition (2.46) and (2.59) and 
the fixed power ratio, rj, the minimum of total transmit-power for the m  
th subcarrier is given by (2.49) with
(s) max s r) Q
V
(2 -  i)jv;
3( 44 ' ' f +  I4 ' f ) Q
V (2.63)
So far, we have investigated the BPL criteria for the SLS-DF proto­
cols. The BPL approach can be implemented by modifying slightly the 
algorithm introduced in page 29, i.e..
0 ,
Initialization:
For all m, let z =  0 (iteration index), b
Bit-loading iterations:
Repeat the following B  times: 
i =  i +  l\ 
fh =  argrninm
Allocate between the source and relay;
b-fh ~^rh 1;
End.
3) MA BPL for the AF Protocol:
In the AF protocol, the SER is only related to the effective SNR after the 
MRC. Equation (2.36) shows that the effective SNR for the m  th  subcarrier is 
expressible as
7"*’ =  ^  AT
/
(sd ) +
( rd ) (sr) & \
rd) +  1
(2.64)
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The relay power and the source power for the m th  subcarrier can be related as
(s r ) (=) (2.65)
Given the target SNR 7  (corresponding to the target SER P ), our objective is to 
minimize the power sum 8^ = +  6 '^^  for the m  th  subcarrier. Next, we willm  TH, m  '
investigate this issue for the FLPR strategy and the FIPR strategy, respectively.
The FLPR Strategy:
We can use (2.65) to obtain as below
p „
Pm ~
(s)
(2 .66)
Plugging (2.66) into (2.64) yields
AC
(
V
(sd )
( s r ) ' l 4 " r ( c - 4 ) (2.67)
(d )It can be easily justified that 7^  is a monotonically increasing function 
of the power sum 8^. Assuming 8^  to be determined, our objective is
equivalent to finding an e  (0, 8^] corresponding to the maximum 7  
Prior to solving this constrained optimisation problem, we need to study the 
monotonicity of 7^^ with respect to for the range of 6 (0, 8^].
For the condition (^7^ ’°^)/(i9e^^) > 0, 7^^ is a monotonically increasing 
function of . This leads to the following result
/ ( 4 >) =  ( 4 ) '  +  2.4„C„e^> +  > 0 ,
where the coefficients A^ , are defined as
(d )
(2 .68)
4 “* 2 ft'"’ '  -  |ft'“" 2 ft'"’ 2 ft'” ’ 2 ft'"’1 m (2.69)
( s d ) ( rd )
^m —
C  +
4 "
2  ( rd )  2
“  » (2.70)
4 ' + A C » (2.71)
4 " k + 4 "  4 ' ^ . - (2.72)
We can see that f {e^  ) is a second-order polynomial function, whose char­
acteristic depends on the coefficient A ^ B ^  and the root distribution. This 
function has real roots under the following condition
m  m  m  m (2.73)
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Plugging Eqns. (2.69)-(2.72) into (2.73) leads to the result A ^  ^  0 . Based 
on the above analysis, we can obtain the following interesting results.
(d)L em m a 2.1 Suppose A ^  ^  0. 7^  is a monotonically increasing function 
e (0,
Proof: We can justify this result by considering two cases, i.e., A ^  = 0 
and A ^  > 0 . Due to > 0, the result (2.68) holds for the condition
A =  0. The condition A > 0 results in
( s r ) > ( rd )
4 2 4 2
\h( sd )  I >
( rd ) (2.74)
In this case, (2.70) infers > 0. Due to < 0 and A ^ B ^  > 0, the result 
(2.68) holds as well. This lemma is therefore proved. In this case, 7^^ can 
achieve its maximum at = 8^. n
L em m a 2.2 Suppose A ^  < Q and B ^  > 0. Let be the positive root for 
the equation f{c^^) = 0 . 7^^ achieves the maximum at ^ only when
and
(2.75)
4 ’ 2m ^ _______________________
1 4 1 ' ( 1 4 4 1 4  O '
Otherwise, 7 "^^  ^ achieves the maximum at = £ . ^ 'm  m  ^
Proof: For the condition A ^  < 0, the equation f{c^^) =  0 has two real 
roots denoted by and respectively. The product of and 3^ is given
(2.76)
Hence, the equation f{£^^) = 0 only has one positive root. Assuming to
»  T „   _ ( d )
is a monotonically increasing function for € (0, ^3]. Therefore, 7^^ can
l
be the positive one, (2.68) holds only for e''^  e  (0 ,^3]. In other words, 7  
s 
achieve the maximum at
Cm =BÜn(&, 6L)-
As shown in Appendix A, min (^3, 8^) =  3^ holds only for the conditions l 4 l  < | 4 |  and (2.75). □
Lem m a 2.3 Suppose A ^  < 0 and B ^  < 0. Let 3^ be the roots for
/(c ^  ) =  0 ("Cl < ^2 )- achieves the maximum at s''^  = < 6^  only(d ) (s )
for the conditions and (2.75). Otherwise, 7 “^^  achieves the( rd ) (d )
maximum at e (s) 8^.
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Proof: In this case, the equation = 0 has two real roots. But, the
product of two roots is positive, i.e., the sign for two roots is identical. Due 
to > 0 , the minimum of f{e^^) is negative and can be achieved at
^  b. (2.78)
It can be concluded that both roots are positive. The result (2.68) holds 
for € (0,^J or ^  Hence, 7^^ achieves the maximum at 
for the range of (0, ^3). On the other hand, 7^^ is monotonically increasing 
for > ^3. Hence, there exists a threshold ^^(> ^3) fulfilling 7^^ (^J =  
7^^ (€*). If > CiJ the maximum of 7^^ is achieved at =  S^. The 
threshold is derived in Appendix B. □
L em m a 2.4 Suppose A ^  < 0 and = 0. 7^^ achieves the maximum at
(2-79)
under the conditions (2.75) and Otherwise, 7^^ achieves the
maximum at =  8^.
Proof: See Appendix C. □
As a summary of Lemmas. 2 .1-2 .4, we can conclude the following major 
result for the optimum power allocation.
T heorem  2.3 Define
(2 80)
2
& =   (2 81)4 r
The source power is ^ under the conditions:
C3): | 4 |  <  | 4 | ,  (2.82)
and
C4): £ „ 6 (î„  ( 7 V J / ( | 4 | 7 -  (2.83)
Otherwise, the source power is = 8^ .
Proof: It can be easily justified that (2.80) is the desired root in Lemmas 
2.1-2.3. Using the upper bound in C4), the SD link can achieve the target 
SNR 7  without need of the relay. Others are all proved results.
Based on the above resource-allocation criterion, the BPL algorithm can be 
implemented as below.
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Step 1: Use (2.37) to calculate the target SNR 7 ;
Step 2: Calculating the range of in 04);
Step 3: If 03), 04) holds, let
M  .
Step 4- Searching over the range in 04) to minimize [7 ^ — 7 ]; 
Step 5: Use the BPL algorithm in Section 2.3.2 to minimize 
End;
Otherwise, let =  £„^  — and goto Step 5;
Note 1: Since 7^^ is the monotonically increasing function of 8^, we can 
employ the line search algorithm in Step 4.
Note 2: Recently, optimal power allocation for the AF relaying channel has 
been reported in [92]. Differed from our approach, the reported scheme is 
based on the assumption of no SD link, and takes into account of the local 
power-constraint condition^. This effectively results in the different power- 
allocation strategy.
• The FIPR Strategy:
In the FIPR strategy, the transmit-power ratio on the m  th  subcarrier is 
fixed to
(sr )
.(=) (2.84)
Applying (2.84) in (2.64) results in
(sd ) AC
AC
where
( sd ) (rd) T} +
(d )  ,
(sd )
( rd )
(s r )
7] +
( rd ) (sr )
(2.85)
(2.86)
(2.87)
(s)It is easy to justify that 7^  is a monotonically increasing function of . 
Given the target SNR 7 , we can obtain the demanded 6^^  as below
2
(s) ^ m 7 -
(sd ) +  y ' ( s „ 7 - | 4 l ' )2\2
Sh4m/AC
Then, the BPL approach can be implemented as follows:
(2.88)
ht is very difficult to consider the optimum power-allocation strategy in the presence of SD link 
together with the local power-constraint condition.
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Case I: 
Case II: 
Case III:
1
1
1
h ( rd )
1
10
4
^(sr)
10
1
4
Table 2.2: Channel-gain setups of different test cases for each link
Step 1: Determine the minimum source-power via (2.88), and calculate
the minimum power sum min(£ ,^„) =  (1 + Vt)£^ 2 ^ given 77 (e.g., T) =  1);
Step 2: Use the BPL algorithm introduced in page 29 to minimize 8^ .
2 .3 .3  S im u lation  R esu lts  and P erform ance E valuation  for M A  A p ­
proach
Computer simulations were used to examine the required transmit-power per bit and the 
final SER for both the SLS-DF and the AF-based three-node relaying communications. 
The results were obtained by averaging over 5,000 independent channel realizations. 
The linear MMSE method was employed for the channel equalization. Throughout the 
simulations, the BPL algorithms were optimized for the target SER 1 x 10“ .^ Then, the 
link performance was examined by changing the noise power. The CP-OFDM system 
setup was given by (the typical setup for HIPERLAN/2 in [93]): M  =  64 subcarriers, 
8 samples in the CP. The OFDM block duration (exclusive CP) was 3.2 /is. Each burst 
consisted of 64 OFDM blocks. The information-bearing bits were randomly generated 
independent and equally likely. The number of bits per OFDM block was B  = 256 
bits®. The modulation schemes were A-QAM with N  = 4,16,64, respectively. The 
channel impulse response for each link was generated according to the indoor channel 
model A specified by ETSI for HIPERLAN/2 [94]. The channel gain for each link was 
considered in three different cases as shown in Table 2.2.
Cases I, II & III are corresponding to the scenarios: the relay is close to source, close 
to the destination, and in the middle between the source and the destination, respec­
tively. The simulations were divided into four experiments with respect to various BPL 
approaches and relaying protocols. We considered two baselines for the performance 
comparison. One was the non-adaptive 16QAM-OFDM relaying communication. The 
other was called the SD-adaptive case, i.e., the source performed the BPL approach 
based on the channel quality of the SD link, and sent the information in the broadcasting
®Tliis setup was used to offer the fair comparison with the non-adaptive 16QAM-0FDM communi­
cations.
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“ o  -  SD adaptive. Case I • > 0 - 8 0  adaptive. Case II -  -0 -  SO adaptive. Case 111 —o- Non-adaptive. Case I -O - Non-adaptive, Case II —0” Non-adaptive, Case II
OSLS, Case III
\ \ Q10-*
'>6
10"'
Total Bit SNR (cB)
Figure 2.5: Experiment 1: SER Vs total average bit SNR. A comparison amongst 
outage SLS-DF, SD adaptive only, and non-adaptive DF communications.
fashion. The relay retransmitted the received symbols according to the corresponding 
relaying protocols.
E xperim en t 1 (SLS-DF, F L P R ):
The objective of this experiment is to evaluate the proposed FLPR approaches for the 
outage SLS-DF relaying protocol. The SNR threshold is corresponding to the SER at 
relay (i.e., P  = 0 .1 ). We first examine the proposed BPL approach based on the 
outage behavior, i.e., the outage SLS (OSLS) approach addressed in Section 2.3.2. Fig. 
2.5 illustrates the SER at the destination as a function of the total transmit-power per 
bit to noise. It is observed that the OSLS approach can improve significantly the SER 
performance or the transmit-power efficiency in comparison to both baselines. Taking 
Case I and =  1 x 10"^ as an example, the OSLS approach shows about 12 dB 
gain and 4 dB gain in comparison to the non-adaptive case and the SD adaptive case, 
respectively. This result shows the significance of the multi-link adaptation. Fig. 2.5 
also reflects another interesting phenomenon. For the non-adaptive approach. Case II 
shows the worst performance. Cases I & III have the very close SER. This is a well- 
known feature for the SDF relaying protocol [89]. It is observed that the SD-adaptive 
approach mitigates the difference amongst three cases. This is because the source is
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— o —  OSLS. C ase  I 
— O—  OSLS. C ase  II 
— 0 —  OSLS. C ase  III
-  o  -  ISLS. Ideal context. C ase  I
-  O  — ISLS. Ideal context. C ase  II
-  0  “  ISLS. Ideal context. C ase  III 
-  o -  ISLS. ou tage context.C ase I 
- O -  ISLS, ou tage context.C ase II 
- 0 -  ISLS. ou tage context.C ase II
10-'
Total Bit SNR (dB)
Figure 2.6: Experiment 1: SER Vs total average bit SNR. A comparison amongst 
outage SLS-DF, ideal SLS-DF in ideal context, and ideal SLS-DF in outage context.
optimized for the SD link, which can reduce the impact of the relaying link on the final 
performance.
We then examine the proposed BPL approach originally optimized for the ideal SLS 
(ISLS) protocol. As shown in Section 2.3.2, the BPL result only depends on the quality 
of relaying channels. Therefore, the ISLS approach can also be employed in the outage 
SLS-DF scenario. For example, the source can load the power and the bits according 
to the ISLS criterion. When the outage SLS-DF relay needs to forward the received 
symbol, the transmit-power should be in line with the ISLS criterion. Fig. 2.6 illustrates 
the SER performance for both the ideal SLS-DF protocol and the outage SLS-DF 
protocol. We can see that employing the ISLS approach for the outage SLS-DF protocol 
can offer the comparable performance to that for the ideal SLS-DF protocol. Although 
the ISLS approach is not optimized for the outage SLS-DF environment, it can offer 
very close performance to the OSLS approach.
To see the distributed power-consumption for the proposed BPL approaches, we plot 
the transmit-power ratio in Fig. 2.7. It is shown that all curves generally increase 
with increase of the bit-SNR (or decrease of the noise power), i.e., the relay pays the 
increasing power consumption. This is because the number of bits/block forwarded
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I
I
-  o  -  ISLS, outage oontaxt, Ca«e I
-  O -  ISLS. outaoe ooniaxi, Casa II
-  0  “  ISLS, outaee oontexl, Caae II
Total Bit SNA (dB)
Figure 2.7; Experiment 1: Transmit Power ratio Vs total average bit SNR. A com­
parison amongst outage SLS-DF, ideal SLS-DF in ideal context, and ideal SLS-DF in 
outage context.
by the relay is increased with the noise-power reduction. It is also observed that the 
transmit-power ratio for the OSLS approach is smaller than that for the ISLS approach. 
This means that the relay pays less power consumption in the OSLS approach. Another 
interesting phenomenon is that the relay in Case II expends less power in comparison to 
other cases. This is because the number of bits/block forwarded by the relay depends 
on the channel gain for the SR link.
E xperim en t 2 (SLS-DF, F IP R ):
This experiment is used to evaluate the proposed FIPR approaches for the outage 
SLS-DF relaying protocol. The transmit-power ratio between relay and source is set 
to 77 =  1. Fig. 2.8 illustrates the SER, performance for both the ISLS and the OSLS 
approaches. In contrast to the baselines in Fig. 2.5, we can see that the proposed 
approaches offer the significant performance improvement in terms of the SER or the 
transmit-power per bit. Taking Case I and =  1 x 10~^ as an example, both the 
ISLS and the OSLS approaches outperform the SD-adaptive approach more than 3 dB 
in terms of the bit-SNR. Although the ISLS approach is originally optimized only for 
the ideal SLS-DF protocol, its performance in the outage SLS-DF environment is also 
very close to that for the OSLS approach.
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10"^
10-*
Total Bit SNR (dB)
Figure 2.8: Experiment 2: SER Vs total average bit SNR. A comparison amongst 
outage SLS-DF, ideal SLS-DF in ideal context, and ideal SLS-DF in outage context,.
E xperim en t 3 (A F, F L P R ):
The objective of this experiment is to evaluate the proposed FLPR approach for the 
AF relaying protocol. We first examine the final SER and the total transmit-power 
efficiency for the proposed approach and plot the results in Fig. 2.9. It is shown that 
the proposed approach can significantly improve the SER performance or the transmit- 
power efficiency. For example Case I and =  1 x 10““^, the proposed approach shows 
around 3 dB and 11 dB gain in comparison with the SD-adaptive approach and the 
non-adaptive approach, respectively. As for the non-adaptive approach, the transmit- 
power efficiency for the proposed approach can be further improved when the relay is 
placed close to the destination (i.e.. Case II) or in the middle between the source and 
the destination (i.e.. Case III). However, the performance difference between Case II 
and Case III is not considerable. We then plot the transmit-power ratio in Fig. 2.10 to 
examine the distributed power consumption. It is shown that the transmit-power ratio 
is almost identical for Cases I & III. The relay in Case II expends less power. It is also 
observed that all curves generally increase with increase of the bit-SNR (or decrease of 
the noise power). This is because the transmit-power ratio for the AF protocol is given 
by +-^o)- Obviously, the reduction of noise power can result in
the increase of .
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Total BÜ SNR (dB)
Figure 2.9; Experiment 3: SER Vs total average bit SNR. A comparison amongst 
FLPR, SD adaptive only, and non-adaptive AF communications.
iI
I
Total B« SNR IdB)
Figure 2.10: Experiment 3: Transmit Power ratio Vs total average bit SNR for the
FLPR AF approach.
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-  a  -  SD adaptive. Case I
-  O -  SD adapbve. Case M
-  0  -  SD adaptive. Case II
Ov
Total Bit SNR (cB)
Figure 2.11: Experiment 4: SER Vs total average bit SNR. A comparison between 
FIPR and SD adaptive case.
E xperim en t 4 (SLS-AF, F IP R ):
This experiment is used to evaluate the proposed FIPR approach for the AF-relaying 
protocol in the local-resource-restriction context. The transmit-power ratio between 
relay and source is set to rj = 1. Fig. 2.11 illustrates the SER performance for both the 
proposed approach and the SD-adaptive approach. The results show that the proposed 
approach offers the considerable performance improvement in terms of the SER or the 
total transmit-power efficiency. Taking Case I and = 1 x 10“  ^ as an example, 
the proposed approach outperforms the SD-adaptive approach about 1.5 dB gain. The 
performance improvement becomes more large for Case II (about 2.5 dB) and Case III 
(about 3.5 dB).
2.3 .4  Sum m ary for M A  A pproach
Here, we have investigated the MA approaches for the OFDM-based three-node relaying 
communications, where the orthogonal half-duplex relay can use either the SLS-DF or 
the AF relaying protocol to retransmit the information. The MRC has been employed 
at the destination to attain the achievable link performance. With respect to various 
power-consumption conditions, the proposed approaches have been carefully designed 
for both the FLPR and the FIPR contexts. Specifically, two BPL approaches, i.e., the
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ISLS approach and the OSLS approach, have been proposed for the SLS-DF protocols. 
The ISLS approach was based on the assumption that the relay can perform the ideal 
symbol-error detection. The OSLS approach was based on the assumption that the re­
lay only knew the received-SNR for each subcarrier. It has been shown that these two 
approaches can offer very close performance in the outage SLS-DF protocol. Moreover, 
the BPL approach has been intensively investigated for the AF relaying protocol. Sim­
ulation results have shown that the proposed BPL approaches can significantly improve 
the performance in terms of the link performance and the transmit-power efficiency.
2.3 .5  R A  A pproach
In this subsection, we further propose a RA BPL approach for OFDM systems assisted 
by a single cooperative relaying in outage SLS-DF and AF mode. It is considered 
here, the source and relay nodes are subject to separate power constraints instead 
of a total one. This consideration is more practical, because usually the source and 
relay nodes have different locations. They normally be supported by separate power 
suppliers in wireless networks. The channel we considered here is slowly time-varying. 
Perfect channel knowledge is available at the transmitter. MRC is also employed at 
the destination to achieve the maximum spatial diversity-gain.
The proposed RA BPL approach constraints two steps. In first step, an optimum MA 
BPL process (i.e., FIPR) will be employed to offer optimum distributed power ratio 
for each sub carrier, which is proposed in [66]. Unfortunately, the source and relay have 
their own power constraint, respectively, and normally cannot fulfil the optimum ratio. 
Then the second step is started to compensate until the separate power constraints are 
fulfilled.
1 ) RA BPL for the SLS-DF Protocol: First, we introduce the proposed BPL approach 
for the OFDM based outage SLS-DF relaying.
•  FIPR MA BPL Process:
In [66], a FIPR MA BPL process has been proposed for outage SLS-DF to 
minimize the power sum with the given number of bits/symbol
and the link target performance. This process is proposed for the opti­
mum resource allocation criterion.
To achieve the target SER V, the upper bound in (2.53) is expected to be 
no larger than the target SER. For the case of — 0 (defined in equation 
2.54), there are the sufficient and necessary conditions: C l) and C2). Then 
we have the following results.
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T heorem  2.4 Given the target performance V  and the number of bits/symbol 
b^, the distributed power allocation for the case —0 should fulfil
3 I/i'(sr ) Q
V
C -  f ?  " ■d)
(2.89)
(2.90)
For the case 6 )^  =  1, relay does not transm it through m  th subcarrier. Then 
the source power should be
■1 ^  (2 -  1)AC (2.91)
(s)
3 | / i ^ ) r
This optimum loading process can be summarized as follows:
S tep  l î  Measuring the receive SNR for each subcarrier.
S tep  2 : If the receive SNR is not less than the threshold, then set e'^ and 
according to (2.89) and (2.90), respectively.
S tep  3: If the receive SNR is less than the threshold, to keep the target 
SNR, the is given by (2.91), and relay does not transmit any symbol 
through m  th  subcarrier.
S tep  4: End
After this process, the power sum has been minimized, and the optimum 
distributed power ratio has been given for each subcarrier. Unfortunately, 
the given separate power constraints cannot always fulfil the optimum ratio. 
Then either the source or relay cannot use up all the power. So we start a 
compensate process to maximize the number of bits/symbol with the given 
separate power constraints.
Compensation Process:
Here, we take the source achieves its power constraint first after the step as 
an example^. With the initial results from step 1, we have
M - l
E '
m = Q
(s) M - l (r) (2.92)
m=0
where Jp, denotes the residual available power at the source or at the 
relay after Stepl, and P  and Q the power constraint for source and relay.
’’Obviously, relay will achieve the constraint first in some case. The idea of compensation is the 
same as this one.
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respectively. If we want to load more bits in step 2, extra power has to be 
cost at source and relay. According to the optimum BPL process in the first 
step and the assumption, the Jp is not enough for the required power to 
transmit 1 more bit at m  th  subcarrier (denotes by Then the relay
power is used to compensate the source power for transmitting 1 more bit 
at m  th  sub carrier (denotes by ë^^).
After the receive SNR measuring, if = 0, relay forward the detected 
symbol to destination. If 1 more bit will be loaded onto m  th  subcarrier, 
the extra power needed at source and relay are
r_ - i I'V
3 I C Ï  "
(2.94)
(2-95)
^  f s - ' 2
3 |h lrd )
(2.96)
If 6*^  — 1, relay does not forward any symbol to the destination. If 1 more 
bit will be loaded onto m th  subcarrier, the extra power need at source is
s d )  I ^
2
(2.98)
Due to the different channel gain for each subcarrier, ë^^ and ë^^ is varying 
for each subcarrier. Considering the power efficiency, the extra bits should 
be always loaded to the sub carrier that need the minimum amount power.
T heorem  2.5 I f
(2.99)
to transmit 1 more bit, the relay need to compensate the power as
Aê”  =  argimn -  5p} (2 .100)
and the source power should be allocated as
A ^ ’ = ^p . (2.101)
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Otherwise, the relay need to compensate the power at fh th subcarrier as
= arg imn } , (2.102)
and the source should be allocated as
(2.103)
After this process, the residual power is 0 at the source, and (Jq — Ae^^) 
at the relay. The above process should be repeated until the relay power is 
used up.
2) RA BPL for the AF Protocol:
In this subsection, the proposed RA BPL approach will be introduced for the AF 
relaying protocol.
* FIPR MA Approach:
This step is based on the optimum resource allocation criterion for the multi­
channel AF relaying communications in [66]. The objective is to allocate bits 
onto the desired subcarrier, which needs the minimum total power consump­
tion With equations (2.69)-(2.72), and Theorem 2.3, a MA
BPL (i.e., FIPR) for AF protocol is employed first to minimize the power 
consumption per bit. The loading process have be represented in Theorem 
2.3. This BPL process can minimize the power consumption per bit. While 
the distributed senders do not have the separate power constraint, this pro­
cess can offer the optimum distributed power allocation. On the other hand. 
Theorem 2.3 shows that the relay should re-transmit the received symbols 
only for the conditions C3)-C4). This can result in unbalanced power al­
location between the source and the relay. For example, while the source 
power has been used up, the relay may still has plenty of power need to be 
allocated. This is a waste of relay resource. Hence, we propose the following 
compensation process.
• Compensation Process:
Here, we consider an example that the source has reached its power con­
straint after Step 1. This is based on the fact that the source always need 
to spend much more power at Step lb The residual available power at 
the source or at the relay are denoted by 6p and <Jq (defined in equation 
(2.92)). Obviously, loading more bits onto the system needs the extra cost
‘Certainly, in some cases, the relay may reach the power constraint before the source. Although 
the detail mathematical formulation is not exactly identical for both examples, the idea behind is the
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of source power (denoted by 6 "^^  ) and relay power (denoted by 6 '^^  ). However, 
the source residual power <5p is not sufficient to support this requirement. 
Therefore, we may need to get some source power back fi'om the loaded 
subcarriers. The target performance can be reached by compensating with 
the relay power. In order to minimize the power consumption per bit, the 
source power should be abstracted from the subcarrier who needs the min­
imum compensation of the relay power. This problem can be described as 
the following mathematical model.
After Step 1, each loaded subcarrier at relay can have the following power 
allocation (derived from (2.64)-(2.65))
(r)
(sr ) (s) (sr) (sd )
I'»!;rd)
(2.104)
(r)  ,We can justify that £ is a positive and monotonically decreasing function
of 6 "^^ under the condition,
C5): e^:'> (2.105)
This is the criterion for the relay to perform the power compensation. As­
suming that the reduction of source power is =  £~^  ^ — <5p, the required 
power compensation from the relay should be
(sr ) 2 (s)
 £
i ^ r i  + i C T )  - i K ) (2.106)
According to the condition C3), the power reduction Ae^ ^^  should fulfill 
Aê^ ^^  < Sub carriers without fulfilling this
condition should not be selected in the compensation process. We can cal­
culate As^ *^  for each candidate subcarrier and obtain their minimum
A  - ( '  )  .  A  ~ b ' )A e. =  arg mm As .m ° m
Then, we can abstract Ae^ ^^  source power from the m th subcarrier and
(2.107)
compensate the performance with Aë^^ relay power. After this process, the 
residual power is 0 at the source, and (cJq — Aë^^ — ë^  ^) at the relay. The 
above process should be repeated until the relay power is used up.
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(^sd)
Case I: 1 1 10
Case II: 1 10 1
Case III: 1 4 4
Case IV: 1 1 1
Table 2.3: Channel-gain setups of different test cases for each link
2 .3 .6  S im ulation  R esu lts  and P erform ance E valuation  for R A  A p ­
proach
In this section, we present the computer simulation results for the proposed BPL loading 
approach in the previous sections. The number of bits/symbol and the average SD 
link symbol SNR was used to examine the proposed BPL approach for SLS-DF based 
three-node relaying communications. The averaging was done over 5000 independent 
Rayleigh fading channel realizations. The linear MMSE channel equahzation method 
was employed as the destination to achieve the maximum diversity gain. The target 
SER for the BPL loading approach were set up as 1 x 10~  ^ and 1 x 10 respectively. 
The CP-OFDM system setup was given by (the typical setup for HIPERLAN/2 in 
[95]): M  =  64 subcarriers, 8 samples in the CP. The OFDM block duration (exclusive 
CP) was 3.2 fj,s. Each burst consisted of 1 OFDM blocks. The information-bearing 
bits were randomly generated independent and equally likely. The modulation schemes 
were N-QAM  with N  = A, 16,64, respectively. The channel impulse response for each 
link was generated according to the indoor channel model A specified by ESTI for 
HIPERLIAN/2 [96]. The SNR was defined as the source transmitted symbol-energy 
to noise ratio. With respect to various physical environments, the proposed bit and 
power loading algorithm was tested for the following four channel-gain setups as shown 
in Table 2.3. For instance. Case I denoted the relay close to the source. Case II the 
relay close to the destination. Case III the equal distance between relay to the source 
and destination respectively. Case IV the equal distance among three nodes.
Experiment 1 (DF mode):
The objective of this experiment is to evaluate the proposed sub-optimum approach for 
different target performance with the same power constraint at source and relay. The 
relaying protocol considered here is ideal SLS-DF. We first plotted the average number 
of bits/symbol in different Cases with the target performance was given as 1 x 10“  ^ in
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-  0  -  FIPR. Case III
I
E./N^ (CB)
Figure 2.12: Experiment 1: The average number of bits/symbol versus source symbol 
SNR; P : Q  =  l : l ; ' P  =  l x l O   ^ (Ideal SLS-DF mode).
Fig. 2.12. Solid lines denoted the proposed RA approach, and dashed lines denoted 
the FIPR approach employed in step 1 without compensation. Square marker denoted 
the Case I, circle the Case II, diamond the Case III, and star the Case IV.
It is observed that the proposed approach compensate approach offers higher number 
of bits/symbol than the FIPR approach without compensation in all SNR range for 
all cases, when the optimal distributed power ratio cannot be achieved. When the 
source symbol SNR is higher than 12 dB, the proposed BPL approach offer around 
0.5 bits/symbol more than FIPR approach in Case I, 0.9 bits/symbol in Case II, 0.5 
bits/symbol in Case III, and 0.7 bits/symbol in Case IV.
Then we set up the target performance as 1 x 10“  ^ and 1 x 10“ .^ The results were 
plotted in Fig. 2.13 and Fig. 2.14. As the changing of the target performance, it is 
noticed that the average number of bits/symbol decreased in all SNR range for both 
cases to compare with Fig. 2.12. In the proposed compensation-BPL approach, better 
performance is shown in all SNR range for various target performance than previous 
FIPR approach.
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FIPR, Case I
-  Ô -  FIPR, Case III
1
Figure 2.13: Experiment 1: The average number of bits/symbol versus source symbol 
SNR; P : Q = 1 : 1 ;V  = 1 X 10"" (Ideal SLS-DF mode).
-  Ô -  FIPR, Case III
1
E./N„(dB)
Figure 2.14: Experiment 1: The average number of bits/symbol versus source symbol
SNR; P : Q = l : l ; V  = l x  10"* (Ideal SLS-DF mode).
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-  ô  -  FIPR. C a s e  III
È
E./N^(d8)
Figure 2.15; Experiment 2: The average number of bits/symbol versus source symbol
SNR; P  : g  = 2 : 1; 7^  =  1 X 10' 
E xperim en t 2 (D F m ode):
(Ideal SLS-DF mode).
The objective of this experiment is to evaluate the proposed sub-optimum approach 
without the same local power constraint at source and relay for target performance. 
We set up the source to equip as twice as the power of relay, i.e., P  =  2Q. We plotted 
the average number of bits/symbol versus the source symbol SNR with P  =  1 x 10~^ 
in Fig. 2.15. It is observed, when the source symbol SNR is higher than 12 dB, the 
proposed approach can improve 0.1 bits/symbol in Case I, 0.4 bits/symbol in Case II,
0.1 bits/symbol in Case III, and 0.25 bits/symbol in Case IV.
We then changed the target performance into p  =  1 x 10“  ^ and P  = 1 x lO""*. The 
results were plotted in Fig. 2.16 and Fig. 2.17 respectively. Although the average 
number of bits/symbol decreased in all SNR range as the changing of the target perfor­
mance, the proposed BPL still offers larger number of average bits/symbol in all SNR 
range.
It was also noticed, that increment of the number of bits/symbol with setup with the 
same separate power constraint (P : Q =  1 : 1) than the source power twice the relay 
power (P : Q =  2 : 1). This is because in Experiment 2, the separate power constraint 
ratio was set up more close to the optimum ratio than in the experiment 1. Once 
the optimum distributed power ratio was achieve, the bits cannot be compensated any 
more.
2.3. Power Allocation for Three-Node Relaying Model 56
-  0  -  FIPR. Case III
S
S
E./NJdB)
Figure 2.16: Experiment 2: The average number of bits/symbol versus source symbol 
SNR; P : Q — 2 : 1-, V  = l X 10  ^ (Ideal SLS-DF mode).
-  0  -  FIPR, Casa
î
Figure 2.17: Experiment 2: The average number of bits/symbol versus source symbol
SNR; P  : g  =  2 : 1; P  =  1 X 10"' (Ideal SLS-DF mode).
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P:Q=1:1 ; Target p=t<10"
—0 — CP, Case III 
-  Ô -  FIPR, Case III
2
Figure 2.18: Experiment 3: The average number of bits/symbol versus source symbol 
SNR; P : Q = 1 : 1; V  = 1 X 10  ^ (AF mode).
Experiment 3 (AF mode):
In this experiment, the considered relaying protocol is AF. The objective of this experi­
ment is to evaluate the proposed sub-optimum approach for different target performance 
with the same power constraint at source and relay. We first plotted the average number 
of bits/symbol in different Cases with the target performance was given as 1 x 10“  ^ in 
Fig. 2.18. It is observed that the proposed compensate approach offerers higher num­
ber of bits/symbol than the FIPR approach without compensation in all SNR range 
for both cases, when the optimum distributed power ratio cannot be achieved.
Then we set up the target performance as 1 x 10“  ^ and 1 x 10““^. The results was 
plotted in Fig. 2.19 and Fig. 2.20. As the changing of the target performance, it is 
noticed that the average number of bits/symbol decreased in all SNR range for both 
cased. The proposed BPL approach still offer larger average number bits/symbol than 
FIPR approach.
Experiment 4 (AF mode):
The objective of this experiment is to evaluate the proposed sub-optimum approach
without the same local power constraint at source and relay for target performance.
We set up the source to equip as twice as the power of relay, i.e., P  = 2Q. We plotted
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P:Q=1:1; Target p=1xlO ; 
AF
■ CP. C ase  I 
FIPR, C ase  I
■ CP, C ase  II 
FIPR. C ase  I I
■ CP, C ase  III 
FIPR, C ase  I I
■ CP, C ase  IV 
FIPR, C ase  IV
Figure 2.19: Experiment 3: The average number of bits/symbol versus source symbol 
SNR; P : Q = : l : l ; V  = l x  10"* (AF mode).
P :0 1 :1 :  T arget p= VIO ; 
AF
CP, C ase  I 
FIPR, C ase  I 
CP, C ase  II 
FIPR, C ase  
CP, C ase  III 
FIPR, C ase  III 
CP, C ase  IV 
FIPR, C ase  IV
E ,/N„ (dB)
Figure 2.20: Experiment 3: The average number of bits/symbol versus source symbol
SNR; P : Q = 1 : 1; V  = 1 X 10  ^ (AF mode).
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P:Q=2:1 : T arget p= V10“‘
— ô  ”* FIPR. C asa
II
E,/NJdB)
Figure 2.21: Experiment 4: The average number of bits/symbol versus source symbol 
SNR; P : Q = 2 : 1 ; V  = l x  10"" (AF mode).
the average number of bits/symbol versus the source symbol SNR with V  = 1 x 10"" 
in Fig. 2.21. It is observed the proposed approach can improve the average number of 
bits/symbol in all SNR range. We then change the target performance into 7^  =  1 x 10  ^
and V  = I X  10“ “^. The results were plotted in Fig. 2.22 and Fig. 2.23.
2 .3 .7  Sum m ary for R A  A pproach
In this subsection, we have investigated several BPL approaches for OFDM based three- 
node relaying with half-duplex SLS-DF and AF protocols. With respect to various 
power-consuniption conditions, the proposed approaches have been carefully designed. 
Simulation results also have shown that the proposed BPL approaches can significantly 
improve the performance in terms of the link performance and the transmit-power 
efficiency.
2.4 Conclusion
In this chapter, the “postman” mode cooperation is investigated. The conventional
three-node model is considered here. Cooperative communication is established by
relay node through delivering other’s messages to its desired destination. DDC was
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P:Q=2:1 ; Target p=»<10 :
FIPR. C a se  I
-  ô  -  FIPR, C a se  III
II
Figure 2.22: Experiment 4: The average number of bits/symbol versus source symbol 
SNR; f : Q  =  2 : l ; P  =  l x  10“" (AF mode).
P:Q=2:1; Target p=1<lO”*;
— O—  CP. C ase  I
-  o  — FIPR. C ase  I 
— O—  CP. C ase  II
-  O  -  FIPR. C ase  II —0— CP. C ase  III
-  0  -  FIPR. C ase  III 
— *—  CP. C ase  IV
-  *  -  FIPR. C ase  IV
II
E ./N J d B )
Figure 2.23: Experiment 4: The average number of bits/symbol versus source symbol
SNR; f : Q  =  2 : l ; ^ = l x  10“'  (AF mode).
2.4. Conclusion 61
proposed for mobile communication over rapidly time-varying channel. It has been 
shown that the proposed scheme can enjoy full cooperative diversity-gain without need 
of full channel state information. In the second part of our work in this category, a 
number of sub-optimal BPL approach were proposed to improve the power efficiency 
through multi-link optimisation.
Furthermore, two important issues of the “postman” mode need to be highlighted here:
1) The information-theoretic definition about the DF protocol [56] shows that the 
“postman” node first recovers the original message from the received codeword, 
and then re-encodes the recovered message into a new codeword. The encoder 
employed at the “postman” node does not need to be identical to the one employed 
at the original transmitter. The case that employs distinct encoders is referred 
to as the coded cooperation introduced in [32]. Otherwise, it is referred to as the 
retransmission-based DF protocol introduced in [45].
2) If the “postman” node employs non-orthogonal multiuser multiplexing schemes, 
receivers will receive multiuser signals in a non-orthogonal fashion. In this situ­
ation, transmitters have to broadcast codebooks to support multiuser detection 
at receivers. With the support of orthogonal multiuser multiplexing schemes, re­
ceivers can avoid the job of multiuser detection. However in the DF protocol, the 
transmitter still needs to send its codebook to the “postman” node to help the 
decoding process.
Chapter 3
ccHost” Mode
3.1 Introduction
Efficient node cooperative strategies for “host” mode will be investigated in this chap­
ter. As introduced in chapter 1, a primary user allows a secondary user to access its 
own frequency band through intelligent utilization of network side information. Based 
on the availability of the codebook and message from primary user, there are two struc­
tures considered here, i.e., overlay and underlay CR. Iterative WF is performed with 
this two structures with full CQIs. However, it is not always practical to consider full 
CQIs. Therefore, partial CQIs scenario is also investigated for underlay structure with 
the helping from fingerprinting. It is disclosed that relaying is not for cooperation in 
this mode -  although the system description of “host” mode shows that the secondary 
transmitter relays the primary user’s message in overlay scenario. However, the purpose 
of this relaying is not to improve capacity and performance for the primary commu­
nication, but to enable secondary transmitter to access the primary spectrum without 
rate and performance penalty to the primary user. So who offers the cooperation and 
how it is established will be further investigated in this chapter. In section 3.2, over­
lay CR is modelled as cross-talk channel with partial transmitter cooperation in weak 
interference scenario. Underlay CR is investigated in section 3.3.
3.2 Overlay Paradigm
3.2 .1  In trodu ction
Cross-talk channel is one of fundamental problems in network information theory.
Talk between one transmitter and its corresponding receiver interferes with the other
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transmitter-receiver pairs. This is refereed to as interference channel that is often a 
user competition environment (e.g., [39] and [97]). On the other hand, each transm it­
ter sends its message in broadcasting fashion. Therefore, a transmitter with cognitive 
capability can sense message sent by other transmitters. When a cognitive transmit­
ter has full (or more practically partial) knowledge of the other transmitters, it can 
establish an efficient strategy to access the transmission medium. This is referred to as 
CR channel whose achievable rate has been analyzed in [49]. Capacity theorem of CR 
channel has been carefully investigated in literatures (e.g., [57] and [98]).
High-data-rate communication systems often operate in frequency-selective environ­
ments. Multi-tone transmissions such as OFDM turns out to be promising techniques 
to overcome channel firequency selectivity [99]. Therefore, investigation of multi-tone 
transmissions over CR channel has wide implications. Key issues this work seeks to 
address are:
1. To analyse capacity of two-user CR channel in frequency-selective scenarios. In 
this work, capacity analysis is carried out only for the case with weak interference. 
This is because interference is usually weak in wireless networks. The case with 
strong interference is the next step of our work.
2. To develop power allocation strategies for the cognitive transmitter.
For this issue, two key questions need clear answers.
Q l. Under what conditions, the cognitive transmitter should access the transmission 
medium that is being used by the other transmitter-receiver pair.
Q2. If the cognitive transmitter decides to access the transmission medium, how to 
perform efficient power-allocation in various wireless environments?
Results presented in this work are based on two assumptions:
Al). The cognitive transmitter has full knowledge of message communicated between 
the other transmitter-receiver pair.
A2). The cognitive transmitter perfectly knows channel gains for all links.
These two assumptions are of course not practical. However, it is reasonable for carrying 
out theoretical investigation to find the fundamental performance limit in information 
theory viewpoint. As a next step, these assumptions will be extended to more practical 
scenarios such as consideration of partial knowledge of the other transmitter-receiver
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Figure 3.1: The n-th sub-channel of two-user CR channel with one cognitive transmit­
ter.
pair and imperfect channel knowledge. Numerical results (based on theoretical channel 
model show that the cognitive transmitter can find an efficient resource-accessing 
strategy if the channel between itself and the corresponding receiver is better than that 
between the other transmitter-receiver pair. In this case, the cognitive transmitter Txl 
can offer better performance by employing equal power allocation (EPA) approach.
3.2 .2  T w o-U ser M u lti-T one C R  C hannel w ith  W eak Interference
Consider a two-user multi-tone CR channel (as depicted in Fig.3.1) where information 
is transmitted over N  parallel flat sub-channels. Specifically, Txl sends information 
to Rxl with power at rate Ri^n, while Tx2 sends information %2,?% with 
power P2,n at rate P 2,n (the subscript n denotes sub-channel index). As depicted in 
Fig.3.1, message Wi^n and are both known at Encoder 1 (Txl). A splitting code 
is employed and has two encoding functions
^ 2 ,n = /2 (1^2,n) •
(3.1)
(3.2)
At nth sub-channel, T xl devotes (1 — an) fraction of its power Pi,„ to the transmission 
of W2 ,n while Tx2 devotes its entire power P2 n^ to this effort. The receive signals at 
receivers are expressible as
Fi,n — aii,n A 'i,n  +  <^21,n^2,n +  U .n ,  
— 1^2,nA l^,n T ^22,n^2,n T P2,n) (3.3)
^This is often used for numerical investigation in information theory, e.g., [62]-[61]. 
^an is the fraction of power Pi,n that T xl spends on the transmission of Wi,n-
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where aij^n denotes the channel gain for the n-th sub-channel between the %-th trans­
mitter and the j-th. receiver, and for Gaussian noise with zero mean and variance 
A/’o- The interference considered here is weak interference that is defined in [61]
I  {X2 .n;Yl,n\Xi,n) < I { X 2 ,n,Y2 .n\Xl,„) , (3.4)
I{X l,n lY 2 ,n\X2 ,n) < i  (%!,»; U,.l%2,«), (3.5)
where /(; ) denotes the mutual information between two random variables. By defining 
a coefficient ify,n =  (uy,„)/(V<j), capacity of the system model (3.3) is given by Wu in 
1100]
R i.n  <  C  ' ( 3 .0 )
p  ^  ^  /  ( \ / ( l  “  0!n)Pl,nH i2,n  +  \ /^ 2 ,n H 2 2 ,n f \  , ,  ,
where C{x) = ^ log2(l -fa;). Based on the above system description, we will analyze the 
capacity and power allocation for this two-user multi-tone CR channel in frequency- 
selective scenarios in the following.
3.2 .3  Pow er A llo ca tio n  for T w o-user M ulti-T one C R  C hannel
It is well recognized that, for single-link parallel transmissions, channel capacity can be 
achieved by employing optimum power allocation . This motivates us to first analyse the 
capacity of two-user CR channel in frequency-selective scenarios, and then investigate 
power allocation schemes for the cognitive radio channel.
1 ) Capacity of Two-user CR Channel in Frequency-Selective Scenario:
The results (3.6) and (3.7) show that the capacity of CR channel depends on 
the parameter an- However, no result has been reported so far on an ap­
propriate setup of an- First of all, the cognitive transmitter Txl should not 
cause rate penalty for Tx2-Rx2 link. Hence, the upper bound in (3.7) equals to 
C {{P2 ,n ^ 2 2 ,n)/{-^o))- Resolviug equation (3.7) with this upper bound leads to 
the result 0 < ^  with
^  ^  P 2 ,n H 2 2 ,n  (^ y /P l ,n H l2 ,n {P 2 ,n H 2 2 ,n  +J^o) + ~
 ^ P l , n H l 2 . n { P 2 , n H 2 2 . n + K f  '
Secondly, we need to maximize the transmission rate for Txl-R xl link. Consid­
ering the interference (due to Tx2) as noise, capacity of Txl-R xl link for the nth
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sub-channel is
 ^ — r  ( ____________________________________^l,nPl,nPll,n____________________________________ |  / o  q \
Considering the interference (due to Tx2) as message, this interference is remov­
able at Rxl for the condition
I  (A^ 2,n> Il,n|-^l,n) ^  I(A^2,n) I^,n|-^l,n)* (3.10)
This inequality leads to the result 0 < ^  ^2,n with
r  _ i  (\/P2,nR22,n “  P2 ,nH2 1 ,n fÇ2,n — r 5
In this case, capacity of Txl-R xl link for the nth sub-channel is given by
— r> ( ^^,nPl,nP^ll,n +  ( \ / ( l  ~  ^2,Ti)Tl,M^ll,n, T y/P2,71^21,n) ^^l,n|an=$2.ra ~  I I '
(3.12)
If ^ 2 ,n ^  i^,n> then (3.9) is the maximum transmission rate of T xl with an =  <^ i,n- 
Otherwise, the maximum transmission rate is attained at such a a„, i.e.,
=  arg (3-13)
2) Power Allocation Schemes:
Power allocation scheme for two-user multi-tone cognitive radio channel can be 
separately solved between each user. The power allocation scheme for non- 
cognitive transmitter Tx2 can be done independently of the cognitive transmitter 
Txl. Here, we consider two power-allocation schemes for Txl, i.e., WF approach 
and EPA approach.
• WF approach: The objective of WF approach for two-user CR channel is to 
maximize the rate for the cognitive transmitter Txl subject to total power 
constraint P i  and secure there is no rate penalty caused at Tx2, This can 
be mathematically modeled as
mmn +  (3.14)\n = l  \n = l /  /
where Ai stands for Lagrange multiplier and the constraint is
N
T ,P l .n  = Pl- (3.15)
n = l
3.2. Overlay Paradigm 67
It can be found that both the capacity region (3.6)-(3.7) and the power 
constraint (3.15) are convex functions [101]. Moreover, a strictly feasible 
point always exists, i.e., there exists Ri^n and Pi,n(^ =  1 ,...  ,N )  such that 
(3.6)-(3.7) maintains strict inequalities. Hence, Slater’s condition is fulfilled, 
and the strong duality holds [101]. In this case, the above dual problem can 
be separately considered for each sub-channel. In other words, the problem 
(3.14) that contains 2N  variables can be decomposed into N  convex problem 
(2 variables) that can be processed in parallel. Then, the dual problem (3.14) 
can be simplified into the following optimisation problem
nun (— +  AiPi,n) • (3.16)
Once an has been determined, the extreme value of (3.16) can be calculated. 
This WF approach for two-user CR channel with weak interference channel 
can be implemented as followings
Initialization:
For all n, let Pi,n =  0;
Pa,n has been given according to Tx2 power allocation 
scheme;
Loading cognitive transmitter 
Api =  Pi/Q ]
Let 1/^  =  0 (power allocation indicator);
=  0;
Repeat the following Q times;
Let Gi^n\a= i^^n ~   ^ ^l>nla=^2,n ~
Apply and P2,n into (3.8) and (3.11) to obtain
and ^2 ,n\
If 6,n > 6,n, apply Api and P2,n into (3.9) 
to obtain =  C'i,n|o=a,»;
Otherwise, =  max
n =  argmax» ;
Pn =  Ut + 1;
End;
P l , n  =  I n A p i ;
EPA approach: For EPA , Pi^n is given as below
(3.17)
where N  is the total number of sub-channels.
“Assuming that Q is the number of repeating times.
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Figure 3.2: (a) Two-user weak interference frequency-selective channel A; (b) Through­
put performance Vs Tiansmit SNR for each user (Channel A)
3 .2 .4  N um erical R esu lts
Numerical results were used to visually illustrate the performance of proposed power 
allocation approach in terms of physical-layer throughput (bits/Sec/Hz). The baseline 
is each transmitter only spending all the power in its own spectrum respectively, and 
it is plotted as solid red line in Fig.3.2-(b) and Fig.3.6-(b). In order to protect the 
weak interference assumption, we consider two theoretical frequency-selective cross­
talk channel models as depicted in Fig. 3.2-(a) and Fig. 3.6-(a), respectively. In Fig. 
3.2-(a) (Channel A) and Fig.3.6-(a) (Channel B), the channel gain of Txl-Rxl and Tx2- 
Rx2 links (i.e., a n , 022) is always larger than the channel gain of Txl-Rx2 and Tx2-Rxl 
links (i.e., a i2, a2i). In fact this kind of theoretical model of frequency-selective channel 
is widely used in information theory (e.g.,[62]). Further in Fig. 3.2-(a) (Channel A), 
the channel gain of Txl-Rxl link (i.e., a n )  is always larger than the channel gain of 
Tx2-Rx2 link (i.e., a22)- In Fig. 3.6-(a) (Channel B), the channel gain of Txl-Rxl 
link (i.e., an ) is always smaller than the channel gain of Tx2-Rx2 link (i.e., a22). In 
numerical analysis, we let the power constraint for both user to be identical. The 
SNR was defined as transmit power to noise ratio. The baseline for comparison is the 
throughput performance in the scenario that the same transmit power has been cost 
at Txl with non-cognitive capability.
Fig. 3.2-(b) illustrated the throughput performance for Channel A in three different 
scenarios. The solid lines denote performance for both transmitters employing WF
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Power, Over Chenml A, Average SNR-12 dB. Tx1-WF. Tx2-WF.
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Figure 3.3; (a) Power allocation Vs. frequency tones for each user, SNR=12 dB; (b) 
Rate allocation Vs. frequency tones for each user, SNR=12 dB; Txl employing WF, 
Tx2 employing WF
Power. Over Channel A, Average SNR-12 dB, Txl-EP. TX2-ÊP.
1 r
Rale. Over Channel A, Average SNR-12 dB. Txl-EP, Tx2-EP.
Frequency Tone*
Figure 3.4: (a) Power allocation Vs. frequency tones for each user, SNR—12 dB; (b) 
Rate allocation Vs. frequency tones for each user, SNR=12 dB; Txl employing EP, 
Tx2 employing EP
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Power. Over Channel A, Average SNR»l2dB. Tx1-WF, Tx2-EP.
Rate. Over Channel A. Average SNR-12 dB, Txl-WF, Tx2-EP.
Frequency Tone*
Figure 3.5: (a) Power allocation Vs. frequency tones for each user, SNR=12 dB; (b) 
Rate allocation Vs. frequency tones for each user, SNR=12 dB; Txl employing WF, 
Tx2 employing EP
approach. It is shown that there is no rate penalty for Tx2-Rx2 link, but Txl-Rxl 
offers slightly better performance than baseline. The dash lines denote performance for 
both user using EPA approach. It is observed that although Tx2-Rx2 link suffers small 
rate penalty, the performance of Txl-Rxl link has been significantly improved with 
increasing SNR. The dash-dot lines denote the Txl employed the WF approach, but 
the Tx2 employed the EPA approach. It is shown that throughput of Txl-Rxl offers 
similar performance when WF approach is employed at both Txl and Tx2. These 
results indicate that if the channel gain of Txl-Rxl link is better than the channel gain 
of Tx2-Rx2 link, the throughput can be improved by employing cognitive transmitter. 
Also, when EPA approach is employed at both Txl and Tx2, the throughput can be 
significantly improved.
To explain this phenomena, we also plot in Fig.3.3, Fig.3.4 and Fig.3.5 the power and 
rate allocation at transmitters for each sub-channel. The SNR was chose as 12 dB. In 
Fig.3.3-(a), the square mark denotes the power for Tx2. The round mark denotes the 
power of Txl. The star mark denotes the power that Txl devoted to its own message. 
In Fig,3.3-(b), the round mark denotes the rate of Txl, square mark the rate of Tx2. 
When WF approach was employed at both transmitters, it is shown in Fig.3.3-(a), Txl 
cannot load large power to the sub-channels that have the large channel gain. This 
helps to avoid the rate penalty for Tx2-Rx2 link, and secure the interference can be
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Figure 3.6: (a) Two-user weak interference frequency-selective channel B; (b) Through­
put performance Vs Transmit SNR for each user (Channel B)
recovered at the Rxl. In Fig.3.4-(a), as EPA approach has been employed at both 
transmitters, Txl can occupy the sub-channel with large channel gain. The power Txl 
devoted to its own message W i, i.e .,aP l, was increased. Hence, in Fig.3.4-(b), the rate 
of Txl has been significantly increased. In Fig.3.5-(a), WF approach was employed at 
Txl, and EPA approach at Tx2. Again Txl can load large power to the sub-channel 
with larger channel gain. Therefore in Fig.3.5-(b), the performance is similar as when 
WF approach are employed at both transmitters.
The throughput performance over Channel B was plotted in Fig.3.6-(b). It is observed 
that performance of Txl-Rxl link is not outperform the baseline. EPA approach em­
ployed at Txl still offers the best performance, when it is also employed at Tx2. To 
explain this phenomena, we plot the power and rate allocation for both transmitter at 
each sub-channel when SNR was chosen as 12 dB in Fig.3.7, Fig.3.8, and Fig.3.9. It 
is observed in Fig.3.7-(a), large power has been allocated at Tx2 for the sub-channels 
have better gain. To avoid rate penalty, Txl has to reduce the rate particularly for 
those sub-channels. In Fig.3.8-(a), as power was equally allocated for both transmitter, 
the rate of Txl has been slightly increased, shown in Fig.3.8-(b). But the power that 
Txl devoted to its own message i.e.,aPl, is less to compare with it in Fig.3.4-(a). 
In Fig.3.9-(a), EPA approach was employed at Tx2, and WF approach was employed 
at Txl. It offers very similar performance when WF allocation approach is employed 
at both transmitters, as shown in Fig.3.7-(a).
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Rate, over Channel B. Average SNR*l2dS, Txi-WF, Tx2-WF
U
Frequency Tone#
Figure 3.7: (a) Power allocation Vs. frequency tones for each user, SNR=12 dB; (b) 
Rate allocation Vs. frequency tones for each user, SNR=12 dB; Txl employing WF, 
Tx2 employing WF
Power, over Channel B. Average SNR-12 dB, Txl-EP. Tx2-EP
i z r
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Rate, over Channel B. Average SNR-12 dB Txl-EP. Tx2-EP,
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Figure 3.8: (a) Power allocation Vs. frequency tones for each user, SNR—12 dB; (b) 
Rate allocation Vs. frequency tones for each user, SNR=12 dB; Txl employing EP, 
Tx2 employing EP
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Figure 3.9: (a) Power allocation Vs. frequency tones for each user, SNR=12 dB; (b) 
Rate allocation Vs. frequency tones for each user, SNR=12 dB; Txl employing WF, 
Tx2 employing EP
3.2 .5  Sum m ary
In this subsection, full CQIs of all links are assumed available at all nodes. Further 
side information is also considered, i.e., full knowledge of messages and codebook from 
primary user. Achievable rate has been carefully analysed for frequency-selective chan­
nel. Moreover, efficient power-allocation schemes for the cognitive transmitter have 
been proposed. It has been found that the cognitive transmitter can have an efficient 
resource-accessing strategy under a certain channel condition. The EPA approach out­
performed the WF approach when the cognitive transmitter was allowed to access the 
transmission medium.
3.3 Underlay Paradigm
3.3.1 In trodu ction
In previous subsection, it has shown that exploiting side information can establish coop­
eration between two transmit-receive pairs and enhance PHY-layer efficiency. However, 
such kind of comprehensive side information is not always available to the secondary 
user. For practical purpose, the primary focus in this subsection is about another
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paradigm of cognitive radios referred to as interference-awareness CR (lACR). Fig. 
3.10 depicts an example of the smallest lACR networks accommodating one primary 
link and one cognitive link which is often referred to as secondary link in literatures. 
An extreme case for the secondary link to reuse the frequency band occupied by the pri­
mary link is that the channel gain between the secondary transmitter and the primary 
receiver is null. However, there is no such an extreme case in practice. In the lACR 
paradigm, cognitive users utilize channel side information to evaluate the interference 
potentially caused by the cognitive transmitter to primary receivers. Communication 
between cognitive users occurs only if the interference power is below an acceptable 
threshold. This case is defined as the spatial spectrum hole that offers the opportunity 
for frequency reuse. The problems this work seeks to address are mainly in two folds:
1. With the availability of channel side information, what is the channel capacity of 
the lACR paradigm in the Guassian channel? Moreover, what is the optimum 
power setup at the secondary transmitter? These problems will receive a careful 
investigation.
2. The process of estimating channel between the secondary transmitter and the 
primary receiver interferes with the primary communication. This motivates us 
to utilize localization information to determine the spatial spectrum hole for fre­
quency reuse. This technique will be addressed in Section IV in terms of outage 
probability and efficient power control.
Remark: The technical contents of this subsection are based on the smallest CR network 
as depicted in Fig. 3.10 so that our primary focus is on the fundamental issue in the 
area of network information theory.
3.3 .2  M ath em atica l D escr ip tio n  o f lA C R
Consider the situation where the primary transmitter sends information Xi with the 
power Pi to its corresponding receiver via the communication channel a n . The received 
information at the primary receiver is expressible as
ÿi =  ciiiXi -f- vi (3.18)
where v is the additive white Gaussian noise with zero mean and variance A/ .^ The 
achievable rate of this communication (denoted by P n )  is upper bounded by the Shan­
non capacity, i.e., P i < C[(Piaii)/(A/'o)], where C[x] = g log2(l +  x).
Meanwhile, the secondary transmitter wants to reuse the same frequency band to send 
the information X2  with the power P2. The secondary communication occurs under the
3.3. Underlay Paradigm 75
GPS
îïanamitterCognitive Link
Shaddwing
Transmuter
Primary Link Receiver
Figure 3.10: An example of lACR networks.
following condition
P2 ah  < V (3.19)
where û21 is the channel gain between the secondary transmitter and the primary 
receiver, and rj the power threshold. In the situation of coexistence, the received infor­
mation at the primary receiver (3.18) is given as follows
yi = dnXi +  Ü2 1 X2  + vi. (3.20)
The threshold 77 is carefully chosen so as not to influence considerably the capacity of 
the primary communication, i.e..
AC =C - C [ 1I A/o J 77 -f A/"o_ < e (3.21)
where e is a carefully chosen threshold that dominates the threshold 77. On the other 
hand, the secondary receiver gets the information as below
V2 =  a\2X\ + a22X2 +  V2 (3.22)
where 012, «22 stands for the channel gain between the secondary receiver and the 
transmitters, respectively. Then, what is the maximum achievable rate of X2  in var­
ious wireless situations? What is the optimum setup of e? These questions need a 
satisfactory answer in the area of information theory.
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3 .3 .3  C apacity  T heorem s w ith  C hannel S ide In form ation
This subsection aims to investigate Shannon capacity of the secondary link with respect 
to two aspects. One aspect is about the situation described by equations (3.19) and 
(3.21), while the other is about the situation, where the interference is completely 
removable, i.e., interference-free equivalent scenario.
1. Achievable rate for a given threshold:
Equation (3.22) formulates a multiple-access environment, where X2  is the wanted 
information. If the secondary receiver deals with x \ as noise, the achievable rate 
of X2  is limited by
R 2  = I{x 2 \y 2 ) < C P2 <X2 2Pia ^2 T A/o. (3.23)
where / (  ; ) denotes the mutual information. If the secondary receiver deals with 
X2  as message, the capacity region of this multiple access channel is given by [1]
U
PlÉiî7+ATof Ri < C  _
Ri = I{xv,vfxx) < C [ ^  
y R i  + R 2 — I{xi^X2\y2)  < C Pia^ 9.+P2a^ .9.
(3.24)
Since the secondary communication does not influence the maximum achievable 
rate of the primary communication, the capacity region (3.24) indicates that the 
communication rate R 2  fulfills the following result
Rg < A min (c -^<^22! [-^1^12 +  -^ 2^22] _ q  \ ^1^11No T) -f No_ (3.25)
As a summary of (3.23) and (3.25), the achievable rate for a given threshold rj is
R 2  < max ( C P2 0 ?22f\(%22 4* N q
Further calculation of (3.26) leads to the following result:
(3.26)
T heorem  3.1 Given the channel condition <212 < a n , the maximum achievable 
rate of the secondary link is given by (S.28). Otherwise, the maximum achievable 
rate is td^ ^2 1 r d l «2 T
(3.27)
(3.28)
Pl0 ^ 2  4" F*2^ 22 - C \ Pp4 i 1L No \ r^j + No_R 2  < C
for the channel condition < ah  +  {P2 ah)/N o, and
for a^ 2  > «11 +  (P2 al2 )/J^o-
‘22
Mo
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Proof: See Appendix 5. □
2 . Achievable rate fo r  interference-free equivalent scenario:
In fact, equation (3.20) formulates a multiple-access channel. The primary re­
ceiver can reconstruct X2 without causing rate penalty to x i only when the fol­
lowing condition holds [10 2]
Eg < C P2 0 ?21 < e Pia\i +  No (3.29)
In addition to Theorem. 3.1, (3.29) gives another upper bound of R 2 . Therefore, 
the overall capacity limit of the secondary link is formulated by
•^2^ 22R 2 <  max C P\C^ 2  +  No P iah  +  No (3.30)
The original proposal of lACR (3.21) indicates that 77 is so small that the upper 
bound (3.30) reduces to (3.21).
3. Optimum power control at the secondary transmitter:
The proposed power allocation is optimized for the capacity results provided in 
Theorem 3.1. The first condition to configure P2 is to meet the capacity difference 
e. This condition can be obtained by plugging 77 =  P2a h  into (3.21), i.e.,
(4^  — l){P iah /N o  +  l)Nof 2 < (3.31){Piah/N o  +  1 — 4^ )(%2i 
Joint consideration of this result with Theorem. 3.1 leads to the following result:
Theorem  3.2 Given the channel condition (a h ) >  (a ji +  {P2 a h )/'^ N )>  the 
transmit-power at the secondary transm itter is upper bounded by
P2 <  min I (P ia \JN o + l - i ‘)al, '
Otherwise, (3.30) is the upper bound of P2 .
Proof: See Appendix 5. □
''12 J -
(3.32)
3 .3 .4  L oca lization  A ss is ted  C o ex isten ce  S trateg ies
It has been shown in the previous subsection, that the lACR technique requires the 
channel side information. In particularly, the secondary transmitter needs the channel 
knowledge &2i, which is the key to determine whether to reuse the frequency band and 
how much power to spend. Basically, there are two channel estimation strategies that
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can be utilized to obtain this parameter. For the first strategy, the primary receiver 
performs estimation of «21 and feeds the parameter back to the secondary transmitter. 
In this case, the secondary transmitter needs to send data to the primary receiver for 
the purpose of channel estimation. However, the rate achievability of the primary link 
is considerably influenced due to the feedback overhead and the channel estimation 
process. For the second strategy, the secondary transmitter is responsible for the chan­
nel estimation, and the primary receiver temporarily becomes a transmitter. This is 
suitable for the situation, where the primary link operates in the TDD fashion. How­
ever, the secondary link has to wait for the reverse communication of the primary link, 
which results in significant processing delay and overall network inefficiency. Therefore, 
to bypass the estimation of a2i motivates us to utilize the localization information for 
the lACR.
In fact, exploiting localization information for cognitive radios is recently proposed in 
the article [103], which delivers a brainstorm about the potential help from position­
ing systems such as global positioning system (GPS) and global navigation satellite 
system (GNSS) to the spectrum sensing CR. The primary objective of this section is 
to investigate the localization assisted lACR network from the information-theoretic 
point-of-view. The investigation is based on the following basic assumptions:
Al) A map is available at the secondary transmitter;
A2) The positioning system informs the secondary transmitter regarding the accurate 
positions of other relevant network nodes;
A3) The secondary transmitter knows the p.d.f. of the channel gain 021- 
The coexistence strategy is described as follows:
• The secondary transmitter performs frequency reuse only when it observes a large 
shadowing object between the primary receiver and itself (as a typical example 
shown in Fig. 3.10).
In this situation, non-line-of-sight (NLOS) propagation environment is assumed for the 
link between the secondary transmitter and the primary receiver, and thus the p.d.f. 
of (%2i is assumed Rayleigh [104].
1. Outage behavior of the primary communication:
Define 721 — [P2 ah)/{N o) to be the average SNR. a h  is the channel variance 
of the secondary transmitter to the primary receiver link, which can be obtained
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from the pre-established library of localization-dependent information [103]. The 
secondary communication occurs for the condition
7 2 1  <  7 t  ( 3 . 3 3 )
where 721 denotes threshold of the average SNR. Hence, an appropriate setup of 
7 t is important to the overall system performance.
The inequality (3.31) shows that the instantaneous SNR 721 is smaller than the 
threshold
where 711 = (Piaji)/(No)-  Provided that the SNR711 is deterministically known, 
the probability of the event (721 > 7 t) is given by [76]
Pr(72i > 7 t) = exp < exp . (3.35)
If the primary communication requires Pr(72i > 7 t) < Pt, the SNR threshold -ÿt 
is obtained as below
This equation also gives an upper bound of the transmit-power at the secondary 
transmitter.
2. Outage behaviour of the secondary communication:
Theorem. 3.2 shows that (3.31) is the upper bound of P2 for the channel condition 
(^12) < (^11 + {P2 a2 2 )/No)> In this situation, we can compare ( 3 . 3 6 )  with (3.31) 
and find that the capacity outage of the secondary link does not occur only if 
ln((l)/(pt)) > 1. Hence, the outage probability of the primary communication is 
upper bounded by
Pt < exp(-l). (3.37)
Applying this outage probability in (3.35) results in 7 t > 7 t-
For the channel condition {a h ) > {a \i + {P2a22)/ No)-, the transmit-power P2 is 
upper bounded by (3.32). In this situation, pt needs to be further reduced if the 
upper bound (3.32) is not the same as (3.31). Then, the above presentation can 
be summailzed as follows:
Theorem  3.3 Suppose the param eter 721 is available, a necessary condition for  
the secondary communication to occur is 721 < 7 t, where 7 t is given by 3.36
Remark. 1: Although Theorem. 3.3 only gives a necessary condition, a more 
strong condition can be obtained by considering pt for the specific system re­
quirements.
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Figure 3.11: The procedure of establishing the secondary link.
Remark. 2: If the secondary link does not occur for the condition a%2 > an , then 
the secondary link will not have capacity outage for the condition 721 < 7t-
Remark. 3: Below provides the procedure about how to establish the secondary 
link with the support of localization information:
3.3 .5  N um erica l R esu lts  and A n alysis
The primary objectives of numerical analysis are in two folds: 1) to see the fundamental 
capacity limit of the lACR; 2) to see whether the localization information can offer 
satisfied performance for the lACR. The following channel parameters are given for 
the case study: a n  =  1, 022 =  1, &2i =  0.1, 0 < a i2 < 10. As shown in (3.31), the 
transmit-power F2 is determined by SNR of the primary link Pi/J\fo> Hence, throughout 
the numerical analysis, the capacity results are always linked with the parameter Pi/Mo-
Test Case 1
The objective of this test case is to see the relationship between the capacity of the 
secondary link and the rate penalty to the primary link e. In this test, the channel gain 
a i2 is fixed to le  — 6, and the rate penalty e G (0,0.1) bit/Hz/sec. The result plotted 
in Fig. 3.12 shows two phenomena: 1) the capacity of the secondary link generally
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Figure 3.12: Test Case 1: Capacity of the secondary link as a function of Pi/Mo and e
decreases with increase of Pi /N q, and drops to null for the range (> 15 dB); 2) the 
capacity generally increases with increase of e for the SNR range (< 15 dB). These two 
phenomena reflects the resource competition behavior in coexistence environments.
Test Case 2
The objective of this test case is to see the relationship between the capacity of the 
secondary link and the channel gain a i2- In this test, the rate penalty is fixed to 
e =  0.05, and the channel gain «12 G (0,10). Fig. 3.13 shows that the capacity keeps 
almost constant for the SNR range (> 2 dB). However, a capacity gap is observed for 
the range a i2 G (le — 7,2). This gap becomes small with the decrease of Pi. This 
phenomenon is due to the nature of interference, i.e., both very large and very small 
interference show the identical impact on the system performance [40].
Test Case 3
The objective of this test case is to see the capacity limit without the knowledge of û2i 
but with the knowledge of a^i, which is set to a^i = 0.02. Fig. 3.14 shows the capacity 
results for two cases, i.e., pt =  0.1 and pt =  0.01. In contrast with Fig. 3.13, the 
localization-assisted lACR shows more than 1 bit/Hz/sec loss in rate (see pt = 0.1). 
Further reducing pt to 0.01 leads to more loss in transmission rate (more than 0.2 
bit/Hz/sec).
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Figure 3.13; Test Case 2: Capacity of the secondary link as a function of Pi/A/’o and 
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Figure 3.14: Test Case 3: Capacity of the secondary link with the localization infor­
mation.
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3.3 .6  Sum m ary
In this subsection, we have investigated capacity theorems for the lACR system in two 
scenarios. One scenario is about the situation, where the secondary transmitter had 
the perfect channel side information. The other was about the situation, where the 
secondary transmitter does not know the channel between the primary receiver and 
itself, but obtained the channel variance from localization systems. Numerical results 
have shown that the localization information can help the lACR system, but cannot 
offer comparable performance with the case with perfect channel side information.
3.4 Conclusion
“Host” mode is investigated in this chapter, and it modelled as CR channel. The above 
investigation has shown that although relaying behaviours may exist in the wireless 
network in overlay paradigm, i.e., the secondary transmitter relays the primary user’s 
message. However, the purpose of this relaying is not to improve capacity and perfor­
mance for the primary communication, but to enable secondary transmitter to access 
the primary spectrum without rate and performance penalty to the primary user. In 
order to “host” the secondary user, the primary user offers the cooperation through 
sharing side information with the secondary user, i.e., codebook and CQIs. The pres­
ence of secondary user will introduce multiuser interference to the primary receiver. In 
this situation, the primary receiver has to improve its interference-cancelling capability 
with the pay of receiver complexity.
Chapter 4
ceSynergy” Mode
4.1 Introduction
In this chapter, “synergy” mode node cooperation will be invœtigated. As introduced in 
chapter 1, synergy behaviour is referred as the scenario that users cooperate with each 
other to improve the multiuser efficiency through sharing their CQIs and codebooks. 
Here we use distributed power allocation for cross-talk channels as a typical case. In this 
scenario, relaying behaviour is not existing in wireless networks any more. However, 
side information is shared between two transmit-receive pairs, i.e., codebooks, CQI 
of all links. Based on the available side information, an iterative WF approach is 
performed. Interference is optimally treated as noise or message through the shared 
side information. It is found, although relaying behaviours is not exiting in this scenario, 
cooperation can still be established through sharing side information. Details will be 
explained in the following.
4.2 Tw o-U ser Cross-Talk C hannel
4.3 Introduction
Communication networks are often multiuser environment where many users share a 
common communication channel. Interference then becomes a central phenomenon 
in this kind of situation. Many work has been done to investigate this phenomenon. 
One of the interesting problem is the performance limits of communication networks 
with interference. This is part of the research area known as network information 
theory. As a fundamental one in this area, cross-talk channel is widely used to model
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interference. Talk between one source and its corresponding destination is interfered by 
other source-destination pairs talk. In the past 30 years, many research activities have 
been carried out for finding the capacity region of cross-talk channel (e.g., [39]-[105]). 
However, the capacity region in general still remains an open problem to this date. 
The achievable region presented in [38] is still believed to be the best. Since 1981, 
the cross-talk interference has been classified into two main categories, namely strong 
interference and weak interference. This classification is based on Sato’s work for two- 
user cross-talk channel [40]. Recently, a class of mixed interference is also investigated 
in [106], which is referred as a mix of two one-sided channels where each channel is of 
a different type, i.e., strong or weak.
Wireless communication systems call for high-data-rate and quality-of-services. This 
has motivated significant research activities towards parallel transmissions (e.g., OFDM) 
over frequency-selective channels. In this scenario, adaptive power allocation schemes, 
such as multiuser WF, turns out to be promising means to maximize the achievable 
rate. Recently, Chung and Cioffi have reported WF principle for the cross-talk chan­
nel where the interference is strong [62]. Sankar, Erkip and Poor also presented the 
sum-capacity for strong and very strong interference case. On the other hand, assump­
tion of strong interference does not always hold in practical communication systems. 
Therefore, investigation of WF principle for frequency-selective environment can offer 
necessary and important compensation for this topic. Indeed, Yu has proposed a mul­
tiuser WF criterion for weak interference in [61] with the view of the weak interference 
as noise. Other new results are reported in [107] with consideration of interference as 
noise in low interference regime. However, considering interference as noise can reduce 
the system capacity.
More recently, node cooperation has gained more and more attentions from researchers. 
By sharing network side information, i.e., channel state information, user activities 
and code book etc., cooperation can be established among nodes. It has been shown 
that performance can be significantly improved by employing node cooperation in [32]. 
In our previous work, it has been found, sharing network information can help the 
transmitters to improve power efficiency [58]. This motivated us to introduce the 
user cooperation into the two-user cross-talk channel. In this chapter, iterative WF 
principal with cooperation is proposed for the classical two-user cross-talk channel in 
fi'equency-selective scenario, where the interference can be strong, weak or mixed case. 
The objective function is modelled to cooperatively maximize the sum-rate of both 
users for each sub-channel. The interference is optimally regarded as noise or message 
according to the objective function subject to the distributed power constraint. Three 
priority based schemes are also proposed for efficient rate-sharing between two users.
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Figure 4.1: The n-th subchannel of two-user cross-talk channel.
Our basic assumptions are: 1) perfect transmitter side channel state information^, 2) no 
coordination (beyond time synchronization) at transmitters and receivers. Numerical 
results are performed in frequency-selective environment. It is shown that our approach 
offers significant performance enhancement in comparison with the approach without 
cooperation and simply modelling interference as noise.
4.4 System  M odel
In this section, we describe the model to be used. A two-user Gaussian interference 
channel is considered here (as depicted in Fig. 4.1), where information is transmitted 
over N  parallel flat sub-channels^. Specifically, Transmitter 1 (Txl) sends information 
Xi^n to Receiver 1 (Rxl) with power Pi^n at rate Ri,n, while Transmitter 2 (Tx2) sends
information X 2 ,n to Receiver 2 (Rx2) with power p2,n at rate i?2,n (the subscript n
denotes sub-channel index). The received signal at receivers is expressible as
Fi,n =  +  H 2 i,n ^ 2 ,n +  Fi, (4.1)
F2,n =  H l2 ,n^l,n  +  H 2 2 ,n ^ 2 ,n +  (4.2)
where Hij^n stands for channel gain of the nth sub-channel between the Txi and the 
Rxj, and Vj for Gaussian noise with zero mean and variance Afo- It is also defined 
üij^n = ^ij,n- The receiver Rxz (or j)  always intends to decode the message sent by 
the i (or j) th  transmitter. Let Ri be the maximum rate that can be achieved at the
^This is of course not a practical assumption. However, it is reasonable for carrying out theoretical 
investigation to find the fundamental performance limit in information theory point of view.
'^Many literatures have documented this kind of transformation of a frequency-selective channel into 
a set of independent parallel memory less channels [62], [108].
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2th  receiver over all the frequency, Ri = It is assumed an average power
constraint in a frequency domain,
N
Pi,n = Pu  % =  1,2, (4.3)
n = l
where Pi is a total power constraint for user i. Our problem in a general form is 
to maximize the sum-rate {Ri + R 2 ) in a two-user cross-talk channel (4.1)-(4.2) in 
frequency-selective environment, and under the average power constraint (4.3) with no 
coordination in the receiver and transmitter (beyond time synchronization).
4.5 M axim um  A chievable Sum -R ate o f Three Cases o f In­
terference Environm ent
Since the closed-form of a general memoryless cross-talk channel capacity is still un­
known, this problem in its general form cannot be solved. However, it can be inves­
tigated under different condition of interference. As mentioned in Sec. I, frequency- 
selective environment contains three cases of cross-talk interference, i.e., strong inter­
ference, weak interference, and mixed one. Hence, the achievable sum-rate for the nth 
flat sub-channel will be investigated according to these three cases.
1. Strong Interference :
The information-theoretic definition of strong interference is given by
< T(a;i,n;!/2,»|a;2,»), (4.4)
I{^ 2 ,niy2 ,n\^l,n) ^  I{^ 2 ,n]yi,n\^l,n)- (4.5)
According to Channel Coding Theory (pp. 200 in [1]), Rxj can reliably decode 
the message sent by T x j  only when
Rj,n < I{^j,n]yj,n\^i,n^'l j)- (4.6)
As it has been proved, the capacity region of cross-talk channel with strong in­
terference is exactly the capacity region of compound multiple-access channels 
(MACs) in [57], where each receiver can decode the unwanted message. In this 
scenario, the maximum sum-rate (i?i,n +  R 2 ,n) is given by
f{^l,n\yi,n\^2,n) T f{^2,niy2,n\^l,n) 
^ i^   ^ I{^l,n')^2 ,n]yi,n)
I{^l,n^ ^2,n'i S/2,n)
 ^ . (4.7)
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2. Weak Interference:
The information-theoretic definition of weak interference is given by
I{A^lfn\yi,n\^2 n^) > I{p^l^n\y2 ,n\^2 ,n)i (4.8)
I{x 2 ,n]y2 ,n\x\,n) > I{X2 ,n]yi,n\^l,n)- (4.9)
According to the status of decoding message at receivers, we have the following 
results.
R esu lt 4.1 Suppose both receivers can decode their unwanted message. The max­
imum sum-rate (Ri,n +  R 2 ,n) w given by{f{^ l,n ‘iy 2 ,n\^2 ,n) +  ■I^ (^ 2,n» ?/l,n!^l,n)» 1I{xi,n,X 2 ,n\yi,n), >• (4.10)I{xi^ri‘)X2 ,n\y2 ,n) J
R esu lt 4.2 Suppose both receivers cannot decode their unwanted message. The 
maximum sum-rate {R\^n +  R 2 ,n) w given by
I{xi,n',yi,n) + I{X2 ,n;y2 ,n)‘ (4.11)
Meanwhile, i?i,n andR 2 ,n w limited by Ri^n < I{xi^n\yi,n) andR 2 ,n < I{x 2 ,n\y2 ,n), 
respectively.
R esu lt 4.3 Suppose one receiver (denoted as R xl) cannot decode the unwanted 
message. The maximum sum-rate (i?i,n +  R 2 ,n) ^  given by
I{Xl,niX2 ,n\y2 ,n)'> (4.12)
and Ri^n < I{xi,n\yi,n)- 
Proof: See Appendix 5. □
Therefore, the maximum achievable sum-rate (i?i,n +  R 2 ,n) in weak interference 
is the maximum value we get from R esult4 .1 , R esu lt 4.2, and R esu lt4.3 ac­
cording to the receiver’s condition.
3. Mixed Interference:
Without loss of generality, this scenario can be modelled as
■^ (^ l,n» 2/l,n|^2,n) ^  fix i,n \y 2 ,n\X2 ,n)i (4.13)
I{X2 ,n]y2 ,n\Xi,n) > I{x 2 ,n]yi,n\xi,n)^ (4.14)
This means Txl creates strong interference to Rx2, while Tx2 creates weak inter­
ference to Rxl at nth subchannel. Based on the different conditions of decoding 
message at receiver side, we have the following results.
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R esu lt 4.4 Suppose both receivers can decode their unwanted messages. The 
maximum sum-rate {Ri,n +  R 2 ,n) w given by
I{Xi,n,X2 ,n,yi,n)‘ (4.15)
Proof: See Appendix 5. □
R esu lt 4.5 Suppose one receiver can decode the unwanted message, R esu lt 4.3 
indicates it must be Rx2. The maximum sum-rate {Ri,n +  R 2 ,n) w given by
min (j{xi,n,yi,n) A I{X2 ,n',y2 ,n\xi,n),I{xi,n,X 2 ,n;y2 ,n )y  (4.16)
Proof: See Appendix 5. □
R esu lt 4.6 Suppose both receivers view the unwanted message as noise. The 
maximum sum-rate {R \,nP  R 2 ,n) w (i-H )-
Therefore, the maximum achievable sum-rate (i?i,n +  R 2 ,n) in weak interference 
is the maximum value we get from R esult4 .4 , R esu lt 4.5, and R esult4 .6  ac­
cording to the receiver’s condition.
The maximum achievable sum-rate has been investigated under different interference 
cases in this section. Based on these results, the proposed iterative power allocation 
scheme is performed in the following section.
4.6 Power A llocation  for Frequency Selective Environm ent
The cost function here is modelled to maximize the sum-rate subject to distributed 
power constraint. It can be mathematically modeled as Lagrange dual problem as 
below
/  N  N  N  \
“  R 2 ,n\ +  — P i + X2  f X I ~  P 2) 1 , (4.17)
V n=l n=l n=l /
where Ai, A2 stands for Lagrange multipliers.
It can be justified that both the maximum achievable sum-rate given in Section III and 
the power constraint in (4,3) are convex [101]. Hence, a strictly feasible point always 
exists [62]. Hence, Slater’s condition is fulfilled, and the strong duality holds. In this 
case, the above dual problem can be separately considered for each sub-channel. In 
other words, the problem (4.17) that contains 4N  variables can be decomposed into N
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Max Sum-Rate
Power Allocation
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States of Interference
Figure 4.2: Brief Illustration of Power Allocation
convex problems (4 variables) that can be processed in parallel. Therefore, the dual 
problem (4.17) can be simplified into the following optimisation problem
min I — Pl,n — 7?2,n +  ^lPl,n  +  ^ 2 p 2 ,r (4.18)
With the CSX for all links is available at every node, we proposed a cooperative power 
allocation scheme for two-user cross talk channel in frequency-selective environment. 
As depicted in Fig. 4.2, this power allocation scheme has two steps:
1. Stepl: maximize the sum-rate by determining the case of interference for the nth 
subchannel, i.e., strong interference, weak interference, or mixed interference,
2. Step2: sharing the sum-rate between two transmitters.
Then iteratively repeats these two step for all sub-channels.
In the first step, we first find the sub-channel pair, i,e, sub-channel i from T xl and 
Tx2, that offer the maximum sum-rate. To illustrate the difference between proposed 
scheme and the conventional, we plot the strong interference case as an example in 
Fig. 4.3. With conventional approach, it always targets on maximize own rate. Hence, 
as shown in Fig. 4.3, Txl will choose sub-channel 2 to maximize and Tx2 will 
choose sub-channel 1 to maximize R 2 . However, the sum-rate, i.e., {R\ +  JÎ2) will not 
be maximized when T xl occupy sub-channel 2. As both transmitter have all the CSX 
through sharing network side information, the proposed approach choose sub-channel
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1 for both transmitter to maximize (i?i + R 2 )- This approach for two-user cross-talk 
channel can be implemented as following:
Initialization:
For all n, let A; =  0 (iteration index); 
in f  txl — inftx2 =  0 (interference flag);
£ & * = ? 2W - P S = 0 i
R n  — R l , n  +  R 2 , n  =  0;
Determining interference status:
If an,n  <  a i2,n, in f tx i  =  1;
else in f tx i  =  2;
End.
If a22,n < 021,n, inftx2 — 1;
else inftx2  =  2 ;
End.
Power allocation iterations:
Repeat the following until ^
Call Subroutine with i — 1;
Call Subroutine with i =  2; 
k=k+l;
End.*******************************************
Subroutine 
Api =  Pi jQ \
Un =  (power allocation indicator) ;
Repeat the following Q times:
If in f tx i  =  1 
If inftx2  =  1, apply P^ 2^ ^nd into (4.7)
to obtain (Ri,n +  R 2 ,n)i 
Else, apply and Pj^\^n (4.11), (4.15), and (4.16), 
the maximum value among them is (i2i,n +  As,^);
End.
Else, if inftx2  =  2, apply P } ^  and into (4.11), (4.15), and
(4.16), the maximum value among them is { R i , n  +  P 2,n);
Else, apply p }^  and Pj^i^n into (4.11), (4.12), and (4.13), 
the maximum value among them is (Ri,n +  R2 ,n)l 
End.
End.
n  =  argm aX n(P l,n  +  R 2 , n  — R n ) ]
R r t  =  P l . A  +
Ufi = Un + 1;
End;
n 't ’ =
End Subroutine.
€ is defined as the threshold for stopping iteration, and Q the coefficient to control
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Sub-channel 1
(R1+R2)
(R1+R2)
Sub-channel 2 Sub-channel 1
Figure 4.3: Capacity region of sub-channel pair 1 and 2 in strong interference
adaptive step-size of power. After the above processing, we have completed power 
allocation of each sub-channel pair for both users, i.e., and determined the
maximum rate for each sub-channel pair, i.e., P%. Then, two transmitter share the 
sum-rate under a certain criterion. Here, we propose three priority based sharing 
schemes.
1. Larger Rate Priority (LRP): The basic concept of this scheme is to first fulfill the 
requirement to the transmitters who can attain larger transmission rate, and then 
allocate the rest resource to the other transmitter. Defining a priority indicator 
that is defined as
0 , (4.19)
where C{x) — \  log2(l +  x). Then the rate sharing function is given by
Rl,n^n +  ~  Cn)
This scheme can be changed for other specific practical system requirements. For 
example, in network operator point-of-view, the user who pays more service fee 
should enjoy the priority. But here, we only consider (4.20)-(4.21) for numerical 
analysis.
2. Ratio Priority (RP): The idea of this scheme is to allocate the transmission rate
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Case I:
an
1
012
1
0,22
1
021
1
Case II: 1 1.4 1 1.2
Case III: 1 0.6 1 0.8
Table 4.1; Channel-gain setups of different test cases for each link
according to the achievable rate ratio
Rl,n   (^-Pl,nQ’ll,n)
-^2,n C(P2,n<^22,n)
(4.22)
3. Power Priority (PP): In this scheme, the rate is shared according to the power 
ratio between two users, i.e., (Pi,nûii„n)/(P2,nCi22,n),
^  (4.23)R2,n P2,nCl22,n
Next, we will use the numerical results to show the performance of the proposed power 
allocation schemes.
4.7 N um erical R esu lts
Numerical results were used to visually show the performance of proposed cooperative 
iterative power allocation scheme in terms of the achievable rate (bits/Sec/Hz). The 
threshold for stooping iteration is set as e =  1 x 10“ ”^ and Q is 64. Maximum 
likelihood receiver is employed here for detection. The transmit SNR in the numerical 
results is defined as transmit power to noise ratio. We consider two-user frequency- 
selective cross-talk channel model in our numerical results. The normalized channel 
gain coefficient for each link was considered as three cases as shown in Table 4.1.
For Case I, it was set up the same value for all the links. Hence, all cases of interference, 
i.e., strong, weak, and mixed interference were all happened due to the frequency- 
selectivity. In Case II, the cross links have larger channel gain coefficient than direct 
links. The strong interference will occur in this case with high probability. These 
coefficients of cross links were set smaller than direct links for Case HI. It increased 
the probability of weak interference to occur in this case. The baseline for comparison 
is the conventional WF principle in [61] for weak interference scenario, and the power 
allocation approach in [62] for strong interference. These approach only maximize
"Please refer the definition of Q in [76].
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Figure 4.5: Achievable rate Vs transmit SNR. for each user: Case II
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Figure 4.6: Achievable Vs transmit SNR for each user: Case III
the own rate for the indivicinal nser instead of the sum-rate of the two users. The 
interference is regarded as noise in these two approaches.
The achievable rate of the proposed approach is plotted for Case I in Fig. 4.4, Case 
II in Fig. 4.5, and Case III in Fig. 4.6. Interference-free case and the baselines 
were also plotted for comparison. It is observed that proposed cooperative iterative 
power allocation principle offered larger achievable rate than the baseline for both user 
in all three Cases. Sharing schemes, i.e., LRP, RP and PP were also performed for 
both users. These three sharing schemes offer similar performance. However, the LRP 
scheme shows better performance for User 1, this is because the probability of the 
sub-channel priority hold by User 1 is high. Meanwhile, User 2 shows bias from the 
interference-free performance. Hence, LRP scheme offers performance enhancement of 
the priority user by reducing the rate of the other user. Fig. 4.6 demonstrates the 
performance in Case HI, which is weak interference scenario. As this the capacity 
region of this case is still an open question, it is interesting to further investigate it as 
a future work.
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4.8 Conclusion
In this chapter, the cooperative iterative power allocation scheme is investigated for two- 
user cross-talk channel in frequency-selective environment. Strong, weak, and mixed 
interference were all considered, which caused by frequency-selectivity. Instead of max­
imizing the individual own rate, the proposed scheme target on the maximum sum-rate. 
By sharing network side information between the nodes, transmitters always choose the 
sub-channels pairs that will offer larger sum-rate firstly. Interference is treated as mes­
sage or noise according to maximum the sum-rate also. Then three efficient rate-sharing 
strategies were proposed based on priority between the sub-channel pair. Numerical 
results have demonstrated that the proposed principal offers larger achievable rate for 
each user in comparison with the base line, which only maximizes the individual own 
rate and always regards the interference as noise. It has shown here, cooperation is not 
only relaying message, sharing side information can also establish cooperation in more 
general sense of “cooperation” .
Chapter 5
Conclusions and Future Work
This thesis was motivated by interests in understanding cooperative communication for 
future cellular networks. Most of previous work about cooperative communications were 
about cooperative diversity techniques. More recently, some advanced techniques such 
as cooperative overlay and underlay CR were proposed to provide sufficient bandwidth 
to support the demand for higher quality and higher data rate wireless products and 
services well for the future cellular networks [49]-[50]. This motivated us to rethink the 
cooperative behaviour in multi-user systems. In this thesis, our work was focused on 
cooperative behaviours in relay and cross-talk channels.
Our work created a new frame of the generalized node cooperation in relay and crosstalk 
channels with the various available side information. The information-theoretic defini­
tion about the generalized PHY-layer cooperative communications was given as ^^Inter­
action between distributed wireless devices for improving multi-user performance and/or 
efficiency through sharing their local radio resources and network side information.''^ 
Three groups of cooperative behaviour in relay and crosstalk channels were given, i.e.. 
Postman, Host, and Synergy. This classification was based on how a cooperative node 
utilises the multi-user side information such as CQI, codebook, message, in various 
communication scenarios.
The Postman described cooperative behaviour in relay networks, where a cooperative 
node offers cooperation by relaying other’s message to its desired destination. A doubly 
differential cooperative relaying scheme was proposed for mobile communication over 
rapidly time-varying channel. It has been shown that the proposed scheme can enjoy 
full cooperative diversity-gain without need for full channel state information. The 
second part of our contribution in this category was about adaptive BPL for OFDM- 
based relay networks. Provide full knowledge of CQI, a MA BPL approach for OFDM
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systems assisted by a single cooperative relay was proposed first. This orthogonal half­
duplex relaying operates either in the selection DP mode or in the AF mode. MRC was 
employed at the destination to attain the achievable distributed spatial diversity-gain. 
Two distributed resource-allocation strategies have been investigated, i.e., FLPR and 
FIPR. Then based on FIPR, a two-step compensation based RA BPL approach was 
further proposed for the scenario that distributed power constraint ratio is not optimal. 
The employed relaying protocols were selection DF and AF. The questions we asked as 
the introduction received the following answers,
•  The PHY-layer cooperation communication in Post mode is relaying.
•  The cooperative node is offering help by relaying.
•  Several cooperative schemes have been proposed to deliver efficient cooperation 
with various available side information.
Th Host described cooperative behaviour in cognitive interference networks. A primary 
user offers cooperation to a secondary user through open its own spectrum and shar­
ing knowledge of side information. The work in this category was about overlay and 
underlay CR, where the primary user broadcasts its private codebook and knowledge 
of CQI, so the secondary user can perceive the primary user’s message and interference 
state. Capacity theorem of two-user Gaussian cognitive interference channels have been 
carefully investigated. Considering weak interference, power allocation and spectrum 
access approaches were proposed to overlay CR. Then imperfect CQIs were further 
considered for underlay CR with a well-maintained database should be able accessed 
by secondary transmitter. It has been disclosed by us,
• In this mode, relaying message is not always for cooperation. Moreover, sharing 
side information has been proved to be another approach to establish PHY-layer 
cooperative communications.
• By broadcasting side information, primary user is offering help to the secondary 
user.
• Several power allocation schemes and spectrum access approaches have been pro­
posed to both overlay and underlay CR with various available side information.
The Synergy described cooperative behaviour in crosstalk channels. A typical exam­
ple is the cooperative bit-power allocation between two individual transmitter-receiver 
pairs. One cooperative behaviour is sharing of multi-user side information between two 
transmitter-receivers pairs. Different types of interference, i.e., strong, weak and mixed
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interference, were considered in our proposed WF approach. Provided full knowledge 
of multi-user CQI at transm itters, two transmitter-receiver pairs first performed itera­
tive RA to maximize the sum-rate in our approach, and them employed proportional 
fairness for rate allocation. To answer the questions at the beginning of our work, the 
following statements are given
• Sharing multi-user side information establishes the cooperation and aims on max­
imize common profit.
• All user is offering help by sharing side information.
• Iterative WF approach and proportional fairness rate allocation scheme were 
proposed for different type of interferences.
Fi'om the investigated three modes we considered in our works, it is disclosed that 
there is a more generalized PHY-layer cooperative communication. The cooperation 
can be established through relaying messages and/or sharing side information. Efficient 
cooperative strategies have been proposed in various wireless communication environ­
ments. So far, no delay is considered in this work, however, delay is very important 
for practical systems. It will be a useful and interesting to extend our viewpoint with 
the consideration of delay. Hence some interesting problems can be investigated in the 
future, such as
• In Postman mode, CSl is assumed as perfectly known, however it is not practi­
cal. Considering imperfect CSI of each link will pose new challenges but make 
cooperative relaying more practical for implementation.
• In Host mode, network side information of primary user is also assumed as per­
fectly known in overlay structure. To support this, high data-rate burst will be 
required in some cases. If imperfect network side information can be investigated 
to offer similar performance, the robustness of the system will be improved.
• In Synergy mode, cross-tallt channel is sill an open question. Even with the perfect 
network side information, some problems are still need to be further investigated, 
especially in weak interference scenario.
Appendix A: Proof of the condition for 
min ( ^ 2 5  ^m) =  & of Lemma 2.2
Suppose 2^ < • We should have the following inequality
/  ( £ J  =  +  C„I3„ < 0 ,
which can detailed into
(1)
( s r )
+ (sr) AC 2
( 5 d ) ( rd )
(sd) (rd) T (sd) A/^ < 0. (2)
It can be easily shown that /  {8 ^ )  =  0 has two real roots (denoted by and a /), i.e.,
AT
12
(sd )
< 0 ,
AC
-  |^od)|2y
[ m l  y  I m  I I m  I y
(3)
(4)
For the case of |, we can see that (2) holds only when < a.^  < 0,
which is not possible. For the case of (2) holds only when 6A > > 0.
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Appendix B: Proof of the threshold of 
Lemma 2.3
Assuming <i t i  we should have
(m rc)  , (m rc )  .
which is followed by
(sr) (rd) & > (sd)+ c„
We can easily show > 0, and can rewrite (6) into
ft'"’ 2 ft'"” 2 - B mm rn ( s d ) | (sd)
= —A.,
Replacing with
= —  \ /
the following inequality can be obtained
(sd) BmC^m +  ~  2 |/l,(sd) < 0.
Equations (2.69) and (2.72) indicate
ft'-"’ ^  c „  =  ( d ^  - ft'"’ 2 ft'"” 2m m
ft '" ’
2
ft'" ’
2
ft" -’= Br,
Then, the third term at the left hand of (9) can be written into
(sd)
2
f t '" ’
2 (rd)
+ f t '" ’ 2 f t '" ’ 2 f t" - ’m (sd)
(5)
(6)
(7)
(8)
(9)
( 10)
(11)
(12)
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Plugging (12) into (9) results in
(sd ) < 0-
We plug Eqns. (2.69) and (2.71) into (13) and obtain
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(13)
ft""’ Y f t ^ ’ 2 f t '" ’ ^ )  <  -V ft'" ’ I V (14)
We can see that (14) does not hold for ^  When (14) leads
to the threshold shown in Eqn. (2.81).
Appendix C: Proof of Lemma 2.4
For < 0 and = 0, (2.68) results in
(s)
ft'"’ 2 ft'"’ 2 + ^) £m + AC
2\ h (rd)  14
(15)
(d )Then, 7  achieves the maximum at
(s)£ — mm 2A_ -, 4 (16)
Under the condition ^  we can easily obtain
2A_
( rd) -f AC
2 > 6:_. (17)
In this case, the maximum of 7 '^^  ^ is achieved at =  £^. For the condition </ t m  m  ^  ' m  '
we let — < 8 ^  and have the result (2.75).
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Appendix D: Proof of Theorem 3.1
Due to the fact
■^2Û-22
Mo > C
P2 ^ 2 2
(3.23) is not the upper bound only when the following two conditions hold
jF^ a:«2.■22
P ia 2^ +  Mq_ 
-^ 2(^ 22^
< C 22
Mo < C
Mo
P \^2  T  Ph&22^
T} +  A / o .
Mo - C
11
_?7 +AC_
(18)
(19)
(20)
The inequality (19) leads to the condition ai2 > an , and (20) leads to the condition 
1^2 > 1^1 +  {P2 ^ 2 )IMo- Based on these results. Theorem. 3.1 can be straightforwardly 
obtained.
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Appendix E; Proof of Theorem 3.2
For the channel condition ai2 < an , the maximum achievable rate is given by (3.23).
In this case, (3.31) is the optimum power setup. If the upper bound of capacity is
(3.27), Theorem. 3.1 shows that the following condition must hold
(ai2 — a-ii)AC p (4^  — l)(P ’iafi/A/'o T 1)Mq
(Pia2,/AC + l-4':)a2, '  ^ ^
If the upper bound of capacity is (3.28), Theorem. 1 indicates that P2  is upper bounded 
by
P2 <  (22)
2^2
In this case, the optimum transmite-power is (3.32).
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Appendix F : Proof of Result 4.3
If Rx2 can decode the unwanted message, the following condition is necessary
Ri~\r R 2  < I{xi ,X 2 \y2 )- (23)
Moreover, the conditions < I{xi \yi )  and R 2  < I{x 2 \y2 \xi) are necessary. Here the 
sum-rate {Ri +  R 2 ) has another upper bound
R 1 + R 2  < I{xi \yi )  + I{x 2 -,y2 \xi) (24)
< I{xi ,X 2 \y2 ) P I{xi \yi)  ~ I { x i \ y 2 ) (25)
The definition in (4.7) indicates I{x\ \yi )  > I{x \ \ y 2 ). Therefore, (23) gives the tighter
bound.
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Appendix G: Proof of Result 4.4
The sum-rate has three upper bounds, i.e.,
R 1 + R 2  < I{xi \ y i \ x 2 )-\-I{x2 \yi\xi),  (26)
R 1 + R 2  < I{xi ,X 2 \yi), (27)
R 1 + R 2  < I{xi ,X 2 \y2 ), (28)
and (26) can be rewritten as
R i + R 2 < I{xi ,X 2 \yi) a  I {x 2 \yi\xi) ~ I { x 2 \yi) (29)
^  ' V - -------------— .... ........
>0
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Appendix H: Proof of Result 4.5
If Rxl cannot decode its unwanted message, i?i, i ?2 should fulfill the condition Ri  <
and i ?2 > I y i \xi )  and R 2 < I {x2‘, y2\xi)^ In this case, we can obtain
R 1 + R 2 < I{xi ;y i )  + I { x 2-,y2\xi),  (30)
< I{xi;yi)  ~  I{xi ;y 2 ) + I{xi ,X2 ]y2 )- (31)
Hence, the upper bound is the one given in Result 4.5.
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