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Abstract. Here we study retroreflectors based on specular reflections.
Two kinds of asymptotically perfect specular retroreflectors in two di-
mensions, Notched angle and Tube, are known at present. We conduct
comparative study of their efficiency, assuming that the reflection coeffi-
cient is slightly less than 1. We also compare their efficiency with the one
of the retroreflector Square corner (the 2D analogue of the well-known
and widely used Cube corner). The study is partly analytic and partly
uses numerical simulations. We conclude that the retro-reflectivity ra-
tio of Notched angle is normally much greater than those of Tube and
the Square corner. Additionally, simple Notched angle shapes are con-
structed, whose efficiency is significantly higher than that of the Square
corner.
Keywords: Retroreflectors, geometric optics, shape optimization, bil-
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1 Introduction
A retroreflector is an optical device that reverts the direction of incident beams
of light [9]. In the framework of geometric optics one deals with light rays that
propagate along straight lines (in a homogeneous space) or curves. The retrore-
flector is called to be perfect, if each incident light ray, as a result of interaction
with the device, changes its direction to the opposite (such rays are called retro-
reflecting).
Retroreflectors are widely used in economy, for example in road safety and
space exploration. Most retroreflectors used in practice are not perfect: only a
part of incident light rays are retro-reflected. The most used types of retroreflec-
tors are called cube corner and cat’s eye (see Fig. 1). The former one is based
on reflection from three mutually perpendicular planes, and the latter one, on
refraction in a lens (and possibly also reflection). Both are not perfect.
A well-known example of perfect retroreflector is Eaton lens, a transparent
ball with the varying refractive index [2–4, 8]. More precisely, the refractive index
at a point of the ball equals n(r) =
√
2R/r − 1, whereR denotes the radius of the
ball and r the distance from the point to the ball center. That is, the index equals
1 at the boundary of the ball and goes to infinity when the point approaches the
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Fig. 1. The retroreflectors (a) Cube corner and (b) Cat’s eye.
Fig. 2. Eaton lens.
ball center. An incident light ray passes through the ball and then goes back in
the direction opposite to the original one (see Fig. 2).
However, design of media with varying refractive index is not an easy task. It
seems to be much easier from technical viewpoint to design retroreflectors based
solely on mirror reflections, or billiard retroreflectors. Thus, one comes to the
problem of creating a perfect billiard retroreflector.
This problem is not solved until now. It is even not known if such retrore-
flectors really exist. What we know, however, is that there exist asymptotically
perfect families of retroreflectors [1, 5, 7]. For arbitrarily small ε > 0, one can
choose a retroreflector in such a family so that the portion of light rays reflected
from it in wrong directions is smaller than ε. At present, 2D asymptotically
perfect retroreflectors are studied in some detail, and almost nothing is known
about 3D ones. Notice that 2-dimensional devices may be of interest for practice,
especially if the light is supposed to propagate in a single plane. For instance,
one can imagine applications in road engineering, when the retroreflectors are
placed on the height corresponding to the level of the driver’s eyes.
In this paper we concentrate on 2-dimensional asymptotically perfect families
of retroreflectors. By a retroreflector we mean a bounded domain B with a
marked part of the boundary. The marked part is a line segment (the dashed
line in Fig. 3); it is called the inlet of the retroreflector. The retroreflector lies on
one side of the dashed line, and its boundary is a piecewise smooth curve with
finite length.
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Fig. 3. Motion of light in a retroreflector.
The propagation of light is represented by the billiard in B. A light ray
comes through the inlet, makes several reflections from the boundary ∂B, and
finally leaves B through the inlet. The ray is retro-reflected, if the direction of
coming in is opposite to the direction of going away (ϕ = ϕ+ in Fig. 3). We
parameterize the inlet by ξ ∈ [0, 1]; each incident ray is naturally labeled by the
angle of incidence ϕ varying from −ϕ/2 to ϕ/2 and by the point ξ where the
ray intersects the inlet.
For a retroreflector B, the retro-reflectivity ratio r(B) is the portion of the
incident light rays that are retro-reflected by the device. The ratio varies be-
tween 0 (no retro-reflection at all) and 1 (perfect retro-reflection). The amount
of incoming light is counted according to the natural billiard measure dµ(ϕ, ξ) =
1
2
cosϕdϕdξ defined on [−π/2, π/2]× [0, 1]. It is a probability measure, that is,
µ([−π/2, π/2]× [0, 1]) = 1.
It is instructive to calculate the retro-reflectivity ratio of the square corner,
the 2-dimensional analogue of cube corner (see Fig. 4). Assume that the sides of
the corner are perfectly reflecting. Any light ray that makes 2 reflections from
the corner reverts its direction, and a ray that makes only 1 reflection goes away
in a wrong direction. A simple geometrical analysis allows one to calculate the
portion of rays that make double reflections (and therefore are retro-reflected);
see Fig. 4 for a graphical illustration. We find that for a fixed ϕ the portion of
retro-reflected rays equals
Rcq(ϕ) =
{
1− | tanϕ|, if |ϕ| < π/4;
0, if |ϕ| ≥ π/4
(and hence the portion of wrongly reflected rays is 1 − Rcq(ϕ)). Therefore the
retro-reflectivity ratio of the square corner equals
rsq =
∫ pi/2
−pi/2
Rcq(ϕ)
1
2
cosϕdϕ =
∫ pi/4
0
(cosϕ− sinϕ) dϕ =
√
2− 1 ≈ 0.414.
b b
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Fig. 4. Reflection of light in a square corner.
Note that this analysis is not applicable to the second most popular type
of retroreflectors: cat’s eye. The point is that generally the direction of reversed
light rays in cat’s eyes does not precisely coincide with the direction of incidence,
but is slightly deviated. Thus the formal calculation of the retro-reflectivity ratio
would give zero.
At present two asymptotically perfect retroreflectors, Tube and Notched an-
gle, are known. They are obtained by modifying a rectangle and an isosceles tri-
angle, respectively. Notice that both a rectangle with small q = (height)/(width)
and an isosceles triangle with small q = (base)/(height) can serve as retroreflec-
tors (see Fig. 5), and their retro-reflectivity ratios go to 1/2 as q → 0 (see [6],
Chapter 9).
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Fig. 5. (a) Rectangle-shaped and (b) triangle-shaped retroreflectors. In both cases the
retro-reflected ray is shown red, and the wrongly reflected ray is shown blue.
Tube is obtained by removing small periodically located segments parallel to
the inlet from a rectangle (see Fig. 6). More precisely, a Tube B(n, d, ε) is the
rectangle [0, (n+1)d]× [0, 1] with the segments {di}× [0, ε] and {di}× [1−ε, 1],
i = 1, . . . , n removed; that is,
B(n, d, ε) = [0, (n+ 1)d]× [0, 1] \ ∪ni=1({di} × ([0, ε] ∪ [1− ε, 1])).
Here the inlet is {0}× [0, 1]. Thus, the retroreflector Tube depends on three pa-
rameters: n, d, and ε. It is proved in [1, 5] that for a certain family of retroreflec-
tors B(n, d, ε) with ε→ 0, n = n(ε)→∞, and with d fixed, the retro-reflectivity
ratio r(B(n(ε), d, ε)) goes to 1 as ε→ 0.
Fig. 6. The Tube B(5, 1, 0.12), with the number of segments n = 5, horizontal distance
between the segments d = 1, and the length of each segment ε = 0.12.
Notched angle is obtained by replacing the lateral sides of the rectangle with
a broken line whose segments are parallel and perpendicular to the inlet (see
Fig. 7). More precisely, take positive δ, α, β, consider the broken line composed
of alternating horizontal and vertical segments inscribed in the angle x tanα ≤
y ≤ x tan(α + β) and situated between the vertical lines x = δ and x = 1.
Further consider another broken line symmetric to the original one with respect
to the x-axis. The initial endpoints of the former and latter lines are (1, tanα)
and (1,− tanα), respectively.
The Notched angle B(α, β, δ) is bounded by these broken lines and by the ver-
tical lines x = δ and x = 1. The inlet is the vertical segment {1}×[− tanα, tanα].
Thus, the retroreflector Notched angle depends on three parameters: α, β,
and δ. It is proved in [5] that for a certain family of retroreflectors B(α, β, δ)
with δ = δ(α) −−−→
α→0
0, β = β(α), β/α −−−→
α→0
0 the retro-reflectivity ratio
r(B(α, β(α), δ(α))) goes to 1 as α→ 0.
Our aim in this paper is to evaluate and compare the efficiency of these
retroreflectors. It is supposed that a part of the light is lost after each reflection:
a portion k of the light is reflected according to the billiard law, and the portion
1 − k is absorbed by the device or scattered. Here 0 < k < 1. We are going to
evaluate the three parameters (a, b, ε in the former case and α, β, δ in the
latter case) that provide the maximal, or nearly maximal, retro-reflectivity ratio.
Obviously, when k goes to 1 (full reflection), the maximum retro-reflectivity ratio
goes to 1 in both cases. We will see, as a result of our study, that for each k the
retroreflector Notched angle is much more efficient than the Tube.
2α
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B(α, β, δ)
x = δ
x = 1Fig. 7. Notched angle.
Another question we address here concerns creating a reflecting curve with
relatively simple shape and with the retro-reflectivity ratio significantly greater
than that of the square corner. We will see that such shapes do exist.
Finding a 3D analogue of the Tube and (especially) the Notched angle are
challenging tasks for the future.
2 Notched angle
2.1 Analytical study
One of the advantages of Notched angle is that its efficiency can be evaluated
analytically. Here we provide analytical derivation of the retro-reflectivity ratio
r(α, k) in the limit when β → 0, δ → 0. It can be made rigorous with using
methods from [5]. However, here we limit ourselves by numerical verification of
our heuristics.
First consider two flows of particles with the angles of incidence ϕ and −ϕ,
with 0 < ϕ < α. Fix an indentation (the line ABC in Fig. 8) of our angle and
consider the part of the flow incident on it with the angle ϕ. The segment AB is
vertical and BC is horizontal. By unfolding the right triangle ABC one obtains
the isosceles triangle AEC. The point F on the side AC is chosen so that the
line EF forms the angle ϕ with EC.
If a particle comes through the segment AF , it makes a reflection and is
reflected in a wrong direction (see Fig. 8 (a)). If it comes through FC, it makes
two reflections and is retro-reflected (see Fig. 8 (b)).
The triangle AEF has the angles π − 2α, α − ϕ, α + ϕ, respectively. The
triangle CEF has the angles α, ϕ, π − α − ϕ, respectively. Applying the sine
law to these triangles, after a simple trigonometry one obtains
|FC|
|AC| =
2 tanϕ
tanα+ tanϕ
. (1)
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Fig. 8. Particles reflected from an indentation when |ϕ| ≤ α. (a) A wrongly reflected
particle. (b) A retro-reflected particle.
Consider a vertical line (for example, the inlet of the notched angle). The
particles incident on the given indentation with the angle of incidence ϕ intersect
this line at points of a certain segment (the segment A′C′ in Fig. 8 (a), (b)). Using
again the sine law, one easily finds the length of the segment,
|A′C′| = |AC| sin(α+ ϕ)
cosϕ
.
The segment F ′C′ (see Fig. 8 (b)) corresponds to the retro-reflected particles.
Using (1), one easily finds its length,
|F ′C′| = |AC| · 2 tanϕ cosα.
On the other hand, all the particles with the angle of incidence −ϕ (not
shown in the figure) are reflected from the indentation in a wrong direction. The
length of the corresponding vertical segment equals
|AC| sin(α− ϕ)
cosϕ
.
Thus, the total length of the segments corresponding to the two flows equals
|AC| sin(α+ ϕ)
cosϕ
+ |AC| sin(α− ϕ)
cosϕ
= |AC| · 2 sinα,
and only one segment with the length |AC| · 2 tanϕ cosα corresponds to the
retro-reflected particles. That is, the portion of retro-reflected particles equals
|AC| · 2 tanϕ cosα
|AC| · 2 sinα =
tanϕ
tanα
.
Note that it does not depend on the specific indentation. Integrating this value
over ϕ ∈ [−α, α] and taking into account the absorption, one finds the portion
(among all incident particles) of retro-reflected particles with the angles |ϕ| ≤ α,
r1(α, k) = k
2
∫ α
−α
tanϕ
tanα
1
2
cosϕdϕ = k2
cosα(1 − cosα)
sinα
.
Let now ϕ > α. Consider the flow of particles incident on a fixed indentation
(the line ABC in Fig. 9) with the angle of incidence ϕ. Let the triangle EBC be
symmetric to the triangle ABC with respect to the line BC. Take the point F
on AC so that EF forms the angle ϕ with BC. If the particle comes through the
segment AF , it makes two reflections and goes back in the opposite direction. If
it comes through FC then after a single reflection it continues moving forward.
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Fig. 9. Particles reflected from an indentation when ϕ > α. (a) A retro-reflected par-
ticle. (b) A wrongly reflected particle.
The triangle AEF has the angles π/2−α, π/2−ϕ, α+ϕ, respectively. The
triangle CEF has the angles 2α, ϕ − α, π − α − ϕ, respectively. Applying the
sine rule to these triangles, one comes to the relation
|FC|
|AC| =
tanϕ− tanα
tanϕ+ tanα
=: λα(ϕ).
This ratio is the portion of the flow that continues moving forward after being
reflected in the indentation. It does not depend on the specific indentation.
The process can be described as follows. The part 1 − λ (where λ = λα(ϕ))
of the flow is retro-reflected by the first indentation (after hitting it two times).
Thus, the retro-reflected part of the flow is k2(1 − λ). Notice that the first
indentation may be different for different particles.
The part of the flow retro-reflected by the second indentation is λ(1−λ). The
corresponding particles make one reflection while moving forward, two reflections
in the indentation, and one reflection on the way back— 4 reflections in the total.
The retro-reflected part of the flow is k4λ(1− λ).
Continuing this process, one obtains the sequence k2m+2λm(1 − λ), m =
0, 1, 2, . . ., the sum of its terms being the portion of retro-reflected particles,
k2(1− λ)[1 + k2λ+ k4λ2 + . . .] = k
2(1 − λ)
1− k2λ .
Here λ = λα(ϕ). Notice that this portion is related to the flow with the angle of
incidence ϕ. The portion of retro-reflected particles corresponding to all angles
ϕ > α is obtained by integration,
r2(α, k) =
∫ pi/2
α
k2(1− λα(ϕ))
1− k2λα(ϕ) cosϕdϕ =
∫
∞
tanα
2k2
t
tanα (1− k2) + (1 + k2)
dt
(1 + t2)3/2
.
Thus, the retro-reflectivity ratio equals
r(α, k) = r1(α, k)+r2(α, k)
= k2
cosα(1 − cosα)
sinα
+
∫
∞
tanα
2k2
t
tanα (1− k2) + (1 + k2)
dt
(1 + t2)3/2
. (2)
The graphs of r(α, k) as functions of α for several values of k are shown in
Fig. 10. The optimum angle αmax = αmax(k) is indicated by a dot on each curve.
The values of the angles αmax and the corresponding retro-reflectivity ratios are
given in the table below.
k 0.5 0.8 0.9 0.99
αmax 0.445 0.356 0.287 0.117
r(αmax, k) 0.146 0.421 0.582 0.864
2.2 Numerical simulation
The number of light beams coming through the inlet was chosen to be 1000 in
all experiments. If r¯ is the estimate of the retro-reflectivity ratio in a simulation,
then the standard deviation of the estimate is less than 2%, as can be seen
from the formula for the deviation of Normal distribution
√
r¯(1 − r¯)/1000 for
r¯ ∈ [0, 1].
In the case of positive β and δ there are no analytic formulas, so one needs
to proceed to numerical simulation. First we verify theoretical results for the
limiting case β → 0, δ → 0. To that end, we calculate the retro-reflectivity ratio
r(αmax, β, β, k) for the fixed values k = 0.9 and k = 0.99 and the corresponding
optimal values αmax = αmax(0.9) = 0.287 and αmax = αmax(0.99) = 0.117, and
consider the values β = δ varying from 0.01 to 0.1. One sees in Fig. 11 that the
retro-reflectivity ratio approaches the corresponding value r(αmax, k) (marked
by a point on the vertical axis) as β goes to 0.
The three graphs of maximum retro-reflectivity ratio versus k with fixed
values of β and δ are shown in Fig. 12. The two graphs are related to the values
β = δ = 0.1 and β = δ = 0.01, and the third graph plots the theoretical
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Fig. 10. Retro-reflectivity ratio r(α, k) of Notched angle for several values of k.
maximum value maxα r(α, k), which corresponds to the limiting case β = δ = 0.
Again, it is seen that the maximum retro-reflectivity approaches its theoretical
limit as β → 0, δ → 0, and is very close to this limit when β = 0.01, δ = 0.01.
A numerical work has been done on finding practical shapes with retro-
reflectivity ratio higher that that of the well-known shape Square corner. The
reflection coefficient was taken to be k = 0.99. We also took α = 0.117, the
optimal angle corresponding to the value k = 0.99. The results are presented in
Fig. 13.
There always is a tradeoff between simplicity of the shape and high retro-
reflectivity. The three shapes presented in the figure have the ratios r ≈ 0.6,
0.76, and 0.82, which are significantly greater than the ratio of the Square corner
k2(
√
2 − 1) ≈ 0.4. Naturally, the greater the ratio, the more complicated is the
shape: in the first case one has β = δ = 0.1, in the second case β = 0.02,
δ = 0.05, and in the third case β = δ = 0.01.
3 Tube and comparison with Notched angle
It was proved in [1, 5] that there exist Tube retroreflectors with retro-reflectivity
ratio arbitrarily close to 1. More precisely, suppose that the sides of the retrore-
flector are perfectly reflecting, k = 1; then we have r(B(n, d, ε)) −−−→
ε→0
1 for a
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Fig. 11. The plot of the retro-reflectivity ratio vs β(= δ) for k = 0.9 and k = 0.99.
certain family of retroreflectors with the size of small segments going to zero,
ε → 0, and their number going to infinity, n = n(ε) → ∞, and with fixed
distance d between the segments.
There are no analytical formulas for the retro-reflectivity ratio of Tube with
positive values of the parameters ǫ, n, and d, so we did an extensive numerical
simulation with ǫ taking the values in {0.01, 0.05, 0.1, 0.2} and with k < 1,
searching for the values of n and d that provide the best retro-reflectivity ratio.
We found that the retro-reflectivity ratio of Tube is generally much smaller than
that of Notched angle, and even of the square corner, as seen in Fig. 14. The
reason is that Tube requires a huge number of light reflections. As a result, when
k < 1, a large portion of light is absorbed, thus lowering the retro-reflectivity
ratio.
In Fig. 14 the retro-reflectivity ratios of three retroreflectors are compared:
(a) Tube with n = 49, d = 0.2, ε = 0.05; (b) Notched angle with β = δ = 0.01
and with α = αmax(k) taken to be optimal, (c) the square corner, and (d) the
function r(α, k) (2) with α = αmax(k) (recall that it defines the retro-reflectivity
ratio in the limiting case of Notched angle with β → 0, δ → 0).
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Fig. 12. The graphs of maximum retro-reflectivity ratio vs k in the three cases when
(a) β = δ = 0.1; (b) β = δ = 0.01; and (c) the theoretical limiting case for β = δ = 0.
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Fig. 14. The plots of the retro-reflectivity ratio vs k for the retroreflectors (a) Tube
with n = 49, d = 0.2, ε = 0.05, (b) Notched angle with β = δ = 0.01 and with
α = αmax(k), (c) the square corner, and (d) r(αmax, k), the retro-reflectivity ratio of
Notched angle with β → 0, δ → 0.
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Fig. 13. Three special shapes of Notched angle with k = 0.99 and α = αmax(k) = 0.117
and with high retro-reflectivity ratios.
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