We provide explicit conditions, in terms of the transition kernel of its driving particle, for a Markov branching process to admit a scaling limit toward a self-similar growth-fragmentation with negative index. We also derive a scaling limit for the genealogical embedding considered as a compact real tree.
Introduction
Imagine a bin containing n balls which is repeatedly subject to random (binary) divisions at discrete times, until every ball has been isolated. There is a natural random (binary) tree with n leaves associated with this partitioning process, where the subtrees above a given height k ≥ 0 represent the different subcollections of all n balls at time k, and the number of leaves of each subtree matches the number of balls in the corresponding subcollection. The habitual Markov branching property stipulates that these subtrees must be independent conditionally on their respective size. In the literature on random trees, a central question is the approximation of so called continuum random trees (CRT) as the size of the discrete trees tends to infinity. We mention especially the works of Aldous [2, 1, 3] and Haas, Miermont, et al. [12, 21, 15, 13, 14] . Concerning the above example, Haas and Miermont [14] obtained, under some natural assumption on the splitting laws, distributional scaling limits regarded in the Gromov-Hausdorff-Prokhorov topology. In the Gromov-Hausdorff sense where trees are considered as compact metric spaces, they especially identified the so called self-similar fragmentation trees as the scaling limits. The latter describe the genealogy of self-similar fragmentation processes, which, reciprocally, are known to record the size of the components of a (continuous) fragmentation tree above a given height [12] , and thus correspond to scaling limits for partition sequences of balls as their number n tends to infinity. One key tool in the work of Haas and Miermont [14] is provided by some non-increasing integer-valued Markov chain which, roughly speaking, depicts the size of the subcollection containing a randomly tagged ball. This Markov chain essentially captures the dynamics of the whole fragmentation and, by their previous work [13] , itself possesses a scaling limit. The purpose of the present work is to study more general dynamics which incorporate growth, that is the addition of new balls in the system (see Figure 1) . One example of recent interest lies in the exploration of random planar maps [7, 6] , which exhibits "holes" (the yet unexplored areas) that split or grow depending on whether the new edges being discovered belong to an already known face or not. We thus consider a Markov branching system in discrete time and space where at each step, every particle is replaced by either one particle with a bigger size (growth) or by two smaller particles in a conservative way (fragmentation). We condition the system to start from a single particle with size n (we use the superscript · (n) in this respect) and we are interested in its behaviour as n → ∞. Namely, we are looking for: 1. A functional scaling limit for the process in time (X(k) : k ≥ 0) of all particle sizes:
in some sequence space, where the a n are positive (deterministic) numbers; 2. A scaling limit for the system's genealogical tree, seen as a random metric space (χ (n) , d n ):
in the Gromov-Hausdorff topology.
Like in the pure-fragmentation setting we may single out some specific integer-valued Markov chain, but which of course is no longer non-increasing. To derive a scaling limit for this chain, a first idea is to apply, as a substitution to [13] , the more general criterion of Bertoin and Kortchemski [8] in terms of the asymptotic behaviour of its transition kernel at large states. However, this criterion is clearly insufficient for the convergences stated above as it provides no control on the "microscopic" particles. To circumvent this issue, we choose to "prune" the system by freezing the particles below a (large but fixed) threshold. That is to say, we let the system evolve from a large size n but stop every individual as soon as it is no longer bigger than some threshold M > 0 which will be independent of n, and we rather study the modifications X (n) and X (n) of the process and the genealogical tree that are induced by this procedure.
The limits Y and Y that we aim at are, respectively, a self-similar growth-fragmentation process and its associated genealogical structure. Indeed, the scaling limits of integer-valued Markov chains investigated in [8] , which we build our work upon, belong to the class of so called positive self-similar Markov processes (pssMp), and these processes constitute the cornerstone of Bertoin's self-similar growth-fragmentations [5, 6] . Besides, in the context of random planar maps [7, 6] , they have already been identified as scaling limits for the sequences of perimeters of the separating cycles that arise in the exploration of large Boltzmann triangulations. Informally, a self-similar growth-fragmentation Y depicts a system of particles which all evolve according to a given pssMp and whose each negative jump −y < 0 begets a new independent particle with initial size y. In our setting, the self-similarity property has a negative index and makes the small particles split at higher rates, in such a way that the system becomes eventually extinct [5, Corollary 3] . The genealogical embedding Y is thus a compact real tree; its formal construction is presented in [22] .
Because of growth, one main difference with the conservative case is, of course, that the mass of a particle at a given time no longer equals the size (number of leaves) of the corresponding genealogical subtree. In a similar vein, choosing the uniform distribution to mark a ball at random will appear less relevant than a size-biased pick from an appropriate (nondegenerate) supermartingale. This will highlight a Markov chain admitting a self-similar scaling limit (thanks to the criterion [8] ), and which we can plug into a many-to-one formula. Under an assumption preventing an explosive production of relatively small particles, we will then be able to establish our first desired convergence. Concerning the convergence of the (rescaled) trees X (n) , we shall employ a Foster-Lyapunov argument to obtain an uniform control on their heights, which are nothing else than the exctinction times of the processes X (n) . Contrary to what one would first expect, it turns out that a good enough Lyapunov function is not simply a power of the size, but merely depends on the scaling sequence (a n ). This brings a tightness property that, together with the convergence of "finite-dimensional marginals", will allow us to conclude.
In the next section we set up the notation and the assumptions more precisely, and state our main two results.
Assumptions and results
Our basic data are probability transitions p n,m , m ≥ n/2 and n ∈ N "sufficiently large", with which we associate a Markov chain, generically denoted X, that governs the law of the particle system X: at each time k ∈ N and with probability p n,m , every particle with size n either grows up to a size m > n, or fragmentates into two independent particles with sizes m ∈ {⌈n/2⌉, . . . , n − 1} and n − m. That is to say, X (n) (0) = n is the size of the initial particle in X (n) , and given X(k) for some k ≥ 0, X(k + 1) is the largest among the (one or two) particles replacing X(k). We must emphasize that the transitions p n,m from n "small" are irrelevant since our assumptions shall only rest upon the asymptotic behavior of p n,m as n tends to infinity. Indeed, for the reason alluded in the Introduction that we explain further below, we rather study the pruned version X where particles are frozen (possibly at birth) when they become not bigger than a thresold parameter M > 0, which we will fix later on. Keeping the same notation, this means that X is a Markov chain stopped upon hitting {1, 2, . . . , M }. For convenience, we omit to write the dependency in M , and set p n,n := 1 for n ≤ M .
In turn, the law of the genealogical tree X can be defined inductively as follows (we give a more rigorous construction in Section 3). Let 
consists in a branch with length ζ (n) to which are respectively attached, at positions k i from the root, independent trees distributed like X (n i ) (agreeing that X (n) degenerates into a single vertex for n ≤ M ). We view X (n) as a metric space with metric denoted by d n .
Suppose (a n ) n∈N is a sequence of positive real numbers which is regularly varying with index γ > 0, in the sense that for every x > 0, lim
Our starting requirement will be the convergence in distribution
in the space D([0, ∞), R) of càdlàg functions on [0, ∞) (endowed with Skorokhod's J 1 topology), towards a positive strong Markov process (Y (t) : t ≥ 0), continuously absorbed at 0 in an almost surely finite time ζ, and with the following self-similarity property:
The law of Y started from x > 0 is that of (xY (x −γ t) : t ≥ 0) when Y starts from 1.
Since the seminal work of Lamperti [18] , this simply means that
where ξ a Lévy process which drifts to −∞ as t → ∞. We denote by Ψ the characteristic exponent of ξ (so there is the Lévy-Khinchine formula E[exp(qξ(t))] = exp(tΨ(q)) for every t ≥ 0 and every q ∈ C, wherever this makes sense), and by Λ the Lévy measure of its jumps (that is a measure on R \ {0}
In order to state precisely our assumptions, we need to introduce some more notation. We define
and, for every n ∈ N, the discrete exponents
Finally, we fix some parameter q * > 0. After [8, Theorem 2], convergence (2) holds under the following two assumptions:
Indeed, by [17, Theorem 15.14 & 15.17] , Assumption (H1) is essentially equivalent to (A1)&(A2) of [8] , while (H2) rephrases Assumption (A3) there. We now introduce the new assumption:
Postponing the description of the limits, we can already state our two convergence results formally:
Then we can fix a freezing threshold M sufficiently large so that, for every q ≥ 1 ∨ q * , the convergence in distribution
where Y is the self-similar growth-fragmentation driven by Y , and
(that is, the family of particles at a given time is always ranked in the non-increasing order).
Theorem 2. Suppose (H1) to (H3), and q * > γ. Then we can fix a freezing threshold M sufficiently large so that there is the convergence in distribution
in the Gromov-Hausdorff topology, where Y is the random compact real tree related to Y's genealogy.
Description of the limits.
As explained in the Introduction, the process Y portrays the size of particles in the self-similar growth-fragmentation process Y := (Y(t) : t ≥ 0), whose construction we briefly recall (referring to [5, 6] for more details): The Eve particle Y ∅ is distributed like Y . We rank the negative jumps of a particle Y u in the decreasing order of their absolute sizes (and chronologically in case of ex aequo). When this particle makes its j th negative jump, say with size −y < 0, then a daughter particle Y uj is born at this time and evolves, independently of its siblings, according to the law of Y started from y. (Recall that Y is eventually absorbed at 0, so we can indeed rank the negative jumps in this way; for definiteness, we set b uj := ∞ and Y uj · · ≡ 0 if Y u makes less than j negative jumps during its lifetime.) Particles are here labeled on the Harris-Ulam tree U, the set of finite words over N. Write b u for the birth time of Y u . Then
After [5, 6] , this process is self-similar with index −γ. Roughly speaking, this means that a particle with size x > 0 evolves x −γ times "faster" than a particle with size 1. Since here −γ < 0, there is the snowball effect that particles get rapidly absorbed toward 0 as time passes, and it has been shown [5, Corollary 3] that such a growth-fragmentation becomes eventually extinct, namely that ǫ := inf{t ≥ 0 : Y(t) = ∅} is almost surely finite. The extinction time ǫ is also the height of the genealogical structure Y seen as a compact real tree. Referring to [22] for details, we shall just sketch the construction. Let Discussion on the assumptions. Observe that (H1) implies (H2) when the Lévy measure Λ of ξ is bounded from above (in particular, when ξ has no positive jumps). By analyticity, Assumptions (H1) and (H2) imply that Ψ n (z) → Ψ(z) as n → ∞, for 0 ≤ ℜz ≤ q * . Further, since Ψ < κ, the first condition in (H3) implies that Ψ(q * ) < 0. Besides, assuming that κ(q) ≤ 0 for some q > 0 is necessary (and sufficient) [9] to prevent local explosion of the growth-fragmentation Y (a phenomenon which would not allow us to view Y in some ℓ q -space). Under (H1) and (H2), the condition (5) in (H3) yields the convergence κ n (z) → κ(z) for ℜz in a left-neighbourhood of q * . Thus, while (H1) states the convergence to a characteristic exponent related to Y , Assumption (H3) adds the convergence to a cumulant function, which constitute a key feature of self-similar growth-fragmentations [23] . We stress that our assumptions do not provide any control on the "small particles" (n ≤ M ). Therefore we need to "freeze" these particles (meaning that they no longer grow or beget children), since otherwise their number could become quickly very high and make the system explode, as we illustrate in the example below. Basically, M will be taken so that κ n (q) ≤ 0 for some q and all n, which can be seen as a discrete-level analogue of the non-explosion condition.
Example 2.1. Suppose that a particle with size n increases to size n + 1 with probability p < 1/2 and, at least when n is small, splits into two particles with sizes 1 and n − 1 with probability 1 − p. Thus, at small sizes, the unstopped Markov chain essentially behaves like a simple random walk. On the one hand, we know from Cramér's theorem that for every ε > 0 sufficiently small,
decreases exponentially at a rate c p (ε) > 0. On the other hand, the number of particles with size 1 is bounded from below by Z [1] , where Z := (Z [1] , Z [2] ) is a 2-type Galton-Watson process whose mean-matrix 0 1 2(1 − p) 0 has spectral radius r p := 2(1 − p), so that by the Kesten-Stigum theorem the number of particles with size 1 at time k → ∞ is of order at least r k p , almost surely. Consequently the expected number of particles which are above (1−2p+ε)k at time 2k is of exponential order at least m p (ε) := log r p −c p (ε). It is easily checked that this quantity may be positive (e.g., m 1/4 (1/4) ≥ 0.16). Thus, without any "local" assumption on the reproduction law at small sizes, the number of small particles may grow exponentially and we cannot in general expect X (n) (⌊a n ·⌋)/n to be tight in ℓ q↓ , for some q > 0. However, this happens to be the case for the perimeters of the cycles in the branching peeling process of random Boltzmann triangulations [7] , where versions of Theorems 1 and 2 hold for γ = 1/2, q * = 3, and M = 0, although κ n (3) ≤ 0 seems fulfilled only for M ≥ 3 (which should mean that the holes with perimeter 1 or 2 do not contribute to a substantial part of the triangulation).
We start with the relatively easy convergence of finite-dimensional marginals (Section 3). Then, we develop a few key results (Section 4) that will be helpful to complete the proofs of Theorem 1 (Section 5) and Theorem 2 (Section 6).
Convergence of finite-dimensional marginals
In this section, we prove finite-dimensional convergences for both the particle process X and its genealogical structure X . (We mention that the freezing procedure is of no relevance here as it will be only useful in the next section to establish tightness results; in particular the freezing threshold M will be fixed later.)
We start by adopting a representation of the particle system X that better matches that of Y given above. We define, for every word u := u 1 · · · u i ∈ N i , the u-locally largest particle 1 (X u (k) : k ≥ 0) by induction on i = 0, 1, . . . Initially, for i = 0, there is a single particle X ∅ labeled by u = ∅, born at time β ∅ := 0 and distributed like X. Then, we enumerate the sequence (β u1 , n 1 ), (β u2 , n 2 ) , . . . of the negative jump times and sizes of X u so that n 1 ≥ n 2 ≥ · · · and β uj < β u(j+1) whenever n j = n j+1 . The processes X uj , j = 1, 2, . . . are independent and distributed like X (n j ) respectively (for definiteness, we set β uj := ∞ and X uj · · ≡ 0 if X u makes less than j negative jumps during its lifetime), and we have
Recall the notation · (n) to stress that the system is started from a particle with size X ∅ (0) = n. 
Proof. We detail the argument used to prove the second part of [7, Lemma 17] . For h ≥ 0, let U h := {u ∈ U : |u| ≤ h} be the set of vertices with height at most h in the tree U. It suffices to show
by induction on h. The statement (I 0 ) is given by (2) . Now, if U is a finite subset of U h+1 and F u , u ∈ U, are continuous bounded functions from D([0, ∞), R) to R, then the branching property entails that, for
where E (n)
x stands for expectation under the law P (n)
x of X ∅ started from x, which by (1), (2) and (3), converges weakly as n → ∞ to the law P x of Y started from x. The values X 
A priori, this establishes the convergence in distribution (X (n) Next, we proceed to the convergence of the finite-dimensional marginals of X , which we shall first formally construct. For each u ∈ U with β u < ∞, let ζ u denote the lifetime of the stopped Markov chain X u . Recall the definition in Section 2 of the trees Y, Y h , h ≥ 0, related to Y's genealogy, that echoes Rembart and Winkel's construction [22] . Similarly, let X u,0 simply consist of an edge with length ζ u , rooted at a vertex u. Recursively, define X u,h+1 by attaching to the edge X u,0 the trees X uj,k at a distance β uj − β u from the root u, respectively, for each born particle uj, j ≤ h + 1, descending from u. The tree X h := X ∅,h is a finite tree whose vertices are labeled by the set U (h) of words over {1, . . . , h} with length at most h. Plainly, the sequence X h , h ≥ 0, is consistent, in that X h is the subtree of X h+1 with vertex set U (h) , and we may consider the inductive limit X := lim↑ h→∞ X h . We write d n (v, v ′ ) for the length of the unique path between v and v ′ in X (n) . All these trees belong to the space T of (equivalence classes of) compact, rooted, real trees and can be embedded as subspaces of a large metric space (such as, for instance, the space ℓ 1 (N) of summable sequences [3, Section 2.2]). Irrespectively of the embedding, they can be compared one with each other through the so called Gromov-Hausdorff metric d GH on T . We forward the reader to [19, 11] and references therein.
Lemma 3.2. Suppose (H1) to (H3).
Then for all h ∈ N, there is the convergence in (T , d GH ):
Proof. It suffices to show the joint convergence of all branches. The branch going through the vertex u ∈ U (h) has length E (n) 
holds jointly with (2) . Adapting the proof of Lemma 3.1, we can more generally check that for every finite subset U ⊂ U, we have, jointly with (6),
In particular, this is true for U := U (h) .
To conclude this section, we restate an observation of Bertoin, Curien, and Kortchemski [7, Lemma 21] which results from the convergence of finite-dimensional marginals (Lemma 3.1): with high probability as h → ∞, "non-negligible" particles have their labels in U (h) . Specifically, say that an individual u ∈ U is (n, ε)-good, and write u ∈ G(n, ε), if the particles X v labeled by each ancestor v of u (including u itself) have size at birth at least nε. Then:
A size-biased particle and a many-to-one formula
We now introduce a "size-biased particle" and relate it to a many-to-one formula. This will help us derive tightness estimates in Sections 5 and 6, and thus complement the finite-dimensional convergence results of the preceding section. Recall from Assumptions (H1) to (H3) that there exists q * < q * such that, as n → ∞, κ n (q) → κ(q) < 0 for every q ∈ [q * , q * ). Consequently, we may and will suppose for the remaining of this section that the freezing threshold M is taken sufficiently large so that κ n (q * ) ≤ 0 for every n > M . (Note that κ n (q * ) = 0 for n ≤ M , by our convention p n,n := 1.)
Therefore, the process 2
is a supermartingale under P (n) .
Proof. The left-hand side of (7) is
where κ n (q * ) ≤ 0. Hence the first part of the statement. The second part follows by applying the branching property at any given time k ≥ 0:
Remark 4.2. Put differently, the condition "κ n (q * ) ≤ 0" formulates that n → n q * is superharmonic with respect to the "fragmentation operator". This map plays the same role as the function f in [7] , where it takes the form of a cubic polynomial (q * = 3) and
is actually a martingale. To a broader extent, the map n → n q * could be replaced by any regularlyvarying sequence with index q * , but probably at the cost of heavier notation.
Lemma 4.1 allows us to introduce a (defective) Markov chain (X(k) : k ≥ 0) on N, to which we add 0 as cemetery state, with transition
We letζ := inf{k ≥ 0 :X(k) = 0} denote its lifetime. Up to a change of probability measure,X follows the trajectory of a randomly selected particle in X. It admits the following scaling limit (which could also be seen as a randomly selected particle in Y; see [6, Section 4]):
There is the convergence in distribution Proof. WriteΛ n for the law of log(X (n) (1)/n), with the convention log 0 := −∞. We see from (8) that a n P(X(1) = 0) = −κ n (q * ), and, for every 0 ≤ q ≤ q * − q * ,
Furthermore, by (H2),
In other words, assumptions (A1), (A2) and (A3) of [8] are satisfied (w.r.t the Markov chainX and the limiting processȲ ). Our statement thus follows from Theorems 1 and 2 there 3 .
Heading now toward pathwise and optional many-to-one formulae, we first set up some notation. Let A ⊆ N be a fixed subset of states, and let ℓ ∈ ∂U refer to an infinite word over N, which we see as a branch of U. For every u ∈ U ∪ ∂U and every k ≥ 0, set
where u[k] is the youngest ancestor v of u with β v ≤ k, and write τ A u := inf{k ≥ 0 : X u (k) ∈ A} for the first hitting time of A by X u . Let alsoτ A := inf{k ≥ 0 :X(k) ∈ A}. Now, imagine that once a particle hits A, it is stopped and thus has no further progeny. The state when all particles have hit A in finite time is
Lemma 4.4 (Many-to-one formula).
(i) For every n ∈ N, every k ≥ 0, and every f :
(ii) For every n ∈ N, every A ⊆ N, and every f :
Proof. 
By taking expectations on both sides and applying the induction hypothesis with the function (1));X(1) = 0] on the one hand, and by applying the Markov property ofX at time k on the other hand, we derive the identity a time k + 1:
(ii) For every k ≥ 0 and every
by (i) and the monotone convergence theorem.
We now combine Proposition 4.3 and Lemma 4.4 to derive the following counterpart of [7, Lemma 14 ] that we will apply in the next two sections. Consider the hitting set A := {1, . . . , ⌊nε⌋} and denote by x ≤nε u := x A u , u ∈ U ≤nε := U A , the population of particles stopped below nε. 
Proof of Theorem 1
We prove Theorem 1 by combining Lemma 3.1 with the next two "tightness" properties. We suppose that Assumptions (H1) to (H3) hold and recall that U (h) ⊂ U refers to the set of words over {1, . . . , h} with length at most h.
Lemma 5.1. For every δ > 0,
Proof. This was already derived in [7, Lemma 20] , and results from the following fact [5, Corollary 4] : 
Proof. Let us first take q * < q * and M as in Section 4. As in the proof of [7, Lemma 22] and by definition of G(n, ε) in Section 3, we claim that each particle in {X u (k − β u ) : u ∈ U \ G(n, ε)} has an ancestor with size at birth smaller than nε. Thanks to the branching property, we may therefore consider that these particles derive from a system that has first been "frozen" below the level nε, that is, with the notations of Section 4, from a particle system having x ≤nε u , u ∈ U ≤nε , as initial population. Hence, by Lemma 4.1 and Doob's maximal inequality,
(bounding from above the ℓ q * -norm by the ℓ q * -norm). We conclude by Corollary 4.5 and Lemma 3.3.
Proof of Theorem 1. From Lemmas 3.1, 5.1 and 5.2, we deduce the convergence in distribution
Since for q ≥ 1, rearranging sequences in the non-increasing order does not increase their q-distance [20, Theorem 3.5] , the convergence in ℓ q * (U) implies that in ℓ q↓ , q ≥ 1 ∨ q * .
Proof of Theorem 2
Similarly to the previous section, by Lemma 3.2 the proof of Theorem 2 is complete once we have established that
for all δ > 0. The first display is clear since the tree Y is compact. The second is a consequence of the following counterpart of [7, Conjecture 1]:
Lemma 6.1. Suppose (H1) to (H3), and q * > γ. Then for every q < q * , and for M sufficiently large,
where ht X (n) := sup x∈X (n) d n (∅, x) is the height of the tree X (n) .
The proof of Lemma 6.1 involves martingale arguments. Let us formerly derive (10) .
Proof of (10) . We start as in the proof of Theorem 1: thanks to Lemma 3.3 and the branching property, with high probability as h → ∞, the connected components of X (n) \ X (n) h are included in independent copies of X stemming from the population x ≤nε u , u ∈ U ≤nε , of particles frozen below nε. Specifically,
Now, take q * < q < q * and M large enough so that both Lemma 6.1 and the results of Section 4 hold. So, there exists a constant C > 0 such that is a (F k ) k≥0 -supermartingale under P (n) , for any n ∈ N. Then, the result will be readily obtained from Raising this to the power 1/r = γ/q yields
by concavity of x → x 1/r . On the other hand, the supermartingale property also implies that (Γ(k + 1) 1/r + a) r is integrable for every constant a > 0; we may thus apply the generalized triangle inequality [4, Lemma 1] with the positive, convex increasing function x → x r , the positive random variable Γ(k + 1) 1/r , and the probability P (n) ( · | F k ) (under which E ∧ (k + 1) can be seen as a positive constant): Reporting (11) shows as desired that (G(k) : k ≥ 0) is a supermartingale.
